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4Abstract
With the ever-increasing demand in the analysis and understanding of aerial images,
this work is focused on the use of implicit models for the detection and localisation
of small targets in static airborne imagery of typical urban scenes with associated
ground sampling distance of few centimetres. These scenes are characterised by the
existence of complex structures and heavy clutter. More specifically, it focuses on
the detection of non-occluded cars as it has many useful applications in security,
surveillance, remote sensing and other domains. This is a tremendously-challenging
problem because of the huge inter-class similarity among car and other non-car
targets in urban scenes. Nevertheless, it will be demonstrated that high precision
rates can be achieved using robust ensembles of image descriptors alongside linear
classification techniques, e.g., linear Support Vector Machines. The original contri-
butions of this work include: i) novel methods to reduce search areas by evaluating
the likeliness of detection windows to contain targets, (ii) accurate methods to esti-
mate the dominant orientation of detection windows, (iii) robust ensembles of image
descriptors of low dimensionality relative to the state of the art that depict the dis-
tributions of gradients, texture, colours, spectral information and the second-order
statistics of each and (iv) a new method to extract regions that are placed around
roads using a Gaussian Mixture Model classifier. The performance of the proposed
frameworks was evaluated against two benchmark datasets of static images, namely,
the Vaihingen and the Overhead Imagery Research datasets. Results show that the
proposed frameworks are superior to and outperform the state of the art.
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Chapter 1
Introduction
O
VER the past three decades, the tasks of robust and accurate detection and
localisation of small targets in airborne images of urban scenes of complex
heavily-cluttered backgrounds have attracted many researchers in the fields of image
processing and computer vision, more specifically in the fields of image analysis and
understanding.
Small targets, e.g., cars, shipping containers, aeroplanes and military instal-
lations, are usually depicted within small areas of the order of few centimetres that
are represented by a small number of pixels in high-resolution aerial images of low
ground sampling distance (GSD). Such high-resolution images are usually captured
by sensors mounted on aeroplanes, earth-observation satellites [1] and unmanned
aerial vehicles (UAVs) from a vertical or a slightly-oblique viewpoints.
Detection and localisation of targets can be defined as the ability to decide
the existence or absence of a particular target of interest in the image under exami-
nation and the ability to identify its position relative to the rest of this given image,
respectively. The term ”detection” in this thesis hereafter involves both tasks of
detection and localisation of targets.
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1.1 Problem Definition
Cars, among other categories of small targets, are very commonly found in different
locations, such as roads, parkings and possibly other areas. These areas constitute
one of the main components of urban and suburban regions. The present work is con-
cerned with cars as targets and the main goal is to automatically detect and locate
non-occluded cars relative to the rest of a given image of a typical heavily-cluttered
urban scene with an associated GSD of 8cm. Images of concern are captured during
daylight. They are static and are almost free from noise and motion blur.
This is a tremendously-challenging task because of the huge intra-class vari-
ability that cars possess and the significant inter-class similarity among car and
non-car targets, such as buildings’ roofs and windows, that possess very similar
visual appearance to that of car targets.
The first problem of intra-class variability stems from the significant differ-
ences in the visual appearance among cars, as far as various features, such as colour
intensities, size, shape, contours and boundaries, are concerned. Furthermore, it is
obvious that cars’ appearance explicitly depends on the viewing angle. In order to
overcome this problem, many researchers have focused on the task of the detection
of cars in aerial images, wherein a collection of images are taken from vertical or
slightly-oblique viewpoints. These constrained viewpoints facilitate the detection
task by decreasing the intra-class variability.
The second problem that usually limits the performance of a car-detection
system is the existence of many non-car objects that have very similar structures of
edges, boundaries and colour distributions to that of cars, such as buildings’ roofs
and windows in urban scenes or parts of different objects form together similar
structures to those of cars.
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1.2 Motivation
With the ever-increasing demand in the analysis of airborne imagery and the avail-
ability of high-resolution images that are captured over urban scenes, the perspective
of this work is built around the detection of cars in airborne imagery. This partic-
ular application of the image analysis and computer vision techniques is crucial to
numerous useful domains, such as security, surveillance, defence, remote sensing,
urban planning and many others.
1.3 Objectives
The primary focus of this work is to develop and design a robust system that has
the capacity to reliably perform the task of the detection of cars in high-resolution
aerial images of typical urban scenes by using novel robust ensembles of local image
descriptors. These descriptors would have the capacity to capture visual information
about cars’ shape, distribution of boundaries, colours, salient points and/or other
cues. Such system would possess desirable properties, such as accuracy, rotation
invariance, dependence on low dimensional feature vectors and consequently, low
computational cost.
The objectives of the present work are three-fold: (i) to narrow search areas
by the development of methods that evaluate the likeliness of detection windows to
be placed around cars, (ii) to accurately estimate the orientation of cars and (iii)
to develop robust ensembles of descriptors that characterise cars distinctively from
other non-car objects using linear classification techniques so that high true-positive
and low false-positive rates can be achieved.
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Figure 1.1: Flow diagram of the general adopted four-stage methodology. Top: Block diagram
of the four main stages of the adopted general methodology. Bottom: From left to right: Orig-
inal image, processed image using the window-evaluation stage, computed image descriptors for
each successful candidate window, output of the classification stage and final detection after post
processing.
1.4 Proposed General Methodology
The present work adopt a flat implicit-model type of approaches for the detection
of cars because of its well-known efficiency to characterise distinctively fine details
of targets of interest. The definition of implicit models for the detection of targets
of interest will be given in Chapter 2 alongside its advantages and limitations. A
general methodology that consists of four main stages has been adopted in this work
and is shown in Figure 1.1. Each stage plays an important role in the pipeline as
follows:
• Window-Evaluation Stage: the main goal of the window-evaluation stage is to
narrow search areas by eliminating detection windows that are very unlikely to
be placed around cars based on the computation of different image cues. The
input to this stage is the original image under examination and the expected
output is a number of windows of high probability to contain cars to be further
examined in the pipeline.
• Extraction-and-Encoding-of-Features Stage: local image descriptors that de-
picts distinctively the visual information of cars are computed over overlapping
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sliding detection windows in this stage. The input to this stage is a number of
detection windows and the output is feature vectors that correspond to each
detection window. These feature vectors will be passed to the classifier.
• Classification Stage: image descriptors that belong to detection windows that
contain cars are identified in this stage using an appropriate classifier. The
input to this stage is the computed feature vectors and the output is a cor-
responding confidence score by which the detection window is claimed to be
placed around a car.
• Post-Processing Stage: as an overlapping-sliding-window approach has been
adopted, multiple detections per single true detection are expected and the
main aim of this stage is to keep only one detection. The input to this stage
is a number of detection windows of high confidence score around the same
target and the output is a single detection window that will be considered the
final output of the pipeline.
1.5 Summary of Contributions
The primary contribution of the present work is the design and development of
three car-detection frameworks that possess robust and reliable performance, when
applied in heavily-cluttered environments. These three frameworks outperform the
state of the art as it will be shown later. Detailed account of the main contributions
is given below.
As urban scenes contain areas, wherein cars cannot be found, such as flat
areas and textured surfaces corresponding to empty roads, vegetation and build-
ings’ roofs, processing these areas are unnecessary. Therefore, eliminating detection
windows that are placed over these areas early in the detection-process pipeline
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will help narrow the search areas and consequently, it reduces the processing time.
This is different from most of the previously adopted methodologies, wherein all
detection windows undergo the same detection process. To achieve this, two novel
methods to evaluate the likeliness of detection windows to contain cars are intro-
duced. They take into account the physical and radiometric properties of cars. The
first method eliminates detection windows based on the distribution of gradients
and colours, whereas the second method uses the distribution of colours, texture
and the second-order statistics of the distribution of local gradients.
Candidate detection windows that are thought to be placed around cars can
contain cars at any orientation making it hard to exploit rotation-variant image de-
scriptors. Although some descriptors can be modified to accommodate for rotation-
invariance properties as it will be shown later for the case of Histogram-of-Oriented-
Gradient descriptor, the majority of descriptors cannot be. Accordingly, detection
windows must be rotated so that the dominant orientation would be always the same.
In both cases, an accurate estimation of this dominant orientation is required. Two
reliable methods to estimate the dominant orientation of detection windows based
on the global or the local distribution of gradients are introduced. The benefit of
estimating this orientation is that image descriptors will be only computed for a
single orientation, unlike some works that compute descriptors at all orientations.
Another way to solve the aforementioned problem is the use of adaptive dis-
tributions of cells over which image descriptors are computed. This new introduced
method of dividing the detection window into ordered cells, wherein the position
of cells is no longer fixed and is a function of the dominant orientation of the de-
tection window, helps achieve rotation-invariance properties and overcomes most of
the problems that are encountered if detection windows are rotated.
In order to assign a label to a candidate detection window, the detection prob-
lem is transformed to a hyper-dimensional space by the means of image descriptors.
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The main advantage of this transformation process is that it facilitates the clas-
sification process. Two robust ensembles of image descriptors that are encoded
in a low-dimensional extended feature vector to depict distinctively the physical,
spectral and/or radiometric properties of cars are developed. The first ensemble
is composed of modified versions of Histogram-of-Oriented-Gradient, Fourier and
Colour Self-Similarity image descriptors, whereas the second ensemble is composed
of modified versions of Histogram-of-Oriented-Gradient, Colour Self-Similarity and
Gabor image descriptors alongside the second order statistics of the distribution of
each of these descriptors represented by the principal components of the associated
covariance matrices.
These two novel ensembles are characterised by the ability to transform the
classification problem to a hyperspace, where the car class and non-car class are al-
most linearly separable allowing the use of simple classifiers, such as Support Vector
Machines (SVM). In addition, they have lower dimensionality than the descriptors
used by the state of the art.
In an attempt to further narrow search areas to roads as they are the areas
with the highest probabilities to contain cars in urban scenes, a Gaussian Mixture
Model (GMM) classifier is used in a novel fashion to extract such areas based on
the radiometric properties of areas that are paved with asphalt.
The main points of strength of the proposed methods include: (i) efficient
encoding of several image cues with low dimensionality, (ii) high detection precision
and low false-positive rates, (iii) short processing time and (iv) the ability to gener-
alise and achieve acceptable performance, when used to detect cars in unseen data
that are captured under different acquisition conditions to those of the training data
and with lower resolution.
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1.6 Thesis Outline
This chapter introduced the definition of the general problem that this thesis is
concerned with. Furthermore, it described main goals, outlined key applications
and summarised the contributions of the work presented here. The rest of the thesis
is organised as follows:
• Chapter 2 begins with a brief discussion of the previous and the state-of-the-
art research ideas and trends on the detection of general target instances.
Then, it presents a more detailed discussion of the research ideas that were
proposed to solve the problem of the detection and localisation of cars in
airborne imagery. It also states the advantages and disadvantages of the main
research methodologies that were adopted by researchers, who addressed the
same problem.
• Chapter 3 describes two benchmark datasets that were used in training and
testing the performance of the proposed frameworks followed by the explana-
tion of the performance metrics that were used for assessment and evaluation.
The chapter ends with outlining baseline frameworks that used same datasets
and their obtained results.
• Chapter 4 introduces a framework that uses standard fixed cell distributions
(FCD). It is based on the computation of modified versions of Histogram-of-
Oriented-Gradient, Fourier and Colour-Self-Similarity descriptors. It begins
with an overview of the method followed by giving the implementation details
of each stage in the pipeline. Then, it presents and analyses the obtained
results. After that, a comparison between the proposed framework and the
state of the art is carried out. It ends with presenting and discussing the
results of the conducted running-time analysis that was carried out.
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• Chapter 5 introduces a framework that uses adaptive cell distributions (ACD).
It is based on the computation of modified versions of Histogram-of-Oriented-
Gradient, Colour-Self-Similarity and Gabor descriptors and the eigenvalues of
the associated covariance matrices. It begins with an overview of the method
followed by giving the implementation details of each stage in the pipeline.
Then, it presents and analyses the obtained results. After that, a comparison
between the proposed FCD and ACD frameworks is carried out followed by a
comparison with the state of the art. It ends with presenting and discussing
the results of the conducted running-time analysis that was carried out.
• Chapter 6 discusses the possible use of road maps in reducing the false positive
rate. It introduces a simple, yet an effective method to extract automatically
regions that are placed around roads using a Gaussian Mixture Model as road
maps of the used datasets are not available. The performance of the FCD and
ACD frameworks for the detection of cars alongside the proposed method of
the extraction of roads is then evaluated and results are given and discussed.
• Chapter 7 gives a brief summary followed by the discussion of conclusions
drawn from the conducted experiments and the attained results. Moreover, it
discusses the advantages and limitations of the developed frameworks. It ends
with outlining possible directions for further future work.
1.7 Publications
The results of this research work have already been published or are currently un-
der review in top-tier conferences and journals in the fields of Image Processing,
Computer Vision and Remote Sensing:
1.7 Publications 25
• The work of Chapter 4 was published in the IAPR International Conference
on Pattern Recognition (ICPR’14) [2].
• The work of Chapter 5 has been submitted to the IEEE Transactions on
Geoscience and Remote Sensing [3] and is currently under review.
• The work of Chapter 6 has been submitted to the IEEE Journal of Selected
Topics in Applied Earth Observations and Remote Sensing [4] and is currently
under review.
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Chapter 2
Literature Review
R
OBUST and accurate detection of cars in aerial images have drawn the atten-
tion of researchers in the image-processing and computer-vision communities
for many years, because it can be exploited in a wide range of applications. How-
ever, it is a very challenging task as previously discussed in Chapter 1. Moreover,
the difficulty of acquiring such images with high resolution formed another obstacle
for researchers in the past.
This chapter covers a review of the open literature on related works and it is
divided into two main parts: (i) a review on the detection of general target instances
is presented in Section 2.1 and (ii) a review on the detection of cars as a particular
target of interest in airborne imagery is presented in Section 2.2. A summary of the
main research trends that were proposed to tackle the problem of car detection is
given in Section 2.3.
2.1 Detection of Target Instances
Detection of targets has been addressed extensively in the literature [5], [6], [7]. It
is a tremendously-challenging task as the methods that have been previously devel-
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oped to carry out this task encountered major problems. For instance, one of the
main problems is that in many cases, targets of interest do not exhibit a distinc-
tive visual appearance. In addition, it was hard to encode fine visual details that
are very useful in these cases due to the limited computational power. Moreover,
in real-life scenarios, targets are usually surrounded with heavily-cluttered complex
backgrounds making it hard to separate the foreground from the background [8].
Another major problem was the unavailability of datasets that were captured under
different image acquisition conditions, e.g, different viewpoints, illumination, occlu-
sion and deformation conditions. These problems limited the generalisation ability
of the proposed methods, hindered the system design and affected dramatically their
overall performance.
Past and recent techniques for the detection of targets can be generally cate-
gorised into flat and deep models [9] according to the type of the used image-feature-
extraction and image-descriptor-encoding techniques. An image feature is defined
as a distinctive characteristic of a given image, whereas an image descriptor is a
mathematical function that is used to encode single or multiple extracted image
features in a vector format.
2.1.1 Detection of Targets using Flat Models
The majority of the past proposed techniques that are found in the literature were
based on the use of hand-crafted local and global image descriptors [10], [11], [12]
that are used to depict the most distinctive features of the target of interest encoding
various image cues. For example, the spatial distribution of gradients, edges, colour
intensities, texture and other cues or combinations of these were used in conjunction
with some measure for the cost of matching or with an appropriate classifier. They
did not use deep neural network and hence they are named ‘flat’. Flat models can
be further grouped into explicit models and implicit models.
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Detection of Targets using Explicit Models
Detection of targets using explicit models usually follows a “bottom-up” approach,
wherein hypotheses about image features are built and then they are tested using
matching based on the distance between descriptor vectors, such as the Euclidean,
Chi-square and Mahalanobis distances [13]. In other words, image-descriptor tem-
plates of two or three dimensions that resemble the visual appearance of the target
of interest are designed and saved prior to the detection process. Hence, such models
are named explicit. Targets are assumed to be found in regions of the image, where
the cost of matching between the patch under examination and that pre-designed
template is lower than a pre-defined threshold, which is usually found empirically.
Early works of explicit models used different polyhedra structures on constant
backgrounds [14], such as those shown in Figure 2.1. Later, wireframe models were
used as templates and the correspondence between these models and the target’s
contours and edges was measured. Examples of wireframe models, such as the
models shown in Figure 2.2, are the work of Lowe [15] and the work of Huttenlocher
and Ullman [16].
More recently, the detection of targets was performed using more advanced
templates that characterise local distribution of image cues. For instance, shape
contexts [17], [18], shown in Figure 2.3, shape signatures [19] and speeded-up robust
features [20]. They use the local distribution of image gradients, their associated
strength and different matching cost functions.
Among the major advantages of explicit models is that they do not require a
training dataset, which is hard to collect and annotate for some targets. Nonethe-
less, the matching process is usually computationally expensive and the associated
performance degrades in scenes with complex cluttered backgrounds as templates
are usually matched to many non-target objects.
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Figure 2.1: Examples of the polyhedra structures that were used in [14].
Figure 2.2: Examples of the wireframe models that were matched to the images in [16].
Figure 2.3: Distribution of the log-polar histogram bins that were used to describe the shape
context by encoding the distribution of gradients in [17].
Detection of Targets using Implicit Models
Unlike explicit models, implicit models do not use pre-saved image-descriptor tem-
plates. Instead, they use a single or multiple image descriptors that are engineered
to capture and encode different cues of targets and they usually follow a “top-down”
approach, wherein hypotheses are built using a classifier that is trained on a set of
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particular features for the target of interest [13]. In other words, the detection prob-
lem is transformed from the spatial domain to a hyper-dimensional space, wherein
a classifier is trained to divide this space into two or more subspaces: one corre-
sponds to target-class objects and the other corresponds to non-target-class objects.
The trained classifier is later used to decide whether the patch under examination
belongs to the target-class subspace or the non-target-class subspace.
Examples of implicit models are the work of Lowe [21] and the work of Dalal
and Triggs [22], where they used image descriptors that encode the local distribution
of gradients extracted by the Difference of Gaussian (DoG) filter and the first-
derivative filter, respectively. More complex representation and encoding schemes
of image features were also used, for example the bag-of-visual-word model [23] and
its succeeding variants.
The performance of implicit models is acceptable in many real-life scenarios
[24]. Nonetheless, the performance is significantly affected by more than a factor: the
choice of the image cues and image descriptors and no solid theoretical foundations
about this choice are found in the open literature [10], the dimensionality of the
descriptors used and how rich the training dataset is.
2.1.2 Detection of Targets using Deep Models
The second category of techniques is deep models, wherein deep neural networks
[25], [26], [27] of multiple serial and parallel layers of neurones, i.e, non-linear pro-
cessing units, are used to extract image features, which are then passed to a classifier
or the deep network carries out both the task of extraction of features and classifica-
tion. Deep networks can be categorised into cascaded-architecture and hierarchical-
architecture networks [28]. The cascaded networks consist of successive layers of
neurones and each layer uses the output from the layer preceding it, whereas the
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hierarchical networks depend on learning high-level features from low-level features.
Although deep networks have outperformed the state-of-the-art in many com-
puter vision tasks, for example in image classification, they require a very rich train-
ing dataset with a very huge number of training samples to perform well. Moreover,
there is a large number of parameters to tune, which are usually set empirically [29].
In addition, they can be easily fooled and produce high-confidence scores for images
that are completely unrecognisable for humans [30]. This makes them unreliable for
many domains that require high reliability in the output, e.g., military and security
domains.
2.2 Detection of Car Instances in Airborne Im-
agery
First methodologies that were proposed to tackle the problem of detection of cars
from perpendicular or slightly-oblique viewpoints in aerial images used raw pixel
values and/or very simple features, such as straight lines owing to the unavailability
of high-resolution aerial images, where fine details of cars are obvious. For instance,
in the work by Ruskone´ et al. [31], the authors used a dataset of a ground sam-
pling distance (GSD) of 30 − 40cm. This means that the length of the car was
expected to be represented by approximately ten pixels making it very difficult to
extract structural features, such as the relative distribution of edges, boundaries and
contours.
With the availability of higher resolution aerial images of GSD of 15cm, more
recent methodologies that have been proposed to solve the problem of the detection
of cars in airborne imagery used more complex explicit and/or implicit models to
depict and encode structural and radiometric features of cars. A recent survey can
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be found in the open literature [32], wherein the authors carried out a comparison
among four recent works [33], [34], [35] and [36] on the problem of car detection in
static and dynamic aerial images with different adopted methodologies. These four
works belong to the group of target detection techniques based on flat models that
was described earlier in Section 2.1.1 and more specifically, detection of targets using
implicit models, wherein image descriptors are used alongside a suitable classifier.
Deep models for the detection of cars in airborne imagery can hardly be found
in the literature as they require very huge training datasets and high processing
power. To best of the author’s knowledge, only one work was proposed by Chen et
al. [37] to solve the problem of car detection using deep models. In this work, the
authors used a hierarchal deep model to extract features exploiting convolutional
layers and max-pooling layers in a hybrid fashion. Although their method achieved
high accuracy, their testing dataset was rather simple as it has vast areas containing
large number of cars, e.g., large parking areas in urban cities.
In the following sections, a review on the past and recent methodologies about
the detection of car instances in airborne imagery is presented and representative
works are given accompanied by brief demonstrations of their basic ideas. These
past proposed methodologies can be broadly categorised into three main groups: the
first group depends on the use of explicit models, the second group exploits implicit
models and the third group uses road maps alongside either of these two models.
2.2.1 Detection of Cars using Explicit Models
Following the idea of explicit models in the detection of general target instances,
researchers tried to solve the problem of the detection of cars using these models.
Most of these models used a fixed or an adaptive wireframe model and an intensity
model that describes the casted shadows by the bodies of cars.
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For example, Zhao and Nevatia [38] assumed that cars were aligned with road
directions and they used a coarse generic car model that consisted of a wireframe
model, shown in Figure 2.4, and a surface-reflectance model to search for locations
in the image of high probability to contain cars. They designed their generic model
template incorporating the boundaries of the cars’ body, the front windscreen and
the surrounding shadow area in addition to the intensity of the shadow area. After
projecting this generic model to the ground plan, features were fed to a Bayesian
network [39] in a “bottom-up” matching approach followed by a Bayesian minimum
risk classifier to decide the existence of a car target in a given image.
In a similar fashion, Hinz and Schlosser [40], [41] exploited an adaptive tree-
like 3-D model that resembled the geometric structure of cars’ contours and the
colour constancy between the cars’ bonnet and roof taking into account the orien-
tation of the car and the direction of sunlight. In their model, such information was
given as prior knowledge to compute the expected shadow projection. Figure 2.4
shows an example of their model. Matching between the 3-D model and the image
was carried out in a “top-down” approach as the authors claimed that grouping
features and matching the whole model in a “top-down” approach would yield to
the achievement of better performance than adopting a “bottom-up” approach.
On the contrary, Choi and Yang [42] adopted a “bottom-up” approach to
solve the problem of the detection of cars. Alike Zhao and Nevatia [38], they assumed
that cars are aligned with the directions of roads. Moreover, they assumed that
the surface of roads is almost homogenous and constitutes the biggest surface in
a given urban image and that cars have symmetric structures. In their method,
blobs of pixels that possessed similar geometric and radiometric properties to that
of cars were formed using a mean-shift clustering algorithm [43]. A log-polar shape
descriptor was then used to filter successful candidates of the preceding stage based
on the measure of the similarity among edge and contour distributions using the
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(a) (b)
Figure 2.4: Examples of the explicit models used in previous frameworks: (a) The wireframe
model used in [38]; (b) the 3-D model used in [40] and [41] taking into account the direction of
sunlight.
idea of shape context discussed in Section 2.1.1.
Table 2.1 summarises features that were used by the aforementioned frame-
works, their requirements and the ground sampling distance of the dataset used.
Problems of these approaches arose from the designed explicit model as researchers,
in most cases, had to design generic models in order to cope with the high intra-class
variability. Such generic models are usually simple and do not incorporate detailed
description of the image features that distinguish cars and as a result they usually
fit to many positions in the image. Beside the common known problems associated
with the use of explicit models, such as the high computational cost, which the
matching process incur, the huge amount of human intervention in modelling such
generic or fixed templates and the performance usually degrades, when applied in
urban scenes with heavily cluttered backgrounds [44]. Constraints about the ori-
entation of cars and about the direction of sunlight and the angles of shadows in
some cases require the availability of prior knowledge. Definition of the performance
metrics used in Table 2.1 will be given later in Chapter 3.
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Table 2.1: Summary of previous notable frameworks for the detection of cars in aerial images
that were based on the use of explicit models.
Framework Features GSD Requirements Performance
Zhao and
Nevatia [38]
Distribution of
boundaries
and distribution of
colours
≈ 17.3cm Cars’ alignment
with roads
PR ≈ 62%,
RC ≈ 95%
Hinz [40]
and
Schlosser et
al. [41]
Distribution of contours
and colour constancy
≈ 15cm
Prior knowledge
of orientation and
sunlight direction
-
Choi and
Yang [42]
Symmetry of blobs,
distribution of edges
and symmetry of phase
≈ 25cm
Cars’ alignment
with roads and
big homogenous
road surface
PR ≈ 91.8%,
RC ≈ 86.5%
2.2.2 Detection of Cars using Implicit Models
More recently, many car detection techniques have used either a single image de-
scriptor or an ensemble of image descriptors alongside some classifier aiming to
have a better description and encoding of the visual properties of cars, to overcome
the problem of simple description of the features of cars and to be free from the
constraints imposed by the use of explicit models.
A possible example of this class of methodologies of using implicit models
is the work that was conducted by Nguyen et al. [44], who used an ensemble of
image descriptors, namely, Haar Wavelets [45], Histogram of Oriented Gradients
(HOG) [22] and Local Binary Patterns (LBP) [46]. They used an adaptive boosting
(AdaBoost) [47] classifier with an online-training approach, wherein the training
data is available in sequential order and is used to update the classifier at each
step [48], in order to save the effort for labelling training data. For post-processing,
they exploited a non-parametric clustering algorithm [49] that involved a mean-shift
clustering [43] to group multiple detections around the same position.
Some past works used a single image descriptor to carry out the task of the
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detection of cars. For instance, in [35], Sahli et al. used only the scale-invariant
feature transform (SIFT) [21] descriptor and a non-linear support-vector-machine
(SVM) classifier with radial-basis-function (RBF) kernel [39] as the authors reported
that the problem was not separable in the linear hyperspace. In order to discard
multiple detections, the authors used an affinity-propagation algorithm [50] in their
post-processing stage. Their method is efficient for the detection of cars in scenes
with simple backgrounds, e.g., rural areas.
Following the same idea of using only one single descriptor, Cao et al. [36]
used a modified version of the HOG descriptors. They first computed HOG on local
cells and then trained an AdaBoost classifier [51] transforming the weak classification
abilities of the gradient histogram bin into a strong classifier. A flow diagram of
how they computed the boosting HOG descriptor is shown in Figure 2.5. The
output of the AdaBoost classifier was used to construct a feature vector with a
lower dimensionality than that of the original HOG implementation by [22]. Feature
vectors were then passed to a linear SVM classifier [39] to give a decision on whether
it would be a true car target. Their proposed framework is only able to detect cars
oriented horizontally as the HOG descriptor is a rotation-variant descriptor.
Kembhavi et al. [52] adopted an implicit multiple-descriptor approach. They
exploited Colour Probability Maps (CPM) to characterise the distribution of colours
of cars and parts of the surrounding background, Pairs of Pixels (PoP) to describe
cars’ structures and the standard HOG descriptor to depict the colour and geometric
structural properties. Then, they used a Partial Least Squares (PLS) algorithm [39]
to reduce the dimensionality of their resulting hybrid 70000-D descriptor, which is
characterised as a very high-dimensional feature vector. After that, a quadratic
discriminant classifier [39] was used to carry out the classification between car and
non-car targets.
Also, Sahli et al. [53] developed a method that classifies superpixels, i.e.,
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Figure 2.5: Flow diagram of computing the boosting HOG descriptor by [36].
clusters of pixels that are consistent in their colour distribution. First, they used
a non-parametric method [54] to extract salient regions of dense edge distributions
assuming that these are the regions, where cars were most likely to be found. Second,
they segmented salient regions to superpixels using the fast simple linear iterative
clustering (SLIC) algorithm [55] as shown in Figure 2.6. Third, they characterised
each superpixel using concatenated feature vector that consists of SIFT and LBP
descriptors. An RBF-SVM classifier was then used to classify superpixels that belong
to car and non-car targets. The performance of their proposed framework is limited
by the dependence on extracting salient regions of dense edge distributions as it
would not work efficiently in cluttered environments.
Shao et al., in their work [56], used a concatenated multiple-descriptor feature
vector that incorporated HOG to depict gradients, LBP to encode texture and
opponent histograms to capture the distribution of colours. They formed a single
descriptor of 6760 dimensions and used an IKSVM classifier [57] to separate the
car subspace from the non-car subspace. Among the limitations of their proposed
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Figure 2.6: Segmentation of a car patch into superpixels by [53]. Shown images were scaled for
viewing.
framework, are the use of a non-linear classifier, which is computationally expensive,
and the produced high rate of high-confidence false positives.
Razakarivony and Jurie [58] divided the problem of the detection of cars into
two problems. They trained two different classifiers, one for the foreground and the
other for the background. They tested their method using raw pixel values, gradients
or HOG features and different classifiers (autoencoders [25], principal-component-
analysis (PCA) based manifold [59] and SVM [39]) for each of the background and
foreground data. Although the authors achieved acceptable detection rates, they
used two separate models, which means that classification is performed twice on
new data samples.
Recently, Madhogaria et al. [60] have used HOG to detect cars in a two-stage
process. In their first stage, HOG descriptors were computed over rotated images
and a linear SVM classifier was used to decide whether the detection window under
examination might have high probability to be placed around a car. In the second
stage, a causal Markov Random Field classifier [39] was used to refine the output
of the linear SVM classifier by discarding most of the false positives. According
to the authors, their method achieved lower false-positive rate than in the case of
using discriminative models. Nonetheless, their method failed to achieve similar
recall rates to those of discriminative models. In addition, their method output
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false-positives with very high confidence scores compared to the confidence scores of
the true positives.
Table 2.2 gives a brief summary on the image descriptors used by previous
researchers who adopted different implicit-model approaches to detect cars in air-
borne imagery. It can be observed from this table that with the increase in the
resolution of the available datasets, which corresponds to the decrease in the ground
sampling distance, researchers have addressed the problem using more fine accurate
models that have the ability to capture fine structural details and that were specifi-
cally tailored to cars. Also, the majority of the proposed frameworks did not imply
any constraints about the orientation of cars or the direction sunlight, i.e., did not
require prior knowledge, unlike past works that used explicit models. Definition of
the performance metrics used in Table 2.2 will be discussed later in detail in Chapter
3.
Furthermore, most of the works have used some sort of gradient descriptors,
such as SIFT and HOG, and incorporated them with descriptors for other image
cues. Few works used one single image descriptor. For instance, the work of Sahli
et al. [35] used SIFT descriptor and the work of Cao et al. [36] used boosted HOG
descriptor. Nonetheless, they used alongside this single descriptor a non-linear or
a complex classifier as the problem is not separable in the case of using one image
descriptor in the linear hyperspace. On the other side, works that exploited more
than one image descriptor faced the problem of the curse of dimensionality [39],
wherein the data become sparse in the hyperspace. Accordingly, they were forced
to use a dimensionality-reduction algorithm, for instance the work of [52].
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Table 2.2: Summary of previous notable frameworks for the detection of cars in aerial images
that were based on the use of implicit models.
Framework Features GSD Requirements Performance
Nguyen et
al. [44]
Haar wavelets, HOG and
LBP
≈ 8cm - PR ≈ 76%,
RC ≈ 88.5%
Sahli et
al. [35] SIFT
≈ 11.2cm
Simple
backgrounds,
such as rural
areas.
RC ≈ 95.2%
Cao et
al. [36] Boosted HOG
≈ 14cm
Cars’ alignment
along same
direction
PR ≈ 90%,
RC ≈ 90%
Kembhavi et
al. [52]
CPM, HOG and PoP ≈ 15cm - PR ≈ 22%,
RC ≈ 89%
Sahli et
al. [53]
SIFT and LBP for
superpixels
≈ 11.2cm
Simple
backgrounds,
such as rural
areas.
RC ≈ 90.91%
Shao et
al. [56]
HOG, LBP and opponent
histograms
≈ 8cm - PR ≈ 78%,
RC ≈ 50%
Razakarivony
and
Jurie [58]
Raw pixels, gradients or
HOG
≈ 15cm - AP ≈ 48.9%
Madhogaria
et al. [60]
HOG, raw pixels and
intensity differences
among neighbouring
pixels
≈ 15cm - PR ≈ 49%,
RC ≈ 95%
2.2.3 Car Detection Using Road Maps
In order to restrict search areas to regions that are more likely to contain cars,
several previous works have exploited road maps to extract roads and parking areas
from the image under examination as it can provide a double-benefit solution. First,
in heavily-cluttered environments, such as urban areas, using road maps decreases
the rate of false positives. Second, as the scanning process does not cover the whole
image, it ensures a shorter processing time allowing the use of more complex hybrid
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features that can depict the characteristics of cars more distinctively.
For instance, the work made by Moon et al. [61], [62], wherein they made
use of the locations of roads and buildings and assumed that cars possess 2-D rect-
angular shapes and they generalised their model to parallelograms using orthogonal
projection to deal with the camera capturing directions. Accordingly, they utilised
the derivative of the double-exponential (DODE) filter to extract gradients, the
Canny edge detector [63] and the generalised Hough Transform (GHT) [64] to ex-
tract rectangle-like shapes.
Similarly, Zheng et al. [65] extracted roads and parking areas and used mor-
phological shared-weighted neural network (MSNN) that contained morphological
structuring elements [66] that extracted features and a classifier stage to distinguish
actual car pixels using a feed-forward neural network [67].
Eikvil et al. [68] proposed a car-detection approach that consisted of a seg-
mentation stage [69] that filtered trees and over-shadowed regions in the image and a
two-stage object classification framework exploiting multi-spectral images, geomet-
ric properties, such as the geometric area, the compactness, the angle deviation and
the spatial spread, colour properties, such as region mean and standard deviation,
distribution of gradients as well as road networks.
Following the same idea, Tuermer et al. [70], proposed filtering areas with
very low probability to contain cars using road databases, disparity maps and a
pre-processing stage that discarded large homogeneous areas before the application
of an object detector. They computed HOG features at different scales resulting in
a 6148-dimension descriptor.
Table 2.3 summaries most of the past works that used road maps alongside
either an explicit or implicit model. Whilst using road maps has shown in these
works that it boosts the performance in terms of high true-positive and low false-
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Table 2.3: Summary of previous notable frameworks for the detection of cars in aerial images
that were based on the use of road maps.
Framework Features GSD Requirements Performance
Moon et
al. [61]
and [62]
Edges, gradients, and
GHT
≈ 26.4cm
Works in car
parking areas
only
PR ≈ 41%,
RC ≈ 61%
Zheng et
al. [65]
Morphological structuring
elements and neural
networks
≈ 100cm Exact road maps PR ≈ 94.4%,
RC ≈ 75.8%
Eikvil et
al. [68]
Spatial, geometric and
radiometric propperties
≈ 60cm
Multi-spectral
images and road
maps
PR ≈ 82.8%,
RC ≈ 84.5%
Tuermer et
al. [70] HOG
≈ 13cm Disparity maps PR ≈ 53%,
RC ≈ 94%
positive rates, it requires accurate road maps to be known a priori and a precise
map-projection method, which is computationally expensive, and the use of extra
hardware, such as a global positioning system (GPS). Moreover, such methods that
depend on the use of road maps are not able to detect cars that are placed in areas
other than roads. For instance, cars in urban scenes are sometimes found parked be-
tween houses or between gardens’ fences. As mentioned before, performance metrics
used in Table 2.3 will be discussed later.
It is worth to mention that the presented results in Table 2.1, Table 2.2 and
Table 2.3 can just give a general idea about the performance of previously-developed
methods and they cannot be used to make a fair comparison among these methods
as each method was tested on a different dataset.
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2.3 Summary
This chapter discussed briefly main research trends to solve the problem of the
detection of general target instances. It also presented a summary of the previous
notable frameworks that were proposed to solve the problem of the detection of cars
in aerial images that adopted different models, namely, explicit models, implicit
models and models that use road maps alongside one of these models.
Among recent efficient methodologies in detection of cars is the detection of
cars using implicit models because of its superiority in capturing and encoding fine
structural details cars. It requires the availability of high-resolution aerial images.
However, such images are becoming more available with the existence of earth-
observation satellites and low cost UAVs.
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Chapter 3
Datasets and Evaluation
W
HILST there are various proposed methodologies to detect cars in airborne
imagery, there is no common framework to compare their performance on
some benchmark data. The performance of most of the previous works was evaluated
on different datasets that contain images of different scenes and no information
about the acquisition conditions and the used sensor was available. Furthermore,
those datasets are not publicly available to other researchers to test the performance
of their new ideas.
Therefore, in order to validate the effectiveness of a new proposed method
and to allow its reproducibility, its performance must be evaluated on benchmark
datasets. In this thesis, two benchmark datasets, namely, the Vaihingen dataset
[71] and the Overhead Imagery Research Dataset (OIRDS) [72], were exploited to
assess and evaluate the performance of the proposed methods. Both datasets were
captured so that cars would have perpendicular or slightly-oblique points of view.
In the present work, the Vaihingen dataset was used for the purposes of training
and testing, whereas the OIRDS dataset was used as an unseen dataset to test the
ability of the proposed methods to generalise on images captured under different
acquisition conditions.
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This chapter is divided into three parts: (i) a description of the two bench-
mark datasets is given in Section 3.1, (ii) performance metrics that were used to
evaluate the proposed methods are discussed in Section 3.2 and (iii) baseline frame-
works that have used these two datasets and their obtained results are given in
Section 3.3.
3.1 Datasets
As aforementioned, the Vaihingen and OIRDS datasets were chosen for training
and testing purposes. Acquisition information of these two benchmarks is given
in the following sections and how the training dataset was generated as well as a
description of the testing datasets.
3.1.1 The Vaihingen Dataset
The Vaihingen dataset comprises a set of high-resolution aerial images captured over
the city of Vaihingen - Germany on the 24th of July and on the 6th of August 2008
by the German Society for Photogrammetry, Remote Sensing and Geo-information
(DGPF) [71]. Images were captured using an Intergraph Z/I digital mapping camera
(DMC) [73].
The associated ground sampling distance (GSD) is equal to 8cm and the
dataset has a radiometric resolution of 11bits. Images of the Vaihingen dataset are
pan-sharpened coloured infra-red images with spectral bands IR, R and G and they
were provided in 16-bit TIFF RGB files. This radiometric resolution was converted
to be of 8bits. The focal length of the used camera is 120mm. Images were acquired
at a flying height above the ground of 900m. This means that the viewpoint is at a
perpendicular or a slightly-oblique angle.
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Training Dataset
Cars in the Vaihingen dataset are almost of the same size and they can be contained
inside square windows of about 56 × 56 pixel size as the GSD is 8cm. Square
patches were chosen instead of rectangular patches as it was found experimentally
that square patches result in better performance. They incorporate some of the
surrounding contextual information around cars. Furthermore, they facilitate the
computation of image descriptors as cars can have any orientation in the image.
The DGPF did not provide a specific dataset for training. Instead, they
marked testing areas and left other areas for training. Therefore, square patches of
fixed size of 64 × 64 pixels that contain cars with different colours and at different
orientations were chosen from areas other than test areas. They were used as the
positive training data. It was found during the training and validation processes that
adding these extra eight pixels around the car in both the horizontal and vertical
directions is essential for the efficient computation of image descriptors over cars
and a small part of the surrounding background. In order to increase the diversity
among the training samples, data augmentation techniques were exploited by the
inclusion of mirrored and horizontally-flipped versions of square patches that were
chosen from various regions.
In a similar way, negative training data was created by the random selection
of 64 × 64 size patches from different backgrounds as well as bootstrapped hard
negatives that were detected as false positives during the validation process. The
validation process was not carried out on the testing areas. The number of positive
and negative training examples differs from one proposed method to another. The
actual number used in each method will be mentioned in the description of its
implementation in the following chapters and it differs from one method to the
other. Sample patches of the training dataset are shown in Figure 3.1.
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(a) (b)
Figure 3.1: Samples of the patches that were extracted from the Vaihingen dataset and were used
for training: (a) positive training samples of car-class targets of different orientations and colours;
(b) negative training samples of non-car-class targets. Shown images were scaled for viewing.
Testing Dataset
DGPF specified three different testing areas for the assessment and evaluation of
new proposed methods for the detection, segmentation and recognition of a partic-
ular target of interest. Test areas contain typical urban backgrounds with different
building styles, roads and vegetation as shown in Figure 3.2. Description of the
three areas is as follows:
• Area 1 was captured over the city centre and it contains historic buildings
having complex shapes and some trees.
• Area 2 has a few modern high-rising residential buildings that have flat roofs
and are surrounded by trees.
• Area 3 was captured over a suburban residential area with typical detached
houses.
Ground truth data for these areas was not provided. Consequently, it was
created manually by marking the co-ordinates of bounding boxes placed around 128
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
Figure 3.2: Sample regions of the areas specified by DGPF in the Vaihingen dataset for testing
[71]: (a),(b) and (c) sample regions of test area 1; (d),(e) and (f) sample regions of test area 2;
(g),(h) and (i) sample subregions of test area 3. Shown images were scaled for viewing.
cars, mostly sedan and hatchback cars. Ambiguous cars, for example cars that were
partially occluded were not taken into account, when measuring the performance of
the proposed methods in this work following previous works [52], [58] and [60].
3.1.2 Overhead Imagery Research Dataset (OIRDS)
The OIRDS dataset was taken from non-copyrighted sources and it is a part of
the freely-available aerial imagery for the public. It was captured by the United
States Geological Survey (USGS). Over 95% of the provided images has a GSD of
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≈ 15cm under a variety of operating characteristics. They were provided as a set
of images of size 256× 256 pixels [72]. Images were up-sampled by a factor of 1.875
so that the final GSD is ≈ 8cm. This means that the dataset has a lower resolution
compared to the training dataset described in Section 3.1.1. The dataset has more
than 900 annotated images that contain approximately 1800 cars, mostly sedan and
hatchback cars. Examples of the test images are given in Figure 3.3.
The OIRDS dataset was used for testing only, i.e., no examples were included
in the training dataset. Ground truth data for these areas was provided in the format
of the average target centroids. Nonetheless, partially-occluded cars were not taken
into account when measuring the performance of the proposed methods as previously
described.
As a fixed-size window has been adopted, datasets with aerial images of lower
GSD can be down-sampled so that the final GSD is around 8cm. Performance may
degrade for datasets with higher GSD. No further pre-processing was performed on
both dataset, i.e, no colour enhancement or shadow removal.
3.2 Evaluation Methodology
Evaluation methods for target-detection algorithms depend on the adopted approach
to carry out the task of detection [74]. As a window-based approach was adopted
in the proposed methods alongside a classifier that outputs a confidence score, two
widely-used quantitative metrics that are well known for their effectiveness were
chosen to evaluate the performance and to compare it with the performance of
the state-of-the-art methods that constitute the baseline performance. The two
quantitative metrics are the Precision-Recall curves and the Average Precision. In
addition, the Mean Average Precision and Recall rates at different False-Positive-
Per-Image rates will be given. These quantitative metrics work on ranked outputs
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according to the confidence score in a descending order. They are representations to
the true-positive, the true-negative, the false-positive and the false-negative rates.
In the adopted evaluation methodology, a bounding box BD, i.e., a detection
window, was considered to be a true positive if it matched a corresponding ground
truth bounding box BGT using Equation 3.1 and there is no other bounding boxes
matching the same ground truth [24]. In the case of having more than one bounding
box matching the same ground truth, only one of them was considered a true positive
and others were considered false positives.
Area(BD ∩BGT )
Area(BD ∪BGT ) ≥ 0.5 (3.1)
Having defined the threshold of matching a detection window to one element
of the ground truth bGT , detection windows can be classified to one of the following
four cases:
• True Positive (TP): a detection window was considered to be a true-positive
element (∈ bTP ) if it contained a target and it matched a ground-truth target.
• True Negative (TN): a detection window was considered to be a true-negative
element (∈ bTN) if it did not contain a target and there was not any ground-
truth target.
• False Positive (FP): a detection window was considered to be a false-positive
element (∈ bFP ) if it was claimed to contain a target and there was not any
ground-truth target.
• False Negative (FN): a detection window was considered to be a false-negative
element (∈ bFN) if it was claimed to not to contain a target and there was a
ground-truth target.
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Precision (PR) and Recall (RC) were computed at several levels according to
the rank of the confidence score associating a detection window. The term “recall”
is used here to indicate the proportion of truly detected cars to the total number
of ground truth cars above a given confidence score, whereas the term “precision”
indicates the proportion of truly detected cars to the total number of detections
above that confidence score [24].
PR =
#bTP
#bTP + #bFP
(3.2)
RC =
#bTP
#bGT
(3.3)
The second metric that was used to evaluate the performance is the 11-point
interpolated Average Precision (AP ). The aim of the interpolation process is to
overcome the problem of having small variations in the confidence scores output by
the used classifier. This metric is defined in Equation 3.4 and is computed at 11
evenly-spaced recall points [0, 0.1, ..., 1]. According to [24], the AP metric penalises
methods that are not able to retrieve all the ground truth data, i.e, methods that
do not have an overall recall rate of 100%.
AP =
1
11
∑
k∈{0,0.1,...,1}
PRinterp(k) (3.4)
PRinterp(k) = max
k˜:k˜≥k
PR(k˜)
The third metric that was used is the Mean Average Precision (MAP ) and
it is computed using Equation 3.5 by adding the average precision of all of the true
positives. This metric is different from the 11-point AP as it is not computed at
equally-spaced discretised points and it does not penalise detection frameworks that
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Table 3.1: Performance of baseline frameworks represented by the 11-point Average Precision
AP .
Framework Dataset AP
Shao et al. [56] Vaihingen 58.92%
Razakarivony and Jurie [58] OIRDS 48.9%
Madhogaria et al. [60] OIRDS 54.45%
do not detect all the ground truth targets. Consequently, AP gives more information
about the achieved precision rates at low and high recall rates, unlike MAP that
may provide only information at a limited range of recall rates.
MAP =
1
#bTP
∑
k∈{1,2,...,#bTP }
PR(BTP,k) (3.5)
The fourth metric that was used is the recall rate (RC) at different False-
Positive-Per-Image (FPPI) rates and it is computed using Equation 3.3 by calcu-
lating the recall rate if 0.01, 0.1 and 1 false positives are allowed to exist in one
image. For example, if the total number of images is 100. Recall rates are computed
at three points, the first, when only one false positive is allowed, the second, when
only ten false positives are allowed and the third, when only 100 false positives are
allowed in the whole test dataset.
In addition to the quantitative metrics, a qualitative analysis was carried out
for each proposed framework by visual inspection of sample regions of the test areas
that were processed by the proposed frameworks.
3.3 Baseline Frameworks
In order to have a better evaluation of new devised methods, their achieved perfor-
mance must be compared with the performance of the state-of-the-art frameworks.
Three recent frameworks were chosen for this task of performance comparison as
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they used the benchmark datasets that were described in Section 3.1 and not their
own individual datasets. These three frameworks are the works of Shao et al. [56],
Razakarivony and Jurie [58] and Madhogaria et al. [60]. They all adopt some form
of implicit models and an overview of the image descriptors and classification algo-
rithm used in these three frameworks was given in Section 2.2.2 of Chapter 2. Each
of the baseline methods used a different training dataset.
Table 3.1 shows the computed 11-point average precisions AP of the frame-
work of [56] on the Vaihingen dataset, their method achieved 58.92%. The frame-
work of [58] achieved 48.9% on the OIRDS dataset using a 10-fold training-testing
approach, whereas the framework of Madhogaria et al. [60] achieved 54.45% on the
OIRDS. AP values were computed using the provided precision-recall curves setting
the precision value to zero to penalise the devised method, if there is no given recall
value.
It should be noted that due to the unavailability of the source code of the
baseline frameworks, it was not possible to evaluate their performance on both
datasets.
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
(j) (k) (l)
Figure 3.3: Sample regions of the images of the OIRDS dataset containing various cars in scenes
with different backgrounds: (a) motorway area; (b) cars over imposed by shadow; (c) flat area;
(d) black cars; (e) urban area; (f) parking area; (g) cars partially imposed by shadow; (h) parking
area; (i) flat area; (j) urban area; (k) suburban area; (l) complex-shape area. Shown images were
scaled for viewing.
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3.4 Summary
This chapter described the two benchmark datasets, namely, the Vaihingen and
the OIRDS datasets that were used for training and testing. It also discussed the
evaluation methodology and performance metrics that were adopted to measure and
compare the performance of the proposed frameworks. In addition, it presented the
obtained results of baseline methods.
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Chapter 4
Detection of Cars using Fixed Cell
Distributions
T
HIS chapter focuses on the detection of cars in high-resolution urban scenes
using flat implicit models based on the computation of an ensemble of image
descriptors, namely, modified Histogram of Oriented Gradients, Fourier and trun-
cated Pyramid Colour Self-Similarity. These descriptors are computed over fixed
distributions of local cells, i.e., detection windows are divided into evenly-spaced
equal-size cells. Hence, this proposed framework is called the Fixed-Cell-Distribution
(FCD) framework.
The main contributions of the work that will be presented in this chapter
include: i) the development of an efficient and simple pre-processing stage that is
based on the physical and radiometric characteristics of cars and that is tailored
to discard detection windows of low probabilities to contain cars in order to nar-
row search areas, ii) the development of rotation-invariant Histogram-of-Oriented-
Gradients descriptor for targets that possess a dominant orientation for edges, iii)
the introduction of truncated-Pyramid-Colour-Self-Similarity descriptor and iv) the
design of a novel ensemble of image descriptors that robustly detects cars in high-
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resolution urban scenes and that incorporates the local distribution of gradients,
spectral information and local distribution of colours. The main points of strength
of the FCD framework include: (i) efficient encoding of image cues with lower di-
mensionality and (ii) lower false-positive rate compared to the state of the art.
This chapter is organised as follows: in Section 4.1, an overview of the FCD
framework is presented followed by the illustration of the implementation details of
each stage of the adopted general four-stage methodology in Section 4.2, Section 4.3
and Section 4.4. Information about the training and testing datasets and the used
classifier is given in Section 4.5. Obtained results are given and discussed in Section
4.6. A summary of the FCD framework is given in Section 4.7.
4.1 Overview of the Proposed FCD Framework
The first step to design a system for the detection of a particular target of interest is
usually to analyse some patches that contain that target of interest and patches that
contain other non-target objects in order to understand what makes this particular
target of interest visually-different from non-target objects and from the surrounding
background as it is considered a good practice. In other words, to search for visual
differences between the foreground and the background. Visual differences can be-
long to various image cues, such as gradients and texture. This first step facilitates
the challenging process of the choice of which image cues to rely on and encode using
image descriptors. Theoretical foundations about this choice are still immature and
only some guidelines are found in the open literature [10]. Consequently, in most
cases, decisions are made by experimentation using empirical results.
In airborne images, patches that contain cars are expected to have
parallelogram-like shapes that correspond to the external boundaries of the bod-
ies of cars. This can be seen in Figure 4.1, where edges were extracted from 64× 64
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pixel patches from the Vaihingen dataset using the well-known Canny edge detec-
tor [63].
Image patches that are placed around a car usually reveal two small paral-
lelograms that correspond to the front and rear windscreens and several additional
almost parallel and/or almost perpendicular lines that resemble the external bound-
aries. These rectilinear structures form together a considerable number of points of
interest, e.g., high-curvature points and corners, which are generally crucial to the
detection process. Nevertheless, they are incapable of discriminating cars from other
objects because other non-car objects, which have similar edge maps, such as build-
ings’ roofs and windows, can be easily misidentified as cars. This can be seen in
Figure 4.1 (g), where the patch that was placed around a window revealed a very
similar edge structure to that of cars. Based on this, implicit models are superior to
explicit models as they can capture fine details. In addition, a simple linear classifier
can learn to distinguish well-encoded image descriptors that correspond to image
cues related to cars from a large number of training samples as previously mentioned
in Chapter 2.
Accordingly, to design an implicit model, a well-established gradient type of
descriptors can be used as gradient descriptors have proved their effectiveness in
many target detection applications in various real-life scenarios. For instance, it has
been used for the detection of pedestrians [22]. However, it must be combined with
another type of descriptors in order to be able to distinguish cars. By looking at
Figure 4.1 again, it can be realised that cars exhibit some specific distribution of
colours. Their body parts, the car bonnet, hood and roof, usually have the same
colour and windscreens are almost always of black colour due to the reflection of
sunlight. Hence, a colour descriptor can be combined with a gradient descriptor to
form a more robust combined descriptor to distinguish cars as proposed later in this
chapter.
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(a) (b) (c) (d) (e) (f) (g) (h)
(i) (j) (k) (l) (m) (n) (o) (p)
Figure 4.1: Extraction of edges in target-class and non-target-class patches using Canny edge
detectors with an associated Gaussian filter of standard deviation of
√
2: Target-class patches are
shown in (a), (b), (c) and (d); their corresponding edges in (i), (j), (k) and (l) respectively. Non-
target-class patches are shown in (e), (f), (g) and (h); their corresponding edges in (m), (n), (o)
and (p) respectively. Shown images were scaled for viewing.
The proposed FCD framework follows the adopted general four-stage method-
ology discussed in Chapter 1 that consists of a window-evaluation stage followed by
the computation of three image descriptors, namely, rotation-invariant HOG, Fourier
and tPCSS descriptors over a 64 x 64 pixel detection window. The associated stride
length is eight pixels. These descriptors characterise the spatial distribution of pix-
els, spectral information and local colour distribution, respectively. Reasons for the
choice of these descriptors will be discussed later in this chapter. A fixed-size over-
lapping sliding detection window has been used as cars in the Vaihingen dataset are
of almost same size as it was captured from relatively high altitude. Feature de-
scriptors are concatenated to form a single hybrid descriptor that is fed to a linear
SVM classifier, which discriminates the car-class subspace from the non-car-class
subspace. Finally, a non-maximum suppression technique is applied to eliminate
multiple detections per single true target. Implementation details of this four-stage
process are given in the following sections.
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4.2 Window Evaluation
Airborne images of urban scenes usually contain large flat areas with constant or
slowly-varying colour distribution that correspond to empty roads and vegetation.
Such areas can be eliminated before the computation of image descriptors and be-
fore the classification process saving computational time. Therefore, how likely a
detection window might contain car (have a high level of objectness [75]) is evalu-
ated based on several image cues in a novel two-stage evaluation process and those
detection windows with low probability to contain cars are eliminated.
First, for a given image I, a matrix of the magnitudes of intensity gradients
Mg(x, y) is computed over the detection window. This is done by the computation
of the first-order discrete derivatives ∂I
∂x
and ∂I
∂y
of I using a non-smoothing 1-D filter
with kernel of [-1, 0, 1] vertically and horizontally for each colour channel I1, I2 and I3
separately and only the maximum gradient is kept using Equation 4.1 and Equation
4.2. If the number of gradients that have magnitude close to zero (less than 5) is
greater than 1365 (one third of the detection window size), the detection window is
ignored because this indicates that the detection window does not contain sufficient
amount of gradients and most probably it belongs to a flat area, such as empty
roads. Computed gradients over sample patches are shown in Figure 4.2. It is worth
mentioning that this matrix of gradients does not incur extra computational cost as
it will be used later in the computation of the rotation-invariant HOG descriptors.
Mk(x, y) =
√(
∂Ik(x, y)
∂x
)2
+
(
∂Ik(x, y)
∂y
)2
(4.1)
Mg(x, y) = max
k∈{1,2,3}
[Mk(x, y)] (4.2)
Second, a typical detection window that is placed around a car is expected to
have two dominant greyscale intensities. The first grey intensity corresponds to the
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(a) (b) (c) (d) (e) (f) (g) (h)
(i) (j) (k) (l) (m) (n) (o) (p)
Figure 4.2: Computation of the maximum gradient in target-class and non-target-class patches:
Target-class patches are shown in (a), (b), (c) and (d); their corresponding gradient matrices Mg
in (i), (j), (k) and (l) respectively. Non-target-class patches are shown in (e), (f), (g) and (h);
their corresponding gradient matrices Mg in (m), (n), (o) and (p) respectively. In some patches,
gradients are not clear as they have low strength. Shown images were scaled for viewing.
colour of the car’s body, whereas the second grey intensity corresponds to the colour
of the surrounding background as can be observed from the colour distribution of
the sample patches containing cars in Figure 4.2. Therefore, its colour histogram
is expected to have a bi-modal shape as shown in Figure 4.3. In addition, the
score of the bins of very dark shades, which correspond to the grey levels of front
and rear windscreens, must exceed a pre-defined threshold. To evaluate this colour
distribution property in a simple cost-effective way, the entire 8-bit RGB image is
converted to an HSV image for which a 20-bin intensity histogram is created for the
Hue channel. Detection windows that have a single mode with a very high score
(greater than 2500) are discarded as these are of high probabilities to be parts of
roads, vegetation areas or roofs of buildings. Detection windows that do not have
a sufficient number (less than 500) of dark pixels of intensity less than 0.2 of the
normalised Hue intensities are discarded as well.
Despite that this window-evaluation stage may seem to be simple, results of
the experiments that were carried out showed its effectiveness in reducing regions
that would be checked by the classifier and consequently reducing the processing
time, as can be clearly seen in Figure 4.4, and the rate of false positives. Although a
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(a)
(b)
Figure 4.3: Hue channel histograms of target-class and non-target class patches: (a) 20-bin
colour histogram of bi-modal shape for a target-class patch; (b) 20-bin colour histogram of uni-
modal shape for a non-target class patch of flat vegetation area.
substantial amount of regions has been eliminated, the number of successful window
candidates is still high requiring a very robust descriptor to eliminate the high
amount of clutter present in the used dataset as it can bee seen in Figures 4.4 (b)
and (d).
4.3 Extraction and Encoding of Features
As previously mentioned, three types of image descriptors are computed to encode
three image features. They are computed over fixed cell distribution, i.e., the square
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(a) (b)
(c) (d)
Figure 4.4: Application of the window-evaluation stage on a sample region of the training dataset:
(a) and (b) original images; (c) and (d) corresponding processed images. Areas that have been
eliminated by the window-evaluation stage as they are highly unlikely to contain cars are marked
with black. Shown images were scaled for viewing.
(a) (b)
Figure 4.5: Fixed distributions of evenly-spaced cells of the same size: (a) cells of 8 × 8 pixels;
(b) cells of 4× 4 pixels.
detection window is divided into evenly-spaced cells with fixed sizes of 8×8 pixels and
4×4 pixels regardless of the orientation of cars. Cell distributions are shown in Figure
4.5. Implementation details of how the chosen image descriptors are computed are
given in the following sections.
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4.3.1 Rotation-Invariant Histogram-of-Oriented-Gradient
Descriptor
Histogram-of-Oriented-Gradient descriptors were first introduced by Dalal and
Triggs [22] mainly to solve the problem of pedestrian detection, i.e, people standing
in upright position. Nonetheless, it has been recently exploited in many detection
algorithms for targets of interest other than pedestrians [24]. It is a powerful single-
feature descriptor that captures the spatial distribution of edge pixels [76].
HOG is computed in a very similar way to that of SIFT [21]. The major
difference between the two descriptors is that HOG is computed over a dense grid.
In order to compute the HOG descriptor for an image I, the detection window is
subdivided into evenly-spaced cells of 8 × 8 pixels as shown in Figure 4.5 (a). For
each cell, magnitudes of gradients Mg(x, y) are computed using Equation 4.1 and
Equation 4.2. Then, associated orientations Og(x, y) are computed using Equation
4.3. Magnitudes Mg are accumulated in a 1-D histogram of evenly-spaced nine-
orientation bins gcell with a vote equals to a weighted magnitude of the associated
gradient as in Equation 4.4. Orientations of unsigned gradients are used. In other
words, the orientation interval starts at 0◦ and ends at 180◦.
Og(x, y) = arctan
(
∂I(x,y)
∂y
∂I(x,y)
∂x
)
(4.3)
gcell(k) =
∑
x,y
w (Mg(x, y)) 1 [Og(x, y) ∈ ok] , k ∈ {1, 2, ..., 9} (4.4)
where 1 is a binary function that indicates whether the associated orientation be-
longs to the orientation interval ok. The weight of each vote w is computed using
trilinear interpolation [77] in both position and orientation according to the system
of Equations 4.5 devised by [77].
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G3D(x1, y1, o1)← G3D(x1, y1, o1) + w.Mg(x, y)|w =(
1− x− x1
bx
)(
1− y − y1
by
)(
1− Og(x, y)− o1
bo
) (4.5a)
G3D(x1, y1, o2)← G3D(x1, y1, o2) + w.Mg(x, y)|w =(
1− x− x1
bx
)(
1− y − y1
by
)(
Og(x, y)− o1
bo
) (4.5b)
G3D(x1, y2, o1)← G3D(x1, y2, o1) + w.Mg(x, y)|w =(
1− x− x1
bx
)(
y − y1
by
)(
1− Og(x, y)− o1
bo
) (4.5c)
G3D(x2, y1, o1)← G3D(x2, y1, o2) + w.Mg(x, y)|w =(
x− x1
bx
)(
1− y − y1
by
)(
1− Og(x, y)− o1
bo
) (4.5d)
G3D(x1, y2, o2)← G3D(x1, y2, o2) + w.Mg(x, y)|w =(
1− x− x1
bx
)(
y − y1
by
)(
Og(x, y)− o1
bo
) (4.5e)
G3D(x2, y1, o2)← G3D(x2, y1, o2) + w.Mg(x, y)|w =(
x− x1
bx
)(
1− y − y1
by
)(
Og(x, y)− o1
bo
) (4.5f)
G3D(x2, y2, o1)← G3D(x2, y2, o1) + w.Mg(x, y)|w =(
x− x1
bx
)(
y − y1
by
)(
1− Og(x, y)− o1
bo
) (4.5g)
G3D(x2, y2, o2)← G3D(x2, y2, o2) + w.Mg(x, y)|w =(
x− x1
bx
)(
y − y1
by
)(
Og(x, y)− o1
bo
) (4.5h)

bx = 8, by = 8, bo = 20
x1 ≤ x < x2, y1 ≤ y < y2, o1 ≤ Og(x, y) < o2
where G3D denotes a three-dimensional histogram, bx, by and bo represent the width
of the histogram cell in the horizontal direction, vertical direction and orientation,
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respectively, and x1 and x2 are the two nearest bins in the horizontal direction, y1
and y2 are the two nearest bins in the vertical direction and o1 and o2 are the two
nearest bins in orientation.
A 16 × 16 pixel square block that consists of four overlapping cells is then
formed. The contrast of each block of cells is locally normalised using L2 normal-
isation as in Equation 4.6, where gblock is the unnormalised descriptor and  is a
small constant that has been set empirically to 0.01. This normalisation step is very
important in order to have a better invariance to illumination conditions [22]. The
final HOG descriptor is formed by the concatenation of the responses from all blocks
in a single vector of 1764D.
gblock ←
gblock√‖ gblock ‖22 +2 (4.6)
The above original implementation of the HOG descriptor does not accom-
modate for rotation invariance if the amount of rotation is greater than the width
of the orientation-histogram bins. However, as mentioned before in Section 4.1, an
edge map of a car consists of a set of almost parallel and/or almost perpendicular
lines. Therefore, if the dominant edge orientation Oedge within the patch is com-
puted, it will be perpendicular to the orientation of the car Odominant in the original
image. A global nine-bin histogram of orientations gwindow is formed to compute
the dominant edge orientation without the trilinear interpolation and the bins of
the local histograms of oriented gradients of each cell are circularly shifted so that
rotation invariance is achieved.
gwindow(k) =
∑
x,y
(Mg(x, y))1 [Og(x, y) ∈ ok] , k ∈ {1, 2, ..., 9} (4.7)
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Oedge = (10 + 20(k − 1))◦ |gwindow(k) = max
k=1,...,9
[gwindow] (4.8)
Odominant =

Oedge + 90
◦ Oedge ≤ 90◦
Oedge − 90◦ Oedge > 90◦
(4.9)
4.3.2 Fourier Descriptor
Although the HOG descriptor is very robust as it has been proven in many target
detection scenarios [76], it fails to perform well in some cases, where the strength
of gradients is low. For example, in the case of very dark cars as it can be seen in
Figure 4.2 (l), the gradients around the boundaries of windscreens are with very low
strength. Moreover, these cars can be found very close to textured surfaces, such as
vegetation areas and building roofs making it hard for the classifier to distinguish
between gradient distribution of cars and gradient distribution of textured surfaces.
As aforementioned boundaries of cars have rectilinear structures. Encoding
this characteristic of cars using another descriptor and incorporating it with HOG
would result in a more robust combined image descriptor. For these reasons, the
Fourier descriptor is exploited. It captures the spectral information of a given image.
In addition, it has a very important feature that distinguishes rectilinear shapes. If
an edge line exists in the original patch (spatial domain), it will appear as a line in the
spectral domain but with an orientation perpendicular to its original orientation as
shown in Figure 4.7. This distinctive feature can be exploited to differentiate cars
as they mainly consist of dominant line edges with almost parallel/perpendicular
orientations. On the contrary, other non-car objects are expected to have edges with
different orientations as shown in Figure 4.7. As a result, the Fourier descriptor
of a window containing a car has a very distinctive shape, wherein most of the
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energy is concentrated along the vertical and horizontal axes. Hence, the feature
vector of Fourier coefficients for a car patch will be different from that of a non-car
patch, wherein in the later energy is expected to be distributed among most of the
coefficients as in Figure 4.7 (p).
Fourier descriptors have been used in target detection with many variants
and modifications [78], [79], [80], [81]. Nonetheless, the simplest form of the Fourier
descriptors has been used in the proposed FCD framework as it is the least computa-
tionally expensive. The 2-D discrete Fourier Transform for an image I of dimensions
X and Y can be defined as [82]:
F(u, v) =
1
XY
∑
x
∑
y
I(x, y).e−j2pi(
ux
X
+ vy
Y ) (4.10)
where x and y are the spatial co-ordinates and u and v are two real frequency
variables.
To compute Fourier descriptors, detection windows are first rotated so that
the dominant orientation will be vertical using the global orientation calculated in
Equation 4.7. By doing this, detection windows that have cars will have a vertical
orientation. Rotated windows are then cropped keeping the central square region of
48×48 pixels such that extra padded parts, which are added because of the rotation
process, are removed as shown in Figure 4.6.
After that, the Fast Fourier Transform, which is a fast implementation of
Equation 4.10, of a grey-scale version of the image is computed. Finally, the obtained
spectrum is shifted, wherein the two-dimensional frequency pair F(1, 1) is transferred
from the top left corner of the given image patch to the middle (centre) of it. The
Fourier feature vector fwindow is formed by reshaping the matrix that contains the
magnitudes of Fourier Transform coefficients into a single vector of 2304D and it is
then normalised using L2 normalisation with  equals to 0.01.
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(a) (b) (c) (d) (e) (f) (g) (h)
(i) (j) (k) (l) (m) (n) (o) (p)
Figure 4.6: Estimation of the dominant orientation in target-class and non-target-class patches
followed by rotation so that targets have vertical orientations: Target-class patches are shown in
(a), (b), (c) and (d); their corresponding cropped rotated versions in (i), (j), (k) and (l) respec-
tively. Non-target-class patches are shown in (e), (f), (g) and (h); their corresponding cropped
rotated versions in (m), (n), (o) and (p) respectively. Estimated dominant orientations were:
(a) Odominant = 170
◦; (b) Odominant = 130◦; (c) Odominant = 110◦; (d) Odominant = 50◦; (e)
Odominant = 110
◦; (f) Odominant = 170◦; (g) Odominant = 170◦; (h) Odominant = 130◦. Shown
images were scaled for viewing.
(a) (b) (c) (d) (e) (f) (g) (h)
(i) (j) (k) (l) (m) (n) (o) (p)
Figure 4.7: Computation of the Fourier descriptor in target-class and non-target-class patches:
Target-class patches are shown in (a), (b), (c) and (d); their corresponding Fourier Transform
coefficients in (i), (j), (k) and (l) respectively. Non-target-class patches are shown in (e), (f), (g)
and (h); their corresponding corresponding Fourier Transform coefficients in (m), (n), (o) and (p)
respectively. Fourier Transform was computed after rotating the original patch. Shown images
were scaled for viewing.
fwindow ← fwindow√‖ fwindow ‖22 +2 (4.11)
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4.3.3 Truncated-Pyramid-Colour-Self-Similarity Descriptor
The edge and gradient maps of buildings’ roofs and windows, shown in Figures 4.1
(o) and 4.2 (o), respectively, reveal very similar maps to those of typical cars. In such
cases, both HOG and Fourier descriptors fail to distinguish cars and the classifier
would usually identify such non-car objects as true positives. In order to mitigate
this problem, another image cue should be used alongside the gradients, such as the
distribution of colours. Self-similarity descriptors are regularly used to encode the
local or global similarity between pixel intensities in a given image. This allows the
description of the colour distribution independently from the absolute pixel intensity
value as cars can possess any colour.
Regarding a detection window that is placed around a car, it is expected that
adjacent pixels that belong to the parts of the car body, such as the car bonnet,
hood and roof, should exhibit a great similarity. Furthermore, there is always a local
variation between pixels that belong to windscreens and pixels that belong to parts
of the car body. Consequently, using a colour self-similarity descriptor will depict
these distinctive features of local similarity and variation across intensity levels.
A modified version of the colour self-similarity descriptors used by [83] and
[84] is proposed to complement HOG and Fourier descriptors and it is called trun-
cated Pyramid Colour Self-Similarity (tPCSS). This new self-similarity descriptor
s depends on the calculation of the intersection of local single-colour histograms to
measure the similarity between two histograms hc and hn for the central cell and a
neighbouring cell, respectively.
scell = [hc ∩ hn] =
[⌈∑
k
min[hc(k),hn(k)]
⌉]
, n ∈ {1, 2, ..., 8}, k ∈ {1, 2, ..., 16}
(4.12)
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where d.e indicates that the result is truncated at the size of an unsigned integer of
eight bits. This truncation was found empirically to be essential in order to have
a high recall rate as it tolerates some variation among true-positive patches, e.g.,
black cars as they possess slightly different colour distribution from other cars. The
intersection is computed with the eight neighbouring cells.
To compute tPCSS, the extracted rotated cropped grey-scale detection win-
dow in the previous stage is divided into a number of square cells. The descriptor
is then computed on two levels separately. In level one, the cell size is 4 × 4 pixels
and it has a fixed distribution, shown in Figure 4.5 (b), whereas in level two, the
cell size is 8× 8 and it has a fixed distribution, shown in Figure 4.5 (b). The tPCSS
vector is formed by the concatenation of the L2-normalised responses of all cells in
the two levels of the pyramid with  equals to 0.01 and it has 928D.
scell ← scell√‖ scell ‖22 +2 (4.13)
All values of thresholds and parameters used in the window-evaluation and
descriptor-computation stages were found by testing excessively the properties of a
large number of image patches from the training dataset.
4.4 Post-Processing
Since an overlapping sliding detection window has been adopted in our framework,
multiple detections per one single true detection are expected. Bounding boxes that
overlap by more than 50% using Equation 3.1 are eliminated except the one that
has the highest output confidence score [24].
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4.5 Datasets and Classification
The proposed overall extended feature vector is formed by the concatenation of the
computed ensemble of descriptors: 1764 HOG features, 2304 Fourier features and
928 tPCSS features. The total length of this new combined feature vector is 4996
features. Since this problem of classification is characterised by having relatively
high dimensionality, it is recommended to adopt an SVM classifier that is known
to work efficiently in high-dimensional scenarios [39]. Based on that and following
Occam’s razor “Among competing hypotheses, the one with the fewest assump-
tions should be selected”, a linear SVM classifier has been adopted in the proposed
FCD framework to discriminate the car subspace from the non-car subspace with
a regularisation parameter c equals 15, which was chosen using cross validation on
the training dataset. The SVM classifier is fed by the formed descriptor vector to
distinguish between the car-class subspace and the non-car-class subspace.
In order to classify a new data sample s, the feature vector is computed using
the transformation φ(s) that transforms this new data sample to a hyperspace of
dimensionality 4996D. The distance from the separating hyperplane is calculated
using the optimal weight wopt and bias b using Equation 4.14. The sign of z(s)
determines on which side of the hyperplane the data sample s is, i.e, to which
subspace the data sample belongs. The distance from the hyperplane represents its
confidence score. A detailed mathematical analysis of how SVM classifier works is
presented in appendix A.
z(s) = wToptφ(s) + b (4.14)
The classifier was trained on samples extracted from the training areas of
the Vaihingen dataset. Sample examples are shown in Figure 3.1. For the positive
training data, 754 positive examples that contained cars placed at different ori-
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entations and on various backgrounds and their mirrored and horizontally-flipped
versions were used to increase the diversity among the training samples. For the neg-
ative training data, a total of 3601 negative examples including patches extracted
randomly from various backgrounds and bootstrapped hard negatives that were
identified as true positives during the validation process on areas other than test
areas.
4.6 Results
The proposed FCD framework was run on the test areas of the Vaihingen dataset
that were described in Section 3.1.1 and such data was not included in the data
over which the SVM classifier was trained. In addition, it has been run on the
OIRDS dataset that constitutes an unseen dataset to the trained classifier. The
performance was assessed and evaluated using qualitative analysis by the visual
inspection of the bounding boxes that were produced as a result of the application
the proposed framework on the data and various quantitative measures, namely, the
precision-recall, the mean average precision, recall rates at different false-positive-
per-image rates and the interpolated average precision that were described in Section
3.2. Achieved results were the outcome of a single experiment conducted on each of
the two datasets.
4.6.1 Qualitative Results
Visual results of the experiments of applying the FCD framework on sample regions
of the test areas of the Vaihingen dataset are shown in Figure 4.8. The proposed
framework is able to detect cars of different colours at different orientations. The
true-positive and false-positive rates are acceptable and this will be corroborated in
the next section using quantitative analysis. Nonetheless, in some challenging cases,
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(a) (b)
(c) (d)
Figure 4.8: Sample regions of the test areas of the Vaihingen dataset after applying the proposed
FCD framework. Bounding boxes represent detections and the number at the top left corner of
each bounding box represents its confidence score. Shown images were scaled for viewing.
wherein non-car objects possess very similar structure and colour distribution to that
of cars, such as the case in Figure 4.8 (a), the tree and its shadow, the proposed
framework fails to distinguish cars from such objects. Moreover, in Figures 4.8 (b)
and (c), cars of very dark colours or in areas over-imposed by strong shadow were
missed.
Figure 4.9 shows the obtained results after applying the FCD framework
on sample images of the OIRDS dataset. It can be deduced from this figure that
the proposed FCD framework has acceptable generalisation in terms of the true
detections and false positives, when applied to images with lower resolution and
that were acquired under different conditions from those over which the classifier
was trained.
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
Figure 4.9: Sample regions of the test images of the OIRDS dataset after applying the proposed
FCD framework. Bounding boxes represent detections and the number at the top left corner of
each bounding box represents its confidence score. Shown images were scaled for viewing.
Moreover, in Figure 4.8 and Figure 4.9, it can be noted that black cars tend
to be detected with low confidence scores as opposed to white cars. This is because
of two reasons: (i) the strength of gradients is lower and (ii) the differences and
similarities in the colour distribution among different parts of the car body are
slightly different from cars with bright colours.
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Figure 4.10: Performance of the proposed FCD framework in different test areas of the Vaihingen
dataset represented by precision rate at different recall rates.
4.6.2 Quantitative Results
Performance of the Proposed FCD Framework
Figure 4.10 shows the obtained precision-recall curves that were computed using
Equation 3.2 and Equation 3.3 discussed in Chapter 3, when applied to the three
test areas of the Vaihingen dataset. It can be seen that it has the best performance,
represented by an precision rate of 50.00% at a recall rate of 96.67%, in urban
regions that contain small detached houses (area 3). Nevertheless, the performance
degrades to a precision rate of 47.76% at a recall rate of 68.09% in urban regions that
contain high-rising residential buildings (area 2) because in these areas, edge maps
and colour distributions of the roofs of buildings, windows, patios and balconies are
very similar to those of cars. The overall precision and recall rates in the whole
testing areas are 48.02% and 77.72%, respectively.
Figure 4.11 shows the obtained precision-recall curves, when applied to the
OIRDS dataset. The overall precision and recall rates in the whole testing areas
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Figure 4.11: Performance of the proposed FCD framework on the OIRDS dataset represented
by precision rates at different recall rates.
Table 4.1: Performance of the proposed FCD framework on the Vaihingen and OIRDS datasets
represented by the Mean Average Precision MAP and recall RC rates at different false positive
per image FPPI values.
Dataset MAP
RC
0.01FPPI 0.1FPPI 1.0FPPI
Vaihingen 75.10% 34.55% 49.09% 77.27%
OIRDS 70.41% 12.84% 29.95% 65.30%
are 34.55% and 78.23%, respectively. It can be observed that the obtained curve is
smoother than the obtained precision-recall curve from the Vaihingen dataset. The
reason for this is that the OIRDS has a larger number of cars.
Table 4.1 shows the mean average precision values of the obtained results of
the proposed framework and recall rates at different false-positive-per-image rates
for both the Vaihingen and the OIRDS datasets.
Accuracy of the Estimation of the Orientation of Cars
The FCD framework uses a global gradient histogram to estimate the orientation of
the dominant edge as previously discussed in Section 4.3.1, which is expected to be
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Figure 4.12: Performance of the proposed FCD framework and the baseline framework of [56]
on the Vaihingen dataset represented by precision rates at different recall rates.
perpendicular to the orientation of car. The accuracy of estimating this dominant
edge orientation is 90.52%, when it was tested on the Vaihingen dataset.
Comparison with the State of the Art
Figure 4.12 shows the obtained precision-recall curves for the proposed framework
and the framework of Shao et al. [56]. It can be deduced from these curves that
for the same recall the proposed framework achieves higher precision than that of
framework [56] using linear classification, unlike the standard implementation of [56]
that adopts an IKSVM classifier, which incurs longer computational time. Moreover
the proposed algorithm is more efficient by using lower dimensional feature vector
than that of [56] by 1764D.
Furthermore, the performance of the proposed framework has an overall 11-
point average precision, described in Section 3.2, higher than that of framework [56]
on the Vaihingen, despite the fact that this metric penalises methods that retrieve
only a subset of the ground truth [24] and an 11-point average precision higher than
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Table 4.2: Performance of the proposed FCD framework and the baseline frameworks represented
by the 11-point Average Precision AP .
Framework Dataset AP
FCD Vaihingen 64.26%
Shao et al. [56] Vaihingen 58.92%
FCD OIRDS 53.55%
Razakarivony and Jurie [58] OIRDS 48.9%
Madhogaria et al. [60] OIRDS 54.45%
that of framework [58] on the OIRDS dataset as shown in Table 4.2. Moreover,
it is worth to mention that the framework of Razakarivony and Jurie [58] used a
10-fold training/testing methodology for the OIRDS dataset, whereas the whole
data was completely unseen for the proposed FCD framework. The framework of
Madhogaria et al. [60] achieved slightly higher precision - by less than 1% - than
the FCD framework. However, the authors used a larger training dataset compared
to the training dataset the FCD framework exploited and their method resulted in
false-positives with very high confidence scores compared to the confidence scores of
the true positives.
It is also worth mentioning that due to the unavailability of the source code
of the baseline frameworks, it was not feasible to evaluate their performance on both
datasets as previously mentioned.
The FCD framework has been implemented in a MATLAB environment. All
of the experiments were run on a computer with the following specifications: a 2.5-
GHz-speed Intel-Core-i5 CPU and a 6-GB Random Access Memory. The machine
that was used to conduct the experiments has multiple processing cores. Neverthe-
less, the current implementation uses only a single core. The current implementation
is able to process ≈ 76 detection windows per second, which indicates that it has a
near real-time performance.
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4.7 Summary
Figure 4.13: Summary of the FCD framework for the detection of cars in airborne imagery using
fixed cell distributions.
This chapter introduced the first proposed framework for the detection of cars
in aerial images of urban scenes, namely, the Fixed-Cell-Distribution framework. It
consists of four main stages. Implementation details were given and discussed. A
summary is given in Figure 4.13. Image descriptors that are used in the proposed
framework are: rotation-invariant Histogram of Oriented Gradients, Fourier and
truncated Pyramid Colour Self-Similarity. The proposed Fixed-Cell-Distribution
framework outperforms baseline frameworks as it achieves higher average precision
of 64.26% and 53.55% on the Vaihingen and OIRDS datasets, respectively.
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Chapter 5
Detection of Cars Using Adaptive
Cell Distributions
I
N Chapter 4, it was shown that the boundaries of a car in a given aerial image
are expected to have a rectilinear structure that corresponds to the edges of
its body and front and rear windscreens. Furthermore, it was shown that cars
exhibit specific distribution of colours. Accordingly, an ensemble of modified HOG,
Fourier, tPCSS descriptors was proposed to depict these characteristic features of
cars. Nevertheless, the FCD method failed to detect with high confidence scores cars
that were fully covered by shadows and some cars that have black colour. Moreover,
in some confounding situations of having a non-car class object that possess similar
visual characteristics, it was classified as a true positive as it was shown in Figure
4.8 and Figure 4.9.
In order to solve the above-mentioned problems, this chapter introduces a
new method to evaluate detection windows and exploits a novel ensemble of modi-
fied image descriptors, namely, Histogram of Oriented Gradients, truncated Pyramid
Colour Self Similarity and Gabor and the eigenvalues of the covariance matrices
of the local distribution of each of these descriptors. These three image descrip-
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tors are computed over novel adaptive cell distributions using a clever method that
changes the distribution of local cells according to the dominant orientation of the
patch under examination and hence this new framework is called the Adaptive-Cell-
Distribution (ACD) framework.
The main contributions of the work that will be presented in this chapter
include: (i) introduction of a novel method to decrease search areas by evaluating
the probability that detection windows may be placed around cars based on colour,
gradient and texture image cues, (ii) very accurate estimation of the orientation
of cars using the second-order statistics of local gradients and (iii) detection of
cars more robustly with low false-positive rate by using a novel ensemble of image
descriptors and the eigenvalues of their covariance matrices. This novel ensemble
incorporates the local distribution of gradients, the local distribution of colours and
the local distribution of texture. The main points of strength of the ACD framework
include: (i) efficient encoding of image cues with lower dimensionality, (ii) lower
false-positive rate and (iii) shorter processing time than the FCD framework.
This chapter is organised as follows: in Section 5.1, an overview of the pro-
posed framework is presented followed by the illustration of the implementation
details of each stage in Section 5.2, Section 5.3, Section 5.4 and Section 5.5. Infor-
mation about the training and testing datasets and classification is given in Section
5.6. Obtained results are given and discussed in Section 5.7. A summary of the
ACD framework is given in Section 5.8.
5.1 Overview of the Proposed ACD Framework
The ACD framework follows the adopted general four-stage methodology that was
discussed in Chapter 1. It consists of a window-evaluation stage followed by the
computation of three modified image descriptors, namely, HOG, tPCSS and Gabor
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descriptors that are used to characterise the distribution of gradients, colours and
texture, respectively. In addition, eigenvalues of their associated covariance matri-
ces are incorporated. Image descriptors are computed over a grey-scale fixed-size
window of 64 × 64 pixels and associated stride length of four pixels as cars have
almost similar sizes in a set of aerial images captured at a given GSD, e.g., the GSD
of the Vaihingen dataset is 8cm. Square patches were chosen to facilitate the com-
putation of image descriptors, as discussed before in Chapter 4. Feature descriptors
are concatenated to form a single hybrid descriptor that is fed to a linear SVM
classifier, which divides the hyperspace into car-class subspace and non-car-class
subspace. Finally, a non-maximum suppression technique is exploited to discard
multiple detections per single true target. Details of the implementation of each
stage are discussed in the following sections.
5.2 Window Evaluation
To reduce search areas, detection windows that are highly unlikely to contain cars
are investigated during the window-evaluation stage based on several cues (colour
distribution, texture and gradients) to shorten the processing time and help reduce
the false-positive rate using a three-step filtering process that measures the object-
ness [75] of the detection windows and how likely that they would contain cars in a
novel way.
First, the variation in the distribution of grey levels across a detection window
is examined by the computation of two 32-bin colour histograms hw and hc, where
the first colour histogram is calculated for the whole detection window and the
second is calculated for the 32 × 32 central square area. The cost of matching
between these two intensity histograms is measured using the Manhattan distance
rManhattan according to Equation 5.1. If the distance is found to be below a pre-
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defined threshold, the window is discarded as this highly indicates that it belongs
to a flat area with a constant or a slowly-varying colour distribution, such as empty
roads and vegetation areas.
rManhattan =
32∑
k=1
|hw(k)− hc(k)| (5.1)
Second, the texture of the grey-scale detection window is examined in a new
fashion. Pixels of each local cell of 4×4 pixels are divided into two groups according
to whether the pixel value is larger than the average value of the cell or smaller.
Then, the difference between the averages of the two groups is calculated. If the
standard deviation σtexture of the responses of the computed differences is larger
than a pre-defined threshold, the detection window will not be considered for further
processing as a high standard deviation σtexture means that there is a highly textured
surface that cannot be a car taking into account that cars tend to have smooth
surfaces.
Third, for a given image I, magnitudes of intensity gradients Mg(x, y) at
each pixel and their orientations Og(x, y) are calculated over the grey-scale detection
window. This is done by the computation of the first-order discrete derivatives ∂I
∂x
and ∂I
∂y
of I using a non-smoothing 1-D filter with kernel of [-1 0 1] in both vertical
and horizontal directions. Then, the magnitudes of gradients of local cells of 4 × 4
pixels are accumulated independently in nine-bin histograms gcell according to their
unsigned orientation without interpolation using Equation 5.2, Equation 5.3 and
Equation 5.4.
Mg(x, y) =
√(
∂I(x, y)
∂x
)2
+
(
∂I(x, y)
∂y
)2
(5.2)
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Og(x, y) = arctan
(
∂I(x,y)
∂y
∂I(x,y)
∂x
)
(5.3)
gcell(k) =
∑
x,y
Mg(x, y)1 [Og(x, y) ∈ ok] , k ∈ {1, 2, ...9} (5.4)
where 1 is a binary function that indicates whether the associated orientation corre-
sponds to the kth bin. Then the covariance matrix IRGG of the L2-normalised local
cell responses gcell is computed using an  of value equal to 0.01.
gcell ←
gcell√‖gcell‖22 + 2 (5.5)
IRGG = IE
{
GGH
}
(5.6)
For a typical detection window containing a car, there should be a dominant
orientation of the gradients that corresponds to the direction of the perpendicular to
the orientation of the car in a given image. Therefore, if the covariance matrix IRGG
is eigen-decomposed, the maximum eigenvalue dG,max must exceed a pre-defined
threshold, otherwise the window is discarded. The intuition behind this is that
covariance matrix IRGG represents the second-order statistics of the received signal.
It can be used to determine the direction of the dominant emitting source using
the order of its significant eigenvalues dG,k [85]. In other words, this orientation bin
that corresponds to the dominant orientation will have the highest received power
represented by the maximum eigenvalue.
dG,max = max
k=1,...,9
[eig (IRGG)] (5.7)
The above mentioned three-step process of window filtering helps reduce the
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Table 5.1: Threshold values used in the window-evaluation stage of the ACD framework.
Threshold Value
rManhattan ≤ 2200
σtexture ≤ 30
dmax ≥ 0.09
search areas and the rate of the false positives. Table 5.1 summarises the values
of the thresholds used in this stage. All values of the thresholds and parameters
used in the implementation of the window-evaluation stage were found empirically
by testing excessively the properties of a large number of image samples from the
training dataset.
Figure 5.1 shows a sample region of the training dataset that was processed
using the proposed window-evaluation stage. It can be seen that a substantial
amount of the search areas was eliminated and areas that are very likely to contain
targets were kept. On comparing the output of the new proposed method for evalu-
ating detection windows with the output of the window-evaluation stage in Chapter
4 that was shown in Figure 4.4, it can be deduced that the new proposed method
is more effective in eliminating detection windows of low probability to contain tar-
gets. In addition, it does not use RGB colour information indicating that it can be
further extended to work for images of different colour properties.
5.3 Estimation of the Orientations of Cars
Unlike the FCD framework that estimates the dominant orientation of the patch
under examination using a global histogram of oriented gradients, the ACD frame-
work proposes the use of the second-order statistics of local gradients in a novel,
simple and robust way.
The orientation of cars Odominant is discretised into nine orientations at 10
◦,
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(a) (b)
(c) (d)
Figure 5.1: Application of the window-evaluation stage on a sample region of the training dataset:
(a) and (b) original image; (c) and (d) corresponding processed image. Areas that have been
eliminated by the window-evaluation stage as they were highly unlikely to contain are marked
with black. Shown images were scaled for viewing.
30◦, 50◦, 70◦, 90◦, 110◦, 130◦, 150◦ and 170◦. It is estimated to be in a perpendicular
orientation OdG,max to the bin orientation corresponding to maximum eigenvalue
dg,max of the covariance matrix IRGG of locally accumulated gradients that were
computed over 4 × 4 cells in the window-evaluation stage. Figure 5.2 shows the
output of the proposed orientation-estimation stage over target and non-target class
patches. This novel method of estimating the dominant orientation achieves very
high accuracy. A comparison between the accuracy of using a global HOG and the
second-order statistics will be carried out later in Section 5.7.2.
OdG,max = (10 + 20(k − 1))◦ |dG,k = max
k=1,...,9
[eig (IRGG)] (5.8)
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(a) (b) (c) (d) (e) (f) (g) (h)
Figure 5.2: Estimation of the dominant orientation in target-class and non-target-class patches:
Target-class patches are shown in (a), (b), (c) and (d). Non-target-class patches are shown in (e),
(f), (g) and (h). Estimated dominant orientations were: (a) Odominant = 170
◦; (b) Odominant =
130◦; (c) Odominant = 110◦; (d) Odominant = 50◦; (e) Odominant = 110◦; (f) Odominant = 170◦; (g)
Odominant = 170
◦; (h) Odominant = 130◦. Shown images were scaled for viewing.
Odominant =

OdG,max + 90
◦ OdG,max ≤ 90◦
OdG,max − 90◦ OdG,max > 90◦
(5.9)
5.4 Extraction and Encoding of Features
In Chapter 4, it was proposed to divide the detection window into evenly-distributed
square cells over which image descriptors are computed locally. For rotation-variant
features, it was proposed to rotate the detection window so that all cars would have
vertical orientation. However, this rotation process is time consuming and it affects
the relative distribution of the original pixels due to the non-linear transformation
between co-ordinates. To overcome this problem, adaptive cell distributions are pro-
posed, wherein the shape of cells are no longer fixed-size squares and the distribution
is a function of the dominant orientation.
According to the estimated orientation of a detection window containing a
car, a suitable mask of cell distribution is chosen. Eighteen steerable masks are used
in the ACD framework and they are shown in Figure 5.3. Masks in subfigures (a),
(b), (c), (d), (e), (f), (g), (h) and (i) of Figure 5.3 were originated from the rotation
of a mask oriented horizontally of size 64× 50 pixels and divided into ordered cells
of size 8 × 10 pixels to the previously mentioned discretised orientation, where as
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(a) 10◦ (b) 30◦ (c) 50◦ (d) 70◦ (e) 90◦ (f) 110◦ (g) 130◦ (h) 150◦ (i) 170◦
(j) 10◦ (k) 30◦ (l) 50◦ (m) 70◦ (n) 90◦ (o) 110◦ (p) 130◦ (q) 150◦ (r) 170◦
Figure 5.3: Distribution of cells over which descriptors are computed for different orientations:
Cells of size 8 × 10 pixels are shown in (a), (b), (c), (d), (e), (f), (g), (h) and (i); cells of size
4× 4 pixels are shown in (j), (k), (l), (m), (n), (o), (p), (q) and (r). Shown images were scaled for
viewing.
masks in subfigures (j), (k), (l), (m), (n), (o), (p), (q) and (r) of Figure 5.3 were
originated from the rotation of a mask oriented horizontally of size 64×52 pixels and
divided into ordered cells of size 4×4 pixels. The corners of each mask were rounded
by eliminating pixels that are located at a distance more than 31 pixels from the
centre of the detection window. Rounding the corners helps eliminate extra padded
parts that are resulted from the rotation process of a given mask. These 18 masks
are computed and indices of pixels that belong to each cell are pre-stored saving
computational cost.
5.4.1 Second-Order Statistics of Histogram-of-Oriented-
Gradient Descriptor
The original implementation of the HOG descriptor was presented in Chapter 4 as
well as how to modify HOG in order to be a rotation-invariant image descriptor.
In this framework, in a novel fashion, the HOG descriptor is computed over one of
the distributions of local cells of size 8 × 10 pixels, shown in Figure 5.3 according
to the estimated orientation of the detection window using the method described in
Section 5.3.
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The magnitudes of gradients Mg of local cells are accumulated in nine-bin
histograms gcell according to their orientation Og independently without the trilin-
ear interpolation process recommended by [22] as it is a computationally-expensive
process and it has a minimal effect on the overall performance. The response for
each cell gcell is normalised using L2−normalisation so that illumination invariance
properties can be achieved using Equation 5.2, Equation 5.3, Equation 5.4 and
Equation 5.5. The final HOG descriptor is formed from the concatenation of the
L2-normalised eigenvalues dk,block of the covariance matrix IRGG,block of the cell re-
sponses of a block of four adjacent cells with  = 0.01 rather than the cell responses
as in the original implementation because it was found empirically using the eigen-
values of the second order statistics results in a more robust image descriptor. This
new modified HOG descriptor has much lower dimensionality of 216D.
dG,block = [dG,1,block, ..., dG,9,block]
T = eig (IRGG,block) (5.10)
dG,block ← dG,block√‖dG,block‖22 + 2 (5.11)
5.4.2 Truncated-Pyramid-Colour-Self-Similarity Descriptor
and its Second-Order Statistics
Cars exhibit a distinctive distribution of colours, as aforementioned, the colour of
windscreens is always dark in aerial images and the colour of the car boot is usually
the same as the colour of the car bonnet. Therefore, using a local CSS descriptor will
encode the local similarity and variation of colours across pixels. Built on the Colour
Self-Similarity descriptors proposed by [83], [84] and its modification in Chapter 4, it
is proposed in this framework to improve them by encoding the eigenvalues ds of the
covariance matrix IRSS of the response of a block of adjacent cells using Equation
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5.12 and Equation 5.13. This new colour-self-similarity descriptor is based on the
similarity among adjacent cells and the second-order statistics.
scell = [hc ∩ hn] =
[⌈∑
k
min[hc(k),hn(k)]
⌉]
, n ∈ {1, 2, ..., 8} (5.12)
dS,block = [dS,1,block, ..., dS,8,block]
T = eig (IRSS,block) (5.13)
where hc and hn are the two grey-level histograms of the central cell and a neigh-
bouring cell respectively, each has 16 bins, hc(k) and hn(k) are scores of the k
th bins
of the two histograms and d.e indicates that the result is truncated at the size of an
unsigned integer of eight bits as previously recommended.
Local CSS descriptors are computed on two levels in a pyramid approach. In
the first level, descriptors are computed over one of the distributions of local cells of
size 8×10 pixels according to the estimated orientation of the detection window and
the block size is four cells, whereas in the second level, descriptors are computed over
one of the distributions of local cells of size 4× 4 pixels according to the estimated
orientation of the detection window and the block size is nine cells.
The final modified tPCSS descriptor is formed by concatenating the L2-
normalised local responses from all the cells into a single vector using an  = 0.01
and the normalised eigenvalues of the covariance matrices of the colour histograms
of each block in the two levels of the pyramid and it has 3190D.
scell ← scell√‖scell‖22 + 2 (5.14)
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dS,block ← dS,block√‖dS,block‖22 + 2 (5.15)
5.4.3 Gabor Descriptor and its Second-Order Statistics
Texture is a common image cue that has been used, among other cues, to solve
the problem of object detection [86]. Many researchers have used Gabor filters to
extract and encode texture motivated by the similarity between 2-D Gabor filters
and the receptive fields in the visual cortex of the vision systems of humans [87].
Although cars do not possess distinguishable textured surfaces, the Gabor texture
descriptors play a great role in reducing the rate of false positives by discriminating
textured surfaces that do not belong to cars, such as those of buildings’ roofs and
vegetation. Gabor filter kernels are formed by a 2-D Gaussian function modulated
by a complex sinusoidal signal:
FGabor(x, y;λ, θ, ψ, σg, γ) = exp
(
x′2 + γ2y′2
2σ2g
)
exp
(
i
(
2pi
x′
λ
+ ψ
))
(5.16)

x′ = x cos θ + y sin θ
y′ = −x sin θ + y cos θ
Nine Gabor kernels of size 64 × 64 are used in the ACD framework and
they are shown in Figure 5.4, with a wavelength λ of 10 pixels, nine orientations
θk = [10
◦, 30◦, ..., 170◦], phase offset ψ of −90◦, aspect ratio γ of 10 and the variance
of the Gaussian envelop σ2g of 13.671. All values of the previous parameters were
found by experimentation by testing excessively the properties of a large number of
image samples from the training dataset.
After filtering the detection windows using those nine Gabor kernels, windows
are divided into one of the cell distributions of size 8×10 pixels shown in Figure 5.3
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(a) 10◦ (b) 30◦ (c) 50◦ (d) 70◦ (e) 90◦
(f) 110◦ (g) 130◦ (h) 150◦ (i) 170◦
Figure 5.4: Magnitude of the 64 × 64 Gabor kernels at different orientations with associated
wavelength λ of 10 pixels, phase offset ψ of −90◦, aspect ratio γ of 10 and the variance of the
Gaussian envelop σ2g of 13.671. Shown images were scaled for viewing.
according to the estimated orientation of the detection window. The mean tcell,mean
and energy tcell,energy of the response to the Gabor filters in each cell is computed at
each orientation.
tcell,mean(k) =
1
size(cell)
∑
x,y
(|FGabor ∗ I|) 1 [θk = (20k − 10)◦] (5.17)
tcell,energy(k) =
1
size(cell)
∑
x,y
(
(FGabor ∗ I)(FGabor ∗ I)H
)
1 [θk = (20k − 10)◦]
(5.18)
tcell = [tcell,mean, tcell,energy]
T (5.19)
For rotation-invariance, the order of the nine orientations is changed such
that rotation invariance is achieved following the same idea of circularly-shifting
the histogram bins in Chapter 4. The final Gabor descriptor is formed from the
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concatenation of the L2-normalised eigenvalues of the covariance matrix of the cell
responses of a block of four adjacent cells using an  = 0.01 and it has 432D.
dT,block = [dT,1,block, ..., dT,18,block]
T = eig (IRTT,block) (5.20)
dT,block ← dT,block√‖dT,block‖22 + 2 (5.21)
5.5 Post-Processing
Since an overlapping sliding detection window has been adopted in our framework,
multiple detections per one single true detection are expected. Bounding boxes that
overlap by more than 50% using Equation 3.1 are eliminated except the one that
has the highest output confidence score [24].
5.6 Datasets and Classification
The proposed hybrid feature vector is composed by the concatenation of the novel
ensemble of descriptors: 216 HOG features, 3190 PCSS features and 432 Gabor
features including the eigenvalues of the covariance matrices of each descriptor. The
overall length of the feature vector is 3838D. Although the new proposed feature
vector has lower dimensionality than that of the FCD in Chapter 4 by 1158D, the
classification problem is still regarded as a relatively high-dimensional classification
problem. Accordingly, an SVM classifier that is known to work efficiently in high-
dimensional scenarios [39] has been adopted to discriminate the car subspace from
the non-car subspace with a regularisation parameter c equals 15, which was chosen
using cross validation on the training dataset. A linear classifier has been used to
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show the robustness of the new proposed feature vector.
In order to classify a new data sample s, the feature vector is computed using
the transformation φ(s) that transforms this new data sample to a hyperspace of
dimensionality 3838D. The distance from the separating hyperplane is calculated
using the optimal weight wopt and bias b using Equation 5.22. The sign of z(s) de-
termines on which side of the hyperplane the data sample s is and the distance from
the hyperplane represents its confidence score. A detailed mathematical analysis of
how SVM classifier works is presented in appendix A.
z(s) = wToptφ(s) + b (5.22)
The classifier was trained on samples extracted from the training areas of the
Vaihingen dataset. Sample examples are shown in Figure 3.1. For positive training
data, square patches of pixels that contain cars were chosen from areas other than
the test areas so that image descriptors can be computed efficiently over cars and
a small part of the surrounding background. Patches were chosen from different
regions such that a great diversity in the orientation of cars and backgrounds could
be achieved. Mirrored and horizontally-flipped versions of these square patches
were included as well to richen the diversity of the training data. For negative
training data, randomly selected patches from different areas of the background as
well as bootstrapped hard negatives that were detected as false positives during
the validation process on areas other than test areas were included. In total, 781
positive samples and 2473 negative samples were used in the training processing.
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5.7 Results
The new proposed ACD framework was run on the test areas of the Vaihingen
dataset that were described in Section 3.1.1 and such data was not included in the
data over which the SVM classifier was trained. Furthermore, it was run over the
OIRDS dataset that was described in Section 3.1.1 and it was a completely unseen
set of data to the classifier to test the ability of the ACD framework to generalise.
The performance was assessed and evaluated using qualitative analysis by the visual
inspection of the bounding boxes that were produced as a result of applying the
proposed framework on the data and various quantitative measures, namely, the
precision-recall, the mean average precision, recall rates at different false-positive-
per-image rates and the interpolated average precision that were described in Section
3.2. Obtained results are the outcome of a single experiment conducted on each of
the two datasets.
5.7.1 Qualitative Results
Visual results of the experiments of applying the ACD framework on sample regions
of the test areas of the Vaihingen dataset are shown in Figure 5.5, whereas results
on sample images of the OIRDS datasets are shown in Figure 5.6. These two figures
show that the ACD framework is able to robustly detect cars in both environments.
In Figure 5.5 (c), it can be seen that the ACD method is able to correctly
classify detection windows that have poor contrast (fourth car from top), thanks to
the local normalisation of the HOG responses of cells, discussed in Section 5.4.1,
a case which is even hard for the human eye. Nevertheless, in very few situations,
wherein detection windows contain black cars that are covered by very strong build-
ing shadows and the contrast is too low, the proposed method fails to correctly
classify them as true positives, because the strength of gradients in such detection
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(a) (b)
(c) (d)
Figure 5.5: Sample regions of the test areas of the Vaihingen dataset after applying the ACD
framework. Bounding boxes represent detections and the number at the top left corner of each
bounding box represents its confidence score. Shown images were scaled for viewing.
windows is too low and the colour distribution is concentrated around the histogram
bins that correspond to dark grey levels. In Figures 5.5 (a) and (b), two cars were
not detected as they have a smaller size (mini cars) compared to other standard cars.
However, the number of these cars in the whole test areas is too small (five cars)
and this problem can be solved by extending the proposed method to multi-scale
analysis, which is among the future research goals as it will be discussed in Chapter
7.
From Figure 5.6, it can be clearly deduced that the ACD framework has a
very good generalisation as it achieves high true-positive rate, while having a low
false-positive rate, when applied to images with different acquisition conditions and
a lower resolution than those of the data on which the SVM classifier was trained.
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More specifically, in challenging cases, where cars are partially over-imposed by
shadows, e.g., in Figure 5.6 (b) and Figure 5.6 (e), the ACD framework is able to
detect cars despite the fact that the shadow alters the distribution of edges and
colours. Moreover, in the case of complex backgrounds, for example in Figure 5.6
(d) and Figure 5.6 (i), the proposed ACD algorithm did not produce a high rate of
false positives.
Furthermore, in Figure 5.5 and Figure 5.6, it can be noted that black cars
tend to be detected with confidence scores of similar values to those of cars with
bright colours indicating that the ACD framework has detection consistency. This
constitutes an advantage of the ACD framework over the FCD framework.
5.7.2 Quantitative Results
Performance of the ACD Framework
Figure 5.7 shows the obtained precision-recall curves for the ACD framework, when
applied to the three test areas of the Vaihingen dataset. It can be seen that it has the
best performance, represented by a high precision rate of 73.81% at a recall rate of
79.49%, in urban regions that contain small detached houses (area 3). Nonetheless,
the performance degrades to a precision rate of 62.96% at a recall rate of 69.39% in
urban regions that contain high-rising residential buildings (area 2) because in these
areas edge maps and colour distributions of the different parts of buildings are very
similar to that of cars as previously discussed. The overall precision and recall rates
in the whole testing areas are 68.57% and 75% respectively.
Figure 5.8 shows the obtained precision-recall curve for the ACD framework,
when applied to the OIRDS dataset. The overall precision and recall rates on the
whole dataset are 40.04% and 77.77% respectively. These numbers indicate the
acceptable performance of the ACD framework, when tested on a large number of
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
Figure 5.6: Sample regions of the test images of the OIRDS dataset after applying the ACD
framework. Bounding boxes represent detections and the number at the top left corner of each
bounding box represents its confidence score. Shown images are scaled for viewing.
images containing hundreds of cars. Table 5.2 shows the mean average precision val-
ues of the obtained results of the ACD framework. They also indicate the adequate
performance on both datasets.
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Figure 5.7: Performance of the ACD framework in different test areas of the Vaihingen dataset
represented by precision rates at different recall rates.
Figure 5.8: Performance of the ACD framework on the OIRDS dataset represented by precision
rates at different recall rates.
Accuracy of the Estimation of the Orientation of Cars
The ACD framework uses the eigenvalue of the covariance matrix of the cell re-
sponses to HOG to estimate the orientation of the dominant edge as previously
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Table 5.2: Performance of the ACD framework on the Vaihingen and OIRDS datasets represented
by the Mean Average Precision MAP and recall RC rates at different false positive per image
FPPI values.
Dataset MAP
RC
0.01FPPI 0.1FPPI 1.0FPPI
Vaihingen 92.79% 35.16% 60.16% 75.00%
OIRDS 76.1% 16.56% 32.84% 72.84%
Table 5.3: Performance of the FCD and ACD frameworks on the Vaihingen dataset represented
by the Mean Average Precision MAP and recall RC rates at different false positive per image
FPPI values.
Framework Dataset MAP
RC
0.01FPPI 0.1FPPI 1.0FPPI
FCD Vaihingen 75.10% 34.55% 49.09% 77.27%
ACD Vaihingen 92.79% 35.16% 60.16% 75.00%
FCD OIRDS 70.41% 12.84% 29.95% 65.30%
ACD OIRDS 76.1% 16.56% 32.84% 72.84%
discussed in Section 5.3. The accuracy of estimating this dominant edge orientation
is 98.34%.
Comparison between FCD and ACD frameworks
Figure 5.9 and Figure 5.10 show a comparison between the performance of the FCD
and ACD frameworks. It can be deduced that the ACD framework outperforms the
FCD framework on both datasets. It has a higher precision for a given recall rate.
Furthermore, it has a higher overall MAP as indicated in Table 5.3. The recall
rate of the ACD framework at 1.0 FPPI is slightly lower than that of the FCD
framework, as it can be noticed. The reason for this is that the ACD framework
is not able to detect small cars (mini cars) as previously mentioned. The ACD
framework is more robust and has a better generalisation than the FCD framework,
when it was tested on the OIRDS dataset.
Moreover, the ACD framework achieves higher accuracy than the FCD frame-
work in estimating the orientation of a given car by ≈ 8%.
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Figure 5.9: Performance of the FCD and ACD frameworks on the Vaihingen dataset represented
by precision rates at different recall rates.
Figure 5.10: Performance of the FCD and ACD frameworks on the OIRDS dataset represented
by precision rates at different recall rates.
Comparison with the State of the Art
Figure 5.11 shows the obtained precision-recall curves for the ACD framework, FCD
framework and the framework of Shao et al. [56]. It can be deduced from these
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Figure 5.11: Performance of the ACD framework and the baseline framework of [56] on the
Vaihingen dataset represented by precision rates at different recall rates.
curves that for the same recall the ACD framework achieves the highest precision
using linear classification unlike the standard implementation of Shao et al. [56] that
adopts a non-linear classifier. Although the framework of Shao et al. [56] achieves
higher recall rate in the case of using a linear classifier, its associated precision is
less than 40% indicating a very high rate of false positives. Moreover, the ACD
algorithm has a precision of 100% for up to a recall rate of 35% and it has lower
dimensional feature vector than that of Shao et al. [56] by 2922D.
Furthermore, the performance of the ACD framework was compared to the
framework of Shao et al. [56], to the framework of Razakarivony and Jurie [58] and
the framework of Madhogaria et al. [60] using the 11-point average precision AP ,
described in Section 3.2 and suggested by [24], and results are shown in Table 6.2.
It achieves an overall 11-point average precision, higher than that of Shao et al. [56]
on the Vaihingen dataset and higher than that of Razakarivony and Jurie [58] and
of Madhogaria et al. [60] on the OIRDS dataset.
Obtained results show clearly that the ACD algorithm outperforms the state
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Table 5.4: Performance of the ACD framework and baseline frameworks represented by the
11-point Average Precision AP .
Framework Dataset AP
ACD Vaihingen 68.03%
FCD Vaihingen 64.26%
Shao et al. [56] Vaihingen 58.92%
ACD OIRDS 57.34%
FCD OIRDS 53.55%
Razakarivony and Jurie [58] OIRDS 48.9%
Madhogaria et al. [60] OIRDS 54.45%
of the art by achieving higher AP on the Vaihingen dataset using a linear classifier as
opposed to the non-linear classifier used in [56]. It also outperforms the car-detection
framework developed in [58] that uses two models and a 10-fold training/testing
methodology on the OIRDS dataset. In addition, it is superior to the framework
of Madhogaria et al. [60], when they were both tested on the challenging OIRDS
dataset, despite the fact that the ACD used a smaller training dataset.
As previously mentioned due to the unavailability of the source code of the
baseline frameworks, it was not possible to evaluate their performance on both
datasets.
The ACD framework has been implemented in a MATLAB environment. All
of the experiments were run on a computer with the following specifications: a 2.5-
GHz-speed Intel-Core-i5 CPU and a 6-GB Random Access Memory. The machine
that was used to conduct the experiments has multiple processing cores. Neverthe-
less, the current implementation uses only a single core. The current implementation
has a near-real-time performance as it is able to process ≈ 421 detection windows
per second. Thanks to the novel method of adaptive cell distribution that over-
comes the associated high computational cost of rotating detection windows, the
ACD framework is faster than the FCD framework by ≈ 5.5 times.
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5.8 Summary
Figure 5.12: Summary of the ACD framework for the detection of cars in airborne imagery using
adaptive cell distributions.
This chapter introduced the Adaptive-Cell-Distribution framework for the
detection of cars in aerial images of urban scenes. Implementation details of the
four main stages were given and discussed and a summary is given in Figure 5.12.
Image descriptors that are used in the Adaptive-Cell-Distribution framework are:
modified histogram of oriented gradients, pyramid colour self-similarity and Ga-
bor and the eigenvalue of the covariance matrices of their local distributions. The
Adaptive-Cell-Distribution framework outperforms baseline frameworks as well as
the previously proposed Fixed-Cell-Distribution framework since it achieves higher
average precision rates of 68.03% and 57.34% on the Vaihingen and OIRDS datasets,
respectively.
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Chapter 6
Detection of Cars in Road Areas
I
N urban areas, cars are mostly found in road areas and areas paved with asphalt.
Based on this, a novel method to reduce the false-positive rate of the FCD and
ACD frameworks by eliminating detection windows that have low confidence scores
and that are not placed around road areas is introduced. The proposed method
is based on the use of a Gaussian Mixture Model (GMM) classifier that has been
trained on colour features to divide the colour space into multiple subspaces in order
to eliminate such detection windows. This new method will be incorporated in the
window-evaluation and post-processing stages of the FCD and ACD frameworks.
The overall performance of the resulted integrated frameworks, the FCD-GMM and
the ACD-GMM, will be investigated over the Vaihingen dataset.
The main contributions of the work that will presented be in this chapter
include the introduction of a novel method to extract regions that are very likely
to belong to road areas using a Gaussian Mixture Model that divides the colour
space and exploiting it for car detection. The strength of the proposed framework
include: (i) the robust and accurate detection of cars in urban scenes with high
precision and very low false-positive rates, (ii) no prior knowledge about the scene
under examination is required and (iii) no extra hardware is needed as compared
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to the previously-developed methods that used road maps, which are found in the
open literature.
This chapter is organised as follows: in Section 6.1, an overview of the FCD-
GMM and ACD-GMM frameworks is presented followed by the illustration of im-
plementation details in Section 6.2. Obtained results of applying the integrated
FCD-GMM and ACD-GMM frameworks as well as comparing the performance of
the two combined frameworks are given in Section 6.4. A summary of the proposed
FCD-GMM and ACD-GMM frameworks is given in Section 6.5.
6.1 Overview of the Proposed FCD-GMM and
ACD-GMM Frameworks
In Chapters 4 and 5, it was shown that the use of a well-engineered ensemble of
image descriptors results in a more robust and accurate system for the detection
of particular targets of interest, such as cars. Nevertheless, in heavily-cluttered en-
vironments that contain many objects of various shapes other than the target of
interest, target-detection systems may claim very hard negatives as true positives
since these non-car objects or parts of them form together a very similar visual ap-
pearance to that of cars in terms of the structural and radiometric properties. For
example, in Figure 6.1, both FCD and ACD frameworks produced some false posi-
tives, when they were applied to sample test areas of the Vaihingen dataset. These
false positives have associated relatively-low confidence scores and accordingly they
can be eliminated by setting a higher threshold for the confidence score. However,
there are some cars that are detected with similar confidence score values, such as
black cars. These false positives are called hard negatives. Moreover, some of them
are even hard for the human eye to distinguish them from cars.
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(a) (b)
(c) (d)
Figure 6.1: Hard negatives that were claimed by the FCD and ACD car-detection frameworks
as true positives: (a) and (b) outputs of the FCD framework on a sample region of test area 1 and
test area 3 of the Vaihingen dataset, respectively; (c) and (d) outputs of the ACD framework on
a sample region of test area 1 and test area 3 of the Vaihingen dataset, respectively. Bounding
boxes represent detections and the number at the top left corner of each bounding box represents
its confidence score. Shown images were scaled for viewing.
A possible solution to tackle this problem of the existence of high amount
of clutter without involving more computationally-expensive image descriptors is
to extract regions of interest and eliminate detection windows that are not placed
around these regions. As the target of interest in this work is cars, regions of
interest (ROI) are thought to be roads and parking areas. Many researchers, as
previously discussed in Chapter 2, used road maps and a map-projection method to
extract these regions. However, this requires the knowledge of road maps a priori
and a computationally-expensive method to project this map onto the image under
examination.
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It is proposed in this chapter to incorporate distinctive colour properties that
belong to road areas by the use of a GMM classifier that divides the colour space
into several subspaces represented by seven Gaussian components. Depending on
the contribution of the pixel intensity to the three colour channels, a pixel is clas-
sified corresponding to road areas if it belongs to the Gaussian components that
correspond to the colour subspace of roads. The number of Gaussian components
was chosen based on the colour distribution of the training data. A binary mask
that indicates whether this given pixel corresponds to the colour subspace of roads
will be then created. The elimination process is performed as follows: (i) detec-
tion windows that do not overlap with areas, wherein the binary mask has an ”on”
response, by more than 20% are discarded, (ii) detection windows that have an over-
lap more than 20% and have high-confidence scores are kept, (iii) detection windows
with low confidence scores and have an overlap more than 30% are considered as
true detections and (iv) detection windows with low confidence scores and that do
not overlap with ROIs are discarded. Here, the confidence score is used to resemble
the distance from the separating hyperplane. The first condition is integrated with
the window-evaluation stage, whereas the other three conditions are integrated with
the post-processing stage. The reason for this is that the first condition is a general
condition for all detection widows regardless of the associated confidence score. Con-
sequently, it can be checked prior to the extraction-and-encoding-of-features stage,
saving processing time.
This process of using a GMM classifier does not have a high computational
cost as a given pixel is assigned to one of the Gaussian components according to
largest posterior probability for this pixel intensity weighted by the component prob-
ability. Implementation details of this stage of the extraction of ROIs and how the
GMM classifier was trained are given in the following sections.
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6.2 Extraction of Road Areas
In urban scenes, the majority of cars are expected to be found in roads and parking
areas. As discussed before, extracting these regions would eliminate a large number
of false positives. Colour features have been exploited to extract these regions based
on the fact that almost all roads are paved with asphalt that possess a very distinctive
dark grey colour. An unsupervised GMM classifier with seven components was
trained on the training dataset, which will be described in the following section.
The probability density function pdf of the feature vector c can be modelled as a
mixture of Gaussian components. This GMM can be defined as a weighted sum of
multiple Gaussian components and can be expressed according to Equation 6.1 and
Equation 6.2 [39].
pdf(c) =
∑
k
pinN (c|µc,n, IRcc,n), n ∈ {1, 2, ..., 7} (6.1)
where c is a 3-D feature vector, wherein each feature corresponds to the pixel in-
tensity of each colour channel in the RGB colour representation, N (c|µc,n, IRcc,n) is
one Gaussian component with mean µc,n and covariance IRcc,n and pin is the mix-
ing coefficient. A Gaussian component N (c|µc,n, IRcc,n) is a multivariate Gaussian
function and can be defined as:
N (c|µc,n, IRcc,n) = 1
(2pi)D/2|IRcc,n|1/2 exp
{
−1
2
(c− µc,n)T IR−1cc,n(c− µc,n)
}
(6.2)
Parameters µc,n and IRcc,n are estimated from the training dataset using the
iterative expectation-maximisation (EM) algorithm. Analysis about the mathemat-
ical theory of how the GMM classifier works is given in Appendix B.
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6.3 Datasets and Classification
The proposed colour feature vector is formed by the concatenation of pixel intensities
of the three colour channels in a vector format. The GMM classifier was trained
on the RGB colour features of all the pixels of patches extracted from the training
areas of the Vaihingen dataset. Sample examples are shown in Figure 3.1. A total
of 4335 patches were used for training. They included randomly-selected patches
that were placed around cars, road areas and various backgrounds. Since the GMM
classifier is an unsupervised classifier, all colour features of the training patches were
fed to the classifier together without their associated labels.
A detection window is claimed to belong to road areas according to the con-
ditions that were described in Section 6.1. This process is integrated mostly with
the post-processing stage in both the FCD and ACD frameworks.
6.4 Results
The proposed FCD-GMM and ACD-GMM frameworks were run on the test areas
of the Vaihingen dataset that were described in Section 3.1.1. No further training
was carried out. SVM classifiers that were trained for the original FCD and ACD
frameworks were used. The performance was assessed and evaluated using qualita-
tive analysis by the visual inspection of the bounding boxes that were produced as
a result of applying the proposed framework on the data and various quantitative
measures, namely, the precision-recall, the mean average precision, recall rates at
different false-positive-per-image rates and the interpolated average precision that
were described in Section 3.2.
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6.4.1 Qualitative Results
Visual results of the experiments of applying the proposed FCD-GMM and ACD-
GMM frameworks on sample regions of the test areas of the Vaihingen dataset are
shown in Figure 6.2. Extraction of region of regions of interest is approximate,
as can be inferred from Figure 6.2. It can be noticed that areas over-imposed by
shadows have been extracted as they possess the same colour distribution in road
and non-road areas. Nevertheless, it is good enough to reduce the false positive
rate. This will be corroborated in the quantitative analysis section. In comparison
to the output of FCD and ACD frameworks that were shown in Figure 6.1, it can
be observed that the false positives have been successfully eliminated as these false
positives were claimed in regions of the urban scene under examination that do not
belong to road areas. Consequently, these false-positive detection windows did not
overlap enough with the created binary mask and they were successfully discarded
using the new FCD-GMM and ACD-GMM frameworks.
6.4.2 Quantitative Results
Figure 6.3 shows the obtained precision-recall curves for the FCD-GMM and ACD-
GMM frameworks, when applied to the three test areas. It can be observed that
both frameworks have shown the best performance on area 3 as expected since both
the FCD and ACD frameworks achieved the best precision in this area. The overall
precision and recall rates in the whole testing areas for the FCD-GMM framework
are 75.22% and 77.27% respectively, whereas the overall precision and recall rates
in the whole testing areas for the ACD-GMM framework are 89.52% and 74.02%
respectively.
Moreover, it can be noted from Figure 6.3 that the recall rates are slightly
lower than those of the FCD and ACD frameworks. This has occurred because there
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(a) (b)
(c) (d)
(e) (f)
Figure 6.2: Sample regions of the test areas of the Vaihingen dataset after applying the proposed
frameworks: (a) and (b) outputs of of the GMM classifier; (c) and (d) outputs of the FCD-GMM
framework on a sample region of test area 1 and test area 3 of the Vaihingen dataset; (c) and
(d) outputs of the ACD-GMM framework on a sample region of test area 1 and test area 3 of the
Vaihingen dataset. Bounding boxes represent detections and the number at the top left corner of
each bounding box represents its confidence score. No false positives were produced as compared
to the output in Figure 6.1. Shown images were scaled for viewing.
is a very small number of cars in the Vaihingen dataset that are not placed in road
areas.
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(a)
(b)
Figure 6.3: Performance of the proposed integrated frameworks in different test areas of the
Vaihingen dataset represented by precision rates at different recall rates: (a) precision-recall curve
for the FCD-GMM framework; (b) precision-recall curve for the ACD-GMM framework.
Figure 6.4 shows a comparison between the obtained precision rates for a
given recall rate for FCD-GMM and ACD-GMM frameworks, when applied to the
whole test areas of the Vaihingen dataset. It can be deduced that the ACD-GMM
has a higher precision for detections with low confidence score than the FCD-GMM
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Figure 6.4: Performance of the proposed FCD-GMM and ACD-GMM frameworks in the three
test areas of the Vaihingen dataset represented by precision rates at different recall rates.
Table 6.1: Performance of the proposed frameworks on the Vaihingen dataset represented by
the Mean Average Precision MAP and recall RC rates at different false positive per image FPPI
values.
Framework Dataset MAP
RC
0.01FPPI 0.1FPPI 1.0FPPI
FCD Vaihingen 75.10% 34.55% 49.09% 77.27%
ACD Vaihingen 92.79% 35.16% 60.16% 75.00%
FCD-GMM Vaihingen 92.95% 35.45% 56.36% 77.27%
ACD-GMM Vaihingen 96.00% 41.73% 74.02% 74.02%
framework. However, it has a slightly higher rate of false negatives as it achieves
slightly lower recall rate. The reason for this is that the original FCD framework is
able to recall a slightly-larger number of cars from the ground truth than the ACD
framework can.
Table 6.1 shows the mean average precision values of the obtained results of
the FCD, ACD, FCD-GMM and ACD-GMM frameworks at different false-positive-
per-image rates, when applied to the whole test areas of the Vaihingen dataset.
Clearly, the ACD-GMM framework achieves the highest overall mean average preci-
sion on the whole dataset. This promotes its superiority among other frameworks.
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Figure 6.5: Performance comparison of the proposed frameworks with and without extracting
regions of interest in the three test areas of the Vaihingen dataset represented by precision rates
at different recall rates.
Figure 6.5 shows the obtained precision-recall curves for the FCD, FCD-
GMM, ACD and ACD-GMM frameworks. Obviously, using a GMM classifier to
extract regions of interest and eliminate detection windows that are not placed
around road areas results in a higher precision for the same recall. Moreover, it
can be realised that the FCD-GMM framework has the same recall rate as the FCD
framework indicating that the added GMM classifier did not affect the recall rate.
However, the ACD-GMM framework has slightly lower recall rate than that of the
original ACD framework. The reason for this is that the ACD framework is able
to detect cars that are found parked between gardens accurately, unlike the FCD
framework. Nevertheless, such areas are not paved with asphalt and consequently,
detection windows that were placed around them were eliminated.
Finally, the performances of the four proposed frameworks and the baseline
method of [56] are compared using the 11-point interpolated average precision and
results are shown in Table in 6.2. The ACD-GMM has the highest average precision.
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Table 6.2: Performance of the proposed frameworks and the baseline framework of [56] repre-
sented by the 11-point Average Precision AP .
Framework Dataset AP
FCD Vaihingen 64.26%
ACD Vaihingen 68.03%
FCD-GMM Vaihingen 68.47%
ACD-GMM Vaihingen 69.70%
Shao et al. [56] Vaihingen 58.92%
The performance of the FCD-GMM and ACD-GMM frameworks was not
evaluated on the OIRDS dataset as it contains many cars that are not placed in
roads and parking areas. This constitutes a limitation of the current implementation
of both the FCD-GMM and the ACD-GMM frameworks.
The FCD-GMM and the ACD-GMM frameworks have been both imple-
mented in a MATLAB environment. All of the experiments were run on the same
computer that was used for testing the original FCD and ACD frameworks. It has
the following specifications: a 2.5-GHz-speed Intel-Core-i5 CPU and a 6-GB Ran-
dom Access Memory. The current implementation exploits only one processing core.
The FCD-GMM is able to process ≈ 81 detection windows per second, whereas the
ACD-GMM is able to process ≈ 488 detection windows per second. Both frame-
works have near real-time performance. The ACD-GMM is faster to run than the
FCD-GMM by ≈ 6.025 times.
Compared to the original implementation of the FCD and ACD frameworks,
adding the GMM classifier stage helps reduce the processing time by ≈ 6%− 15%.
The effect of this is more obvious on the ACD-GMM framework than the FCD-
GMM framework as the window-evaluation stage in the former does not depend on
the distribution of colours, unlike that of the later, which takes into account the
distribution of colours.
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6.5 Summary
Figure 6.6: Block diagram of the proposed FCD-GMM and ACD-GMM frameworks for the
detection of cars in airborne imagery using automatic extraction of roads.
This chapter introduced a novel method to extract regions of interest that
are placed around road areas using a Gaussain-Mixture-Model (GMM) classifier.
The presented colour-based road-extraction method using a GMM classifier is used
in conjunction with either the Fixed-Cell-Distribution (FCD) or the Adaptive-Cell-
Distribution (ACD) frameworks for the detection of cars in aerial images of urban
scenes. It is integrated with the window-evaluation and post-processing stages in
order to reduce the rate of false positives. Implementation details were given and
discussed and a block diagram of the proposed framework is given in Figure 6.6. The
combined FCD-GMM and ACD-GMM frameworks outperform the performance of
both of the FCD and ACD frameworks as they achieve higher average precision rates
of 68.47% and 69.70% on the Vaihingen dataset, respectively.
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Chapter 7
Conclusions and Future work
T
HIS thesis has been concerned with the detection and localisation of cars in
airborne imagery using robust ensembles of image descriptors. The primary
focus is the development of a reliable system that detects cars in high-resolution
urban scenes. The main research issue that has been addressed is the detection of
small targets in cluttered environments. It has been claimed that a well-designed
ensemble of image descriptors can divide the hyperspace into two almost linearly-
separable subspaces. The first corresponds to the target-class objects and the second
corresponds to the non-target-class objects even in cluttered environments.
Three frameworks have been proposed for the robust detection of cars.
They follow a general four-stage methodology that consists of a window-evaluation
stage, an extraction-and-encoding-of-feature stage, a classification stage and a post-
processing stage.
First, the Fixed-Cell-Distribution (FCD) framework has been proposed. It
exploits a novel ensemble of modified versions of Histogram-of-Oriented-Gradient,
Fourier and truncated-Pyramid-Colour-Self-Similarity descriptors that characterise
the local distribution of gradients, the spectral information and the local distribution
of colours, respectively. These descriptors are computed over distributions of evenly-
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spaced cells.
Second, the Adaptive-Cell-Distribution (ACD) framework has been proposed.
It uses a clever ensemble of modified versions of Histogram-of-Oriented-Gradient,
truncated-Pyramid-Colour-Self-Similarity and Gabor descriptors as well as the their
associated second-order statistics. They depict the local distribution of gradients,
local distribution of colours and local distribution of texture, respectively. Image
descriptors are computed over cell distributions that are function of the dominant
orientation of the detection window under examination.
Third, in an attempt to reduce the rate of false positives by narrowing search
areas, a new method that is based on the use of a Gaussian Mixture Model (GMM)
classifier to automatically extract regions of interest of high probability to contain
cars has been developed. This method is used in conjunction with either the FCD
or the ACD frameworks for the detection of cars in aerial images of urban scenes.
It is integrated with the window-evaluation and post-processing stages of both the
FCD and ACD frameworks.
7.1 Conclusions
The performance of the proposed frameworks was assessed on two benchmark
datasets, the Vaihingen and the OIRDS datasets, using different performance met-
rics, namely, the precision-recall, the mean average precision, recall rates at different
false-positive-per-image rates and the interpolated average precision. Results cor-
roborate their effectiveness in detecting cars robustly in real urban scenes that were
captured under different acquisition conditions. In addition, obtained results en-
dorse their superiority to the state of the art.
In the FCD framework, it was shown that an ensemble of modified versions
of HOG, Fourier and tPCSS image descriptors can describe distinctively the most
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characteristic features of cars. It has the ability to transform the car detection
problem to a hyperspace of 4996D, wherein the classification problem is almost
linearly separable. HOG descriptor was used with its standard implementation to
depict the local distribution of image gradients. However, it was shown that HOG
can be modified to accommodate for rotation-invariance properties for cars in aerial
images in a simple way. Orientation of cars can be estimated using a global histogram
of oriented gradients. However, it fails to accurately estimate the orientation of cars
of black colour that are surrounded by other objects.
The FCD framework proved its superiority to the work of Shao et al. [56] on
the Vaihingen. Furthermore, on the OIRDS dataset, the FCD framework achieves
higher precision than that of the work of Razakarivony and Jurie [58], despite the fact
that no samples of this dataset were included in the training dataset. Nevertheless, in
confounding situations, wherein there were objects that possess very similar visual
structure to that of cars, the FCD framework produced few false positives. The
FCD framework has a slightly lower performance than that of Madhogaria et al. [60].
Nevertheless, their method encountered the problem of detecting false positives with
high confidence scores, indicating the unreliability of their work.
Several points can be learnt from the implementation and the results of the
FCD framework. HOG descriptor can be modified to accommodate for rotation-
invariance property for targets that possess a dominant orientation in an-easy-to-
implement way. In order to estimate the dominant orientation, a global histogram of
gradients can be used. Nonetheless, it requires high strength edges. Added to that,
local distributions of gradients and colours play an important role in describing a
specific object, even in situations, where the object of interest is relatively smaller
than other objects in the background.
Despite the fact that the truncated-Pyramid-Colour-Self-Similarity descriptor
has the lowest dimensionality among the three exploited image descriptors, it is
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very crucial to the discrimination process. The reason for this is that it is the
only descriptor that encodes the distribution of colours. However, as black cars
can have slightly-different colour distribution as the difference between the colour of
windscreens and the colour of the car body is small, the exploited colour descriptor
must be implemented in a way to tolerate this small variation in the expected colour
distribution, a property that truncated-Pyramid-Colour-Self-Similarity descriptor
possess.
In the ACD framework, an ensemble of modified versions of HOG, tPCSS
and Gabor image descriptors as well as the their associated second-order statistics
have been used. Thanks to incorporating the eigenvalues of the covariance matrices
in the extracted feature vectors, the ACD framework achieves a better performance
than the FCD framework in depicting the visual properties of cars as it has the
ability to transform the car detection problem to a lower-dimensional hyperspace of
3838D, wherein the classification problem is more linearly separable than the case
of the FCD framework. This was validated from the obtained results.
As cars can be found at any orientation in aerial images, either detection
windows can be rotated so that cars would have the same orientation or image
descriptors can be computed using the novel technique of adaptive distributions of
cells, wherein the distribution of cells is a function of the dominant orientation of a
given detection window. The dominant orientation can be estimated with a very high
accuracy using the eigenvalues of the covariance matrix of the local distribution of
gradients. One of the main advantages of the ACD framework is that it circumvents
the problem of changing relative distribution of the original pixels caused by non-
linear transformation between co-ordinates as a result of the rotation process. In
addition, it has lower computational cost than the process of window rotation.
In areas over-imposed by shadows, local normalisation of gradients is essen-
tial, if gradients descriptors are used. This normalisation process helps enhance
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contrast and consequently, enhances low-strength gradients resulting in a better
encoding of local gradients.
Furthermore, it can be deduced that although HOG is a powerful single-
feature descriptor, its discriminability on its own is low, when objects of similar
visual structures are present in the scenes under examination. To improve its per-
formance, eigenvalues of the covariance matrices of the local cell responses can be
used instead. This results in a more powerful descriptor with lower dimensionality.
It also can inferred from the progress achieved by the ACD framework that it is im-
portant to take into account features that distinguish the target and features that
distinguish the background. This was shown, when Gabor kernels were adopted to
distinguish textured surfaces such as vegetation and roofs of buildings, resulting in
an improved performance.
The ACD framework outperformed the FCD framework on both the Vaihin-
gen and OIRDS datasets as results have shown that it achieved a higher average
precision. Nevertheless, the performance of the ACD framework is limited by the
type of cars. It cannot detect cars of small size, e.g., mini cars, unlike the FCD
framework. The ACD framework has superior performance to the work of Madhog-
aria et al. [60] despite using a smaller training dataset.
In heavily-cluttered environments, e.g., urban environments, the existence
of many objects that are visually similar to cars can produce a high rate of false-
positives. In order to overcome this problem, the combined FCD-GMM and ACD-
GMM frameworks have been developed. They use an automatic method to eliminate
detection windows that are not placed around roads, which results in a much lower
false-positive rate and accordingly a higher precision. This indicates that the pos-
sible use of road maps to narrow down search areas to roads is useful and effective
in urban areas. However, the main disadvantage of this approach is the dependence
on the assumption that cars can only be found in road areas in urban scenes.
7.2 Avenues of Future Research 124
In general, the success of the three developed frameworks promotes that en-
sembles of image descriptors can work effectively to describe the most characteristic
features of a given target. These ensembles can achieve high precisions with low
false-positive rates. They can be linearly separable from image descriptors of non-
target objects in low-dimensional spaces if they were chosen and designed carefully.
It is also important to take into account distinctive visual properties of the back-
ground alongside the foreground in the choice of the exploited image descriptors.
7.2 Avenues of Future Research
Directions of future research include further enhancement of each stage of the pro-
posed pipeline. The performance of the window-evaluation can be improved by the
use of probabilistic models, such as the model used in [75] to measure the likeliness
of windows to contain cars in addition to the current evaluation criteria. Another
possible extension to the current implementation is the modification of the image
descriptors that have been used, the combination of more image descriptors and the
development of novel descriptors. Moreover, dimensionality reduction techniques
can be used in order to shorten the processing time.
Among the limitations of the current implementation is that it is incapable of
detecting cars from different altitudes. Hence, another possible area of improvement
is the extension of the current implementation to accommodate for multi-scale anal-
ysis, which is intuitively straight forward. For example, the multi-scale procedure
adopted by [77] can be implemented. Nevertheless, this requires the acquisition of
a new dataset that is captured from different altitudes.
Speeding up of the current implementation that has near real-time perfor-
mance for each of the three proposed framework by porting the code to the C++
environment and running on multiple cores. This would significantly shorten the
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time required to process one detection window and consequently achieve a real-time
performance.
Although the devised image descriptors were designed to the purpose of the
detection of cars in airborne imagery, they have the potential advantage to be gen-
eralised and their application to detect other non-car targets can be investigated.
Finally, the use of deep neural networks to solve the problem of the detection
of cars can be addressed. However, large-scale datasets of aerial images must be
captured.
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Appendix A
Suppor Vector Machines
Support Vector Machines (SVM) have been exploited in many machine learn-
ing tasks, such as detection, recognition, classification, categorisation and regres-
sion [88]. The SVM classifier aims to define a hyperplane that divides the hyper-
dimensional space into two subspaces. Therefore, it is considered a decision super-
vised classifier as it does not produce an output posterior probability. It is a convex
optimisation problem that maximises the margin between the two data samples
classes. Accordingly, it does not take into account all the training samples. Instead,
it depends on a set of sparse samples that constitute the support vectors [39] that
are close to the separating hyperplane. The mathematical analysis of how the SVM
classifier works is presented below and it is based on the analysis of Bishop [39].
Assuming that the total number of negative and positive data samples sk ∈
{s1, ..., sK} is K and that they were drawn from a hyperspace of dimensionality
D and their associated binary target values tk ∈ {−1, 1}, the goal is to solve the
classification problem using a linear model in the of form of Equation A.1.
z(s) = wTφ(s) + b (A.1)
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where φ(s) represents the transformation from the spatial domain to the hyper-
dimensional space, wherein each data sample sk is represented by a hyper-
dimensional feature vector xk and b is a bias. In other words, the goal is to determine
the hyperplane in the feature space φ(S) ∈ <D that best separates the target and
non-target classes. This can be achieved by maximising the margin between the
hyperplane and data samples that are close to it as mentioned before. The dis-
tance from a data sample in the hyperspace and the separating hyperplane can be
calculated using Equation A.2 [39].
tkz(sk)
‖w‖ =
tk(w
Txk + b)
‖w‖ (A.2)
Parameters w and b are optimised in order to maximise the margin using the training
data samples and the solution is given by Equation A.3.
argmax
w,b
{
1
‖w‖ mink
[
tk
(
wTxk + b
)]}
(A.3)
The above optimisation problem can be reduced to minimising ‖w||2 as in
Equation A.4 with the constraint given in Equation A.5 [39].
argmin
w,b
1
2
‖w‖2 (A.4)
tk(w
Txk + b) ≥ 1 (A.5)
These assumptions are valid only for perfect linearly separable classes which
is not the case in many scenarios. For overlapping classes, a slack variable ξk ≥ 0
where k = 1, ..., K is introduced to allow some training samples to be misclassi-
fied, changing the quadratic optimisation problem in Equation A.4 to a constrained
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minimisation problem of ‖w||2 in the form of Equation A.6 and the associated con-
straints are in the form of Equation A.7.
c
K∑
k=1
ξk +
1
2
‖w‖2 (A.6)
subject to the following constraints:
tk(w
Txk + b) ≥ 1− ξk
ξk ≥ 0
(A.7)
where c is a non-negative regularisation constant and it controls the trade-off be-
tween the slack variable ξk and the margin. If the distance from the hyperplane that
is computed using Equation A.1 is found to be positive and greater than a threshold
that is found empirically, the test sample is classified as a detection. More details
about SVM classifiers can be found in [39] and [88].
In the implementation of the FCD framework, φ(sk) transforms the training
samples to a feature vector xk of dimensionality of 4996D using a regularisation
parameter c of 15, whereas in the implementation of the ACD framework, φ(sk)
transforms the training samples to a feature vector xk of dimensionality of 3838D
using a regularisation parameter c of 15.
In order to classify a new data sample s, the distance from the separating
hyperplane is calculated using the optimal weight wopt and bias b using Equation
A.8. The sign of z(s) determines on which side of the hyperplane the data sample
s is and the distance from the hyperplane represents its confidence score.
z(s) = wToptφ(s) + b (A.8)
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Appendix B
Gaussian Mixture Models
Gaussian distributions are known for their important analytical features [89]. The
Gaussian Mixture Model (GMM) tries to model the probability density function of
a given set of data using a linear combination of several Gaussian distributions in an
unsupervised way and the GMM classifier tries to assign a new data sample to one
of these components based on the output posterior probability. The mathematical
analysis of how the GMM classifier works is presented below and it is based on the
analysis of Bishop in [39].
Assuming that the total number of negative and positive data samples sk ∈
{s1, ..., sK} is K and that they were drawn from a hyperspace of dimensionality D
and that each is represented by a hyper-dimensional feature vector xk, the goal is
to model the probability density function of x using an N multivariate Gaussian
components in the form of Equation B.1
pdf(x) =
∑
n
αx,nN (x|µx,n, IRxx,n), n ∈ {1, 2, ..., N} (B.1)
where N (x|µx,n, IRxx,n) is one Gaussian component with mean vector µx,n and co-
variance IRxx,n, N represents the total number of Gaussians used to represent the
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distribution of data samples in the hyper space, αx,n is the mixing coefficient with
constraints defined in Equation B.2 and the Gaussian component N (x|µx,n, IRxx,n))
is a multivariate Gaussian function defined in Equation B.3.

∑
n αx,n = 1
0 ≤ αx,n ≤ 1
(B.2)
N (x|µx,n, IRxx,n) = 1
(2pi)D/2|IRxx,n|1/2 exp
{
−1
2
(x− µx,n)T IR−1xx,n(x− µx,n)
}
(B.3)
The mean µx,n and covariance IRxx,n of each Gaussian component are esti-
mated from the training dataset using the known iterative expectation-maximisation
algorithm (EM) [89] that aims to find the maximum likelihood solutions [39]. This
iterative algorithm has two main steps the E step and the M step.
In the E step, current values for µx,n, IRxx,n and αx,n are used to compute
an estimation of the posterior probabilities γˆk,n that using Equation B.4.
γˆk,n =
αx,nN (xk|µx,n, IRxx,n)∑
j αx,jN (xk|µx,j, IRxx,j)
, j ∈ {1, 2, ...N} (B.4)
In the M step, parameters µx,n, IRxx,n and αx,n are recomputed based on the
estimated γˆin using Equation B.5, Equation B.6, Equation B.7 and Equation B.8.
Γn =
∑
k
γˆk,n, k ∈ {1, 2, , ...K} (B.5)
µˆx,n =
1
Γn
∑
k
γˆk,nxk, k ∈ {1, 2, , ...K} (B.6)
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IˆRxx,n =
1
Γn
∑
k
γˆk,n(xk − µˆx,n)(xk − µˆx,n)T , k ∈ {1, 2, , ...K} (B.7)
αˆx,n =
Γn
K
(B.8)
The log likelihood is then computed using Equation B.9 and the above pro-
cedure is iterated till convergence is achieved.
ln pdf(X|µX, IRXX, α) =
∑
k
ln
{∑
n
αnN (xk|µx,n, IRxx,n)
}
(B.9)
k ∈ {1, 2, ..., K}, n ∈ {1, 2, ..., N}
A new data sample is assigned to one of the Gaussian components according
to the maximum posterior probability. More details about the GMM and the EM
algorithm can be found in [39] and [89].
