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CYCLES ON SHIMURA VARIETIES VIA GEOMETRIC SATAKE
LIANG XIAO AND XINWEN ZHU
Abstract. We construct (cohomological) correspondences between mod p fibers of different Shimura
varieties and describe the fibers of these correspondences by studying irreducible components of
affine Deligne-Lusztig varieties. In particular, in the case of correspondences from a Shimura set
to a Shimura variety, we obtain a description of the basic Newton stratum of the latter, and show
that the irreducible components of the basic Newton stratum generate all the Tate classes in the
middle cohomology of the Shimura variety, under a certain genericity condition. Along the way, we
also determine the set of irreducible components of the affine Deligne-Lusztig variety associated to
an unramified twisted conjugacy class.
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1. Introduction
The geometry of Shimura varieties and of moduli spaces of shtukas lies at the heart of the
Langlands program. It encodes the deep relation between the world of automorphic representations
and the world of Galois representations. In this article, we focus on the relations between the
geometry of mod p fibers of different Shimura varieties. These relations usually provide a canonical
Jacquet-Langlands transfer between various Hecke modules in a geometric way, as firstly noticed
in the case of modular curves by Ribet and Serre ([Rib89], [Se96]) and then further developed by
Ghitza and Helm ([Gh04, Gh06, He10, He12]) in some other cases. Tian and one of the authors
(L.X.) took a slightly different viewpoint and constructed characteristic p cycles on the special fiber
of some quaternionic and unitary Shimura varieties ([TX16, TX14+, HTX14+]), parameterized by
(the special fiber of) another Shimura variety, as predicted by the Langlands conjecture and the Tate
conjecture. In another direction, the recent work of V. Lafforgue ([Laf.V12+]) on the Langlands
correspondence over global function fields also made use of the relation of cohomology between
different moduli of shtukas in an essential way.
In this work, using the geometric Satake for p-adic groups ([Zhu17]) we develop a general strategy
that relates the geometry and (`-adic) cohomology of the mod p fibers of different Shimura varieties,
which unifies and generalizes some aspects of the above mentioned works. In particular, we give
a description of the basic Newton stratum of a Hodge type Shimura variety when its dimension is
exactly the half of the dimension of the Shimura variety. Moreover, we prove that the cycle classes
of the irreducible components of the basic locus generate Tate classes of the mod p fiber of the
Shimura variety, under a certain genericity condition. Note that in this article, we only consider
the case when Shimura varieties have good reduction at p and the case when the basic locus is
middle dimensional in the ambient Shimura variety, and therefore exclude the modular curve case.
We hope to generalize our approach in the future to also take this case into account.
1.1. The main theorem. Let us be more precise about the question we study in this paper. Let
(G,X) be a Shimura datum. We fix an open compact subgroup K ⊂ G(Af ) sufficiently small, and
let
ShK(G,X) = G(Q)\X ×G(Af )/K
denote the corresponding Shimura variety. Recall that ShK(G,X) has a canonical model defined
over the reflex field E = E(G,X) ⊂ C (e.g. see [Mi05]). Let d = dim ShK(G,X) denote its
2
dimension. To motivate our results, we assume that ShK(G,X) is projective in the following
discussions.
Let HK := C∞c (K\G(Af )/K,Q`) denote the Q`-coefficient1 Hecke algebra of G as usual, and let
pif be an irreducible HK-module. It cuts out a “submotive” ShK(G,X)[pif ] of ShK(G,X). More
precisely, its `-adic realization can be written as
W i(pif ,Q`) = HomHK
(
pif ,H
i(ShK(G,X)Q,Q`)
)
,
which is a natural representation of Gal(Q/E). Here Q denotes the algebraic closure of Q in C.
Now let p be an unramified prime for (G,X,K), namely, K = KpKp ⊂ G(Apf )×G(Qp) with Kp a
hyperspecial open compact subgroup of G(Qp). In this case, it is expected that ShK(G,X) should
have a good reduction S over Fv, where v is a place of E over p with residue field Fv. Therefore,
the motive ShK(G,X)[pif ] should also have good reduction S [pif ] at v. In particular, W
i(pif ,Q`)
is a φv-module, where φv denotes the geometric Frobenius element of Gal(Fv/Fv). If i is even, let
T i(pif ,Q`) :=
⋃
j≥1
W 2i(pif ,Q`)(i)φ
j
v
denote the space of Tate classes for the motive S [pif ]. According to the Tate conjecture, these
classes should come from algebraic cycles on S via the cycle class map. One of the main goals of
this work is to verify this for “generic” pif in many cases when (G,X) is of Hodge type.
To describe our results more precisely, let us first recall the (naive) conjectural description of
W (pif ,Q`) :=
⊕
i
W i(pif ,Q`)(d/2)
as a φv-module. Here we fix once and for all a square root
√
p, or equivalently a half Tate twist
Q`(12).
Let (Gˆ, Bˆ, Tˆ , Xˆ) be the Langlands dual group of G defined over Q`, equipped with a pinning (in
particular a Borel subgroup Bˆ and a maximal torus Tˆ ). Note that our assumption on p implies that
the action of Gal(Qp/Qp) on (Gˆ, Bˆ, Tˆ , Xˆ) factors through Gal(Fpm/Fp) for some finite field Fpm
containing Fv, and therefore one can define the local Langlands dual group LGp := GˆoGal(Fpm/Fp).
Let X•(Tˆ ) = Hom(Tˆ ,Gm) denote the weight lattice of Tˆ . Let {µ} be the conjugacy class of the
one parameter subgroups associated to the Shimura datum, regarded as a dominant weight (with
respect to Bˆ) in X•(Tˆ ) in the usual way. We write µ∗ for −w0(µ) where w0 is the longest element
in the Weyl group of Gˆ, and let Vµ∗ be the highest weight representation of Gˆ of highest weight µ
∗,
which extends canonically to a representation
rµ∗ : GˆoGal(Fpm/Fv)→ GL(Vµ∗).
Let rec(pif,p) : 〈φp〉 → LGp denote the unramified Langlands parameter of the p-component pif,p of
pif (which depends on our choice of the half Tate twist). Then φv acts on Vµ∗ as rµ∗(rec(pif,p)(φv)).
This action gives a well-defined isomorphism class in the Grothendieck group of φv-modules, denoted
by [Vµ∗ ]. Then the (naive) Langlands conjecture claims that in the Grothendieck group of φv-
modules,
(1.1.1) [W (pif ,Q`)] = aG(pif )[Vµ∗ ],
where aG(pif ) is a certain multiplicity of pif .
Remark 1.1.1. Here is a more canonical description of W (pif ,Q`) as a φv-module. We consider the
conjugation action of Gˆ on the non-neutral connected component Gˆφp ⊂ LGp. The quotient stack
1Note that it is possible to work with Q`-coefficients instead in many statements below.
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[Gˆφp/Gˆ] can be thought as the stack of unramified Langlands parameters, and the Gˆ-structure
on Vµ∗ defines a vector bundle on [Gˆφp/Gˆ] by descent, denoted by V˜µ∗ . There is a tautological
automorphism γtaut of this vector bundle: it acts on the fiber of V˜µ∗ over γφp as rµ∗((γφp)
[v:p]).
The Langlands parameter of pif,p defines a point of this stack. Then W (pif ,Q`) equipped with
the action of φv is canonically identified with the fiber of V˜µ∗ over this point, equipped with the
tautological action.
With the above description of W (pif ,Q`) at hand, we can also give a description of T d/2(pif ,Q`).
For λ ∈ X•(Tˆ ) and a representation V of Gˆ, let V (λ) denote the λ-weight subspace of V (with
respect to Tˆ ). We define the following lattice
ΛTatep :=
{
λ ∈ X•(Tˆ )
∣∣∣ m−1∑
i=0
φip(λ) ∈ X•(ZG)
}
⊂ X•(Tˆ ).
Here, ZG denotes the center of G, and X•(ZG) denotes the coweight lattice of ZG. If we denote by
Z◦G the neutral connected component of ZG and Ẑ
◦
G its dual group, then there is a surjective map
Tˆ → Ẑ◦G and therefore X•(ZG) = X•(Ẑ◦G) is a sublattice of X•(Tˆ ). For a representation V of Gˆ, we
define the following subspace
V Tatep =
⊕
λ∈ΛTatep
V (λ).
This space is usually large. For example, in the case G is an odd unitary group of signature (i, n−i)
over a quadratic imaginary field, the dimension of this space at an inert prime p is
(
(n− 1)/2
bi/2c
)
(see Remark 4.2.11 for more examples).
We have the following observation (see Lemma 7.4.7 for the proof).
Lemma 1.1.2. Let γφp ∈ Tˆ o Gal(Fpm/Fp) ⊂ Gˆ o Gal(Fpm/Fp) be an element whose image in
Ẑ◦G oGal(Fpm/Fp) has finite order. Then
(1.1.2) V
Tatep
µ∗ ⊆
⋃
j≥1
(Vµ∗)
rµ∗ ((γφp)j[v:p]),
and if γ is strongly general with respect to Vµ∗ in the sense of Definition 1.4.2, the above inclusion
is an isomorphism.
Now, up to conjugacy, we may assume that rec(pif,p)(φp) = γpφp for some γp ∈ Tˆ satisfying the
condition of the lemma above. Therefore, if (1.1.1) holds, then
aG(pif )V
Tatep
µ∗ ⊂ T d/2(pif ,Q`) ⊂W (pif ,Q`)
and if the local parameter of pif,p is general enough, the above inclusion should be an isomorphism.
One of the main goals of our work is to give a uniform construction of those algebraic cycles on
S predicted by the Tate conjecture and the Langlands conjecture as above. To state our results,
we need the following.
Lemma 1.1.3. Assume that there is a prime p such that GQp is unramified and V
Tatep
µ∗ 6= 0. Then
there exists a (unique) inner form G′ of G, such that G′(Af ) ' G(Af ) and G′R is compact modulo
center.
This is a combination of Corollary 2.1.6 and Proposition 4.2.10.
Now we further assume that (G,X) is of Hodge type and p > 2. Let v be a place of E over p.
Let OE,(v) denote the localization of the ring of integers of E at v, Fv the residue field at v, and
OE,v the completion of OE,(v). Then by the work of Kisin [Kis10] and Vasiu [Vas07], there is a
4
canonical smooth integral model of ShK(G,X) over OE,(v), denoted by SK(G,X). It will be more
convenient in the sequel to change the notation from S to Shµ to denote (the perfection of) its
mod p fiber. There is a natural Newton stratification of Shµ. Let Shµ,b denote the basic Newton
stratum, on which HK acts by (cohomological) correspondences.2
We need one more notation. For a (not necessarily irreducible) algebraic variety Z of dimension
d over an algebraically closed field, let HBM2d (Z) denote the (−d)-Tate twist of the top degree
Borel-Moore homology (with Q`-coefficients), which is the vector space with a basis labeled by the
d-dimensional irreducible components of Z. Now for X is a smooth (but not necessarily proper)
variety of dimension d+r defined over a finite field Fq, and a (not necessarily irreducible) projective
subvariety Z ⊆ XFq of dimension d, there is the cycle class map
cl : HBM2d (Z)→ T r(X,Q`) :=
⋃
j≥1
H2rc (XFq ,Q`(r))
φjq .
Our main theorem is as follows. (For a more precise form, see Theorem 7.4.6).
Theorem 1.1.4. Assume that (G,X) is of Hodge type and the center ZG is connected. Let
K ⊂ G(Af ) be a (small enough) open compact subgroup. Let p > 2 be a prime, such that Kp
is hyperspecial and V
Tatep
µ∗ 6= 0. Let G′ be the inner form of G as in Lemma 1.1.3. Then:
(1) Shµ,b is pure of dimension
d
2 . In particular, d is always an even integer. There is anHK-equivariant isomorphism
HBMd (Shµ,b,Fv)
∼= C(G′(Q)\G′(Af )/K,Q`)⊗ V Tateµ∗ .
Here (a chosen) isomorphism G′(Af ) ' G(Af ), we regard K as an open compact subgroup
of G′(Af ), and use C(G′(Q)\G′(Af )/K,Q`) to denote the space of Q`-valued functions on
the finite set G′(Q)\G′(Af )/K.
(2) Let pif be an irreducible module of HK , and let
HBMd (Shµ,b,Fv)[pif ] = HomHK
(
pif ,H
BM
d (Shµ,b,Fv)
)⊗ pif
be the pif -isotypical component. Then the cycle class map
cl : HBMd (Shµ,b,Fv)→ Hdc
(
Shµ,Fv ,Q`(d/2)
)
restricted to HBMd (Shµ,b,Fv)[pif ] is injective if the Langlands parameter of pif,p (the component
of pif at p) is general with respect to Vµ∗.
(3) Assume that ShK(G,X) is a Kottwitz arithmetic variety (i.e. those considered in [Ko92b]),
or assume that Gder is simply-connected and anisotropic, and there is a place p 6= p′ such
that pif,p′ is an unramified twist of the Steinberg representation. Then the pi
p
f -isotypical
component of the cycle class map cl is surjective onto∑
pip
T d/2(pippi
p
f ,Q`)⊗ pippipf
if the Langlands parameters of {pip} appearing in the above sum are all strongly general with
respect to Vµ∗. In particular, the Tate conjecture holds for these pi
p
f .
We refer to Definition 1.4.2 and Remark 1.4.3 below for the precise definition and some examples
of “general” and “strongly general” with respect to Vµ∗ .
Remark 1.1.5. (1) We do not need to assume that the Shimura variety ShK(G,X) is compact
in Part (1) and (2) of the theorem. Shimura varieties considered in Part (3) are compact.
2The action of the Hecke algebra at p is subtle and can be ignored at the first pass.
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(2) Note that from the dimension formula of the Newton strata of mod p fiber of Shimura
varieties of Hodge type ([Ham16+, Zha.C15]), it is always the case that 2 dim Shµ,b ≤
dim Shµ. It turns out that the equality achieves if and only if V
Tatep
µ∗ 6= 0.
(3) One may replace the sum in Part (3) by a single representation pif if the following Conjecture
1.3.8 holds. We also conjecture Part (3) of the theorem should be true for general Shimura
varieties under the same condition on the Langlands parameter at p.
(4) Part (2) of Theorem 1.1.4 may be viewed as a geometric realization of Jacquet-Langlands
correspondence.
The theorem will be obtained as a combination of another four sets of theorems, which will
be discussed below. The first two are of geometric nature, and the last two are of representation
theoretical nature. We believe each of them is of independent interests.
1.2. Irreducible components of some affine Deligne-Lusztig varieties. The first ingredient
is the study of irreducible components of certain affine Deligne–Lusztig varieties (ADLVs) for
unramified elements. We switch to the local setting and will treat the case of equal and mixed
characteristics uniformly.3 Let F be a non-archimedean local field with finite residue field k =
Fq = Fpm and ring of integers O. We temporarily drop the restriction p 6= 2. Let L/F denote
the completion of the maximal unramified extension of F , OL ⊂ L its ring of integers, and k¯ the
residue field. The q-power arithmetic Frobenius in Gal(L/F ) is denoted by σ.
Let G be an unramified reductive group over O. For simplicity, we assume that its center
ZG is connected in this subsection. Let (Gˆ, Bˆ, Tˆ , Xˆ) be the pinned Langlands dual group as
before, now equipped with an action of σ. Taking invariants gives a (not necessarily connected)
reductive group with a “pinning” (Gˆσ, Bˆσ, Tˆ σ, X). As usual, one can define the set of dominant
weights X•(Tˆ )+σ ⊂ X•(Tˆ )σ = X•(Tˆ σ) of Tˆ σ (with respect to Bˆσ), which is canonically bijective to
X•(Tˆ )σ/W0, where W0 denotes the relative Weyl group of G.
Let B(G) denote the set of σ-conjugacy classes of G(L). In this paper, we will mainly consider
the subset B(G)unr of unramified elements of B(G). Recall that an element b ∈ B(G) is called
unramified if its twisted centralizer Jb is a Levi subgroup of G, i.e. the F -rank of Jb coincides with
the F -rank of G. There is a canonical bijection (see §4.2)
B(G)unr ∼= X•(Tˆ )+σ , b 7→ λb,
which composed with the natural injection X•(Tˆ )+σ ↪→ X•(Tˆ )σ,+ × X•(Z(Gˆ)σ) gives the Kottwitz’
invariants of unramified elements. Note that if b is unramified, Jb is an unramified reductive group
(but without a preferred choice of O-structure). Let HSb denote the set of hyperspecial subgroups
of Jb(F ). Since we have assumed that ZG is connected, Jb(F ) acts transitively on this set by
conjugation.
Let Gr = LG/L+G denote the affine Grassmannian of G, where as usual L+G (resp. LG)
denotes the jet group (resp. loop group) of G. For a conjugacy class of cocharacters µ of G and
b ∈ B(G), let
Xµ(b) :=
{
gL+G ∈ GrG
∣∣ g−1bσ(g) ∈ L+G$µL+G}
denote the corresponding affine Deligne-Lusztig variety (ADLV), where $ ∈ O is any choice of
uniformizer. This is a closed subvariety of GrG, (perfectly) locally of finite type, equipped with an
action of Jb(F ). The general dimension formula for ADLVs in the affine Grassmannian ([Ham15,
Zhu17]) specialized to the case when b is unramified, implies that Xµ(b) is equidimensional of
dimension 〈ρ, µ−λb〉. Here, as usual ρ denotes the half sum of positive coroots for (Gˆ, Bˆ, Tˆ ), which
descends to a linear functional on X•(Tˆ )σ. For a character λ ∈ X•(Tˆ ), let λσ denote its image in
X•(Tˆ )σ.
3This result is new even in the equal characteristic.
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The following is the first part of our main results on the geometry of affine Deligne-Lusztig
varieties (see Theorem 4.4.14 (3)).
Theorem 1.2.1. Assume that ZG is connected. Let µ be a dominant cocharacter of G. Let b be an
unramified element. Assume that k 6= F2 if any of the simple factors of Jτ contains a factor of type
Bn,Cn,F4, and k 6= F2,F3 if it contains G2. Then there is a canonical Jb(F )-equivariant bijection
between the set of irreducible components of Xµ(b) and the set
(1.2.1)
⊔
λ∈X•(Tˆ ), λσ=λb
MVµ(λ)×HSb,
where MVµ(λ) is the set of so-called Mirkovic´-Vilonen (MV) cycles (which gives a basis of Vµ(λ)
via the geometric Satake). In particular, the Jb(F )-orbits of the set of irreducible components of
Xµ(b) give a basis of Vµ|Gˆσ(λb).
Remark 1.2.2. (i) We believe that the restriction on the field k in the theorem is not necessary.
(ii) The above parameterization of the set of irreducible components of Xµ(b) is independent of
the choice of b in the following sense. Let b′, b be two representatives of an unramified σ-conjugacy
class. Since λb = λb′ , the set
⊔
λ∈X•(Tˆ ), λσ=λbMVµ(λ) is independent of the choice of b or b
′. Now a
choice of g such that b′ = g−1bσ(b) induces an isomorphism Xµ(b) ∼= Xµ(b′) and HSb ∼= HSb′ , and
the parameterization in the theorem is compatible with these isomorphisms.
(iii) Note that HSb embeds in the Bruhat-Tits building of Jb as some vertices. This is the point of
view adapted in most literatures ([Vo10, VW11, RTW14, HP14, GH15]) to parameterize irreducible
components of ADLVs.
Corresponding to each (a, x) ∈ MVµ(λ) × HSb, there is an irreducible component Xa,xµ (b) ⊂
Xµ(b), under the above parameterization. This is a (perfectly) projective variety with an action of
Jb,x(O), the hyperspecial subgroup of Jb corresponding to x. The second part of our main results
on the geometry of affine Deligne-Lusztig varieties is a construction of (an open subset of) Xa,xµ (b).
Let us briefly describe it and refer to Theorem 4.4.5 for details.
Let a ∈ MVµ(λ). Under the assumption that ZG is connected, there is a way to choose a
particular pair of dominant weights (τa, νa) of Tˆ (with respect to Bˆ) so that we can write λ =
τa + σ(νa) − νa (see Lemma 4.4.3(2)). Then up to σ-conjugacy, we can choose b = $τa . In this
case, Jb(F ) ∩ G(OL) is a hyperspecial subgroup, giving a point x0 ∈ HSb. This Xa,x0µ (b) contains
an open subset X˚a,x0µ (b), which fits into the following Cartesian diagram
(1.2.2) X˚a,x0µ (b) //

G˚r
0,a
(νa,µ)|τa+σ(νa)

G˚rνa
1×bσ // G˚rνa × G˚rτa+σ(νa).
Here G˚rνa and G˚rτ+σ(νa) are Schubert cells in Gr, i.e. L
+G-orbits through $νa and $τ+σ(νa), and
G˚r
0,a
(νa,µ)|τ+σ(νa) is a certain L
+G-stable subset in G˚rνa × G˚rτ+σ(νa) related to the chosen a (see
(4.4.8)). We refer to §4.4 for more detailed discussions.
Note that the definition of X˚a,x0µ (b) is similar to the definition of finite Deligne-Lusztig varieties.
Indeed, in some cases (e.g. b is basic and νa is minuscule), X˚
a,x0
µ (b) is a finite (closed) Deligne-
Lusztig variety, on which the action of Jb,x0(O) factors through Jb,x0(O/$).4 However in general
for some a, we cannot choose νa to be minuscule (even if µ is minuscule). Then X
a,x0
µ (b) belongs
4So far most literatures on irreducible components of ADLVs only focus on these cases and we believe our result
is the first work that systematically goes beyond these cases.
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to a new class of varieties, on which the action of Jb,x0(O) does not factor through Jb,x0(O/$). For
example, if
(G,µ, b) = (Un, (1
20n−2), 1), n > 4,
there are many a’s such that the action of Jb,x0(O) ' Un(O) on Xa,x0µ (b)’s factors through
Un(O/$2) but not through Un(O/$) (in particular they are not finite Deligne-Lusztig varieties
and are different varieties in mixed and equal characteristics). We refer to [XZ] for a more detailed
study of this case. These varieties probably deserve further study.
Remark 1.2.3. Motivated by the above theorem, Miaofen Chen and one of the authors (X.Z.)
made a conjecture that gives a similar description of the Jb(F )-orbits of the set of irreducible
components of Xµ(b) for all b ∈ B(G). Namely, for each σ-conjugacy class b ∈ B(G), one can
attach an element λb ∈ X•(Tˆ )σ, which is the “best integral approximation of” the Newton point νb
of b.
Conjecture 1.2.4. The Jb(F )-orbits of the set of irreducible components of Xµ(b) canonically give
a basis of (Vµ|Gˆσ)(λb).
Besides the cases studied in this paper, this conjecture has also been verified recently by Hamacher
and Viehmann [HV17+] in some other special cases (which have no overlap with what studied in
this paper). Probably combining their techniques and the method of the current paper will give an
approach of the conjecture in general and give a method to describe the irreducible components of
general Xµ(b).
Now back to the global situation as in Theorem 1.1.4. We assume p 6= 2, and revert µ to µ∗. It
turns out under the assumption V
Tatep
µ∗ 6= 0, the basic element b ∈ B(GQp , µ∗) is unramified and
V
Tatep
µ∗ = Vµ∗ |Gˆσ(λb) (see §4.2). Then Part (1) of Theorem 1.1.4 follows easily from Theorem 1.2.1
together with the Rapoport–Zink uniformization in this case (see Corollary 7.2.16): there is an
isomorphism (which depends on some auxiliary choices)
(1.2.3) G′(Q)
∖
Xµ∗(b)×G′(Apf )/Kp ' Shµ,b,Fv .
In addition, the parametrization in (1.2.1) induces a decomposition Xµ∗(b) = ∪aXaµ∗(b) into
unions of certain irreducible components of Xµ∗(b), where a ∈ MVµ∗(λ˜) and λ˜ ∈ X•(Tˆ ) is a lift of
λb. This in turn induces a corresponding decomposition Shµ,b,Fv = ∪a Shaµ,b,Fv (which is independent
of auxiliary choices). Then for the dimension reason, the cycle class map (the Gysin map) induces
(1.2.4) Gysa : H
BM
d (Sh
a
µ,b,Fv
) ∼= C(G′(Q)\G′(Af )/K,Q`)→ Hdc(Shµ,Fv ,Q`(d/2)).
Dually, there is a restriction map
Resb : H
d
c(Shµ,Fv ,Q`(d/2))→ Hdc(Shbµ,b,Fv ,Q`(d/2)) ∼= C(G
′(Q)\G′(Af )/K,Q`).
The way we prove Part (2) of Theorem 1.1.4 is to compute the intersection pairing of these cycles,
or equivalently the composition of the Gysin and restriction maps Resb ◦Gysa. We will show that
the composition
Resb ◦Gysa ∈ End(C(G′(Q)\G′(Af )/K,Q`))
is induced by an element fa,b in the local unramified Hecke algebra C
∞
c (Kp\G(Qp)/Kp), i.e.
Resb ◦Gysa(f) =
∫
G(Qp)
f(xy−1)fa,b(y)dy, f ∈ C(G′(Q)\G′(Af )/K).
It seems in general it is very difficult to compute these elements {fa,b} directly,5 especially in
the case when some Xa,xµ∗ are not finite Deligne-Lusztig varieties. Therefore, we proceed along a
5For some explicit computations in some special cases, we refer to [TX16, HTX14+] and [XZ].
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different way, which makes use of the geometric Satake isomorphism in an essential way. This will
be explained in the next subsection.
1.3. Cohomological correspondences between the moduli of local shtukas. Now we ex-
plain the key ingredient in the proof of our main theorem. We first work in the local setting and
keep the notations from the previous subsection. We introduce some moduli spaces attached to G.
For a perfect Fq-algebra R, let DR := SpecWO(R) denote the disk and D∗R := SpecWO(R)[1/$]
the punctured disk parameterized by SpecR. The q-Frobenius of R induces an automorphism of
DR, denoted by σ.
Let Hkloc = [L+G\Gr] denote the local Hecke stack, whose R-points classify two G-torsors E1, E2
on DR, and a modification β : E1 99K E2 between them (i.e. β is an isomorphism between E1 and
E2 when restricted to D∗R). Let Shtloc denote the moduli of local G-shtukas “with singularities at
the closed point of D”, i.e. an R-point of Shtloc is an R-point (E1, E2, β) of Hkloc, together with an
isomorphism E2 ' σE1 := σ∗E1. Then there is a natural morphism
ϕloc : Shtloc → Hkloc.
Although Hkloc and Shtloc are not algebraic (since they are quotient of ind-schemes by infinite
dimensional groups), the categories of perverse sheaves P(HklocFq
) and P(ShtlocFq
) on these moduli
spaces make sense. Roughly speaking, this is because these moduli spaces can be approximated
by algebraic stacks so one can define the categories of perverse sheaves on them as certain filtered
colimits of categories of perverse sheaves on these approximations. We refer to §5.1.7 and §5.3.10
for the rigorous treatments. In the introduction, it is harmless to pretend that these stacks were
finite dimensional quotients so one can naively define the categories.
We also need the moduli space Hk(Shtloc), which classify two G-shtukas (E1, E2 ' σE1, β) and
(E ′1, E ′2 ' σE ′1, β′) and a modification α : E1 99K E ′1 such that β′α = σ∗(α)β. There are two natural
projections
(1.3.1) Hk(Shtloc)
←−
h loc
yy
−→
h loc
%%
Shtloc Shtloc,
remembering the underlying local G-shtukas. One can regard Hk(Shtloc) as the Hecke correspon-
dence of Shtloc. There is a category PCorr(ShtlocFq
), whose objects are as in P(ShtlocFq
), but whose
morphisms roughly speaking are given by cohomological correspondences supported on Hk(Shtloc).
Again, one needs to approximate Hk(Shtloc) by algebraic stacks to make sense of this category.
The actual definition of this category is somehow involved, and we refer to §5.3 and §5.4 for a
detailed construction of this category. Here we pretend that one can naively define this category
and describe (in the naive sense) objects and their endomorphism ring in this category.
Example 1.3.1. For a dominant coweight µ, let Shtlocµ ⊂ Shtloc denote the closed substack classi-
fying those (E1, E2 ' σE1, β) such that the relative position of the modification β is bounded by µ,
and for two coweights µ1, µ2, let
Shtlocµ1|µ2 = (
←−
h loc)−1(Shtlocµ1 ) ∩ (
−→
h loc)−1(Shtlocµ2 ) ⊂ Hk(Shtloc).
Note that Shtloc0 is isomorphic to the classifying stack [Speck/G(O)] of the profinite group G(O)
and Shtloc0|0 ∼= [G(O)\G(F )/G(O)]. Therefore, the correspondence
[G(O)\Speck]← [G(O)\G(F )/G(O)]→ [Speck/G(O)],
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is embedded in (1.3.1). Let δ1 ∈ PCorr(Shtloc) be the “constant sheaf” on Shtloc0 . Then by definition
elements of EndPCorr(Shtloc)(δ1) should be given by cohomological correspondences supported on the
discrete space Shtloc0|0. Giving such a correspondence should be the same as giving a (compactly
supported) function on the double coset spaceG(O)\G(F )/G(O). It follows that EndPCorr(Shtloc)(δ1)
should be isomorphic to the spherical Hecke algebra C∞c (G(O)\G(F )/G(O)). This is indeed the
case, once the precise definitions are given (see Proposition 5.4.4).
On the dual group side, let Rep(Gˆ) denote the category of finite dimensional representations of Gˆ
(with Q`-coefficients), or equivalently the category of coherent sheaves on the classifying stack BGˆ
over Q`. Let [Gˆσ/Gˆ] denote the stack of unramified Langlands parameters over Q`, as introduced in
Remark 1.1.1.6 There is a natural map Gˆσ/Gˆ→ BGˆ and every representation V of Gˆ, regarded as
a vector bundle on BGˆ, pulls back to a vector bundle on Gˆσ/Gˆ, which is nothing but the previously
introduced V˜ . Let CohGˆfr(Gˆσ) denote the full subcategory of coherent sheaves on the stack [Gˆσ/Gˆ]
generated by those V˜ . Note that for V,W ∈ Rep(Gˆ), the space Hom(V˜ , W˜ ) of homomorphisms
from V˜ to W˜ as coherent sheaves on [Gˆσ/Gˆ] is a module over the ring of regular functions on
[Gˆσ/Gˆ]
J := Γ
(
[Gˆσ/Gˆ],O) = Q`[Gˆ]cσ(Gˆ).
Here cσ(Gˆ) denotes the action of Gˆ on Gˆ by g • h = ghσ(g)−1.
Here is our main local theorem (see Theorem 6.0.1), which is already new in equal characteristic.
Theorem 1.3.2. (1) There exists a functor S : CohGˆfr(Gˆσ) → PCorr(Shtloc), such that the
following diagram is commutative
Rep(Gˆ)
∼= //

P(HklocFq
)

CohGˆfr(Gˆσ)
S // PCorr(ShtlocFq
),
where the top horizontal equivalence is the geometric Satake correspondence, the left vertical
functor is V 7→ V˜ (or pullback of coherent sheaves along [Gˆσ/Gˆ] → BGˆ), and the right
vertical functor is the pullback of sheaves along ϕloc : Shtloc → Hkloc.
(2) Let 1 denote the trivial representation. Then S(1˜) = δ1 and the map
S : J = End
CohGˆfr(Gˆσ)
(1˜)→ EndPCorr(Shtloc)(δ1) = Cc(G(O)\G(F )/G(O))
coincides with the classical Satake isomorphism.
Remark 1.3.3. The key point of the theorem is a construction of maps between Hom spaces in
the two categories. It follows from the theorem that the ring J acts on every S(V˜ ) ∈ P(Shtloc) as
cohomological correspondences. These are (local version of) V. Lafforgue’s S-operators, as we shall
see below. But the theorem gives more. Namely, the bigger algebra End(V˜ ) acts on S(V˜ ).
Remark 1.3.4. We mention that there is a subtlety when identifying J with the spherical Hecke
algebra at p. This leads the usual switch from µ to µ∗ for Galois representations arising from
the cohomology of Shimura varieties, and is also related to the canonical isomorphism of stacks
[Gˆσ/Gˆ] ∼= [Gˆσ−1/Gˆ]. See Remark 3.5.3.
6Careful readers may have noticed that we changed the geometric Frobenius φp to the arithmetic one σ. See
Remark 1.3.4 and 3.5.3 for the discussion.
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We apply the above theorem in the following way. We come back to the global setting as before.
Let (G,X) be a Shimura datum of Hodge type and let p be an unramified prime (i.e. Kp ⊂ G(Qp)
is hyperspecial). Let G be the reductive Zp-model of G determined by Kp, and let Shµ denote (the
perfection of) the mod p fiber of the corresponding Shimura variety as before. There is a universal
local G-shtuka on Shµ (coming from the crystalline G-torsor on Shµ), which induces a morphism
locp : Shµ → Shtlocµ .
In the Siegel case, locp is nothing but the perfection of the morphism sending an abelian variety to
its underlying p-divisible group.
Next assume that (G′, X ′) is another Shimura datum such that G(Af ) ' G′(Af ). Then the level
structure K ⊂ G(Af ) can be transported to a level structure of G′. Let {µ′} denote the conjugacy
class of the Shimura cocharacters of (G′, X ′). Let v | p be a place of the composite of the reflex
field EE′. Let Shµ′ denote its mod p fiber over v. We assume that there exists a perfect ind-scheme
Shµ′|µ that fits into the following diagram with both squares Cartesian
(1.3.2) Shµ′
locp

Shµ′|µoo //

Shµ′
locp

Shtlocµ′ Sht
loc
µ′|µoo // Sht
loc
µ ,
where Shtlocµ′|µ = (
←−
h loc)−1(Shtlocµ′ ) ∩ (
−→
h loc)−1(Shtlocµ ) ⊂ Hk(Shtloc). We expect such diagram always
exists for any such pair (G,X) and (G′, X ′), at the unramified prime p if
Hom
CohGˆfr(Gˆσp)
(V˜µ′ , V˜µ) 6= 0.
Although it seems possible to establish this diagram in greater generality, in this paper, we will
only focus on some special cases, which suffices for our applications.
• We show in Proposition 7.3.6 that such diagram exists when (G,X) = (G′, X ′), in which
case Shµ′|µ is the perfection of the mod p fiber of a natural integral model of the p-power
Hecke correspondences of ShK(G,X).
• We establish this diagram using Rapoport-Zink uniformization when ShK(G′, X ′) is a
Shimura set (§7.3.4 and Proposition 7.3.5).
• We also prove the existence of this diagram in some PEL case (see §7.3.8 and Proposi-
tion 7.3.9).
We leave the general cases to a future work.
Remark 1.3.5. As just mentioned, if (G,X) = (G′, X ′), Shµ|µ is just the mod p fiber of the Hecke
correspondence of Shµ. In general, Shµ′|µ can be regarded as “exotic Hecke correspondences”
between mod p fibers of different Shimura varieties. These correspondences cannot be lifted to
characteristic zero, and give a large class of characteristic p cycles on Shimura varieties.
Now, by pulling back morphisms in PCorr(Shtloc) along vertical maps in the above diagram gives
the following. (See §7.3.11–Proposition 7.3.14 for the proof.)
Theorem 1.3.6. (1) Let (Gi, Xi), i = 1, 2, 3 be a collection of Shimura data, with all Gi(Af )
isomorphic to each other. We fix a common level structure K, and let p be an unramified
prime. In addition, assume that for each pair (Gi, Xi), (Gj , Xj), the Cartesian diagram
(1.3.2) exists. Let {µi} denote the conjugacy class of Shimura cocharacters of (Gi, Xi) and
di = dim ShK(Gi, Xi). Let Vi = Vµi be the corresponding highest weight representation of
Gˆ, and V˜i the corresponding vector bundle on [Gˆσp/Gˆ]. Let Hp denote the prime-to-p Hecke
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algebra. Choose a place v | p of the composite of all reflex fields. Then there is a natural
action of J on H∗c(Shµi,Fv ,Q`(di/2)), and a canonical J-equivariant map
Hom(V˜i, V˜j)→ HomJ⊗Hp
(
H∗+dic (Shµi,Fv ,Q`(di/2)),H
∗+dj
c (Shµj ,Fv ,Q`(dj/2))
)
,
which is compatible with the natural compositions on both sides. In particular, there is a
natural action of the algebra End(V˜µ) on H
∗
c(Shµ,Fv ,Q`).
(2) When Shµ,Fv is a Shimura set, the action of J = End(V˜µ) on
H∗c(Shµ,Fv ,Q`)
∼= Cc(G(Q)\G(Af )/K,Q`)
coincides with the usual Hecke algebra action.
Remark 1.3.7. (1) The above theorem in particular gives some geometric Jacquet-Langlands
transfer, as first studied by Helm [He10] in some special cases.
(2) The action of J ⊂ End(V˜µ) on H∗c(Shµ,Q`) in the theorem is the Shimura variety analogue
of V. Lafforgue’s S-operators. However, the action of the larger algebra End(V˜µ) on H
∗
c(Shµ,Q`) is
new, even in the function field case (where instead of Shimura varieties one considers the moduli of
shtukas). It is easy to deduce the congruence relation conjecture (known as the Blasius-Rogawski
conjecture) from the existence of such action and the conjecture below.7 We will discuss this in
another occasion.
The following conjecture is the analogue of V. Lafforgue’s S = T theorem.
Conjecture 1.3.8. Under the Satake isomorphism, the action of J in the above theorem coincides
with the usual Hecke algebra action on H∗c(Shµ,Fv ,Q`).
We cannot prove this conjecture in general at the moment except the case of Shimura sets as
mentioned above. Fortunately, this suffices for the application to Theorem 1.1.4.
Now, we come back to Theorem 1.1.4. Recall that we assume V
Tatep
µ∗ 6= 0, which implies that
there exists G′ as in Lemma 1.1.3. In particular, we can choose a (weak) Shimura datum (G′, X ′),
such that ShK(G
′, X ′) = G′(Q)\G′(Af )/K is a Shimura set. In this set the Shimura cocharacter for
(G′, X ′) is central, denoted by τ ∈ X•(ZG′) = X•(ZG). Then Vτ∗ is a 1-dimensional representation
of Gˆ.
As we mentioned above, the diagram (1.3.2) exists for the pair (G,X) and (G′, X ′). Indeed, in
this case the diagram Shτ ← Shτ |µ → Shµ is essentially given by the Rapoport-Zink uniformization
(1.2.3). Therefore we obtain a map
(1.3.3) Cc(G
′(Q)\G′(Af )/K)⊗Cc(G(Zp)\G(Qp)/G(Zp)) Hom(V˜τ , V˜µ)→ Hdc(Shµ,Fv ,Q`(d/2)),
which turns out to encode all cycle class maps (1.2.4).8 To summarize, the intersection matrix
(fa,b), via the Satake isomorphism, now is expressed as the following pairing
Hom(V˜τ , V˜µ)⊗J Hom(V˜µ, V˜τ )→ Hom(V˜τ , V˜τ ) = J
on the dual group side. So to prove Part (2) of Theorem 1.1.4, it remains to understand this pairing,
in particular its determinant, as a divisor over
SpecJ = Gˆσ//Gˆ,
7In equal characteristic, V. Lafforgue deduced the congruence relation for moduli of shtukas from the S = T
theorem via some ingenious but complicated manipulations in tensor categories. But one can obtain a much simpler
proof by using the action of the larger algebra End(V˜µ) on the cohomology.
8There is a subtlety regarding the choice of τ which we ignore here. See Remark 7.4.4.
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the GIT quotient of Gˆσ by Gˆ. This turns out to be an interesting question in representation theory,
which we discuss in the next subsection.
1.4. Generalized Chevalley restriction map. We now come to another ingredient needed for
the main theorem. This will be established in a companion paper [XZ2]. We work on the dual
group side. Recall that we assume that ZG is connected so Gˆder is simply-connected.
For a representation V of Gˆ, we consider the global section
J(V ) = Γ([Gˆσ/Gˆ], V˜ ) = (OGˆ ⊗ V )cσGˆ,
which can be regarded as the space of Gˆ-equivariant maps Gˆ→ V . It follows by definition that
Hom(V˜ , W˜ ) ∼= J(V ∗ ⊗W ).
Therefore, our goal is to understand the natural pairing
(1.4.1) J(V )⊗ J(V ∗)→ J .
for a general representation V of Gˆ.
We have the following theorem. To state it, we need a few notations. Let S ⊂ T be the split
maximal subtorus of T , so its dual group is Sˆ = Tˆ /(σ − 1)Tˆ , and let Φ∨rel be the relative coroot
system of (G,S). Note that Φ∨rel ⊂ X•(Sˆ) = X•(Tˆ )σ. Let W0 denote Weyl group of Φ∨rel; it is the
subgroup of the absolute Weyl group W of G fixed by σ. For a character λ ∈ X•(Sˆ), we write eλ
for the function on Sˆ defined by λ.
Theorem 1.4.1. (1) J(V ) is a finite projective J-module.
(2) The determinant of the pairing (1.4.1) (which makes sense thanks to (1)) is a divisor on
Gˆσ//Gˆ ∼= Sˆ/W0 defined by the function∏
α′∈Φ∨rel,α
′
2
6∈Φ∨rel
(eα
′ − 1)ζα′
∏
α′,α′
2
∈Φ∨rel
(eα
′/2 + 1)ζα′ ,
where
ζα′ =
∑
n≥1
dimV |Gˆσ(nα′σ),
and α′σ denotes a coroot of the absolute system (G,T ) such that the sum of its σ-orbits is
α′.
Now we can give the promised definition of the “generality” of Satake parameters. Recall that
the Frobenius action on Gˆ factors through the Galois group Gal(Fpm/Fp).
Definition 1.4.2. Let V a representation of Gˆ. An element γσ ∈ Gˆσ//Gˆ is called general with
respect to V (or V -general for short) if it does not belong to the divisor in the above theorem. It
is strongly general with respect to V if, for every dominant coweight λ of Tˆ σ appearing in V |Gˆσ ,
which does not factor through Ẑ◦G
σ
, we have λ((γφp)
mn) 6= 1 for every n > 1.
Remark 1.4.3. Note that if γσ is away from the discriminant divisor, i.e. it is regular semisimple,
then it is general with respect to any representation V of Gˆ. However, for some “small” represen-
tation V of Gˆ, the V -general condition might be weaker than regular semisimple condition. For
example, let Gˆ = GL2n+1 on which σ acts via the standard outer automorphism, and let V be the
standard representation of GLn. Let {α1, . . . , α2n+1} be the eigenvalues of γ. Then γσ is V -general
if and only if αi 6= α2n+2−i for i 6= n + 1, while γσ is regular semisimple if αi 6= αj for all i 6= j.
Note that also in this case, γσ is strongly general with respect to V if any of its power is general
with respect to V .
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For another example, Gˆ = Gm ×
∏f
i=1 GLn with σ permuting the GLn-factors. Let V = χ ⊗
fi=1 ∧ai std be the tensor product of exterior powers of the standard representation of GLn. The
condition V Tate 6= 0 is equivalent to ∑i ai ≡ 0 mod n. Then a local Langlands parameter is f
diagonal matrices {γi} and a scalar c. We write γi = diag{αi1, . . . , αin}, and put βj :=
∏
i αij .
Then unless V is one-dimensional, the V -regular condition is equivalent to βj 6= βj′ whenever j 6= j′.
1.5. A Jacquet-Langlands transfer. Finally, we explain the ingredient needed to prove Part (3)
of Theorem 1.1.4. First, we restrict ourselves to those (G,X) considered by Kottwitz [Ko92b]. For a
Hecke module pif , and a Q-rational representation ξ of G, let mG′(pif⊗ξC) denote the multiplicity of
pif⊗ξC appearing in C∞(G′(Q)\G′(A)/K), and aG(pi, ξ) be the integer defined in [Ko92b] (denoted
by a(pif ), see middle of p.p. 657 of loc. cit.). This is the “multiplicity” of pif appearing in the
cohomology of ShK(G,X).
We have the following Jacquet-Langlands type result, proved by a simple comparison of the trace
formulas. For a more general statement, see Theorem 2.2.1.
Theorem 1.5.1. For the pif and ξ above, we have an equality aG(pif , ξ) = mG′(pif ⊗ ξC).
This formula should follow from the forthcoming work of Kaletha-Minguez-Shin on the endo-
scopic classification of inner forms of unitary group. However, our proof does not relies on any
knowledge of Arthur’s multiplicity formula, nor heavy machinery of the endoscopy theory. Indeed,
following the idea of Kottwitz [Ko92b], we pseudo-stabilize the trace formulas on G and G′ (instead
of on the quasi-split inner form), and compare them directly.
Now it is easy to deduce Part (3) from Part (2), together with [Ko92b] and the above theorem.
As a corollary, aG(pi, ξ) is always a non-negative integer if G
′ as in Lemma 1.1.3 exists. On the other
hand, the computation in Example 2.1.8 (ii) shows that if dim ShK(G,X) is even, such G
′ exists.
Combining with [Ko92b], we obtain the following result which seems to be new in this generality.
Corollary 1.5.2. Let ShK(G,X) be a Kottwitz Shimura variety. For an algebraic representation
ξ of GC, let Lξ denote the local system of C-vector spaces over ShK(G,X). If dim ShK(G,X) is
even, then the cohomology Hi(ShK(G,X)C,Lξ) = 0 for all odd i.
Remark 1.5.3. For those G arising from a division algebra of dimension 9 over a quadratic
imaginary field, the vanishing of H1 was first observed Rapoport-Zink under an assumption at
finite places and proved by Rogawski in general [Ro90, Theorem 15.3.1]. When G is compact at all
but one infinite place, this corollary is also a consequence of a result of Clozel (cf. [Cl93, Theorem
3.3, Theorem 3.5]). The above argument is different from the one in [Cl93].
If (G,X) is general, the endoscopy is presented to complicate the picture. But one can still
compare the Lefschetz trace formula for ShK(G,X) and the Arthur-Selberg trace formula for G
′.
As usual, imposing a local condition at p′ 6= p will greatly simplify the situation, and one can prove
something similar to the above theorem in this case. We refer to §2.3 for precisely statements and
details.
Acknowledgements. We thank Joel Kamnitzer, Robert Kottwitz, Sug Woo Shin, and Yihang Zhu
for useful discussions, and Yakov Varshavsky for sending to us his unpublished preprint.
2. Preliminaries on automorphic representations
In this section, we establish a special Jacquet-Langlands type formula, based on results from
[Ko86, Ko92b].
In this section, we use ·D to denote the Pontryagin dual of abelian groups. For a torus T over F ,
let X•(T ) denote its character group (over F ) and X•(T ) its cocharacter group. If G is a reductive
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group over a field F , Gad denotes its adjoint form, Gder its derived group, and Gsc the simply-
connected cover of Gder. If T ⊂ G is a maximal torus, its image in Gad is denoted by Tad, and its
pre-images in Gder and Gsc are denoted by Tder and Tsc respectively. The center of G is denoted
by ZG. Let (Gˆ, Bˆ, Tˆ , Xˆ) denote its dual group with a pinning over Q`. The center of Gˆ is denoted
by Z(Gˆ). The F -structure on G induces an action Gal(F/F )→ Aut(Gˆ, Bˆ, Tˆ , Xˆ).
2.1. A Galois cohomology computation. We recall a result of Kottwitz (cf. [Ko86, §1, §2]).
Theorem 2.1.1 (Kottwitz). (i) If F is a local field of characteristic zero, and G is a connected
reductive group over F , then there is a canonical map
αG : H
1(F,G)→ pi0(Z(Gˆ)ΓF )D,
which is an isomorphism if F is a p-adic field.
(ii) If F is a global field, then there is an exact sequence of pointed set
H1(F,G) −→
⊕
v
H1(Fv, G)
⊕vαG,v−−−−−→ pi0(Z(Gˆ)ΓF )D.
We do not need the precise construction of αG. The following properties of αG suffice for our
purposes.
• If G = T is a torus, then αT is the given by
(2.1.1) H1(F, T ) ∼= H1(F,X•(T ))D ∼= pi0(TˆΓF )D,
where the first isomorphism is the Tate-Nakayama duality, and the second isomorphism is
induced by the exponential sequence 0→ X•(T )→ LieTˆ → Tˆ → 0.
• If T ⊂ G is a maximal torus, then the following diagram is commutative
(2.1.2)
H1(F, T )
αT−−−−→ pi0(TˆΓF )Dy y
H1(F,G)
αG−−−−→ pi0(Z(Gˆ)ΓF )D,
where the right vertical map is induced by Z(Gˆ) ⊂ Tˆ .
Note that if G = Gad is an adjoint group, pi0(Z(Gˆ)
ΓF ) = Z(Gˆ)ΓF .
We will be interested in using the above result to construct inner forms of a reductive group.
For us, an inner form of a connected reductive group G over a field F is a cohomology class of
H1(F,Gad), which as usual can be represented as (G
′,Ψ), where G′ is an F -form of G, and
Ψ : G→ G′
(usually called an inner twist) is a ΓF -stable Gad(F )-orbit of F -isomorphisms. Recall that in
general, given an F -form G′ of G, there may be more than one way to upgrade it to an inner form
Ψ : G → G′ (if such a Ψ exists). I.e., the fibers of H1(F,Gad) → H1(F,Aut(G)) may consist of
more than one element. However, if G′ is quasi-split, or if F = R and G′ is compact modulo center,
then the fiber of is a singleton (if non-empty). So we can talk about the quasi-split inner form (or
the compact modulo center inner form) of G.
Now let G and G′ be two connected reductive group over Q, and assume that G⊗Af ' G′⊗Af .
Note that they share the same pinned Langlands dual group (Gˆ, Bˆ, Tˆ , Xˆ). In addition, the action of
Gal(Q`/Q`) on (Gˆ, Bˆ, Tˆ , Xˆ) induced by G and G′ are the same at every finite place `, and therefore
the action of Gal(Q/Q) on (Gˆ, Bˆ, Tˆ , Xˆ) induced by G and G′ are the same. It follows that we can
choose an inner twist Ψ : G → G′ so that (G′,Ψ) defines an element H1(Q, Gad), which is trivial
when restricted to all finite places. Then the class [(G′R,ΨR)] ∈ H1(R, Gad) maps to zero under
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the composition H1(R, Gad⊗R)→ (Z(Gˆsc)ΓR)D → (Z(Gˆsc)ΓQ)D. Conversely, let G be a connected
reductive group over Q, and let ΨR : GR → G′R be an inner form of GR. Then
Lemma 2.1.2. If the restriction of the character αGad,∞[(G
′
R,ΨR)] to Z(Gˆsc)
ΓQ ⊂ Z(Gˆsc)ΓR is
trivial, then there exists a unique (up to isomorphism) inner form (G′,Ψ) of G, which restricts to
[(G′R,ΨR)] at the infinite place, and which is trivial at all finite places, i.e. Ψ is Gad(Af )-conjugate
to an isomorphism G⊗ Af ' G′ ⊗ Af .
Proof. The uniqueness follows from Hasse’s principle for adjoint groups (cf. [PR94, Theorem 6.22]).
The existence is a direct consequence the above theorem applied to Gad. 
As we shall see below, there are many examples of (G,G′R,ΨR) that satisfy the assumption of
the lemma.
2.1.3. We prove a result that makes Lemma 2.1.2 more useful. For the purpose, we first assume
that F is real and compute αG in some cases. Let G be a real reductive group, with g its Lie
algebra. Let S = ResC/RGm. Let X be a G(R)-conjugacy class of homomorphisms h : S→ G such
that for some (and therefore every) h ∈ X,
(W) under Ad ◦ h : S→ GL(g), g acquires a real Hodge structure of weight zero, i.e. the weight
homomorphism wh : Gm ⊂ S h→ G factors through the center of G, and
(P) adh(i) is a Cartan involution of Gad (note that by (W), adh(−1) = 1 so adh(i) is an
involution).
These two conditions in particular imply that in the inner class of G, there is Gc that is compact
modulo center. Indeed,
(2.1.3) Gc = {g ∈ G(C) | h(i)ιg = gh(i)},
where ι is the conjugation with respect to the real structure of G. Therefore, Gc determines a class
[Gc] ∈ H1(R, Gad).
Let us fix the isomorphism SC = Gm ×Gm given as follows: For any C-algebra R,
(2.1.4) (C⊗R R)× ' R× ×R×, z ⊗ r 7→ (zr, z¯r).
Let Gm → SC be the inclusion of the first factor. Then the map {h} induces a homomorphism
(2.1.5) µh : Gm → SC → G⊗R C.
As h vary in X, µh form a conjugacy classes of 1-parameter subgroups of G over C. In the sequel,
µh is also denoted by µ for simplicity. Let µad denote the composition of µ with the projection
G→ Gad. We regard µad as a character of Tˆsc, and by restriction to Z(Gˆsc)ΓR , it defines an element
µ¯ad ∈ (Z(Gˆsc)ΓR)D.
Lemma 2.1.4. We have αGad [Gc] = µ¯ad.
Proof. We fix an h and therefore a cocharacter µ = µh (not just a conjugacy class). Let had denote
the composition of h with the projection G→ Gad. We can assume that h : S→ T ⊂ G, where T is
a fundamental Cartan subgroup of G. Note that [Gc] is represented by the conjugation by had(i),
where the element had(i) also represents a cocycle in H
1(R, Tad), denoted by [had(i)]. It is enough
to prove that under the isomorphism
αT : H
1(R, Tad) ' pi0(TˆΓR)D,
[had(i)] = [µad].
Note that as element in Tad(C),
had(i) = (had)C(i,−i) = had(−1, 1) = µad(−1),
where the first and the third identities are by definition, and the second identity follows from (W).
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Note that Tad is a compact torus, and the complex conjugation acts on X•(Tad) by −1. Therefore,
H1(R, Tad) ' (Tad)2 ' {t ∈ Tad | t2 = 1},
H1(R,X•(Tad)) ' X•(Tˆsc)/2,
TˆΓRsc = (Tˆsc)2 = {t ∈ Tˆsc | t2 = 1},
The pairing H1(R, Tad)×H1(R,X•(Tad))→ Q/Z is given by
(Tad)2 × X•(Tad)/2→ Z/2, (t, ¯˘λ) 7→ λ˘(t),
where λ˘ ∈ X•(Tad) and ¯˘λ denote its image in X•(Tad)/2. The isomorphism H1(R,X•(Tad)) '
pi0(Tˆ
ΓR
sc ) is given by
X•(Tˆsc)/2 ' (Tˆsc)2, ¯˘λ 7→ λ˘(−1).
Putting all above together, we see that for
¯˘
λ ∈ X•(Tˆsc)/2 ' pi0(Z(Gˆsc)),
µad,1(
¯˘
λ) = µad(λ˘(−1)),
and
([had(i)],
¯˘
λ) = ([µad(−1)], ¯˘λ) = λ˘(µad(−1)).
Therefore [had(i)] = µ¯ad as an element in pi0(Tˆ
ΓR
sc )
D. 
Alternatively, we may regard G as an inner form of Gc, whose class [G] ∈ H1(R, Gc,ad) under the
map αGc : H
1(R, Gc,ad)→ (Z(Gˆsc)ΓR)D then is given by −µ¯ad.
Corollary 2.1.5. Let (G,X) and (G′, X ′) be two pairs, consisting of a real reductive group and a
conjugacy class of homomorphisms from S. Assume that both pairs satisfy (W) and (P) as above,
and that the corresponding compact (modulo center) inner forms are isomorphic Gc ' G′c. Then
there is a canonical inner twist Ψ : G → G′ such that the image of [(G′,Ψ)] ∈ H1(R, G) under αG
is µ¯ad− µ¯′ad, where µ¯ad and µ¯′ad are the characters of Z(Gˆ)ΓR corresponding to (G,X) and (G′, X ′)
as defined above.
Proof. We choose h : S → G, and h′ : S → G′. Let T ⊂ G (resp. T ′ ⊂ G′) be a fundamental
Cartan containing h(C×) (resp. h′(C×)). Let Gc (resp. G′c) be the subgroup of G(C) (resp.
G′(C)) as defined in (2.1.3). By assumption, we can choose an isomorphism ι : Gc ' G′c sending
T to T ′. Then we have the inner twist GC ∼= (Gc)C ι' (G′c)C ∼= G′C, which is independent of any
choices. Its cohomology class in H1(R, Gad) comes from a class in H1(R, Tad), which in turn can
be represented by ι−1(h′ad(i))had(i) = ι
−1(µ′ad(−1))µad(−1). As argued in Lemma 2.1.4, under αG,
this is µ¯ad − µ¯′ad. 
Combining with Lemma 2.1.2,
Corollary 2.1.6. Let G be a connected reductive group defined over Q and assume that there exists
a G(R)-conjugacy class X of homomorphisms h : S → GR satisfying (W) and (P). Let µ = µh be
as in (2.1.5). Let (G′R, X
′) be another pair, consisting of a real algebraic group and a conjugacy
class of homomorphisms h′ : S→ G′R, whose compact inner form is isomorphic to the one for GR.
Then there is a canonical inner twist ΨR : GR → G′R. Let µ′ = µh′. If µad|Z(Gˆsc)ΓQ = µ′ad|Z(Gˆsc)ΓQ ,
then up to isomorphism there exists a unique inner form (G′,Ψ) of G that is trivial at all finite
places and restricts to (G′R,ΨR) at the infinite place.
In particular, if µad|Z(Gˆsc)ΓQ = 1, then up to isomorphism there exists a unique inner form
(G′,Ψ) of G such that G′R is compact modulo center and Ψ is Gad(Af )-conjugate to an isomorphism
G⊗ Af ' G′ ⊗ Af .
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Remark 2.1.7. In Proposition 4.2.10, we will give a condition at a finite prime p that ensures the
last assumption of the above corollary hold.
Example 2.1.8. We give two examples. The first example is well known.
(i) G = D×, where D is a quaternion algebra over a totally real field F , regarded as a reductive
group over Q. Write GR ' (GL2)r × (H)s. In this case Z(Gˆsc)ΓR ' (Z/2)r+s, and Z(Gˆsc)ΓQ ' Z/2
embeds diagonally into (Z/2)r+s. There is a standard h : S→ (Gad)R given as
h(a+ bi) =
((
a b
−b a
)r
, 1s
)
.
Then it is easy to check µad,1(a1, . . . , ar, ar+1, . . . , ar+s) = a1 · · · ar. In particular, the value of µad
on the only non-trivial element (−1, . . . ,−1) ∈ Z(Gˆ)ΓQ is (−1)r. We see that if r′ ≡ r mod 2,
there is a quaternion algebra D′ over F , that is isomorphic to D at all the finite places, and split
at r′ real places. Then the group G′ = D′× is isomorphic to G at all finite places as in Corollary
2.1.6. In particular, if r is even, we have G′ that is compact modulo center at the infinity place.
(ii) Let G be a unitary (similitude) group (or its inner form) over a totally real field F , associated
to a CM extension E/F . We regard G as a reductive group over Q. Write (Gad)R =
∏
i PU(pi, qi).
Note that
Z(Gˆsc)
ΓR =
{ {1} pi + qi is odd,∏
i Z/2 pi + qi is even.
In the former case, the assumption of Lemma 2.1.2 is empty so there is a unitary group G′,
isomorphic to G at all finite places, and (G′ad)R =
∏
i PU(p
′
i, q
′
i) for any signature {(p′i, q′i)}. In
particular, there is G′ such that G′R is compact modulo center. In the latter case, Z(Gˆsc)
ΓQ ' Z/2
embeds diagonally into
∏
i Z/2. There is a standard h : S→ (Gad)R given as
h(z) = (diag{(z/z¯)p1 , 1q1}, · · · ,diag{(z/z¯)pr , 1qr}),
and it is easy to check
µad : Z(Gˆ)
ΓR → Z/2, µad(a1, . . . , ar) =
∏
apii .
In particular, the value of µad on the only non-trivial element (−1, . . . ,−1) ∈ Z(Gˆ)ΓQ is (−1)
∑
pi =
(−1)
∑
piqi . We see that if
∑
piqi =
∑
p′iq
′
i, we have G
′ as in Corollary 2.1.6 that is isomorphic to G
at all finite places, and is of signature {p′i, q′i)} at the infinite place. In particular, if
∑
piqi is even,
there G′, isomorphic to G at all finite places, and is compact modulo center at the infinite places.
2.2. A Jacquet-Langlands transfer in the case without endoscopy. Let G be a connected
reductive group over Q. We fix an inner twist Ψ : G→ G′ over Q, and an identification θ : G(Af ) '
G′(Af ) so that
(2.2.1) Ψ = Int(h)θ
for some h ∈ G′ad(Af ).
We need to use some trace formulas in a simple way. Here we briefly explain our choice of
measures. As usual, we use the Tamagawa measure for connected reductive groups over Q. We fix
compatible Haar measures dx∞ on G(R) and on G′(R), and a Haar measure dx∞ on θ : G(Af ) '
G′(Af ) so that the Tamagawa measure dx decomposes as dx∞dx∞. Let AG = AG′ be the maximal
split subtorus of ZG = ZG′ . We use the canonical Haar measure on AG(R)0, coming from a basis
of the Z-lattice X•(AG).
We fix a few more notations. Let aG = Hom(X•(G)Q,R), where X•(G)Q is the group of Q-rational
characters of G, and let HG : G(A) → aG be the map given by (HG(g), λ) = log |λ(g)|. It induces
an isomorphism HG : AG(R)0 ' aG. Let G(A)1 = kerHG and G(R)1 = G(R) ∩ G(A)1. Then
we have the isomorphism G(A)1 × AG(R)0 ∼= G(A) given by multiplication and G(Q)\G(A)1 has
finite volume. For a (quasi)character χ : AG(R)0 → C×, let L2χ(G(Q)\G(A)) denote the space of
18
square integrable functions on G(Q)\G(A)1, regarded as a representation of G(A) on which G(A)1
acts via right translation and AG(R)0 acts through χ. Similarly, we have L2χ(G′(Q)\G′(A)). Using
AG(R)0 ' aG, we can also regard χ as a character of aG.
Given a smooth function h on G(A) (resp. on G(R)), compactly supported modulo AG(R)0, and
transforming by χ−1 under AG(R)0, and a representation pi of G(A) (resp. of G(R)), on which
AG(R)0 acts through χ, the trace tr(h|pi) is understood as
tr(h · (χ ◦HG)|pi ⊗ (χ−1 ◦HG)),
where h·(χ◦HG) is regarded as a compactly supported function onG(A)/AG(R)0 (resp. G(R)/AG(R)0)
that acts on the G(A)/AG(R)0 (resp. G(R)/AG(R)0)-representation pi⊗(χ−1◦HG). We have similar
notations for G′.
We further assume that:
(1) G and G′ are anisotropic modulo center over Q;
(2) Gder is simply-connected;
(3) (AG)R is the maximal split subtorus in the center of GR;
(4) GR has a compact modulo center inner form;
(5) The endoscopy of G is trivial in the sense that for every γ ∈ G(Q), the group K(Iγ/Q) as
defined in [Ko86, §4] is trivial.
Let ξ be an irreducible algebraic representation of G (defined over some number field). Let ξ∗
denote the dual representation of ξ. Let χξ denote the restriction of ξ
∗
C to AG(R)0. Let Πξ be the
set of equivalent classes of irreducible representations of GR with the same central and infinitesimal
characters as ξ∗C, and let Π
0
ξ be the subset of discrete representations. It forms a single L-packet.
For pi0ξ ∈ Π0ξ , let fpi0ξ denote a pseudo coefficient normalized so that tr(fpi0ξ |pi
0
ξ ) = 1. Let
fξ =
1
|Π0ξ |
∑
pi0ξ
fpi0ξ
.
We similarly have f ′ξ.
Now let pif be an irreducible G(Af ) = G′(Af )-module. Following Kottwitz ([Ko92b]) let aG,ξ(pif )
be the number9 defined by
aG,ξ(pif ) =
∑
pi∞∈Πξ
mG(pif ⊗ pi∞)tr(fξ|pi∞),
where mG(pif ⊗ pi∞) denotes the multiplicity of pif ⊗ pi∞ in L2χξ(G(Q)\G(A)). Similarly, we have
aG′,ξ(pif ). Note that if G
′
R is compact modulo center, aG′,ξ(pif ) = mG′(pif ⊗ ξC) is the automorphic
multiplicity of pif ⊗ ξC in L2χξ(G′(Q)\G′(A)).
Theorem 2.2.1. We have aG,ξ(pif ) = aG′,ξ(pif ). In particular, if G
′
R is compact modulo center,
then aG,ξ(pif ) = mG′(pif ⊗ ξC).
Proof. We use θ to identify G(Af ) and G′(Af ). It is enough to prove that the following two
distributions on G(Af ) ∼= G′(Af ) are equal: for h ∈ C∞c (G(Af )),
(2.2.2)
∑
aG,ξ(pif )tr(h | pif ) =
∑
aG′,ξ(pif )tr(h | pif ).
9In [Ko92b], this number is simply denoted by a(pif ). In addition, Kottwitz define a(pif ) using fpi0
ξ
for a single pi0ξ
instead of the average fξ. But as explained in loc. cit., this does not affect a(pif ).
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By the trace formula for the compact quotients G(Q)\G(A)1, the left hand side of (2.2.2) is equal
to
(2.2.3) tr(hfξ | L2χξ(G(Q)\G(A))) =
∑
γ∈G(Q)/∼
τ(Iγ)Oγ(hfξ).
Let us explain the notations in the above formula:
• G(Q)/ ∼ denotes the set of conjugacy classes of G(Q),
• τ(Iγ) = vol(Iγ(Q)\Iγ(A)/AG(R)0) is the Tamagawa number for the centralizer Iγ of γ in
G;
• Oγ denotes the usual orbital integral.
As K(Iγ/Q) is trivial by assumption, by the argument of [Ko86, §9], one can pseudo-stabilize (2.2.3)
as
τ(G)
∑
γ∈G(Q)/st∼
SOγ(hfξ),
where G(Q)/st∼ denote the set of stable conjugacy classes of G(Q). Likewise, the right hand side
of (2.2.2) can be written as
(2.2.4) τ(G′)
∑
γ∈G′(Q)/st∼
SOγ(hf
′
ξ).
Recall that τ(G) = τ(G′) by [Ko88]. Also recall the stable orbital integrals of fξ, [Ko92b, Lemma
3.1].
SOγ(fξ) =
{
trξC(γ) · vol(I(R)/AG(R)0)−1 · e(I) γ elliptic semisimple
0 γ non elliptic,
where I denotes the inner for of the centralizer of γ in G that is anisotropic modulo AG. In
particular, SOγ(fξ) = SOγ′(f
′
ξ) if γ and γ
′ are associated.
Now the theorem follows from the following lemma. 
Lemma 2.2.2. The stable conjugacy classes of γ ∈ G(Q) with γ∞ elliptic semisimple are bijective
to stable conjugacy classes of γ′ ∈ G′(Q) with γ′∞ elliptic semisimple.
Proof. Using [Ko86, Theorem 6.6], and our assumption K(Iγ/Q) = 0, it is enough to show that
there is a bijection induced by ψ between stable conjugacy classes in G(A) (i.e. elements γ ∈ G(A)
up to G(A)-conjugacy) with γ∞ semisimple elliptic and stable conjugacy classes γ′ ∈ G′(A) with
γ′∞ semisimple elliptic. Namely, given such γ ∈ G(A), we claim that there is γ′ from G′(A) such
that γ′ and ψ(γ) are conjugate under G′(A) and vice versa. Indeed, for every finite place v, we
have ψv = Int(hv) ◦ θv by (2.2.1). Then we take γ′v = θv(γv). For v = ∞, we can assume that
γ∞ ∈ T (R) ⊂ G(R), where T is a fundamental Cartan subgroup of GR. Then there exists some
h∞ ∈ G′ad(C) such that θ∞ = Int(h∞) ◦ ψ∞ induces an embedding TR → G′R. Then we take
γ′∞ = θ∞(γ∞). Clearly, we can reverse the construction to get γ ∈ G(A) from γ′ ∈ G′(A) with the
condition that γ′∞ is semisimple elliptic. 
2.3. A Jacquet-Langlands transfer for Shimura varieties. We retain notations as in the
previous subsection, but now only assume (1)-(3). In addition we assume that (G,X) is a Shimura
datum of Hodge type and let ShK(G,X) denote the corresponding Shimura variety (with some fixed
level K). For an algebraic representation ξ of G, let Lξ denote the Q`-local system on ShK(G,X).
Then it is projective variety. Let p be an unramified prime. Let v be a place of the reflex field
over p, and let φv denote the geometric Frobenius. Assume that the degree of Fv/Fp is d. Let
20
fp ∈ C∞c (G(Apf )) be a test function away from p. Recall that by the work of Kottwitz ([Ko90]) and
Kisin-Shin-Zhu ([KSZ]), the Lefschetz trace formula for the Shimura variety gives
(2.3.1) tr(φjv × fp | H∗(ShK(G,X),Lξ)) =
∑
E
ι(G,H)STe(h), j  0
where E is the set of isomorphism classes of elliptic endoscopic triple (H, s, η) of G, such that H is
unramified at p, and h = hph
ph∞ is certain test function on H(A) constructed in [Ko90, §7].
Assume that G has an inner form (G′,Ψ) that is trivial at all finite places and G′⊗R is compact
modulo center. The geometric side of the Arthur-Selberg trace formula for G′
(2.3.2)
∑
E
ι(G,H)STe(f
′H),
where f ′ is a test function on G′(A), and f ′H is its (usual) transfer to H(A). As before, we identify
G(Af ) ' G′(Af ) via θ.
Lemma 2.3.1. If we choose the test function f ′ = f ′p,jf
′pΘξ such that
• f ′p = fp,
• f ′p,j is the element in the spherical Hecke algebra H(G(Qp),Kp) which corresponds γφp 7→
tr((γφp)
dj , V−µ) under the Satake isomorphism (see §3.5 for a review of the Satake isomor-
phism),
• and Θξ is the character of ξC,
then in the two stable trace formula, the parts corresponding to the endoscopic triple (G∗, 1, id)
coincide.
Proof. This follows from the explicit construction of h in (2.3.1) as in [Ko90, §7]. 
Now we further assume Gder and G
′
der have no simple factors that are the groups considered in the
previous subsection. This in particular implies that for every finite place v of Q, Gder,Qv ' G′der,Qv
has no anisotropic factor.
Now for another place p′ 6= p, if fp′ is the Euler-Poincare function as constructed in [Ko88,
Section 2], more precisely, the pullback of the Euler-Poincare function from G¯Qp′ , the quotient
of GQp′ by the maximal split torus in the center of GQp′ , then as explained in [KS16
+, Lemma
A.7, Lemma A.12], the trace of fp on an irreducible representation pip of G(Apf ) appearing in
H∗(ShK(G,X),Lξ)) (or in the spectrum side of the trace formula of G′) is not zero only when pip′
is an unramified character twist of the Steinberg representation. In addition, in both stable trace
formulas, only the term corresponding to the endoscopic triple (G∗, 1, id) is non-vanishing.
Let us write H∗(ShK(G,X),Lξ) =
∑
pif
piKf ⊗ W (pif ) as before. For pif such that pif,p′ is a
unramified character twist of the Steinberg representation, we choose f = fp′f
p′ such that tr(f |
pif ) = 1 and its trace on any other representation appearing in H
∗(ShK(G,X),Lξ) vanishes. Now,
let Sbad be the finite set of primes such that if p 6∈ Sbad, then Kp is hyperspecial and fp is the unite
of the unramified Hecke algebra at p. Then by the comparison of the stabilized Lefschetz trace
formula at p 6∈ Sbad, and the stable trace formula of G′, we have
tr(fp | pipf )tr(φjv|W (pif )) = mG′(pif ⊗ ξC)tr(fp | pif )tr(f ′p,j | pif,p)
Therefore, we obtain
Corollary 2.3.2. Let pif be an irreducible smooth θ : G(Af ) ' G′(Af ) representation, which is an
unramified character twist of the Steinberg at some place p′. Let p 6∈ Sbad. Then in the Grothendieck
group of φv-modules,
[W (pif )] = mG′(pif ⊗ ξC)[Vµ∗ ],
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where [Vµ∗ ] is the φv-module defined using the Satake parameter of pif,p as in [Ko92b, p.p. 656-657]
(see also the introduction).
3. Complements on the geometric Satake
The geometric Satake isomorphism is the main tool for this paper. In this section, we recall its
content in a form we need in the sequel. We will also need some results on the crystal structures
on Mirkovic´-Vilonen cycles. Our presentation is parallel for both equal and mixed characteristic,
following [Zhu17].
Throughout this section, we will use the following notations. Let F be a local field (of either
equal or mixed characteristic), with ring of integers O and residue field k = Fq. Note that in either
equal or mixed characteristic case, there is a unique map W (k)→ O that induces the identity map
of the residue fields.
Let L be the completion of the maximal unramified extension of F , and OL its ring of integers
with residue field k¯ = Fq. We fix a uniformizer $ of F . Let G be an unramified reductive group
over O. We denote by T the abstract Cartan subgroup of G. Recall that it is defined as the
quotient of a Borel subgroup B ⊂ G by its unipotent radical. It turns out that T is independent
of the choice of B up to a canonical isomorphism. Let S ⊂ T denote the maximal split subtorus.
When we need to embed T (or S) into G as a (split) maximal torus, we will state it explicitly.
Let X• = X•(T ) denote the weight lattice, i.e. the free abelian group Hom(TF ,Gm), and let
X• = X•(T ) denote the coweight lattice, i.e. the dual of X•(T ). Let Φ ⊂ X• (resp. Φ∨ ⊂ X•)
denote the set of roots (resp. coroots). The Borel subgroup B ⊂ G determines the semi-group
of dominant coweights X+• ⊂ X• and the subset of positive roots Φ+ ⊂ Φ, which turn out to be
independent of the choice of B. Let ∆ ⊂ Φ+ be the set of simple roots and ∆∨ the corresponding
set of simple coroots. The quadruple (X•,∆,X•,∆∨) is called the based root datum of G. The
q-power (arithmetic) Frobenius σ acts on (X•,∆,X•,∆∨), preserving X+• . Let X•σ denote the σ-
coinvariants of X•, and let X•+σ denote the image of the map X+• → X•σ. For µ ∈ X•, its image in
X•σ is denoted by µσ.
Recall that there is a partial order  on X•: λ  µ if µ − λ is a non-negative integral linear
combinations of simple coroots; we say λ ≺ µ if λ  µ but λ 6= µ. The restriction of the partial
order to X+• sometimes is called the Bruhat order on X+• . We will usually denote by 2ρ ∈ X• the
sum of all positive roots, and put ρ = 12(2ρ) ∈ X•(T )⊗Q.
Let W denote the absolute Weyl group, and W0 = W
σ the relative Weyl group of G. There is a
canonical bijection X•/W ∼= X•(T )+.
Let Affpfk denote the category of perfect k-algebras. For a perfect k-algebra R, we define the
ring of Witt vectors in R with coefficients in O as
(3.0.1) WO(R) := W (R)⊗ˆW (k)O := lim←−
n
WO,n(R), WO,n(R) := W (R)⊗W (k) O/$n.
Consider the usual Techmu¨ller lifting [−] : R → WO(R) sending r 7→ [r]. Note that if charF =
chark, then WO(R) ' R[[$]], and r 7→ [r] a ring homomorphism. We sometimes write
(3.0.2) Dn,R = SpecWO,n(R), DR = SpecWO(R), D∗R = SpecWO(R)[1/$],
thought as families of (punctured) discs parameterized by SpecR.
We refer to §A.1 for generalities of perfect algebraic geometry.
3.1. Geometry of Schubert varieties.
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3.1.1. Jet groups and loop groups. Let H is an affine group scheme of finite type defined over O,
we denote by L+H (resp. LH) the jet group (resp. loop group). As a presheaf, we have
(3.1.1) L+H(R) = H(WO(R)) (resp. LH(R) = H(WO(R)[1/$]) ).
It is represented by an affine group scheme (resp. ind-scheme). For n ≥ 0, let LnH be the nth jet
group, i.e.
(3.1.2) LnH(R) = H(WO,n(R)).
Then LnH is represented by the perfection of an algebraic k-group (the usual Greenberg realization),
and L+H = lim←−LnH. Finally, let
(3.1.3) L+H(n) = ker(L+H → LnH)
be the nth principal congruence subgroup of L+H.
For m > n, let pim,n : L
mH → LnH denote the natural projection. The kernel of pim,n is denoted
by Lm−nH(n) so that L+H(n) can be identified with the inverse limit lim←−m→∞ L
m−nH(n).
3.1.2. Affine Grassmannians. We denote by Gr := GrG the affine Grassmannian of G over k. As
a presheaf,
Gr(R) =
{
(E , β)
∣∣∣∣ E is a G-torsor on DR andβ : E|D∗R ' E0|D∗R is a trivialization
}
,
where E0 denotes the trivial G-torsor. It is known that affine Grassmannian Gr is represented as
the inductive limit of subfunctors Gr = lim−→Xi, with Xi → Xi+1 closed embedding, and Xi being
perfections of projective varieties ([BL94, F94, Zhu17, BS15]). In addition, it makes sense to define
the category of perverse sheaves (with Q`-coefficients) on Gr as in direct limit
P(Gr) = lim−→P(Xi),
where the connecting functor is given by the pushforward along the closed embedding Xi → Xi+1
(which is independent of the choice of the presentation Gr = lim−→Xi up to a canonical equivalence).
3.1.3. Bruhat decomposition. Let K be an algebraically closed field containing k¯. Recall that the
Cartan decomposition induces a canonical bijection
(3.1.4) G(WO(K))
∖
G(WO(K)[1/$])
/
G(WO(K)) ∼= X•(T )/W ∼= X•(T )+.
The G(WO(K))-double coset corresponding to µ ∈ X•(T )+ can be concretely realized as follows.
We fix embeddings T ⊂ B ⊂ G. Each coweight µ ∈ X•(T ) defines a map µ : L× → T (L) ⊂ G(L),
and we denote by $µ = µ($) the image of the uniformizer $ in G(L) = LG(k¯). Although $µ
depends on the choice of the embedding T ⊂ G and the choice of the uniformizer, the double coset
G(WO(K))$µG(WO(K)) does not, and corresponds to µ under the parameterization (3.1.4).
Now let E1 and E2 be two G-torsors over DK = SpecWO(K), and let β : E1|D∗K ' E2|D∗K be an
isomorphism over D∗K . Such β is usually called a modification from E1 to E2, and denoted by
β : E1 99K E2.10
We attach to β an element
Inv(β) ∈ X•(T )+,
which we call the relative position of β, as follows: by choosing isomorphisms φ1 : E1 ' E0 and
φ2 : E2 ' E0, one obtains an automorphism of the trivial G-torsor φ2βφ−11 ∈ Aut(E0|D∗K ) and
therefore an element in G(WO(K)[1/$]). Different choices of φ1 and φ2 will modify this element
by left and right multiplication by elements from G(WO(K)). Therefore, via the bijection (3.1.4),
10The dotted arrow reminds that there may not be an actual morphism of G-torsors over DR.
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we attach β a dominant coweight Inv(β) ∈ X•(T )+. Note that when G = GLn, Inv(β) is just the
Hodge polygon of the n× n-matrix determined by β.
Now let E1 and E2 be two G-torsors over DR, and β : E1|D∗R ' E2|D∗R a modification. Then for
each geometric point x ∈ SpecR, by base change we obtain (E1|Dx , E2|Dx , βx : E1|D∗x ' E2|D∗x). We
write Inv(β)  µ (resp. Inv(β) = µ) for a dominant coweight µ if Inv(βx)  µ (resp. Inv(βx) = µ)
for all geometric points x ∈ SpecR.
3.1.4. Schubert varieties. We define the (spherical) Schubert variety Grµ as the closed subset
Grµ = {(E , β) ∈ Gr | Inv(β)  µ} ,
of Gr. It contains the Schubert cell
G˚rµ := {(E , β) ∈ Gr | Inv(β) = µ} = Grµ \ ∪λ≺µGrλ
as an open dense subset11 . We will use the same notation to denote the image of $µ ∈ G(L) =
LG(k¯)→ Gr(k¯). Then G˚rµ is the L+G-orbit through $µ. Note that there is a natural projection
(3.1.5) prµ : G˚rµ → (G¯/P¯µ)pf , g$µ mod L+G 7→ g¯ mod P¯ pfµ ,
where Pµ is the parabolic subgroup of G generated by root subgroups Uα for those 〈α, µ〉 ≤ 0, and
taking bar means reduction modulo $.
The Schubert variety Grµ is the perfection of a projective variety defined over the field of defi-
nition of the cocharacter µ (which is a finite extension of k).
3.1.5. Convoluted product of affine Grassmannians. For a sequence µ• = (µ1, . . . , µt) of dominant
coweights, we define Grµ• as the presheaf which classifies the isomorphism classes of modifications
(3.1.6) Et βt // Et−1
βt−1 // · · · β2 // E1 β1 // E0 = E0
of G-torsors such that each βi has relative position  µi at all geometric points. For a non-
negative integer n (which allows to be ∞), Let Gr(n)µ• denote the natural LnG-torsor over Grµ•
classifying the chain of modifications of G-torsors over DR as above together with an isomorphism
n : Et|Dn,R ' E0|Dn,R . When µ• = µ, Gr(∞)µ ⊂ LG is the preimage of Grµ in LG, and
(3.1.7) Gr(n)µ = Gr
(∞)
µ /L
+G(n).
Note that for every s ≤ t, there is a projection
(3.1.8) prs : Grµ• → Grµ1,...,µs
by forgetting (Et βt99K · · · 99K Es+1
βs+199K) in (3.1.6), whose fibers over geometric points (non-
canonically) are isomorphic to Grµs+1,...,µt . This construction induces an isomorphism
(3.1.9) Grµ1,...,µt
∼= Grµ1,...,µs×˜Grµs+1,...,µt := Gr(∞)µ1,...,µs ×L
+G Grµs+1,...,µt ,
where Gr
(∞)
µ1,...,µs is the L
+G-torsor over Grµ1,...,µs classifying a point (Es 99K · · · 99K E0 = E0) of
Grµ1,...,µs together with an isomorphism Es ' E0. So Grµ1,...,µs×˜Grµs+1,...,µt is the twisted product
of Grµ1,...,µs and Grµs+1,...,µt (see [Zhu17, §A.1.3] for a more detailed discussion of the twisted
product construction). Therefore, Grµ•
∼= Grµ1×˜Grµ2×˜ · · · ×˜Grµt is called the twisted product of
Grµ1 , . . . ,Grµt .
In later sections, we will make use of the following definition.
Definition 3.1.6. For a sequence of dominant coweights µ•, we say a non-negative integer m is
µ•-large if m ≥ 〈|µ•|, αh〉, where αh is the highest root.
11In some literature Schubert varieties are denoted by Grµ or Grµ while Schubert cells are denoted by Grµ. We
hope our notation will not cause confusions.
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For example, if µ is a dominant minuscule coweight, then 1 is µ-large. Also, if m is µ•-large,
then m is also σ(µ•)-large and µ∗•-large. Moreover, if m is µ•-large and m′ is ν•-large, then m+m′
is (µ•, ν•)-large.
This notion is used the following observation.
Lemma 3.1.7. If m is µ•-large, then the left action of L+G(m+n) on Gr
(n)
µ• is trivial for every
non-negative integer n, or equivalently, the left action of L+G on Gr
(n)
µ• factors through the action
of Lm+nG.
Proof. First we consider the case µ• = µ is single coweight. The lemma follows from
$−µL+G(m)$µ ⊆ L+G(m−〈µ,αh〉).
To deal with the general case, we can choose a sequence of non-negative integers m• = (m1, . . . ,mt)
such that m =
∑
mi and mi is µi-large. Since m
′ :=
∑
i≥2mi is (µ2, . . . , µt)-large, by induction
there is a canonical isomorphism
(3.1.10) Gr(∞)µ1 ×L
+G(m
′+n)
Gr(n)µ2,...,µt
∼= Gr(∞)µ1 /L+G(m
′+n) ×Gr(n)µ2,...,µt .
On the one hand, by (3.1.9), Gr
(n)
µ• is the quotient of by the diagonal action of L
m′+nG on the left
hand side of (3.1.10). On the other hand, L+G(m+n) acts trivially on Gr
(∞)
µ1 /L
+G(m
′+n) = Gr
(m′+n)
µ1
by the discussion in the single coweight case. Therefore, L+G(m+n) acts trivially on Gr
(n)
µ• . 
3.1.8. The convolution map. Let
(3.1.11) mµ• : Grµ• → Gr
denote the convolution map. It sends the sequence of modifications (3.1.6) to the composition
(Et, β1 ◦ · · · ◦ βt) ∈ Gr. Both (3.1.8) and (3.1.11) are perfectly proper morphisms. It is known that
mµ• is a semi-small map (see [MV07, Lemma 4.4], [NP01, Lemma 9.3] and [Zhu17, Proposition
2.3]), i.e.
(3.1.12) dim Grµ• ×Gr Grµ• = dim Grµ• .
This is equivalent to the fact that (mµ•)∗ IC is a direct sum of simple perverse sheaves on Gr, each
of which is isomorphic to the intersection cohomology sheaf on some Grν .
For λ• another sequence of dominant coweights, we define
Gr0λ•|µ• := Grλ• ×Gr Grµ•
where the fiber product is taken with respect to the convolution maps mλ• and mµ• . Explicitly,
Gr0λ•|µ• classifies the following commutative diagram of modifications of G-torsors
(3.1.13) E ′s
β′s // E ′s−1
β′s−1 // · · · β
′
2 // E ′1
β′1 // E ′0 E0
Et βt // Et−1
βt−1 // · · · β2 // E1 β1 // E0 E0,
where the top row defines a point of Grλ• and the bottom row defines a point of Grµ• .
Let h←λ• and h
→
µ• denote the natural maps from Gr
0
λ•|µ• to Grλ• and Grµ• respectively. For the
reason that will be clear in the sequel, we call
(3.1.14) Grλ•
h←λ•←− Gr0λ•|µ•
h→µ•−→ Grµ•
a Satake correspondence. Note that Gr0λ•|µ• = Gr
0
µ•|λ• .
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Example 3.1.9. If λ• = λ is a single dominant coweight, then Gr0µ•|λ = m
−1
µ• (Grλ), where mµ• :
Grµ• → Gr is the convolution map.
We need a corollary of (3.1.12). Recall that for a variety X over k, we denote by HBMi (Xk¯) the
ith Borel-Moore homology of Xk¯ (see Notation A.1.16 for our convention).
Proposition 3.1.10. (1) We have
dim Gr0λ•|µ• ≤
1
2
(
dim Grλ• + dim Grµ•
)
= 〈ρ, |λ•|+ |µ•|〉.
(2) There is a canonical isomorphism
HomP(Gr)
(
(mλ•)∗ ICλ• , (mµ•)∗ ICµ•
) ∼= CorrGr0λ•|µ• ((Grλ• , ICλ•), (Grµ• , ICµ•)).
Under the above isomorphism, the composition
(3.1.15) Hom
(
(mκ•)∗ ICκ• , (mλ•)∗ ICλ•
)⊗Hom((mλ•)∗ ICλ• , (mµ•)∗ ICµ• )
→ Hom((mκ•)∗ ICκ• , (mµ•)∗ ICµ• )
corresponds to
CorrGr0κ•|λ•
(
(Grκ• , IC), (Grλ• , IC)
)⊗ CorrGr0λ•|µ• ((Grλ• , IC), (Grµ• , IC))
→ CorrGr0κ•|µ•
(
(Grκ• , IC), (Grµ• , IC)
)
,
obtained by the pushforward of the composition of cohomological correspondences along the
perfectly proper morphism
Comp : Gr0κ•|λ• ×Grλ• Gr0λ•|µ• → Gr0κ•|µ• .
(3) There is a canonical isomorphism
HomP(Gr)
(
(mλ•)∗ ICλ• , (mµ•)∗ ICµ•
) ∼= HBM〈2ρ,|λ•|+|µ•|〉(Gr0λ•|µ•).
Proof. These facts are well-known. But due to the importance, we sketch the arguments here.
(1) By the semismallness, the fiber of mµ• over the point $
ν is ≤ 〈ρ, |µ•| − ν〉. It follows that
dim Gr0λ•|µ• ×Gr G˚rν ≤ 〈ρ, |λ•| − ν〉+ 〈ρ, |µ•| − ν〉+ dim G˚rν = 〈ρ, |λ•|+ |µ•|〉
for any ν. The dimension estimate of Gr0λ•|µ• then follows.
(2) We write the diagram
Gr0λ•|µ•
h←λ•

h→µ• // Grµ•
mµ•

Grλ•
mλ• // Gr.
Then by proper base change,
HomP(Gr)((mλ•)∗ IC, (mµ•)∗ IC) ∼= HomDbc(Grµ• )((mµ•)
∗(mλ•)∗ IC, IC)
∼= HomDbc(Grµ• )((h
→
µ•)∗(h
←
λ•)
∗ IC, IC)
∼= HomDbc(Gr0λ•|µ• )((h
←
λ•)
∗ IC, (h→µ•)
! IC)
= CorrGr0λ•|µ•
((Grλ• , IC), (Grµ• , IC)).
The last assertion of (2) follows from the definition of the composition of cohomological correspon-
dences (see Appendix A.2).
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(3) Let G˚rλ• ⊂ Grλ• (resp. G˚rµ• ⊂ Grµ•) denote the open subset formed by the twisted product
of the open Schubert cells, and let G˚r
0
λ•|µ• = (h
←
λ•)
−1(G˚rλ•) ∩ (h→µ•)−1(G˚rµ•). By restriction to the
above open subsets, we have
(3.1.16)
CorrGr0λ•|µ•
((Grλ• , IC), (Grµ• , IC))→ CorrG˚r0λ•|µ• ((G˚rλ• ,Q`[〈2ρ, |λ•|〉]), (G˚rµ• ,Q`[〈2ρ, |µ•|〉])).
Note that the latter space is canonically isomorphic to
HBM〈2ρ,|λ•|+|µ•|〉(G˚r
0
λ•|µ•) ∼= HBM〈2ρ,|λ•|+|µ•|〉(Gr0λ•|µ•),
where the isomorphism follows from Part (1). It remains to show that (3.1.16) is an isomorphism.
First, if λ• = λ is a single coweight, this is standard. For example, see [Zhu16+, Corollary 5.1.5]
for a proof. The general case can be reduced to the single coweight case as follows. Let u ∈
Hom(ICλ, (mλ•)∗ IC), considered as a cohomological correspondence by Part (2). Assume that its
restriction to G˚r
0
λ•|µ• is zero. Then it is easy to see that for every v ∈ HomP(Gr)((mλ•)∗ IC, (mµ•)∗ IC),
the composition u ◦ v, when regarded as a cohomological correspondence, becomes zero when re-
stricted to G˚r
0
λ|µ• . Therefore u ◦ v is zero by the single coweight case. This implies that u = 0.
Therefore, (3.1.16) is injective. On the other hand,
dim HomP(Gr)((mλ•)∗ IC, (mµ•)∗ IC) =
∑
λ
dim Hom(ICλ, (mλ•)∗ IC) dim Hom(ICλ, (mµ•)∗ IC)
and
dim HBM〈2ρ,|λ•|+|µ•|〉(Gr
0
λ•|µ•) =
∑
λ
dim HBM〈2ρ,λ+|λ•|〉(Gr
0
λ|λ•) dim H
BM
〈2ρ,λ+|µ•|〉(Gr
0
λ|µ•).
It follows by the single coweight case that the two spaces have the same dimension. Therefore,
(3.1.16) is an isomorphism. 
Definition 3.1.11. An irreducible component of Gr0λ•|µ• of dimension 〈ρ, |λ•| + |µ•|〉 is called a
Satake cycle. The set of Satake cycles in Gr0λ•|µ• is denoted by Sλ•|µ• . For a ∈ Sλ•|µ• , the cycle
labelled by a is denoted by Gr0,aλ•|µ• .
Remark 3.1.12. (1) Since Gr0λ•|µ• = Gr
0
µ•|λ• , Sλ•|µ• = Sµ•|λ• .
(2) In general, Gr0λ•|µ• is not equi-dimensional (see [Hai06]). So the union of Gr
0,a
λ•|µ• for all
a ∈ Sλ•|µ• need not be the whole Gr0λ•|µ• .
(3) Later, we will identify the vector space appearing in Part (2) with another vector space,
using the geometric Satake isomorphism, which justifies the name.
Now, let ν• and ξ• be two other (not necessarily non-empty) sequences of dominant coweights of
length a and b respectively. We define
(3.1.17) Gr0ν•;λ•|µ•;ξ• := Grν•×˜Gr0λ•|µ•×˜Grξ• .
This is a closed subscheme of Gr0(ν•,λ•,ξ•)|(ν•,µ•,ξ•), classifying those diagrams (3.1.13) that induce
Ei = E ′i, 0 ≤ i ≤ a, Et−j = E ′t−j , 0 ≤ j ≤ b,
or more explicitly, the diagrams
E ′a+b+s
··· ···
// · · · // E ′a+s+1 // E ′a+s // E ′a+s−1 // · · · // E ′a+1 // E ′a // E ′a−1
··· ···
// · · · // E ′0 E0
Ea+b+t // · · · // Ea+t+1 // Ea+t // Ea+t−1 // · · · // Ea+1 // Ea // Ea−1 // · · · // E0 E0,
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To finish this subsection, we prove the following lemma, which will only be used in §6.3. Recall
the notion of cohomologically smooth morphisms in Definition A.1.18.
Lemma 3.1.13. Assume that n is sufficiently large. Then gL+G(n) 7→ g−1L+G induces a coho-
mologically smooth morphism Gr
(n)
µ → Grµ∗.
Proof. Note that the fiber over each g is isomorphic to gL+Gg−1/L+G(n) ∼= L+G/g−1L+G(n)g,
which is a L+G-homogeneous space and therefore is perfectly smooth. This observation in fact
already implies that rev : G˚r
(n)
µ → G˚rµ∗ is perfectly smooth of relative dimension n dimG, where
G˚r
(n)
µ is the pre-image of the Schubert cell G˚r in Gr
(n)
µ . So the lemma holds if µ is minuscule.
If µ = µ∗ is quasi-minuscule, there is a canonical resolution G˜rµ → Grµ as from [Zhu17, Lemma
2.12] (note that Grµ was denoted by Gr≤µ there), with geometrically connected fibers.
Now, now let µ = µ1 + · · ·+µr, where each µi is minuscule or quasi-minuscule. Let G˜rµi = Grµi
if µi is minuscule. We can form the convolution product G˜rµ• := G˜rµ1×˜ · · · ×˜G˜rµr , which is a
resolution of Grµ. Write G˜rµ∗• := Grµ∗r ×˜ · · · ×˜Grµ∗1 . As in the proof of [Zhu17, Lemma 2.23,
Lemma 2.24], the base change of Gr
(n)
µ → Grµ∗ along this resolution is G˜r(n)µ• → G˜rµ∗• , which by
Lemma A.1.20 (1) is cohomological smooth. Therefore, by Lemma A.1.20 (2), Gr
(n)
µ → Grµ∗ is
cohomologically smooth.
Finally, Gr is the union of Schubert varieties Grµ with µ a sum of minuscules and quasi-
minuscules. Therefore, the lemma holds for all µ. 
Remark 3.1.14. We expect that the map Gr
(n)
µ → Grµ∗ is in fact perfectly smooth. This is the
case in equal characteristic, but we are not able to prove it in mixed characteristic.
3.2. Geometry of semi-infinite orbits. We also recall the geometry of semi-infinite orbits in
the affine Grassmannians and Mirkovic´-Vilonen cycles. We need to fix embeddings T ⊂ B ⊂ G.
3.2.1. Mirkovic´-Vilonen cycles. For λ a coweight of G, we use
Sλ = LU$
λL+G/L+G
to denote the semi-infinite LU -orbit on the affine Grassmannian.
Note that there is a natural projection
(3.2.1) piλ : LU // Sλ
u  // $λu,
realizing LU as an L+U -torsor over Sλ. In addition, Sλ = $
λS0 → Gr is a locally closed embedding,
as explained in [Zhu17, §2.2.1].
Recall the following basic result of Mirkovic´-Vilonen cycles.
Theorem 3.2.2. For λ and µ two coweights of G with µ dominant, every irreducible component
of the intersection Sλ ∩ Grµ is of dimension 〈ρ, λ + µ〉. In addition, the number of its irreducible
components equals to the dimension of the λ-weight space Vµ(λ) of the irreducible representation
Vµ of Gˆ of highest weight µ.
Proof. For the proof, see [GHKR06, Lemma 2.17.4, Proposition 5.4.2] when charF > 0 and [Zhu17,
Corollary 2.8] when charF = 0. See also [MV07, Theorem 3.2(a)] for the proof of the dimension
formula. 
Notation 3.2.3. Irreducible components of Sλ∩Grµ are often referred to as the Mirkovic´-Vilonen
cycles. We will denote by MVµ(λ) the set of irreducible components of Sλ ∩ Grµ, and for b ∈
MVµ(λ), write (Sλ ∩Grµ)b the irreducible component (a.k.a. MV cycle) labeled by b.
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The following are some additional facts about MV cycles.
Lemma 3.2.4. (1) The point $λ ∈ (Sλ ∩Grµ)b for every b ∈MVµ(λ).
(2) The variety (Sλ ∩Grµ)b is stable under the action of L+B.
(3) The set MVµ(λ) is independent of the choice of the Borel B up to canonical isomorphisms.
Proof. Recall that Sλ is the attractor for the Gm-action on Gr given by 2ρ : Gm → T → L+T .
(1) and (2) follow. For (3), let B1 and B2 be two Borel subgroups, and choose g ∈ G(OL)
such that gB1g
−1 = B2. For a chosen Borel subgroup B, we use SBλ and MV
B
µ (λ) denote the
corresponding semi-infinite orbit and set of MV cycles. Then the action of g induces an isomorphism
(SB1λ ∩Grµ) ∼= (SB2λ ∩Grµ) and therefore a bijection MVB1µ (λ) ∼= MVB2µ (λ). By (2), this bijection
is independent of the choice of g. 
3.2.5. Some explicit description of the MV cycles. Let us recall explicit descriptions of MV cycles
in some special cases.
(1) First, assume that G = PGL2. Let us identify X• with Z in the usual way (so that 1 ∈ Z
corresponds to the dominant cocharacter t 7→
(
t
1
)
). Then S` ∩Grm is non-empty if and
only if |`| ≤ m and 2 | m− `. In this case, there is a natural isomorphism
(3.2.2)
(A
`+m
2 )pf ' S` ∩Grm, (u `−m
2
, . . . , u`−1) 7→
1 ∑`−m
2
≤i≤`−1
[ui]$
i
1
($`
1
)
mod L+G.
In particular, S` ∩Grm is irreducible.
(2) Next, we assume that G is general, but µ is a minuscule or quasi-minuscule cocharacter
of G. Recall that a dominant coweight µ of G is called (quasi-)minuscule if all (non-zero)
weights of the irreducible representation Vµ of Gˆ are in a single orbit under the Weyl group.
Recall that if G is a simple group not of type A, then the unique quasi-minuscule (but
non-minuscule) coweight is the unique short dominant coroot. The following statements
summarize results of [NP01, §6-§7] and [Zhu17, §2.2.2].
If µ is a minuscule coweight of G, then Grµ = G˚rµ and Sλ∩Grµ is non-empty if and only
if λ = wµ for some w ∈W . In this case
(3.2.3) Sλ ∩Grµ = L+U$λL+G/L+G ∼= L+U$λL+U/L+U
is irreducible, and the projection (3.1.5) maps it isomorphically to (U¯wP¯µ/P¯µ)
pf .
Next, we consider the case when µ is quasi-minuscule. Then µ is a dominant coroot. Let
∆µ denote the set of simple coroots that lie in the W -orbits of µ. Then Grµ = G˚rµ unionsq Gr0
and Sλ ∩Grµ is non-empty if and only if λ ∈Wµ or λ = 0.
If λ = wµ, then
(3.2.4) Sλ ∩Grµ = L+U$λL+G/L+G ∼= L+U$λL+U/L+U
is irreducible, and the projection (3.1.5) maps Sλ ∩Grµ onto (U¯wP¯µ/P¯µ)pf . In addition,
• if λ = wµ  0 is a positive coroot, then Sλ ∩Grµ = pr−1µ (U¯wP¯µ/P¯µ)pf), and
• if λ = wµ ≺ 0 is a negative coroot, then prµ : Sλ ∩ Grµ → (U¯wP¯µ/P¯µ)pf is an
isomorphism.
If λ = 0, then
S0 ∩Grµ =
⋃
α∈∆µ
(S0 ∩Grµ)α,
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where (S0 ∩Grµ)α is an irreducible component of (S0 ∩Grµ) whose k¯-points can be written
as
(3.2.5) (S0 ∩Grµ)α = Gr0
⊔ (
pr−1µ
( ⊔
w∈W/Wµ,wµ−α
(U¯wP¯µ)
pf
)∖ ⊔
wµ−α
(Swµ ∩Grµ)
)
.
In this way, we establish a canonical bijection MVµ(0) ∼= ∆µ.
3.2.6. Convoluted product of MV cycles. Note that it makes sense to talk about convolutions of
semi-infinite orbits. Let λ• = (λ1, . . . , λn) be a sequence of coweights of G. One can define
Sλ• := Sλ1×˜Sλ2×˜ · · · ×˜Sλn ⊂ Gr×˜Gr×˜ · · · ×˜Gr.
The formula
(3.2.6) ($λ1x1, . . . , $
λnxn) 7→ ($λ1x1, $λ1+λ2($−λ2x1$λ2)x2, . . .)
with xi ∈ LU defines an isomorphism
(3.2.7) m˜ : Sλ•
∼=−−→ Sλ1 × Sλ1+λ2 × · · · × S|λ•|,
so that the following diagram is commutative
Sλ•
m˜ //

Sλ1 × Sλ1+λ2 × · · · × S|λ•|

Gr×˜Gr×˜ · · · ×˜Gr m˜ // Grn,
where m˜ on the convoluted affine Grassmannian is the product of the convolution map for the first
i factors.
Let µ• = (µ1, . . . , µn) be a sequence of dominant coweights. Note that each Sλi ∩Grµi is L+U -
invariant, so it also makes sense to convolve the L+U -varieties Sλ ∩ Grµ, and there is a canonical
identification
(3.2.8) (Sλ1 ∩Grµ1)×˜ · · · ×˜(Sλn ∩Grµn) ∼= Sλ• ∩Grµ• .
The set of irreducible components of (Sλ1 ∩Grµ1)×˜ · · · ×˜(Sλn ∩Grµn) is given by
∏
iMVµi(λi), and
for b• := (b1, . . . ,bn) ∈
∏
iMVµi(λi), the irreducible component labeled by b• is
(Sλ1 ∩Grµ1)b1×˜ · · · ×˜(Sλn ∩Grµn)bn .
Here is the relationship between MV cycles and Satake cycles.
Lemma 3.2.7. Let ν, µ, ν + λ be dominant coweights. There is a unique injective map
iMVν : S(ν,µ)|λ+ν →MVµ(λ),
such that for every a ∈ S(ν,µ)|λ+ν
(3.2.9) Gr0,a(ν,µ)|λ+ν ∩ Sν,λ = (Sν ∩Grν)×˜(Sλ ∩Grµ)i
MV
ν (a)
as subschemes of Gr×˜Gr.
In addition, this map is compatible with the bijection MVB1µ (λ) ∼= MVB2µ (λ) in Lemma 3.2.4, for
different choices of Borel subgroups.
Proof. To reduce the notation load, we denote Gr0,a(ν,µ)|λ+ν ∩ Sν,λ by Z in the proof.
Let pr1 : Gr×˜Gr → Gr denote the projection to the first factor and m : Gr×˜Gr → Gr the
convolution map. Then we have an isomorphism (pr1,m) : Gr×˜Gr ' Gr×Gr, given by
(3.2.10) (E2 β199K E1 β099K E0 = E0) 7−→ (E1 β199K E0 = E0), (E2 β0β199K E0 = E0).
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Note that by (3.2.7), Sν,λ∩ (Grν×Grλ+ν) = (Grν ∩Sν)× (Grλ+ν ∩Sλ+ν) may be viewed as an open
subspace of Grν × Grλ+ν . As Gr0,a(ν,µ)|λ+ν ⊂ Grν × Grλ+ν is closed, the intersection Z is an open
subset of Gr0,a(ν,µ)|λ+ν , and therefore is irreducible of dimension 〈ρ, λ+ µ+ 2ν〉 if the intersection is
non-empty.
On the other hand by (3.2.8), Z ⊂ (Grν ∩ Sν)×˜(Grµ ∩ Sλ), when regarded as subschemes in
Gr×˜Gr. It would then follow that if Z is nonempty, it is equal to an irreducible component of
(Sν ∩Grν)×˜(Sλ ∩Grµ), which must be of the form (Sν ∩Grν)×˜(Sλ ∩Grµ)iMVν (a) for some iMVν (a) ∈
MVµ(λ). This defines the desired map in the lemma, and it is clear that this map is compatible
with the bijection MVB1µ (λ) ∼= MVB2µ (λ) in Lemma 3.2.4, for different choices of Borel subgroups.
We shall show that m−1ν,µ($λ+ν) ∩ Z is non-empty, where mν,µ : Grν×˜Grµ → Gr is the convo-
lution map. First note by the definition of Gr0,a(ν,µ)|λ+ν , m
−1
ν,µ($
λ+ν) ∩ Gr0,a(ν,µ)|λ+ν is a (non-empty
irreducible) variety of dimension 〈ρ, µ− λ〉. Since Grν = unionsqν′ν(Sν′ ∩Grν), it suffices to show that,
for ν ′ ≺ ν, the intersection
(3.2.11) (pr1)
−1(Sν′ ∩Grν) ∩m−1ν,µ($λ+ν)
has dimension < 〈ρ, µ− λ〉.
Note thatm−1ν,µ($λ+ν) classifies sequence of modifications (3.2.10) such that Inv(β0)  ν, Inv(β1) 
µ and the composition β1 ◦ β0 = $λ+ν if E2 is properly trivialized. Rearranging the maps gives
E1
β−11
**
β0
// E0
$−λ−ν
// E2.
So m−1ν,µ($λ+ν) ∼= Grµ∗ ∩$−λ−νGrν , and under this isomorphism,
(3.2.11) ∼= Grµ∗ ∩$−λ−ν(Sν′ ∩Grν) ⊆ Grµ∗ ∩ S−λ−ν+ν′
is of dimension < 〈ρ, µ− λ〉. This concludes the proof of the lemma. 
More generally
Lemma 3.2.8. Let µ1, µ2, µ be dominant. There is a natural injective map
S(µ1,µ2)|µ ×MVµ →MVµ1 ×MVµ2 .
Proof. Consider mµ1,µ2 : Grµ1,µ2 → Gr. Let a ∈ MVµ(λ) and (Sλ ∩ Grµ)a the corresponding
irreducible component. Let b ∈ S(µ1,µ2)|µ. As Gr0,b(µ1,µ2)|µ|G˚rµ → G˚rµ is a fibration with (non-
canonically) isomorphic fibers of dimension 〈ρ, µ1 + µ2 − µ〉, we see that C := m−1µ1,µ2(Sλ ∩Grµ)a ∩
Gr0,b(µ1,µ2)|µ|G˚rµ is irreducible of dimension 〈ρ, µ1 + µ2 + λ〉. On the other hand, by (3.2.8) and
Theorem 3.2.2, every irreducible component of m−1µ1,µ2(Sλ)∩Grµ1,µ2 is of dimension 〈ρ, µ1 +µ2 +λ〉,
and is of the form (Sν1 ∩Grµ1)c1×˜(Sν2 ∩Grµ2)c2 for unique ci ∈MVµi(νi). Therefore, C is an open
subset of exactly one of such an irreducible components. We thus construct the desired map given
by (a,b) 7→ (c1, c2). It is clear that this is an injective map 
Remark 3.2.9. (1) It is easy to see from the proof that under the above map, the image of
S(µ1,µ2)|µ×MVµ(µ) is contained in MVµ1(µ1)×MVµ2(µ−µ1). Therefore, it recovers the map from
Lemma 3.2.7.
(2) As we shall see from the proof of Proposition 3.3.17 below, this map is in fact a bijection.
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3.2.10. Relation with Levi subgroups. Now let M ⊂ G be a standard Levi subgroup, with the set of
simple roots ∆M ⊂ ∆. Let UM ⊂ U be the unipotent radical of the parabolic subgroup PM = MB.
Then U/UM is isomorphic to the unipotent radical UM of the Borel subgroup BM = M ∩ B. If
∆M = {αi} is a simple root (in which case we call M the standard Levi corresponding to αi), then
UM ∼= Uαi . Recall that T is a common maximal torus of M and G, so semi-infinite orbits on GrM
(with respect to UM ) are also parameterized by X•(T ). Let SM,λ be a semi-infinite orbit of GrM
corresponding to λ. Then there is a natural projection
θM : Sλ → SM,λ, $λLU/L+U → $λLUM/L+UM .
3.3. Crystal structures on the set of MV cycles. In this subsection, we endow a Gˆ-crystal
structure on the set of MV cycles via the Littelmann paths.12 The main result we need for later
application is Proposition 3.3.20.
The Gˆ-crystal structure on MVµ was first discovered by Braverman and Gaitsgory [BrGai01],
using the geometric Satake equivalence. Our approach is different, and closely follows [NP01]. The
connection between Littelmann paths (or some variants) and MV cycles has also been extensively
studied in literature (e.g. see [GL05, GL12, BaGau08]). In fact, some of the following results are
contained or can be easily deduced from the above mentioned references (we thank J. Kamnitzer
to point out this). However, as our proof of Proposition 3.3.20 makes use of the construction of the
Gˆ-crystal structure on MVµ, we decide to make the exposition self-contained.
We start by recalling the definition of Gˆ-crystals.
Definition 3.3.1. Recall that ∆ (resp. ∆∨) denotes the set of simple roots (resp. simple coroots)
of G.
(1) A (normal) Gˆ-crystal13 is a finite set B, equipped with a map wt : B → X•(T ),14 and
operators eα, fα : B→ B ∪ {0} for each α ∈ ∆, such that
(a) for every b ∈ B, either eαb = 0 or wt(eαb) = wt(b) + α∨, and either fαb = 0 or
wt(fαb) = wt(b)− α∨,
(b) for all b,b′ ∈ B one has b′ = eα · b if and only if b = fα · b′, and
(c) if εα, φα : B→ Z, α ∈ ∆ are the maps defined by
εα(b) = max{n | enαb 6= 0} and φα(b) = max{n | fnαb 6= 0},
then we require φα(b)− εα(b) = 〈α,wt(b)〉.
For λ ∈ X•(T ), we use B(λ) to denote the set of elements with weight λ for Gˆ, called the
weight space with weight λ for Gˆ.
(2) Let B1 and B2 be two Gˆ-crystals, a morphism ψ : B1 → B2 is a map of the underlying sets
compatible with wt, eα, and fα (whenever it makes sense).
(3) A Gˆ-crystal B is called a highest weight crystal of highest weight λ of Gˆ if there exists b ∈ B,
satisfying eαb = 0 for all α, wt(b) = λ, and B is generated from b by operators fα (for all
α ∈ ∆). In this case, such b is unique and is denoted by bλ.
(4) Let B be a Gˆ-crystal. The dual Gˆ-crystal has underlying set b∗ for each b ∈ B (setting
0∗ = 0), whose maps are given by
wt(b∗) = −wt(b), eα(b∗) = (fαb)∗, and fα(b∗) = (eαb)∗.
12Unfortunately, in later section of the paper, the terminology G-crystal will appear with a completely different
meaning. Namely, it will be crystals in the sense of Grothendieck. The use of Gˆ-crystal will be confined in this and
the next section. We hope no confusion will arise.
13We will not discuss non-normal crystals in this paper.
14In this section, since we chose to work with Gˆ-crystals, the target of the weight map is the weight lattice of Gˆ
which is the same as the coweight lattice of G. We shall try to make clear the distinction of weights of G and Gˆ.
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(5) Let B1 and B2 be two Gˆ-crystals. The tensor product B1 ⊗B2 is the Gˆ-crystal with under-
lying set B1 × B2, and wt(b1 ⊗ b2) = wt(b1) + wt(b2). Following [Ka91] and [Jo95], the
operators eα and fα are defined by
eα(b1 ⊗ b2) =
{
eαb1 ⊗ b2 if φα(b1) ≥ εα(b2)
b1 ⊗ eαb2 otherwise,
fα(b1 ⊗ b2) =
{
fαb1 ⊗ b2 if φα(b1) > εα(b2)
b1 ⊗ fαb2 otherwise.
We have
εα(b1 ⊗ b2) = max{εα(b1), εα(b2)− 〈α,wt(b1)〉} and(3.3.1)
φα(b1 ⊗ b2) = max{φα(b2), φα(b1) + 〈α,wt(b2)〉}.
Taking tensor product of Gˆ-crystals is associative, making the category of Gˆ-crystals a
monoidal category.
(6) A family of highest weight Gˆ-crystals {Bλ|λ ∈ X•(T )+} is called closed if for every λ, µ,
there is a map of Gˆ-crystals Bλ+µ → Bλ⊗Bµ sending bλ+µ to bλ⊗bµ. Given such a family,
and a sequence of dominant weights µ• of G, we put Bµ• = Bµ1 ⊗ · · · ⊗ Bµn .
Recall the following theorem of Joseph ([Jo95]).
Theorem 3.3.2 (Joseph). Assume that Gˆ is simply-connected. Then there is a unique (up to
unique isomorphism) family of closed highest weight Gˆ-crystals.
In general, passing to the adjoint group induces a map pr : X•(T )→ X•(Tad), and Gˆad is simply-
connected. Let Bµ = Bpr(µ). Then {Bµ} defines a family of closed highest weight Gˆ-crystals.
3.3.3. Weight subsets as homomorphisms for Gˆ-crystals. Let {Bλ} be the family of a closed highest
weight Gˆ-crystals as constructed above. Let λ ∈ X•(T ) be a weight of Gˆ. If ν ∈ X•(T )+ is a
dominant weight of Gˆ such that λ+ ν is also dominant, we have a natural map
(3.3.2) iBν : Hom(Bλ+ν ,Bν ⊗ B)→ B(λ),
such that b = iBν (ψ) is the unique element in B satisfying ψ(bλ+ν) = bν⊗b. (Note that eα(bλ+ν) =
0 for all α ∈ ∆ forces ψ(bλ+ν) to take such form.) For b ∈ B(λ), it is straightforward to check
from the definition that
b ∈ ImiBν if and only if φα(bν+λ) = φα(bν ⊗ b) for all α ∈ ∆,(3.3.3)
if and only if φα(b) ≤ φα(b)− εα(b) + φα(bν) for all α ∈ ∆,
if and only if 〈α, ν〉 ≥ εα(b) for all α ∈ ∆.
3.3.4. Littelmann path and Gˆ-crystals. Given Gˆ, there are several ways to construct a family of
closed highest weight Gˆ-crystals (although such family is unique up to a unique isomorphism if Gˆ
is simply-connected, by Theorem 3.3.2). Here we recall one construction using Littelmann paths.
This construction is easily related to the set of MV cycles. Our presentation follows [NP01]15. Let
Min ⊂ X•(Tˆ )+ \ {0} = X•(T )+ \ {0}
be the set of minimal elements with respect to the Bruhat order. If the group G is simple of type
A, Min is the set of minuscule weights of Gˆ. In general, it is the union of minuscule weights and
the quasi-minuscule weights of Gˆ.
15Littelmann himself considers more general paths, e.g. what he called LS paths.
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Definition 3.3.5. Let γi : [0, 1] → X•(Tˆ ) ⊗ R, i = 1, 2 be two piecewise linear maps. The
concatenation of γ1 and γ2, denoted by γ1 ∗ γ2 is the map given by
(γ1 ∗ γ2)(t) =
{
γ1(2t) 0 ≤ t ≤ 1/2,
γ1(1) + γ2(2t− 1) 1/2 ≤ t ≤ 1.
Two piecewise linear maps γ1, γ2 : [0, 1]→ X•(Tˆ )⊗R are called reparametrizations of each other
if there exists a strictly increasing piecewise linear function r : [0, 1] → [0, 1] such that r(0) = 0,
r(1) = 1, and γ1(t) = γ2(r(t)).
Definition 3.3.6. We say a piecewise linear map γ : [0, 1]→ X•(Tˆ )⊗R an elementary Littelmann
path if it is one of the following forms:
(1) γ(t) = γν(t) := tν, where ν ∈Wµ for some µ ∈ Min;
(2) γ(t) = 2γα(t) :=
{ −tα∨ 0 ≤ t ≤ 1/2,
(t− 1)α∨ 1/2 ≤ t ≤ 1, where α is a simple root such that α
∨ ∈ Wµ
for some µ ∈ Min.
A piecewise linear map γ : [0, 1]→ X•(Tˆ )⊗R is a called a Littelmann path if after reparametriza-
tion, it is of the form γ = γ1 ∗ γ2 ∗ · · · ∗ γm, where γi are elementary Littelmann paths. The set of
Littelmann paths up to reparametrization is denoted by Π.
A dominant Littelmann path is a Littelmann path γ completely lying in the closure of the
dominant Weyl chamber.
Definition 3.3.7. To a Littelmann path γ, we attach a sequence T (γ) = µ• = (µ1, . . . , µm) ⊂ Min
as follows: If γ is an elementary Littelmann path of type (1), let T (γ) = µ ∈ Min such that
γ(1) ∈Wµ, if γ is of the type (2), let T (γ) = µ ∈ Min such that −2γ(1/2) ∈Wµ. If γ = γ1∗· · ·∗γm,
let T (γ) = (T (γ1), . . . , T (γm)). It is easy to see that T (γ) is well-defined. We denote m by `(γ),
and call it the length of the Littelmann path γ.
Recall that in [Lit95], Littelmann defined root operators on ZΠ, the free Z-module generated by
Π.16 We recall its definition. Let α be a simple root of G, so the corresponding α∨ is a simple root
of Gˆ. We now define the two root operators eα, fα : ZΠ→ ZΠ associated to α, starting with eα.
Let γ = γ1 ∗ · · · ∗ γm, with γi elementary. After reparametrization, we can assume that γi(t) =
γ( i−1+tm )− γ( i−1m ). Let mα = mint∈[0,1]{〈α, γ(t)〉}. If mα > −1, let eαγ = 0. If mα ≤ −1, let t1 be
minimal among t such that 〈α, γ(t)〉 = mα. Then there are three possibilities.
(i) If t1 =
i
m for some i, and in addition, 〈α, γ( i−1m )〉 = mα + 1, we define
eα(γ) = γ1 ∗ γ2 ∗ · · · ∗ γi−1 ∗ sα∨(γi) ∗ γi+1 ∗ · · · ∗ γm,
where sα∨ is the simple reflect on X•(Tˆ ) given by α∨.
(ii) If t1 =
i
m is some i but 〈α, γ( i−1m )〉 = mα + 2 (in particular α∨ is a simple root of Gˆ that can
be conjugated into Min under W , and γi(t) = γ−α(t)), we define
eα(γ) = γ1 ∗ γ2 ∗ · · · ∗ γi−1 ∗ 2γα(t) ∗ γi+1 ∗ · · · ∗ γm,
(iii) If t1 =
2i−1
2m for some i (in particular α
∨ is a simple root of Gˆ that can be conjugated into
Min under W , and γi(t) =
2γα(t)), we define
eα(γ) = γ1 ∗ γ2 ∗ · · · ∗ γi−1 ∗ γα(t) ∗ γi+1 ∗ · · · ∗ γm,
The root operator fα can be defined in a similar way, but we prefer to give another short
definition.
Definition 3.3.8. Let γ : [0, 1]→ X•(Tˆ )⊗ R be a piecewise linear map. We define its dual γ∗ as
γ∗(t) = γ(1− t)− γ(1).
16In fact, Littelmann defined such operators on the free Z-modules generated by the set of more general paths.
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Then it is clear that the dual of a Littelmann path is a Littelmann path. Indeed, γ∗ν(t) = γ−ν(t)
and 2γ∗α(t) = 2γα(t). We define fαγ = (eαγ∗)∗.
Here are some simple properties of the root operators ([Lit95, §2]).
Lemma 3.3.9. Let γ ∈ Π.
(1) If eα(γ) 6= 0, then eα(γ)(1) = γ(1) + α∨ and T (eα(γ)) = T (γ). In addition, fαeα(γ) = γ.
Similar statements hold for fα.
(2) The path γ is dominant if and only if eα(γ) = 0 for all α.
Now let γ be a dominant Littelmann path, with γ(1) = µ (not necessarily in Min). Let Bγ denote
the set of all Littelmann paths obtained by applying root operators to γ. Recall that in [Lit95],
Littelmann proved the following isomorphism theorem.
Theorem 3.3.10 (Littelmann). Let γ1 and γ2 be two dominant Littelmann paths satisfying γ1(1) =
γ2(1). Then the assignment γ1 → γ2 extends to a unique isomorphism iγ1,γ2 : Bγ1 → Bγ2 compatible
with the action of root operators.
As a result, for every dominant weight µ of Gˆ, one can canonically define a set Bµ := Bγ for any
dominant Littelmann path γ satisfying γ(1) = µ. The following theorem can be found in [Jo95].
Theorem 3.3.11. The collection {Bµ} defined as above together with the root operators form a
closed family of highest weight Gˆ-crystals.
Next, we relate the Littelmann paths with the MV cycles.
Proposition 3.3.12. Given a sequence of dominant weights {µ•} ⊂ Min of Gˆ and λ ∈ X•(Tˆ ),
there is a canonical bijection between
{γ ∈ Π | γ(1) = λ, T (γ) = µ•} ↔ {Irreducible components of m−1µ• (Sλ) ∩Grµ•}.
Proof. Recall that
m−1µ• (Sλ) ∩Grµ• =
⊔
ν•,|ν•|=λ
Sν• ∩Grµ• ,
Sν• ∩Grµ• = (Sν1 ∩Grµ1)×˜ · · · ×˜(Sνn ∩Grµn).
By (3.2.3), (3.2.4), and (3.2.5), we have
• if νi ∈Wµi, Sνi ∩Grµi is irreducible;
• if νi = 0, and µi is quasi-minuscule, then the irreducible components of S0∩Grµi canonically
one-to-one correspond to ∆µi , given by (S0 ∩Grµi)α ↔ α; and
• if νi is not of the above forms, then Sνi ∩Grµi is empty.
Therefore, given an irreducible component of m−1µ• (Sλ) ∩ Grµ• , we construct a Littelmann path
γ = γ1 ∗ · · · ∗ γn, where
• γi(t) = γνi(t) if νi 6= 0;
• γi(t) = 2γαi(t) if νi = 0 and (S0 ∩ Grµi)αi with αi ∈ ∆µi appears as a factor in the above
factorization of the irreducible component.
It is clear how to construct the inverse map, so we get the bijection as in the proposition. 
For γ a Littelmann path with λ = γ(1) and T (γ) = µ•, let
Sγ := (m
−1
µ• (Sλ) ∩Grµ•)γ
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denote the corresponding irreducible component. The following result is proved in [NP01, Lemma
9.5] in the equal characteristic situation. But the proof works for the mixed characteristic situation
as well.17
Proposition 3.3.13. Assume that λ is dominant and γ(1) = λ. Then Sγ ⊂ m−1µ• (Grλ) if and only
if γ is dominant.
Here is the relation between root operators and MV cycles.
Lemma 3.3.14. Let γ ∈ Π and assume that eα(γ) 6= 0. Then Sγ is contained in the closure of
Seα(γ).
Proof. It is enough to verify this for an elementary Littelmann path. But this is clear by the
description of MV cycles in terms of minuscule and quasi-minuscule Schubert varieties given in
(3.2.3), (3.2.4), and (3.2.5). 
Proposition 3.3.15. Let γ be a dominant Littelmann path and γ(1) = µ. Let Bγ(λ) = {δ ∈ Bγ |
δ(1) = λ}. There is a canonical bijection
φγ : Bγ(λ) ∼= MVµ(λ),
which is compatible with Littelmann’s isomorphism theorem (Theorem 3.3.10), i.e., if γ1 and γ2 are
two dominant Littelmann paths with γ1(1) = γ2(1) = µ, then φγ2iγ1,γ2 = φγ1.
Proof. We first construct the bijection as follows. Let µ• = T (γ). By Proposition 3.3.13, Sγ ⊂
m−1µ• (Grµ). Therefore for any δ ∈ Bγ , Sδ ⊂ m−1µ• (Grµ) by Lemma 3.3.14. In other words,
mµ•(Sδ) ⊂ Sδ(1) ∩Grµ.
We claim that the closure mµ•(Sδ) is of dimension 〈ρ, δ(1) + µ〉 and therefore is the closure of an
irreducible component of Sδ(1) ∩ Grµ. Indeed, if eα(δ) 6= 0, then mµ•(Sδ) ⊂ mµ•(S¯eα(δ)) Lemma
3.3.14. But since mµ•(Seα(δ)) ⊂ Seα(δ)(1) = Sδ(1)+α does not intersect with mµ•(Sδ) ⊂ Sδ(1), we see
that dimmµ•(S¯eα(δ)) ≥ dimmµ•(Sδ) + 1. But dimSγ = 〈2ρ, µ〉 and dimSw0(γ) = 0, and for each
δ ∈ Bγ , there is a sequence of root operators in {eα} sending δ to γ and a sequence of root operators
in {fα} sending δ to w0(γ). The sum of the lengths of these two sequences is always 〈2ρ, µ〉. This
proves the claim.
The claim gives a well-defined map
φγ : Bγ(λ)→MVµ(λ), δ 7→ mµ•(Sδ) ∩ Sλ.
The next claim is that this map is injective. Then φγ is bijective because the two sets have the
same cardinality: namely by [Lit95, Theorem 9.1] and Theorem 3.2.2, the cardinality of both sets
is dimVµ(λ).
Note that the closure of Sγ is exactly an irreducible component of m
−1
µ•Grµ, of dimension 〈ρ, µ+
|µ•|〉. In other words, there is a ∈ Sµ•|µ such that Gr0,aµ•|µ is the closure of Sγ . We consider
mµ• : Gr
0,a
µ•|µ|G˚rµ → G˚rµ,
which is a fibration, with fibers (non-canonically) isomorphic of each other, of dimension 〈ρ, |µ•|−µ〉.
Now because the generic fibers of mµ• : Sδ → mµ•(Sδ) is of dimension 〈ρ, |µ•| −µ〉, Sδ ∩Gr0,aµ•|µ|G˚rµ
is dense in m−1µ• (mµ•(Sδ) ∩ G˚rµ), by dimension reasons. This shows that if δ 6= δ′, mµ•(Sδ) ∩ G˚rµ
17There is one subtlety that needs one’s attention: In the mixed characteristic situation, one cannot use the affine
root group such as Uαi,−1 in loc. cit.. However, in the argument one can replace affine root group such as Uαi,−1 by
the “compact open” subgroup Uαi,≥−1 =
∏
j≥−1 Uαi,j , which is defined in the mixed characteristic case.
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and mµ•(Sδ′) ∩ G˚rµ can only intersect at a subset of strict smaller dimension. Therefore φγ is an
injection.
Next, we show that the bijection φγ is compatible with the Littelmann’s isomorphism theorem.
Let us denote the irreducible component of (Sλ ∩ Grµ) corresponding to φγ(δ) ∈ MVµ(λ) by
(Sλ ∩Grµ)δ instead of (Sλ ∩Grµ)φγ(δ) for simplicity in the sequel.
Given µ ∈ X+• , let `(µ) denote the minimal length among all dominant Littelmann paths γ with
γ(1) = µ. We prove the compatibility by induction on `(µ). If `(µ) = 0. There is nothing to prove.
If `(µ) = 1, let γ be an elementary Littelmann path with γ(1) = µ, and γ′ be another dominant
Littelmann path with γ′(1) = µ. Let δ ∈ Bγ(λ) and δ′ = iγ,γ′(δ) ∈ Bγ′(λ). Let µ• = T (γ′). If µ is
minuscule or quasi-minuscule and λ = wµ, then as each Swµ ∩ Grµ is irreducible, the proposition
is true in this case. Therefore, we assume that µ is quasi-minuscule, and λ = 0. By definition, the
path 2γα ∈ Bγ(0) corresponds to the irreducible component (S0 ∩Gr≤µ)α.
Let δα ∈ Bγ′ be (the unique) path such that δα(1) = α is a simple coroot (which is conjugate to
µ under W ), then mµ• : Sδα → Sα ∩ Grµ is dominant. Under Littelmann’s isomorphism theorem
fα(δα) maps to the path
2γα ∈ Bγ . Therefore, we need to show that the map mµ• : Grµ• → Gr|µ•|
restricts to a dominant map
mµ• : Sfα(δα) → (S0 ∩Grµ)α.
Note that mµ• maps Sf2α(δα) to (S−α ∩ Grµ), which should be in the closure mµ•(Sfα(δα)). But
(S0 ∩ Grµ)α is the unique irreducible component whose closure contains (S−α ∩ Grµ). Therefore,
the compatibility holds in this case.
Now we assume that the case `(µ) ≤ m has been proved. Let µ be dominant and `(µ) = m.
Let γ = γ1 ∗ · · · ∗ γm be a dominant Littelmann path of length m such that γ(1) = µ. Write
µ• = (µ1, . . . , µm) = T (γ). We can write γ as the concatenation of the path γ<m ∗ γm, where
γ<m = γ1 ∗ · · · ∗ γm−1. Let δ ∈ Bγ and we also write δ = δ<m ∗ δm, where δm is an elementary
Littelmann path. Then it is easy to show that δ<m−1 ∈ Bγ<m .
Let γ′ be another dominant Littelmann path with γ′(1) = µ. We first assume that γ′ is of the
form
γ′ = γ′<m ∗ γm.
Let δ′ ∈ Bγ′ be the path corresponding to δ under Littelmann’s isomorphism and similarly let
δ′<m ∈ Bγ′<m be the the path corresponding to δ<m Then it is easy to see that δ′ = δ′<m ∗ δm.
Now, let µ<m = γ<m(1) and λ<m = δ<m(1), and consider
Grµ<m×˜Grµm → Grµ<m+µm .
By induction, mµ•(Sδ<m) = mµ•(Sδ′<m) ⊂ Grµ<m ∩ S¯λ<m . Then it is immediate to see that the
bijections φγ and φγ′ are compatible with Littelmann’s isomorphism theorem.
Now let γ′ be a general dominant Littelmann path with γ′(1) = µ. We can consider
γ′′ = γ′ ∗ γ∗m ∗ γm.
We reduce to show that the bijections φγ′ and φγ′′ are compatible with Littelmann’s isomorphism
theorem. But note that the isomorphism theorem in this case is given by iγ′,γ′′(δ) = δ ∗ w0(γ∗m) ∗
w0(γm) ∈ Bγ′′ , where w0 is the longest element in the Weyl group W , which acts on Π via the
construction of [Lit95, §8]. It is easy to the compatibility between φγ′ and φγ′′ as well. 
Remark 3.3.16. There is a multi-coweights version of Proposition 3.3.15, which generalizes Propo-
sition 3.3.12. Let µ• be a sequence of dominant coweights, and γ• a sequence of dominant Littelmann
paths with γi(1) = µi. Let
Bγ•(λ) = {δ = δ1 ∗ · · · ∗ δn | δ(1) = λ, δi ∈ Bγi},
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and
MVµ•(λ) =
⊔
∑
λi=λ
(∏
i
MVµi(λi)
)
.
Note that if γ′• be another set of dominant paths with γ′i(1) = µi. Then Littelmann’s isomorphism
(Theorem 3.3.10) induces iγ•,γ′• : Bγ•(λ) ∼= Bγ′•(λ). Now, there is a canonical bijection
φγ• : Bγ•(λ)↔MVµ•(λ).
such that φγ′•iγ•,γ′• = φγ• . Namely, the irreducible component of m
−1
µ• (Sλ) corresponding to δ1 ∗
· · · ∗ δn is (Sδ1(1) ∩Grµ1)δ1×˜ · · · ×˜(Sδn(1) ∩Grµn)δn .
Let γ• and be a sequence dominant Littelmann paths with γi(1) = µi. We denote
Sγ•|µ = {δ = γ1 ∗ δ2 ∗ · · · ∗ δn | δ(1) = µ, δi ∈ Bγi , γ1 ∗ δ2 ∗ · · · ∗ δj dominant, j = 2, . . . , n}
Littelmann’s decomposition formula says that
Bγ1,γ2 =
⊔
µ
⊔
γ∈S(γ1,γ2)|µ
Bγ .
Proposition 3.3.17. There is a canonical bijection
S(γ1,γ2)|µ ∼= S(µ1,µ2)|µ,
that induces the following diagram is commutative
S(γ1,γ2)|µ −−−−→ S(µ1,µ2)|µy y
Bγ2(µ− µ1)
φγ2−−−−→ MVµ2(µ− µ1)
where the left vertical arrow is the obvious one, and the right vertical arrow is from Lemma 3.2.7.
Proof. We first construct a more general map Sγ•|µ → Sµ•|µ for a sequence of dominant Littelmann
path, where µi = γi(1). By Proposition 3.3.13, for γ1 ∗ δ2 ∗ · · · ∗ δn ∈ Sγ•|µ,
(Sµ1 ∩Grµ1)×˜(Sδ2(1) ∩Grµ2)δ2×˜ · · · ×˜(Sδn(1) ∩Grµn)δn ⊂ m−1µ• (Grµ)
(note that Sµ1 ∩Grµ1 = (Sµ1 ∩Grµ1)γ1). As (Sµ1 ∩Grµ1)×˜(Sδ2(1) ∩Grµ2)δ2×˜ · · · ×˜(Sδn(1) ∩Grµn)δn
is irreducible of dimension 〈ρ, |µ•| + µ〉, it is an open subset of one irreducible component of
Gr0µ•|µ. This defines the required map. This map is clearly an injection. In addition, in the case
γ• = (γ1, γ2), the diagram is commutative follows directly from the construction here and in Lemma
3.2.7. It remains to show that this map is a bijection.
Note that from the construction, the following diagram is also commutative⊔
µ
⊔
γ∈S(γ1,γ2)|µ Bγ −−−−→ Bγ1,γ2
φγ
y yφ(γ1,γ2)⊔
µ S(µ1,µ2)|µ ×MVµ −−−−→ MVµ1,µ2 ,
where the bottom map is from Lemma 3.2.8, which is injective. The top and the right vertical arrows
are bijections. It follows that the left vertical arrow and the bottom arrows are also bijective. It in
particular implies that each map S(γ1,γ2)|µ → S(µ1,µ2)|µ is a bijection for every µ. 
Putting things together, we have proved the following theorem.
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Theorem 3.3.18 (Braverman-Gaitsgory). The collection {MVµ} for all µ form a closed family of
Gˆ-crystals.18
3.3.19. The main result we need in §4.4 is as follows. We recall that LGa admits a filtration by
closed subgroups L+G(n)a , where L+G(n)a (R) = $nWO(R). In particular, L+G
(0)
a = L+Ga. If Uα
is a root subgroup of G, then by choosing xα : Ga ' Uα over O and transport of structures, we
obtain a filtration LUα = ∪n∈ZL+U (n)α , which is independent of the choice of the isomorphism xα.
Proposition 3.3.20. For each simple root α, let Mα denote the standard Levi with roots {±α}.
Then the map ∏
θMα : Sλ →
∏
i
SMα,λ
defined in §3.2.10 induces a dominant map
(Sλ ∩Grµ)b →
∏
α
SMα,λ ∩GrMα,λ+εα(b)α∨ ,
and its fibers are geometrically connected.
Remark 3.3.21. Note that this proposition refines [BrGai01, Corollary 3.1].
Proof. First, we assume that µ is minuscule. Then b ∈MVµ(wµ) for some w ∈W . In this case,
εα(b) = max{0,−〈wµ, α〉}, φα(b) = max{0, 〈wµ, α〉}.
Then the proposition follows from (3.2.3).
Next, we assume that µ is quasi-minuscule. There are two cases.
• If b ∈MVµ(wµ) for some w ∈W , then still
εα(b) = max{0,−〈wµ, α〉}, φα(b) = max{0, 〈wµ, α〉},
and the proposition follows from (3.2.4).
• If b ∈MVµ(0) corresponding to α ∈ ∆µ under the canonical bijection MVµ(0) ∼= ∆µ, then
εα(b) = φα(b) = 1, εβ(b) = φβ(b) = 0, β 6= α.
But it follows from (3.2.5) that (S0 ∩ Grµ)α maps surjectively onto (SMα,0 ∩ GrMα,α∨) ×∏
β 6=α(SMβ ,0 ∩GrMβ ,0), with geometrically connected fibers.
In general, (Sλ ∩Grµ)b is dominated by
(Sλ1 ∩Grµ1)b1×˜(Sλ2 ∩Grµ2)b2×˜ · · · ×˜(Sλn ∩Grµn)bn → (Sλ ∩Grµ)b,
for some sequence of minimal elements (µ1, . . . , µn) ⊂ Min, some sequence of weights λ1, . . . , λn,
and some elements bj ∈MVµj (λj) such that λ =
∑
λj , and b = b1 ⊗ · · · ⊗ bn.
Consider the commutative diagram
(3.3.4)
(Sλ1 ∩Grµ1)b1×˜(Sλ2 ∩Grµ2)b2×˜ · · · ×˜(Sλn ∩Grµn)bn

// (Sλ ∩Grµ)b
∏
α
(SMα,λ1 ∩GrMα,λ1+εα(b1)α∨)×˜ · · · ×˜(SMα,λn ∩GrMα,λn+εα(bn)α∨) //
∏
α
SMα,λ ∩GrMα,λ+εα(b)α∨ .
18A priori, the Gˆ-crystal structures on MVµ constructed in this way might be different from the one given in
[BrGai01]. But it follows from [BaGau08] that they are the same.
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Using the minuscule and quasi-minuscule cases discussed above, the left vertical arrow is dominant
and has geometric connected fibers. Therefore, it is enough to show that for every α ∈ ∆, the α-
factor of the bottom horizontal map of (3.3.4) is surjective and has geometrically connected fibers.
Indeed, the fibers of this map are all affine spaces, so they are geometrically connected.
We now prove the surjectivity. By (3.3.1),
εα(b1 ⊗ · · · ⊗ bn) = max
j
{εα(bj)− 〈λ1 + · · ·+ λj−1, α〉}.
Therefore, the union of the intervals⋃
j
[− εα(bj) + 〈λ1 + · · ·+ λj−1, α〉, 〈λ1 + · · ·+ λj , α〉 − 1]
contains [−εα(b), 〈λ, α〉 − 1] ∩ Z. Now we conclude by using the description of S` ∩ GrPGL2,m in
(3.2.2). 
3.4. The geometric Satake.
3.4.1. The geometric Satake. The following theorem of geometric Satake will play the central role
in our construction. When charF > 0, this is a result of Lusztig, Drinfeld, Ginzburg, Mirkovic´-
Vilonen (see [MV07]) and when charF = 0, this is the main theorem of [Zhu17]. Let PL+G⊗k¯(Gr⊗k¯)
be the Satake category: the category of L+G ⊗ k¯-equivariant Q`-coefficients perverse sheaves on
Gr⊗ k¯. Let us recall the definition of this category in some detail, since similar constructions will
repeatedly appear in §5.1.7 and §5.3.10.
We first recall that pi0(Gr⊗ k¯) is canonically isomorphic to pi1(G). Consider the decomposition
Gr⊗k¯ = unionsqζ∈pi1(G)Grζ into connected components. For ν ∈ X•(T ), if its image under X•(T )→ pi1(G)
is ζ, we write ν ∈ ζ. Then
Grζ = lim−→
µ∈ζ
Grµ,
where iµ,µ′ : Grµ → Grµ′ is a closed embedding if µ  µ′. Recall that if m is µ-large, the action of
L+G on Grµ factors through the action L
mG (see Lemma 3.1.7). Note that if m′ ≥ m ≥ 〈µ, αh〉,
there is a canonical equivalence
PLmG⊗k¯(Grµ) ∼= PLm′G⊗k¯(Grµ).
Then we define
(3.4.1) PL+G⊗k¯(Gr⊗ k¯) :=
⊕
ζ∈pi1(G)
PL+G⊗k¯(Grζ), PL+G⊗k¯(Grζ) = lim−→
(µ,m)
PLmG⊗k¯(Grµ),
where the limit is taken over {(µ,m) | µ ∈ ζ,m ≥ 〈µ, αh〉}, with the partial order given by
(µ,m) ≤ (µ′,m′) if µ  µ′ and m ≤ m′, and the connecting functor given the fully faithful
embedding
PLmG⊗k¯(Grµ) ∼= PLm′G⊗k¯(Grµ)
iµ,µ′,∗−−−−→ PLm′G⊗k¯(Grµ′).
Note that the limit is filtered (although not directly).
The above defined category has a natural monoidal structure, given by Lusztig’s convolution
product of sheaves. Let A1,A2 ∈ PL+G⊗k¯(Gr ⊗ k¯), coming from Grµ1 and Grµ2 respectively, we
denote by A1˜A2 the “external twisted product” of A1 and A2 on Grµ1×˜Grµ2 , whose pullback to
Gr
(n)
µ1 ×Grµ1 (for some n that is µ2-large) is isomorphic to the external product of the pullback of
A1 to Gr(n)µ1 and A2 (this property uniquely characterizes A1×˜A2 up to a unique isomorphism). For
example, if Ai = ICµi , then ICµ1 ˜ ICµ2 is canonically isomorphic to the intersection cohomology
sheaf of Grµ1×˜Grµ2 . Similarly, one can define the n-folded “external twisted product” A1˜ · · · ˜An
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on Grµ• . If Ai = ICµi , then this is just the intersection cohomology sheaf ICµ• of Grµ• . Then the
convolution product of A1 and A2 is defined as
(3.4.2) A1 ?A2 := m!(A1˜A2),
where m : Grµ1×˜Grµ2 → Gr is the convolution map (defined by (3.1.11)). A priori, this is an
(L+G⊗ k¯)-equivariant `-adic complex on Gr⊗ k¯. But miraculously, it is a perverse sheaf.
This following theorem is usually referred as the geometric Satake isomorphism.
Theorem 3.4.2 (Geometric Satake). The Satake category is a semisimple tensor category. The
hypercohomology functor H∗ : PL+G⊗k¯(Gr ⊗ k¯) → VectQ` lifts to a natural equivalence of tensor
categories
(3.4.3) H∗ = H∗(Gr,−) : PL+G⊗k¯(Gr⊗ k¯)→ Rep(GˆQ`).
In particular, it sends ICµ1 ? · · · ? ICµn = (mµ•)∗ ICµ• to the tensor product of highest weight
representations Vµ•.
Remark 3.4.3. (1) Indeed, it is more canonical to define the dual group Gˆ of G as the Tannakian
group of the Tannakian category (PL+G⊗k¯(Gr ⊗ k¯),H∗), and define Vµ as H∗(Gr, ICµ), equipped
with the tautological action Gˆ = Aut⊗(H∗). In the rest of the paper, we will take this point of
view.
(2) As explained in [Zhu16+, §3], the Tannakian group is canonically equipped with a pinning
(Gˆ, Bˆ, Tˆ , Xˆ). We briefly recall the construction of (Bˆ, Tˆ ) and refer to loc. cit. for more details.
The grading on the cohomology H∗ defines a cocharacter Gm → Gˆ, which is regular. Then its
centralizer gives a maximal torus Tˆ , and Bˆ ⊃ Tˆ is the unique Borel in Gˆ such that this cocharacter
is dominant with respect to this Borel.
From now on, we fix an inverse of the equivalence
Sat : Rep(Gˆ)→ PL+G⊗k¯(Gr⊗ k¯),
sending Vµ to ICµ.
We need the following consequence of the geometric Satake isomorphism.
Corollary 3.4.4. There is a canonical isomorphism
(3.4.4) Sat : HomGˆ(Vλ• , Vµ•)
∼= CorrGr0λ•|µ• ((Grλ• , IC), (Grµ• , IC)),
such that the composition
HomGˆ(Vκ• , Vλ•)⊗HomGˆ(Vλ• , Vµ•)→ HomGˆ(Vκ• , Vµ•)
corresponding to
CorrGr0κ•|λ•
((Grκ• , IC), (Grλ• , IC))⊗ CorrGr0λ•|µ• ((Grλ• , IC), (Grµ• , IC))
→ CorrGr0κ•|µ• ((Grκ• , IC), (Grµ• , IC))
is obtained as the pushforward (in the sense of A.2.6) of the composition of the cohomological
correspondences along the perfectly proper morphism
Comp : Gr0κ•|λ• ×Gr0λ• Gr
0
λ•|µ• → Gr0κ•|µ• .
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3.4.5. Galois-equivariant geometric Satake. As explained in [RZ14] and [Zhu16+, §5.5], the Galois
group Gal(k¯/k), acts on PL+G⊗k¯(Gr ⊗ k) by tensor automorphisms: γ ∈ Gal(k¯/k) induces γ :
Gr ⊗ k¯ ∼= Gr ⊗ k¯, and the pullback γ∗ : PL+G⊗k¯(Gr ⊗ k¯) → PL+G⊗k¯(Gr ⊗ k¯) is a tensor functor.
In addition, there is a canonical isomorphism of tensor functors αγ : H
∗ ◦γ∗ ∼= H∗. By general
nonsense, this defines an action of Gal(k¯/k) on Gˆ: for every g ∈ Gˆ, regarded as an automorphism
of the tensor functor H∗, γ(g) is the tensor automorphism of H∗ defined as
H∗
αγ−→ H∗ ◦γ∗
g ◦ id
−−−−→ H∗ ◦γ∗ α
−1
γ−→ H∗ .
Note that since the Galois action preserves the grading, this action preserves (Gˆ, Bˆ, Tˆ ).
Remark 3.4.6. However, as explained in loc. cit., this action does not preserve Xˆ. In our case
where k is a finite field, this is a minor issue and can be fixed by choosing a half Tate twist Q`(1/2).
We refer loc. cit. for detailed discussion.
Notation 3.4.7. For γ ∈ Gal(k¯/k) and V a representation of Gˆ, let γV be the representation of Gˆ
obtained as Gˆ
γ−1→ Gˆ → GL(V ), called the γ-twisted of V . In particular, for a dominant coweight
µ of G, γVµ ∼= Vγ(µ).
It follows from the above discussion that
(3.4.5) γ∗Sat(V ) ∼= Sat(γV )
for every V ∈ Rep(Gˆ).
Let P0L+G(Gr) ⊂ PL+G(Gr) denote the full subcategory of semisimple sheaves of pure of weight
zero. For example, by choosing a half Tate twist Q`(1/2), the normalized intersection cohomology
sheaf ICNµ on Grµ is an object in P
0
L+G(Gr), where IC
N
µ |G˚rµ = Q`[2〈ρ, µ〉](〈ρ, µ〉). By Corollary
3.1.10(3), and an argument as in [Zhu16+, Lemma 5.5.14 (1) ], P0L+G(Gr) is a monoidal subcategory
of PL+G(Gr) under the convolution product.
Let LG = Gˆ o Gal(k¯/k) denote the usual (unramified) local Langlands dual group. We may
regard LG as a pro-algebraic group and therefore it makes sense to define the category Rep(LG) of
algebraic representations of LG. In particular, Rep(Gal(k¯/k)) is the category of representations of
finite quotients of Gal(k¯/k).
Theorem 3.4.8. The category P0L+G(Gr) is a tensor subcategory of PL+G(Gr). By choosing a half
Tate twist Q`(1/2), the cohomology functor⊕
i
Hi(Gr,−)( i2) : P0L+G(Gr)→ Rep(Gal(k¯/k)),
lifts to an equivalence of categories
P0L+G(Gr)
∼= Rep(LG),
such that the pullback functor P0L+G(Gr)→ PL+G⊗k¯(Gr⊗ k¯) corresponds to the restriction functor
Rep(LG)→ Rep(Gˆ).
Proof. See [RZ14] or [Zhu16+, §5.5]. 
3.5. From geometric to classic Satake isomorphism. We need to recall how to deduce the
classical Satake isomorphism from the geometric Satake isomorphism via the sheaf-function dictio-
nary. In this subsection, we fix a square root q1/2 ∈ Q` and hence accordingly a half Tate twist
Q`(12) on which the geometric q-Frobenius acts by multiplying with q
−1/2.
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3.5.1. Review of the classical Satake isomorphism. There are already some good references for split
groups, for example [Gro98]. However, as we need the unramified groups in an essential way, we
include a more detailed discussion.
Let us denote by K = G(O) ⊂ G(F ). We choose an embedding B ⊂ G but the Satake isomor-
phism will be independent of the choice. Recall that T = B/U is the abstract Cartan. Let 2ρ be
the half sum of positive roots of G with respect to B. Let S ⊂ T denote the maximal split subtorus.
For a coweight λ ∈ X•(T ), let dλ = 〈ρ, λ〉 ∈ 12Z. Recall we denote by σ the q-power Frobenius
element, so that X•(S) = X•(T )σ. Let W0 = NG(S)/ZG(S) denote the relative Weyl group of G,
which is a subgroup of W = NG(T )/T
Let δB : T (F ) → Z[q, q−1] denote the modular character, i.e. δB(t) = | det(Adt|LieU)|. Ex-
plicitly, δB|T (O) = 1 and δB($λ) = q〈2ρ,λ〉 for λ ∈ X•(S). With the fixed square root q1/2, let
δ
1/2
B : T (F )→ Z[q1/2, q−1/2]× denote the square root of δB, i.e. δ1/2B ($λ) = (q1/2)〈2ρ,λ〉 =: qdλ .
We normalize the Haar measure on G(F ) (and on U(F )) so that the volume of K (and U(O))
is one. Let HG denote the spherical Hecke algebra of G with respect to K, i.e. the space of
K-bi-invariant, compactly supported, locally constant Z-valued functions on G(F ), with the mul-
tiplication given by the convolution
(3.5.1) (f ∗ g)(x) =
∫
G(F )
f(xy−1)g(y)dy.
If G = T is a torus, then HT is canonically isomorphic to the group algebra Z[X•(T )σ] of the lattice
X•(T )σ, by sending the characteristic function of $λT (O) to eλ for λ ∈ X•(T )σ. Recall the Satake
transform
CT : HG ⊗ Z[q1/2, q−1/2]→ HT ⊗ Z[q1/2, q−1/2], f 7→ CT(f),
CT(f)(t) := δ
1/2
B (t)
∫
U(F )
f(tu)du.
Then the classical Satake isomorphism says that the Satake transform is injective, and induces a
canonical isomorphism
(3.5.2) CT : HG ⊗ Z[q1/2, q−1/2] ∼= HW0T ⊗ Z[q1/2, q−1/2] ∼= Z[q1/2, q−1/2][X•(T )σ]W0 .
See [Ca79, §4.2]. Note that in loc. cit., the Satake isomorphism was stated as an isomorphism of
C-algebras. But a closer look at the proof shows that it is an isomorphism over Z[q±1/2].
3.5.2. Reinterpretation in terms of the dual group. Let us reinterpret the classical Satake isomor-
phism in terms of the dual group. As we shall see, in fact there are two interpretations.
Recall that Gal(k¯/k) acts on (Gˆ, Bˆ, Tˆ , Xˆ), and we consider the Langlands dual group LG :=
GˆoGal(k¯/k) as a pro-algebraic group. Let φ = σ−1 denote the geometric q-Frobenius element. Note
that the inclusion S ⊂ T induces Tˆ → Sˆ identifying Sˆ as the quotient Tˆ /(1−σ)Tˆ = (Tˆ ×φ)/ Int Tˆ .
In addition, X•(T )σ the character group of Sˆ. Recall that the following natural maps are bijective
(cf. Gantmacher [Gan39, Theorem 14] and [Bo79, Lemmas 6.4 and 6.5])
Sˆ/W0
'← (Tˆ φ)/ IntN0 '→ (Gˆφ)ss/ Int Gˆ.
Therefore, by restricting a function on Gˆφ to Tˆ φ, there is an isomorphism
Γ([Gˆφ/Gˆ],O) = Ocφ(Gˆ)
Gˆ
= OW0
Sˆ
= Q`[X•(T )σ]W0 .
Combining with (3.5.2), there is a unique isomorphism
(3.5.3) Satcl := SatclG : Γ([Gˆφ/Gˆ],O) ∼= HG ⊗Q`,
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called the Satake isomorphism, making the following diagram commute
(3.5.4) Γ([Gˆφ/Gˆ],O) ∼=
SatclG
//
Res

HG ⊗Q`
CT

Γ([Tˆ φ/Tˆ ],O) ∼=
SatclT
// HT ⊗Q`.
Let R(LG) = K0(Rep(
LG)) denote the representation ring of LG. If V is an algebraic repre-
sentation of LG, let χV denote its character and [V ] its class in R(
LG). Then there is a natural
map
R(LG)→ Γ([(Gˆφ)/Gˆ],O), [V ] 7→ χV |Gˆφ
By abuse of notations, we will also use Satcl to denote the induced composition map
Satcl : R(LG)→ Γ([Gˆφ/Gˆ],O) ∼= HG ⊗Q`.
Remark 3.5.3. Note that there is another natural map
(3.5.5) Satcl
′
: Γ([Gˆσ/Gˆ],O) ∼= Q`[X•(T )σ]W0 ∼= HG ⊗Q`.
By restriction of a character χV to Gˆ×σ ⊂ LG, we thus also obtain a map from R(LG) to HG⊗Q`,
denoted by the same notation
Satcl
′
: R(LG)→ Γ([Gˆσ/Gˆ],O) ∼= HG ⊗Q`.
However, Satcl and Satcl
′
are different in general. Indeed, note that the following diagram is
commutative
Γ([Gˆφ/Gˆ],O)
inv

∼=
Satcl // Q`[X•(T )σ]W0
λ 7→−λ

R(LG)
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))
Γ([Gˆσ/Gˆ],O) ∼=
Satcl
′
// Q`[X•(T )σ]W0
where inv : Γ([Gˆφ/Gˆ],O) ∼= Γ([Gˆσ/Gˆ],O) is induced by the map Gˆφ 7→ Gˆσ, gφ 7→ σ(g−1)σ.
Therefore,
Satcl([V ]) = Satcl
′
([V ∗]).
It is Satcl that is directly related to the geometric Satake via Grothendieck’s sheaf-function dictio-
nary. However, Satcl
′
will appear in Theorem 6.0.1. This leads to usual switch from V to V ∗ for
Galois representations arising from the cohomology of Shimura varieties.
3.5.4. From geometric to classical Satake isomorphism. Now we review how to deduce the classical
Satake isomorphism from the geometric Satake isomorphism (see also [RZ14], [Zhu16+, §5.6] where
the case F = k(($)) was discussed).
For a k-point x of Gr, and a geometric point x¯ over it, let φx denote the geometric Frobenius
in Gal(k(x¯)/k). Recall that the Grothendieck fonctions-faisceaux dictionary attaches to every
A ∈ PL+G(Gr) a function
fA : Gr(k)→ Q`, fA(x) =
∑
i
(−1)itr(φx,Hix¯(A)),
Since A is L+G-equivariant, we can regard fA ∈ HG ⊗Z Q`. In addition, it follows from definition
that fA1?A2 = fA1 ∗ fA2 (e.g. see [Zhu16+, Lemma 5.6.1]). So A 7→ fA defines a map of algebras
Tr : K0(P
0
L+G(Gr))→ HG ⊗Q`.
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On the other hand, taking the K-ring of the equivalence in Theorem 3.4.8 gives a canonical isomor-
phism
K0(Sat) : R(
LG)→ K0(P0L+G(GrG)).
Composing these two maps, we thus obtain
Sats-f : R(LG)→ HG ⊗Q`.
Proposition 3.5.5. Sats-f = Satcl.
Proof. We sketch the proof and refer to [RZ14] for more details. First, one shows that the map
R(LG)→ K0(P0L+G(Gr))→ HG ⊗Q`
factors through
R(LG)→ Γ([(Gˆφ)/Gˆ],O)→ HG ⊗Q`.
Indeed, the kernel of the map [V ] 7→ χV |Gˆφ is the ideal generated by elements of the form [V ⊗ψ]−
ψ(φ)[V ], where V ∈ Rep(LG) and ψ : Gal(k¯/k) → Q`× is a character factoring through a finite
quotient. On the other hand, the kernel of the map Tr : K0(P
0
L+G(Gr)) → HG ⊗ Q` is the ideal
generated by elements of the form [A ⊗ L] − tr(φ,L)[A], where A ∈ P0L+G(GrG), and L is a rank
one local system on Speck, pure of weight zero. But it is clear that these two ideals match under
K0(Sat). The claims follows.
To finish to prove of the proposition, first note that this is clear if G = T is a torus. For general
G, one observes that the fiber functor decomposes as a direct sum of weight functors [MV07, §3]
and [Zhu17, Corollary 2.10]:
CT : P0L+G(GrG)→ P0L+T (GrT ), CT (A) =
⊕
λ
Hdλc (Sλ,A)(dλ).
Note that under the sheaf-function dictionary, this corresponds the Satake transform CT : HG ⊗
Q` → HT ⊗Q`. Therefore, both Sats-f and Satcl are uniquely determined the commutative diagram
(3.5.4). The proposition for general G follows. 
4. Irreducible components of some affine Deligne-Lusztig varieties
This section is devoted to studying the irreducible components of certain affine Deligne-Lusztig
varieties in equal and mixed characteristic.
We will continue to use notations from the previous section: let F be a local field (of either equal
or mixed characteristic), with ring of integers O and residue field k = Fq, and let G be an unramified
reductive group over O. Let OL = WO(k¯) be the completion of the maximal unramified extension
of F and L = OL[1/$]. Let (Gˆ, Bˆ, Tˆ ) be its based Langlands dual group over Q`, constructed from
the geometric Satake as in the previous section (see Remark 3.4.3).
For a perfect k-algebra R, and a G-torsor E over DR, let σE denote the G-torsor (σ ⊗ id)∗E on
W (R)⊗W (k) O as the pullback of E by the Frobenius σ ⊗ id.
4.1. Definition of ADLVs.
Definition 4.1.1. For b ∈ G(L) and µ a dominant coweight, we define the (closed) affine Deligne-
Lusztig variety Xµ(b) as the closed subvariety inside the affine Grassmannian:
Xµ(b) = {g ∈ LG/L+G | g−1bσ(g) ∈ L+G$µL+G}.
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In terms of the moduli problem, for every R, Xµ(b)(R) parametrizes commutative diagrams of
modifications of G-torsors on DR,
(4.1.1) σE1
σ(β0)

β1 // E1
β0

σE0 b· // E0,
where b· is the modification of the trivial G-torsor σE0 ∼= E0 given by multiplication by b, and β1
has relative position  µ.
Note that by the definition, the following diagram is Cartesian
(4.1.2) Xµ(b) //
_

Gr×˜Grµ
pr×m

(4.1.1)  //
_

{σE1 β199K E1 β099K E0}_

Gr
1×bσ // Gr×Gr, {E1 β099K E0}  //
{E1 β099K E0, σE1 bσ(β0)99K E0}.
In turn, (4.1.2) can be served as an alternative definition of affine Deligne-Lusztig varieties. Using
this point of view, one can replace Grµ in (4.1.2) by Grµ• and therefore obtain an iterated version
of affine Deligne-Lusztig varieties.
Let Jb be the twisted centralizer of b, i.e. the algebraic group over F , whose value on an F -algebra
R is given by
(4.1.3) Jb(R) = {g ∈ G(R⊗F L) | g−1bσ(g) = b}.
Then Jb(F ) acts on Xµ(b) naturally by left multiplication.
Finally, recall that the pair (Xµ(b), Jb) depends only on the σ-conjugacy class of b up to isomor-
phism.
4.1.2. The set B(G,µ). Let B(G) denote the set of σ-conjugacy classes of G(L). To study B(G),
Kottwitz attached to every element [b] ∈ B(G) two invariants:19 the first is the Newton polygon of
b, which is a σ-invariant conjugacy class of maps
νb ∈ (Hom(D, GL)/GL)σ ∼= X•(T )+,σQ ,
where D is the pro-torus with character group Q; the second is an element
κG(b) ∈ pi1(G)σ = X•(Z(Gˆ)σ).
In addition, Kottwitz proved that νb and κG(b) together determine the σ-conjugacy class [b]
uniquely. In other words, the map
B(G)→ X•(T )+,σQ × pi1(G)σ, [b] 7→ (νb, κG(b))
is injective. The set B(G) naturally forms a poset with [b] ≤ [b′] if κG(b) = κG(b′) and νb ≤ νb′ .
Here, the inequality νb ≤ νb′ means that νb′ − νb is a non-negative rational linear combination of
simple coroots of G. We call an element [b] ∈ B(G) basic if νb is central, i.e. it factors as
νb : D→ ZG ⊆ G.
Or equivalently, 〈ρ, νb〉 = 0. By definition, basic elements are minimal elements in B(G) with
respect to the above partial order. It follows from [Ko85, §5] that all minimal elements in B(G)
are basic.
19We remark that Kottwitz’ results hold more generally for not necessarily quasi-split groups. But we limit
ourselves to only considering unramified groups in the following discussion.
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For a dominant coweight µ of G, we define B(G,µ) ⊂ B(G) as the subset consisting of those
[b] ∈ B(G) such that
(4.1.4) νb ≤ µ¯, and κG(b) = [µ] in pi1(G)σ,
where
(4.1.5) µ¯ =
1
m
m−1∑
i=0
σi(µ),
and m is the degree of a splitting field of G over F . For a coweight µ, [µ] denotes its image under
X•(T )→ pi1(G)→ pi1(G)σ. By [Ko85, §5], inside B(G,µ) there is always a unique basic element.
Recall the following result, which is a combination of [RR96, Theorem 4.2] and [Gas10] (see also
[Win05] and [GHKR06, Proposition 5.6.1]).
Theorem 4.1.3. The variety Xµ(b) is non-empty if and only if [b] ∈ B(G,µ).
4.1.4. Passing to adjoint groups. To study ADLV, it is more convenient to assume that G is of
adjoint type. We first recall that pi0(LG) is canonically isomorphic to pi1(G). We denote the map
LG→ pi0(LG) ∼= pi1(G) by w. Note that if λ ∈ X•(T ), then w($λ) = [λ] is the image of the natural
projection X•(T )→ pi1(G). Note that if gL+G ∈ Xµ(b), then w(g)−1w(b)w(σ(g)) = w($µ). So we
have an equality (σ − 1)w(g) = [µ]− w(b) in pi1(G). In [CKV15], the authors denote
cb,µpi1(G)
σ := {γ ∈ pi1(G) | (σ − 1)γ = [µ]− w(b)},
which is a pi1(G)
σ-coset. The above observations imply that there is the following commutative
diagram
Xµ(b) −−−−→ Gry y
cb,µpi1(G)
σ −−−−→ pi1(G).
Now, let G → G′ be a central isogeny of unramified groups. For a pair (µ, b), let (µ′, b′) denote
the induced pair for G′. The map G→ G′ induces a natural map Xµ(b)→ Xµ′(b′). The following
lemma was contained in [CKV15, §2.4].
Lemma 4.1.5. The natural map Xµ(b)→ Xµ′(b′) induces a Cartesian diagram
Xµ(b) −−−−→ Xµ′(b′)y y
cb,µpi1(G)
σ −−−−→ cb′,µ′pi1(G′)σ.
4.1.6. The variety Xµ,ν(b). In this paper, we also need to consider the intersection of ADLVs with
Schubert varieties in the affine Grassmannian. Let b ∈ G(L) and µ, ν two dominant coweights, we
define
(4.1.6) Xµ,ν(b) = Xµ(b) ∩Grν ,
i.e. Xµ,ν(b) classifies those diagrams as in (4.1.1), with the extra condition that Inv(β0)  ν.
Alternatively, we can define it via the Cartesian diagram, similar to (4.1.2)
(4.1.7)
Xµ,ν(b) −−−−→ Grν×˜Grµy ypr1×mν,µ
Grν
1×bσ−−−−→ Grν ×Gr.
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Similarly, for a sequence µ• of dominant coweights, we can define Xµ•,ν(b) by replacing Grµ (4.1.7)
by Grµ• .
Note that Xµ,ν(b) is equipped with an action of Jb(F ) ∩ G(OL), and the pair (Xµ,ν(b), Jb(F ) ∩
G(OL)) depends on b up to σ-conjugacy by elements of G(OL). So it is natural to introduce the
set A(G), which is the quotient of G(L) by G(OL) by the σ-conjugation action. There is a natural
map (the Newton map)
(4.1.8) N : A(G)→ B(G),
sending an element in G(L) up to σ-conjugacy by G(OL) to its underlying σ-conjugacy class. In
fact A(G) is exactly the set of k¯-points of the moduli of local G-shtukas Shtloc introduced in §5.2.
We denote A(G,µ) to be the preimage of B(G,µ) under N . Note that A(G,µ) can be explicitly
presented as the quotient of G(OL)$µG(OL) by σ-conjugation by G(OL).
4.2. Unramified elements in B(G,µ). In this subsection we give a description of the set of
unramified elements in B(G,µ) in terms of the dual group Gˆ. Although this is just a small subset
of B(G,µ), it already contains many interesting examples (see Remark 4.2.11).
4.2.1. The set of unramified elements. We first give a definition of unramified elements in B(G),
different from the one given in the introduction (but the two definitions are the same by Corollary
4.2.12 below). For this purpose, we need to choose a rational Borel B ⊂ G and fix an embedding
of the abstract Cartan T ⊂ B. We call an element b ∈ B(G) unramified if it is contained in the
image of the natural map B(T ) → B(G), and denote the set of unramified elements in B(G) by
B(G)unr. Note that since any two such choices of embeddings are rationally conjugate, this set is
independent of the choices.20
Recall that we denote by X•(T )σ the σ-coinvariants of X•(T ). For λ ∈ X•(T ), let λσ denote its
projection to X•(T )σ. The relative Weyl group W0 of G acts on X•(T )σ.
Lemma 4.2.2. The canonical map X•(T )→ B(G), λ 7→ [$λ] induces a bijection
X•(T )σ/W0 ∼= B(G)unr.
Proof. Since the map X•(T )σ → B(T ), λ 7→ [$λ] is bijective, the map in the lemma is clearly
surjective. Let λ1, λ2 ∈ X•(T ), and write bi = [$λi ]. Assume that b1 = b2. Then since κG(b1) =
κG(b2), λ1 − λ2 = (σ − 1)ν + γ for some ν ∈ X•(T ) and γ ∈ Q∨, where Q∨ ⊂ X•(T ) denotes the
coroot lattice of G. Up to σ-conjugation, we may replace λ1 by λ1 − (σ − 1)ν, so assume that
λ1 − λ2 = γ. Since νb1 = νb2 , after conjugation of λ2 by an element in W0 we may further assume
that λ¯1 = λ¯2 (where λ¯j is defined as in (4.1.5)). Therefore,
∑m−1
i=0 σ
i(γ) = 0. Since σ permutes a
basis of the coroot lattice (i.e. the set of the simple coroots), γ = (σ − 1)δ for some coroot δ. It
follows that the image of λ1 and λ2 in X•(T )σ/W0 coincide, i.e., the map X•(T )σ/W0 → B(G)unr
is also injective. 
To continue, we recall some combinatorics of X•(T )σ. Recall that ∆ ⊂ X•(T ) (resp. ∆∨ ⊂ X•(T ))
denotes the set of simple roots (resp. coroots) of G. Then we can define the set of dominant elements
in X•(T )σ as
X•(T )+σ =
{
λσ ∈ X•(T )σ
∣∣∣ 〈λ,m−1∑
i=0
σi(α)
〉
≥ 0 for every α ∈ ∆
}
.
The natural map X•(T )+σ → X•(T )σ/W0 is an isomorphism. In addition, the partial order “  ” on
X•(T ) descends to a partial order on X•(T )σ. Explicitly, for λσ, µσ ∈ X•(T )σ, λσ  µσ if µσ − λσ
20Recall that the set of basic elements in B(G), on the other hand, is the image of B(T ′)→ B(G) for some elliptic
maximal F -torus of G, see [Ko85, Proposition 5.3].
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is a positive integral combination of elements in ∆∨σ := Im(∆∨ → X•(T )σ). Note the there is a
natural partial order preserving injective map
X•(T )+σ → X•(T )σ,+Q × pi1(G)σ, µσ 7→ (µ¯, [µ]).
We can reformulate the above lemma as follows.
Lemma 4.2.3. The following diagram is commutative, and all maps in the diagram preserves the
partial order
B(G)unr
∼= //

X•(T )+σ

B(G) // X•(T )σ,+Q × pi1(G)σ.
Corollary 4.2.4. Under the identifications X•(T )+σ ∼= X•(T )σ/W0 ∼= B(G)unr as above,
B(G)unr ∩B(G,µ) = {λσ ∈ X•(T )+σ | λσ  µσ}.
Remark 4.2.5. Note that the natural map X•(T )+ → X•(T )+σ may not be surjective. For example,
let G = (ResE/FSL2)/µ2, where E/F is an unramified quadratic extension and µ2 ⊂ ResE/Fµ2 =
Z(ResE/FSL2). The coweight lattice of Gad = ResE/F PGL2 is canonically identified with Z2 in the
usual way such that Z2≥0 is the semigroup of dominant coweights and that the Frobenius σ acts on
Z2 by permuting the two factors of Z2. Then X•(T ) is identified with the subgroup of Z2 = X•(Tad)
generated by (2, 0), (0, 2) and (1, 1). Now, let τ = (1,−1) ∈ X•(T ). Then τσ ∈ X•(T )+σ but this
element is not in the image of X•(T )+.
The failure of the surjectivity of the above map will cause some complications in the sequel.
However, if ZG is connected, there exists fundamental coweights ωi ∈ X•(T ) such that 〈ωi, αj〉 = δij
for all αj ∈ ∆. Then it follows that the natural map X•(T )+ → X•(T )+σ is surjective.
Now let Gˆσ denote the σ-fixed points of Gˆ. Although this is a possibly non-connected reductive
group, its representation theory behaves as if the connected reductive groups: First Gˆσ contains the
diagonalizable subgroup Tˆ σ, whose character group is X•(T )σ; Second, the combinatoric structure
on X•(T )σ as discussed above allows one to talk about the highest weight of a finite dimensional
representation of Gˆσ (with respect to Tˆ σ). Using the fact that the natural map Tˆ σ/Tˆ σ,◦ → Gˆσ/Gˆσ,◦
is an isomorphism (see [Zhu15, Lemma 4.6]), the usual highest weight theory for representations of a
connected reductive group extends to Gˆσ without change (see [Zhu15, Lemma 4.10]). In particular,
for every µσ ∈ X•(T )+σ , there is a unique irreducible representation of Gˆσ of highest weight µσ, and
every irreducible representation is of this form. Given λσ, µσ ∈ X•(T )+σ , λσ  µσ if and only if λσ
appears as a weight for the representation Vµσ .
Using the above observations, we can show the following.
Lemma 4.2.6. The unramified element [$τ ] belongs to B(G,µ) if and only if the following subspace
of Vµ
(4.2.1)
⊕
λ∈τ+(σ−1)X•
Vµ(λ)
is nonzero.
Proof. To prove the lemma, we are free to replace τ by w(τ) for some w ∈W0. Therefore, we may
assume that τσ ∈ X•(T )+σ . The above space (4.2.1) is just the τσ-weight space of Vµ|Gˆσ , which has
µσ as its unique highest weight. Therefore, (4.2.1) is non-zero if and only if τσ  µσ, which by
Corollary 4.2.4 is equivalent to [$τ ] ∈ B(G,µ). 
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Remark 4.2.7. The above criterion shows that if [$τ ] ∈ B(G,µ), then [$w(τ)] ∈ B(G,µ) for every
w ∈W (although τ and w(τ) may not be σ-conjugate if w 6∈W0).
4.2.8. Unramified basic elements. Next, we discuss when B(G,µ) ∩ B(G)unr contains the basic
element. Recall that we have defined
Λ =
{
λ ∈ X•(T )
∣∣∣ m−1∑
i=0
σi(λ) ∈ X•(ZG)
}
and V Tateµ =
⊕
λ∈Λ
Vµ(λ).
Lemma 4.2.9. There exists some τ ∈ Λ such that V Tateµ =
⊕
λ∈τ+(σ−1)X• Vµ(λ).
Proof. Let λ1, λ2 ∈ Λ be two weights appearing in Vµ. Then $λi represents the basic element in
B(G,µ). Therefore, λ1 = w(λ2) + (σ− 1)ν for some w ∈W0 and ν ∈ X•(T ) by Lemma 4.2.2. Note
that w(λ2)− λ2 is an element in the coroot lattice of G and
m−1∑
i=0
σi(w(λ2)− λ2) = w(
m−1∑
i=0
σi(λ2))−
m−1∑
i=0
σi(λ2) = 0.
Therefore, w(λ2)−λ2 = (σ−1)ν ′ for some ν ′ in the coroot lattice. Therefore, λ1−λ2 = (σ−1)(ν+ν ′).
The lemma follows. 
Proposition 4.2.10. The following are equivalent.
(1) The basic element in B(G,µ) is unramified;
(2) V Tateµ 6= 0;
(3) defG(b) = 0 for the basic element b ∈ B(G,µ).
(3)’ dimXµ(b) = 〈ρ, µ〉 for any b representing the basic element of B(G,µ).
(4) µad, regarded as a character of Tˆsc, is trivial on Z(Gˆsc)
ΓF .
If these conditions hold, and in addition ZG is connected, then the basic element in B(G,µ) can be
represented as $τ for some τ ∈ X•(ZG).
Note that the last statement may fail if ZG is not connected. See Remark 4.2.5.
Proof. The equivalence of (1) and (2) follows from Lemma 4.2.6 and Lemma 4.2.9. The equivalence
of (3) and (3)’ follows from the dimension formula of ADLVs in the affine Grassmannian [Ham15,
Zhu17] (and the fact the Newton point νb of a basic element is central).
Now if [$τ ] is basic, then J$τ = G and therefore, defG(b) = 0. Conversely, defG(b) = 0 implies
that bad is σ-conjugate to 1 in Gad(L). Since Gad(L) is generated by the image of G(L)→ Gad(L)
and Tad(L), b is σ-conjugate to an unramified element. If in addition ZG is connected, then
G(L)→ Gad(L) is surjective and therefore b is σ-conjugate to $τ in G(L) for some τ ∈ X•(ZG).
Finally, the identity element represents the basic element in B(Gad, µad) if and only if [µad] = 0
in pi1(G)ΓF = (Z(Gˆsc)
ΓF )D. Therefore, (3) and (4) are equivalent. 
Remark 4.2.11. Note that if G is a split adjoint group, a dominant coweight satisfying conditions
in Proposition 4.2.10 is necessarily in the coroot lattice, and therefore cannot be minuscule. On
the other hand, if G is non-split, there are minuscule coweights satisfying these conditions. Here is
a list of all such minuscules µ for simple adjoint groups. The group G is necessarily quasi-split but
non-split form of type A,D,E6. In the following two tables, ωi is the fundamental coweight such
that 〈ωi, αj〉 = δij for simple roots {αj}, and our numeration of simple roots follows from Bourbaki
[Bou81, pp 250–275].
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Type of G Minuscule coweight µ dimVµ dimV
Tate
µ
2An, n > 1 odd ωi, i = 2, 4, . . . , n− 1
(
n+ 1
i
) (
(n+ 1)/2
i/2
)
2An, n even ωi, i = 1, . . . , n
(
n+ 1
i
) (
n/2
bi/2c
)
2Dn ω1 2n 2
3D4 ω1, ω3, ω4 8 2
2E6 ω1, ω6 27 3
From the table, we see that the dimension of V Tateµ can be large in the unitary group case, even for
minuscule cocharacters. Many more examples that satisfy the equivalent conditions of Proposition
4.2.10 come from the cases when G is a restriction of scalar along an unramified extension. We
give some examples.
Let G = ResF ′/FG
′ where F ′/F is a degree d unramified extension and G′ an absolute simple
adjoint group over F ′. We identify
X•(T ) =
∏
ϕ∈HomF (F ′,F )
X•(T ′)
in the usual way. Under this identification, we write µ ∈ X•(T ) as {µϕ} ∈
∏
ϕ:F ′→F X•(T
′). On
the dual group side, Gˆ =
∏
ϕ:F ′→F Gˆ′ and the highest weight representation Vµ of Gˆ is identified
with the representation ϕVµϕ of
∏
ϕ Gˆ
′. For simplest, we assume that G′ is split. Then it is easy
to see
V Tateµ =
(⊗
ϕ
Vµϕ
)
(0).
In particular,
Type of G′ [F ′ : F ] Minuscule coweight µ = {µϕ} dimVµ dimV Tateµ
A1 2g µϕ = ω 2
g
(
2g
g
)
Bn 2 µϕ = ω1 4n
2 2n
Cn 2 µϕ = ωn 2
2n 2n
Dn 2 µϕ = ω1 4n
2 2n
Note that all pairs (G,µ) in the above two tables, except 2E6, can appear as the local component
of a Shimura datum of abelian type.
We also mention a corollary, which shows the two definitions of the unramified elements, one
given in §4.2.1 and one given here, are the same.
Corollary 4.2.12. The following are equivalent.
(1) b ∈ B(G) can be represented as $λ for some λ ∈ X•(T ).
(2) defG(b) = 0, i.e. the F -rank of G and Jb coincide.
Proof. Clearly (1) implies (2). Conversely, assume defG(b) = 0. Since b is σ-conjugate to some
basic element in a Levi subgroup of G, we can apply Proposition 4.2.10 to this Levi subgroup to
conclude (choose any µ such that b ∈ B(G,µ)). 
4.2.13. Twisted centralizer for unramified elements. We recall some facts of the twisted centralizer
for the unramified elements. We fix O-embeddings T ⊂ B ⊂ G, so elements in B(G)unr can be
represented by $τ for τ ∈ X•(T ). We fix such a representative. For simplicity, we write Jτ = J$τ .
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It is isomorphic to a Levi subgroup of G, and naturally contains T as a maximal torus. With
respect to this torus,
(4.2.2) ∆τ =
{
α ∈ ∆
∣∣∣ 〈m−1∑
i=0
σi(α), τ〉 = 0
}
⊂ ∆
form a set of simple roots of Jτ . Let Φ
+
τ ⊂ Φ+ denote the corresponding set of positive roots. The
relative Weyl group of Jτ (for the torus T ) then is
(Wτ )0 := {w ∈W0 | w(ν$τ ) = ν$τ }.
Let Bτ and Uτ denote the corresponding Borel and unipotent radical with respect to this set of
simple roots. Then
(4.2.3)
Uτ (F ) = J$τ (F )∩U(L) = {u ∈ U(L) | $τσ(u)$−τ = u}, Bτ (F ) = Jτ (F )∩B(L) = T (F )Uτ (F ).
We have the Bruhat decomposition
(4.2.4) Jτ (F ) =
⋃
w∈(Wτ )0
Bτ (F )w˙Bτ (F ),
where w˙ is a lifting of w to G(L) satisfying σ(w˙)w˙−1 = $w(τ)−τ .
Now, if we assume further that τ ∈ X•(T )+,21 then (4.2.2) simplifies as
∆τ = {α ∈ ∆ | 〈σiα, τ〉 = 0 for all i}.
In this case, Jτ has a natural hyperspecial integral structure, i.e, the O-subgroup scheme of G
generated by {T,U±α, α ∈ Φ+τ }. Then
Jτ (F ) = Bτ (F )Jτ (O) =
⋃
χ∈X•(T )σ
Uτ (F )$
χJτ (O)
is an Iwasawa decomposition of Jτ .
4.3. ADLVs via semi-infinite orbits. In this subsection, we fix dominant coweights µ and an
unramified element [$τ ] in B(G,µ). Then Xµ($
τ ) 6= ∅ by Theorem 4.1.3. By the discussion of
the previous subsection, we may assume that τσ ∈ X•(T )+σ . We revisit the arguments in [GHKR06,
§2]. A more detailed analysis (together with a generalization to unramified groups) will allow us to
give a description of the irreducible components of Xµ($
τ ) up to the action of Bτ (F ). To simplify
the notation, we write Xµ(τ) instead of Xµ($
τ ).
4.3.1. Let σ denote the q-Frobenius. Let Sµ ⊂ Gr ⊗ k′ be a semi-infinite orbit, where k′ is the
field of the definition for µ. Then we have the following diagram
(4.3.1) Sµ //

Sσ(µ) //

Sµ

Gr⊗ k′ σ⊗1 // Gr⊗ k′ 1⊗σ // Gr⊗ k′.
We denote the map Sµ → Sσ(µ) by σ for simplicity (since it is induced by the q-Frobenius endo-
morphism of Gr).
We define
Yν := Sν ∩Xµ($τ ),
21As explained in Remark 4.2.5, the map X•(T )+ → X•(T )+σ need not be surjective. So this is a genuine
assumption.
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which is a locally closed sub ind-scheme of Xµ(τ). It fits into the following Cartesian diagram
(4.3.2) Yν //_

(Sν×˜Sλ) ∩ (Gr×˜Grµ)
pr1×m

Sν
1×$τσ // Sν × Sτ+σ(ν),
where λ = τ + σ(ν)− ν.
Since (Sν×˜Sλ)∩ (Gr×˜Grµ) = Sν×˜(Sλ ∩Grµ) by (3.2.8), every b ∈MVµ(λ) gives a closed subset
Y bν = Y
b
ν (τ) of Yν that fits into the Cartesian diagram
(4.3.3) Y bν = Y
b
ν (τ) //_

Sν×˜(Sλ ∩Grµ)b
pr1×m

Sν
1×$τσ // Sν × Sτ+σ(ν).
We quickly mention a couple of simple properties of Y bν .
Lemma 4.3.2. We fix b ∈MVµ(λ) with λ = τ + σ(ν)− ν.
(1) Let χ ∈ X•(T )σ be a σ-invariant coweight of T . Then multiplication (on the left) by $χ ∈
Jτ (F ) induces an isomorphism Y
b
ν (τ)
∼= Y bν+χ(τ).
(2) Let τ ′ = τ + δ − σ(δ). Then the isomorphism Xµ(τ)→ Xµ(τ ′), gL+G 7→ $δgL+G induces
an isomorphism Y bν (τ)
∼= Y bν+δ(τ ′).
(3) Let G → G′ be a central isogeny, and (µ′, τ ′, ν ′) be the image of (µ, τ, ν) under the map
X•(T ) → X•(T ′). Then the map GrG → GrG′ induces a natural bijection MVµ(λ) ∼=
MVµ′(λ′) and let b′ denote the image of b. Then the map GrG → GrG′ induces a natural
isomorphism Y b
′
ν′ (τ
′) ∼= Y bν (τ).
Proof. Each of the statement is clear from the Cartesian diagram (4.3.3) as the natural morphism
induces isomorphisms on all terms in that diagram. 
Now we simply write Y bν for Y
b
ν (τ). The following proposition gives a key property of Y
b
ν .
Proposition 4.3.3. We fix b ∈MVµ(λ).
(1) The subset Y bν is non-empty if and only if λ = τ + σ(ν)− ν.
(2) The group
Uτ (F ) := Jτ (F ) ∩ U(L) = {u ∈ U(L) | $τσ(u)$−τ = u}
acts transitively on the set of irreducible components of Y bν . Moreover, all irreducible com-
ponents of Y bν are of dimension 〈ρ, µ− τ〉.
Proof. The arguments below essentially repeat [GHKR06, §2]. Using Lemma 4.3.2(2)(3), we may
pass to the adjoint group of G and therefore (after a σ-conjugation) assume that τ is dominant.
We consider the L+U -torsors piλ defined in (3.2.1) and its variants ν
νL+U$−ν-torsor pi′ν :
22
piλ : LU // Sλ pi
′
ν : LU // Sν
u  // $λu, u  // u$ν .
22One could alternatively present the proof using the L+U -torsors piν and piλ, but the analogous Lemma 4.3.4 will
require some additional effort.
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By definition (4.3.3), an element u ∈ LU belongs to Y˜ bν := pi′−1ν (Y bν ) if and only if there exists
x ∈ (Sλ ∩Grµ)b such that
pi′ν(u)x = $
τσ(pi′ν(u)),
or equivalently,
x = piλ($
−λ$−νu−1$τσ(u)$σ(ν)) = piλ($−τ−σ(ν)u−1$τσ(u)$−τ$τ+σ(ν)).
In other words, if we define the morphisms
(4.3.4) fτ : LU → LU, u 7→ u−1$τσ(u)$−τ , and
c−τ−σ(ν) : LU → LU, u 7→ $−τ−σ(ν)u$τ+σ(ν),
then
(4.3.5) Y˜ bν := pi
′−1
ν (Y
b
ν ) = f
−1
τ
(
c−1−τ−σ(ν)(pi
−1
λ ((Sλ ∩Grµ)b))
)
,
or equivalently, we have the following Cartesian diagram
(4.3.6) Y bν

Y˜ bνoo

// (Sλ ∩Grµ)b

Sν LU
pi′νoo fτ // LU
piλ◦c−τ−σ(ν) // Sλ.
The key of the proof lies in the fact that the map fτ behaves like the Lang map for an algebraic
group defined over a finite field. More precisely, we have the following.
Lemma 4.3.4. Let τ be a dominant coweight.
(1) The morphism fτ in (4.3.4) restricts to a “pro-e´tale” surjective morphism fτ : L
+U → L+U
with Galois group Uτ (O).
(2) The morphism fτ : LU → LU is an inductive limit of “pro-e´tale” surjective maps, and
Uτ (F ) acts simply-transitively on the fibers of fτ by left multiplication.
Proof. (1) Note that $τL+U (r)$−τ ⊆ L+U (r) for every principle congruence subgroup L+U (r) of
L+U (see (3.1.3) for the definition). It follows that fτ induces a morphism fτ : L
+U → L+U and
a morphism
fτ,r : L
rU → LrU, u 7→ u−1$τσ(u)$−τ
for each r. But fτ,r is naturally defined before passing to the perfection and its e´taleness follows
from the fact that the induced tangent map is multiplication by −1. So fτ,r is an e´tale covering
with the Galois group Uτ (O/$r). Passing to the inverse limit shows that fτ : L+U → L+U is a
“pro-e´tale” cover with Galois group Uτ (O).
(2) For a dominant coweight χ ∈ X•(T )+,σ, Let conjχ : LU → LU be the conjugation map
u 7→ $χu$−χ. It is clear that fτ ◦conjχ = conjχ◦fτ forms a Cartesian square. Therefore (1) implies
that fτ : $
−χL+U$χ → $−χL+U$χ is a “pro-e´tale” map with Galois group $−χUτ (O)$χ.
Taking the limit over χ ∈ X•(T )+,σ proves (2). 
Now we see that Y˜ bν is the pullback of (Sλ ∩ Grµ)b along a sequence of surjective maps. Part
(1) of the proposition is clear. In addition, since (Sλ ∩Grµ)b is irreducible, Uτ (F ) acts transitively
on the set of irreducible components of Y˜ bν , and hence acts transitively on the set of irreducible
components of Y bν .
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It remains to show that each irreducible component Y bν is of dimension 〈ρ, µ− τ〉. For this, we
need a “truncated version” of (4.3.6). We pick r ∈ Z sufficiently large so that $−νL+U (r)$ν ⊆ L+U
and c−τ−σ(ν)(L+U (r)) ⊆ L+U . Then (4.3.6) induces the following Cartesian diagram
(4.3.7) Y bν

Y˜
b,(r)
ν
oo

// (Sλ ∩Grµ)b

Sν LU/L
+U (r)
pi′νoo fτ // LU/L+U (r)
piλ◦c−τ−σ(ν) // Sλ.
Note that pi′ν is smooth of dimension r dimU , fτ is e´tale, and piλ ◦ c−τ−σ(ν) is smooth of dimension
dimL+U/c−τ−σ(ν)(L+U (r)). So we have
dimY bν = dim(Sλ ∩Grµ)b + dimpiλ − dimpi′ν
= 〈ρ, µ+ λ〉+ (r dimU − 〈ρ, τ + σ(ν)〉)− r dimU = 〈ρ, µ− τ〉. 
Corollary 4.3.5. For b ∈ ∪λ∈τ+(σ−1)X•MVµ(λ), let Xbµ (τ) denote the closure of ∪ν∈X•Y bν in
Xµ(τ). Then
(1) Xbµ (τ) is a union of certain irreducible components of Xµ(τ).
(2) Xbµ (τ) 6= Xb
′
µ (τ) if b 6= b′, and Xµ(τ) = ∪bXbµ (τ).
(3) The group Bτ (F ) acts transitively on the set of irreducible components of X
b
µ (τ).
(4) Xbµ (τ) is equi-dimensional of dimension 〈ρ, µ− τ〉.
Proof. Since semi-infinite orbits form a partition of the affine Grassmannian into locally closed
subsets, {Y bν } form a partition of Xµ(τ). Proposition 4.3.3(2) says that every Y bν is pure of
dimension 〈ρ, µ− τ〉; so is Xbµ (τ). It follows that if Z is an irreducible component of Y bν , then its
closure Z¯ is an irreducible component of Xµ(τ). Therefore, X
b
µ (τ) is a union of certain irreducible
components of Xµ(τ), and Xµ(τ) = ∪bXbµ (τ).
We claim that, if b 6= b′, then Y bν 6= Y b
′
ν Indeed, if b ∈ MVµ(λ) and b′ ∈ MVµ(λ′) for
λ 6= λ′, then Y bν and Y b
′
ν cannot be both nonempty by Lemma 4.3.2(1). If b,b
′ ∈ MVµ(λ), then
pi′−1ν (Y bν ) 6= pi′−1ν (Y b
′
ν ) by (4.3.5). Therefore, X
b
µ (τ) 6= Xb
′
µ (τ) if b 6= b′.
Finally, by Proposition 4.3.3(2), Bτ (F ) acts transitively on the set of irreducible components of
∪νY bν , and therefore acts transitively on the set of irreducible components of Xbµ (τ). 
We end the subsection with the following observations.
Lemma 4.3.6. We fix b ∈MVµ(λ) with λ ∈ τ + (σ − 1)X• and let Xbµ (τ) be defined as above.
(1) Let G→ G′ be a central isogeny, and (µ′, τ ′) be the image of (µ, τ) under the map X•(T )→
X•(T ′). Then one can replace Xµ(b) and Xµ′(b′) by Xbµ (τ) and Xbµ′(τ
′) in the diagram in
Lemma 4.1.5 and the new diagram is still Cartesian.
(2) Let τ ′ = τ + δ − σ(δ). Then the isomorphism Xµ(τ)→ Xµ(τ ′), gL+G 7→ $δgL+G induces
an isomorphism Xbµ (τ)
∼= Xbµ (τ ′).
Proof. The map GrG → GrG′ induces a natural bijection MVµ(λ) = MVµ′(λ′) for any λ, and the
isomorphism Y bν (τ)
∼= Y bν′ (τ ′) by Lemma 4.3.2(3). Then (1) follows.
(2) follows from Lemma 4.3.2(2) immediately. 
4.4. Irreducible components of some ADLVs. In this subsection, we study in more details the
irreducible components of Xµ(τ). We continue to assume that τσ ∈ X•(T )+σ . We fix b ∈ MVµ(λ),
where λ ∈ τ + (σ − 1)X•, and let Xbµ (τ) be the union of certain irreducible components of Xµ(τ)
as constructed in the previous subsection.
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Hypothesis 4.4.1. In this section, we assume k 6= F2 if any of the simple factors of Jτ contains a
factor of type Bn,Cn,F4, and k 6= F2,F3 if it contains G2. Note that this does not depend on the
choice of τ in its σ-conjugacy class because all Jτ ’s are isomorphic.
Remark 4.4.2. This Hypothesis will only be used to invoke Lemma 4.4.9. On the other hand, we
believe that the restriction of the characteristic is not necessary to the validity of Proposition 4.4.7,
but currently we are unable to remove this extra assumption.
We need the following lemma. Recall from §3.3 that the set MVµ has a Gˆ-crystal structure and
therefore every b ∈MVµ(λ) can be attached a collection of non-negative integers {εα(b), α ∈ ∆}.
Lemma 4.4.3. Assume that ZG is connected.
(1) Let λ ∈ X•(T ) and assume that λσ = τσ. Then there exists a dominant coweight ν such that
λ+ν−σ(ν) is dominant, and that b lies in the image of the map iMVν : S(ν,µ)|λ+ν →MVµ(λ)
defined in Lemma 3.2.7.
(2) Among all ν’s satisfying the above property, there is a “minimal” νb, unique up to adding by
an element in X•(ZG). Here “minimality” means that for any other ν satisfying the above
property, ν − νb is dominant. In addition, for every α ∈ ∆, at least one of the following
inequalities is an equality
〈α, νb〉 ≥ εα(b), 〈ασ(α), νb〉 ≥ εσ(α)(b), . . . , 〈ασd−1(α), νb〉 ≥ εσd−1(α)(b),
where d is the cardinality of the σ-orbit of α.
Proof. By (3.3.3) and the compatibility Proposition 3.3.17, b belongs to the image of the map iMVν
if and only if
(4.4.1) 〈ν, α〉 ≥ εα(b) for all α ∈ ∆.
On the other hand, λ+ ν − σ(ν) is dominant if and only if, for all simple roots α of G,
0 ≤ 〈λ, α〉+ 〈ν, α〉 − 〈σ(ν), α〉
= φα(b)− εα(b) + 〈ν, α〉 − 〈ν, σ−1(α)〉.
This is equivalent to, for every σ-orbit {α, σ(α) . . . , σd(α) = α} of simple roots of G
(4.4.2) 〈ν, σj(α)〉 ≥ 〈ν, σj−1(α)〉+ εσj(α)(b)− φσj(α)(b), j = 1, 2, . . . , d.
Since ZG is connected, there exist coweights {ωα}α∈∆ such that 〈ωα, β〉 = δαβ. Since∑
j
(
εσj(α)(b)− φσj−1(α)(b)
)
= 〈−λ,
∑
j
αj〉 = 〈−τ,
∑
j
αj〉 ≤ 0,
one can use {ωα} to modify ν such that {〈ν, σj(α)〉} satisfy (4.4.1) and (4.4.2).
Now, let ν0 be a coweight satisfying (4.4.1) and (4.4.2). Then we can choose νb ∈ ν0 +
∑
α∈∆ Zωα
such that
〈α, νb〉 = max
j=0,...,d−1
{
εσj(α)(b) + 〈α, ν0〉 − 〈ασj(α), ν0〉
}
.
Such νb is minimal (in the sense of the lemma) among all coweights satisfying (4.4.1) and (4.4.2),
and clearly two choices of νb differ by an element in X•(ZG). 
Remark 4.4.4. (1) Let ν = νb be a (choice of) minimal coweight as above, (4.4.1) may not
be an equality for all α ∈ ∆.
(2) For a (choice of) minimal weight ν = νb above, let τb = λ + νb − σ(νb). Note that τb is
well-defined up to adding an element in (1− σ)X•(ZG) (so in particular if G is adjoint, τb
is uniquely determined by b). In any case, it belongs to τ + (1 − σ)X•(T ), and therefore
$τb ∈ A(G,µ) is a canonical representative of the unramified element [b] = [$τ ] ∈ B(G,µ)
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“adapted” to b. For example, if [b] is basic, then τb is central and $
τb usually called
superspecial.
(3) But also note that the class of τb in X•(T )/(1−σ)X•(ZG) depends on b in general. There-
fore, if the set unionsqλσ=τσMVµ(λ) contains more than one element, there may not be a canonical
representative of [b]. See [XZ] for an example.
Our goal is to study the irreducible components of Xbµ (τ). By Lemma 4.3.6(2), X
b
µ (τ)
∼= Xbµ (τb).
Therefore, after σ-conjugacy, we may replace τ by τb. In particular, τ is assumed to be dominant.
Then by §4.2.13, Jτ (and Uτ ) has a natural O-structure in this case. We denote by Jτ,x0(O) ⊂ Jτ (F )
the corresponding hyperspecial subgroup.
Let a ∈ S(ν,µ)|τ+σ(ν) such that b = iMVν (a). By Lemma 3.2.7, such a is unique and inside
Grν ×Grτ+σ(ν),
Gr0,a(ν,µ)|τ+σ(ν) ∩
(
(Sν ∩Grν)× (Sν+λ ∩Grτ+σ(ν))
)
= (Sν ∩Grν)×˜(Sλ ∩Grµ)b.
Let us define a closed subset Xaµ,ν(τ) ⊂ Xµ,ν(τ) via the Cartesian square
(4.4.3)
Xaµ,ν(τ) −−−−→ Gr0,a(ν,µ)|τ+σ(ν)y y
Grν
1×$τσ−−−−→ Grν ×Grτ+σ(ν).
Compare with the definition of Xµ,ν(τ) in (4.1.7), we replace Gr
0
(ν,µ)|τ+σ(ν) by one of its irreducible
component Gr0,a(ν,µ)|τ+σ(ν).
Theorem 4.4.5. Assume that ZG is connected. Let b ∈ MVµ(λ). Let ν = νb and τ = τb as in
Lemma 4.4.3. Then scheme Xaµ,ν(τ) has a unique irreducible component X
b,x0
µ (τ)
23 of dimension
〈ρ, µ − τ〉 (all other possible irreducible components of would have dimension strictly smaller that
〈ρ, µ− τ〉). In addition, Xaµ,ν(τ) ∩ G˚rν is irreducible. In particular,
X˚b,x0µ (τ) := X
b,x0
µ (τ) ∩ G˚rν = Xaµ,ν(τ) ∩ G˚rν .
All Xaµ,ν(τ), X
b,x0
µ (τ), X˚
b,x0
µ (τ) admit an action by Jτ,x0(O).
Remark 4.4.6. (1) If τ ∈ X•(ZG) and ν is minuscule, then Grν = G˚rν = (G¯/P¯µ)pf . It follows that
in this case
Xaµ,ν(τ) = X
b,x0
µ (τ)
is (the perfection) of a (closed) finite Deligne-Lusztig variety in G¯/P¯µ, and with the action of
Jτ,x0(O) factoring through the usual action of Jτ,x0(O/$).
(2) However, if ν is not minuscule, the action Jτ,x0(O) on X˚b,x0µ (τ) does not factor through
Jτ,x0(O/$). We refer to [XZ] for an example.
(3) We do not know whether Xaµ,ν(τ) is irreducible in general.
The following proposition is the key step towards Theorem 4.4.5.
Proposition 4.4.7. The scheme Y bν ∩Grν = Xaµ,ν(τ)∩Sν is geometrically irreducible of dimension
〈ρ, µ− τ〉.
23Here the superscript x0 indicates that the stabilizer group of this irreducible component in Xµ(τ) under the
Jτ (F )-action is Jτ,x0(O).
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Proof. The Cartesian diagram (4.3.3) gives
Y bν ∩Grν //_

(Sν ∩Grν)×˜(Sλ ∩Grµ)b
pr1×m

Sν ∩Grν 1×$
τσ // (Sν ∩Grν)× (Sτ+σ(ν) ∩Grτ+σ(ν)).
Putting Y˜ b,x0ν := pi′−1ν (Y bν ∩ Grν), we claim that it fits into the following Cartesian diagram
analogous to (4.3.6)
(4.4.4) Y bν ∩Grν

Y˜ b,x0νoo

// (Sλ ∩Grµ)b

Sν ∩Grν L+U
pi′νoo fτ // L+U
piλ◦c−τ−σ(ν) // Sλ.
Indeed, we recall that Sν ∩Grν = L+U$νL+U/L+U . From this, we can deduce that
(4.4.5) LU ×pi′ν ,Sν (Sν ∩Grν) = pi′−1ν (Sν ∩Grν) = L+U,
and the same holds if we replace ν by τ+σ(ν). It follows immediately that the left square of (4.4.4) is
Cartesian. To see the right square of (4.4.4) is Cartesian, it suffices to show that c−1−τ−σ(ν)pi
−1
λ ((Sλ∩
Grµ)
b) is contained in L+U . Indeed, if an element u ∈ LU satisfies piλ(c−τ−σ(ν)(u)) ∈ (Sλ ∩Grµ)b,
or equivalently
$−νu$τ+σ(ν) mod L+U ∈ (Sλ ∩Grµ)b,
then we know that
$ν ·$−νu$τ+σ(ν) mod L+U ∈ (Sν ∩Grν)×˜(Sλ ∩Grµ)b mν,µ−−−→ Sτ+σ(ν) ∩Grτ+σ(ν),
which forces u ∈ L+U by (4.4.5) (with ν replaced by τ + σ(ν)). This concludes the proof of the
claim that (4.4.4) is Cartesian.
As in the proof of Proposition 4.3.3, we may choose a congruence subgroup L+U (r) for some r
large enough so that $−νL+U (r)$ν ⊆ L+U and c−τ−σ(ν)(L+U (r)) ⊆ L+U . Then passing to the
quotient of (4.4.4) by L+U (r) gives a Cartesian diagram
(4.4.6) Y bν ∩Grν

Y˜ b,x0,rνoo

// (Sλ ∩Grµ)b

Sν ∩Grν LrU
pi′νoo fτ // LrU
piλ◦c−τ−σ(ν) // Sλ.
Since this pi′ν is (perfectly) smooth, it is enough to show that Y˜
b,x0,r
ν is irreducible. Moreover, since
piλ ◦ c−τ−σ(ν) is smooth, the fiber product
Zr := L
rU ×piλ◦c−τ−σ(ν),Sλ (Sλ ∩Grµ)b
is irreducible, and Y˜ b,x0,rν is an e´tale cover of Zr with Galois group Uτ (O/$r). Therefore, it is
enough to show that the induced representation
ρ : Gal(η¯/η)→ Uτ (O/$r)
is surjective, where η is the generic point of Zr ⊗ k¯.
We will make use of the following easy group theoretical fact.
Lemma 4.4.8. Let f : Γ1 → Γ2 be a group homomorphism. Assume that Γ2 is a nilpotent group.
Then f is surjective if and only if the abelianization map fab : Γab1 → Γab2 is surjective.
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Proof. The “only if” direction is clear. We prove the other direction. As usual, we denote by
[a, b] = aba−1b−1 and ab = bab−1.
Let γ1(Γi) = Γi and γj(Γi) = [γj−1(Γi),Γi] be the lower central series. It is enough to show that
Γ1/γj(Γ1) → Γ2/γj(Γ2) is surjective for every j by induction. The case j = 2 is our assumption.
Suppose that this is true for j. Then it is enough to show that
γj(Γ1)/γj+1(Γ1)→ γj(Γ2)/γj+1(Γ2)
is surjective. It is enough to show that elements in γj(Γ2) of the form [a, b] with a ∈ γj−1(Γ2) and
b ∈ Γ2 are contained in the image of the above map.
By inductive hypothesis, there exists a˜ ∈ γj−1(Γ1) and b˜ ∈ Γ1 such that f(a˜) = am, f(b˜) = bn,
with m,n ∈ γj(Γ2). Then
f([a˜, b˜]) = [am, bn] = [m, b]a[a, b][am, n]b = [a, b] mod γj+1(Γ2).
The lemma then follows. 
Therefore, it is enough to show that ρ : Gal(η¯/η)→ Uτ (O/$r)ab is surjective. The next lemma
gives a description of Uτ (O/$r)ab in most cases.
Lemma 4.4.9. Let UH be the unipotent radical of a Borel subgroup BH of an unramified reductive
group H over O, and for i ≥ 1, let ΦH,i denote the set of (absolute) positive roots α of height i,
i.e. 〈α, ρ∨H〉 = i, where ρ∨H is the half of the sum of positive coroots. Let UH,i denote the group
generated by the coroot groups Uα with α ∈ ΦH,i∪ΦH,i+1∪· · · . Then we obtain a canonical filtration
UH = UH,1 ⊃ UH,2 ⊃ · · · by normal subgroups.
Assume that k 6= F2 if Had has a factor of type Bn,Cn,F4, and k 6= F2,F3 if Had has a factor of
type G2, then for every O-algebra R,
γ2(UH(R))) = UH,2(R).
Proof. The inclusion γ2(UH(R))) ⊆ UH,2(R) is clear. We prove the other inclusion. We are free to
pass to a central isogeny of H, so we may assume that H is adjoint. Then we may assume that
H is absolutely simple over O. For a relative coroot a, let UH,a denote the corresponding root
group. Recall that each σ-orbit in Φ+H := ∪i>0ΦH,i corresponds to a positive relative root of H.
We will say the height of a positive relative root to mean the height of the corresponding absolute
roots. Note that every non-simple relative root a of H is either non-reduced (i.e. a/2 is also a
root) or is contained in a sub root system of rank 2. Then to show UH,a(R) ⊂ γ2(UH(R)), we may
assume H itself is of type BC1, or of relative rank two. Explicitly, it is one of the following cases:
PGL3,PSO5,G2,PUn, n = 3, 4, 5,
3D4.
We also point out that, to show that UH,2(R) ⊆ γ2(UH(R)), it is enough to show that, for
each relative root a of height i, there exist relative roots a1 and a2 of heights i1 and i2, such that
a = a1 + a2 (thus i = i1 + i2) and
(4.4.7)
[UH,a1(R)UH,i1+1(R)/UH,i1+1(R), UH,a2(R)UH,i2+1(R)/UH,i2+1(R)] = UH,a(R)UH,i+1(R)/UH,i+1(R).
The calculations of the commutator [x, y] for x ∈ UH,a(R) and y ∈ UH,b(R) in split case are
contained in SGA 3 XXIII, Section 3. Using these formulas and the argument as [Ho74, Lemma 7]
give our claim in the split case.
Next we assume that H = PUn with n = 3, 4, 5 for the unramified quadratic extension E/F .
Let α1, . . . , αn−1 denote the absolute simple roots, and then each subset of consecutive numbers
I ⊆ {1, . . . , n − 1} corresponds to an absolute positive root. Let xαi : Ga → Uαi denote the
corresponding root morphisms over OE , normalized so that σ(xαi(r)) = xαn−i(σ(r)) for r ∈ OE .
Then we can normalize other root morphisms so that [xαI (r), xαJ (r
′)] = 0 unless the concatenation
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of I and J (resp. J and I) is exactly another consecutive sequence, in which case [xαI (r), xαJ (r
′)] =
xαI∪J (rr
′) (resp. [xαI (r), xαJ (r
′)] = xαJ∪I (−rr′)).
(1) When n = 3, for the relative root a corresponding to α1,2 = α1 + α2, a straightforward
computation shows that24
[xα1(r)xα2(σ(r)), xα1(r
′)xα2(σ(r
′))]
= xα1(r)xα2(σ(r))xα1(r
′)xα2(σ(r
′))xα2(−σ(r′))xα1(−r′)xα2(−σ(r))xα1(−r)
= xα1(r)xα1(r
′)xα2(σ(r))xα1,2(−σ(r)r′)xα2(σ(r′))xα2(−σ(r′))xα2(−σ(r))xα1(−r′)xα1,2(r′σ(r))xα1(−r)
= xα1,2(r
′σ(r)− rσ(r′)).
It follows that Uα1,2(R) ⊆ γ2(UH(R)). (Note that this even holds if p = 2.)
(2) When n = 4, the relative positive roots of height ≥ 2 correspond to the σ-orbits {α1,2, α2,3}
and {α1,2,3}. We use the following commutator relations (whose computation we omit)25
[xα1(r)xα3(σ(r)), xα2(r
′)] = xα1,2(rr
′)xα2,3(−σ(r)r′),
[xα1(r)xα3(σ(r)), xα1,2(r
′)xα2,3(−σ(r′))] = xα1,2,3(−σ(r)r′ − rσ(r′)).
This verifies (4.4.7) for the relative roots {α1,2, α2,3} and α1,2,3.
(3) When n = 5, the relative positive roots of height ≥ 2 correspond to the σ-orbits {α1,2, α3,4},
{α2,3}, {α1,2,3, α2,3,4}, and {α1,2,3,4}. The relative root corresponding to {α2,3} (resp.
{α1,2,3,4}) is contained in an embedded PU2 with absolute simple roots α2 and α3 (resp.
α1,2 and α3,4), which is covered in (1). The following verifies (4.4.7) for the other two
relative positive roots.
[xα1(r)xα4(σ(r)), xα2(r
′)xα3(σ(r
′))] = xα1,2(rr
′)xα3,4(−σ(rr′)),
[xα1(r)xα4(σ(r)), xα2,3(r
′)] = xα1,2,3(rr
′)xα2,3,4(−σ(r)r′).
Finally, we assume that H = 3D4 with respect to the cubic unramified extension E/F . Let
α1, α2, α3, and α4 denote the four absolute simple roots; so that σ permutes α2, α3, α4. The rela-
tive positive roots of height ≥ 2 correspond to the σ-orbits {α1,2, α1,3, α1,4}, {α1,2,3, α1,2,4, α1,3,4},
{α1,2,3,4}, and {α∗1,2,3,4 = α1,2,3,4 + α1}. The relative positive root corresponding to {α∗1,2,3,4}
(resp. {α1,2,3, α1,2,4, α1,3,4}) is contained in an embedded PGL2 (resp. ResE/F PGL2) with sim-
ple roots α1 and α1,2,3,4 (resp. {α1, α2, α3} and {α1,2, α1,3, α1,4}), which is covered in the split
group case. To deal with the other two relative roots, we normalize root morphisms so that
σ(xαi(r)) = xσ(αi)(σ(r)) and xα1,i(1) = [xα1(1), xαi(1)] for i = 2, 3, 4; xα1,i,j = [xα1,i(1), xαj (1)]
for pairs (i, j) = (2, 3), (3, 4), (4, 2); and xα1,2,3,4(1) = [xα1,2,3(1), xα4(1)] = [xα1,3,4(1), xα2(1)] =
[xα1,4,2(1), xα3(1)]. The following verifies (4.4.7) for the other relative positive roots.
[xα1(r), xα2(r
′)xα3(σ(r
′))xα4(σ
2(r′))] = xα1,2(rr
′)xα1,3(rσ(r
′))xα1,4(rσ
2(r′)),
[xα2(r
′)xα3(σ(r
′))xα4(σ
2(r′)), xα1,2,3(r
′)xα1,3,4(σ(r
′))xα1,4,2(σ
2(r′))] = xα1,2,3,4
(
(1+σ+σ2)(−rσ(r′))).
This concludes the proof of the lemma. 
24The relative root group corresponding to {α1, α2} should be xα1(r)xα2(σ(r))xα1,2(− 12rσ(r)) but its image in
U{α1,α2}(R)/U2(R) is the same as xα1(r)xα2(σ(r)). Explicitly when n = 3, if we write U3 = {A ∈ GL3(OE) |
(A
t
)−1JA = J} with the anti-diagonal unit matrix J3. The commutator subgroup of PU3 is given by1 r s1 −σ(r)
1
1 r′ s′1 −σ(r′)
1
1 −r σ(s)1 σ(r)
1
1 −r′ σ(s′)1 σ(r′)
1
 =
1 r′σ(r)− rσ(r′)1
1
 ,
where rσ(r) + s+ σ(s) = 0, r′σ(r′) + s′ + σ(s′) = 0.
25Note that the root group for the relative root {α1,2, α2,3} is xα1,2(s)xα2,3(−σ(s)) with the negative sign.
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We have a natural projection
pr : LrU → Lr(U/U2)→ Lr(Uτ/Uτ,2).
Let
L : Lr(Uτ/Uτ,2)→ Lr(Uτ/Uτ,2), L(u) = u−1σ(u)
be (the perfection of) the usual Lang map for the commutative algebraic group Lr(U/U2). Then
we have the following commutative, in which the right square is Cartesian
LrU
fτ

// Lr(U/U2) //
fτ,2

Lr(Uτ/Uτ,2)
L

LrU // Lr(U/U2) // L
r(Uτ/Uτ,2),

where fτ,2 : L
r(U/U2)→ Lr(U/U2) is the morphism induced by fτ .
Let Zr,2 be the closure of the image of Zr under the projection L
rU → Lr(U/U2), whose generic
point we denote by η2. It follows from this commutative diagram and Lemma 4.4.9 that we have
a commutative diagram
Gal(η¯/η)

ρ // Uτ (O/$r)

Gal(η¯2/η2)
ρ2 // (Uτ/Uτ,2)(O/$r) ∼= Uτ (O/$r)ab,
where the bottom arrow is induced by the Lang map L. By Lemma 4.4.8, to prove the surjectivity
of ρ, it is enough to show the surjectivity of Gal(η¯/η)→ Gal(η¯2/η2) and the surjectivity of ρ2. The
former follows from the fact that the map Zr → Zr,2 generically has geometrically connected fiber
(Proposition 3.3.20). For the latter, we need to show that Zr,2 is big enough. We make use of the
following lemma.
Lemma 4.4.10. We have Zr,2 =
∏
L+U
(〈ν,αi〉−εαi (b))
αi /L
+U
(r)
αi ⊂ Lr(U/U2).
Note that by our assumption of ν and (3.3.3), 〈ν, αi〉 − εαi(b) ≥ 0. This is consistent with the
fact that Zr ⊂ LrU .
Proof. By Proposition 3.3.20, the closure of the projection of pi−1λ ((Sλ ∩Grµ)b) ⊂ LU to L(U/U2)
is
∏
i pi
−1
Mi,λ
(SMi,λ ∩GrMi,λ+εi(b)), where piMi,λ : LUMi = LUαi → SM,λi is the projection (3.2.1) for
Mi. By (3.2.2) and φi(b)− εi(b) = 〈λ, αi〉, we have
pi−1Mi,λ(Sλ ∩GrMi,λ+εi(b)) = L+U (−φi(b))αi .
Now use Zr = $
σ(ν)+τpi−1λ ((Sλ ∩Grµ)b)$−σ(ν)−τ/L+U (r) and σ(ν) + τ = ν + λ to conclude. 
Note that so far we have not use the fact that ν = νb. Now, assuming this, we see that in each
σ-orbit {α, σ(α), . . . , σd(α) = α} of ∆, there is some σi(α) such that 〈νb, σi(α)〉 = εσi(α)(b), by
Lemma 4.4.3 (2). In particular, LrUσi(α) ⊂ Zr,2.
We need a last lemma.
Lemma 4.4.11. Let H0 be a connected affine algebraic group over Fqr and let H = ResFqr/FqH0
be its Weil restriction to Fq. Let H0 → H ⊗ Fqr be the canonical embedding. Let LH : H →
H, h 7→ h−1σ(h) denote the Lang map of H, base changed to Fqr , where σ is the q-Frobenius of H.
Then LH : L−1H (H0) → H0 can be identified with the Lang map for H0. In particular, L−1H (H0) is
irreducible so the composed map
piet1 (H0)→ piet1 (H)→ H0(Fqr).
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is surjective.
Proof. This follows by definition. 
Now we finish the proof. Applying this lemma to each σ-orbit {α, σ(α), . . . , σd(α) = α} of ∆τ
(using the fact that Zr,2 contains L
rUσi(α) for some i), we see that the image of ρ2 contains the
relative root group corresponding this σ-orbit. Since this is true for all σ-orbit, we conclude that
ρ2 is surjective. This concludes the proof of Proposition 4.4.7. 
4.4.12. Proof of Theorem 4.4.5. Let Y bν ∩Grν denote the closure of Y bν ∩Grν . By Proposition 4.4.7,
it is an irreducible component of Xbµ (τ). Recall that that Y
b
ν ∩Grν = Xaµ,ν(τ)∩ Sν . Therefore, for
every g ∈ Jτ (O),
(Y bν ∩Grν) ∩ g(Y bν ∩Grν) = Xaµ,ν(τ) ∩ Sν ∩ gSν .
Recall that Sν ∩Grν is open in Grν . It follows that (Y bν ∩Grν)∩ g(Y bν ∩Grν) is open in Y bν ∩Grν .
In particular, if this intersection is non-empty, then gY bν ∩Grν = Y bν ∩Grν by the irreducibility of
Y bν ∩Grν established in Proposition 4.4.7.
Now, by Lemma 3.2.4, $ν ∈ Y bν ∩Grν . Let
StJτ,x0 (O)($
ν) = {g ∈ Jτ,x0(O) | g$ν = $ν mod G(OL)}.
It follows from the above claim that Y bν ∩Grν is invariant under the action StJτ,x0 (O)($ν). On the
other hand, Y bν ∩Grν is also invariant under the action of Uτ (O) (since so is Y bν ∩ Grν). Since
StJτ,x0 (O)($
ν) and Uτ (O) generate Jτ (O) as a group, we see that Y bν ∩Grν is invariant under the
action by Jτ,x0(O).
Next, we show that Xaµ,ν(τ) contains a unique irreducible component of dimension 〈ρ, µ − τ〉.
Since Grν = unionsqν′ν(Sν′ ∩Grν), it is enough to show that Xaµ,ν(τ)∩Sν′ has dimension strictly smaller
that 〈µ− τ〉 if ν ′ ≺ ν. But by definition, Xaµ,ν(τ) ∩ Sν′ fits into the following Cartesian diagram
Xaµ,ν(τ) ∩ Sν′ −−−−→ Gr0,a(ν,µ)|τ+σ(ν) ∩ (Sν′ ∩Grν)× (Sτ+σ(ν′) ∩Grτ+σ(ν))y y
Sν′ ∩Grν id×$
τσ−−−−−→ (Sν′ ∩Grν)× (Sτ+σ(ν′) ∩Grτ+σ(ν)).
We need the following lemma.
Lemma 4.4.13. Let ν ′ ≺ ν. Then the intersection Gr0,a(ν,µ)|τ+σ(ν)∩(Sν′∩Grν)×(Sτ+σ(ν′)∩Grτ+σ(ν))
in Grν ×Grτ+σ(ν) has dimension < 〈ρ, ν + τ + σ(ν ′) + µ〉.
Proof. Let (Sτ+σ(ν′) ∩Grτ+σ(ν))c be an irreducible component of Sτ+σ(ν′) ∩Grτ+σ(ν). Recall from
the proof of Lemma 3.2.8 that the preimage of (Sτ+σ(ν′) ∩Grτ+σ(ν))c ∩ G˚rτ+σ(ν) in Gr0,a(ν,µ)|τ+σ(nu)
is an open subset (Sη1 × Grν)c1×˜(Sη2 × Grλ)c2 , where η1 + η2 = τ + σ(ν ′), and (a, c) 7→ (c1, c2)
is the map defined in Lemma 3.2.8, which is compatible with Littelmann’s decomposition theorem
(see Proposition 3.3.17)
We identify the set of MV cycles with the set of Gˆ-crystals via Proposition 3.3.15. Note that
c ∈ MVτ+σ(ν)(τ + σ(ν ′)) is obtained by the unique element in MVτ+σ(ν)(τ + σ(ν)) by a series of
root operators fαs. Since one of the equalities in Lemma 4.4.3(2) holds, by the definition of the
root operators acting on the set of Gˆ-crystals, we see that
ν ′ ≺ η1, η2 ≺ λ.
This implies that the intersection in the lemma has dimension < 〈ρ, ν + η1 + µ+ η2〉 = 〈ρ, ν + τ +
σ(ν ′) + µ〉. 
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Now, by the argument similar to Proposition 4.3.3 (in particular, a diagram similar to (4.3.7)),
we see that
dimXaµ,ν(τ) ∩ Sν′ = dim Gr0,a(ν,µ)|τ+σ(ν) ∩ (Sν′ ∩Grν)× (Sτ+σ(ν′) ∩Grτ+σ(ν))− dim(Sτ+σ(ν′) ∩Grτ+σ(ν))
< 〈ρ, ν + τ + σ(ν ′) + µ〉 − 〈ρ, τ + σ(ν ′) + τ + σ(ν)〉
= 〈ρ, µ− τ〉.
We have finished the proof that Xb,x0µ (τ) := Y bν ∩Grν is the unique irreducible component of
Xaµ,ν(τ) of dimension 〈ρ, µ− τ〉.
Finally, we show that Xaµ,ν(τ) ∩ G˚rν is irreducible. Let
(4.4.8) G˚r
0,a
(ν,µ)|τ+σ(ν) := Gr
0,a
(ν,µ)|τ+σ(ν) ∩ (G˚rν × G˚rτ+σ(ν)).
Let F be the fiber over $ν of the projection G˚r
0,a
(ν,µ)|τ+σ(ν) → G˚rν . This is identified with an
irreducible locally closed subset of Grµ ∩ $−νG˚rτ+σ(ν) ⊂ Gr. Let F (∞) denote its preimage in
LG→ Gr.
Recall that G˚rν is a single L
+G-orbit given by g 7→ g$ν . Then the preimage of Xaµ,ν(τ) ∩ G˚rν
in L+G is
{g ∈ L+G | g−1$τσ(g) ∈ $νF (∞)$−σ(ν) ⊂ LG.
Note that Jτ,x0(O) acts transitively along the fibers of the map L+G→ LG, g 7→ g−1$τσ(g). Since
$νF (∞)$−σ(ν) is irreducible, it follows that Jτ,x0(O) acts transitively on the set of irreducible
components of Xaµ,ν(O) ∩ G˚rν . Combining with the fact that Xb,x0µ (τ) ∩ G˚rν ⊃ Y bν ∩ Grν is
irreducible in Xaµ,ν(τ) ∩ G˚rν of dimension 〈ρ, µ− τ〉, we see that
Xb,x0µ (τ) ∩ G˚rν = Xaµ,ν(τ) ∩ G˚rν ,
which is irreducible. The proof of Theorem 4.4.5 now is complete.
Theorem 4.4.14. Let b = $τ be an unramified element, and assume that τσ is dominant. Consider
the action of Jτ (F ) on the set of irreducible components of Xµ(τ).
(1) The stabilizer of each irreducible component is a hyperspecial subgroup.
(2) The subset Xbµ (τ) ⊂ Xµ(τ) is invariant under the action of Jτ (F ). The group Jτ (F ) acts
transitively on the set of irreducible components of Xbµ (τ).
(3) Assume that ZG is connected. There is a canonical Jτ (F )-equivariant bijection between the
set of irreducible components of Xbµ (τ) and
unionsqλ∈τ+(1−σ)X•MVµ(λ)×HSb, (b, x) 7→ Xb,xµ (τ)
where HSb denote the set of hyperspecial subgroups of Jτ (F ), and Xb,xµ (τ) is the irreducible
component in Xbµ (τ) whose stabilizer is the hyperspecial subgroup of Jτ (F ) corresponding
to x.
Proof. To proof (1), first assume that ZG is connected. Then by Proposition 4.4.7, in each X
b
µ (τ)
there is an irreducible component whose stabilizer in Jτ (F ) is hyperspecial. Then the statement
follows from Corollary 4.3.5(3). In particular, if G is of adjoint type, the statement holds. The
general case follows from Lemma 4.1.5.
Recall that Xbµ (τ) is Bτ (F )-invariant by Corollary 4.3.5. On the other hand, the stabilizer
of each irreducible component is hyperspecial in Jτ (F ). Therefore (2) follows from the Iwasawa
decomposition if Jτ (F ) and Corollary 4.3.5.
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If ZG is connected, then all hyperspecial subgroups of Jτ are conjugate. For every b ∈MVµ(λ),
we constructed Xb,x0µ (τ), and other irreducible components are given by g 7→ gXb,x0µ (τ) for g ∈
Jτ (F ), with stabilizer group gJτ,x0(O)g−1. Part (3) follows. 
Remark 4.4.15. In general if ZG is not connected, it seems that Jτ does not have a natural conju-
gacy class of hyperspecial subgroup. But Theorem 4.4.14 implies that each b ∈ unionsqλ∈τ+(1−σ)X•MVµ(λ)
gives such a conjugacy class, which contains the stabilizers of irreducible components in Xbµ (τ).
Note that different b’s may give different conjugacy classes.
5. The moduli of local shtukas
The moduli spaces of shtukas were invented by Drinfeld as the function field analogue of the
Shimura varieties. However, the moduli space of shtukas can be defined in a much greater gener-
ality. In particular, there are notions of moduli spaces of iterated shtukas and partial Frobenius
between them, which play a crucial role in realizing the Langlands correspondence over the func-
tion fields (see the works of Drinfeld [Dr89], L. Lafforgue [Laf.L02], and more recently V. Lafforgue
[Laf.V12+]). Unfortunately, so far it is not clear how to construct their Shimura variety counter-
parts. In this section, we pass to the local situation to give a uniform construction of the moduli
spaces of (iterated) local shtukas, for groups over equal or mixed characteristic. In addition, we
construct various correspondences between them, including the partial Frobenius operator. Finally,
we define certain category PCorr(Shtloc) of perverse sheaves, which will be the main player of the
next section.
Let Affpfk denote the category of perfect rings over k, equipped with the fpqc topology. We
continue to use the notations from Section 3, in particular (3.0.1) and (3.0.2). In this sec-
tion, unless otherwise specified, schemes/algebraic spaces/algebraic stacks mean schemes/algebraic
spaces/algebraic stacks in Affpfk . The foundations on perfect algebraic geometry we needed in
this paper are recalled in the Appendix A.1, and the results on cohomological correspondences are
recalled in A.2.
5.1. The local Hecke stack.
Definition 5.1.1. Let µ• = (µ1, . . . , µt) be a sequence of dominant coweights (of G). We define
the local Hecke stack as the prestack
Hklocµ• = Hk
loc
µ1,...,µt := [L
+G\Grµ• ]
which assigns for every perfect k-algebra R, the groupoid of chains of modifications of G-torsors
over DR = SpecWO(R)
(5.1.1) Et βt99K Et−1
βt−199K · · · β299K E1 β199K E0
of relative positions  µt, . . . , and  µ1, respectively. (Comparing to the moduli problem of Grµ•
in (3.1.6), we drop the trivialization of E0.)
Similarly, we define
Hk0,locλ•|µ• := [L
+G\Gr0λ•|µ• ], and Hk
0,loc
ν•;λ•|µ•;ξ• := [L
+G\Gr0ν•;λ•|µ•;ξ• ]
for sequences of dominant coweights λ•, µ•, ν•, ξ•. In particular, taking the quotient of (3.1.14) by
the left L+G-action gives the Satake correspondence on local Hecke stacks
Hklocλ•
h←λ•←−− Hk0,locλ•|µ•
h→µ•−−→ Hklocµ• .
The above definitions are very convenient for the later geometric constructions, but one cannot
directly apply the `-adic formalism to it due to the quotient by an infinite group. For this reason,
we need a finite dimensional quotient replacement of it.
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Definition 5.1.2. Let µ• = (µ1, . . . , µt) be a sequence of dominant coweights and let m be a
µ•-large integer (see Definition 3.1.6). We define the m-restricted local Hecke stack to be the stack
Hkloc(m)µ• = Hk
loc(m)
µ1,...,µt := [L
mG\Grµ• ].
We will sometimes write Hk
loc(∞)
µ• for Hk
loc
µ• . Similarly, if m is both (ν•, λ•, ξ•)-large and (ν•, µ•, ξ•)-
large, we can define
Hk
0,loc(m)
λ•|µ• := [L
mG\Gr0λ•|µ• ], Hk
0,loc(m)
ν•;λ•|µ•;ξ• := [L
mG\Gr0ν•;λ•|µ•;ξ• ]
In particular, the Satake correspondence (3.1.14) descends to
Hk
loc(m)
λ•
h←λ•←−− Hk0,loc(m)λ•|µ•
h→µ•−−→ Hkloc(m)µ• .
5.1.3. Convolution map. The convolution map Grµ• → Gr|µ•| induces
(5.1.2) m : Hk
loc(m)
ν•,µ•,ξ• → Hk
loc(m)
ν•,|µ•|,ξ• ,
called the convolution map, which is perfectly proper. Here m (which is allowed to be ∞) is
(ν•, µ•, ξ•)-large.
Notation 5.1.4. We write BL+G (resp. BLmG for m ∈ Z≥0) for the moduli stack that classifies
for every perfect k-algebra R the groupoid of G-torsors over DR (resp. Dm,R). As a stack, it is the
same as [L+G\pt] (resp. [LmG\pt]). For m ≤ m′, we have quotient maps L+G → Lm′G → LmG
which induce
BL+G
resm′=res∞m′−−−−−−−−→ BLm′G res
m′
m−−−→ BLmG.
We call them the restriction maps (restricting the G-torsor from D to Dm′ and from Dm′ to Dm).
Clearly, for m ≤ m′ ≤ m′′,
(5.1.3) resm
′
m ◦ resm
′′
m′ = res
m′′
m ,
where we allow m′′ to be ∞. Since resm′m is an Lm
′−mG(m)-gerbe (for m′ < ∞), it is perfectly
smooth.
5.1.5. Two torsors over restricted local Hecke stacks. Let µ• = (µ1, . . . , µt) be a sequence of domi-
nant coweights. There are natural morphisms
t←, t→ : Hklocµ• → BL+G
sending (5.1.1) to the last torsor Et and the first torsor E0 in the sequence, respectively. In particular,
t→ comes from taking the quotient of the structure sheaf Grµ• → pt by the left L+G-action.
Similarly, if (m,n) is a pair of non-negative integers and m− n is µ•-large, by writing
[LmG\Grµ• ] ∼= [LmG\Gr(n)µ• /LnG]
t←×t→−−−−→ BLnG×BLmG,
where Gr
(n)
µ• is the L
nG-torsor over Grµ• as defined after (3.1.6), we see that over Hk
loc(m)
µ• , the first
map t→ defines the LmG-torsor
(5.1.4) Grµ• → [LmG\Grµ• ],
and the second map t← defines the LnG-torsor
(5.1.5) [LmG\Gr(n)µ• ]→ [Lm+nG\Grµ• ].
We write E→|Dm and E←|Dn for these two canonical torsors. Note that for m ≤ m′ and n ≤ n′
((m′, n′) = (∞,∞) allowed) such that both m′ − n′ and m − n are µ•-large, there is a restriction
map
resm
′
m : Hk
loc(m′)
µ• → Hkloc(m)µ•
65
such that the following diagram is commutative and the right square is Cartesian.
(5.1.6) BLn
′
G
resn
′
n

Hk
loc(m′)
µ•
t←oo t→ //
resm
′
m
BLm
′
G
resm
′
m

BLnG Hk
loc(m)
µ•
t←oo t→ // BLmG.
In addition, these restrictions maps satisfy the natural compatibility condition (5.1.3).
Remark 5.1.6. On Hk
0,loc(m)
λ•|µ• , the pullbacks of the L
mG-torsor E→|Dm and the LnG-torsor E←|Dn
on Hk
loc(m)
µ• , which we denote by the same notation, are canonically isomorphic to the pullbacks of
E→|Dm and E←|Dn from Hkloc(m)λ• , which we denote by E ′→|Dm+n and E ′←|Dn , respectively.
5.1.7. Perverse sheaves on restricted local Hecke stack. Now we define the category of perverse
sheaves on Hkloc, by essentially repeating the construction of PL+G⊗k¯(Gr ⊗ k¯). First recall from
Notation A.2.1, for a perfectly smooth morphism f : X → Y between algebraic stacks of relative
dimension d, we write f? := f∗[d](d2); it takes perverse sheaves to perverse sheaves. Given m ≤ m′
two µ•-large integers (m′ 6=∞), let Resm′m := (resm
′
m )
?. If m ≥ 1, since resm′m is an Lm
′−mG(m)-gerbe
and Lm
′−mG(m) is the perfection of a unipotent group, the pullback
Resm
′
m : P(Hk
loc(m)
µ• ) −→ P(Hkloc(m
′)
µ• )
induces an equivalence of the corresponding categories of perverse sheaves. An inverse equivalence
is given by the push-forward (resm
′
m )! up to a shift and a twist. Then similar to (3.4.1), we can
define
(5.1.7) P(Hklock¯ ) :=
⊕
ζ∈pi1(G)
P(Hklocζ ), P(Hk
loc
ζ ) = lim−→
(µ,m)∈ζ×Z≥〈µ,αh〉
P(Hkloc(m)µ )
where the connecting functor for the limit above is given the fully faithful embedding
P(Hk
loc(m)
µ )
Resm
′
m
∼=
// P(Hk
loc(m′)
µ )
iµ,µ′,∗ // P(Hk
loc(m′)
µ′ ) .
Again, note that the limit is filtered. Note that since an (LmG⊗ k¯)-equivariant perverse sheaf on
Grµ descends to a sheaf on [L
mG\Grµ], after shifted by mdimG and twisted by m2 dimG, there is
a natural equivalence of categories
(5.1.8) PLmG(Grµ)
∼=−−→ P(Hkloc(m)µ ),
which, after passing to the limit and the direct sum over pi1(G), gives rise to the natural equivalence
of categories.
(5.1.9) PL+G⊗k¯(Gr⊗ k¯)
∼=−−→ P(Hklock¯ ).
5.1.8. Breaking up local Hecke stacks. Let λ• and µ• be two sequences of dominant coweights.
Assume thatm1−m2 is λ•-large andm2−n is µ•-large. By (3.1.10), there is a canonical isomorphism
[Lm1G\Gr(n)λ•,µ• ] ∼= [Lm1G\Gr
(m2)
λ• ]×L
m2G Gr(n)µ• ,
which induces an isomorphism
(5.1.10) Hk
loc(m1)
λ•,µ•
∼= Hkloc(m2)µ• ×t→,BLm2G,t← Hkloc(m1)λ• .
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In other words, giving an R-point of Hk
loc(m1)
λ•,µ• is equivalent to giving an R-point x1 of Hk
loc(m1)
λ•
and an R-point x2 of Hk
loc(m2)
µ• , together with an isomorphism of L
m2G-torsors Ex1,←|Dm2,R 'Ex2,→|Dm2,R .
In a special case, the isomorphism (5.1.10) induces a perfectly smooth morphism
(5.1.11) Hk
loc(m1)
λ•,µ• → Hk
loc(m1)
λ• ×Hkloc(m2)µ• → Hk
loc(m1−m2)
λ• ×Hkloc(m2)µ• ,
where the first map is induced from (5.1.10) (which is perfectly smooth) and the second map is
resm1m1−m2 × id (which is also perfectly smooth).
5.2. Moduli of local shtukas. In this subsection, we define various moduli of local (iterated)
shtukas as prestacks and various correspondences between them.
Definition 5.2.1. Let µ• = (µ1, . . . , µt) be a sequence of dominant coweights. Let R be a perfect
k-algebra. An R-family of local (iterated) shtukas of singularities bounded by µ• consists of
• a point of Hklocµ• , i.e. a sequence of modifications of G-torsors over DR of relative positions
( µt, µr−1, . . . , µ1) as in (5.1.1), and
• an isomorphism ψ : σEt ∼= E0. (Here the notation σEt is defined at the beginning of Sec-
tion 4.)
The moduli space that assigns every perfect k-algebra R the groupoid of R-families of local Shtukas
of singularities bounded by µ• is denoted by Shtlocµ• := Sht
loc
µ1,...,µt . In other words, Sht
loc
µ• classifies
sequences of modifications
Et βt99K Et−1
βr−199K · · · β299K E1 β199K σEt.
For such an S-point x ∈ Shtlocµ• (S), we write Ex,← for Et and Ex,→ for E0.
Note that by definition, there is a forgetful map of prestacks
ϕloc : Shtlocµ• −→ Hklocµ• .
In fact, we can write Shtlocµ• as a Cartesian product of Hk
loc
µ• with a Frobenius graph
(5.2.1) Shtlocµ•
ϕloc //

Hklocµ•
t←×t→

BL+G
1×σ // BL+G×BL+G.
Take two additional (not necessarily non-empty) sequences ν•, ξ• of dominant coweights. We
similarly define Sht0,locλ•|µ• and Sht
0,loc
ν•;λ•|µ•;ξ• and the Satake correspondence
Shtlocλ•
h←λ•←−− Sht0,locλ•|µ•
h→µ•−−→ Shtlocµ• .
For example, Sht0,locν•;λ•|µ•;ξ• classifies the following commutative diagrams of modifications.
E ′s+a
β′s+a // · · · β
′
a+1 // E ′a
Et+a+b
βt+a+b // · · · βt+a+1 // Et+a
βt+a // · · · βa+1 // Ea βa // · · · β1 // E0 = σEt+a+b.
Remark 5.2.2. (1) In mixed characteristic, a local shtuka E 99K σE over SpecR is nothing but an
F -crystal with G-structures. In particular, If G = GLn and µ = ωi is the ith fundamental coweight
of GLn, by a theorem of Gabber, Sh
loc
µ can be regarded as the moduli of p-divisible groups of height
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n and dimension n − i over k. Therefore, moduli of local shtukas in mixed characteristic can be
regarded as vast generalizations of moduli of p-divisible groups in characteristic p.
(2) What we just defined are local shtukas with singularities at the closed point s ∈ D. One can
also define local shtukas with singularities at the generic point η ∈ D, or even with singularities
moving along D. In mixed characteristic, local shtukas with singularities along D are closely related
the Breuil-Kisin modules and their moduli spaces are recently constructed by Scholze ([SW]).
Remark 5.2.3. Our convention to define local iterated shtukas using modifications from Et to σEt
agrees [Va04, Laf.V12+], but is incompatible with the definition of affine Deligne-Lusztig varieties in
Section 4 (following most literatures on Shimura varieties), where the direction of the modification
is from σE to E . This will lead a switching from µ to µ∗ when relating the two definitions (see
(5.2.5) and (5.2.6)). The reason for our choice is limited by the need of considering restricted local
shtukas in the next subsection. When comparing that with the de Rham homology of the universal
abelian varieties on Shimura varieties, the Grothendieck-Messing theory forces us to use a deeper
truncation on σE than on E . As we will see in Definition 5.3.1 that the deeper truncation must
appear at the target of the modifications, and hence our choice of convention.
Example 5.2.4. If µ• = µ = 0, Shtloc0 = BG(O) is the the classifying stack of the profinite group
G(O).
Example 5.2.5. Let O = W (k). Let G = GLn, and µ = ωi = 1i0n−i the ith fundamental
coweight. Then by a theorem of Gabber, Shtlocωi is isomorphic to the prestack of p-divisible groups
of dimension i, and height n over k.
Definition 5.2.6. In addition to the Satake correspondences, there is the following important
partial Frobenius morphism between the moduli of local iterated shtukas, given by
(5.2.2) Fµ• : Sht
loc
µ1,...,µt
// Shtlocσ(µt),µ1,...,µt−1(Et βt99K Et−1 βt−199K · · · β299K E1 β199K σEt)  // (Et−1 βt−199K · · · β299K E1 β199K σEt σ(βt)99K σEt−1).
To motivate later definition of the (inverse) partial Frobenius between moduli of restricted local
Shtukas. we explain in steps the inverse F−1µ• map on S-points for perfect affine scheme S = SpecR
as follows.
Shtσ(µt),µ1,...,µt−1(S)
∼= {(x, ψ) ∣∣ x ∈ Hkσ(µt),µ1,...,µt−1(S) and ψ : σEx,← ' Ex,→} (Definition 5.2.1)
∼=
{
(x1, x2, ψ
′, ψ)
∣∣∣∣∣ x1 ∈ Hkσ(µt)(S), x2 ∈ Hkµ1,...,µt−1(S),ψ′ : Ex1,← ' Ex2,→, and
ψ : σEx2,← ' Ex1,→
} (
Use §5.1.8
to replace x
by (x1, x2, ψ
′)
)
∼=
{
(x′1, x2, ψ
′, ψ′′)
∣∣∣∣∣
x′1 ∈ Hkµt(S), x2 ∈ Hkµ1,...,µt−1(S),
ψ′ : σEx′1,← ' Ex2,→, and
ψ′′ : Ex2,← ' Ex′1,→
} (
x′1 = σ−1(x1)
ψ′′ = σ−1(ψ)
)
∼=
{
(x′, ψ′′)
∣∣∣∣x′ ∈ Hkµ1,...,µt(S) andψ′ : σEx′,← ' Ex′,→
} (
Use §5.1.8 to glue
(x2, x1, ψ
′′) into x′
)
∼= Shtµ1,...,µt(S). (Definition 5.2.1)
Similarly, for dominant coweights λ•, µ•, ν, there is a natural partial Frobenius morphism
Fλ•|µ•;ν : Sht
0,loc
λ•|µ•;ν → Sht
0,loc
σ(ν);λ•|µ• .
The morphism Fµ• (and Fλ•|µ•;ν) is an isomorphism of prestacks (i.e. as functors over perfect
k-algebras).
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Remark 5.2.7. In the equal characteristic case, the partial Frobenius morphism Fµ• can be defined
for the imperfect versions of local shtukas, which then is a just universal homeomorphism.
Definition 5.2.8. Let λ• and µ• be two sequences of dominant coweights. We are interested in
the following correspondence of prestacks
Shtlocλ•|µ•←−
h locλ•
{{
−→
h locµ•
$$
Shtlocλ• Sht
loc
µ• ,
where Shtlocλ•|µ• is the prestack classifying, for each perfect ring R, the following commutative dia-
gram of modifications of G-torsors over DR:
(5.2.3) E ′s
β′s //
β

· · · β
′
2 // E ′1
β′1 // σE ′s
σ(β)

Et βt // · · · β2 // E1 β1 // σEt,
such that the top row (resp. bottom row) defines an R-point of Shtlocλ• (resp. Sht
loc
µ• ). We call such
a diagram a Hecke correspondence from the top row to the bottom row.
If we further require β to have relative position  ν, we get a closed sub-prestack Shtν,locλ•|µ• of
Shtlocλ•|µ• . Note that if ν = 0, this reduces to the previously defined Satake correspondence so our
notations are consistent.
Remark 5.2.9. One should regard Shtlocλ•|µ• as the Hecke correspondence between the moduli
of local shtukas associated to different (sequences of) coweights. It is non-empty if and only if
B(G,−|λ•|) ∩B(G,−|µ•|) 6= ∅.
5.2.10. Points of Shtloc and the Newton map. Recall that we introduced the set A(G), which is the
quotient of G(L) by σ-conjugation of elements in G(OL). We define the bijection
(5.2.4) Shtlocµ (k¯)
∼= A(G,µ)
as follows: each k¯-point x ∈ Shtlocµ , defines a local shtuka
x∗E 99K x∗(σE)
over Speck¯: by trivializing x∗E over OL as a G-torsor, the map x∗(σE) 99K x∗E26 is given by an
element bx ∈ G(OL)$µ∗G(OL), which changes as g−1bxσ(g) for g ∈ G(OL) when the trivialization
of x∗E changes. Therefore, [bx] is a well-defined element in A(G,µ). Conversely, given an element in
A(G,µ), represented by an element in b ∈ G(OL)$µ∗G(OL), we can define a local shtuka structure
on the trivial G-torsor E0 as bσ : E0 99K σE0. This gives the bijection.
Then we may reinterpret (4.1.8) as the Newton map
(5.2.5) N : Shtlocµ (k¯)→ B(G,µ∗)
According to [RR96], for every b ∈ B(G,µ∗), there is a locally closed substack Shtlocµ,b ⊂ Shtlocµ
such that Shtlocµ,b(k¯) = N−1(b).
26Note that the arrow is reversed. See also Remark 5.2.3.
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5.2.11. Relation to affine Deligne-Lusztig varieties. We have the following lemma.
Lemma 5.2.12. The morphism
←−
h locλ• : Sht
ν,loc
λ•|µ• → Shtlocλ• is representable by a perfectly proper
perfect scheme, and therefore
←−
h locλ• : Sht
loc
λ•|µ• → Shtlocλ• is ind-representable and ind-proper.
Proof. For simplicity, we assume that both λ• = λ and µ• = µ are is single coweight. Let SpecR→
Shtlocλ , giving by a local shtuka β
′ : E ′ 99K σE ′. Then SpecR ×Shtlocλ Sht
loc
λ|µ classifies for every
x : SpecR′ → SpecR, a modification β : x∗E ′ 99K E such that Inv(β)  ν and Inv(σ(β)β′β−1)  µ.
All possible modifications β are represented by the relative Schubert variety Grν over SpecR, and
the condition Inv(σ(β)β′β−1)  µ defines a closed subscheme of it. 
We describe fibers of
←−
h locλ• over a κ-point x of Sht
loc
λ• , where κ is a finite extension (or an algebraic
closure) of k. Let bx ∈ A(G,µ) be the element as in (5.2.4). Then
(5.2.6) (
←−
h locλ• )
−1(x) ' Xµ∗•(bx)
by sending β to β−1. Similarly, the fiber (
←−
h locλ• )
−1(x) ∩ Shtν,locλ•|µ• is then identified with Xµ∗•,ν∗(bx).
In particular, when λ• = τ ∈ X•(ZG) is a single central coweight and µ• = µ is a single coweight,
Shtlocτ is identified with BJτ (O) = BG(O) as prestacks, and we get the following commutative
diagram with the left square Cartesian
(5.2.7) pt

Xµ∗,ν∗(τ
∗)
 %%
oo
Shtlocτ Sht
ν,loc
τ |µoo // Sht
loc
µ .
.
5.2.13. Composition of isogenies of local shtukas. There is a natural composition morphism
(5.2.8) Comploc : Shtlocκ•|λ• ×Shtlocλ• Sht
loc
λ•|µ• −→ Shtlocκ•|µ• .
More precisely, a point of Shtlocκ•|λ• ×Shtlocλ• Sht
loc
λ•|µ• is represented by the following two commutative
squares glued along the middle row, and the map is given by forgetting the middle row but only
remembering the composed arrows in left and right columns.
(5.2.9) E ′′r
β′′r //
γ′

γγ′

· · · β
′′
2 // E ′′1
β′′1 // σE ′′r
σ(γ′)

σ(γγ′)

E ′s
β′s //
γ

· · · β
′
2 // E ′1
β′1 // σE ′s
σ(γ)

Et βt // · · · β2 // E1 β1 // σEt
Note that Comploc maps Shtν
′,loc
κ•|λ• ×Shtlocλ• Sht
ν,loc
λ•|µ• to Sht
ν+ν′,loc
κ•|µ• .
In later sections, we need to replace Shtlocµ• by its restricted version and to upgrade the previous
constructions into cohomological correspondences. For this purpose, we need to discuss other
disguises of the Hecke correspondences and their compositions, via Satake correspondences and
partial Frobenius morphisms.
The following is a simple yet important observation.
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Lemma 5.2.14. For any dominant coweight η such that η  |λ•|+ σ(ν) or η  |µ•|+ ν, we have
the following commutative diagram of prestacks
(5.2.10) Shtν,locλ•|µ•
zz ##
Sht0,locλ•|(σ(ν∗),η)
{{ 
Sht0,loc(η,ν∗)|µ•
 ""
Shtlocλ• Sht
loc
σ(ν∗),η
F−1
η,ν∗ // Shtlocη,ν∗ Sht
loc
µ• ,
where the pentagon is Cartesian when composing F−1η,ν∗ with the right vertical arrow.
27
In other words, the Hecke correspondence is the composition of a Satake correspondence, the
partial Frobenius, and another Satake correspondence.
Proof. Recall that Shtν,locλ•|µ• classifies the following commutative diagram of modifications of G-
torsors
E ′s
β′s //
α
++
β

· · · β
′
2 // E ′1
β′1 // σE ′s
σ(β)

Et
βt
// · · ·
β2
// E1
β1
// σEt,
where comparing to (5.2.3), we added the diagonal arrow α which is forced to be equal to σ(β) ◦
β′1 ◦ . . . , ◦β′s = β1 ◦ · · · ◦ βt ◦ β. Since η  |λ•|+ σ(ν) or η  |µ•|+ ν by assumption, automatically
we have Inv(α)  η. This rectangular shape diagram is the same as the two commutative triangles
glued along the diagonal map α. We know that
• the upper right triangle represents a point of Sht0,locλ•|(σ(ν∗),η), and
• the lower left triangle represents a point of Sht0,loc(η,ν∗)|µ• .
The lemma follows from this. 
The same trick leads the following two lemmas.
Lemma 5.2.15. Let λ•, µ•, ν•, ξ•, θ be dominant coweights such that θ  |λ•|+|µ∗•| or θ  |ξ•|+|ν∗• |.
Then there is a canonical isomorphism
(5.2.11) Sht0,loc(λ•,ν•)|(µ•,ξ•)
∼= Sht0,locλ•|(µ•,θ);ν• ×Shtlocµ•,θ,ν• Sht
0,loc
µ•;(θ,ν•)|ξ• .
Proof. The left hand side classifies the following commutative diagram of modifications of G-torsors
E ′s+a
β′s+a // · · · β
′
s+1 // E ′s
β′s // · · · β
′
1 // E ′0 = σE ′s+a
Et+b
βt+b // · · · βt+1 // Et βt // · · · β1 // E0 = σEt+b.
27We could have stated the lemma in terms of the partial Frobenius morphism Fη,ν∗ (as it is an isomorphism).
But we shall later consider a restricted analogue of this lemma (see Definition 5.3.16), where only the analogue of
the inverse of the partial Frobenius morphism is defined.
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The right hand side classifies the following commutative diagram of modifications of G-torsors
E ′s
β′s // · · · β
′
1 // E ′0 = σEs+a
E ′s+a
β′s+a // · · · β
′
s+1 // E ′s
γ // Et βt // · · · β1 // E0 = σEt+b
Et+b
βt+b // · · · βt+1 // Et,
where the top two rows define a point of Sht0,locλ•|(µ•,θ);ν• , the bottom two rows define a point of
Sht0,locµ•;(θ,ν•)|ξ• , and they are glued along the middle row which defines a point of Sht
loc
µ•,θ,ν• .
The two diagrams above differ by the modification γ : E ′s 99K Et which is required to have relative
position  θ (which is superfluous if θ  |λ•| + |µ∗•| or θ  |ξ•| + |ν∗• |). Then the isomorphism of
the lemma is obtained by adding/removing the modification γ. 
Lemma 5.2.16. Let λ•, µ•, ν•, ζ, ζ1, ζ2 be dominant coweights such that ζ  |λ•| + |µ∗•| + |ν∗• | or
ζ  ζ1 + ζ2. Then there is a canonical isomorphism
(5.2.12) Sht0,locλ•|(µ•,ζ,ν•)×Shtlocµ•,ζ,ν• Sht
0,loc
µ•;ζ|(ζ1,ζ2);ν•
∼= Sht0,locλ•|(µ•,ζ1,ζ2,ν•) .
Proof. The right hand side classifies the following commutative diagram of modifications of G-
torsors
E ′s
β′s // · · · // · · · β
′
2 // E ′1
β′1 // E ′0 = σE ′s
Et+a+2
β′′a // · · · β
′′
1 // Et+2 γ2 // Et+1 γ1 // Et βt // · · · β1 // E0 = σEt+a+2.
The left hand side classifies the following commutative diagram of modifications of G-torsors
E ′s
β′s // · · · // · · · β
′
2 // E ′1
β′1 // E ′0 = σE ′s
Et+a+2
β′′a // · · · β
′′
1 // Et+2 γ // Et βt // · · · β1 // E0 = σEt+a+2,
Et+2 γ2 // Et+1 γ1 // Et
where the top two rows define a point of Sht0,locλ•|(µ•,ζ,ν•), bottom two rows define a point of Sht
0,loc
µ•;ζ|(ζ1,ζ2);ν• ,
and they are glued along the middle row which defines a point of Shtlocµ•,ζ,ν• .
The two diagrams above differ by the modification γ : Et+2 99K Et which is required to have
relative position  ζ (which is superfluous if ζ  ζ1 + ζ2 or ζ  |λ•| + |µ∗•| + |ν∗• |). Then the
isomorphism of the lemma is obtained by adding/removing the modification γ. 
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Lemma 5.2.17. Let λ•, µ•, ν be dominant coweights. The following diagram is Cartesian
(5.2.13) Sht0,locσ(ν);λ•|µ•
F−1
λ•|µ•;ν //

Sht0,locλ•|µ•;ν

Shtlocσ(ν),λ•
F−1λ•,ν // Sht Shtlocλ•,ν .
Proof. Clear. 
Now we can give another interpretation of Comploc.
Lemma 5.2.18. The composition map Comploc is the composition of the following maps
Shtν
′,loc
κ•|λ• ×Shtlocλ• Sht
ν,loc
λ•|µ•
∼= Sht0,locκ•|(σ(ν′∗),η′)×Shtlocη′,ν′∗ Sht
0,loc
(η′,ν′∗)|λ• ×Shtlocλ• Sht
0,loc
λ•|(σ(ν∗),η)×Shtlocη,ν∗ Sht
0,loc
(η,ν∗)|µ• (Lemma 5.2.14)
(1)−−→ Sht0,locκ•|(σ(ν′∗),η′)×Shtlocη′,ν′∗ Sht
0,loc
(η′,ν′∗)|(σ(ν∗),η)×Shtlocη,ν∗ Sht
0,loc
(η,ν∗)|µ•
∼= Sht0,locκ•|(σ(ν′∗),η′)×Shtlocη′,ν′∗ Sht
0,loc
η′|(σ(ν∗),θ);ν′∗ ×Shtlocσ(ν∗),θ,ν′∗ Sht
0,loc
σ(ν∗);(θ,ν′∗)|η ×Shtlocη,ν∗ Sht
0,loc
(η,ν∗)|µ• (Lemma 5.2.15)
∼= Sht0,locκ•|(σ(ν′∗),η′)×Shtlocσ(ν′∗),η′ Sht
0,loc
σ(ν′∗);η′|(σ(ν∗),θ)×Shtlocθ,ν′∗,ν∗ Sht
0,loc
(θ,ν′∗)|η;ν∗ ×Shtlocη,ν∗ Sht
0,loc
(η,ν∗)|µ• (Lemma 5.2.17)
∼= Sht0,locκ•|(σ(ν′∗),σ(ν∗),θ)×Shtlocθ,ν′∗,ν∗ Sht
0,loc
(θ,ν′∗,ν∗)|µ• (Lemma 5.2.16)
(2)−−→ Sht0,locκ•|(σ(ν∗+ν′∗),θ)×Shtlocθ,ν∗+ν′∗ Sht
0,loc
(θ,ν∗+ν′∗)|µ•
∼= Shtν+ν′,locκ•|µ• . (Lemma 5.2.14)
Here we choose η′  |κ•|+ σ(ν ′), η  |λ•|+ σ(ν), and θ  η′ + σ(ν). The map (1) is induced by
the composition of Satake correspondence
Sht0,loc(η′,ν′∗)|λ• ×Shtlocλ• Sht
0,loc
λ•|(σ(ν∗),η) → Sht
0,loc
(η′,ν′∗)|(σ(ν∗),η),
and the map (2) is induced by the convolution of moduli of local shtukas
Sht0,locκ•|(σ(ν′∗),σ(ν∗),θ) → Sht
0,loc
κ•|(σ(ν∗+ν′∗),θ), Sht
loc
θ,ν′∗,ν∗ → Shtlocθ,ν∗+ν′∗ ,
and Sht0,loc(θ,ν′∗,ν∗)|µ• → Sht
0,loc
(θ,ν∗+ν′∗)|µ• .
In particular, Comploc is perfectly proper.
Proof. The fiber product of the Hecke correspondences in the first row can be decomposed by
Lemma 5.2.14, and is the same as the moduli prestack that classifies the following commutative
diagram of modifications of G-torsors
E ′′r
β′′r //
γ′

α′
++
· · · β
′′
2 // E ′′1
β′′1 // σE ′′r
σ(γ′)

E ′s
α
++
β′s //
γ

· · · β
′
2 // E ′1
β′1 // σE ′s
σ(γ)

Et βt // · · · β2 // E1 β1 // σEt.
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The map (1) amounts to forgetting the maps in the middle row E ′s
β′s99K · · · β
′
199K σE ′s. Next, we use
Lemma 5.2.15 to rewrite the moduli problem as the commutative diagram
(5.2.14) E ′′r
β′′r //
γ′

δ
''
α′
++
· · · β
′′
2 // E ′′1
β′′1 // σE ′′r
σ(γ′)

E ′s
α
++
γ

σE ′s
σ(γ)

Et βt // · · · β2 // E1 β1 // σEt
by adding the modification δ : E ′′r 99K σEt. The four triangles (from top to bottom) correspond to
the four factors (from left to right) in the product of line 4. After that, we apply Lemma 5.2.17
twice to get
−×Shtloc
η′,ν′∗
Sht0,locη′|(σ(ν∗),θ);ν′∗ ×Shtlocσ(ν∗),θ,ν′∗ Sht
0,loc
σ(ν∗);(θ,ν′∗)|η
∼= −×Shtloc
σ(ν′∗),η′
Sht0,locσ(ν′∗);η′|(σ(ν∗),θ)×Shtlocσ(ν∗),θ,ν′∗ Sht
0,loc
σ(ν∗);(θ,ν′∗)|η Lemma 5.2.17 on the first product
∼= −×Shtloc
σ(ν′∗),η′
Sht0,locσ(ν′∗);η′|(σ(ν∗),θ)×Shtlocθ,ν′∗,ν∗ Sht
0,loc
(θ,ν′∗)|η;ν∗ . Lemma 5.2.17 on the second product
This does not change the moduli problem above, but only change how the gluing works with the
inverse partial Frobenius morphism. Indeed, in line 4, the first and the third fiber product each
involves an inverse partial Frobenius; in line 5, only the second product involves the inverse partial
Frobenius, applied twice.
Going from line 5 to line 6, we apply Lemma 5.2.16, which amounts to forgetting the modifications
α′ and α from the diagram (5.2.14). We then arrive at the gluing of two big upper right and big
lower left triangles. Finally, we use Satake correspondence pushforward (2) to replace modifications
γ and γ′ by their composite γ ◦ γ′, and hence the modifications σ(γ) and σ(γ′) by their composite
σ(γ ◦ γ′). We end up with the following diagram of modifications
E ′′r
β′′r //
γγ′

δ
++
· · · β
′′
2 // E ′′1
β′′1 // σE ′′r
σ(γγ′)

Et βt // · · · β2 // E1 β1 // σEt,
which is the same as Shtν+ν
′,loc
κ•|µ• by Lemma 5.2.14.
We finally remind the reader that the map Comploc is defined, on the level of moduli spaces, to
modify the diagram (5.2.9) by removing the middle row and replacing the left and right vertical
arrows by their composites. This is exactly what we just explained in the composition of the series
of maps of the lemma. The factorization of the map Comploc is clear from this.
The perfect properness of Comploc follows from the perfect properness of the maps (1) and
(2), which are in turn consequences of perfect properness of convolution products and Satake
correspondences for affine Grassmannians. 
5.3. Moduli of restricted local shtukas. The definition of the moduli of local (iterated) shtukas
in the previous subsection is convenient for various geometric constructions we need. However, as
defined in this way, we cannot directly apply the usual `-adic formalism to it. As mentioned in
Example 5.2.4, if µ• is zero or more generally a cocharacter τ ∈ X•(ZG), then Shtlocτ ∼= BG(O) as
prestacks, which is not perfectly of finite presentation. So we need an approximation of Shtlocµ• .
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Definition 5.3.1. Let µ• be a sequence of dominant coweights, and let (m,n) be a pair of non-
negative integers such thatm−n is µ•-large integer. The moduli stack Shtloc(m,n)µ• of (m,n)-restricted
local iterated shtukas is defined as the stack that classifies for every perfect k-algebra R,
• an R-point of Hkloc(m)µ• , and
• an isomorphism of LnG-torsors over SpecR
ψ : σ(E←|Dn) ' (E→|Dm)|Dn ,
where E→|Dm and E←|Dn are the canonical LmG-torsor and the LnG-torsor over Hkloc(m)µ•
given by (5.1.4) and (5.1.5), respectively.
Forgetting the isomorphism ψ defines a natural morphism
(5.3.1) ϕloc(m,n) : Shtloc(m,n)µ• → Hkloc(m)µ• ,
which exhibits Sht
loc(m,n)
µ• as an Aut(
σE←|Dn)-torsor over Hkloc(m)µ• . So ϕloc(m,n) is a perfectly smooth
morphism of relative dimension n dimG. In particular, Sht
loc(m,0)
µ• = Hk
loc(m)
µ• . Similarly to (5.2.1),
we can write Sht
loc(m,n)
µ• as a Cartesian product of Hk
loc(m)
µ• with a Frobenius graph
(5.3.2) Sht
loc(m,n)
µ•
ϕloc(m,n) //

Hk
loc(m)
µ•
t←×resmn ◦t→

BLnG
1×σ // BLnG×BLnG.
Let ν•, ξ• be two additional (not necessarily non-empty) sequences of dominant coweights. We
similarly define Sht
0,loc(m,n)
λ•|µ• (resp. Sht
0,loc(m,n)
ν•;λ•|µ•;ξ•) to be the stack classifying, for each perfect k-
algebra R,
• an R-point of Hk0,loc(m)λ•|µ• ( resp. Hk
0,loc(m)
ν•;λ•|µ•;ξ•) ;
• and an isomorphism ψ : σ(E←|Dn) ' (E→|Dm)|Dn (or equivalently ψ : σ(E ′←|Dn) ' (E ′→|Dm)|Dn)
of LnG-torsors (see Remark 5.1.6).
There is a Satake correspondence for restricted local shtukas that is compatible with the Satake
correspondence of restricted local Hecke stacks, as shown by the following Cartesian diagram.
(5.3.3) Sht
loc(m,n)
λ•
ϕloc(m,n)

Sht
0,loc(m,n)
λ•|µ•
h←λ•oo
h→µ• //
ϕloc(m,n)

Sht
loc(m,n)
µ•
ϕloc(m,n)

Hk
loc(m)
λ• Hk
0,loc(m)
λ•|µ•
h←λ•oo
h→µ• // Hk
loc(m)
µ• .
In particular, all horizontal maps are perfectly proper, as this is true for the Satake correspondences
(3.1.14) between Schubert varieties.
The convolution map of local Hecke stacks induces (5.1.2) induces
(5.3.4) m : Sht
loc(m,n)
ν•,µ•,λ• → Sht
loc(m,n)
ν•,|µ•|,λ• ,
which is perfectly proper
75
5.3.2. Group theoretic description of Sht
loc(m,n)
µ• . We give an explicit description of Sht
loc(m,n)
µ• as a
quotient stack. Consider the fiber product
(5.3.5) Shtloc(m,n),µ• := Sht
loc(m,n)
µ• ×Hkloc(m)µ• Grµ• ,
which is the stack classifying an R-point x = (Et 99K · · · 99K E0 = E0) of Grµ• together with an
isomorphism ψ : σ(Et|Dn) ' E0|Dn = E0|Dn of LnG-torsors. This is an LmG-torsor over Shtloc(m,n)µ• .
Sending ψ to σ−1(ψ) gives rise to a trivialization of Et|Dn , and hence a natural isomorphism
Sht
loc(m,n),
µ•
∼= // Gr(n)µ•
(x, ψ)  // (x, σ−1(ψ) : Et|Dn ' σ−1E0|Dn ∼= E0|Dn).
In addition, the action of LmG on Sht
loc(m,n),
µ• (to recover Sht
loc(m,n)
µ• ) can be identified with the
LmG-action on Gr
(n)
µ• given by a twisted conjugation
(5.3.6) cσ−1(g)(y) = gyσ
−1(pim,n(g−1)), for y ∈ Gr(n)µ• , g ∈ LmG,
where pim,n : L
mG → LnG is the natural map (see Definition 5.1.1). Taking the quotient with
respect to this action, we obtain a canonical isomorphism
(5.3.7) Shtloc(m,n)µ•
∼= [Gr(n)µ• /cσ−1LmG].
By a similar discussion, we can show that
Sht
0,a,loc(m,n)
λ•|µ•
∼= [Gr0,a,(n)λ•|µ• /cσ−1L
mG] and Sht
0,loc(m,n)
ν•;λ•|µ•;ξ•
∼= [Grν•×˜Grλ•|µ•×˜Gr0,(n)ξ• /cσ−1LmG].
Remark 5.3.3. In the equal characteristic case, the affine Grassmannians and the affine Deligne-
Lusztig varieties admit canonical deperfections. So we can define an imperfect version of the moduli
of restricted local iterated shtukas. For those, a trivialization of E→ for a truncated local shtukas
does not give a trivialization σ−1(ψ) of E←|Dn as we cannot use the inverse Frobenius map. We
would need to consider the moduli space that classifies trivializations of both E→|Dm and E←|Dn .
Example 5.3.4. When µ = 0 or more generally µ = τ ∈ X•(ZG), we have Gr(n)τ ∼= LnG and the
action (5.3.6) reduces to the σ−1-conjugacy action of LmG on LnG,
(g, h) 7→ pim,n(g)hσ−1(pim,n(g)−1).
By Lang’s theorem,
Shtloc(m,n)τ
∼= BLmn G,
where Lmn G is the preimage of the discrete group G(O/$n) = LnG(k) ⊂ LnG under the natural
projection pim,n : L
mG→ LnG.
Remark 5.3.5. The readers can skip this remark, which will only be used in Remark 7.2.5.
As mentioned in Remark 5.2.2, moduli of local shtukas can be regarded as a generalization of the
moduli of p-divisible groups with G-structures. It is natural to expect that the moduli of restricted
local shtukas generalize moduli of truncated Barsotti-Tate groups. It turns out that they are indeed
closely related but the relation is slightly more complicated than the unrestricted case. Here we
only explain the relation between Sht
loc(2,1)
µ for minuscule µ and the moduli of 1-truncated Barsotti-
Tate groups with G-structures, or more precisely, the moduli of G-zips as defined in [PWZ15]. The
relation between Sht
loc(m,n)
µ with the moduli of n-truncated Barsotti-Tate groups with G-structures
is similar.
Let Pµ be the parabolic subgroup of G generated by root subgroups Uα for those 〈α, µ〉 ≤ 0, and
P−µ the opposite parabolic subgroup. Let Uµ and U−µ be the unipotent radical of Pµ and P−µ
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respectively, and let Lµ = Pµ ∩ P−µ be the Levi subgroup. Similar to (3.1.5), we have a perfectly
smooth L+G× G¯pf -morphism of relative dimension dimUµ
Gr(1)µ → ((G¯/U¯µ × G¯/U¯−µ)/L¯µ)pf , g1$µg2 7→ (g¯1 mod U¯pfµ , g−12 mod U¯pf−µ) mod L¯pfµ ,
where g1 ∈ L+G, g2 ∈ G¯pf = L1G, and g¯1 = g1 mod L+G(1). Note that this map intertwines the
action of L2G on Gr
(1)
µ given in (5.3.6), and the left action of G¯ on ((G¯/U¯µ × G¯/U¯−µ)/L¯µ)pf given
by g · (g1, g2) = (gg1, σ−1(g)g2). It follows that there is a perfectly smooth morphism of relative
dimension −dimPµ
Shtloc(2,1)µ → [G¯pf\(G/U¯µ × G¯/U¯−µ)pf/L¯pfµ ].
Note that the codomain of this map is nothing but the perfection of the moduli space G -Zipµ of
G-zips. We thus obtain the following lemma.
Lemma 5.3.6. Assume that µ is minuscule. There is a natural perfectly smooth map
Shtloc(2,1)µ → G -Zippfµ .
of relative dimension −dimPµ.
Construction 5.3.7. Let (m′, n′) and (m,n) be two pairs of non-negative integers such that
m ≤ m′, n ≤ n′ are both m′−n′ and m−n are µ•-large ((m′, n′) = (∞,∞) allowed). We construct
the restriction morphism
(5.3.8) resm
′,n′
m,n : Sht
loc(m′,n′)
µ• −→ Shtloc(m,n)µ•
as follows. We think of (restricted) local shtukas as the fiber product of the local Hecke stack
and the Frobenius graph over the classifying space of (restricted) torsors. By (5.1.3) and the right
square of (5.1.6), the following diagram is commutative
(5.3.9) Hk
loc(m′)
µ•
t←×t→ //
resm
′
m 
BLn
′
G×BLm′G
resn
′
n ×resm
′
m

id×resm′
n′ // BLn
′
G×BLn′G
resn
′
n ×resn
′
n

Hk
loc(m)
µ•
t←×t→ // BLnG×BLmG id×res
m
n // BLnG×BLnG.
This means that, starting with an R-point x of Hk
loc(m′)
µ• , the canonical L
m′G-torsor (5.1.4) and
the Ln
′
G-torsor (5.1.5) associated to x restrict to the corresponding torsors associated to the point
resm
′
m (x). Thus, an isomorphism ψ :
σ(E←|Dn′,R) ' (E→|Dm′,R)|Dn′,R (which will lift x to an R-point
of Sht
loc(m′,n′)
µ• ) will naturally give an isomorphism ψ|Dn : σ(E←|Dn,R) ' (E→|Dm,R)|Dn,R (which will
lift resm
′
m (x) to an R-point of Sht
loc(m,n)
µ• ). This defines the needed map res
m′,n′
m,n . Equivalently, we
may define the map as the fiber product of the Cartesian diagram with the Frobenius graph:
resm
′,n′
m,n : Sht
loc(m′,n′)
µ•
(5.3.2)∼= Hkloc(m′)µ• ×t←×resm′n′ ◦t→,BLn′G×BLn′G, 1×σ BL
n′G
resm
′
m ×resn
′
n−−−−−−−→ Hkloc(m)µ• ×t←×resmn ◦t→,BLnG×BLnG, 1×σ BLnG
(5.3.2)∼= Shtloc(m,n)µ• .
Note that resm,nm,0 is nothing but the previously introduced map ϕ
loc(m,n) in (5.3.1). In addition, if
(m′, n′) = (∞,∞), we denote
(5.3.10) resm,n = res
∞,∞
m,n : Sht
loc
µ• → Shtloc(m,n)µ• .
Note that by construction, for m1 ≤ m2 ≤ m3, n1 ≤ n2 ≤ n3 such that mi − ni is µ•-large
((m3, n3) = (∞,∞) being allowed),
(5.3.11) resm2,n2m1,n1 ◦ resm3,n3m2,n2 = resm3,n3m1,n1 .
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Moreover, the restriction morphisms are compatible with the Satake correspondences, i.e., we have
the following Cartesian diagram ((m′, n′) = (∞,∞) allowed).
(5.3.12) Sht
loc(m′,n′)
λ•
resm
′,n′
m,n

Sht
0,loc(m′,n′)
λ•|µ•
oo //
resm
′,n′
m,n

Sht
loc(m′,n′)
µ•
resm
′,n′
m,n

Sht
loc(m,n)
λ• Sht
0,loc(m,n)
λ•|µ•
oo // Sht
loc(m,n)
µ•
Example 5.3.8. When τ ∈ X•(ZG) is a central cocharacter, the restriction map resm,n : Shtlocτ ∼=
BG(O)→ Shtloc(m,n)τ ∼= BLmn G is induced by the natural map G(O)→ Lmn G.
Lemma 5.3.9. There is the following commutative diagram with all squares Cartesian
(5.3.13)
Sht0,locκ•|λ• ×Shtlocλ• Sht
0,loc
λ•|µ•
//

Sht
0,loc(m,n)
κ•|λ• ×Shtloc(m,n)λ• Sht
0,loc(m,n)
λ•|µ•

// Hk
0,loc(m)
κ•|λ• ×Hkloc(m)λ• Hk
0,loc(m+n)
λ•|µ•

Sht0,locκ•|µ•
// Sht
0,loc(m,n)
κ•|µ•
// Hk
0,loc(m)
κ•|µ•
Proof. Clear from the definition. 
5.3.10. Category of perverse sheaves on local shtukas. We construct P(Shtloc
k¯
) the category of per-
verse sheaves on the moduli of local shtukas (base changed to k¯), in a way similar to §5.1.7.
Let µ• is a sequence of dominant coweights. For two pairs (m′, n′), (m,n) of non-negative integers,
satisfying m ≤ m′, n ≤ n′ and both m′ − n′ and m − n are µ•-large (m′ 6= ∞), let Resm′,n′m,n =
(resm
′,n′
m,n )? be the shifted pullback of `-adic sheaves. By (5.3.11), there is a canonical isomorphism
of functors
Resm
′,n
m,n ◦ Resm
′,n′
m′,n
∼= Resm′,n′m,n .
Same as Resm
′
m , the functor Res
m′,n
m,n induces an equivalence of categories if m ≥ 1. On the other
hand, resm
′,n′
m′,n is a torsor under Ker
(
Aut(E→|Dn′ )→ Aut(E→|Dn)
)
, which is again the perfection of
a unipotent (non-constant) group scheme if n ≥ 1, therefore, Resm′,n′m′,n is fully faithful.
Then we can define the category of perverse sheaves on Shtloc as the direct sum of over the
filtered limits
(5.3.14) P(Shtlock¯ ) :=
⊕
ζ∈pi1(G)
P(Shtlocζ ), P(Sht
loc
ζ ) = lim−→
(µ,m,n)
P(Shtloc(m,n)µ ),
where the limit is taken over the triples {(µ,m, n) ∈ ζ × Z2≥0 | m− n is µ-large}, with the product
partial order, and the connecting functor is given by the following composite of fully faithful functors
P(Shtloc(m,n)µ )
Resm
′,n′
m,n−−−−−→ P(Shtloc(m′,n′)µ )
iµ,µ′,∗−−−−→ P(Shtloc(m′n′)µ′ ),
and where iµ,µ′ : Sht
loc(m′,n′)
µ → Shtloc(m
′,n′)
µ′ is the natural closed embedding. Note that compared
the situation in §5.1.7, although the first functor is no longer an equivalence, these connecting
functors still satisfy natural compatibility conditions given by proper or smooth base change so the
limit indeed makes sense.
For each dominant coweight µ and a pair (m,n) such that m − n is µ-large, we have a natural
pullback functor
(5.3.15) Φloc(m,n) := Resm,nm,0 : P(Hk
loc(m)
µ )→ P(Shtloc(m,n)µ ),
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which commutes the above connecting morphism by (5.3.11) and the proper smooth base change.
Taking the limit and taking the direct sum over pi1(G), we obtain a well-defined functor
(5.3.16) Φloc : P(Hklock¯ )→ P(Shtlock¯ ).
Remark 5.3.11. Note that there are many objects in P(Shtloc
k¯
) that do not come from P(Hkloc
k¯
) un-
der the pullback Φloc. For example, recall from Example 5.3.4 that Sht
loc(n,n)
0 = BG(O/$n). There-
fore, every representation ρ of the finite group G(O/$n) defines a local system Lρ on Shtloc(m,n)0 ,
and therefore an object in P(Sht
loc(n,n)
0 )→ P(Shtlock¯ ). This object does not lie in the essential image
of Φloc (as soon as n > 0).
Construction 5.3.12. A crucial ingredient we need later is the existence of a “partial Frobenius
morphism” between the moduli of restricted local iterated shtukas that is compatible with the Fµ•
defined in (5.2.2) via the restriction morphism (5.3.8). In fact, for technical reasons (i.e. to apply
the formalism of cohomological correspondences), we will instead construct a restricted version of
the inverse of the partial Frobenius Fµ• .
We fix a sequence of dominant coweights µ• = (µ1, . . . , µt) as above. A quadruple of non-negative
integers (m1, n1,m2, n2) is said µ•-acceptable if
(1) m1 −m2 = n1 − n2 are µt-large (or equivalently σ(µt)-large)28,
(2) m2 − n1 is (µ1, . . . , µt−1)-large.
In particular, m1 − n1 is µ•-large. We regard (∞,∞,∞,∞) to be µ•-acceptable for any µ•.
Now we fix a µ•-acceptable (m1, n1,m2, n2) and construct a natural morphism
(5.3.17) F−1µ• : Sht
loc(m1,n1)
σ(µt),µ1,...,µt−1 → Sht
loc(m2,n2)
µ1,...,µt ,
which resembles Definition 5.2.6. For a perfect affine scheme S = SpecR, the map on the S-points
is given as follows.
Sht
loc(m1,n1)
σ(µt),µ1,...,µt−1(S)
∼= {(x, ψ) ∣∣ x ∈ Hkloc(m1)σ(µt),µ1,...,µt−1(S) and ψ : σEx,←|Dn1,R ' Ex,→|Dn1,R} (Definition 5.3.1)
∼=
{
(x1, x2, ψ
′, ψ)
∣∣∣∣∣
x1 ∈ Hkloc(m1)σ(µt) (S), x2 ∈ Hk
loc(m2)
µ1,...,µt−1(S),
ψ′ : Ex1,←|Dm2,R ' Ex2,→|Dm2,R , and
ψ : σEx2,←|Dn1,R ' Ex1,→|Dn1,R
} (
Use §5.1.8
to replace x
by (x1, x2, ψ
′)
)
∼=
{
(x′1, x2, ψ
′, ψ′′)
∣∣∣∣∣ x
′
1 ∈ Hkloc(m1)µt (S), x2 ∈ Hkloc(m2)µ1,...,µt−1(S),
ψ′ : σEx′1,←|Dm2,R ' Ex2,→|Dm2,R , and
ψ′′ : Ex2,←|Dn1,R ' Ex′1,→|Dn1,R
} (
x′1 = σ−1(x1)
ψ′′ = σ−1(ψ)
)
→
{
(x′′1, x2, ψ
′′′, ψ′′)
∣∣∣∣∣ x
′′
1 ∈ Hkloc(n1)µt (S), x2 ∈ Hkloc(m2)µ1,...,µt−1(S),
ψ′′′ : σEx′′1 ,←|Dn2,R ' Ex2,→|Dn2,R , and
ψ′′ : Ex2,←|Dn1,R ' Ex′′1 ,→|Dn1,R
} (
x′′1 = resm1n1 (x
′
1)
ψ′′′ = ψ′|Dn2,R
)
∼=
{
(x′, ψ′′)
∣∣∣∣x′ ∈ Hkloc(m2)µ1,...,µt(S) andψ′′′ : σEx′,←|Dn2,R ' Ex′,→|Dn2,R
} (
Use §5.1.8 to glue
(x2, x
′′
1, ψ
′′) into x′
)
∼= Shtloc(m2,n2)µ1,...,µt (S). (Definition 5.3.1)
28In fact it is enough to require both m1 −m2 and n1 − n2 are µt-large to define F−1µ• . But this extra generality
is not needed in the paper.
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Note that the condition that m1 −m2 are n1 − n2 are µt-large ensured that ψ′, ψ′′′ in the previous
line makes sense, namely Ex1,←|Dm2,R and Ex′′1 ,←|Dn2,R is canonically defined; the condition that
m2 − n1 is (µ1, . . . , µt)-large guarantees that the gluing in the last step is valid.
Similar to the construction above, for dominant coweights λ•, µ•, ν and (m1, n1,m2, n2) which is
λ•-acceptable and µ•-acceptable, there is a natural inverse partial Frobenius morphism
F−1λ•|µ•;ν : Sht
0,loc(m1,n1)
σ(ν);λ•|µ• → Sht
0,loc(m2,n2)
λ•|µ•;ν
Lemma 5.3.13. The map F−1µ• is equidimensionally perfectly smooth, of relative dimension 0.
29
Proof. The only non-isomorphic arrow is given by a base change of the map resm1n1 (which gives a
gerbe over a twist of Lm1−n1G(n1)) and a restriction of an isomorphism of torsors (which gives a
torsor over a twist of Lm2−n2G(n2)). 
Lemma 5.3.14. (1) The following diagram is commutative (but not a Cartesian)
(5.3.18) Sht
loc(m1,n1)
σ(µt),µ1,...,µt−1
F−1µ•

ϕloc(m1,n1) // Hk
loc(m1)
σ(µt),µ1,...,µt−1
(5.1.11) // Hk
loc(n1)
σ(µt)
×Hkloc(m2)µ1,...,µt−1
Sht
loc(m2,n2)
µ1,...,µt
ϕloc(m2,n2) // Hk
loc(m2)
µ1,...,µt
(5.1.11) // Hk
loc(n1)
µt ×Hkloc(m2)µ1,...,µt−1 .
σ×id
OO
(2) Let (m′1, n′1,m′2, n′2) ≥ (m1, n1,m2, n2) be two µ•-acceptable quadruples ((m′1, n′1,m′2, n′2) =
(∞,∞,∞,∞) being allowed), the following diagram is commutative (but not Cartesian in
general)
(5.3.19) Sht
loc(m′1,n
′
1)
σ(µt),µ1,...,µt−1
F−1µ• //
res
m′1,n′1
m1,n1 
Sht
loc(m′2,n
′
2)
µ1,...,µt
res
m′2,n′2
m2,n2
Sht
loc(m1,n1)
σ(µt),µ1,...,µt−1
F−1µ• // Sht
loc(m2,n2)
µ1,...,µt .
Proof. Both follow by the construction. 
Remark 5.3.15. We reinterpret the above construction in terms of group elements. Pick a (non-
increasing) sequence of integers (m0 = m
′,m1 = m,m2, . . . ,mt−1,mt = n′,mt+1 = n) such that
mi −mi+1 is µi-large for i = 1, . . . , t− 1. (This is possible because m− n′ is (µ1, . . . , µt−1)-large.)
Consider the action of
∏t+1
i=1 L
miG on
∏t
i=1 Gr
(mi+1)
µi given by
(5.3.20) (g1, . . . , gt, gt+1) · (h1L+G(m2), h2L+G(m3), . . . , htL+G(mt+1))
= (g1h1g
−1
2 L
+G(m2), g2h2g
−1
3 L
+G(m3), . . . , gthtg
−1
t+1L
+G(mt+1)).
The space Gr
(mt+1)
µ• is the quotient of
∏t
i=1 Gr
(mi+1)
µi by the subgroup
∏t
i=2 L
miG ⊆ ∏t+1i=1 LmiG.
To get the moduli of truncated local shtukas, we consider an embedding c•σ−1 :
∏t
i=1 L
miG →∏t+1
i=1 L
miG given by
c•σ−1(g1, . . . , gt) = (g1, . . . , gt, σ
−1(pim1,mt+1(g1))).
Then we have (compare §5.3.2)
Shtloc(m1,mt+1)µ•
∼=
[ t∏
i=1
Gr
(mi+1)
µi
/
c•σ−1
( t∏
i=1
LmiG
)]
.
29Note that a smooth morphism between stacks of relative dimension 0 need not be e´tale.
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Now, it is straightforward to check that the following pair of morphisms between products of
Grassmannians and groups are equivariant for the corresponding actions:
(g0, . . . , gt−1)  // (g1, . . . , gt−1, σ−1(pim0,mt(g0)))∏t−1
i=0 L
miG //
∏t
i=1 L
miG
c•
σ−1
c•
σ−1
Gr
(m1)
σ(µt)
×∏t−1i=1 Gr(mi+1)µi // ∏ti=1 Gr(mi+1)µi
(h0L
+G(m1), h1L
+G(m2), . . . , ht−1L+G(mt))  // (h1L+G(m2), . . . , ht−1L+G(mt), σ−1(h0)L+G(mt+1)).
Taking this quotients by the equivariant action gives the inverse partial Frobenius morphism
F−1µ• : Sht
loc(m0,mt)
σ(µt),µ1,...,µt−1 → Sht
loc(m1,mt+1)
µ1,...,µt ,
which is canonically independent of the choice of numbers mi.
Lemma 5.2.14 suggests that we can define a restricted version of Shtν,locλ•|µ• to be certain fiber
product (because a direct definition is unavailable). Here is the precise definition.
Definition 5.3.16. Let λ•, µ• be two sequences of dominant coweights, and ν a dominant coweight.
Let (m1, n1,m2, n2) be a quadruple that is (|λ•|+ ν, ν)-acceptable and (|µ•|+ ν, ν)-acceptable. We
choose a dominant coweight η such that
(a) either η  |λ•|+ σ(ν) or η  |µ•|+ ν, and
(b) m2 − n1 is η-large.
In particular, Condition (b) above and Condition (1) in Construction 5.3.12 imply that m1− n1 =
m2 − n2 is (σ(ν∗), η)-large and (η, ν∗)-large. For example, we may take η = |λ•|+ σ(ν) or |µ•|+ ν.
We define the Hecke correspondence for restricted local shtukas Sht
ν,loc(m1,n1)
λ•|µ• so that the pentagon
in the following diagram is Cartesian (when composing the left vertical arrow with F−1η,ν∗)
(5.3.21) Sht
ν,loc(m1,n1)
λ•|µ•
xx &&
Sht
0,loc(m1,n1)
λ•|(σ(ν∗),η)
xx 
Sht
0,loc(m2,n2)
(η,ν∗)|µ•
 &&
Sht
loc(m1,n1)
λ• Sht
loc(m1,n1)
σ(ν∗),η
F−1
η,ν∗ // Sht
loc(m2,n2)
η,ν∗ Sht
loc(m2,n2)
µ• .
The algebraic stack Sht
ν,loc(m1,n1)
λ•|µ• is independent of the choice of the coweight η (as long as it
satisfies conditions (a) and (b)). In addition, the following Lemma 5.3.17 (see also Lemma 5.3.20)
shows that it is also independent of (m,n) (as soon as the conditions (1) and (2) are met), which
justifies our notation.
The relation between Sht
ν,loc(m1,n1)
λ•|µ• as (m1, n1,m2, n2) varies is as follows.
Lemma 5.3.17. Assume that (m′1, n′1,m′2, n′2) ≥ (m1, n1,m2, n2) are two quadruples that are both
(|λ•|+ν, ν)-acceptable and (|µ•|+ν, ν)-acceptable ((m′1, n′1,m′2, n′2) = (∞,∞,∞,∞) being allowed).
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The following diagram is commutative. Moreover, all squares are Cartesian except the one marked
with the letter “X”.
(5.3.22)
Sht
loc(m′1,n
′
1)
λ•
res
m′1,n′1
m1,n1 
Sht
0,loc(m′1,n
′′
1 )
λ•|(σ(ν∗),η)
oo

Sht
ν,loc(m′1,n
′
1)
λ•|µ•
res
m′1,n′1
m1,n1 
//oo
X
Sht
0,loc(m′2,n
′
2)
(η,ν∗)|µ•

// Sht
loc(m′2,n
′
2)
µ•
res
m′2,n′2
m2,n2
Sht
loc(m1,n1)
λ• Sht
0,loc(m1,n1)
λ•|(σ(ν∗),η)
oo Sht
ν,loc(m1,n1)
λ•|µ•
oo // Sht
0,loc(m2,n2)
(η,ν∗)|µ•
// Sht
loc(m2,n2)
µ• .
Proof. The commutativity of the diagram is clear. The left square and the right square are Cartesian
by (5.3.12). That the second square is also Cartesian follows from a purely formal argument. To
reduce the load of notations, we put
A = Sht
ν,loc(m1,n1)
λ•|µ• , B = Sht
0,loc(m1,n1)
λ•|(σ(ν∗),η) , C = Sht
0,loc(m2,n2)
(η,ν∗)|µ• , and D = Sht
loc(m2,n2)
η,ν∗ .
Similar, we write A′, B′, C ′, and D′ when we replace (m1, n1,m2, n2) by (m′1, n′1,m′2, n′2). Then in
the following commutative diagram
A′ //


B′
F−1

  
A //

B
F−1

C ′ //

D′
  
C // D
the front and the back faces are Cartesian by Definition 5.3.16 (or by Proposition 5.2.14 if (m′1, n′1,m′2, n′2) =
(∞,∞,∞,∞)), and the bottom face is Cartesian by (5.3.12). (But note that the right face involv-
ing the two partial Frobenius morphisms is not Cartesian.) Now the lemma follows from Lemma
A.2.9. 
5.3.18. Explicit description of Sht
ν,loc(m1,n1)
λ•|µ• . Let us analyze the morphism
(5.3.23)
←−
h
loc(m1,n1)
λ• : Sht
ν,loc(m1,n1)
λ•|µ• → Sht
loc(m1,n1)
λ• ,
parallel to the discussions in §5.2.11. First, since both morphisms
Sht
0,loc(m1,n1)
λ•|(σ(ν∗),η) → Sht
loc(m1,n1)
λ• , and Sht
0,loc(m2,n2)
(η,ν∗)|µ• → Sht
loc(m2,n2)
η,ν∗
are perfectly proper (by the comments after (5.3.3)),
←−
h
loc(m1,n1)
λ• is perfectly proper. This is the
restricted counterpart of Lemma 5.2.12.
Remark 5.3.19. However, the morphism Sht
ν,loc(m1,n1)
λ•|µ• → Sht
loc(m2,n2)
µ• is not perfectly proper
(because the restricted inverse partial Frobenius is not perfectly proper). This is the reason that
there is an asymmetry in the diagram (5.3.22) above.
Note that since Sht
ν,loc(m1,n1)
λ•|µ• = Sht
loc(m1,n1)
λ• ×Shtloc(m1,n1)|λ•| Sht
ν,loc(m1,n1)
|λ•|||µ•| ×Shtloc(m,n)|µ•| Sht
loc(m2,n2)
µ• ,
to simplify notations, we assume that λ• = λ and µ• = µ are single coweights in the following
lemma. Recall the Lm1G-torsor Sht
loc(m1,n1),
λ ' Gr(n1)λ → Shtloc(m1,n1)λ from (5.3.5). Let
Sht
ν,loc(m1,n1),
λ|µ := Sht
ν,loc(m1,n1)
λ|µ ×Shtloc(m1,n1)λ Sht
loc(m1,n1),
λ
be the pullback of the Lm1G-torsor to Sht
ν,loc(m1,n1)
λ|µ .
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Lemma 5.3.20. There is a natural Lm1G-equivariant isomorphism
(5.3.24)
Sht
ν,loc(m1,n1),
λ|µ
∼= {(g1L+G(n1), g2L+G) ∈ Gr(n1)λ ×Grσ(ν∗) | g−12 g1σ−1(g2) ∈ [L+G\Gr(∞)µ /L+G]}
such that
←−
h
loc(m1,n1),
λ : Sht
ν,loc(m1,n1),
λ|µ → Sht
loc(m1,n1),
λ is identified with the projection to the
first factor, where Lm1G acts on Gr
(n1)
λ × Grσ(ν∗) as follows: it acts on Gr(n1)λ as in (5.3.6), and
on Grσ(ν∗) by the usual left multiplication.
Proof. We may let η = λ+σ(ν) in the definition of Sht
ν,loc(m1,n1)
λ|µ . First note that Sht
ν,loc(m1,n1)
λ|µ →
Sht
0,loc(m1,n1)
λ|(σ(ν∗),λ+σ(ν)) is a closed embedding (since Sht
0,loc(m2,n2)
(λ+σ(ν),ν∗)|µ → Sht
loc(m2,n2)
λ+σ(ν),ν∗ is a closed embed-
ding).
Next, by the discussion from §5.3.2, over Shtloc(m1,n1)λ ← Sht0,loc(m1,n1)λ|(σ(ν∗),λ+σ(ν)) → Sht
loc(m1,n1)
σ(ν∗),λ+σ(ν)),
there are Lm1G-torsors
Gr
(n1)
λ ← Gr0,(n1)λ|(σ(ν∗),λ+σ(ν)) → Gr
(n1)
σ(ν∗),λ+σ(ν).
In addition, there is a canonical isomorphism
Gr
(n1)
λ ×Grσ(ν∗) ∼= Gr0,(n1)λ|(σ(ν∗),λ+σ(ν)),
(β1 : E1 99K E0, n1 : E1|Dn1 ' E0|Dn1 , β2 : E2 99K E0)→ ( E1
β1
))
β−12 β1
// E2
β2
// E0 , n1).
It is clear that under this isomorphism, the action of Lm1G on the right hand side is identified
with the action on the left hand side as described in the lemma. Now the lemma follows from the
construction of F−1λ+σ(ν),ν∗ (in particular in terms of group elements as in Remark 5.3.15). 
Corollary 5.3.21. Assume that λ = τ ∈ X•(ZG) is central. There is a canonical isomorphism
Sht
ν,loc(m1,n1)
τ |µ
∼= [Lm1n1 G\Xµ∗,ν∗(τ∗)],
where Lm1n1 G is the group defined in Example 5.3.4. Moreover, if (m
′
1, n
′
1,m
′
2, n
′
2) ≥ (m1, n1,m2, n2)
is another (τ + ν, ν)-acceptable and (µ + ν, ν)-acceptable quadruple, we have the following natural
Cartesian diagram.[
L
m′1
n′1
G\pt] ∼= Shtloc(m′1,n′1)τ

Sht
ν,loc(m′1,n
′
1)
τ |µ
∼= [Lm′1n′1 G\Xµ∗,ν∗(τ∗)]oo
[
Lm1n1 G\pt
] ∼= Shtloc(m1,n1)τ Shtν,loc(m1,n1)τ |µ ∼= [Lm1n1 G\Xµ∗,ν∗(τ∗)],oo
where the action of Lm1n1 G on Xµ∗,ν∗(τ
∗) is the σ−1-twist of the usual left multiplication. Here
(m′1, n′1,m′2, n′2) = (∞,∞,∞,∞) is allowed, in which case L∞∞G is interpreted as G(O), and the
isomorphism [G(O)\pt] ∼= Shtlocτ comes from (5.2.7).
Proof. Note that in (5.3.24),{
(g1L
+G(n1), g2L
+G) ∈ Gr(n1)λ ×Grσ(ν∗) | g−12 g1σ−1(g2) ∈ [L+G\Gr(∞)µ /L+G]
} ∼={
(g1L
+G(n1), g2L
+G) ∈ Gr(n1)λ ×Grν∗ | g−12 g−11 σ(g2) ∈ [L+G\Gr(∞)µ∗ /L+G]
}
,
where the isomorphism is induced by σ : Grν∗ ' Grσ(ν∗). The corollary follows. 
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The final task of this subsection is to define the composition of Hecke correspondences between
restricted local shtukas, analogous to Lemma 5.2.18. To slightly reduce the load of notation, we
focus on the case that we will need later, namely when κ•, λ• and µ• are single coweights. The
general case can be treated in a similar way. We first state the restricted versions of Lemmas 5.2.15,
5.2.16, and 5.2.17.
Lemma 5.3.22. (1) Let λ, µ, ν, ξ, θ be dominant coweights such that θ  λ+µ∗ or θ  ξ+ ν∗,
and let (m,n) be a pair of non-negative integers such that m−n is (µ, θ, ν)-large, (λ, ν)-large
and (µ, ξ)-large. Then there is a canonical isomorphism
(5.3.25) Sht
0,loc(m,n)
(λ,ν)|(µ,ξ)
∼= Sht0,loc(m,n)λ|(µ,θ);ν ×Shtloc(m,n)µ,θ,ν Sht
0,loc(m,n)
µ;(θ,ν)|ξ .
Moreover, the isomorphism obtained by replacing (m,n) by (m′, n′) ≥ (m,n) is the pullback
of this isomorphism via the restriction map resm
′,n′
m,n . In particular (5.2.11) is the pull back
of (5.3.25) via resm,n.
(2) Let λ, µ, ν, ζ, ζ1, ζ2 be dominant coweights such that ζ  λ + µ∗ + ν∗ or ζ  ζ1 + ζ2, and
let (m,n) be a pair of non-negative integers such that m− n is λ-large, (µ, ζ, ν)-large, and
(µ, ζ1, ζ2, ν)-large, then
(5.3.26) Sht
0,loc(m,n)
λ|(µ,ζ,ν) ×Shtloc(m,n)µ,ζ,ν Sht
0,loc(m,n)
µ;ζ|(ζ1,ζ2);ν
∼= Sht0,loc(m,n)λ•|(µ,ζ1,ζ2,ν) .
Moreover, the isomorphism obtained by replacing (m,n) by (m′, n′) ≥ (m,n) is the pullback
of this isomorphism via the restriction map resm
′,n′
m,n . In particular (5.2.12) is the pull back
of (5.3.26) via resm,n.
(3) Let λ•, µ•, ν be dominant coweights and let (m1, n1,m2, n2) be a quadruple of nonnegative
integers that is (|λ•| + ν, ν)-acceptable and (|µ•| + ν, ν)-acceptable The following natural
diagram is Cartesian
(5.3.27) Sht
0,loc(m1,n1)
σ(ν);λ•|µ•
F−1
λ•|µ•;ν //

Sht
0,loc(m2,n2)
λ•|µ•;ν

Sht
loc(m1,n1)
σ(ν),λ•
F−1λ•,ν // Sht
loc(m2,n2)
λ•,ν .
Moreover, the diagram obtained by replacing (m1, n1,m2, n2) by (m
′
1, n
′
1,m
′
2, n
′
2) is compat-
ible with (5.3.27) via the restriction map res
m′1,n
′
1
m1,n1 and res
m′2,n
′
2
m2,n2. In particular, (5.3.27) is
compatible with (5.2.13) via resm1,n1 and resm2,n2.
Proof. (1) and (2) essentially follow from the same proof of Lemmas 5.2.15 and 5.2.16, respectively.
More precisely, the proofs work to give corresponding statements when Shtloc is replaced by Gr
(with appropriate decorations). Taking the quotient by LmG under the σ-conjugacy action as in
§5.3.2 gives (1) and (2). (3) is clear from the definition. 
Proposition 5.3.23. Let κ, λ, µ, ν, ν ′ be dominant coweights and let (m1, n1,m2, n2,m3, n3) be a
sextuple of non-negative integers satisfying
• (m1, n1,m2, n2) is (κ+ ν ′, ν ′)-acceptable and (λ+ ν ′, ν ′)-acceptable;
• (m2, n2,m3, n3) is (λ+ ν, ν)-acceptable and (µ+ ν, ν)-acceptable.
The following series of maps define a natural perfectly proper morphism
(5.3.28) Comp
loc(m1,n1)
κ,λ,µ : Sht
ν′,loc(m1,n1)
κ|λ ×Shtloc(m2,n2)λ Sht
ν,loc(m2,n2)
λ|µ −→ Sht
ν+ν′,loc(m1,n1)
κ|µ .
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Sht
ν′,loc(m1,n1)
κ|λ ×Shtloc(m1,n1)λ Sht
ν,loc(m2,n2)
λ|µ
∼= Sht0,loc(m1,n1)κ|(σ(ν′∗),η′)×Shtloc(m2,n2)
η′,ν′∗
Sht
0,loc(m2,n2)
(η′,ν′∗)|λ ×Shtloc(m2,n2)λ Sht
0,loc(m2,n2)
λ|(σ(ν∗),η) ×Shtloc(m3,n3)
η,ν∗
Sht
0,loc(m3,n3)
(η,ν∗)|µ (Defn 5.3.16)
(1)−−→ Sht0,loc(m1,n1)κ|(σ(ν′∗),η′)×Shtloc(m2,n2)
η′,ν′∗
Sht
0,loc(m2,n2)
(η′,ν′∗)|(σ(ν∗),η)×Shtloc(m3,n3)
η,ν∗
Sht
0,loc(m3,n3)
(η,ν∗)|µ
∼= Sht0,loc(m1,n1)κ|(σ(ν′∗),η′)×Shtloc(m2,n2)
η′,ν′∗
Sht
0,loc(m2,n2)
η′|(σ(ν∗),θ);ν′∗ ×Shtloc(m2,n2)
σ(ν∗),θ,ν′∗
Sht
0,loc(m2,n2)
σ(ν∗);(θ,ν′∗)|η ×Shtloc(m3,n3)
η,ν∗
Sht
0,loc(m3,n3)
(η,ν∗)|µ (5.3.25)
∼= Sht0,loc(m1,n1)κ|(σ(ν′∗),η′)×Shtloc(m1,n1)
σ(ν′∗),η′
Sht
0,loc(m1,n1)
σ(ν′∗);η′|(σ(ν∗),θ)×Shtloc(m3,n3)
θ,ν′∗,ν∗
Sht
0,loc(m3,n3)
(θ,ν′∗)|η;ν∗ ×Shtloc(m3,n3)
η,ν∗
Sht
0,loc(m3,n3)
(η,ν∗)|µ (5.3.27)
∼= Sht0,loc(m1,n1)κ|(σ(ν′∗),σ(ν∗),θ)×Shtloc(m3,n3)
θ,ν′∗,ν∗
Sht
0,loc(m3,n3)
(θ,ν′∗,ν∗)|µ (5.3.26)
(2)−−→ Sht0,loc(m1,n1)κ|(σ(ν∗+ν′∗),θ)×Shtloc(m3,n3)
θ,ν∗+ν′∗
Sht
0,loc(m3,n3)
(θ,ν∗+ν′∗)|µ
∼= Shtν+ν
′,loc(m1,n1)
κ|µ (Defn 5.3.16)
Here we choose η′  κ + σ(ν ′), η  λ + σ(ν), and θ  η′ + σ(ν) such that m2 − n1 is η′-large,
m3 − n2 is η-large, and m3 − n1 is θ-large. The map (1) is induced by the composition of Satake
correspondence
Sht
0,loc(m2,n2)
(η′,ν′∗)|λ ×Shtloc(m2,n2)λ Sht
0,loc(m2,n2)
λ|(σ(ν∗),η) → Sht
0,loc(m2,n2)
(η′,ν′∗)|(σ(ν∗),η),
and the map (2) is induced by the convolution map of moduli of local shtukas (5.3.4)
Sht
0,loc(m1,n1)
κ|(σ(ν′∗),σ(ν∗),θ) → Sht0,loc(m1,n1)κ|(σ(ν∗+ν′∗),θ), Shtloc(m3,n3)θ,ν′∗,ν∗ → Shtloc(m3,n3)θ,ν∗+ν′∗ , and Sht0,loc(m3,n3)(θ,ν′∗,ν∗)|µ → Sht0,loc(m3,n3)(θ,ν∗+ν′∗)|µ .
Moreover, if (m′1, n′1,m′2, n′2,m′3, n′3) ≥ (m1, n1,m2, n2,m3, n3) is another sextuple satisfying the
same conditions as above ((m′1, n′1,m′2, n′2,m′3, n′3) = (∞,∞,∞,∞,∞,∞) being allowed), then the
following diagram is commutative.
(5.3.29)
Sht
ν+ν′,loc(m′1,n
′
1)
κ|µ

qq ''
Sht
loc(m′1,n
′
1)
κ
res
m′1,n′1
m1,n1

Sht
ν′,loc(m′1,n
′
1)
κ|λ ×Shtlocλ (m′2,n′2) Sht
ν,loc(m′2,n
′
2)
λ|µoo

oo //
Comploc(m
′
1,n
′
1)
44
Shtlocµ
res
m′3,n′3
m3,n3

Sht
loc(m1,n1)
κ Sht
ν′,loc(m1,n1)
κ|λ ×Shtloc(m2,n2)λ Sht
ν,loc(m2,n2)
λ|µoo
Comploc(m1,n1)
**
// Sht
loc(m3,n3)
µ
Sht
ν+ν′,loc(m1,n1)
κ|µ
mm 77
In addition, the middle trapezoid is Cartesian.
Remark 5.3.24. Note that the product Sht
ν′,loc(m1,n1)
κ|λ ×Shtloc(m2,n2)λ Sht
ν,loc(m2,n2)
λ|µ is independent
of (m2, n2).
Proof of Proposition 5.3.23. The construction of the map Comploc(m1,n1) is clear as explained at
each step, and details can be found in the proof of Lemma 5.2.18 (for the unrestricted version).
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We will only give a little more detail on the isomorphism between line 4 and line 5 (as it involves
changing the depth of the restriction). Indeed, we have natural isomorphisms of functors.
−×
Sht
loc(m2,n2)
η′,ν′∗
Sht
0,loc(m2,n2)
η′|(σ(ν∗),θ);ν′∗ ×Shtloc(m2,n2)
σ(ν∗),θ,ν′∗
Sht
0,loc(m2,n2)
σ(ν∗);(θ,ν′∗)|η
∼= −×
Sht
loc(m1,n1)
σ(ν′∗),η′
Sht
0,loc(m1,n1)
σ(ν′∗);η′|(σ(ν∗),θ)×Shtloc(m2,n2)
σ(ν∗),θ,ν′∗
Sht
0,loc(m2,n2)
σ(ν∗);(θ,ν′∗)|η (5.3.27) on the first product
∼= −×
Sht
loc(m1,n1)
σ(ν′∗),η′
Sht
0,loc(m1,n1)
σ(ν′∗);η′|(σ(ν∗),θ)×Shtloc(m3,n3)
θ,ν′∗,ν∗
Sht
0,loc(m3,n3)
(θ,ν′∗)|η;ν∗ (5.3.27) on the second product.
The perfect properness of Comploc(m1,n1) follows from the perfect properness of the maps (1)
and (2), which are in turn consequences of perfect properness of convolution products and Satake
correspondences for affine Grassmannians.
The diagram (5.3.29) is clearly commutative by the definition of Comploc(m1,n1) (and the de-
scription of Comploc via Lemma 5.2.18 if (m′1, n′1,m′2, n′2,m′3, n′3) = (∞,∞,∞,∞,∞,∞)) . The
trapezoid in (5.3.29) is Cartesian because pulling back along the restriction morphisms res
m′1,n
′
1
m1,n1 :
Sht
loc(m′1,n
′
1)
κ → Shtloc(m1,n1)κ of the series of maps for (m1, n1,m2, n2,m3, n3) exactly gives the series
of maps for (m′1, n′1,m′2, n′2,m′3, n′3). For example, applying the base change Sht
loc(m′1,n
′
1)
κ ×Shtloc(m1,n1)κ −
to line 2, and repeated applying (5.3.12) and Lemma 5.3.17 to each of the product from the left to
right gives
Sht
loc(m′1,n′1)
κ ×
Sht
loc(m1,n1)
κ
Sht
0,loc(m1,n1)
κ|(σ(ν′∗),η′)×Shtloc(m2,n2)
η′,ν′∗
Sht
0,loc(m2,n2)
(η′,ν′∗)|λ ×Shtloc(m2,n2)
λ
Sht
0,loc(m2,n2)
λ|(σ(ν∗),η) ×Shtloc(m3,n3)
η,ν∗
Sht
0,loc(m3,n3)
(η,ν∗)|µ
∼= Sht0,loc(m
′
1,n
′
1)
κ|(σ(ν′∗),η′)×
Sht
loc(m′1,n′1)
η′,ν′∗
Sht
0,loc(m′2,n′2)
(η′,ν′∗)|λ ×Shtloc(m2,n2)
λ
Sht
0,loc(m2,n2)
λ|(σ(ν∗),η) ×Shtloc(m3,n3)
η,ν∗
Sht
0,loc(m3,n3)
(η,ν∗)|µ
∼= Sht0,loc(m
′
1,n
′
1)
κ|(σ(ν′∗),η′)×
Sht
loc(m′1,n′1)
η′,ν′∗
Sht
0,loc(m′2,n′2)
(η′,ν′∗)|λ ×
Sht
loc(m′2,n′2)
λ
Sht
loc(m′2,n′2)
λ ×Shtloc(m2,n2)
λ
Sht
0,loc(m2,n2)
λ|(σ(ν∗),η) ×Shtloc(m3,n3)
η,ν∗
Sht
0,loc(m3,n3)
(η,ν∗)|µ
∼= Sht0,loc(m
′
1,n
′
1)
κ|(σ(ν′∗),η′)×
Sht
loc(m′1,n′1)
η′,ν′∗
Sht
0,loc(m′2,n′2)
(η′,ν′∗)|λ ×
Sht
loc(m′2,n′2)
λ
Sht
0,loc(m′2,n′2)
λ|(σ(ν∗),η) ×
Sht
loc(m′3,n′3)
η,ν∗
Sht
0,loc(m′3,n′3)
(η,ν∗)|µ .
The rest can be checked similarly. 
Lemma 5.3.25. Let µ1, µ2, µ3, µ4, ν1, ν2, ν3 be dominant coweights and (m1, n1,m2, n2,m3, n3,m4, n4)
be an octuple of non-negative integers such that
• mi −mi+1 = ni − ni+1 is νi-large for i = 1, 2, 3,
• mi − ni+1 is (µi, νi)-large and (µi+1, νi)-large.
Then the following diagram commutes
Sht
ν1,loc(m1,n1)
µ1|µ2 ×Shtloc(m2,n2)µ2
Sht
ν2,loc(m2,n2)
µ2|µ3 ×Shtloc(m3,n3)µ3
Sht
ν3,loc(m3,n3)
µ3|µ4
Comp
loc(m1,n1)
µ1,µ2,µ3
×id
//
id×Comploc(m2,n2)µ2,µ3,µ4

Sht
ν1+ν2,loc(m1,n1)
µ1|µ3 ×Shtloc(m3,n3)µ3
Sht
ν3,loc(m3,n3)
µ3|µ4
Comp
loc(m1,n1)
µ1,µ3,µ4

Sht
ν1,loc(m1,n1)
µ1|µ2 ×Shtloc(m2,n2)µ2
Sht
ν2+ν3,loc(m2,n2)
µ2|µ4
Comp
loc(m1,n1)
µ1,µ2,µ4 // Shtν1+ν2+ν3,loc(m1,n1)
µ1|µ4 .
Proof. Using the commutative diagram below (in which the superscripts loc(m?, n?) are omitted),
we see that the composition Comp
loc(m1,n1)
µ1,µ2,µ4 ◦(id×Comploc(m2,n2)µ2,µ3,µ4 ) is the composition from upper left
to lower left by first go to the upper right and then lower right. This is the same as the downwards
composition directly from the upper left to lower left. By a symmetric argument, the composition
of the downwards left column is the same as the composition Comp
loc(m1,n1)
µ1,µ3,µ4 ◦ (Comploc(m1,n1)µ1,µ2,µ3 × id).
This then proves the lemma.
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5.4. The category PCorr(Shtloc
k¯
). We now define the category PCorr(Shtloc
k¯
). It has the same
objects as P(Shtloc
k¯
). And we just need to explain the space of morphisms and compositions of
them as follows.
5.4.1. Definition of morphisms. Recall from §5.3.10 that every object of P(Shtloc
k¯
) (or equivalently
every object of PCorr(Shtloc
k¯
)) is a direct sum of connected objects F , i.e. objects that appear
in the limit of P(Sht
loc(m,n)
µ ) over (µ,m, n) ∈ ζ × Z2≥0 for some ζ ∈ pi1(G). Each connected
object F is realized as a perverse sheaf F (m,n)µ ∈ P(Shtloc(m,n)µ ) for some triple (µ,m, n) such that
m − n is µ-large. For another triple (µ′,m′, n′) ≥ (µ,m, n), we identify F (m,n)µ with F (m
′,n′)
µ′ :=
iµ,µ′,∗Resm
′,n′
m,n F (m,n)µ .
Recall that for a septuple (µ1, µ2, ν,m1, n1,m2, n2) such that (m1, n1,m2, n2) is (µ1 + ν, ν)-
acceptable and (µ2 + ν, ν)-acceptable, there is the correspondence
Shtloc(m1,n1)µ1 ← Sht
ν,loc(m1,n1)
µ1|µ2 → Sht
loc(m2,n2)
µ2
from Definition 5.3.16. If (µ′1, µ′2, ν ′,m′1, n′1,m′2, n′2) ≥ (µ1, µ2, ν,m1, n1,m2, n2) is another septuple
satisfying the similar acceptability conditions, there is the following diagram
(5.4.1)
Sht
loc(m1,n1)
µ1
res
m′1,n′1
m1,n1←−−−−− Shtloc(m′1,n′1)µ1
iµ1,µ′1−−−−→ Shtloc(m′1,n′1)
µ′1x x x
Sht
ν,loc(m1,n1)
µ1|µ2
res←−−−− Shtν,loc(m′1,n′1)µ1|µ2
i−−−−→ Shtν′,loc(m′1,n′1)
µ′1|µ′2y y y
Sht
loc(m2,n2)
µ2
res
m′2,n′2
m2,n2←−−−−− Shtloc(m′2,n′2)µ2
iµ2,µ′2−−−−→ Shtloc(m′2,n′2)
µ′2
where arrows to the left are equidimensional, perfectly smooth, of the same relative dimension, and
arrows to the right are closed embeddings. Note that the upper left square is Cartesian by Lemma
5.3.17 and all arrows in the upper right square are perfectly proper.
We define the space MorPCorr(Shtloc)(F1,F2) of morphisms between two connected objects F1,F2
(Fi ∈ P(Shtlocζi )) to be
(5.4.2)⊕
ζ∈pi1(G)
lim−→
(µ1,µ2,ν,m1,n1,m2,n2)
Corr
Sht
ν,loc(m1,n1)
µ1|µ2
(
(Shtloc(m1,n1)µ1 ,F
(m1,n1)
1,µ1
), (Shtloc(m2,n2)µ2 ,F
(m2,n2)
2,µ2
)
)
,
where the colimit is taken over all (partially ordered) sextuples (µ1, µ2, ν,m1, n1,m2, n2) satisfying
the acceptability conditions as above (so that the space Sht
ν,loc(m1,n1)
µ1|µ2 is well-defined) and µ1 ∈
ζ1, µ2 ∈ ζ2, ν ∈ ζ. The connecting map of the filtered colimit is given by i! ◦ res?, where res?
is the shifted smooth pullback of cohomological correspondences along the map res in (5.4.1) (in
the sense of §A.2.11, in particular Notation A.2.12), and i! is the pushforward of cohomological
correspondences along the map i (in the sense of §A.2.6) in (5.4.1). Note that for (m′′1, n′′1) ≥
(m′1, n′1), the following diagram is Cartesian
Sht
ν,loc(m′′1 ,n
′′
1 )
µ1|µ2
i−−−−→ Shtν′,loc(m′′1 ,n′′1 )
µ′1|µ′2
res
y yres
Sht
ν,loc(m′1,n
′
1)
µ1|µ2
i−−−−→ Shtν′,loc(m′1,n′1)
µ′1|µ′2
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Therefore, by Lemma A.2.17, Lemma A.2.14 and Lemma A.2.8, these connecting maps compose
and the filtered colimit is well-defined.
Finally, we define the morphisms between general objects in PCorr(Shtloc) by extending the
definition on the connected ones by linearity.
5.4.2. Composition of morphisms. We now define the composition of morphisms. By linearity, it
suffices to define this on the connected objects and we may assume that the given morphisms
c1 : F1 → F2 and c2 : F2 → F3 are realized as correspondences (as opposed to linear combinations
of correspondences)
c
(µ1,µ2,ν1,m1,n1,m2,n2)
1 ∈ CorrShtν1,loc(m1,n1)
µ1|µ2
(
(Shtloc(m1,n1)µ1 ,F
(m1,n1)
1,µ1
), (Shtloc(m2,n2)µ2 ,F
(m2,n2)
2,µ2
)
)
, and
c
(µ2,µ3,ν2,m2,n2,m3,n3)
2 ∈ CorrShtν2,loc(m2,n2)
µ2|µ3
(
(Shtloc(m2,n2)µ2 , F
(m2,n2)
2,µ2
) (Shtloc(m3,n3)µ3 ,F
(m3,n3)
3,µ3
)
)
,
where the septuples satisfy the conditions as above. According to the formalism of the composition
of cohomological correspondences (see Definition A.2.2), the composition c
(µ2,µ3,ν2,m2,n2,m3,n3)
2 ◦
c
(µ1,µ2,ν1,m1,n1,m2,n2)
1 is supported on the following correspondence
Shtloc(m1,n1)µ1 ← Sht
ν1,loc(m1,n1)
µ1|µ2 ×Shtloc(m2,n2)µ2 Sht
ν2,loc(m2,n2)
µ2|µ3 → Sht
loc(m3,n3)
µ3 .
We then define the composition c2 ◦ c1 to be the cohomological correspondence from F1 to
F3 so that (c2 ◦ c1)(µ1,µ3,ν1+ν2,m1,n1,m3,n3) is given by the push forward of c(µ2,µ3,ν2,m2,n2,m3,n3)2 ◦
c
(µ1,µ2,ν1,m1,n1,m2,n2)
1 along the perfectly proper morphism
Sht
ν1,loc(m1,n1)
µ1|µ2 ×Shtloc(m2,n2)µ2 Sht
ν2,loc(m2,n2)
µ2|µ3
Comploc(m1,n1)−−−−−−−−−−→ Shtν1+ν2,loc(m1,n1)µ1|µ3 ,
in the sense of §A.2.6. To show that c2 ◦ c1 is well-defined, we need to check that if
(µ′1, µ
′
2, µ
′
3, ν
′
1, ν
′
2,m
′
1, n
′
1,m
′
2, n
′
2,m
′
3, n
′
3) ≥ (µ1, µ2, µ3, ν1, ν2,m1, n1,m2, n2,m3, n3)
(in the product partial order), then the connecting map in the colimit (5.4.2),
i!(res
?((c2 ◦ c1)(µ1,µ3,ν1+ν2,m1,n1,m3,n3))) = (c2 ◦ c1)(µ′1,µ′3,ν′1+ν′2,m′1,n′1,m′3,n′3).
First, we can apply Lemma A.2.15 and Lemma A.2.10 to see that under the pullback along
res and the pushforward along i (in (5.4.1)), c
(µ2,µ3,ν2,m2,n2,m3,n3)
2 ◦ c(µ1,µ2,ν1,m1,n1,m2,n2)1 maps to
c
(µ′2,µ
′
3,ν
′
2,m
′
2,n
′
2,m
′
3,n
′
3)
2 ◦ c(µ
′
1,µ
′
2,ν
′
1,m
′
1,n
′
1,m
′
2,n
′
2)
1 . Since the middle trapezoid in (5.3.29) is Cartesian by
Proposition 5.3.23, we can apply Lemma A.2.17 to conclude.
Finally, the composition satisfies the natural associativity law (c3 ◦ c2) ◦ c1 ∼= c3 ◦ (c2 ◦ c1) by
Lemma 5.3.25 and Lemma A.2.8. The construction of PCorr(Shtloc
k¯
) now is complete.
5.4.3. Description of morphisms. We describe the endomorphism ring of one object in PCorr(Shtloc
k¯
).
Recall by (5.1.9) and (5.3.16), we have a functor
PL+G⊗k¯(Gr⊗ k¯) ∼= P(Hklock¯ )
Φloc−−→ P(Shtlock¯ ).
Let δ1 ∈ P(Shtlock¯ ) denote the image of IC0. Recall from Example 5.3.4, Sht
loc(m,n)
0
∼= [Lmn G\ pt] is
perfectly smooth. Then δ1 can be realized as
δ
(m,n)
1 := Q`[(m− n) dimG](
m− n
2
dimG) ∈ P(Shtloc(m,n)
0,k¯
)
for every m ≥ n.
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Proposition 5.4.4. The endomorphism ring EndPCorr(Shtloc
k¯
)(δ1) is isomorphic to the spherical
Hecke algebra HG ⊗Q` = Cc(G(O)\G(F )/G(O)).
Proof. We first understand
Sht
loc(m1,n1)
0
←−
h
loc(m1,n1)
0←−−−−−−− Shtν,loc(m1,n1)0|0 → Sht
loc(m2,n2)
0
for ν ∈ X•(T )+,σ.
Note that the affine Deligne-Lusztig variety X0(0) ∼= Gr(k) is discrete and for , X0,ν∗(0) ∼=
Grν∗(k) = Gr
(∞)
ν∗ (k)/G(O). Choose n to be ν-large. By Corollary 5.3.21, the left arrow of the
above correspondence is identified with
[Lm1n1 G\ pt]← [Lm1n1 G\Gr
(∞)
ν∗ (k)/G(O)],
with the map is induced by the natural projection Gr
(∞)
ν∗ (k)/G(O)→ pt. It follows from the same
considerations as in §A.2.18 (see also Example A.2.3 (5)) that
Corr
Sht
ν,loc(m1,n1)
0|0
(
(Sht
loc(m1,n1)
0 , δ
(m1,n1)
1 ), (Sht
loc(m2,n2)
0 , δ
(m2,n2)
1 )
)
∼= HBM0 ([Lm1n1 G\Gr
(∞)
ν∗ (k)/G(O)]⊗ k¯) ∼= C(Grν∗(k))G(O/$
n1 ) = C(G(O)\Gr(∞)ν∗ (k)/G(O)),
where C(−) denotes the space of Q`-valued functions. More precisely, giving such a function
f : G(F ) → Q`, the correspondence c(0,0,ν,m1,n1,m2,n2) at [g] ∈ [Lm1n1 G\Gr
(∞)
ν∗ (k)/G(O)] is given by
multiplying f(g) : Q` → Q`.
Note that if (ν,m1, n1,m2, n2) ≤ (ν ′,m′1, n′1,m′2, n′2), the connecting map in (5.4.2) under the
above isomorphism is identified with
C(G(O)\Gr(∞)ν∗ (k)/G(O))→ C(G(O)\Gr(∞)ν′∗ (k)/G(O)),
where we regard a function on Gr
(∞)
ν∗ (k) as a function on Gr
(∞)
ν′∗ (k) by extension by zero. Therefore,
as a vector space, EndPCorr(Shtloc
k¯
)(δ1) is identified with the space of bi-G(O)-invariant, compactly
supported functions on G(F ). We also need to identify the ring structure.
By the same proof as Lemma 5.3.20 and Corollary 5.3.21, one can identify (5.3.28) (κ = λ =
µ = 0) with
[Lm1n1 \(Grν′∗×˜Grν∗)(k)]→ [Lm1n1 \Grν′∗+ν∗(k)],
which is induced by the convolution map Grν′∗×˜Grν∗ → Grν′∗+ν (defined in (3.1.11)). Now, let
c
(0,0,ν′,m1,n1,m2,n2)
1 (resp. c
(0,0,ν,m2,n2,m3,n3)
2 ) be a cohomological correspondence from δ
(m1,n1)
1 to
δ
(m2,n2)
1 (resp. c from δ
(m2,n2)
1 to δ
(m3,n3)
1 ), corresponding to f1 ∈ C(G(O)\Gr(∞)ν′∗ (k)/G(O)) (resp.
f2 ∈ C(G(O)\Gr(∞)ν∗ (k)/G(O))), under the above identification. The composition c(0,0,ν,m2,n2,m3,n3)2 ◦
c
(0,0,ν′,m1,n1,m2,n2)
1 is supported on Sht
ν′,loc(m1,n1)
0|0 ×Shtloc(m2,n2)0 Sht
ν,loc(m2,n2)
0|0 , which again by the
same considerations as in §A.2.18 and Example A.2.3 (5), corresponding to a function G(O)-
invariant function on Grν′∗×˜Grν∗(k). It is clear that for (g1, g2) ∈ Gr(∞ν′∗ (k) × Gr(∞)ν∗ (k), this
function is f1(g1)f2(g2). Therefore, the function on Grν′∗+ν∗(k) corresponding to
Comp
loc(m1,n1)
! (c
(0,0,ν,m2,n2,m3,n3)
2 ◦ c(0,0,ν
′,m1,n1,m2,n2)
1 )
is the convolution f1 ∗ f2 (defined in (3.5.1)). The proposition follows. 
Remark 5.4.5. (1) The same statement and argument hold if one replace 0 by a central coweight
τ ∈ X•(ZG). Namely, EndPCorr(Shtloc
k¯
)(Φ
loc(ICτ )) = HG ⊗Q`.
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(2) Recall that in Remark 5.3.11, for every n > 0 we have the object δρ for a representation ρ
of G(O/$n). If ρ is the regular representation of G(O/$n), then by the same argument, one can
show that
EndPCorr(Shtloc
k¯
)(δρ)
∼= Cc(Kn\G(F )/Kn),
where Kn = L
+G(n)(k) is the nth principal congruence subgroup, and Cc(Kn\G(F )/Kn) denote
the corresponding Hecke algebra.
6. Cohomological correspondences between moduli of local shtukas
In this section, all (restricted) Hecke stacks and (restricted) moduli of local shtukas are considered
over k¯. We explain the proof of Theorem 1.3.2. Let us restate it here.
Theorem 6.0.1. (1) There exists a functor S : CohGˆfr(Gˆσ)→ PCorr(Shtlock¯ ) making the follow-
ing diagram commutative.
(6.0.1) Rep(Gˆ)
Sat //

P(Hkloc
k¯
)
Φloc

CohGˆfr(Gˆσ)
S // PCorr(Shtloc
k¯
).
Here the top arrow is the composition of the usual geometric Satake correspondence and its
equivalence from (5.1.9), and the right vertical arrow is the pullback of perverse sheaves as
constructed in (5.3.16). CohGˆfr(Gˆσ) is defined as the full subcategory of coherent sheaves
[Gˆσ/Gˆ] spanned by the pullback of coherent sheaves along the natural projection [Gˆσ/Gˆ]→
BGˆ (see Notation 6.1.1 and the left arrow is the pullback functor.
(2) S(O[Gˆσ/Gˆ]) = δ1 and the map
S : J := Γ([Gσ/Gˆ],O)→ EndPCorr(Shtloc
k¯
)(δ1)
∼= HG ⊗Q`
coincides with the Satake isomorphism.
Here the isomorphism EndPCorr(Shtloc
k¯
)(δ1)
∼= HG ⊗Q` in Part (2) is from Proposition 5.4.4, and
the Satake isomorphism comes from (3.5.5).
To prove the theorem, we will upgrade the correspondences (5.3.21) between moduli of restricted
local shtukas to cohomological correspondences. The essential computation is to verify the com-
patibility of this functor with respect to the composition law of morphisms. In special cases, we
describe these cohomological correspondences more explicitly, by relating them to the cycle class
maps or to the Hecke operators. In particular, we give a simpler proof of V. Lafforgue’s S = T
theorem [Laf.V12+]30, which is the content of Part (2) of the theorem.
For the generalities of cohomological correspondences between perfect stacks, we refer to §A.2.
6.1. Preparations. We keep the notation as in the previous section.
Notation 6.1.1. Recall that the Langlands dual group Gˆ carries an action of (arithmetic) q-
Frobenius σ. Consider the conjugation action of Gˆ on Gˆσ ⊂ LG = Gˆ o 〈σ〉, or equivalently the
twisted conjugation action cσ of Gˆ on Gˆ given by cσ(g)(h) = ghσ(g
−1). We use CohGˆ(Gˆσ) to
denote the category of coherent sheaves over the stack [(Gˆσ)/Gˆ], or equivalently coherent sheaves
over Gˆσ equipped with an equivariant Gˆ-action.
30In fact, Varshavsky ([Va]) already gave a simpler proof of the S = T theorem, and our proof is a further
simplification of Varshavsky’s proof.
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For each algebraic representation V of Gˆ, we may associate a vector bundle over Gˆσ whose global
section is OGˆ⊗V with a Gˆ-action given by the twisted conjugation cσ on the first factor and natural
action on the latter, that is, for g ∈ Gˆ and f : Gˆ→ V , we have
g • f(h) = g(f(g−1hσ(g))), h ∈ Gˆ.
We write V˜ ∈ CohGˆ(Gˆσ) for the resulting equivariant bundle. This defines a natural faithful functor
Rep(Gˆ) → CohGˆ(Gˆσ), sending V to V˜ . More abstractly, this is the pullback functor for coherent
sheaves along the natural projection [(Gˆσ)/Gˆ]→ BGˆ.
6.1.2. Hom spaces in CohGˆ(Gˆσ). To benefit the readers, we make explicit the above functor on
morphisms. For a representation V of G, let J(V ) denote the space of V -valued functions f on Gˆ
such that f(ghσ(g−1)) = g(f(h)) for g, h ∈ Gˆ, i.e. J(V ) = (OGˆ ⊗ V )Gˆ.
For two representations V1, V2 ∈ Rep(Gˆ), the hom space HomCohGˆ(Gˆσ)(V˜1, V˜2) is the subspace of
the hom space of coherent sheaves V˜1 → V˜2 on Gˆσ, consisting of homomorphisms that respect the
Gˆ-actions. In other words,
(6.1.1) Hom
CohGˆ(Gˆσ)
(
V˜1, V˜2
) ∼= HomOGˆσ(OGˆσ⊗V1,OGˆσ⊗V2)Gˆ ∼= (OGˆσ⊗V ∗1 ⊗V2)Gˆ ∼= J(V ∗1 ⊗V2).
Moreover, for a homomorphism a ∈ HomGˆ(V1, V2), its image a˜ is the constant function with value
a ∈ V ∗1 ⊗ V2.
Notation 6.1.3. We write CohGˆfr(Gˆσ) for the full subcategory of Coh
Gˆ(Gˆσ) spanned by those V˜
for V ∈ Rep(Gˆ).
To define the functor S, we need first make some preparations.
Notation 6.1.4. We fix a half Tate twist (1/2).
Let Sat : Rep(Gˆ) → PL+G⊗k¯(Gr ⊗ k¯) be the geometric Satake equivalence. For V ∈ Rep(Gˆ),
we write GrV for the support of Sat(V ) on Gr. Explicitly, if {Vνi} are the Jordan-Ho¨lder factors
of V , then GrV = ∪iGrνi . Note that GrV may not be geometrically connected. An integer m is
V -large if it is νi-large for all i. For such an integer, we put Hk
loc(m)
V = [L
mG\GrV ] and we write
Sat(V )loc(m) for the descent of Sat(V ) from GrV (via the equivalence (5.1.8)). It represents the
object Sat(V ) ∈ P(Hkloc). To simplify notations, sometimes we use Sat(V )loc(m) to denote the pair
(Hk
loc(m)
V ,Sat(V )
loc(m)), if no confusion is likely to arise.
More generally, for a representation V• = V1  · · ·  Vt of representations of Gˆt, we define
GrV• = GrV1×˜ · · · ×˜GrVt to be the support of the external twisted product
Sat(V•) := Sat(V1)˜ · · · ˜Sat(Vt).
An integer m is V•-large if it can be written as a sum m = m1 + · · · + mt such that each mi is
Vi-large. For such an integer, we write Hk
loc(m)
V• = [L
mG\GrV• ] and Sat(V•)loc(m) ∈ P(Hkloc(m)V• ) for
the descent of Sat(V•) to GrV• (after shifted by −m dimG and twisted by (−m2 dimG)). Moreover,
Sat(V•)loc(m) is isomorphic to the ?-pullback (in the sense of Notation A.2.1) of iSat(Vi)loc(mi)
along the perfectly smooth map Hk
loc(m)
V• →
∏
i Hk
loc(mi)
Vi
from (5.1.11).
We can similarly define Gr0V•|W• = GrV• ×Gr GrW• and Hk
0,loc(m)
V•|W• = [L
mG\Gr0V•|W• ]. We will
occasionally need
Hk
loc(m)
U•;V•|W•;U ′• = [L
mG\GrU•×˜GrV•|W•×˜GrU ′• ] ⊂ Hk
loc(m)
U•V•U ′•|U•W•U ′• .
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For a pair of nonnegative integer (m,n), similarly to Definition 5.3.1, we define the restricted
local shtukas Sht
loc(m,n)
V• and Sht
0,loc(m,n)
V•|W• (if m− n is V•-large and W•-large), and Sht
loc(m,n)
U•;V•|W•;U ′• ⊂
Sht
loc(m,n)
U•V•U ′•|U•W•U ′• if m−n is U•V•U
′•-large and U•W•U ′•-large. There is the morphism
ϕloc(m,n) : Sht
loc(m,n)
V• → Hk
loc(m)
V• .
For an algebraic representation V ∈ Rep(Gˆ), we define
(6.1.2) S(V˜ ) := Φ(Sat(V )) ∈ P(Shtloc),
where Φ is defined in (5.3.16). More precisely, for any pair (m,n) such that m− n is V -large and
n > 0, S(V˜ ) is represented by the perverse sheaf
S(V˜ )loc(m,n) := Φloc(m,n)(Sat(V )loc(m)) ∈ P(Shtloc(m,n)V ),
where Φloc(m,n) is defined in (5.3.15), namely the ?-pullback (in the sense of Notation A.2.1) of
sheaves along ϕloc(m,n) . Similarly as above, to simplify notations sometimes we use S(V˜ )loc(m,n)
to denote the pair (Sht
loc(m,n)
V , S(V˜ )
loc(m,n)), if no confusion is likely to arise.
More generally, if V• = V1  · · ·  Vt is a representation of Gˆt, then for a pair of non-negative
integers (m,n) with n > 0 and m− n V•-large, we denote
S(V˜•)loc(m,n) := Φloc(m,n)(Sat(V•)loc(m)) ∈ P(Shtloc(m,n)V• ).
Now for a representation V• = V1  · · ·  Vt of Gˆt and a representation W of Gˆ. We say a
quadruple of nonnegative integers (m1, n2,m1, n1) is (V• W )-acceptable if
• m1 −m2 = n1 − n2 is W -large;
• m2 − n1 is V•-large.
Then we can adapt Construction 5.3.12 to define an analogous inverse partial Frobenius morphism
F−1V•W : Sht
loc(m1,n1)
σWV• → Sht
loc(m2,n2)
V•W .
Here σW is the σ-twist of W as in Notation 3.4.7.
For representations V1, V2 and W of Gˆ, and nonnegative integers (m1,m2, n1, n2) that is ((V1 ⊗
W )W ∗)-acceptable and ((V2 ⊗W )W ∗)-acceptable, similarly to Definition 5.3.16, we define
Sht
W,loc(m1,n1)
V1|V2 := Sht
0,loc(m1,n1)
V1|σW ∗(σW⊗V1)×Shtloc(m2,n2)
(σW⊗V1)W∗
Sht
0,loc(m2,n2)
(σW⊗V1)W ∗|V2 .
Remark 6.1.5. The newly defined spaces Hk
loc(m)
V• and Sht
loc(m,n)
V• are simply unions of Hk
loc(m)
µ•
and Sht
loc(m,n)
µ• . So we are free to use most of the results from the previous section.
6.1.6. Satake cohomological correspondences. Recall that the geometric Satake (Theorem 3.4.2
and Corollary 3.4.4) in particular gives a natural isomorphism between homomorphisms of Gˆ-
representations and cohomological correspondences of perverse sheaves on Gr supported on the
Satake correspondences. This isomorphism (3.4.4) descends to a canonical isomorphism
(6.1.3) C loc(m) : HomGˆ(V•,W•) ∼= CorrHk0,loc(m)
V•|W•
(
Sat(V•)loc(m),Sat(W•)loc(m)
)
.
Here and below, we regard a Gˆt-representation as a Gˆ-representation by the diagonal restriction
along Gˆ ⊂ Gˆt.
Remark 6.1.7. There are different ways to interpret a tensor product representation of Gˆ as the
diagonal restriction of an exterior tensor product representation of some power of Gˆ. For example,
we may either regard W1 ⊗ W2 ⊗ W3 as the restriction W1  W2  W3 as a representation of
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Gˆ3, or as the restriction of (W1 ⊗ W2)  W3 as a representation of Gˆ2. Therefore, an element
a ∈ Hom(V,W1 ⊗W2 ⊗W3) will induce a correspondence
C loc(m)(a) ∈ Corr
Hk
loc(m)
V |W1W2W3
((Hk
loc(m)
V ,Sat(V )
loc(m)), (Hk
loc(m)
W1W2W3 ,Sat(W1 W2 W3)
loc(m)),
and a correspondence
C loc(m)(a) ∈ Corr
Hk
loc(m)
V |(W1⊗W2)W3
((Hk
loc(m)
V ,Sat(V )
loc(m)), (Hk
loc(m)
(W1⊗W2)W3 ,Sat((W1⊗W2)W3)
loc(m)).
The latter is the pushforward of the former along the convolution map
Hk
loc(m)
W1W2W3 → Hk
loc(m)
(W1⊗W2)W3
introduced in (5.1.2). In below, readers should be able to tell from the notations that how we
regard a tensor product representation of Gˆ as the restriction of an exterior tensor product.
Pulling back along the natural restriction morphism ϕloc(m,n) (5.3.1), we obtain correspondences
on local shtukas.
Lemma 6.1.8. Let (m,n) be a pair such that n > 0 and m− n is V•-large and W•-large. There is
a natural homomorphism
(6.1.4) C loc(m,n) : HomGˆ(V•,W•) −→ CorrSht0,loc(m,n)
V•|W•
(
S(V˜•)loc(m,n), S(W˜•)loc(m,n)
)
,
such that the following diagram is commutative (if m− n is also U•-large),
(6.1.5)
HomGˆ(U•, V•)⊗HomGˆ(V•,W•) //

Corr
Sht
0,loc(m,n)
U•|V•
(
S(U˜•), S(V˜•)
)⊗ Corr
Sht
0,loc(m,n)
V•|W•
(
S(V˜•), S(W˜•)
)

HomGˆ(U•,W•) // CorrSht0,loc(m,n)
U•|W•
(
S(U˜•), S(W˜•)
)
,
where we omit loc(m,n) in the superscripts, the right vertical map is given by the pushforward of
the composition of cohomological correspondences along the perfectly proper morphism
Comploc(m,n) : Sht
0,loc(m,n)
U•|V• ×Shtloc(m,n)V• Sht
0,loc(m,n)
V•|W• −→ Sht
0,loc(m,n)
U•|V• .
as in the middle vertical arrow of (5.3.13).
Proof. Recall the commutative diagram from (5.3.3), where the vertical maps between the second
and the third arrows are smooth. Then C loc(m,n) is the pullback of (6.1.3) along these by the
construction in §A.2.11.
To prove the (6.1.5) is commutative, we use the right Cartesian square of (5.3.13) to reduce the
question to C loc(m) via Lemma A.2.17, which in turn follows from Corollaries 3.1.10 and 3.4.4. 
Example 6.1.9. For a representation W• of Gˆt, there is a canonical unit map
δW• : 1→W ∗• ⊗W•
and a counit map
eW• : W• ⊗W ∗• → 1.
The corresponding cohomological correspondence
C loc(m,n)(δW• ⊗ idV•) : S(V˜•)loc(m,n) → S(W˜ ∗•  (W˜• ⊗ V˜•))loc(m,n)
and
C loc(m,n)(idV• ⊗ eW•) : S((V˜• ⊗ W˜•) W˜ ∗• )loc(m,n) → S(V˜•)loc(m,n)
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are the local version of V. Lafforgue’s creation and annihilation operators.
The reason we regard W ∗• ⊗W• ⊗ V• as the diagonal restriction of the Gˆ2-representation W ∗• 
(W• ⊗ V•) rather than the diagonal restriction of the Gˆ3-representation W ∗• W•  V• is to make
the support of the cohomological correspondence defined in Construction 6.2.2 below equal to
Sht
W,loc(m1,n1)
V1|V2 .
Remark 6.1.10. A homomorphism a ∈ HomGˆ(V•,W•) induces a homomorphism
idU• ⊗ a⊗ idU ′• ∈ HomGˆ(U• ⊗ V• ⊗ U ′•, U• ⊗W• ⊗ U ′•).
In this case, the correspondence C loc(m,n)(idU• ⊗a⊗ idU ′•) is the pushforward of a natural cohomo-
logical correspondence supported on Sht
0,loc(m,n)
U•;V•|W•;U ′• . Indeed, it is enough to prove this if a belongs
to the Satake basis. But this follows from the fact that the cohomological correspondence from
(GrU•V•U ′• ,Sat(U•V•U ′•)) to (GrU•W•U ′• ,Sat(U•W•U ′•)) given by idU•⊗a⊗ idU ′• (under
the isomorphism (3.4.4)) is the pushforward of a natural cohomological correspondence supported
on GrU•×˜Gr0,aV•|W•×˜GrU ′• .
In the sequel, when we explicitly write a Gˆ-homomorphism U• ⊗ V• ⊗ U ′• → U• ⊗W• ⊗ U ′• as
idU• ⊗ a⊗ idU ′• , we regard C loc(m,n)(idU• ⊗ a⊗ idU ′•) as a cohomological correspondence supported
on Sht
0,loc(m,n)
U•;V•|W•;U ′• .
The inverse partial Frobenius morphism F−1V•W : Sht
loc(m1,n1)
σW,V• → Sht
loc(m2,n2)
V•,W between moduli of
restricted shtukas can be also upgraded to a cohomological correspondence.
Lemma 6.1.11. If V• is a representations of Gˆt and W is a representation of Gˆ, then there is a
natural cohomological correspondence
(6.1.6) DΓ∗
F−1V• W
:
(
Sht
loc(m1,n1)
σWV• , S(σ˜W  V˜•)
loc(m1,n1)
) −→ ( Shtloc(m2,n2)V•W , S(V˜•  W˜ )loc(m2,n2)).
Proof. We construct DΓ∗
F−1
V•W
as follows. We rewrite commutative diagram (5.3.18) as
Sht
loc(m1,n1)
σWV•

Sht
loc(m1,n1)
σWV•

F−1
V•W // Sht
loc(m2,n2)
V•W

Hk
loc(n1)
σW ×Hkloc(m2)V• Hk
loc(n1)
W ×Hkloc(m2)V•
σ×idoo Hkloc(m2)V• ×Hk
loc(n1)
W ,
where vertical maps are perfectly smooth. By (3.4.5), for every representation W of Gˆ and a
W -large integer m, there is a canonical isomorphism
σ∗Sat(σW )loc(m) ∼= Sat(W )loc(m),
as perverse sheaves on Hk
loc(m)
W , which by Example A.2.3 (2) defines a natural correspondence
Γ∗σ×id : (Hk
loc(m)
σW ×Hkloc(m
′)
V• ,Sat(σW )
loc(m)Sat(V•)loc(m
′))→ (Hkloc(m)W ×Hkloc(m
′)
V• ,Sat(W )
loc(m)Sat(V•)loc(m
′)),
supported on the second row. Then DΓ∗
F−1
V•W
is the pullback of the correspondence Γ∗σ×id via the
construction §A.2.11. 
Later we will make use of the following two lemmas.
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Lemma 6.1.12. The pushforward of DΓF−1
V•W1W2
◦DΓF−1
σW2V•W1
: S(σ˜W1 σ˜W2 V˜•)→ S(V˜•
W˜1  W˜2) along the convolution map
Sht
loc(m1,n1)
σW1σW2V• Sht
loc(m1,n1)
σW1σW2V• −−−−→ Sht
loc(m3,n3)
V•W1W2y y y
Sht
loc(m1,n1)
σ(W1⊗W2)V• Sht
loc(m1,n1)
σ(W1⊗W2)V• −−−−→ Sht
loc(m3,n3)
V•(W1⊗W2)
is equal to DΓF−1
V•(W1⊗W2)
.
Proof. By definition and Lemma A.2.15, DΓF−1
V•W1W2
◦ DΓF−1
σW2V•W1
is equal to the pullback of
the correspondence Γ∗σW1×σW2×idV• , where
σW1 × σW2 × idV• : Hkloc(m1)W1 ×Hk
loc(m2)
W2
×Hkloc(m′)V• → Hk
loc(m1)
σW1
×Hkloc(m2)σW2 ×Hk
loc(m′)
V• .
Note that the map Sht
loc(m1,n1)
W1W2V• → Hk
loc(m1)
W1
×Hkloc(m2)W2 ×Hk
loc(m′)
V• factors through Sht
loc(m1,n1)
W1W2V• →
Hk
loc(m1)
W1W2×Hk
loc(m′)
V• . Then DΓF−1V•W1W2
◦DΓF−1
σW2V•W1
is equal to the pullback of the correspon-
dence Γ∗σW1W2×idV• , where
σW1W2 × idV• : Hkloc(m1)W1W2 ×Hk
loc(m′)
V• → Hk
loc(m1)
σ(W1W2) ×Hk
loc(m′)
V• .
Note that the following diagram is Cartesian
Sht
loc(m,n)
W1W2V• −−−−→ Sht
loc(m,n)
(W1⊗W2)V•y y
Hk
loc(m)
W1W2 ×Hk
loc(m′)
V• −−−−→ Hk
loc(m)
W1⊗W2 ×Hk
loc(m′)
V• .
Now apply Lemma A.2.17 to conclude. 
Lemma 6.1.13. (1) Let a ∈ HomGˆ(U•, V•), and regard C loc(m,n)(a⊗ idW ) (resp. C loc(m,n)(idσW ⊗
a) as a cohomological correspondence supported on Sht
0,loc(m,n)
U•|V•;W (resp. Sht
0,loc(m,n)
σW ;U•|V• ) as in Remark
6.1.10. Then
C loc(m,n)(a⊗ idW ) ◦ DΓF−1
U•W
= DΓF−1
V•W
◦ C loc(m,n)(idσW ⊗ a).
(2) Similarly, let b ∈ HomGˆ(W,W ′). Then
C loc(m,n)(idU• ⊗ b) ◦ DΓF−1
U•W
= DΓF−1
U•W ′
◦ C loc(m,n)(idU• ⊗ σb)
Proof. We prove (1) and the proof of (2) is similar. By Lemma 5.3.22(3), the supports of this two
compositions of cohomological correspondences coincide. Now by definition and by Lemma A.2.15,
the statement follows from the evident equality
(C loc(m)(a)× idW ) ◦ Γ∗idU•×σ = Γ
∗
idV•×σ ◦ (C
loc(m)(a)× idσW )
as cohomological correspondences from (Hk
loc(m′)
σW × Hkloc(m)U• ,Sat(σW )loc(m
′))  Sat(U•)loc(m) to
(Hk
loc(m′)
W ×Hkloc(m)V• ,Sat(W )loc(m
′)  Sat(V•)loc(m)). 
6.2. Cohomological correspondences of perverse sheaves on the moduli of local shtukas.
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6.2.1. Sketch of the construction of S. We now construct the natural functor
S : CohGˆfr(Gˆσ)→ PCorr(Shtloc)
so that the diagram (6.0.1) is commutative and hence prove Theorem 1.3.2.
Every object in CohGˆfr(Gˆσ) is of the form V˜ for some V ∈ Rep(Gˆ). We define
S(V˜ ) := Φ(Sat(V )) ∈ PCorr(Shtloc),
which is represented by Sat(V )loc(m,n) ∈ P(Shtloc(m,n)V ) for any pair (m,n) of non-negative integers
such that m is positive and m−n is V -large. It is clear from the definition that the diagram (6.0.1)
of functors is commutative for objects. We are left to define the functor S on the morphisms, that
is, for each pair of representations V1, V2 ∈ Rep(Gˆ) a natural homomorphism
(6.2.1) S : Hom
CohGˆfr(Gˆσ)
(
V˜1, V˜2
) (6.1.1)∼= J(V ∗1 ⊗ V2) −→ MorPCorr(Shtloc)(S(V˜1), S(V˜2))
which is compatible with compositions. Moreover, we need to show the commutativity of functors
in (6.0.1) for morphisms. We overview the construction and the proof below, and leave the details
to later in this subsection.
For representations W,V1, V2 ∈ Rep(Gˆ), there is a natural homomorphism
ΞW : HomGˆ(σW ⊗ V1 ⊗W ∗, V2)→ (OGˆσ ⊗ V ∗1 ⊗ V2)Gˆ = J(V ∗1 ⊗ V2) = HomCohGˆfr(Gˆσ)(V˜1, V˜2)
sending a ∈ HomGˆ(σW ⊗ V1 ⊗W ∗, V2) to the function
(6.2.2) ΞW (a) : g 7→
∑
i
a(g · ei ⊗ e∗i ) ∈ HomQ`(V1, V2) ∼= V
∗
1 ⊗ V2,
where {ei}i is a basis of W (= σW ), and {e∗i }i its dual basis. Moreover, it follows from the Peter-
Weyl theorem that every element of J(V ∗1 ⊗ V2) is in the image of some ΞW . So to define S on
morphisms, we will first define in Construction 6.2.2 a natural map
CW : HomGˆ(σW ⊗ V1 ⊗W ∗, V2) −→ MorPCorr(Shtloc)
(
S(V˜1), S(V˜2)
)
for each representation W of Gˆ. Then for every element c ∈ J(V ∗1 ⊗ V2), we write it as c = ΞW (a)
for some representation W and some element a ∈ HomGˆ(σW ⊗ V1 ⊗W ∗, V2), and define
(6.2.3) S(c) := CW (a) ∈ MorPCorr(Shtloc)
(
S(V˜1), S(V˜2)
)
.
We will show that
• (Lemma 6.2.5) the definition of S(c) is independent of the choice of the representation W
and the element a, and
• (Lemma 6.2.7) this definition of S on morphisms is compatible with compositions of mor-
phisms.
Therefore, we obtained a well-defined functor S : CohGˆfr(Gˆσ) → PCorr(Shtloc). Finally, we will
check in Lemma 6.2.8 that the diagram (6.0.1) of functors is commutative for morphisms.
To sum up, after we construct the map CW below, the proof of Theorem 1.3.2 (1) is divided into
Lemmas 6.2.5, 6.2.7, and 6.2.8. 
Construction 6.2.2. We now define the natural map CW . For this, we take a quadruple (m1, n1,m2, n2)
that is (V1⊗W )W ∗-acceptable and (V2⊗W )W ∗-acceptable. Given an element a ∈ HomGˆ(σW⊗
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V1 ⊗W ∗, V2), we define CW (a) ∈ MorPCorr(Shtloc)
(
S(V˜1), S(V˜2)
)
to be the morphism represented by
the cohomological correspondence in
Corr
Sht
W,loc(m1,n1)
V1|V2
(
S(V˜1)
loc(m1,n1), S(V˜2)
loc(m2,n2)
)
given by the following composition,
S(V˜1)
loc(m1,n1)
C loc(m1,n1)(δσW⊗idV1 )−−−−−−−−−−−−−−−→S(σ˜W ∗  (σ˜W ⊗ V˜1))loc(m1,n1)
DΓ∗
F−1
(σW⊗V1)W∗
of (6.1.6)
−−−−−−−−−−−−−−−−−→S((σ˜W ⊗ V˜1) W˜ ∗)loc(m2,n2) C
loc(m2,n2)(a)−−−−−−−−−→ S(V˜2)loc(m2,n2).
The definition of CW (a) as a morphism in MorPCorr(Shtloc)
(
S(V˜1), S(V˜2)
)
is independent of the choice
of (m1, n1,m2, n2) in a natural way: if (m
′
1, n
′
1,m
′
2, n
′
2) ≥ (m1, n1,m2, n2) is another quadruple
of nonnegative integers that is (V1 ⊗W ) W ∗-acceptable and (V2 ⊗W ) W ∗-acceptable, then
C
loc(m′1,n
′
1)
W (a) is the smooth pullback (in the sense of §A.2.11) of C loc(m1,n1)W (a) along the following
diagram
(6.2.4) Sht
loc(m′1,n
′
1)
V1

Sht
W,loc(m′1,n
′
1)
V1|V2
oo //

Sht
loc(m′2,n
′
2)
V2

Sht
loc(m1,n1)
V1
Sht
W,loc(m1,n1)
V1|V2
oo // Sht
loc(m2,n2)
V2
,
where the vertical arrows are perfectly smooth and the left square is Cartesian. This follows from
Lemma A.2.15, the Cartesian diagram (5.3.12), and the commutative diagram (5.3.19).
We need to show the definition of S on morphisms using CW is independent of choices. First,
we have
Lemma 6.2.3. Let a′ denote the image of a under the isomorphism Hom(σW ⊗ V1 ⊗W ∗, V2) ∼=
Hom(V1, σW
∗ ⊗ V2 ⊗W ). Then CW (a) can also be computed as
S(V˜1)
loc(m1,n1) C
loc(m1,n1)(a′)−−−−−−−−−→S(σ˜W ∗  (V˜2 ⊗ W˜ ))loc(m1,n1)
DΓ∗
F−1
(V2⊗W )W∗
of (6.1.6)
−−−−−−−−−−−−−−−−→S((V˜2 ⊗ W˜ ) W˜ ∗)loc(m2,n2)
C loc(m2,n2)(idV2⊗eW )−−−−−−−−−−−−−−→ S(V˜2)loc(m2,n2).
Proof. Indeed, let a′′ be the image of a under the isomorphism Hom(σW ⊗ V1 ⊗ W ∗, V2) ∼=
Hom(σW ⊗ V1, V2⊗W ). Then the lemma follows from the following commutative diagram (where
we omit subscripts involving loc(m1, n1) and loc(m2, n2)).
S(V˜1)
C (δσW⊗idV1 ) //
C (a′) **
S(σ˜W ∗  (σ˜W ⊗ V˜1))
DΓ∗
F−1 //
C (idσW∗⊗a′′)

S((σ˜W ⊗ V˜1) W˜ ∗)
C (a) //
C (a′′⊗idW )

S(V˜2),
S(σ˜W ∗  (V˜2 ⊗ W˜ ))
DΓ∗
F−1 // S((V˜2 ⊗ W˜ ) W˜ ∗)
C (idV2⊗eW )
44
where the left and the right triangles are commutative due to equalities
(idσW ∗ ⊗ a′′) ◦ (δσW ⊗ idV1) = a′ and (idV2 ⊗ eW ) ◦ (a′′ ⊗ idW ∗) = a,
and the middle square is commutative due to Lemma 6.1.13. 
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Remark 6.2.4. The above proof is similar to an argument in [Laf.V12+, Lemma 10.1]. In fact, the
proof implies the followings slightly more general statements. Let f1 ⊗ f2 : W1 ⊗W2 → W ′1 ⊗W ′2
be a homomorphism of Gˆ× Gˆ-modules. Let b ∈ HomGˆ(V1, σW1 ⊗ V2 ⊗W2) and b′ ∈ HomGˆ(V2 ⊗
W ′2 ⊗W ′1, V2). Then
(6.2.5) C (b′ ◦ (idV2 ⊗ f1 ⊗ f2)) ◦ DΓ∗F−1 ◦ C (b) = C (b′) ◦ DΓ∗F−1 ◦ C ((σf2 ⊗ idV2 ⊗ f1) ◦ b)
as elements in HomPCorr(Shtloc)(S(V˜1), S(V˜2)). Here, as above we omit subscripts involving loc(m1, n1)
and loc(m2, n2)
Lemma 6.2.5. The definition of S on morphisms in (6.2.3) is independent of auxiliary choices.
More precisely, for V1, V2 ∈ Rep(Gˆ) and c ∈ J(V ∗1 ⊗V2), if we write c = ΞW (a) for some represen-
tation W and some element a ∈ Hom(σW ⊗ V1 ⊗W ∗, V2), then the cohomological correspondence
CW (a) ∈ MorPCorr(Shtloc)
(
S(V˜1), S(V˜2)
)
defined in Construction 6.2.2 depends only on c but not on
the particular choice of W and a.
Proof. We consider OGˆ as an ind-object in Rep(Gˆ) via the right translation. Then for every
representation U of Gˆ, the action map Gˆ× U → U induces a Gˆ-equivariant map
actU : U → OGˆ ⊗ U, u 7→ actU (u)(g) := gu,
where U means the underlying vector space of U equipped with the trivial Gˆ-action. We have a
similar Gˆ-equivariant map
mU : U
∗ ⊗ U → OGˆ, (u∗, u) 7→ mU (u∗, u)(g) := u∗(gu).
Combining the two, we have a natural homomorphism of Gˆ× Gˆ-representations
σW ∗ ⊗ V2 ⊗W actσW∗−−−−→W ∗ ⊗ σOGˆ ⊗ V2 ⊗W
mW−−→ σOGˆ ⊗ V2 ⊗OGˆ.
Let a′ denote the image of a under the isomorphism Hom(σW ⊗V1⊗W ∗, V2) ∼= Hom(V1, σW ∗⊗
V2 ⊗ W ). The map Gˆ × Gˆ → Gˆσ sending (g, h) 7→ σ(g)−1σ(h)σ induces a natural map dσ :
OGˆσ → σOGˆ ⊗OGˆ, intertwining the (twisted) conjugation action on OGˆσ and the diagonal action
on σOGˆ ⊗OGˆ. Let dσ(c′) denote the image of c under the following map
J(V ∗1 ⊗ V2) ∼= (OGˆσ ⊗ V ∗1 ⊗ V2)Gˆ
dσ−→ (σOGˆ ⊗OGˆ ⊗ V ∗1 ⊗ V2⊗)Gˆ ∼= HomGˆ(V1, σOGˆ ⊗ V2 ⊗OGˆ).
It is straightforward to check that the following two diagrams are tautologically commutative.
V1
a′ // σW ∗ ⊗ V2 ⊗W
mW ◦actσW∗

V2 ⊗W ⊗W ∗
mW ◦actW∗

idV2⊗eW // V2
V1
dσ(c′) // σOGˆ ⊗ V2 ⊗OGˆ V2 ⊗OGˆ ⊗OGˆ
ev(1,1) // V2,
where ev(1,1) is the evaluation map at (1, 1) ∈ Gˆ× Gˆ. Indeed, for v1 ∈ V1, its has the same image
(g, h) 7→
∑
i
〈
a′(v1), σ(g)−1h−1 · ei ⊗ e∗i
〉
under both dσ(c
′) and mW ◦ actσW ∗ ◦a′, where {ei}i is a basis of W (= σW ) and {e∗i }i its dual
basis.
Now apply Remark 6.2.4 above to the case
W1 ⊗W2 := W ⊗W ∗, W ′1 ⊗W ′2 := OGˆ ⊗OGˆ, f1 ⊗ f2 := mW ◦ actW ∗ , b := a′, and b′ := ev(1,1).
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We deduce that
CW (a)
Lemma 6.2.3
= C (idV2 ⊗ eW ) ◦ DΓ∗F−1
(V2⊗W )W∗
◦ C (a′)
Remark 6.2.4
= C (ev(1,1)) ◦ DΓ∗F−1
(V2⊗OGˆ)OGˆ
◦ C (dσ(c′)).
But the last expression depends only on c so the lemma follows. Of course, the map dσ(c
′) : V1 →
σOGˆ⊗ V2⊗OGˆ only lands in some finite dimensional submodule σW2⊗ V2⊗W1 so more precisely
we replace σOGˆ×OGˆ by σW2⊗W1 in the above expression and choose appropriate (m1, n1,m2, n2)
to define the cohomological correspondences. 
Remark 6.2.6. Of course, one can just define S(c) via the last expression, which then is indepen-
dent of any choices. But in practice, e.g. in §6.3, we sometimes need to express c as ΞW (a) and
realize S(c) as CW (a).
Lemma 6.2.7. For representations V1, V2, V3, W1, W2 of Gˆ, we have the following commutative
diagram
(6.2.6)
Hom
CohGˆfr(Gˆσ)
(V˜1, V˜2)⊗HomCohGˆfr(Gˆσ)(V˜2, V˜3) // HomCohGˆfr(Gˆσ)(V˜1, V˜3)
HomGˆ(σW1 ⊗ V1 ⊗W ∗1 , V2)⊗HomGˆ(σW2 ⊗ V2 ⊗W ∗2 , V3)
ΞW1⊗ΞW2
OO
CW1⊗CW2

// HomGˆ(σW2 ⊗ σW1 ⊗ V1 ⊗W ∗1 ⊗W ∗2 , V3)
ΞW2⊗W1
OO
CW2⊗W1

MorPCorr(Shtloc)
(
S(V˜1), S(V˜2)
)⊗MorPCorr(Shtloc)(S(V˜2), S(V˜3)) // MorPCorr(Shtloc)(S(V˜1), S(V˜3)),
• where the top horizontal arrow is given by the composition of morphisms in CohGˆfr(Gˆσ) or
equivalently natural products of functions on Gˆσ,
• the bottom horizontal arrow is the composition of morphisms in PCorr(Shtloc), and
• the middle horizontal arrow is given by sending a1 ⊗ a2 to the homomorphism
(6.2.7) σW2 ⊗ σW1 ⊗ V1 ⊗W ∗1 ⊗W ∗2
idσW2⊗a1⊗idW∗2−−−−−−−−−−→ σW2 ⊗ V2 ⊗W ∗2 a2−−→ V3.
In particular, the definition of S on morphisms defined in (6.2.3) is compatible with composition of
morphisms, i.e. for a1 ∈ J(V ∗1 ⊗ V2) and a2 ∈ J(V ∗2 ⊗ V3), we have
(6.2.8) S(a2 ◦ a1) = S(a2) ◦ S(a1) in MorPCorr(Shtloc)
(
S(V˜1), S(V˜3)
)
.
Proof. Once we establish the commutativity of the diagram (6.2.6), the compatibility (6.2.8) of S˜at
with composition of morphisms is clear, as CW1 ⊗CW2 (resp. CW2⊗W1) factors through ΞW1 ⊗ΞW2
(resp. ΞW2⊗W1).
We only establish the commutativity of the bottom square of (6.2.6), as the commutativity of
the top square follows from the similar idea but is much easier. We choose (m1, n1,m2, n2,m3, n3)
such that
• (m1, n1,m2, n2) is (V1 ⊗W1)W1-acceptable and (V2 ⊗W1)W1-acceptable;
• (m2, n2,m3, n3) is (V2 ⊗W2)W2-acceptable and (V3 ⊗W2)W2-acceptable.
For i = 1, 2, choose ai ∈ HomGˆ(σWi ⊗ Vi ⊗W ∗i , Vi+1), and let
a := a2 ◦ (idσW2 ⊗ a1 ⊗ idW ∗2 ) ∈ HomGˆ(σW2 ⊗ σW1 ⊗ V1 ⊗W ∗1 ⊗W ∗2 , V3)
as in (6.2.7). We need to show that
(6.2.9) C
loc(m2,n2)
W2
(a2) ◦ C loc(m1,n1)W1 (a1) = C
loc(m1,n1)
W2⊗W1 (a)
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as a cohomological correspondence from S(V˜1)
loc(m1,n1) to S(V˜3)
loc(m3,n3). By the definition of
composition law in the category PCorr(Shtloc
k¯
), the left hand side is given by first forming the
composition of cohomological correspondences (Definition A.2.2) C
loc(m2,n2)
W2
(a2) and C
loc(m,n1)
W1
(a1)
which is supported on Sht
W1,loc(m1,n1)
V1|V2 ×Shtloc(m2,n2)V2
Sht
W2,loc(m2,n2)
V2|V3 , and then pushing it forward
(§A.2.6) along the perfectly proper composition map (5.3.28)
Comploc(m1,n1) : Sht
W1,loc(m1,n1)
V1|V2 ×Shtloc(m2,n2)V2
Sht
W2,loc(m2,n2)
V2|V3 → Sht
W2⊗W1,loc(m1,n1)
V1|V3 .
We shall compute this pushforward following the list of isomorphisms and maps given in Proposi-
tion 5.3.23.
To simplify the notations, we omit the superscripts loc(mi, ni) everywhere in the following proof;
this should not cause any confusion. Our proof relies on the following diagram of cohomological
correspondence.
(6.2.10)
S(V˜1)
))
C(δσW1
⊗idV1 ) // S
(
σ˜W∗1  (σ˜W1 ⊗ V˜1)
) DΓ∗F−1 //
C(idσW∗1
⊗δσW2⊗idσW∗1 ⊗V1
)

S
(
(σ˜W1 ⊗ V˜1) W˜∗1
)
C(δW2
⊗idσW1⊗V1⊗idW∗1
)

C(a1) //
C(a′)
++
S(V˜2)
C(a′2)

S
(
σ˜W∗1  σ˜W∗2  (σ˜W2 ⊗ σ˜W1 ⊗ V˜1)
)
++

DΓ∗
F−1 // S
(
σ˜W∗2  (σ˜W2 ⊗ σ˜W1 ⊗ V˜1) W˜∗1
)
C(idσW∗2
⊗a′′)
//
DΓ∗
F−1

(A)
S
(
σ˜W∗2  (V˜3 ⊗ W˜2)
)
DΓ∗
F−1

S
(
(σ˜W2 ⊗ σ˜W1 ⊗ V˜1) W˜∗1  W˜∗2
) C(a′′⊗idW∗2 ) //

++
S
(
(V˜3 ⊗ W˜2) W˜∗2
)
C(idV3
⊗eW2 )

S(V˜1)
C(δσW1⊗σW2⊗idV1 )
// S
(
(σ˜W∗1 ⊗ σ˜W∗2 ) (σ˜W2 ⊗ σ˜W1 ⊗ V˜1)
)
DΓ∗
F−1
// S
(
(σ˜W2 ⊗ σ˜W1 ⊗ V˜1) (W˜∗1 ⊗ W˜∗2 )
)
C(a)
// S(V˜3)
.
Here a′ (resp. a′′) denotes the image of a under the natural identification of Hom(σW2⊗σW1⊗V1⊗
W ∗1 ⊗W ∗2 , V3) with Hom(σW1⊗V1⊗W ∗1 , σW ∗2 ⊗V3⊗W2) (resp. Hom(σW ∗2 σW1⊗V1⊗W ∗1 , V3⊗W2)).
The composition of the first row is CW1(a1) by Construction 6.2.2 and the composition of the
right column is CW2(a2) by Lemma 6.2.3. The bottom line of the diagram is CW2⊗W1(a). We will
explain that when moving from the upper right of to lower left of the diagram, one exactly pushes
the composition of CW1(a1) and CW2(a2) as cohomological correspondences along the morphism
defined in Proposition 5.3.23). By definition, this is exactly the composition CW2(a2) ◦ CW1(a1) in
the category PCorr(Sht). It then follows that CW2(a2) ◦ CW1(a1) = CW2⊗W1(a) in PCorr(Sht).
First, in the triangle in the upper right corner, since a′ = a′2◦a1, by Lemma 6.1.8, the pushforward
of the composition C (a′2) and C (a1) as cohomological correspondences along the map (1) in (5.3.28)
is C (a′). Next, the triangle (A) is commutative, by Lemma 5.3.22(1) and Lemma 6.1.8. Here
we use the convention as in Remark 6.1.10 so the support of C (δσW2 ⊗ idσW1⊗V1 ⊗ idW ∗1 ) (resp.
C (idσW ∗2 ⊗ a′′)) is
Sht
0,loc(m2,n2)
(σW1⊗V1)|σW ∗2(σW2⊗σW1⊗V1);W ∗1 , (resp. Sht
0,loc(m2,n2)
σW ∗2 ;(σW2⊗σW1⊗V1,W ∗1 )|(V3⊗W2)).)
The two squares involving inverse partial Frobenii are commutative by Lemma 6.1.13.
Now we have the cohomological correspondences along the diagonal of the diagram. We claim its
pushforward along the map (2) in Proposition 5.3.23) is exactly the cohomological correspondences
along the bottom row. Indeed, the left trapezoid and right triangles are explained by Remark 6.1.7
and the middle pentagon follows from Lemma 6.1.12. This completes the proof of the Lemma. 
Lemma 6.2.8. For a morphism a ∈ HomGˆ(V1, V2) between two irreducible representations of Gˆ,
we have an equality of morphisms
Φloc(Sat(a)) = S(a˜).
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In other words, the diagram (6.0.1) of functors is commutative for morphisms.
Proof. For a morphism a ∈ HomGˆ(V1, V2) between two irreducible representations of Gˆ, a˜ ∈
Hom
CohGˆfr(Gˆσ)
(V˜1, V˜2) is represented by Ξ1(a). Since W = 1 in this case, we can take n1 = n2
to be an arbitrary non-negative integer n in Construction 6.2.2. Then S(a˜) = C1(a) is defined to
be the composite
C loc(m,n)(a) ◦ DΓF−1
V11
◦ C loc(m,n)(δ1 ⊗ idV1).
But W = 1, so the right two maps are trivial and therefore, S(a˜) = C1(a) is simply equal to the
cohomological Satake correspondence C loc(m,n)(a). Clearly, if we go right and then down on the
diagram (6.0.1), the morphism Φloc(Sat(a)) will be exactly the one represented by C loc(m,n)(a).
The lemma is proved. 
6.3. Cohomology class of the correspondence. In this subsection, we describe the image of S
on morphisms explicitly in some special cases, by relating them with cycle class maps or the usual
Hecke operators. This will in particular imply Theorem 6.0.1 (2), which essentially is the S = T
theorem [Laf.V12+, Proposition 0.16] of V. Lafforgue.
Now let τ ∈ X•(ZG) be central and µ minuscule.31 For a ∈ HomGˆ(σVν ⊗ Vτ ⊗ V ∗ν , Vµ), recall
that we defined CVν (a) in Construction 6.2.2. Concretely, choose (m1, n1,m2, n2) that is (ν+ τ, ν)-
acceptable and (ν + µ, ν)-acceptable, then CVν (a) is realized by a cohomological correspondence
C
loc(m1,n1)
Vν
(a) ∈ Corr
Sht
ν,loc(m1,n1)
τ |µ
(S(V˜τ )
loc(m1,n1), S(V˜µ)
loc(m2,n2)).
Recall that from Corollary 5.3.21,
Sht
ν,loc(m1,n1)
τ |µ
∼= [Lm1n1 G\Xµ∗,ν∗(τ∗)] =: Y,
which is of dimension ≤ 〈ρ, µ− τ〉 = 〈ρ, µ〉. Thus
CorrY (S(V˜τ )
loc(m1,n1), S(V˜µ)
loc(m2,n2)) ∼= H−〈2ρ,µ〉(Y, ωY (−〈ρ, µ〉)) ∼= HBM〈2ρ,µ〉(Xµ∗,ν∗(τ∗))G(O/$
n1 ),
where the first isomorphism follows from the same considerations as in §A.2.18. Since dimXµ∗,ν∗(τ∗) ≤
〈ρ, µ〉, the space HBM〈2ρ,µ〉(Xµ∗,ν∗(τ∗)) has a basis given by irreducible components of Xµ∗,ν∗(τ∗) of
dimension 〈ρ, µ〉. Therefore, we may regard C loc(m1,n1)Vν (a) as an element in HBM〈2ρ,µ〉(Xµ∗,ν∗(τ∗)).
Note that this element is independent of the choices of (m1, n1,m2, n2) by (6.2.4), as soon as the
choice is (ν+ τ, ν)-acceptable and (ν+µ, ν)-acceptable. We thus also write this element as CVν (a).
In this subsection, we make this element explicit in two special cases.
Now, we choose n large enough and consider the following commutative diagram of correspon-
dences
(6.3.1)
pt Grσ(ν∗)oo
id×$τ∗ //
(A)
Grσ(ν∗) ×Grτ∗+σ(ν∗) Grν∗ ×Grτ∗+σ(ν∗)
σ×idoo
(B)
Gr0(ν∗,µ∗)|τ∗+σ(ν∗)oo // pt
Gr(n)τ

OO
(Gr
(2n)
σ(ν∗) ×Gr
(n)
τ+σ(ν)
)τoo //

OO
(C)
Gr
(2n)
σ(ν∗) ×Gr
(n)
τ+σ(ν)
//

OO
(D)
Gr
(n)
τ+σ(ν)
×Grν∗

OO
(E)
(Gr
(n)
τ+σ(ν)
×Grν∗ )µoo //

OO
Grµ

OO
Shtloc(3n,n)τ Sht
0,loc(3n,n)
τ|(σ(ν∗),τ+σ(ν))
oo // Shtloc(3n,n)
σ(ν∗),τ+σ(ν)
F−1 // Shtloc(2n,0)
τ+σ(ν),ν∗ Sht
0,loc(2n,0)
(τ+σ(ν),ν∗)|µ
oo // Shtloc(2n,0)µ .
31The assumption on µ is not necessary. But it simplifies the discussion and will be sufficient for our application.
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This diagram requires some explanation. The commutative square (D) follows from Remark
5.3.15. We define (Gr
(2n)
σ(ν∗) × Gr
(n)
τ+σ(ν))τ and (Grν∗ × Gr
(n)
τ+σ(ν))µ so that the commutative square
(C) and (E) are Cartesian. Explicitly,
(Gr
(2n)
σ(ν∗)×Gr
(n)
τ+σ(ν))τ = {(g1L+G(2n), g2L+G(n)) ∈ Gr
(2n)
σ(ν∗)×Gr
(n)
τ+σ(ν) | g1g2 ∈ $τL+G(n)} ∼= Gr
(2n)
σ(ν∗),
(Gr
(n)
τ+σ(ν) ×Grν∗)µ = {(g1L+G(n), g2L+G) ∈ Gr
(n)
τ+σ(ν) ×Grν∗ | g1g2 ∈ L+G$µL+G}.
It follows that the commutative square (B) is also Cartesian.
Note that since µ is minuscule, the ?-pullback (in the sense of Notation A.2.1) of ICν∗ along the
perfectly smooth morphism Grν∗×˜Grµ∗ → Grν∗ is ICν∗ ˜ ICµ∗ on Grν∗,µ∗ . Then
HomGˆ(Vσ(ν) ⊗ Vτ ⊗ Vν∗ , Vµ)
∼= HomGˆ(Vν∗ ⊗ Vµ∗ , Vτ∗ ⊗ Vσ(ν∗))
Sat∼= CorrGr0(ν∗,µ∗)|τ∗+σ(ν∗)
(
(Grν∗,µ∗ , ICν∗ ˜ ICµ∗), (Grτ∗+σ(µ∗), ICτ∗+σ(ν∗))
)
∼= CorrGr0(ν∗,µ∗)|τ∗+σ(ν∗)
(
(Grν∗ , ICν∗ [−〈2ρ, µ〉](−〈ρ, µ〉)), (Grτ∗+σ(µ∗), ICτ∗+σ(ν∗))
)
∼= CorrGr0(ν∗,µ∗)|τ∗+σ(ν∗)
(
(Grν∗ ×Grτ∗+σ(ν∗), ICν∗  ICτ∗+σ(ν∗)), (pt,Q`[−〈2ρ, µ〉](−〈ρ, µ〉))
)
,
where the last isomorphism follows from Lemma A.2.4. We denote by Sat(a)] the image of a ∈
HomGˆ(Vσ(ν) ⊗ Vτ ⊗ Vν∗ , Vµ) under this series of isomorphisms.
Note that all vertical arrows in (6.3.1) are cohomologically smooth by Lemma 3.1.13, and we
can apply the formalism of pullback of cohomological correspondences as discussed in §A.2.11.
• The 〈3n dimG〉-shift of the smooth pullback of C loc(3n)(idτ ⊗ δσ(ν∗)) to the middle row is
equal to the 〈n dimG〉-shift of the smooth pullback of
D((Γ∗
$τ∗ )
]) : (pt,Q`)→ (Grσ(ν∗) ×Grτ∗+σ(ν∗), ICσ(ν∗) ICτ∗+σ(ν∗)),
where Γ∗
$τ∗ is the cohomological correspondence associated to the canonical isomorphism
($τ
∗
)∗ ICτ∗+σ(ν∗) ∼= ICσ(ν∗) as from Example A.2.3 (2), (Γ∗$τ∗ )] is obtained from Γ∗$τ∗ by
Lemma A.2.4;
• The shifted smooth pullback of DF−1 from the bottom to the middle row is equal to the
shifted smooth pullback of Γ∗σ×id from the top to the middle row.
• The shifted smooth pullback of C loc(2n)(a) from the bottom to the middle row is equal to
the shifted smooth pullback of Sat(a)] from the top to the middle row.
It follows from Lemma A.2.15 that the shifted smooth pullback of
C
loc(3n,n)
Vν
(a) = C loc(2n,n)(a) ◦ DF−1 ◦ C loc(3n,n)(idτ ⊗ δσ(ν∗))
to a cohomological correspondence
(6.3.2) (Gr(n)τ ,Q`〈n dimG〉)→ (Grµ,Q`[〈2ρ, µ〉](〈2ρ, µ〉))
is equal to the shifted smooth pullback of
CGrVν (a) := Sat(a)
] ◦ Γ∗σ×id ◦ D((Γ∗$τ∗ )]).
Let us denote the support of compositions of the correspondences in the upper row (resp. middle
row, lower row) of the diagram by Cu (resp. C, Cl). Then
C := {(g1L+G(2n), g2L+G(n)) ∈ Gr(2n)σ(ν∗) ×Gr
(n)
τ+σ(ν) | g1g2 ∈ $τL+G(n), g2σ−1(g1) ∈ L+G$µL+G}
The map C → Cu is induced by g1L+G(2n) 7→ σ−1g1L+G. This realizes C as an L2nG-torsor over
Cu ∼= Xµ∗,ν∗(τ∗) ⊂ Grν∗ .
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On the other hand, by the proof of Corollary 5.3.21, further composing this map with
Xµ∗,ν∗(τ
∗)→ [L3nn G\Xµ∗,ν∗(τ∗)] ∼= Cl
gives the perfectly smooth morphism C → Cl.
Now, the cohomological correspondence (6.3.2) is given by a class in c ∈ HBM〈2ρ,µ〉+4n dimG(C), and
the cohomological correspondence CGrVν (a) is given by a class in H
BM
〈2ρ,µ〉(C
u) = HBM〈2ρ,µ〉(Xµ∗,ν∗(τ
∗)),
by the same considerations as in §A.2.18. The above observations imply that under the canonical
isomorphisms
HBM〈2ρ,µ〉(Xµ∗,ν∗(τ
∗)) ∼= HBM〈2ρ,µ〉+4n dimG(C) ∼= HBM〈2ρ,µ〉(Xµ∗,ν∗(τ∗)),
CVν (a) = c = C
Gr
Vν
(a). We thus have proven
Lemma 6.3.1. The class CVν (a) ∈ HBM〈2ρ,µ〉(Xµ∗,ν∗(τ∗)) is equal to the class CGrVν (a) ∈ HBM〈2ρ,µ〉(Xµ∗,ν∗(τ∗)).
Assume that
a ∈ HomGˆ(σVν ⊗ Vτ ⊗ Vν∗ , Vµ) ∼= Hom(Vν∗ ⊗ Vµ∗ , Vσ(ν∗) ⊗ Vτ∗)
is given by the fundamental class of a Satake cycle Gr0,a(ν∗,µ∗)|σ(ν∗)+τ∗ via Proposition 3.1.10, and
assume that Xaµ∗,ν∗(τ) as defined via (4.4.3). Then it follows from definition that CVν (a) = C
Gr
Vν
(a)
in fact lies in the image of HBM〈2ρ,µ〉(X
a
µ∗,ν∗(τ
∗))→ HBM〈2ρ,µ〉(Xµ∗,ν∗(τ∗)).
Now we specialize to the cases we need.
Proposition 6.3.2. Assume that b = iMV(a) ∈ MVµ(τ + σ(ν) − ν) satisfies Lemma 4.4.3. Then
CVν (a) ∈ HBM〈2ρ,µ〉(Xµ∗,ν∗(τ∗)) is given by the fundamental class of Xb,x0µ∗ ⊂ Xµ∗,ν∗(τ∗).
Proof. By Theorem 4.4.5, Xaµ∗,ν∗(τ
∗) has a unique irreducible component of dimension 〈ρ, µ〉,
namely Xb,x0µ∗ (τ
∗). So CVν (a) is some multiple of the fundamental class of X
b,x0
µ∗ (τ
∗). Since the
intersection of this component with G˚rν∗ is non-empty (so open dense in X
b,x0
µ∗ (τ
∗)). Then we can
restrict every cohomological class to the smooth open locus. The smooth part of the top row of
(6.3.1) can be identified with intersection of the diagonal of G˚rσ(ν∗) × G˚rσ(ν∗) with the following
correspondence:
C = G˚r
0,a
(ν∗,µ∗)|τ∗+σ(ν∗)
c1×c2−−−→ G˚rσ(ν∗) × G˚rσ(ν∗),
where G˚r
0,a
(ν∗,µ∗)|τ∗+σ(ν∗) is as in (4.4.8), and
c1 : G˚r
0,a
(ν∗,µ∗)|τ∗+σ(ν∗) → G˚rν∗ σ−→ G˚rσ(ν∗), c2 : G˚r
0,a
(ν∗,µ∗)|τ∗+σ(ν∗) → G˚rσ(ν∗)+τ∗ $
τ−−→ G˚rσ(ν∗).
The cohomological correspondence then is identified with δQ` ◦u], where u : c∗1Q`[〈2ρ, µ〉](〈ρ, µ〉)→
c!2Q` is given by the fundamental class of G˚r
0,a
(ν∗,µ∗)|τ∗+σ(ν∗). Choose a deperfection and use the fact
that the differential of Frobenius is zero, we see C intersects with the diagonal properly smoothly.
The proposition now follows from Lemma A.2.21. 
In the second case, we assume that µ = τ , σ(ν) = ν. Let a ∈ Hom(Vν ⊗ Vτ ⊗ Vν∗ , Vτ ) be
the homomorphism induced by eν : Vν ⊗ Vν∗ → 1. Then Gr0,a(ν∗,µ∗)|σ(ν∗)+τ∗ = Gr0(ν∗,µ∗)|σ(ν∗)+τ∗ is
isomorphic to Grν∗ , and
Xµ∗,ν∗(τ
∗) = Grν∗(k)
is the set of rational points of Grν∗ . The top row of (6.3.1) can be identified with
pt← Grν∗ ∆−→ Grν∗ ×Grν∗ σ×id←−−− Grν∗ ×Grν∗ ∆←− Grν∗ → pt,
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and the cohomological correspondence can be identified with δICν∗ ◦ Γ∗σ×id ◦ eICν∗ , where eICν∗ and
δICν∗ are as in Example A.2.3(4). Then Lemma A.2.22, together with Proposition 3.5.5, implies
the following result, which gives Theorem 6.0.1 (2) (by Remark 3.5.3).
Proposition 6.3.3. The class C
loc(m1,n1)
Vν
(e) ∈ HBM0 (Xeµ∗,ν∗(τ∗)) = C(Grν∗(k)) is the function
Satcl([Vν∗ ]), i.e. its value at x ∈ Grν∗(k) is
tr(φx | Sat(Vν∗)x¯).
7. Application to Shimura varieties
In this section, we prove our main theorem.
Convention 7.0.1. Our convention for Hodge structure, weight maps, and Artin reciprocity map
all follow [De79]. But the reciprocity morphism of [De79, §2.2.3] is changed to be the one without
taking the inverse, as pointed out by [Mi90].
7.1. The canonical integral model of Shimura varieties of Hodge type. In this subsec-
tion, we recall the canonical integral models of Shimura varieties of Hodge type and some related
constructions, mostly following [Kis10].
7.1.1. The canonical integral model. Let G be a connected reductive group over Q, and let X be
a G(R)-conjugacy class of homomorphisms h : S → GR. Recall that the pair (G,X) is called a
Shimura datum if for some (and therefore every) h ∈ X,
(SV1) under Ad ◦ h : S→ GL(g), g acquires a Hodge structure of type (−1, 1), (0, 0), (1,−1),
(SV2) adh(i) is a Cartan involution of GadR , and
(SV3) Gad does not contain a Q-factor whose real points are compact.
In this work, we will also consider groups that do not satisfy (SV3). A reductive group G over Q
together with a set X of a G(R)-conjugacy classes of h : S → GR satisfying (SV1), (SV2) will be
called a weak Shimura datum.
The map wh : Gm ⊂ S h→ GR factors through the center of GR, and is therefore independent of
the choice of h. We denote it by w and call it the weight homomorphism.
For G = GSp(V, ψ), the similitude group of a symplectic Q-vector space, we use H± (instead of
X) to denote the Siegel (upper and lower) half spaces of complex structures on V such that ψ(·, J ·)
is (positive or negative) definite.32 Recall that a (weak) Shimura datum (G,X) is called of Hodge
type if there is an embedding ρ : G → GSp(V, ψ) that induces an embedding X → H± given by
h 7→ ρ ◦ h.
Let us fix the isomorphism SC ∼= Gm × Gm as usual (see (2.1.4)). Let Gm → SC denote the
inclusion into the first factor. The conjugacy class {h} induces a conjugacy class µh : Gm → SC →
GC, which is the same as a conjugacy class of 1-parameter subgroups of G over Q ⊂ C. This
conjugacy class is called the Shimura cocharacter, and the field of its definition is called the reflex
field, denoted by E = E(G,X). In the sequel, we write µ for µh to simplify notation.
Let K ⊂ G(Af ) be a (sufficiently small) open compact subgroup. Let ShK(G,X) denote the
corresponding Shimura variety defined over E. We will fix a prime p > 2, such that Kp is a
hyperspecial subgroup of G(Qp), i.e. Kp = G(Zp) for some reductive group extension G of G to
Z(p). Let v be a place of E(G,X) over p. Let OE,(v) denote the ring of integers of E localized at
v. Recall the following theorem of Kisin [Kis10] and Vasiu [Vas07].
Theorem 7.1.2. If (G,X) is of Hodge type, there is a smooth integral canonical model SK(G,X)
of ShK(G,X), defined over OE,(v).
32We used the notation ψ earlier to in the definition of local G-shtukas, but there should be no confusion.
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Remark 7.1.3. In fact, the above theorem is more precise. Write K = KpK
p, and consider the
pro-scheme SKp(G,X) = lim←−KpSKpKp(G,X). It satisfies the extension property: for any regular,
formally smooth OE,(v)-scheme T , a map S⊗E → SKp(G,X) extends to a T -point of SKp(G,X).
This property uniquely characterizes SKp(G,X).
The construction of SK(G,X) (in the case of Hodge type) is as follows. First, if (G
′, X ′) =
(GSp(V, ψ),H±) with dimV = 2g, then ShK(G′, X ′) is the moduli space of principally polarized
abelian varieties with a K ′-level structure. It has a canonical extension to an integral model Ag,K′
smooth over Z(p) as the moduli space of principally polarized abelian schemes, whose definition
will be recalled in §7.1.4 below. In general, if (G,X) is of Hodge type, one can chooses a faithful
representation i : G→ GSp(V, ψ) as above such that i(X) ⊂ H±, that G(Zp) = G(Qp)∩GSp(VZp , ψ)
for a self-dual Zp-lattice VZp in VQp , and that Kp = G(A
p
f )∩K ′p, where K ′p ⊆ GSp(V, ψ)(Apf ) is a
prime-to-p level structure for the Siegel moduli space (cf. [Kis10, Lemma 2.3.1]). Then i induces
a closed embedding i : ShK(G,X) → ShK′(G′, X ′) ⊗ E defined over E. We write S −K (G,X)
for the closure of ShK(G,X) in Ag,K′ , and define SK(G,X) to be its normalization. By [Kis10,
Proposition 2.3.5], the completion at each closed point ofS −K (G,X) has formally smooth irreducible
components over OE,v. So the morphism
(7.1.1) i : SK(G,X)→ S −K (G,X) ⊆ Ag,K′
induces a surjective map of the completed local rings ÔAg,K′ ,i(x) → ÔSK(G,X),x at every point
x ∈ SK(G,X). In what follows, we will use SK to denote the base change of SK(G,X) to the
completion OE,v.
7.1.4. Abelian schemes up to prime-to-p isogeny. We recall the moduli interpretation of Ag,K′ .
First, recall that for every (quasi-compact) scheme T , there is the category AVp of abelian schemes
on T up to prime-to-p isogenies: objects are abelian schemes over T , and morphisms are the
homomorphisms of abelian schemes tensored with Z(p). Isomorphisms in AVp are called prime-to-p
quasi-isogenies. Given A, a polarization λ of A is a morphism in HomAVp(A,A
∨), such that some
of its multiple nλ is induced by an ample line bundle. A principal polarization is a polarization
that is an isomorphism in this category. Then we have the groupoid of principally polarized abelian
scheme on T up to prime-to-p isogeny: objects are pairs (A, λ), consisting of an abelian scheme
over T up to prime-to-p isogeny and a principal polarization; morphisms from (A, λ) to (A′, λ′) are
prime-to-p quasi-isogenies f : A→ A′ such that f∗λ′ = cλ for some locally constant function c on
T with values in Z×(p).
Let (A, λ) be a principally polarized abelian scheme of dimension g on T up to prime-to-p isogeny.
Then the prime-to-p rational Tate module
Vet(A)p := lim←−p 6=nA[n]⊗Q
is a Apf -local system on T equipped with an alternating pairing Vet(A)p ⊗ Vet(A)p → Apf (1). Let
Isom(V ⊗Apf ,Vet(A)p) denote the G′(Apf )-torsor of isomorphisms between V ⊗Apf and Vet(A)p that
respect to the natural pairs up to a (Apf )
×-scalar33. Then a K ′p-level structure of (A, λ) is a section
η of the e´tale sheaf Isom(V ⊗ Apf ,Vet(A)p)/K ′p.
Finally, Ag,K′ is the moduli functor which assigns every T the groupoid, whose objects are triples
(A, λ, η), where (A, λ) is a principally polarized abelian scheme on T up to prime-to-p isogeny,
and η is a K ′p-level structure, and whose morphisms from (A, λ, η) to (A′, λ′, η′) are morphisms
f : (A, λ) → (A′, λ′) as defined above such that Vet(f)p ◦ η = η′. If K ′p is sufficiently small, this
groupoid is discrete (i.e. there is no non-trivial automorphism).
33See §7.2.2 below for a more canonical formulation.
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7.1.5. E´tale, de Rham, and crystalline tensors. By construction, there is an abelian scheme
h : A→ SK(G,X)
which is the pullback of the universal one on Ag,K′ . For our purpose, we need to recall the
construction of a collection of tensors in various cohomology of A, following [Kis10].
Notation 7.1.6. Let C be a rigid tensor additive category equipped with an invertible object T (in
the sequel C will be categories of “local systems” in various settings, and T will be the Tate object
in the corresponding category). That is, T ⊗ T∨ → 1 is an isomorphism where T∨ is the dual of
T and 1 is the unit object. We denote by X(n) = X ⊗ T⊗n if n ≥ 0 and X(n) = X ⊗ (T∨)⊗n if
n < 0. If X is an object in C, equipped with an alternating pairing ψ : X ⊗X → T which induces
an isomorphism X ∼= X∨(1), we denote
X⊗ =
⊕
r∈N
X⊗2r(−r) ∼=
⊕
r∈N
(X∨)⊗2r(r),
as an algebra object in the ind-completion of C. Note that one can give a natural grading on X⊗
so that the direct summand X⊗2r(−r) ∼= (X∨)⊗2r(r) is of degree r.
Now assume that C is R-linear, where R is some commutative ring with unit, and let T be a
(not necessarily commutative) graded R-algebra. An object X of C is said to be equipped with a
T -structure if it is given a morphism of graded algebra (in the ind-completion of C)
sX : T ⊗ 1→ X⊗.
Given two objects X and Y in C, both equipped with a T -structure, we denote the subspace of
Hom((X, sX), (Y, sY )) ⊂ HomC(X,Y ), resp. Isom((X, sX), (Y, sY )) ⊂ IsomC(X,Y )
consisting of those morphisms (resp. isomorphisms) f : X → Y such that sY := f⊗ ◦ sX .
Let VZ(p) be a Z(p)-lattice of V whose p-adic completion is VZp ⊂ VQp so ψ induces a perfect
pairing of VZ(p) . Let Z(p)(1) be the rank one Z(p)-module on which GSp(VZ(p) , ψ) acts through
the similitudes GSp(VZ(p) , ψ) → Gm. The symplectic form is regarded as a perfect pairing of
GSp(VZ(p) , ψ)-representations
ψ : VZ(p) ⊗ VZ(p) → Z(p)(1).
We take C to be the category of representations of GSp(VZ(p) , ψ) on finite free Z(p)-modules and
T = Z(p)(1). The following lemma slightly refines [Kis10, Proposition 1.3.2].
Lemma 7.1.7. The group scheme G ⊆ GSp(VZ(p) , ψ) is the schematic centralizer of a finitely
graded Z(p)-subalgebra T ⊆ (V ⊗Z(p))G.
Notation 7.1.8. In the sequel, we denote the natural inclusion T ⊂ V ⊗Z(p) by s. We assume that
the element in V ∨Z(p) ⊗ V ∨Z(p)(1) induced by the alternating pairing ψ belongs to T and is denoted
by ψ as well.
If R is a Z(p)-algebra, we write VR := VZ(p) ⊗Z(p) R and R(1) = Z(p)(1)⊗Z(p) R.
In below, let
HB(A) := R1hC,∗Q, Het(A) := R1het,∗Af , HdR(A) := R1hdR,∗Ω•
denote the first relative Betti, e´tale, and de Rham cohomology of A (over E). The `-component of
Het(A) is denoted by Het(A)`, and the prime-to-p component is denoted by Het(A)p. Their duals,
the first relative homology, are denoted by VB(A),Vet(A),VdR(A). We will apply Notation 7.1.6 in
Betti, e´tale, or de Rham setting. The Tate objects QB(1),Qet(1),QdR(1) in each setting are defined
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as in [De82, §1]. The `-component and the prime-to-p component of Qet(1) are denoted by Qet(1)`
and Qet(1)p, respectively.
The representation V of G defines a Betti local system V on ShK(G,X)(C)
V = V ×G(Q) (X ×G(Af )/K),
which is canonically isomorphic to VB(A) of A (because such canonical isomorphism exists over
ShK′(GSp(V ),H
±)). Since elements in T are G(Q)-invariant, they define global sections of V⊗,
and therefore induce
sB : T ⊗ 1→ HB(A)⊗.
Note that, sB,x(T ) is in the subalgebra of Hodge classes of H1(Ax,Q)⊗, for every x ∈ ShK(G,X)(C).
By [Kis10, Lemma 2.2.1], there is a map of e´tale local systems
set : T ⊗ 1→ Het(A)⊗,
which matches sB under the comparison isomorphism Het(A)`|ShK(G,X)C ∼= HB(A)⊗Q`. In partic-
ular, for every extension F/E in C, and an F -point x of ShK(G,X), the algebra set,x(T ) is in the
subalgebra of Tate classes of H1et(Ax,F¯ ,Q`)⊗.
The relative de Rham cohomology HdR(A) is a vector bundle on ShK(G,X) equipped with a
flat connection ∇ and a decreasing filtration
HdR(A) = Fil0HdR(A) ⊃ Fil1HdR(A) = (LieA/ ShK(G,X))∨ ⊃ Fil2HdR(A) = 0.
By Deligne’s theory of absolute Hodge cycles (cf. [De82] and [Kis10, Corollary 2.2.2]), there is
sdR : T ⊗ 1→ HdR(A)⊗,
that match sB under the comparison isomorphismHdR(A)⊗C ∼= HB(A)⊗C. In addition, Im(sdR) ⊂
Fil0HdR(A)⊗.
Next, we move to the integral model. If ` 6= p, Het(A)` exists as an e´tale local system on
SK(G,X), and s` : T ⊗ 1 → Het(A)` extends to the whole SK(G,X), still denoted by s`. The
de Rham cohomology HdR(A) extends to a vector bundle with a flat connection and a decreasing
filtration on SK(G,X). It was proved in [Kis10, Corollary 2.3.9] that sdR extends integrally as
well, and denoted by the same notation. In addition, integrally Im(sdR) ⊂ Fil0HdR(A)⊗.
Let kv be the residue field of OE,v. We recall the definition of the rigid tensor category F -Crys(T )
of F -crystals on a (quasi-compact) kv-scheme T . An object is a locally free crystal D on the big
crystalline site (T/OE,v)CRIS, equipped with an quasi-isogeny (the Frobenius map)
F : σ∗D 99K D,
i.e. an element F ∈ Hom(T/OE,v)CRIS(σ∗D,D) ⊗ Q such that there exists some element V ∈
Hom(T/OE,v)CRIS(D, σ
∗D) ⊗ Q (the Verschiebung) such that V F = FV = p34. Morphisms in F -
Crys(T ) are morphisms of locally free crystals, compatible with F .
The unit object 1 is the structure sheaf of (T/OE,v)CRIS, equipped with F sending 1 to 1. The
Tate object Ocrys(1) is the structure sheaf of (T/OE,v)CRIS, equipped with F sending 1 to p.
Now, let Akv be the mod p fiber of the universal abelian variety, and D(Akv) its contravariant
Dieudonne´ crystal. This is an F -crystal. In addition, D(Akv)(SK,kv) (the value of D(Akv) at the
trivial PD thickening SK,kv
id→ SK,kv) is canonically isomorphic to HdR(A)|SK,kv and therefore is
equipped with a decreasing filtration. It follows that D(Akv)⊗(SK,kv) is canonically isomorphic to
34Of course, replacing V by p−1V , one can require V F = FV = 1. We choose this convention so it is compatible
with literatures on Dieudonne´ crystals of p-divisible groups.
108
HdR(A)⊗|SK,kv and therefore is also equipped with a decreasing filtration. Since SK is smooth
over OE,v, It follows that the horizontal map sdR : T → HdR(A)∇ induces
s0 : T ⊗ 1→ D(A)⊗,
where D(A)⊗ is now considered as an object in (the ind-completion) of F -Isoc(SK,kv). In addition,
s0(t)(SK,kv) ∈ Fil0(D(Akv)⊗(SK,kv)) for t ∈ T .
It follows that every characteristic p point x of SK , of residue field κ, is canonically equipped
with a set of Tate classes s`,x(T ) ⊂ H1(Ax,κ¯,Q`)⊗, and a set of crystalline classes s0,x(T ) ⊂ D(Ax)⊗.
Remark 7.1.9. In fact, in [Kis10], Kisin first constructed s0,x for every characteristic p point x
via the theory of Breuil-Kisin module in order to study the local structure of SK , and deduced as
a corollary that sdR extends integrally.
7.1.10. The de Rham and crystalline G-torsors. Since G⊗Zp is quasi-split, there is a representative
of {µ} defined over Ev, and up to conjugacy, we can assume that it extends to µ : Gm → G⊗OE,v.
Let Fil•(V ∨Zp ⊗OE,v) = (Fil0 ⊃ Fil1 ⊃ 0) be the decreasing filtration on V ∨Zp ⊗OE,v induced by µ so
that the subgroup Pµ ⊂ GL(V ∨Zp)×GL(Zp(1)) that preserves s and the filtration Fil•, is a parabolic
subgroup of G ⊗ OE,v determined by µ. By abuse of notation, we still use G to denote the base
change G⊗OE,v.
Let us also construct the local model diagram for SK . Note that local model diagram for
Shimura varieties of abelian type with parahoric level structure has been established in [KP15+]
(under some mild restriction of GQp). In the case when Kp is hyperspecial, this is quite easy so we
include a proof for completeness. First, we have
Lemma 7.1.11. The (fppf) sheaf
EdR := Isom(((V ∨Zp ⊕ Zp(1))⊗OSK , s⊗ 1), (HdR(A)⊕QdR(1), sdR)),
of isomorphisms of vector bundles V ∨Zp ⊗ OSK ' HdR(A) and Zp(1) ⊗ OSK ' QdR(1) that send
s⊗ 1 to sdR, is a G-torsor on SK , and the sheaf
P := Isom(((V ∨Zp ⊕ Zp(1))⊗OSK , s⊗ 1,Fil•), (HdR(A)⊕QdR(1), sdR,Fil•))
is a Pµ-torsor on SK . There is a canonical isomorphism G×Pµ P = EdR.
Proof. (1) We just consider EdR, and the statement for P is similar (by taking account of the
filtration).
We regard EdR as a closed subscheme of the GL(V ∨Zp)×GL(Zp(1))-torsor
Isom((V ∨Zp ⊕ Zp(1))⊗OSK ,HdR(A)⊕QdR(1)).
There is an action of G on EdR and it is clear that the map
G×SK EdR → EdR ×SK EdR
is an isomorphism. So it remains to show that EdR is faithfully flat over SK . Note that when base
change from OE,v to C, EdR is clearly a G-torsor. So we can pass to a formal neighbourhood Uˆx at
a closed point x in the special fiber of SK . Let κ denote the residue field of x. Let Ax denote the
fiber of the above mentioned abelian variety at x.
Attached to x there is a reductive group Gx ⊂ GL(D(Ax))×GL(Ocrys(1)) which is the schemati-
cally stabilizer of s0(T ). It was shown in [Kis10, §1] that there exists an isomorphism V ∨Zp⊗W (κ) '
D(Ax) intertwining s : T → L⊗ and s0 : T → D(Ax)⊗. Therefore, Gx is a reductive group isomor-
phic to G⊗OE,v W (κ).
Let RGx denote the Gx-adapted deformation ring of Ax[p
∞] as in ([Kis10, §1.5] and [Kis17,
§1.1]). Then by [Kis10, Proposition 2.3.5], there is a natural isomorphism Uˆx ∼= Spf RGx and
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the restriction of (HdR(A), sdR,∇) to Uˆx is identified with (M = D(Ax) ⊗W (κ) RGx , s0 ⊗ 1,∇) on
Spf RGx . It follows from the existence of an isomorphism D(Ax) ' V ∨Zp ⊗W (κ) as above that the
restriction of EdR to Uˆx is a G-torsor, so is faithfully flat over Uˆx. 
Remark 7.1.12. In fact, EdR is defined over SK(G,X).
Now, let S˜K denote the scheme over SK of the trivialization of the G-torsor EdR.
Corollary 7.1.13. There is the following local model diagram
SK
pi←− S˜K ϕ˜−→ G/Pµ,
where pi is a G-torsor and ϕ˜ is G-equivariant smooth of relative dimension dimG. Moreover, if
U → S˜K is a morphism such that the induced map U → SK is e´tale, the induced map U → G/Pµ
is e´tale.
Proof. By the previous lemma, the trivial G-torsor EdR×SK S˜K is induced by the Pµ-torsor P×SK
S˜K . This defines the map ϕ˜ : S˜K −→ G/Pµ. It follows from the construction that ϕ˜ is G-
equivariant. It remains to prove the last statement (which implies that ϕ˜ is smooth of relative
dimension dimG).
The last statement is clear for the characteristic zero points. Now let y be a characteristic p
point of U mapping to x˜ ∈ S˜K and x ∈ SK . Let x¯ denote the image of x˜ in G/Pµ. Then the
completed local ring Vˆx¯ at x¯ can be identified with the deformation ring RGx in such a way that
the natural filtration on L∨ ⊗ Vˆx¯ is identified with the Hodge filtration of D(Ax)⊗W (κ) RGx . Since
Uˆx ' Spf RGx , the e´taleness of U over SK(G,X) at y (or equivalently Uˆy ' Uˆx) implies that
the induced map U → G/Pµ takes Uˆy isomorphically to Spf RGx ' Spf Vˆx¯. This verifies the last
statement. 
Another application of Lemma 7.1.11 is as follows.
Corollary 7.1.14. The sheaf
R 7→ Isom
((
(V ∨R ⊕R(1)), s
)
,
(
D(A)(R)⊕Ocrys(1)(R), s0
))
on (SK,kv/OE,v)CRIS, where the isomorphisms are isomorphisms of R-modules V ∨R ' D(A)(R) and
R(1) ' Ocrys(1)(R) sending s to s0, defines a G-torsor Ecris on (SK,kv/OE,v)CRIS. In addition,
there is a map of G-torsors Ecris → σEcris, whose relative position is σ(µ).
Note that by definition there is a canonical isomorphism Ecris(SK⊗Fp) ∼= EdR⊗Fp (cristalline-de
Rham comparison).
Proof. If x is an R-point of SK,kv and R˜→ R a PD thickening, we (locally) lift x to x˜ : SpecR˜→
SKx . Then Ecris(R˜) = x˜∗EdR, which is independent of the lifting. The F -crystal structure
D(Ax)∨ → D(A(p)x )∨ = σ∗D(Ax)∨
induces a quasi-isogeny x∗Ecris → x∗(σEcris). Note that we use the dual of contravariant Dieudonne´
modules to define the F -crystal with G-structures, as by definition G is considered a subgroup
of GSp(VZp , ψ) ⊗ OE,v, where V corresponds to homology (as opposed to the cohomology) of the
universal abelian variety.
To prove the last statement, we can work pointwise. So assume x is an Fp-point. The relative
position of
x∗((σ−1)∗Ecris)→ x∗Ecris
is given by µ since the morphism on the associated bundle is the Verschiebung
V : (σ−1)∗D(Ax)∨ → D(Ax)∨ = Ex ×G VZp . 
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Example 7.1.15. We give an example to justify our computation of the relative position: let
F be a cubic totally real field and E a CM extension of F . Let p be a prime inert in F and
splits as pp¯ in E. Consider the unitary group G = G(U(1, 2) × U(0, 3) × U(0, 3)). Let τ1, τ2, τ3
be the p-adic/complex embeddings corresponding to p. Under the usual identification of GC with
GL(3)×3 ×Gm (where the first three factors use associated complex embeddings τ1, τ2, τ3), µ(z) is
diag{z, 1, 1}, id, and id on the first three factors. Then dim Lie(A)τi is equal to 1, 0, 0 for i = 1, 2, 3,
respectively. It follows that the dimension of the cokernel of Vτi : D(Ax)∨τi → (σ∗D(Ax)∨)τi has
dimension 0, 1, 0, respectively. From this, we see that the associated G-torsor map Ecris → σEcris
has relative position σ(µ).
7.1.16. Level structure. Let x ∈ SK(G,X)(T ) be a point. Its image on Ag,K′p is represented by a
triple (Ax, λx, η
′), as explained in §7.1.4. In particular,
η′ ∈ Γ(T, Isom((V ⊕Q(1))⊗ Apf ,Vet(A)p ⊕Qet(1)p)/K ′p).
But as explained in [Kis10, §3.4.2], the level structure η′ comes from a canonical section
ηx ∈ Γ
(
T, Isom
(
((V ⊕Q(1))⊗ Apf , s⊗ 1), (Vet(A)p ⊕Qet(1)p, set,x)
)/
Kp
)
.
Here Isom(((V ⊕Q(1))⊗Apf , s⊗ 1), (Vet(A)p⊕Qet(1)p, set,x)) is the subsheaf of Isom((V ⊕Q(1))⊗
Apf ,Vet(A)p ⊕Qet(1)), which intertwines s : T ⊂ V ⊗ and set,x : T ⊗ 1→ (Het(A)p)⊗ = (Vet(A)p)⊗.
Note that this is a G(Apf )-torsor so that the quotient by K
p makes sense.
7.2. The mod p fiber of SK(G,X). We first relate the special fibers of the integral models of
Shimura varieties recalled above to the moduli of local shtukas via Proposition 7.2.4. Then we
recollect some results about the Rapoport-Zink uniformization of the basic Newton stratum.
7.2.1. Perfection of the characteristic p fiber of SK . Now we concentrate on mod p fiber. Let kv
denote the residue field of OE,v and fix k¯v an algebraic closure of kv. We denote by
Shµ,K := (SK ⊗ kv)pf
the perfection of the special fiber of SK , or just Shµ if the level structure K is clear from the
context. We also write Shµ,Kp for lim←−Kp Shµ,KpKp . As suggested by the proof of Proposition 7.1.14,
it is convenient to twist the F -crystal Ecris to consider
E := (σ−1)∗Ecris.
Then we have the F -crystal of G-torsors (i.e. a local G-shtuka, see Remark 5.2.2)
β : E 99K σE
over Shµ,K , of relative position µ.
Remark 7.2.2. Note that by our definition of E , it only exists over Shµ,K , but not over SK . On
the other hand, from the theory of Breuil-Kisin module, it is also natural to define E as (σ−1)∗Ecris.
Namely, Let x be a κ-point of Shµ,K and choose a lifting x˜ of x to a characteristic zero point. Let
Mx˜ = M(TpA
∨
x˜ (−1))
be the Kisin module associated to the crystalline representation of the (−1)-twist of the p-adic Tate
module of the dual abelian variety A∨x˜ (which is isomorphic to V
∨
Zp). Then sp,x˜ : T → (TpA∨x˜ (−1))⊗
induces sBK : T → M⊗x˜ . Recall that Mx˜ is a free S = W (κ)[[u]]-module and ϕ∗(Mx˜/uMx˜) is
identified with D(Ax), where ϕ : S → S is the Frobenius. Therefore, x∗E is the G ⊗W (κ)-torsor
of isomorphisms V ∨Zp ⊗W (κ) ' Mx˜/uMx˜ that sends s(T ) to the tensors sBK(T ) mod u up to a
common scalar.
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7.2.3. The map locp. By only remembering the local G-shtuka ψ : E 99K σE , we obtain a morphism
of prestacks
locp : Shµ → Shtlocµ .
In the Siegel case, locp is the perfection of the morphism sending an abelian variety to its underlying
p-divisible group. According to Serre-Tate theory, this morphism (before perfection) is formally
e´tale. However formal e´taleness is not a good notion for morphisms between perfect schemes, so we
will not make use of it. Instead, we will compose it with the morphism from Shtlocµ to the moduli
of restricted local shtukas. Let (m,n) be a pair of non-negative integers such that m−n is µ-large.
We set
locp(m,n) : Shµ
locp−−→ Shtlocµ
resm,n−−−−→ Shtloc(m,n)µ .
The following result establishes the relation between the special fibers of Shimura varieties and
the moduli of local shtukas defined earlier. Recall the definition of perfectly smooth morphisms in
Appendix A.1.
Proposition 7.2.4. The morphism locp(m,n) is perfectly smooth.
Proof. Let Sh
(m,n),
µ denote the LmG-torsor over Shµ that classifies, for each perfect ring R, an
R-point x of Shµ and a trivialization of the L
mG-torsor σEx|Dm ' E0|Dm over Dm,R. Recall that
we have defined its local version, namely the moduli of framed restricted local shtukas Sht
loc(m,n),
µ
in (5.3.5), which is canonically isomorphic to Gr
(n)
µ . We have the following canonical isomorphism
(7.2.1) Sh(m,n),µ ∼= Shµ,K ×Shtloc(m,n)µ Sht
loc(m,n),
µ .
So to prove that locp(m,n) is perfectly smooth, it suffices to check that the map
locp (m,n) : Sh
(m,n),
µ −→ Shtloc(m,n),µ
is perfectly smooth.
Let x be a k¯v-point of Sh
(m,n),
µ , whose image in Shµ is denoted by x. By [Zhu17, Corollary
A.27], we can choose a small e´tale neighborhood a : U = SpecR → SK of x such that both
the pullback of the LmG-torsor σE|Dm to U and the pullback of the LnG-torsor E|Dn to U are
trivial. We fix one such trivialization m :
σE|Dm,R ∼= E0|Dm,R , which is equivalent to giving a lift
a(m) : U → Sh(m,n),µ,K of a. We put
a
(m,n)
loc := loc

p (m,n) ◦ a(m) : U → Sh(m,n),µ → Shtloc(m,n),µ ∼= Gr(n)µ .
Then the natural map
U × LmG // Sh(m,n),µ,K
(u, g)  // (a(m)(u), σ(g)m)
is e´tale and gives an e´tale chart near at the point x. So it suffices to show that the composition
(7.2.2) U × LmG −→ Sh(m,n),µ
locp (m,n)−−−−−−→ Shtloc(m,n),µ ∼= Gr(n)µ
is perfectly smooth. In explicit terms, this map is given by
(7.2.3) (u, g) 7→ σ(g) · a(m,n)loc (u) · pim,n(g)−1.
See (5.3.6). (Note that g in (5.3.6) is σ(g) here.)
We note that the perfection of the local model diagram in Corollary 7.1.13 mod p is exactly
Shµ ← Sh(1,0),µ → (G/Pµ ⊗ kv)pf ∼= Grµ,
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where the second arrow may be identified with the map locp (1, 0) : Sh
(1,0),
µ → Shtloc(1,0),µ ∼= Grµ.
The lift a(m) : U → Sh(m,n),µ naturally gives gives a map a(1) : U → Sh(1,0),µ . The natural
compatibility of localization map gives the following commutative diagram
U × LmG //
proj1

Sh
(m,n),
µ,K
locp (m,n) // Gr
(n)
µ

U
a(1) // Sh
(1,0),
µ,K
locp (1,0) // Grµ.
The composition of the bottom arrow, namely a
(1,0)
loc , is e´tale by Corollary 7.1.13.
This now has become a purely local question: knowing an e´tale map a
(1,0)
loc : U → Grµ lifts to
a
(m,n)
loc : U → Gr(n)µ , we shall prove that the associated map U × LmG → Gr(n)µ given by formula
(7.2.3) is perfectly smooth. This is equivalent to show that the induced map
(7.2.4) U × LmG −→ U ×Grµ Gr(n)µ
is perfectly smooth. To prove this, we need to use the imperfect version.
Now, let Lmp G denote the usual Greenberg realization of G ⊗ Z/pm so that Lmp G is a smooth
algebraic group over Fp whose perfection is LmG (cf. [Zhu17, §1]). The e´tale map a : U → Grµ
descends uniquely to an e´tale morphism a′ : U ′ → G/Pµ ⊗ kv. If we write E1 99K E0 = E0 denote
the universal modification over Grµ, the L
nG-torsor E1|Dn,R is trivial over U . Thus, if we write
U ′(n) for the trivial LnpG-torsor over U ′, then
(U ′(n))pf ∼= U ×Grµ Gr(n)µ .
Now, the map (7.2.4) is the perfection of the map
(7.2.5) U ′ × Lmp G // U ′(n)
(u, g)  // σ(g)a
(m,n)
loc (u)pi
′
m,n(g)
−1,
where pi′m,n : Lmp G → LnpG is the natural projection. On the level of tangent space, we can ignore
the left multiplication by σ(g). Hence, the infinitesimal action of Lmp G on U
′(n) is entirely along the
fiber direction of U ′(n) → U ′. So the map (7.2.5) is smooth, and hence (7.2.4) is perfectly smooth.
This concludes the proof of the proposition. 
Remark 7.2.5. The readers can skip this remark. Recall from Lemma 5.3.6 that there is a natural
perfectly smooth morphism Sht
loc(2,1)
µ → G -Zipµ. It is easy to see that the composition
Shµ
locp(2,1)−−−−−→ Shtloc(2,1)µ → G -Zippfµ
coincides with the perfection of the map defined in [Zha.C13+] (which in the case of G = GSp(V, ψ)
is the map sending an abelian variety A to its p-torsion A[p]). The following is a corollary of
Proposition 7.2.4.
Corollary 7.2.6. The morphism Shµ → G -Zippfµ is perfectly smooth.
In fact, by an argument similar to the proof of Proposition 7.2.4, one can show that the map
SK,kv → G -Zipµ is already smooth before taking the perfection. See [Zha.C13+].
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7.2.7. Newton stratification. Recall the definition of the Newton map (5.2.5) for the moduli of local
shtukas. By composition, one obtains the Newton map for Shimura varieties
N : Shµ,K(k¯v) locp−→ Shlocµ (k¯v) N−→ B(GQp , µ∗).
For [b] ∈ B(GQp , µ∗), let Nb = N[b] := N−1([b]) denote the corresponding Newton stratum. It is
known (e.g. [Wo13+, Section 5.2]) that Nb is a locally closed subset of Shµ,K and its closure N b is
contained in the union
⋃
b′bNb′ . In particular, if [b] ∈ B(GQp , µ∗) is basic, Nb is a closed subset,
denoted by Shµ,K,b or just Shµ,b if the level structure K is clear from the context.
Lemma 7.2.8. The basic Newton stratum Shµ,K,b is non-empty.
It has been proved by Lee [Le16+] that all Newton strata are non-empty (and we learned that
Kisin-Madapusi Pera-Shin proved more general statement under weaker assumptions of GQp). Since
the case of basic Newton stratum is particularly simple, we include an argument here for the basic
Newton stratum for readers’ convenience.
Proof. We first claim that there is a maximal torus T of G, defined over Q, such that both T (R)
and T (Qp) are anisotropic modulo the centers of G(R) and G(Qp), respectively. Namely, we apply
weak approximation to find a strongly regular semisimple element γ defined over Q such that γ∞
and γp are elliptic. Then T is defined as the centralizer of γ.
Next, we claim that there exists h ∈ X such that h(C×) ⊂ T (R). Indeed, let h′ be a point of
X. Then h′(C×) is contained in a maximal torus T ′ ⊂ GR, anisotropic modulo center. Therefore,
there is some g ∈ G(R) such that gT ′g−1 = TR. So h = gh′g−1 satisfies the required property. In
particular, the pair (T, h) defines a special point of X. By choosing appropriate field of definition
and tame level structure, we obtain a point x˜ in ShK(G,X), with a reduction to a point x in Shµ,
such that the Mumford-Tate group of the universal abelian variety Ax˜ at x˜ is contained in T . Then
N (x) is contained in the image of B(T ) → B(G). Since TQp is elliptic, we know that this image
must be basic in B(G) (cf. [Ko85, Proposition 5.3]). 
7.2.9. The group Ix. We assume that x is a κ-point of Shµ,K , where κ ⊃ kv is a finite extension,
]κ = q = pr, and let x be a κ-point of SK . We denote Wx = W (κ) and Kx = Wx[1/p]. Let x¯
be the induced κ¯-point over x. We similarly have Wx¯ and Kx¯. Let piAx denote the q-Frobenius
endomorphism of Ax. Recall that by construction, we have a collection of tensors set,x : T →
H1(Ax¯,Q`)⊗ and s0,x : T → D(Ax)⊗. Recall we assume that T contains ψ ∈ (V ∨Z(p) ⊗ V ∨Z(p)(1))G
corresponds to the alternating pairing. Then (set,x(ψ), s0,x(ψ)) is induced by a principal polarization
λx of Ax.
We recall the construction of some groups
I`/κ, I`, Ip/κ, Ip, I/κ, I,
from [Kis17, §2.1.2]. First, let
I`/κ ⊂ GL(H1(Ax¯,Q`))×GL(Qet(1)`)
be the Q`-subgroup, consisting of elements that fix s`,x and commute with the action of piAx .
Replacing κ by a degree n extension κn one obtains I`/κn . Then sequence {I`/κn} is increasing and
stabilizes to a Q`-subgroup I` ⊂ GL(H1(Ax¯,Q`))×GL(Qet(1)`).
Next, Ip/κ is the Qp-group whose R-points consist of Wx ⊗Zp R-linear automorphisms in
GL(D(Ax)⊗Zp R)×GL(Ocrys(1)(Wx)⊗R)
that fix s0,x ⊗ 1 and commute with the Frobenius map F : σ∗D(Ax)→ D(Ax). Note that if R is a
Kx-algebra, Ip/κ(R) ⊂ GL(D(A)⊗Wx R)×GL1(R) is the subgroup of elements that fix s0 ⊗ 1 and
commute with γp = F
r. By replacing κ by κn, one obtains Ip/κn . Then Ip/κn⊗Kx¯ is the centralizer
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of γnp in GL(D(A) ⊗Wx Kx¯). Therefore, Ip/κn stabilizes to a Qp-group Ip. Note that if we choose
an isomorphism D(Ax) ' V ∨Zp ⊗Wx and Ocrys(1)(Wx) ' Zp(1)⊗Wx that sends s0,x to s⊗ 1 (i.e. a
trivialization of x∗E), then F is represented by bxσ for an element bx ∈ G(Wx)µ∗(p)G(Wx). Then
Ip/κ(R) = {g ∈ G(Wx ⊗R) | g−1bxσ(g) = bx} ⊂ Jbx(R),
where Jbx is the twisted centralizer of bx as defined in (4.1.3). In particular, Ip ⊂ Jbx .
Finally, we define I/κ to be the group whose R-points are elements of (End(Ax) ⊗ R)× × R×
that preserve the tensors s`,x for ` 6= p and s0,x. Define I similarly by replacing (Ax, (set,x, s0,x)) by
(Ax¯, (set,x¯, s0,x¯)). Note that if we denote by f 7→ f∗ denote the Rosati involution on End(Ax¯)⊗Q
induced by the polarization on Ax, then I(R) ⊂ {g ∈ (End(Ax¯)⊗R)× | gg∗ ∈ R×}. In particular,
there is a central Gm ⊂ I given by the scalar multiplication, and (I/Gm)(R) is compact. Also note
that the Frobenius endomorphism piAx of Ax is an element in I/κ(Q).
Note that I only depends on x¯. Conversely, we can attach to each k¯v-point of Shµ,K the group
I, since every such point is indeed defined over some finite field, To emphasize the dependence of
I on the base point x¯, we also denote it by Ix¯.
Note that by definition, for every ` (including ` = p), there are natural inclusions
I/κ ⊗Q` → I`/κ, I ⊗Q` → I`,
which turn out to be isomorphisms by [Kis17, Corollary 2.3.2]. In addition, it was proved in [Kis17,
Corollary 2.3.5] that I is the inner form of a Levi subgroup I0 of G. More precisely, by choosing
an isomorphism H1(Ax¯,Q`) ⊕ Qet(1)` ' (V ∨ ⊕ Q(1)) ⊗ Q` compatible with set,x and s, and an
isomorphism D(Ax)⊕Ocrys(1)(Wx) ' (V ∨Zp ⊕ Zp(1))⊗Wx compatible with s0,x and s⊗ 1, we may
regard piA as an element γ` ∈ G(Q`) (including ` = p), whose conjugacy class (twisted conjugacy
when ` = p) is independent of the choice. Then by [Kis17, Corollary 2.3.1], there is an element
γ0 ∈ G(Q) which is
• conjugate to γ` in G(Q`) for ` 6= p;
• is stably conjugate to γp in G(Qp);
• elliptic in G(R).
Let I0 ⊂ G be the centralizer of the neutral connected component of the closed subgroup generated
by γ0. Then it was proved in [Kis17, Corollary 2.3.5] that I is an inner form of I0.
7.2.10. Isogeny classes. We say two k¯v-points x and y of Shµ,K are in the same isogeny class if and
only if there is a quasi-isogeny f : Ax → Ay that takes (set,x, s0,x) to (set,y, s0,y) up to a common
scalar multiple c ∈ Q×. Note that this in particular implies that f∗λy = cλx. We denote the
isogeny class containing x by Ix. It is clear that such a map f : Ax → Ay induces an isomorphism
Ix ' Iy.
Let x ∈ Shµ,K be a κ-point, and put Wx = W (κ). Let Kx = Wx[1/p]. If we fix an isomorphism
D(Ax) ' V ∨Zp ⊗Wx sending {s0,x} to {s⊗ 1}, or equivalently fix a trivialization of x∗E (see Remark
7.2.2), we get an honest element bx ∈ [bx] ∩ G(Wx)µ∗(p)G(Wx) ⊂ G(Kx). Note that bx is well-
defined up to σ-conjugacy by an element in G(Wx). Let Xµ∗(bx) be the corresponding ADLV. We
shall construct a natural morphism
Xµ∗(bx)→ Shµ,K ⊗κ¯
whose image are in an isogeny class. The map on the level of closed points was constructed in
[Kis17, Proposition 1.4.4]. Recall that the space Xµ∗(bx) can be viewed as a reduced version of
the Rapoport-Zink space. Indeed, it was proved in [Zhu17, §3.2] that Xµ∗(bx) is the perfection of
the Rapoport-Zink space constructed in [Kim15+] and [HP17]. Then one can deduce the above
desired morphism from [Kim15+] and [HP17]. However, we prefer to give a direct construction,
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which does not rely on the existence of the Rapoport-Zink space as a formal scheme. It is based
on the following lemma, whose proof is inspired by an argument in [HP17].
Lemma 7.2.11. Let R be a reduced kv-algebra of finite type, and let f : SpecR → Ag,K′ be a
morphism given by a principally polarized abelian scheme up to prime-to-p isogeny (B,µ∗). Let
ιet : T ⊗ 1→ (Het(B)p)⊗, ι0 : T ⊗ 1→ D(B)⊗
be two graded algebra homomorphisms. Assume that for every closed point x ∈ SpecR, there is
a point y ∈ SK over f(x) such that (Bx, ιet,x, ι0,x) is isomorphic to (Ay, set,y, s0,y) in the sense
that there is a prime-to-p quasi-isogeny f : Bx → Ay sending (set,y, s0,y) to (ιet,x, ι0,x) (by [Kis17,
Corollary 1.3.11], such y if exists is unique). Then there is a unique map SpecR → SK such that
(B, ιet, ι0) is the pullback of (A, set, s0) on SK .
Proof. We define a scheme Y by the following Cartesian diagram
Y
jY−−−−→ SK
prY
y y
SpecR −−−−→ Ag,K′
Then Y is a scheme finite over SpecR, and therefore is affine of finite type over kv. By definition,
there is a well-defined principally polarized abelian scheme (AY , λY ) on Y , equipped with two
crystalline tensors
j∗Y (s0) : T ⊗ 1→ D(AY )⊗, pr∗Y (ι0) : T ⊗ 1→ D(AY )⊗.
Let Y ◦ denote the union of connected components of Y on which there is a k¯v-point y such that
s0,jY (y) = ι0,prY (y). Then by [MP16, Lemma 5.10],
j∗Y (s0)|Y ◦ = pr∗Y (ι0)|Y ◦ .
In other words, Y ◦(k¯v) is the set of points y ∈ Y (k¯v) such that s0,jY (y) = ι0,prY (y).
Note that by assumption, Y ◦ → SpecR is bijective on k¯v-points. On the other hand, recall that
by definition, the map SK → Ag,K′ is finite, and induces surjective maps between completed local
rings at every point. Then Y ◦ → SpecR is a finite morphism of affine schemes of finite type over
kv, and induces bijection on closed points and closed immersion when completed at every points.
In addition, R is reduced. Therefore, it is an isomorphism.
Therefore, we obtain the desired map SpecR ∼= Y ◦ → SK . It follows from the construction that
ι0 is the pullback of s0. The Chebotarev density implies that the pullback of set is ιet. 
Now recall that Xµ∗(bx) classifies local G-Shtukas E ′ 99K σE ′ of relative position  µ and a
modification β : E ′ 99K x∗E of local G-Shtukas. Then
D∨ := (E ′ ×G V ∨Zp)∨
admits a structure of an F -crystal with pD∨ ⊂ σD∨ ⊂ D∨. Since the Dieudonne´ functor is an
equivalence of categories over perfect schemes, D∨ corresponds to a p-divisible group G over Xµ∗(bx)
and the modification β : E ′ 99K x∗E corresponds to a quasi-isogeny
(7.2.6) G → Ax[p∞]×κ Xµ∗(bx).
From this, we get an abelian variety A′ over Xµ∗(bx) together with a p-power quasi-isogeny
A′ → Ax ×κ Xµ∗(bx),
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whose induced map on the p-divisible groups is (7.2.6). It follows from the construction that the
map
T ⊗ 1 s0,x⊗id−−−−→ (D(Ax)⊗ ⊗ 1)[1/p] ∼= D(A′)⊗[1/p]
factors as T ⊗ 1→ D(A′)⊗, denoted by s′0.
The abelian variety A′ comes equipped with a prime-to-p principal polarization as well as a Kp-
level structure, inherited from Ax. Using the universal property of Siegel moduli space, we have a
morphism
Xµ∗(bx) −→ Ag,K′p ⊗ κ¯.
Lemma 7.2.12. The above map lifts to a unique morphism
ιx : Xµ∗(bx) −→ Shµ,K ⊗κ¯,
such that for each closed point y ∈ Xµ∗(bx), under the identification D(A′y) ∼= D(Aιx(y)), we have
s′0,y = s0,ιx(y).
Proof. The uniqueness will follow from [Kis17, Corollary 1.3.11], as two maps between perfect
schemes coincide if they coincide at the level of points. Therefore, to prove the existence, we
can work locally around each point y in Xµ∗(bx). Let U be an open neighborhood of y, which is
assumed to be perfectly of finite presentation, and U → (Ag,K′p ⊗ κ¯)pf be the morphism. Then
we may assume that U is the perfection of a reduced affine scheme U0 of finite type over κ, and
assume that the abelian scheme A′ on U with the quasi-isogeny A′ → Ax × U is the pullback
of a quasi-isogeny of abelian schemes A0 → Ax × U0 on U0. By [Kis17, Proposition 1.4.4], the
assumptions of Lemma 7.2.11 are satisfied so we can apply it to conclude. 
Note that the map from Lemma 7.2.12 is compatible for changing the prime-to-p level and for
the tame Hecke algebra action so we can pass to the inverse limit we obtain a G(Apf )-equivariant
morphism
(7.2.7) ιx : Xµ∗(bx)×G(Apf ) −→ Shµ,Kp ⊗κ¯.
Taking quotient by Kp gives
(7.2.8) ιx : Xµ∗(bx)×G(Apf )/Kp −→ Shµ,K ⊗κ¯.
It follows from the construction that the image of (7.2.8) is the isogeny class Ix that x belongs to.
7.2.13. Rapoport-Zink uniformization. Now let x be a k¯v-point of Shµ,Kp . Then there is a canon-
ical isomorphism H1(Ax¯,Q`) ⊕ Q`,et(1) ' (V ∨ ⊕ Q(1)) ⊗ Q` for ` 6= p, and therefore there is a
canonical injection Ix(Q) ⊂ G(Apf ). In addition, a choice of the trivialization of x∗E gives bx, and
an embedding Ix(Q) ⊂ Jbx(Qp). It is clear that the map (7.2.8) induces
(7.2.9) Ix(Q)\Xµ∗(bx)×G(Apf )/Kp → Shµ,K ⊗k¯v.
By [Kis17, Proposition 2.1.3], this map is injective at the level of k¯v-points. Then by an argument
as in [RZ96, Chap. 6] (see also [Kim15+]), Ix(Q)→ Jbx(Qp)×
∏
G(Apf ) is a discrete subgroup, and
the quotient in (7.2.9) on left hand side is representable (if Kp is sufficiently small). In addition,
it is independent of the choice of the trivialization of x∗E up to a canonical isomorphism. We call
this map the Rapoport-Zink uniformization of an isogeny class.
Recall that in general Ix ⊗Qp ⊂ Jbx , but the inclusion can be strict35. However,
Lemma 7.2.14. If [bx] ∈ B(GQp , µ∗) is basic, then Ix is an inner form of G. In particular,
Ix ⊗Qp ∼= Jbx is an inner form of GQp.
35We thank Rong Zhou to point this out to us.
117
If (G,X) is of PEL type, this was contained in [RZ96, Theorem 6.30], which relies on Lemma
6.28 of loc. cit.. Our proof, although looks different in disguise, is essentially the same.
Proof. We assume that x is defined over κ and [κ : Fp] = r. Recall we write Wx = W (κ) and
Kx = Wx ⊗ Q. Set γx,p = bxσp(bx) · · ·σr−1p (bx) ∈ G(Kx). We need to show that some power of
γx,p is in the center of G. It then follows that some power of γ0 from §7.2.9 is in the center of G.
Therefore I0 = G and Ix is an inner form of G.
First, since Ix is an inner form of a Levi subgroup of G, ZG canonically embeds into Ix as a
subgroup. Let T denote its neutral connected component.
Recall that we have a decomposition D(Ax) ⊗ Kx = ⊕iNi, where Ni is an isoclinic F -crystal,
which is the union of F -stable Wx-lattices M such that F
siM = priM . Replacing si by a multiple,
we may assume all si are equal, denoted by s. The Newton cocharacter ν = νbx of bx is defined so
that (sν)(p) acts on Ni as multiplication by p
ri . Since bx is basic, sν is a cocharacter of T . Then
(sν)(p−1) acts on D(Ax), commutes with the action of F , and (sν)(p−1)F s preserves a lattice in
D(Ax)⊗Kx.
We regard (sν)(p) ∈ T (Af ) whose p-component is (sν)(p) and prime-to-p component is 1. Since
T (Q)\T (Af )/H ′ is always finite for any open compact subgroup H ′ of T (Af ), we may replace s by
a multiple of it and find some t ∈ T (Q) such that t′ = (sν)(p)t is contained in some open compact
subgroup of T (Af ).
Now we consider g = pisAxt
r ∈ Ix(Q). Note that g is contained in some open compact subgroup
of H ⊂ Ix(Af ). Indeed, if ` 6= p, piAx is contained in some open compact subgroup of Ix(Q`) (as
the Frobenius is an automorphism of the Tate module), therefore g is also contained in some open
compact subgroup H` ⊂ Ix(Q`). On the other hand, after localized at p, g = γsx,p(rsν)(p−1)t′r that
acts on D(Ax) ⊗Kx ' V ∨Zp ⊗Kx. As mentioned above, γsx,p(rsν)(p−1) fixes a lattice. Therefore g
lies in some open compact Hp ⊂ Ix(Qp).
Finally, note that Ix(Q) ∩H ⊂ Ix(Af ) is a finite group since (Ix/Gm)(R) is compact. It follows
that some power gd is the identity. Therefore, γsdp,x = t
−rd, which is central. 
Corollary 7.2.15. Assume that [bx] ∈ B(GQp , µ∗) is basic. Then there is a unique inner twist
Ψx : G→ Ix, which is trivial at ` 6= p,∞, is given by [(bx)ad] ∈ B(Gad,Qp)basic ∼= H1(Qp, Gad) at p,
and such that [(IR,ΨR)] is the unique compact modulo center inner form of G at ∞.
Proof. This is the combination of Lemma 7.2.14 and [Kis17, Corollary 2.3.5]. 
Corollary 7.2.16. The basic locus Shµ,Kp,b contains a unique isogeny class, and the map (7.2.9)
(for a k¯v-point x ∈ Shµ,Kp,b) factors through the basic locus, and gives the following isomorphism
(over k¯v)
Ix(Q)\Xµ∗(bx)×G(Apf )/Kp → Shµ,K,b .
As explained in [RZ96] (and [Kim15+] in the Hodge type case), the isomorphism is in fact defined
over some finite field. We omit the general discussion here. The special case when b is unramified
will be essentially treated in Proposition 7.3.5.
Proof. This follows from the previous corollary and [Kis17, Proposition 4.4.13]. Namely, since Ix
is an inner form of G, the group defined in [Kis17, (4.4.9)] is trivial. Then this map is bijective at
the level of k¯v-points, and the proof of Lemma 7.2.12 implies that it is an isomorphism. 
We will be particularly interested in a special case. Recall the notion of unramified elements in
B(GQp) as discussed in §4.2.
Corollary 7.2.17. If the basic element of B(GQp , µ
∗) is unramified, then the inner twist G → Ix
(for a k¯v-point x ∈ Shµ,Kp,b) is trivial at all finite places, and Ix,R is the unique compact modulo
center inner form of GR.
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Remark 7.2.18. Recall that by Corollary 2.1.6 and Proposition 4.2.10, there exists a unique inner
form G′ of G such that G′R is compact modulo center and G
′(Af ) ' G(Af ). The above lemma gives
another proof of this result in the special case when (G,X) is a Shimura datum of Hodge type.
7.3. Cohomological correspondences between Shimura varieties. In this subsection, we
apply Theorem 6.0.1 to construct cohomological correspondences between Shimura varieties. This
in particular induces a spectral action on the cohomology of Shimura varieties by the ring of
regular functions of the stack of Satake parameters, which is the Shimura variety counterpart of V.
Lafforgue’s S-operators.
7.3.1. The correspondence. Let (G1, X1) and (G2, X2) be two Shimura data such that G1,Af '
G2,Af . As explained in the paragraph before Lemma 2.1.2, G1 and G2 are inner forms. Let
{µi} denote the conjugacy class of Hodge cocharacters determined by Xi, regarded as a dominant
character of Tˆ . Let Ei ⊂ C be the reflex field of (Gi, Xi).
As explained in Corollary 2.1.5, the Shimura data defines a canonical inner twist ΨR : G1 → G2
over C, whose image under αG,∞ is µ¯1,ad − µ¯2,ad. We assume
µ1,ad|Z(Gˆsc)ΓQ = µ2,ad|Z(Gˆsc)ΓQ .
Then by Corollary 2.1.6, this inner twist comes from a global inner twist Ψ : G1 → G2 over Q,
which is trivial at all finite places, i.e.
Ψ = Int(h) ◦ θ
for some θ : G1,Af ' G2,Af and h ∈ G2,ad(Af ). Recall that such global inner twist, if exists, is
necessarily unique (see Corollary 2.1.6). Examples of such pairs (Gi, Xi), i = 1, 2 can be found in
Example 2.1.8.
We fix Ki ⊂ Gi(Af ) an open compact subgroup which is sufficiently small such that θK1 = K2.
Let p be a prime such that K1,p (and therefore K2,p) is hyperspecial. Let Gi be the integral model
of Gi,Qp over Zp determined by Ki,p. We have the isomorphism θ : G1 ' G2.
Let v be a place of E = E1E2 lying over p. Let Shµi,Ki denote the mod p fiber of the canonical
integral model for ShKi(Gi, Xi), base changed to kv.
We need a hypothesis, which should always be true and can be proved unconditional in many
cases (in particular the cases we are considering). The discussion in §7.3.11 will depend only on
this hypothesis.
Hypothesis 7.3.2. (1) The Shimura variety ShKi(Gi, Xi) has a canonical integral model over
OE,(v). Let Shµi,Ki (or Shµi for simplicity if the level structure is clear from the context)
denote the perfection of the mod p fiber of the model. Then there is a morphism locp :
Shµi,Ki → Shtlocµi such that the composition
locp(m,n) := resm,n ◦ locp : Shµi,Ki → Shtloc(m,n)µi
is perfectly smooth for any pair (m,n) such that m− n is µi-large.
(2) Assume that
(7.3.1) µ1|Z(Gˆ)ΓQp = µ2|Z(Gˆ)ΓQp .
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Then there exists a perfect ind-scheme Shµ1|µ2 fitting into the following commutative dia-
gram, with both squares Cartesian,
(7.3.2) Shµ1,K1
locp

Shµ1|µ2
←−
h µ1oo
−→
h µ2 //

Shµ2,K2
locp

Shtlocµ1 Sht
loc
µ1|µ2
←−
h locµ1oo
−→
h locµ2 // Shtlocµ2 .
Note that Part (1) of the hypothesis holds for Shimura data of Hodge type, as discussed in the
previous subsection. In addition, Part (1) also holds for weak Shimura data (G,X) such that GR
is compact modulo center. Namely, in this case ShK(G,X) = G(Q)\G(Af )/K is a set with an
action of Gal(Q/E) unramified at p, and the Shimura cocharacter µ ∈ X•(ZG) is central. Then the
existence of the canonical integral model and the map locp is clear.
We concentrate on Part (2) of the hypothesis. It seems possible to construct the correspondence
(7.3.3) in a very general situation. However, to do so it seems best to work in the framework of
Shimura varieties of abelian type. To avoid some significant digression, in below we will establish
it in some special cases, which suffices for our applications, and leave the general cases in a future
work. But let us first make a few remarks on this hypothesis.
Remark 7.3.3. (1) If (G1, X1) = (G2, X2) = (G,X), Shµ|µ is the perfection of the mod p fiber of
a natural integral model of the Hecke correspondence
(7.3.3) G(Q)\X ×G(Apf )/Kp ×G(Qp)×Kp G(Qp)/Kp
←−
htt
−→
h **
G(Q)\X ×G(Af )/K G(Q)\X ×G(Af )/K.
If (G1, X1) 6= (G2, X2) but (7.3.1) holds, then Shµ1|µ2 can be regarded as “exotic Hecke correspon-
dences” between mod p fibers of different Shimura varieties. These correspondences cannot be
lifted to characteristic zero, and give a large class of characteristic p cycles on Shimura varieties.
(2) Condition (7.3.1) is equivalent to
Hom
CohGˆfr(Gˆσp)
(V˜µ1 , V˜µ2) 6= 0.
It is also the necessary and sufficient condition to ensure Shtlocµ1|µ2 6= ∅.
7.3.4. Examples of exotic Hecke correspondences (7.3.2). We explain that (7.3.2) exists in many
cases.
If both ShK1(G1, X1) and ShK2(G2, X2) are Shimura sets, the top row of (7.3.2) extends natu-
rally to OE,v. For this, we need to check the Shimura’s reciprocity map for weak Shimura data. The
geometric Frobenius φv acts on ShKip(Gi, Xi) by Hecke translation p
NmEv/Qp (µi). The condition
(7.3.1) ensures that NmEv/Qp(µ1− µ2) is trivial on Z(Gˆ), which surjects onto the maximal abelian
quotient of Gˆ. This implies that pNmEv/Qp (µ1) = pNmEv/Qp (µ2) as an element of ZG(Qp). So (7.3.2)
exists in this case.
Next, we assume that ShK1(G1, X1) = G1(Q)\G1(Af )/K1 is a discrete set and ShK2(G2, X2) is
of Hodge type. Then G1 is compact modulo center at the infinite place and µ1 is central. Then
(7.3.1) exactly implies that the basic element in B(GQp , µ
∗
2) can be represented by p
µ∗1 . We may
choose a k¯v-point x ∈ Shµ2,K and a trivialization of x∗E such that bx = pµ
∗
1 . Recall that in this
case the group Ix is equipped with an inner twist Ψ : G → Ix, which is trivial at all finite places,
and is compact modulo center at the infinite place. In particular, there is an isomorphism G1 ' Ix,
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compatible with the inner twist. We fix such inner twist. We may reinterpret the Rapoport-Zink
uniformization as follows.
Proposition 7.3.5. In the following diagram, both squares are Cartesian.
(7.3.4)
G1(Q)\G1(Af )/K

Shµ1|µ2 := G1(Q)\G(Qp)×G(Zp) Xµ∗2(pµ
∗
1)×G(Apf )/Kp
←−
hoo
−→
h //

Shµ2,K
locp

Shtlocµ1 Sht
loc
µ1|µ2
←−
h locoo
−→
h loc // Shtlocµ2 .
Moreover, there is a kv-scheme structure on G1(Q)\G(Qp) ×G(Zp) Xµ∗2(pµ
∗
1) × G(Apf )/Kp so that
the top row of (7.3.4) is defined over kv.
Proof. Note that by (5.2.6), (
−→
h loc)−1(locp(x)) = Xµ∗1(bx) = Xµ∗1(p
µ∗1) = G(Qp)/G(Zp). Then by
Corollary 7.2.16,
Shtlocµ1|µ2 ×Shtlocµ2 Shµ2,K = Sht
loc
µ1|µ2 ×Shtlocµ2 Shµ2,K,b
= Shtlocµ1|µ2 ×Shtlocµ2
(
Ix(Q)\Xµ∗2(bx)×G(A
p
f )/K
p
)
∼= G1(Q)\G(Qp)×G(Zp) Xµ∗2(pµ
∗
1)×G(Apf )/Kp = Shµ1|µ2 .
Therefore, we have the right Cartesian square. The left square is Cartesian because the left square
of (5.2.7) is Cartesian.
Now we show that the top row of (7.3.4) is defined over kv in an appropriate sense. We go into
the proof of Corollary 7.2.16 when bx = p
µ∗1 . Recall that the point x ∈ Shµ2,Kp gives rise to a tuple
(Ax, ηx, set,x, s0,x) such that bx = p
µ∗1 under some trivialization of x∗E . A point y = (gp, y0, gp) in
the space Shµ1|µ2 gives rise to a modification βy : E ′y
βy0−−→ x∗E gp−→ x∗E of local G-shtukas, which
further gives rise to p-power quasi-isogenies βy : A
′
y → Ax, and a tame level structure η′y on A′y
given by the image of the section ηxg
p under the isomorphism
Isom
(
(V ⊗ Apf ⊕ Apf ,s⊗ 1), (Vet(A)p ⊕ Apf (1), set,x)
)
/Kp
β−1y−−→ Isom ((V ⊗ Apf ⊕ Apf (1), s⊗ 1), (Vet(A′y)p ⊕ Apf , β−1y (set,x)))/Kp.
Then the image of this point y under
−→
h in Shµ2,K is represented by (A
′
y, η
′
y, β
−1
y (set,x), β
−1
y (s0,x)).
We define an action of Frobenius σv on Shµ1|µ2 by sending such a point (gp, y0, g
p) to
(
pNv(µ
∗
1)gp, σv(x), g
p
)
, for Nv(µ∗1) :=
[kv :Fp]∑
i=1
σi(µ∗1).
This is compatible via
←−
h with the Frobenius σv action on Shµ1 = G1(Q)\G1(Af )/K determined by
the Shimura reciprocity law. On the other hand, the image of z := (pNv(µ
∗
1)gp, φv(x), g
p) in Shµ2,K
under
−→
h is represented by the abelian variety A′z, equipped with the p-power isogeny βz : A′z → Ax
corresponding to the modification
(7.3.5) βz : (1× σv)∗(E ′y)
σv(βy)−−−−→ (1× σv)∗(x∗E) p
Nv(µ∗1)−−−−→ x∗E
of local G-shtukas. In particular, we have a natural isomorphism A′z ∼= σ∗v(A′y). The last map in
(7.3.5) is given by multiplication by pNv(µ
∗
1) because the natural map σE → E is the multiplication
by pµ
∗
1 (under the chosen trivialization). The tame level structure η′z on A′z is given by the image
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of ηxg
p under the isomorphism induced by β−1z , which is the same as the image under the following
sequence of isomorphisms
ηxg
p ∈
_

Isom
(
(V ⊗ Apf ⊕ Apf , s⊗ 1), (Vet(A)p ⊕ Apf , set,x)
)
/Kp
σv

σv(ηxg
p) ∈
_

Isom
(
(V ⊗ Apf ⊕ Apf , s⊗ 1), (Vet(σ∗v(Ax))p ⊕ Apf , σv(set,x))
)
/Kp
σv(β
−1
y )

σv(β
−1
y )(σv(ηxg
p)) ∈ Isom
(
(V ⊗ Apf ⊕ Apf , s⊗ 1), (Vet(σ∗v(A′y))p ⊕ Apf , σv(β−1y (set,x)))
)
/Kp.
This exactly says that
−→
h (pNv(µ
∗
1)gp, φv(x), g
p) = σv
(−→
h (gp, φv(x), g
p)
)
for the natural action σv on Shµ2,K . This means that the top row of (7.3.4) can be defined over kv,
using the given Frobenius structure. 
Finally, we assume that both (G1, X1) and (G2, X2) are Shimura data of Hodge type. We discuss
the case (G1, X1) = (G2, X2) = (G,X).
Proposition 7.3.6. There is an ind-scheme Shµ|µ and morphisms
←−
h ,
−→
h : Shµ|µ → Shµ that fit
into the diagram (7.3.2) with both squares Cartesian.
Proof. Let
←−
Shµ|µ := Shµ×Shlocµ ,←−h loc Sh
loc
µ|µ. The natural projection
←−
Shµ|µ → Shµ is denoted by
←−
h .
Similarly we have
−→
h :
−→
Shµ|µ := Shlocµ|µ×−→h loc,Shlocµ Shµ → Shµ. We claim that there is another map
−→
h :
←−
Shµ|µ → Shµ
that induces a map
←−
Shµ|µ →
−→
Shµ|µ. Indeed,
←−
Shµ|µ classifies a point x of Shµ and a modification of
local G-Shtukas E ′ 99K x∗E . As argued in the paragraphs before Lemma 7.2.12, this provides an
abelian scheme A′ over
←−
Shµ|µ with a p-power quasi-isogeny
←−
h ∗Ax → A′ such that the crystalline
tensors s0,x : T ⊗1→ D(Ax)⊗ induces s′0 : T ⊗1→ D(A′)⊗. In addition, A′ comes equipped with a
prime-to-p principal polarization as well as a Kp-level structure, inherited from Ax. Then A
′ defines
a morphism
−→
h ′ :
←−
Shµ|µ → Ag,K′p . Note that if y is a closed point Shµ, the fiber
←−
h −1(y) ∼= Xµ∗(by).
Therefore, pointwise,
−→
h ′ lifts to Shµ matching the s′0 and s0 by [Kis17, Proposition 1.4.4]. Now
by the same argument as Lemma 7.2.12 (using Lemma 7.2.11), we see
−→
h ′ lifts to
−→
h :
←−
Shµ|µ → Shµ
which induces
←−
Shµ|µ →
−→
Shµ|µ.
By the same argument, we obtain
←−
h :
−→
Shµ|µ → Shµ that induces
−→
Shµ|µ →
←−
Shµ|µ. Clearly, these
two maps are inverse to each other. The proposition follows. 
Remark 7.3.7. For our purpose, the existence of such a self-correspondence between the mod p
fiber of the Shimura variety is enough. But it is not difficult to show that Shµ|µ is the perfection
of the mod p fiber of a natural integral model of the p-power Hecke correspondence (7.3.2). This
will be discussed in details in another occasion.
7.3.8. Exotic Hecke correspondence for PEL type Shimura varieties. There is another case where
(7.3.2) can be constructed relatively easily.
Let (B, ∗,OB, Vi, (−,−)i,Λi) (for i = 1, 2) be two integral PEL type Shimura data as in [Ko92a]
that are unramified at p. Assume that V1(Af ) ' V2(Af ) as skew-Hermitian B-modules. Let Gi
denote the group of automorphisms of the skew-Hermitian B-modules Vi (with similitudes), which
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is assumed to be connected (in particular the type (D) case is excluded). Assume moreover that
the group ker1(Q, Gi) is trivial so that the Shimura variety SK(Gi, Xi) is exactly the moduli space
of tuples (A, λ, i, η) satisfying the Kottwitz condition as in [Ko92a, §5].
Proposition 7.3.9. The correspondence (7.3.2) exists between Shµ1,K and Shµ2,K .
Proof. The proof is similarly that of Proposition 7.3.6, except using the PEL type moduli interpreta-
tion of Shimura varieties Shµ1,K and Shµ2,K . Namely, a point of Shµ1,K ×Shtlocµ1 Sht
loc
µ1|µ2 corresponds
to (A, λ, i, η) and a modification E ′ 99K x∗E of the local Shtuka, where x∗E arises from (A[p∞], λ, i)
(via the Dieudonne´ theory). As in Proposition 7.3.6, this modification allows one to produce another
abelian scheme A′ equipped with a polarization λ′, an endomorphism by OB and a level structure
η′ inherited from A. Since the singularity of E ′ is of type µ2,tThe Kottwitz condition on A′ is
the one imposed for the Shimura variety Shµ2 . This defines a map Shµ1,K ×Shtlocµ1 Sht
loc
µ1|µ2 → Shµ2 .
One can define the map in the other direction by the same argument. Then as in the proof of
Proposition 7.3.6, we obtain (7.3.2). We leave the details as an exercise for readers. 
Remark 7.3.10. In the proposition above, it is possible that Shµ1|µ2 is empty (when Sh
loc
µ1|µ2 is).
For example, if B = E is a CM field with ∗ being the complex conjugation, Vi is a Hermitian space
with signature (pi,τ , qi,τ ) at τ : F = E
∗=1 → R (where pi,τ + qi,τ = n). Then at an inert prime
p of E, Shlocµ1|µ2 is non-empty if and only if (−1)
∑
τ p1,τ q1,τ = (−1)
∑
τ p2,τ q2,τ , which is equivalent to
(7.3.1). (Also compare with Example 2.1.8 (ii)).
7.3.11. The cohomological correspondence. Let (Gi, Xi), i = 1, 2, 3 be three Shimura data, equipped
with isomorphisms G1,Af ' G2,Af ' G3,Af , and a level structure K. Let p be an unramified prime,
such that (7.3.1) holds for each pair of them. We assume Hypothesis 7.3.2 holds for each pair of
them. Let Hp be the prime-to-p Hecke algebra. We also fix a square root √p in Q`, i.e. a half Tate
twist Q`(1/2). To simplify notations, for a smooth variety X of pure dimension d over k¯v, we write
〈d〉 = [d](d/2) as usual, and
Hc(X) = H
∗
c(X,Q`〈d〉).
Recall that for every representation V of Gˆ, there is a vector bundle V˜ on the stack Gˆσ/Gˆ of
unramified Langlands parameters. Let di = 〈2ρ, µi〉 = dim ShK(Gi, Xi). Write Vi = Vµi . Let
S(V˜i) ∈ PCorr(Shtloc), which can be represented as a perverse sheaf S(V˜i)loc(m,n) on Shtloc(m,n)µi for
some pair non-negative integers (m,n) with m being positive and m− n being µi-large. Note that
since µi is minuscule, the pullback locp(m,n)
?S(V˜i) to Shµi is canonically isomorphic to Q`〈di〉.
We first construct a map
(7.3.6) HomPCorr(Shtloc)
(
S(V˜1), S(V˜2)
)→ HomHp(Hc(Shµ1,k¯v),Hc(Shµ2,k¯v))
as follows. Choose a dominant coweight ν and a quadruple (m1, n1,m2, n2) that is (µ1 + ν, ν)-
acceptable and (µ2 + ν, ν)-acceptable. Then we have
(7.3.7) Shµ1

Shνµ1|µ2
oo //
locνp

Shµ2

Shtlocµ1

Shtν,locµ1|µ2
oo

//

X
Shtlocµ2

Sht
loc(m1,n1)
µ1 Sht
ν,loc(m1,n1)
µ1|µ2
oo // Sht
loc(m2,n2)
µ2
123
Note that all squares except the one marked with “X” are Cartesian: that the upper two squares
being Cartesian follows from Hypothesis 7.3.2(2) and that the lower left square is Cartesian follows
from Lemma 5.3.17. The map locp(mi, ni) : Shµi → Shtloc(mi,ni)µi are perfectly smooth by Propo-
sition 7.2.4. Therefore, the composition of the vertical maps in the middle column, denoted by
locνp(m1, n1), is also perfectly smooth. Also recall that the map Sh
ν
µ1|µ2 → Shµ1 is perfectly proper.
By the formalism of pullback cohomological correspondences along perfectly smooth morphisms
(§A.2.11), and proper pushforward of cohomological correspondences (§A.2.6), we thus obtain a
map
Corr
Sht
ν,loc(m1,n1)
µ1|µ2
(
S(V˜1)
loc(m1,n1), S(V˜2)
loc(m2,n2)
)
(7.3.8)
locνp(m1,n1)
?
−−−−−−−−→ CorrShνµ1|µ2
(
(Shµ1 ,Q`〈d1〉), (Shµ2 ,Q`〈d2〉)
)
Hc−→ HomHp
(
Hc(Shµ1,k¯v),Hc(Shµ2,k¯v)
)
.
Note that it follows from the diagram (6.2.4) that locνp(m1, n1)
? is compatible with changing
(m1, n1,m2, n2) in a natural way. If ν  ν ′ and if (m1, n1,m2, n2) is (µ1 + ν ′, ν ′)-acceptable and is
(µ2 +ν
′, ν ′)-acceptable, then proper smooth base change implies the commutativity of the following
diagram
Corr
Sht
ν,loc(m1,n1)
µ1|µ2
(
S(V˜1)
loc(m1,n1), S(V˜2)
loc(m2,n2)
)
//

Corr
Sht
ν′,loc(m1,n1)
µ1|µ2
(
S(V˜1)
loc(m1,n1), S(V˜2)
loc(m2,n2)
)

CorrShν
µ1|µ2
(
(Shµ1 ,Q`〈d1〉), (Shµ2 , ,Q`〈d2〉)
)
// CorrShν′
µ1|µ2
(
(Shµ1 ,Q`〈d1〉), (Shµ2 ,Q`〈d2〉)
)
.
Therefore, when composed with Hc, by Lemma A.2.8, the composition map (7.3.8) factors through
HomPCorr(Shtloc)(S(V˜1), S(V˜2)) and gives the desired (7.3.6).
Now assume we have three Shimura data of Hodge type (Gi, Xi), and we assume that Hypothesis
7.3.2 holds for each pair out of three.
Lemma 7.3.12. The following diagram is commutative.
HomPCorr(Shtloc)
(
S(V˜1), S(V˜2)
)⊗HomPCorr(Shtloc)(S(V˜2), S(V˜3)) //

HomPCorr(Shtloc)
(
S(V˜1), S(V˜3)
)

HomHp
(
H∗c(Shµ1,k¯v ),H
∗
c(Shµ2,k¯v )
)⊗HomHp(H∗c(Shµ2,k¯v ),H∗c(Shµ3,k¯v )) // HomHp(H∗c(Shµ1,k¯v ),H∗c(Shµ3,k¯v )).
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Proof. First, it is clear that from the hypothesis, there exists Comp : Shνµ1|µ2 ×Shµ2 Shν
′
µ2|µ3 →
Shν+ν
′
µ1|µ3 making the following diagram commutative.
(7.3.9) Shν+ν
′
µ1|µ3

ss ##
Shµ1
locp

Shνµ1|µ2 ×Shµ2 Shν
′
µ2|µ3
oo

oo //
Comp
66
Shµ3
locp

Shtlocµ1 Sht
ν,loc
µ1|µ2 ×Shtlocµ2 Sht
ν′,loc
µ2|µ3
oo
Comploc
((
// Shtlocµ3
Shtν+ν
′,loc
µ1|µ3
kk
;;
In addition, the middle trapezoid is a Cartesian.
Combining the above diagram with the diagram in Proposition 5.3.23, we obtain a diagram
similar to (7.3.9), with the bottom two rows replaced by moduli of restricted shtukas. Then lemma
follows from the compatibility of pullback and pushforward of cohomological correspondence as
in Lemma A.2.17, and the definition of compositions of morphisms in PCorr(Shtloc) and Lemma
A.2.10. 
Now combining the above considerations and Theorem 6.0.1, we see that there is a canonical
map
(7.3.10) Spc : Hom
CohGˆfr(Gˆσp)
(V˜i, V˜j)→ HomHp
(
Hc(Shµi,k¯v),Hc(Shµj ,k¯v)
)
compatible with compositions. In particular, the ring
J := Γ([Gˆσp/Gˆ],O) = Q`[Gˆ]cσ(Gˆ)
of regular functions on the stack acts on every Hc(Shµi,k¯v), and the above map is upgraded to a
J -module homomorphism
Spc : Hom
CohGˆfr(Gˆσp)
(V˜i, V˜j)→ HomHp⊗J
(
Hc(Shµi,k¯v),Hc(Shµj ,k¯v)
)
,
compatible with compositions.
This action is the Shimura variety counterpart of V. Lafforgue’s S-operator. Recall that the
classical Satake isomorphism is a canonical isomorphism
J ∼= J Tˆ ∼= Q`[X•(T )σ]W0 ∼= Cc(G(Zp)\G(Qp)/G(Zp)).
On the other hand, the Hecke algebra Cc(G(Zp)\G(Qp)/G(Zp)) naturally acts on Hc(Shµ,k¯v): the
existence of smooth toroidal compactification ([Lan13] [MP15]) implies that after choosing a spe-
cialization map k¯v → E¯v, there is an isomorphism
Hc(Shµ,k¯v) ' Hc(ShK(G,X)E¯v),
and since the action of the Hecke algebra Cc(G(Zp)\G(Qp)/G(Zp)) on the right hand side commutes
with the action of the Galois group, such action translates to an action of the left hand side.
Conjecture 7.3.13. The action of J on Hc(Shµ,k¯v) constructed above coincides with the usual
Hecke algebra action, via the Satake isomorphism.
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This conjecture would be the analogue of V. Lafforgue’s S = T theorem in the Shimura variety
setting. In this direction, we have
Proposition 7.3.14. If ShK(G,X) is a Shimura set, then Conjecture 7.3.13 holds.
Proof. Let f ∈ J , given by the restriction of a character χV of a representation of LG to Gˆσ. As
discussed in Example A.2.3(5), in this case the cohomological correspondence Spc(f) is given by a
function on
Shµ|µ = G(Q)\(G(Apf )/Kp ×G(Qp)×G(Zp) G(Qp)/G(Zp)),
which in turn is the pullback of a function on Shtlocµ|µ = G(Zp)\G(Qp)/G(Zp) by construction. But
from Proposition 6.3.3, this function is
Satcl
′
([V ]) = Satcl([V ∗]).
The proposition follows. 
7.4. Cycle classes of the basic Newton stratum. In this subsection, we combine all the pre-
vious results to compute the determinant of the intersection matrix of cycles coming from the
irreducible components of the basic locus of the special fiber of the Shimura variety, and prove the
main Theorem 1.1.4.
We keep the notation as in the previous sections. In addition, we assume that V
Tatep
µ∗ 6= 0. Recall
from Proposition 4.2.10, the basic element b ∈ B(GQp , µ∗) is unramified. Let λb ∈ X•(T )σp be the
element associated to b via Lemma 4.2.3. Let
MVTatepµ∗ :=
⊔
λ,λσp=λb
MVµ∗(λ).
By Corollary 2.1.6 and Proposition 4.2.10, there is the inner form G → G′, which is trivial at all
finite places and such that G′R is compact modulo center.
7.4.1. Irreducible components of basic locus. Let Shµ,b ⊂ Shµ denote the basic Newton stratum.
Let x be a k¯v-point in the basic locus of Shµ,Kp so we obtain locp(x) ∈ Shtlocµ (k¯v) = A(GQp , µ∗)
as from §7.2.7. Let bx ∈ G(L) be a representative of locp(x). Recall that we have a canonical
decomposition
Xµ∗(bx) =
⋃
b∈MVTateµ∗
Xbµ∗(bx),
and Jbx(Qp) ∼= G(Qp) acts on each Xbµ∗(bx) (Theorem 4.4.14). Therefore, by the Rapoport-Zink
uniformization (Corollary 7.2.16), we can decompose the basic Newton stratum Shµ,b as the union
of
Shbµ,b := Ix(Q)\Xbµ∗(bx)×G(Apf )/Kp,
for b ∈ MVTateµ∗ . Note that this decomposition is independent of the choice of x and the represen-
tative bx.
Applying Theorem 4.4.14, we obtain
Proposition 7.4.2. Every irreducible component of Shµ,K,b⊗k¯v is of dimension d/2. There is a
bijection between the set of irreducible components of Shµ,K,b⊗k¯v and G′(Q)\G′(Af )/K×MVTatepµ∗ .
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7.4.3. Cycle classes coming from irreducible components of basic locus. The cycle class map induces
(see §A.2.18)
(7.4.1) cl(b) := cl(Shbµ,b) : H
BM
d (Sh
b
µ,b,k¯v
) ∼= C(G′(Q)\G′(Af )/K)→ Hdc(Shµ,k¯v ,Q`(d/2)).
Putting them together, we have
(7.4.2) cl(Shµ,b,k¯v) :
⊕
b
HBMd (Sh
b
µ,b,k¯v
,Q`)→ Hdc(Shµ,k¯v ,Q`(d/2))
On the other hand, we may represent the basic element of B(GQp , µ
∗) as pτ∗ for some τ∗ ∈ X•(ZG)
(under our assumption that ZG is connected). Note that then (7.3.1) holds, and we have
(7.4.3) JLτ,µ : Hc(Shτ,k¯v)⊗J Hom(V˜τ , V˜µ)→ Hdc(Shµ,k¯v ,Q`(d/2))
from (7.3.10). We relate these two maps.
For each b ∈ MVTateµ∗ , recall that by Lemma 4.4.3, we can find τ∗b ∈ X•(ZG) and a dominant
cocharacter ν∗b such that
• b belongs to the image of iMVν∗b : S(ν∗b,µ∗)|τ∗b+σ(ν∗b) →MVµ∗(τ
∗
b + σ(ν
∗
b)− ν∗b), and
• ν∗b in minimal among all possible ν∗’s such that the above condition holds.
Then a := (iMVν∗a )
−1(b) determines a Satake cycle Gr0,a(ν∗b,µ∗)|τ∗b+σ(ν∗b), which via Proposition 3.1.10
and the geometric Satake, determines
ain ∈ Hom(Vν∗b ⊗ Vµ∗ , Vτ∗b ⊗ Vσ(ν∗b)) ∼= Hom(Vσ(νb) ⊗ Vτb ⊗ Vν∗b , Vµ),
and therefore an element ΞVνb (ain) ∈ Hom(V˜τb , V˜µ) (see (6.2.2)). But by Proposition 6.3.2, we have
the following commutative diagram
Hc(Shτb,k¯v)
∼= //
JLτb,µ(ain) ((
HBMd (Sh
b
µ,b,k¯v
)
cl(b)vv
Hdc(Shµ,k¯v ,Q`(d/2)) .
In particular
Im cl(b) = Im JLτb,µ(ain).
Remark 7.4.4. Again we remark that the above chosen τb ∈ X•(ZG) depends on b.
Dually, there is the map
(7.4.4) Hdc(Shµ,k¯v ,Q`(d/2))→ H0(Shτb,k¯v),
dual to the cycle class map, see §A.2.18. In addition, the Satake cycle Gr0,a(ν∗b,µ∗)|τb+σ(ν∗b) also induces
aout ∈ Hom(Vτ∗b ⊗ Vσ(ν∗b), Vν∗b ⊗ Vµ∗) ∼= Hom(Vσ(ν∗b) ⊗ Vµ ⊗ Vνb , Vτb)
Then (7.4.4) coincides with JLµ,τb(aout). We have proven the following lemma.
Lemma 7.4.5. Let {b1, . . . ,br} be the elements in MVTatepµ∗ . The intersection matrix of the cycle
classes from (7.4.2) is given by a matrix with (i, j)-entry
(7.4.5) JLµ,τbj (aj,out) ◦ JLτbi ,µ(ai,in)
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As the matrix of an endomorphism of the vector bundle ⊕iV˜τbi on [Gˆσp/Gˆ], its determinant D
is a regular function on the stack [Gˆσp/Gˆ]. Let Gˆ
′ = Gˆder × Z(Gˆ)◦, and ∆ = Gˆder ∩ Z(Gˆ)◦. Note
that σp acts on Gˆ
′ and ∆. The exact sequence 1→ ∆→ Gˆ′ → Gˆ→ 1 induces an isomorphism
Γ([Gˆσp/Gˆ],O)→ Γ([Gˆ′σp/Gˆ′],O)∆σp ,
where ∆σp = ∆/(1 − σp)∆ is the group of coinvariants. It is enough to calculate D as a function
on [Gˆ′σp/Gˆ′]. Let τ ∈ Z(Gˆ)◦ be the central character of Vµ. Restriction of λ = τbi + (σ − 1)νbi to
Z(Gˆ)◦ gives τ = τbi + σ(ηi)− ηi, where ηi = νbi |Z(Gˆ)◦ , which can be regarded as a character of Gˆ′.
It follows that for G′, we can use a single τ for all b ∈ MVTateµ∗ in Lemma 4.4.3. In addition, over
Gˆ′σp/Gˆ′, we have the isomorphism
V˜τ ' V˜τbi , f 7→ feηi .
Denote this map by ci. The collection {ai,in ◦ ci : V˜τ → V˜µ} form a basis of Hom[Gˆ′σp/Gˆ′](V˜τ , V˜µ),
and a similarly dual statement holds. Therefore, the determinant of the intersection matrix (7.4.5)
is identified with the determinant of the map
Hom[Gˆ′σp/Gˆ′](V˜τ , V˜µ)⊗JGˆ′ Hom[Gˆ′σp/Gˆ′](V˜µ, V˜τ )→ J Gˆ′ ,
which can be rewritten as the pairing of J Gˆ′-modules
(7.4.6) J Gˆ′(Vµ ⊗ V ∗τ )⊗JGˆ′ J Gˆ′(Vτ ⊗ V ∗µ )→ J Gˆ′ .
Finally, we (re)state and prove the main theorem of the paper.
Theorem 7.4.6. Assume that (G,X) is of Hodge type and the center ZG is connected. Let
K ⊂ G(Af ) be a (small enough) open compact subgroup. Let p > 2 be a prime, such that Kp
is hyperspecial and V
Tatep
µ∗ 6= 0. Then:
(1) There is a unique inner form G′ of G, that is trivial at all finite places, and is compact
modulo center at the infinite place.
(2) Shµ,b is pure of dimension
d
2 . In particular, d is always an even integer. There is anHK-equivariant isomorphism
HBMd (Shµ,b,Fv)
∼= C(G′(Q)\G′(Af )/K,Q`)⊗J V Tatepµ∗ .
Here via the isomorphism G′(A) ' G(A), we regard K as an open compact subgroup of
G′(Af ), and we use C(G′(Q)\G′(Af )/K,Q`) to denote the space of Q`-valued functions on
the finite set G′(Q)\G′(Af )/K.
(3) Let pif be an irreducible module of HK , and let
HBMd (Shµ,b,Fv)[pif ] = HomHK (pif ,H
BM
d (Shµ,b,Fv)⊗Q`)⊗ pif
be the pif -isotypical component. Then the cycle class map
cl : HBMd (Shµ,b,Fv)⊗Q` → Hdet,c
(
Shµ,Fv ,Q`(d/2)
)
restricted to HBMd (Shµ,b,Fv)[pif ] is injective if the Satake parameter of pif,p (the component
of pif at p) is general with respect to Vµ.
(4) Assume that ShK(G,X) is a Kottwitz arithmetic variety (i.e. those considered in [Ko92b]),
or assume that Gder is simply-connected and anisotropic, and there is a place p 6= p′ such that
pif,p′ is an unramified twist of Steinberg representation. Then the pi
p
f -isotypical component
of the cycle class map cl is surjective to∑
pip
T d(pippi
p
f ,Q`)⊗ pippipf
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if the Satake parameters of {pip} are all strongly general with respect to Vµ. In particular,
the Tate conjecture holds for these pipf .
Proof. Part (1) follows from the combination of Corollary 2.1.6 and Proposition 4.2.10. Part (2)
follows from Theorem 7.2.16 and Theorem 4.4.14. Since we can write the intersection matrix of
the cycle classes as (7.4.6), Part (3) follows Theorem 1.4.1. Finally, Part (4) follows from Part (3),
Theorem 2.2.1 in the first situation and Corollary 2.3.2 in the second situation, and the following
lemma.
Lemma 7.4.7. Let γφp ∈ Tˆ o Gal(Fpm/Fp) ⊂ Gˆ o Gal(Fpm/Fp) be an element whose image in
Ẑ◦G oGal(Fpm/Fp) has finite image. Then
V
Tatep
µ∗ ⊆
⋃
j≥1
(Vµ∗)
rµ∗ ((γφp)j[v:p]),
and if γ is strongly general in the sense of Definition 1.4.2, the above inclusion is an isomorphism.
Proof. We can rewrite V Tatep alternatively as
V Tatep =
⊕
λ∈X•(Ẑ◦G
σ
)
V |Gˆσ(λ).
For λ ∈ X•(Ẑ◦G
σ
), rµ∗((γφp)
jm) acts trivially on V |Gˆσ(λ) because γφp has finite image in Ẑ◦G. This
implies the inclusion (1.1.2). On the other hand, if λ ∈ X•(Tˆ σ) and it does not factor through
Ẑ◦G
σ
, V |Gˆσ(λ) has no invariants under rµ∗((γφp)jm) for any j > 1 when γσ is strongly general with
respect to V . In this case, the inclusion (1.1.2) is an equality. 

Appendix A. Preliminaries from algebraic geometry.
A.1. (Pre)stacks in Affpf . Let k be a field. Recall that in the usual formalism of algebraic
geometry, one considers the category of k-algebras Affk as the test objects. The category of Affk
can be endowed with various topology (Zariski, e´tale, fpqc, etc.). Then one can define the category
of schemes (resp. algebraic spaces, resp. algebraic stacks) as certain full subcategory of the category
of sheaves (resp. stacks) on Affk. We can mimic this approach to do algebraic geometry over perfect
rings.
Let k be a perfect field of characteristic p > 0. We denote by Affpfk the category of perfect
k-algebras.
Definition A.1.1. A presheaf is a covariant functor from Affpfk to the category of sets. A prestack
is a covariant 2-functor from Affpfk to the 2-category of groupoids. By regarding a set as a discrete
groupoid, we regard a presheaf as a prestack.
We remark that we considered (pre)stacks in the paper, like Hklocµ and Sht
loc
µ . But we only used
`-adic formalism for algebraic stacks, which we define in the sequel.
We can equip Affpfk with Zariski, e´tale or fpqc topology.
36 Then we have the notion of sheaves
(resp. stacks) in Affpfk . A sheaf in fpqc topology is sometimes also called a space. Note that all
the mentioned topology are subcanonical.
In [BS15], Bhatt-Scholze also defined the v-topology on Affpfk , which is finer that any of the
above mentioned topology but is still subcanonical. We will not make use of this topology in the
paper.
36Note that however we avoid fppf topology since perfect rings over k are almost never of finite type.
129
Definition A.1.2. An affine scheme SpecR in Affpfk is a presheaf on Aff
pf
k of the form HomAffpfk
(R,−).
A scheme in Affpfk is Zariski sheaf that admits a Zariski cover by affine schemes.
As mentioned above, affine schemes are Zariski sheaves and therefore are schemes. The category
of schemes in Affpfk admits finite products. One can define the usual Zariski, e´tale, fpqc topology
on a scheme. In addition, it makes sense to define schematic morphisms of presheaves in Affpfk .
Definition A.1.3. An algebraic space X in Affpfk is an e´tale sheaf such that the diagonal is
schematic, and there is an e´tale surjection from a scheme U → X.
The product of two algebraic spaces in Affpfk exists as an algebraic space in Aff
pf
k . As usual, it
makes sense to define representable morphisms (by algebraic spaces) of presheaves in Affpfk . For
a representable morphism of presheaves, the usual topological notions for algebraic spaces make
sense, such as quasi-compact, quasi-separated, separated, connected, irreducible, etc.
Remark A.1.4. The category of schemes in Affpfk is a full subcategory of the category of algebraic
spaces in Affpfk . The latter is a full subcategory of the category of fpqc sheaves on Aff
pf
k ([Stack,
Tag03W8]). In fact, algebraic spaces in Affpfk are even v-sheaves in the sense of [BS15].
Definition A.1.5. Let F be a presheaf on Affk. Its perfection, denoted by Fpf , is its restriction
to Affpfk ⊂ Affk.
It is easy to see that the perfection of a scheme (resp. algebraic space) in Affk is represented by
a scheme (resp. algebraic space) in Affpfk .
On the other hand, recall in usual algebraic geometry, there is another definition of perfection of
a scheme (resp. algebraic space) in Affk: a scheme X (resp. an algebraic space) in Affk is called
perfect if its Frobenius endomorphism σX is an isomorphism. Given a scheme (resp. algebraic
space) X, the perfection of X is defined as
Xpf := lim←−σXX.
The functor X 7→ Xpf is right adjoint to the forgetful functor from the category of perfect schemes
(resp. algebraic spaces) to the category of all schemes (resp. algebraic spaces). The following
lemma is essentially [Zhu17, Lemma A.10], which explains that the two notions of perfections are
essentially equivalent.
Lemma A.1.6. The functor from the category of perfect schemes (resp. perfect algebraic spaces)
in Affk to the category of schemes (resp. algebraic spaces) in Aff
pf
k given by restriction is an
equivalence.
From now on, by abuse of language, we also call a scheme (resp. algebraic spaces) in Affpfk a
perfect scheme (resp. perfect algebraic space).
Definition A.1.7. A perfect algebraic space X is perfectly locally of finite type if there exists
an e´tale affine cover {Ui} of X such that each Ui is the perfection of an affine scheme of finite
type over k. It is called perfectly of finite type if it is perfectly locally of finite type and quasi-
compact. It is called perfectly of finite presentation (pfp for short) if it is perfectly of finite type
and quasi-separated (i.e. diagonal is quasi-compact).
A morphism f : X → Y between pfp perfect algebraic spaces is called perfectly proper if it is
separated and universally closed.
Recall the following results ([Zhu17, §A]).
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Proposition A.1.8. (1) A perfect algebraic space is pfp if and only if it is the perfection of an
algebraic space of finite presentation over k.
(2) Any morphism f : X → Y between two pfp perfect algebraic spaces is the perfection of a
morphism f ′ : X ′ → Y ′ between two algebraic spaces (in Affk) of finite presentation.
(3) A perfectly proper morphism between pfp perfect algebraic spaces is the perfection of a proper
morphism between to algebraic spaces of finite presentation.
For a pfp algebraic space X, an algebraic space X ′ of finite presentation such that X = X ′pf is
called a deperfection of X.
Definition A.1.9. Let f : X → Y be a map between two algebraic spaces. We say that f is
perfectly smooth at x ∈ X if there exists an e´tale atlas U → X at x and an e´tale atlas V → Y
at f(x), such that the map U → Y factors as U h→ V → Y and h factors as h = pr ◦ h′, where
h′ : U → V × (An)pf is e´tale and pr : V × (An)pf → V is the projection. We say that f is perfectly
smooth if it is perfectly smooth at every point of X. We say that X is perfectly smooth (at x) if
X → Speck is perfectly smooth (at x).
Now we define algebraic stacks. First, it makes sense to define the notion of prestacks in Affpfk ,
and stacks with respect to e´tale or fpqc topology of Affpfk .
Definition A.1.10. An algebraic stack X in Affpfk is a stack with respect to the fpqc topology,
such that (i) the diagonal is represented by an algebraic space in Affpfk ; (ii) there exists a perfectly
smooth surjective map U → X from an algebraic space. Such a U is called a smooth atlas.
Definition A.1.11. An algebraic stack X in Affpfk is called quasi-compact if there exists a smooth
atlas U → X with U quasi-compact.
An algebraic stack X in Affpfk is called locally of finite type (resp. perfectly of finite type, resp.
pfp) if there exists one smooth atlas U → X, where U is perfectly locally of finite type (resp.
perfectly of finite type, resp. pfp).
A morphism of algebraic stack f : X → Y in Affpfk is called
• separated if the diagonal map X → X ×Y X (which is always representable by an algebraic
space) is perfectly proper;
• quasi-separated if the diagonal is quasi-compact and quasi-separated;
• DM if the diagonal is e´tale.
Definition A.1.12. A morphism f : X → Y of pfp algebraic stacks in Affpfk is called perfectly
proper if f is separated, perfectly of finite type, and universally closed.
Definition A.1.13. A morphism f : X → Y of pfp algebraic stacks in Affpfk is called perfectly
smooth if there is a perfectly smooth surjective morphism U → X from an algebraic space U such
that the composition U → X → Y is perfectly smooth.
Example A.1.14. Let G be a perfect algebraic group (i.e. the perfection of an algebraic group)
over k. Then BG→ Speck is perfectly smooth.
As before, for a prestack F in Affk, its restriction to Affpfk ⊂ Affk is called the perfection of F .
It is clear that the perfection of algebraic stacks in Affk are algebraic stacks in Aff
pf
k . Note however,
for a usual algebraic stack X in Affk, the Frobenius endomorphism σX may not be representable
and therefore the inverse limit lim←−σXX may not exist as an algebraic stack in Affk.
A.1.15. The `-adic formalism. Let ` 6= p. As explained in [Zhu17, §A.3], for a pfp algebraic space
X in Affpfk , the `-adic derived category D(X,Q`) is well-defined, and there exists the six operation
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formalism. Thanks to Proposition A.1.8, no additional effort is needed to construct this theory. In
addition, the proper base change isomorphism (for perfectly proper morphisms) and the smooth
base change isomorphism (for perfectly smooth morphisms) hold. In particular, the category of
perverse sheaves P(X) is well-defined, and is the heart of a t-structure of D(X,Q`).
We can endow the category of pfp algebraic spaces with smooth topology (the covering maps
being perfectly smooth surjective maps). Then as usual, perverse sheaves form a stack of abelian
categories with respect to this topology. Therefore, given a pfp algebraic stack X in Affpfk , the
category of perverse sheaves P(X) on X is well-defined.
Note that as explained in [LZ12+, LZ14+], the six operation formalism and the base change
isomorphism (and their enhancements to the∞-categorical level) can be expressed as certain functor
from a simplicial set (built out of separated perfectly of finite type schemes over k) to the category
of presentable ∞-categories sending X to D(X,Q`).
Now the same techniques as developed in [LO08a, LO08b, LZ12+, LZ14+] allows one to define
the `-adic derived category D(X,Q`) for pfp algebraic stacks in Aff
pf
k . For a smooth atlas U → X
with U a pfp algebraic space, let U•/X → X denote its Cˇech nerve. Then D(X,Q`) is the limit
(as ∞-categories) of D(U•/X ,Q`). As usual, P(X) forms the heart of a t-structure of D(X,Q`). In
fact, we just need quotient stack in the paper. If X = [Y/G], then we can define D(X,Q`) as the
equivariant derived category DG(Y,Q`) and P(X) as PG(Y ) (up to a shift).
Notation A.1.16. For a perfect pfp algebraic space X over k, we denote by
HBMi (Xk¯) := H
−i(Xk¯, ωX(−i/2))
the ith Borel-Moore homology of Xk¯. Note that our definition is different from the standard one by
a Tate twist. The reason is with this normalization, if dimX = d, then HBM2d (Xk¯) is the Q`-vector
space with a basis given by its irreducible components of dimension d.
A.1.17. The trace map. Recall that as explained in [Zhu17, §A.3], if X is a pfp algebraic space of
dimension d, then the fundamental class
[X] ∈ HBM2d (Xk¯) ∼= H2dc (Xk¯,Q`(d))∗
of X (which is the sum of the fundamental classes of the irreducible components of Xk¯ of dimension
d) defines the trace map Tr : H2dc (Xk¯,Q`(d))→ Q`. As in [LZ12+, LZ14+], this trace map extends
to pfp algebraic stacks. In addition, if f : X → Y a equidimensional perfectly smooth morphism of
pfp algebraic stacks, of relative dimension d, then the fiberwise trace maps can be organized into a
family, i.e. there is the trace map
Trf : R
2df!Q`(d)→ Q`,
which induces the fiberwise trace map by restriction. By the projection formula, it induces a
natural map f∗[2d](d) → f ! which is an isomorphism. In practice, it is convenient to introduce
the following condition on morphisms, which is weaker than perfectly smooth but share the same
cohomological properties.
Definition A.1.18. An equidimensional morphism f : X → Y of pfp algebraic stacks in Affpfk , of
relative dimension d, is called cohomologically smooth if there is a trace map
Trf : R
2df!Q`(d)→ Q`,
which restricts to the usual trace map along each geometric fiber fy : Xy¯ → y¯ for y ∈ Y , and which
induces an isomorphism f∗y [2d](d) ∼= f !y.
Note that trace map, if exists, is unique. In addition, cohomologically smooth morphisms are
stable under base change. Part (1) of the following statement justifies the terminology.
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Proposition A.1.19. (1) Let f : X → Y be cohomologically smooth. Then the trace map induces
f∗[2d](d) → f !, which is an isomorphism. (2) The composition of cohomologically smooth maps
are cohomologically smooth.
Proof. Part (1) is clear and Part (2) follows from Part (1) directly. 
Here is an easy but useful criterion for a morphism to be cohomologically smooth.
Lemma A.1.20. (1) Let f : X → Y be a morphism of perfectly smooth pfp schemes, and
assume that each fiber of f is perfectly smooth, equidimensional of dimension d. Then f is
cohomologically smooth.
(2) Let f : X → Y be a morphism of pfp schemes. Assume that there is a perfectly proper
morphism g : Y˜ → Y with connected geometric fibers such that the base change X˜ :=
X ×Y Y˜ → Y˜ is cohomologically smooth, then f is cohomologically smooth.
Note that Part (2) of the lemma essentially says that cohomological smoothness can be checked
locally in the v-topology introduced in [BS15].
Proof. (1) Since X and Y are perfectly smooth,
f !Q`[2d](d) ∼= f !ωY [2d− 2dY ](d− dY ) ∼= ωX [−2dX ](−dX) ∼= Q`,
where dX = dimX, dY = dimY , and ωX and ωY are the dualizing sheaves. This isomorphism
induces f!Q`[2d](d) → Q` which in turn induces Trf : R2df!Q`(d) → Q` since Rif!Q`(d) = 0 for
i > 2d. It follows from the construction that fiberwise, Trf restricts to the usual trace map. Since
fibers are perfectly smooth, f∗y [2d](d) ∼= f !y.
(2) Let use denote X˜ → X by gX and Y˜ → Y by gY . Let f˜ : X˜ → Y˜ be the base change of f .
Then we have
g∗Y f!Q`[2d](d) ∼= f˜!Q`[2d](d)
Trf˜−−→ Q`,
which induces f!Q`[2d](d) → (gY )∗Q`. Since f!Q`[2d](d) lives in cohomological degree ≤ 0 and
(gY )∗Q` in cohomological degree ≥ 0. This gives
Trf : R
2df!Q`(d)→ R0(gY )∗Q` = Q`
since the fibers of gY are geometrically connected. It is clear that Trf restricts to the fiberwise
trace map. The isomorphism f∗y [2d](d) ∼= f !y is clear. 
We would like to have a base change homomorphism (but not necessarily an isomorphism) in
non-Cartesian case.
Definition A.1.21. A commutative square of perfect pfp algebraic stacks
(A.1.1)
D
p−−−−→ C
b
y ya
Y
f−−−−→ X
is called base changeable if the induced morphism h : D → C ×X Y is representable by perfectly
proper algebraic spaces.
The following lemma is straightforward.
Lemma A.1.22. (1) A commutative diagram as (A.1.1) is base changeable if
• either p is representable by perfectly proper algebraic spaces and f is separated;
• or b is representable by perfectly proper algebraic spaces and a is separated.
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(2) In the commutative diagram
(A.1.2)
E
q−−−−→ D p−−−−→ C
c
y by ya
Z
g−−−−→ Y f−−−−→ X
if both inner squares are base changeable, so is the outer rectangle.
This name is justified by the following fact.
Lemma A.1.23. Assume we have a base changeable commutative diagram of perfect pfp algebraic
stacks as (A.1.1). Then there is a natural base change homomorphism
(A.1.3) BC∗! : a
∗f! → p!b∗,
which is an isomorphism if (A.1.1) is Cartesian. If p and f are separated, it fits into the commu-
tative diagram
a∗f! −−−−→ p!b∗y y
a∗f∗ −−−−→ p∗b∗,
where the bottom arrow is the natural adjunction.
In addition, given (A.1.2) with both squares base changeable, then the base change homomorphism
a∗(fg)! → (pq)!c∗ is equal to the composition
a∗(fg)! = a∗f!g!
BC∗!−−→ f!b∗g!
BC∗!−−→ f!g!c∗ = (fg)!c∗.
Similarly, (fg)∗a! → c!(pq)∗ is equal to the composition
(fg)∗a! = g∗f∗a!
BC∗!−−→ g∗b!f∗
BC∗!−−→ c!g∗f∗ = c!(fg)∗.
Proof. This follows from the previously mentioned properties of the base change isomorphism,
together with the natural adjunction id→ h∗h∗ ∼= h!h∗ where h : D → C ×X Y . 
Remark A.1.24. Given a diagram (A.1.1), base changeable or not, there is always a homomor-
phism
(A.1.4) p!b
! → a!f!
by adjunction. In addition, given (A.1.2), the map (pq)!c
! → a!(fg)! is equal to
(pq)!c
! = p!q!c
! → p!b!g! → a!f!g! = a!(fg)!,
and the map c!(pq)
! → (fg)!a! is equal to
c!(pq)
! = c!q
!p! → g!b!p! → g!f !a! = (fg)!a!.
Now assume that (A.1.1) is Cartesian. Then the base change isomorphism BC∗! also induces (by
adjunction)
(A.1.5) BC∗! : b∗f ! → p!a∗.
If f is equidimensionally cohomologically smooth of relative dimension d, since the trace map is
compatible with the base change, (A.1.5) coincides with
(A.1.6) b∗f ! ∼= b∗f∗[2d](d) = p∗a∗[2d](d) ∼= p!a∗
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A.2. Review of cohomological correspondence. We recall the formalism of cohomological
correspondences, partially following [Va07]. We will assume that k is a perfect field of characteristic
p > 0. Below, stacks are algebraic stacks, perfectly of finite presentation in Affpfk .
37 We write pt
for Speck. We fix ` 6= p, and fix a half Tate twist Q`(1/2). As usual, we write 〈d〉 for [d](d/2).
Notation A.2.1. For an equidimensional cohomologically smooth morphism f : X → Y between
algebraic stacks of relative dimension d, we write f? := f∗〈d〉; it takes perverse sheaves to perverse
sheaves.
If X is a stack, let D∗c (X) ⊂ D(X,Q`)(∗ = +,−, b, ∅) denote its constructible derived categories
of `-adic sheaves. Let ωX ∈ Dbc(X) denote the dualizing sheaf on X. For F ∈ Dbc(X), let DF =
RHom(F , ωX) denote the Verdier dual. By definition, there are canonical (unit and counit) maps
(A.2.1) e : F ⊗ DF → ωX , δ : Q` → F ⊗! DF := ∆!(F  DF)
Definition A.2.2. Let (Xi,Fi) for i = 1, 2 be two pairs, where Xi are stacks, and Fi ∈ D(Xi,Q`).
A cohomological correspondence (C, u) : (X1,F1)→ (X2,F2) is a stack C c1×c2−−−→ X1×X2, together
with a morphism u : c∗1F1 → c!2F2. We call C the support of (C, u). For simplicity, (C, u) is
sometimes denoted by C or by u. There is an obvious notion of (iso)morphisms between two coho-
mological correspondences (C, u) and (C ′, u′) from (X1,F1) to (X2,F2). The set of isomorphism
classes of cohomological correspondences from (X1,F1) to (X2,F2) supported on C is denoted by
CorrC((X1,F1), (X2,F2)) and by definition
CorrC((X1,F1), (X2,F2)) ∼= HomC(c∗1F1, c!2F2).
When c1 is proper, a cohomological correspondence u will naturally induce a homomorphism Hc(u) :
H∗c(X1 ⊗ k¯,F1)→ H∗c(X2 ⊗ k¯,F2), given as the composition of the following maps
H∗c(X1 ⊗ k¯,F1)→ H∗c(C ⊗ k¯, c∗1F1)
H∗c(u)−−−→ H∗c(C ⊗ k¯, c!2F2)→ H∗c(X2 ⊗ k¯,F2).
In fact, this is a special case of the push-forward cohomological correspondences to be reviewed
below.
If (C, u) : (X1,F1) → (X2,F2) and (D, v) : (X2,F2) → (X3,F3) are two cohomological corre-
spondences, we define their composition to be (C ×X2 D, v ◦ u) : (X1,F1)→ (X3,F3), where v ◦ u
is the following composition
p∗c∗1F1 p
∗u−−→ p∗c!2F2 BC
∗!−−−→ q!d∗1F2 q
!v−−→ q!d!2F3,
BC∗! is the base change isomorphism as in (A.1.5), and p, q are the projections from C ×X2 D
to C and to D respectively. For the induced homomorphism on the cohomology groups, we have
Hc(v ◦ u) = Hc(v) ◦Hc(u), as maps H∗c(X1 ⊗ k¯,F1)→ H∗c(X3 ⊗ k¯,F3), see Lemma A.2.10 below.
Here are examples we use in the paper.
Example A.2.3. (1) For a morphism f : X → Y and F ∈ D(X,Q`), there is a cohomolog-
ical correspondence (X
id←− X f−→ Y, u : F → f !f!F) from (X,F) to (Y, f!F), called the
pushforward correspondence, and denoted by (Γf )! for simplicity.
(2) For a morphism f : X → Y and F ∈ D(Y,Q`), there is a natural cohomological correspon-
dence (Y
f←− X id−→ X,u := id : f∗F → f∗F) from (Y,F) to (X, f∗F), called the pullback
correspondence, and denoted by Γ∗f for simplicity.
(3) If (C, u) : (X1,F1) → (X2,F2) is a cohomological correspondence, with Fi ∈ Dbc(Xi),
then (C,Du) : (X2,DF2) → (X1,DF1) is a cohomological correspondence, called the dual
correspondence.
37Of course, the same discussions will carry through when we work with algebraic stacks in Affk.
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(4) Let (X,F) be a pair with F ∈ Dbc(X). Then (A.2.1) gives a cohomological correspondence
and its dual
eF ∈ CorrX((X ×X,F  DF), (pt,Q`)), δF ∈ CorrX((pt,Q`), (X ×X,F  DF)).
(5) Assume that k = k¯. Let X1, X2 be perfectly smooth algebraic spaces, of pure dimension,
and let X1 ← C → X2 be a correspondence. Then
CorrC((X1,Q`〈d1〉), (X2,Q`〈d2〉)) = HomDbc(C)(Q`〈d1〉, ω〈d2 − 2 dimX2〉)
= HBM2 dimX2+d1−d2(C).
(A.2.2)
So if 2 dimC = 2 dimX2 + d1 − d2, CorrC((X1,Q`〈d1〉), (X2,Q`〈d2〉)) can be regarded
as space of functions on the set of irreducible components of C of maximal dimension. In
particular, If X1, X2, C are finite sets, regarded as varieties over k, CorrC((X1,Q`), (X2,Q`))
can be identified with the space of Q`-valued functions on C.
We will also make use of the following construction.
Lemma A.2.4. Assume that Fi ∈ Dbc(Xi). The set of cohomological correspondences from (X1,F1)
to (X2,F2) is canonically bijective to the set of cohomological correspondences from (X1×X2,F1
DF2) to (pt,Q`). We denote the this bijection as (C, u) ↔ (C, u)] or simply u ↔ u], called the
sharp correspondence. Moreover, (Du)] is the same as u] if we naturally identify X1 × X2 with
X2 ×X1.
Proof. Explicitly, given (C, u), u] can be constructed as
(A.2.3) (c1 × c2)∗F1  DF2 ∼= c∗1F1 ⊗ c∗2DF2 u⊗id−−−→ c!2F2 ⊗ Dc!2F2
(A.2.1)−−−−→ ωC .
It is clear that taking the dual on u does not change the sharp correspondence (after swapping the
two factors). 
Example A.2.5. (1) Under the sharp correspondence, the identity cohomological correspondence
id becomes id] = eF ∈ CorrX((X ×X,F  DF), (pt,Q`)) from Example A.2.3(4).
(2) In case when X1 = X2 = pt and F1 = F2 = Ql, u and u] both viewed as homomorphisms
Q`,C → ωC are the same.
A.2.6. Pushforward of cohomological correspondences. Now assume that we have the following com-
mutative diagram
X1
c1←−−−− C c2−−−−→ X2
f1
y yf yf2
Y1
d1←−−−− D d2−−−−→ Y2
and let (C, u : c∗1F1 → c!2F2) be a cohomological correspondence from (X1,F1) to (X2,F2). Assume
that the left commutative square is base changeable (Definition A.1.21), then we have
d∗1(f1)!F1
BC∗!−−→ f!c∗1F1 f!u→ f!c!2F2
(A.1.4)−−−−→ d!2(f2)!F2.
By abuse of notation, we denote the above map still by f!(u). Then (D, f!(u)) is a cohomological
correspondence from (Y1, (f1)!F1) to (Y2, (f2)!F2). We call this the pushforward of the cohomological
correspondence.
Remark A.2.7. If f1 is separated and f is representable by perfectly proper algebraic spaces
(so the left square is base changeable), then f!(u) factors as the composition of the natural map
(f1)!F1 → (f1)∗F1 and
d∗1(f1)∗F1 → f∗c∗1F1 → f!c!2F2 → d!2(f2)!F2.
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The latter map is the pushforward of cohomological correspondences considered in [Gr77]. However,
in most places of this paper, we are in the situation where d1 is separated and c1 is representable
by perfectly proper algebraic spaces.
In particular, if (Y1
d1←− D d2−→ Y2) is (S = S = S) for some base scheme S, and c1 is proper (so
the left square is base changeable), we get a homomorphism of `-adic sheaves
f!(u) : (f1)!F1 → (f2)!F2.
More specifically, if S = Speck is algebraically closed, and c1 is proper, we obtain the previously
mentioned Hc(u) : H
∗
c(X1,F1)→ H∗c(X2,F2).
The pushforward of cohomological correspondences behaves well under compositions.
Lemma A.2.8. Let
X1
c1←−−−− C c2−−−−→ X2
f1
y yf yf2
Y1
d1←−−−− D d2−−−−→ Y2
g1
y yg yg2
Z1
e1←−−−− E e2−−−−→ Z2
be a commutative diagram, such that the left two squares are base changeable. Let u : c∗1F1 → c!2F2
be a cohomological correspondence from (X1,F1) to (X2,F2). Then the left outer rectangle is
base changeable and (E, (gf)!(u)) is equal to (E, g!(f!(u))) as cohomological correspondences from
(Z1, (g1f1)!F1 ∼= (g1)!(f1)!F1) to (Z2, (g2f2)!F2 ∼= (g2)!(f2)!F2).
Proof. Using Lemma A.1.23 and Remark A.1.24, this is straightforward. 
Before proceeding, let us state is usual lemma, which will be used several times below.
Lemma A.2.9. In a cubic commutative diagram as below,
A′ //


B′

  
A //

B

C ′ //

D′
  
C // D
if the front, the back, and the bottom faces are Cartesian, so is the top face.
Proof. Go through the definitions. 
The pushforward cohomological correspondence is compatible with composition of cohomological
correspondences.
Lemma A.2.10. Suppose we have a commutative diagram
X1
c1←−−−− C c2−−−−→ X2 c
′
1←−−−− C ′ c
′
2−−−−→ X3
f1
y yf yf2 yf ′ yf3
Y1
d1←−−−− D d2−−−−→ Y2 d
′
1←−−−− D′ d
′
2−−−−→ Y3
with the first and the third square base changeable, c1, c
′
1 proper and d1, d
′
1 separated, and let u :
c∗1F1 → c!2F2 and v : c′∗1 F2 → c′!2F3 be cohomological correspondences from (X1,F1) to (X2,F2) and
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from (X2,F2) to (X3,F3), respectively. Set C˜ := C ×X2 C ′ and D˜ := D ×Y2 D′ and let f˜ : C˜ → D˜
denote the naturally induced morphism. Then the following statements hold.
(1) The right square in the diagram
X1
c1←−−−− C pC←−−−− C˜
f1
y yf yf˜
Y1
d1←−−−− D PD←−−−− D˜
is base changeable. Note that this ensures that f˜!(v ◦ u) is well defined by Lemma A.1.22
(1).
(2) We have an equality of cohomological correspondences from (Y1, (f1)!F1) to (Y3, (f3)!F3)
supported on D˜:
f˜!(v ◦ u) = f ′! (v) ◦ f!(u).
Proof. (1) Using Lemma A.2.9, one sees that (C×D D˜) ' C×X2 (X2×Y2D′). Since C ′ → X2×Y2D′
is perfectly proper by definition, C˜ → C ×D D˜ is also perfectly proper.
(2) Let c˜1 = c1pC and d˜1 = d1pD. We write qC : C˜ → C ′, c˜2 = c2qC , qD : D˜ → D′, and
d˜2 = d2qD. Proving the lemma amounts to proving the commutativity of the following diagram.
d˜∗1f1,!F1
BC∗! // f˜!c˜∗1F1 f˜!p∗Cc∗1F1
u // f˜!p∗Cc!2F2 // f˜!q!Cc′∗1 F2
v //
%%
f˜!q
!
Cc
′!
2F3
$$
f˜!c˜
!
2F3 // d˜!2f3,!F3
p∗Dd
∗
1f1,!F1
BC∗! // p∗Df!c∗1F1
u //
BC∗!
::
p∗Df!c
!
2F2 //
::
p∗Dd
!
2f2,!F2 // q!Dd′∗1 f2,!F2 // q!Df ′! c′∗1 F2
v // q!Df ′! c′!2F3 // q!Dd′!2 f3,!F3.
The commutativity of the left pentagon follows from Lemma A.1.23, and the commutativity of
the right pentagon follows from Remark A.1.24. We remain to explain the commutativity of the
middle hexagon. First notice that in the following cubic commutative diagram, the top and the
bottom faces are Cartesian, and the left and the right faces are base changeable.
C˜
qC //

pC

C ′
f ′

  
C //
f

X2

D˜ //

D′
d′1
  
D
d2
// Y2
Applying Lemma A.1.23 to the composition C˜ → D′ and C → Y2, we obtain
qD,!f˜!p
∗
C f
′
! qC,!p
∗
C BC∗!
∼= ((
qD,!p
∗
Df!
BC∗! 66
∼=
BC∗!
((
f ′! c
′∗
1 c2,!.
d′∗1 d2,!f! d′∗1 f2,!c2,!
BC∗!
55
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By adjunction of pairs (qD,!, q
!
D) and (c2,!, c
!
2), we obtain
f˜!p
∗
Cc
!
2
// q!Df
′
! qC,!p
∗
Cc
!
2
))
p∗Df!c
!
2
55
))
q!Df
′
! c
′∗
1 .
q!Dd
′∗
1 d2,!f!c
!
2
// q!Dd
′∗
1 f2,!
55
It remains to notice that both diagrams
f˜!p
∗
Cc
!
2
//
BC∗!

q!Df
′
! qC,!p
∗
Cc
!
2

p∗Df!c
!
2
//
(A.1.4)

q!Dd
′∗
1 d2,!f!c
!
2

f˜!q
!
Cc
′∗
1
(A.1.4) // q!Df
′
! c
′∗
1 p
∗
Dd
!
2f2,!
BC∗! // q!Dd
′∗
1 f2,!
are commutative. 
A.2.11. Pullback of cohomological correspondences. Assume that we have the following commuta-
tive diagram
Y1
d1←−−−− D d2−−−−→ Y2
f1
y yf yf2
X1
c1←−−−− C c2−−−−→ X2
and assume that f is cohomologically smooth, equidimensional, of relative dimension df . Given
u : c∗1F1 → c!2F2 so that (C, u) is a cohomological correspondence from (X1,F1) to (X2,F2), then
we have a cohomological correspondence (D, f∗(u)) from (Y1, f∗1F1) to (Y2, f !2F2〈−2df 〉) defined as
follows:
f∗(u) : d∗1f
∗
1F1 ∼= f∗c∗1F1 f
∗u−−→ f∗c!2F2 ∼= f !c!2F2〈−2df 〉 ∼= d!2f !2F2〈−2df 〉.
We call this the smooth pullback of the cohomological correspondence.
Notation A.2.12. If f , f1, and f2 are all smooth and equidimensional of dimension d = df =
df1 = df2 , then we shift f
∗〈d〉 to get the cohomological correspondence from f?1F1 to f?2F2, denoted
by f?(u), and called the shifted smooth pullback.
Remark A.2.13. There are another two situations one can pullback of cohomological correspon-
dences. Namely, if the right inner square of the above diagram is Cartesian, then for a (C, u) is a
cohomological correspondence from (X1,F1) to (X2,F2), we can define
f∗(u) : d∗1f
∗
1F1 = f∗c∗1F1 f
∗u−−→ f∗c!2F2 BC
∗!−−−→ d!2f∗2F2.
which, by (A.1.6), coincides with the above defined smooth pullback of the cohomological corre-
spondence if in addition f is cohomologically smooth. Similarly, if the left inner square of the above
diagram is Cartesian, then we have
f !(u) : d∗1f
!
1F1 BC
∗!−−−→ f !c∗1F1 f
!u−−→ f !c!2F2 = d!2f !2F2,
which coincides with the above defined smooth pullback of the cohomological correspondence if
in addition f is cohomologically smooth. The following Lemma A.2.14 and Lemma A.2.15 have
similar counterparts in these situations. But we will not need them in this paper.
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Lemma A.2.14. Let
Z1
e1←−−−− E e2−−−−→ Z2
f1
y yf yf2
Y1
d1←−−−− D d2−−−−→ Y2
g1
y yg yg2
X1
c1←−−−− C c2−−−−→ X2
be a commutative diagram, such that f (resp. g) are cohomologically smooth, equidimensional of
dimension df (resp. dg), and let u : c
∗
1F1 → c!2F2 be a cohomological correspondence from (X1,F1)
to (X2,F2). Then
(gf)∗(u) = f∗(g∗(u))
as cohomological correspondences from (g1f1)
∗F1 ∼= f∗1 (g∗1F1) to (g2f2)!F2〈−2dgf 〉 ∼= f !2(g!2F2〈−2dg〉)〈−2df 〉.
Proof. Straightforward. 
Similar to pushforward cohomological correspondences, smooth pullback of cohomological corre-
spondence is also compatible with composition of cohomological correspondences in certain situa-
tions.
Lemma A.2.15. Suppose we have a commutative diagram
Y1
d1←−−−− D d2−−−−→ Y2 d
′
1←−−−− D′ d
′
2−−−−→ Y3
f1
y yf yf2 yf ′ yf3
X1
c1←−−−− C c2−−−−→ X2 c
′
1←−−−− C ′ c
′
2−−−−→ X3
with f , f2 cohomologically smooth equidimensional, of relative dimension df , df2. Assume that the
third inner square is Cartesian. Set C˜ := C ×X2 C ′ and D˜ := D ×Y2 D′, and let f˜ : D˜ → C˜ be the
natural map. Let u : c∗1F1 → c!2F2 and v : c′∗1 F2 → c′!2F3 be cohomological correspondences from
(X1,F1) to (X2,F2) and from (X2,F2) to (X3,F3), respectively. Then cohomological correspon-
dence f˜∗(v ◦ u) : (Y1, f∗1F1)→ (Y3, f !3F3〈2df 〉) is equal to
(Y1, f
∗
1F1)
f∗(u)−−−→ (Y2, f !2F2〈2df 〉 ∼= f∗2F2〈2df − 2df2〉) f ′∗(v)−−−→ (Y3, f !3F3〈2df 〉).
Remark A.2.16. Varshavsky ([Va]) proved a stronger statement, where instead of requiring that
the third square is Cartesian, it imposes the assumption that both f ′ and f˜ are equidimensional
smooth of relative dimension df ′ and df˜ , and that df˜ + df2 = df + df ′ . For the applications in this
paper, the weaker statement is enough.
Proof. Since the third square is Cartesian, D˜ = D×Y2 D′ ∼= D×X2 C ′ = D×C C×X2 C ′ = D×C C˜.
So f˜ : D˜ → C˜ is smooth of relative dimension df2 . We write pC : C˜ → C, qC : C˜ → C ′, c˜1 : C˜ → X1,
c˜2 : C˜ → X3, pD : D˜ → D, qD : D˜ → D′, d˜1 : D˜ → Y1, and d˜2 : D˜ → Y3 for the natural maps.
The decomposition of the cohomological correspondences is equivalently to the commutativity of
the following diagram
p∗Dd
∗
1f
∗
1F1 f˜∗p∗Cc∗1F
u // f˜∗p∗Cc!2F2
∼= // f˜ !p∗Cc!2F2〈−2df 〉 // f˜ !q!Cc′∗1 F2〈−2df 〉
v // f˜ !q!Cc′!2F3〈−2df 〉 d˜!2f !3F3〈−2df 〉
p∗Df
∗c∗1F1
u // p∗Df∗c!2F2
∼=// p∗Df !c!2F2〈−2df 〉
∼=
77
p∗Dd
!
2f
!
2F2〈−2df 〉 // q!Dd′∗1 f !2F2〈−2df 〉
∼= // q!Df ′!c′∗1 F2〈−2df 〉
v // q!Df ′!c′!2F2〈−2df 〉.
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Only the commutativity of the middle trapezoid needs explanation. Note that in the following
cubic commutative diagram, the top and the bottom faces are Cartesian, and all vertical maps are
perfectly smooth
D˜
qD //

pD

D′
f ′

  
D //
f

Y2

C˜ //

C ′
  
C c2
// X2
Let φ = c2 ◦ f = f2 ◦ d2 : D → X2 and ψ = f ′ ◦ qD = qC ◦ f˜ . Then we need to show that the two
maps
p∗Dφ
! ∼=−→ f˜ !p∗Cc!2 BC
∗!−−−→ ψ!c′∗1 , p∗Dφ! BC
∗!−−−→ q!Dd′∗1 f !2
∼=−→ ψ!c′∗1
are the same. Since the right face of the cube (i.e. the third inner square of the diagram in the
lemma) is Cartesian, the isomorphisms p∗Dφ
! ∼= f˜ !p∗Cc!2 and q!Dd′∗1 f !2 ∼= ψ!c′∗1 coincide with the base
change map BC!∗ (see (A.1.6)). Then the claims follows from the fact that the composition of the
base change maps is the base change map. 
Finally, the smooth pullback of cohomological correspondence is compatible with pushforward
correspondence in the Cartesian case (the base change for cohomological correspondences).
Lemma A.2.17. Assume that we have the following commutative diagram
X ′1
piX1
~~
f ′1

C ′
c′2 //
piC

c′1oo
f ′

X ′2
piX2
~~
f ′2

X1
f1

C c2
//
c1
oo
f

X2
f2

Y ′1
piY1
~~
D′
d′2
//
piD

d′1
oo Y ′2
piY2~~
Y1 D
d2 //d1oo Y2,
in which f1, f
′
1, f, f
′ are representable by perfectly proper algebraic spaces, the middle sectional
square with vertices C,D,C ′, D′ is Cartesian, and piC and piD are smooth of dimension d. Let
u : c∗1F1 → c!2F2 be a cohomological correspondence from (X1,F1) to (X2,F2). Then we have the
following commutative diagram of cohomological correspondences
(Y ′1 , pi∗Y1f1,!F1)

pi∗Df!(u) //
(
Y ′2 , pi!Y2f2,!F2〈−2d〉
)
(Y ′1 , f ′1,!pi
∗
X1
F1)
f ′! pi
∗
C(u) //
(
Y ′2 , f ′2,!pi
!
X2
F2〈−2d〉
)
.
OO
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Proof. For simplicity, we write F˜2 for F2〈−2d〉. The condition on properness implies that both f
and f ′ are proper. The lemma amounts to the commutativity of the following diagram
d′∗1 pi
∗
Y1
f1,!F1

pi∗Dd
∗
1f1,!F1 //

pi∗Df!c
∗
1F1
∼=

u // pi∗Df!c
!
2F2
∼= //
∼=

pi!Df!c
!
2F˜2 // pi!Dd!2f2,!F˜2 d′!2pi!Y2f2,!F˜2
d′∗1 f
′
1,!pi
∗
X1
F1 // f ′! c′∗1 pi∗X1F1 f ′!pi∗Cc∗1F1
u // f ′!pi
∗
Cc
!
2F2
∼= // f ′!pi
!
Cc
!
2F˜2
OO
f ′! c
′!
2pi
!
X2
F˜2 //
OO
d′!2f
′
2,!pi
!
X2
F˜2.
OO
The left two squares are commutative by Lemma A.1.23 and the right two squares commutative
by Remark A.1.24. The third square is clearly commutative, and the the commutativity of the
fourth square follows from the smooth proper base change. 
A.2.18. Cycle class maps and cohomological correspondences. Assume k = k¯. Let f : X → Y
be a morphism of pfp algebraic spaces with Y smooth. Set dX = dimX, dY = dimY , and
d = dimY − dimX. If X is proper over k, we have the usual cycle class map as
clX : H
BM
2dX
(X)→ H2dc (Y,Q`(d)).
On the other hand, let S be the set of irreducible components of X of dimension dX , and let
X˜ denote the disjoint union of irreducible components of X of dimension dX . Then there is a
correspondence S ← X˜ → Y . By (A.2.2)
CorrX˜
(
(S,Q`), (Y,Q`〈2d〉)
)
= HBM2dX (X˜)
∼= HBM2dX (X).
In particular, the fundamental class [X˜] ∈ HBM2dX (X˜) (which is the sum of the fundamental classes
of each irreducible component of X˜) defines a cohomological correspondence from (S,Q`) →
(Y,Q`[2d](d)), denoted by cX˜ . If X is proper, it induces
H(cX˜) : H
0(S,Q`)→ H2dc (Y,Q`(d)).
Note the H0(S,Q`) is just the space of Q`-valued functions on the set S, and we have the natural
identification H0(S,Q`) = HBM2dX (X), f 7→
∑
s∈S f(s)[Xs], where Xs is the irreducible component
labelled by s. It follows from definition that under this identification,
(A.2.4) clX = H(cX˜).
We also have the dual correspondence
DcX˜ :
(
Y,Q`〈2dX〉
)→ (S,Q`).
If the map X → Y is proper, it induces
H(DcX˜) : H
2dX
c (Y,Q`(dX))→ H0(S,Q`).
Now if X and X ′ are perfectly proper algebraic spaces and Y is a separated perfectly smooth
algebraic space such that dimX+dimX ′ = dimY , and if we have morphisms X → Y and X ′ → Y ,
then the composition gives a map
H(DcX˜′) ◦H(cX˜) : H0(S)→ H0(S′).
which can be represented by a kernel function I : S × S′ → Q` such that
H(DcX˜′) ◦H(cX˜)(f)(s′) =
∑
s∈S
I(s, s′)f(s′).
we will call I the intersection number of X and X ′ for the following reasons. If Y is a perfectly
proper scheme, and Xs and X
′
s′ are closed subschemes of Y , then H(DcX˜′) is dual to H(cX˜′)
under the Poincare´ duality H
2dX′
c (Y,Q`(dX′)) = H2dX′ (Y,Q`(dX′)) ∼= H2dX (Y,Q`(dX)). It follows
that I(s, s′) is the intersection number of Xs and X ′s′ (as algebraic cycles on Y ), and therefore
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is an integer. If Y is not necessarily proper, but admits a perfectly an open embedding into a
perfectly proper and smooth scheme Y , and X,X ′ are proper over k. Then the following diagram
is commutative
H0(S,Q`)
H(cX˜)//
''
H2dc (Y,Q`(d))
H(DcX˜′ )
''
H2d(Y ,Q`(d)) // H0(S′,Q`)
It follows that I(s, s′) is the intersection number of Xs and X ′s′ in Y . (Note however that this
number is independent of the choice of the compactification Y .)
A.2.19. Trace formula. We will consider the following situation. Assume k = k¯. Let c := (c1, c2) :
C → X×X be a pfp self-correspondence of the pfp algebraic space X, and let Fix(c) := X×∆,X×XC
be the fixed point of the correspondence. Let F ∈ Dbc(X). We construct a map
(A.2.5) CorrC((X,F〈d〉), (X,F))→ HBMd (Fix(c)).
as follows. Let u : c∗1F〈d〉 → c!2F be a cohomological correspondence, which by Lemma A.2.4 can
be regarded as u] : (X ×X,F  DF)→ (pt,Q`〈−d〉). Then the support of the correspondence
(pt,Q`)
δF−→ (X ×X,F  DF) u]−→ (pt,Q`〈−d〉)
is Fix(c) and by (A.2.2) is given by a class of HBMd (Fix(c)). Note that if d = 0, (A.2.5) recovers the
trace map defined by Varshavsky [Va07, §1.2.2].
Remark A.2.20. If f : X → X ′ is representable by perfectly proper algebraic spaces, then the
sharp correspondence u↔ u] is compatible with the pushforward of cohomological correspondence.
Then it follows from Lemma A.2.10 that (A.2.5) is compatible with the pushforward along the
proper morphism, giving the Lefschetz trace formula for correspondences.
The following lemma follows directly from the purity.
Lemma A.2.21. Assume that X,C are irreducible perfectly smooth, and d = dimC − dimX.
Assume that Fix(c) ⊂ C is perfectly smooth of codimension d, i.e. C intersects with the diagonal
properly smoothly. Assume that u : c∗1Q`〈2d〉 → c!2Q` is given by the fundamental class [C]. Then
the image of u under (A.2.5) is the fundamental class [Fix(c)].
Another case we need is as follows, which is due to Braverman-Varshavsky [BV06].
Lemma A.2.22. Let (X,F) be a pair over k = Fq, with F ∈ Dbc(X). Let u = Γ∗σq be the
cohomological correspondence. Then δF ◦u] is supported on X(Fq), given by the function on X(Fq)
(as in Example A.2.3 (5) or (A.2.5)) defined as
fF (x) = tr(φx,Fx¯).
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