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Abstract
Hydraulic jumps at the interface of stratified rotating fluids are studied. The flow is de-
fined with continuous density and velocity profiles, with the velocity in each layer changing
(upstream shear). The study is conducted in jumps defined by an imposed velocity transition,
and jumps developing over a topography.
The numerical simulations conducted showed the qualitative structure of the flow changing
in the cross-width direction, as well as the size and amount of turbulence of the jumps. Mixing
in these jumps was shown to increase towards the side of the domain where the jumps were
larger and more turbulent. The qualitative structure of the flow remained unchanged in the
cases with topography. The amount of mixing was also shown to decrease as rotation values
increase. In the simulations with topography, the size of the jumps and the amount of mixing
were shown to depend on upstream shear developing over the topography.
Keywords: Internal hydraulic jumps, mixing, rotation, upstream shear, Rossby radius of
deformation, Coriolis parameter
ii
Summary for Lay Audience
Hydraulic jumps are a dissipative phenomenon in which a change in the depth of a layer of
the flow causes the flow to slow down. This work focuses on flows with two layers of different
densities. The hydraulic jump happens when there is a sudden contraction/expansion in one of
the layers.
The effects of Earth’s rotation on the formation of such hydraulic jumps are investigated in
this work. Previous work has focused on rotating flows with constant density or flows where the
upper layer (lower density portion) is stagnant. Here, hydraulic jumps form in rotating flows
where density changes between two layers moving with different velocities. Numerical sim-
ulations are conducted that showed the flow banking and the structure of the hydraulic jumps
changing across the width of the channel. Mixing in the jumps also changed across the width
of the domain increasing towards the direction where the jumps were larger and more turbulent.
Different theories were compared against results from the simulations. These comparisons
showed that the theories reasonably predict the behaviour of the jumps if the lateral movement
in the flow is considered. More realistic simulation, in which the jumps develop over a topog-
raphy, bridged the gap between the idealized cases and natural channel flows. A clear trend in
the change in the amount of mixing with rotation was found in the simplified simulations – the
amount of mixing decreased as rotation got stronger.
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κ - Density diffusivity
ν - Kinematic viscosity
ψ̂i - Streamfunction
ρ - Density
ρ0 - Local/reference density
ρ∗ = ∆ρ
ρ
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Ω - Angular velocity vector
f - Coriolis parameters




gD - Froude number





LR,n = NHnπ f0 - Rossby radius of deformation
n - wave mode
N2 = − g
ρ0
dρ
dz - Buoyancy frequency
p - Absolute pressure
t - Time
u - Linear velocity vector
U - Bore speed
u, v, w - velocity components in the x, y, and z direction, respectively
v
Simulation Parameters
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Hydraulic jumps are an important flow phenomenon that can occur in open-channel flows.
They are a dissipative phenomenon in which a change in the depth of a layer of the flow causes
it to change from supercritical to a subcritical state, where the criticality is determined based
on the speed with which waves propagate and whether they can travel upstream of the flow
(Fig 1.1). For a free surface flow with a homogeneous layer of fluid and velocities u in the
along flow direction and v in the cross-stream direction, the local criticality is determined by
the Froude number Fr =
√
(u2 + v2)/gD. For Fr > 1 the flow is considered supercritical, and
subcritical for Fr < 1.
Figure 1.1: Open channel hydraulic jump
A hydraulic jump also converts part of the kinetic energy into potential energy. Because
of their often highly turbulent and agitated nature, large eddies can form in the jump region
that make hydraulic jumps effective in dissipating mechanical energy and in mixing the fluids
1
2 Chapter 1. Introduction
involved in such flows (an example being the introduction of air bubbles in open-channel flows
with hydraulic jumps, or mixing two water masses in internal hydraulic jumps).
The occurrence of a hydraulic jump largely depends on the initial velocity of the flow; for
subcritical flows a jump would not occur, and as the velocity increases past critical into super-
critical different types of waves and hydraulic jumps can be observed. A jump can generally
present itself in two distinct ways: a steady-state jump that is stationary in space, or an un-
steady jump that moves in space such as a tidal bore or surge [7].
In open-channel flows, hydraulic jumps are prominent in both the open surface and in the
density interfaces of stratified fluids. While surface jumps are controlled by surface gravity
waves, internal hydraulic jumps are controlled by internal waves, and they have been observed
in nature both in open channels such as the Strait of Gibraltar, Knight Inlet, and Hood Canal
[4, 15, 12, 27] and in atmospheric flows such as the flow past the Nevada mountain range where
changes in properties such as transitions in pressure and potential temperatures were attributed
to Hydraulic jumps [34]. Several studies have been made in order to predict the factors that
would lead to the formation of a turbulent hydraulic jump on a continuously stratified flow for
a domain with a flat bottom [34, 35] as well as flows over large amplitude topographies [32, 17].
Many studies on flows with hydraulic jumps neglect the effects of Earth’s rotation; however,
evidence has been found in observations of hydraulic jumps in Hood Canal [27] and the Strait
of Gibraltar [12] that prove that rotation can significantly influence the flow. Earth rotates with
an angular speed of approximately Ω = 7.292 × 10−5rad/s along a central axis that crosses its
surface at the geographic North and South poles; although the effects of this rotation are often
neglected in the analysis of many fluid flow problems, this parameter is of special importance
in the study of large-scale geophysical flows, along with the vertical density stratification of the
fluid medium. Geophysical fluid dynamics deals with both compressible flows by studying the
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atmosphere and incompressible flows by studying oceans and other large bodies of water. The
commonality of both is the fact that rotational effects and density stratification are dominant
and lead to phenomena that can be difficult to reproduce in a scaled laboratory setting.
Predicting the formation of internal hydraulic jumps in nature requires consideration of
many complicating factors such as the depth of the flow, the density distribution, the three-
dimensionality of the flow, and the existence of bottom topography [17]. This project looks
into how Earth’s rotation influences the structure and mixing of internal hydraulic jumps in
channel flows. The rotation effects are included in the Navier-Stokes equation using the Cori-
olis Parameter ( f = 2Ωsinθ), which varies depending on the location on Earth (latitude θ),
with channels situated in the northern hemisphere having positive values and channels in the
southern hemisphere having negative values. For the purpose of the numerical simulations, the
latitude for channels such as Hood Canal and the Strait of Gibraltar are measure from a point
located at the centre of the channel at the location of the sills in which internal jumps where
observed in these locations [27, 12]. The effect of Earth’s rotation on internal hydraulic jumps
with various parameter values will be investigated, focusing on values that are similar to Hood
Canal and other jumps found in the environment.
1.1 Literature review
The literature covering theoretical and numerical investigation of hydraulic jumps is vast, en-
compassing single layer flows, stratified flows where buoyancy effects are dominant, and in
flows where rotational effects are relevant. Research on the latter mainly focuses on single or
one-and-a-half layer (where the upper-layer is stagnant and infinitely deep) hydraulic flows;
how rotation affects the structure and especially mixing of internal hydraulic jumps has not
been thoroughly investigated.
4 Chapter 1. Introduction
Hydraulic jumps in open channel flows have been observed as early as the fifteen-hundreds
by Leonardo da Vinci, and the first modelling attempts of this phenomenon are attributed to
Bidone [6], who derived a mathematical expression relating the change in level to the change in
speed of the flow with data obtained from a physical model of a hydraulic jump on the surface
of a fluid. Although Bidone’s equation did not agree with the experimental data, later work
by Bélanger [10] used Bidone’s experiments and the principles of momentum conservation to
expand on the original equation. Bélanger arrived at an expression that accounted for head loss
of the flow. Bakhmeteff and Matzke [3] used the principles of dynamic similarity to the gen-
eral characteristics of the jump in terms of a dimensionless constant (the kinetic flow factor)
analogous to the Froude number (Fr). The turbulence associated with hydraulic jumps is inves-
tigated in earlier works by Rouse et al. [8]. The experiments conducted by Rouse et al. used air
to separate the effects of air entrainment from the turbulence generated solely by the jump, and
greatly added to the knowledge of energy transformations happening inside the jump. More
recent work expands on these theories in order to predict the formation of surface and internal
hydraulic jumps, and combine experimental and numerical methods to verify the validity of
the theoretical models. This work will focus on internal hydraulic jumps in stratified flows.











Figure 1.2: Internal Hydraulic Jump
Internal hydraulic jumps in continuously stratified flow (Fig 1.2) have been observed in
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channel flows in nature. Gregg and Pratt [27] have studied the continuously stratified flow
around the sill of Hood Canal using bathymetry observations and existing theories to explain
some of their observations. They found hydraulic responses that resemble hydraulic jumps due
to the flow going from critical and slightly supercritical near the crest to supercritical down-
stream of the sill face to strongly subcritical as the depth of the channel increases. Although
some aspects of their data, due to the complexity, suggested that different conclusions can be
made about the hydraulic behaviour around the sill of Hood Canal, Gregg and Pratt agree that
more idealized simulations of Hood Canal that take into account the geometry of the topogra-
phy and the time dependence are necessary for clarification.
Klymak and Gregg [15] conducted experiments on a sill at the Knight Inlet (KI) channel
using acoustic profiles and data obtained by rapidly profiling conductivity-temperature-depth
vehicles (CTD). The aim of the experiments were to investigate the three-dimensionality of
the flow over a sill and to verify the assumption that cross flow variations are not significant
in flows around a sill. Klymak and Gregg found strong recirculation in the flow, which was
unexpected given the simplicity of the sill, and strong three-dimensional flow in this channel.
Volume and energy budgets are calculated to depict the strength of the recirculation, the source
of water into the middle, wedge-like layer, and the amount of energy dissipated in the lee of
the sill. Vorticity budgets are also calculated that indicated that the vorticity in this channel
can be attributed to boundary layers. In addition, the authors also postulate the existence of a
three-dimensional hydraulic jump starting from the lee of the sill and that is curved in space,
which accounts for some of the dissipation in the energy budgets.
Numerical simulations were conducted modelling the flow past the sill of Knight Inlet (KI)
by Stashchuk and Vlasenko [31] to explain the contribution of small scale instabilities in the
formation of solitary waves and flow separation. They used a fully non-linear, non-hydrostatic
numerical model of the Reynolds Averaged Navier-Stokes equations with the Boussinesq ap-
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proximation, similar to the present work. The domain of the simulation was two-dimensional
and included a realistic model of the KI sill, and stratification based on previous observations
during summer and winter seasons. This study showed that solitary waves are a results of a hy-
draulic jump forming at the landward side of the sill, proving that these waves are not entirely
a result of instabilities.
Sánchez-Garrido et al. [12] modelled three-dimensional stratified flow on the main sill of
the Strait of Gibraltar in order to study three-dimensional effects caused by transverse varia-
tions in the bottom topography and by the rotation of Earth, since the width of the channel is of
the same order of magnitude as the Rossby radius of deformation. Sánchez-Garrido et al. used
the MITgcm tool to solve the fully non-linear, non-hydrostatic Navier-Stokes equations with
the Boussinesq approximation and the exchange flow is obtained by imposing mean velocity
values extracted from previous models and observations. For moderate tidal forcing, hydraulic
jumps were observed at the Camarinal Sill area of the strait; an isopycnal line over the sill
shows that at two distinct, parallel sections the isopycnal develops differently into jumps, which
depicts the three-dimensional behaviour of the flow in the Strait of Gibraltar. More hydraulic
jumps were observed at other locations of the strait due to the existence of other topographies.
The criticality of the flow revealed that these jumps form when the subcritical-to-supercritical
transition at the sill turns subcritical again further downstream of the sill, and this behaviour
is similar to the single hydraulic jump detected in the sill of Knight inlet. Wesson and Gregg
[13] also observed an internal hydraulic jump at the Camarinal Sill using data from advanced
microstructure profiler (AMP), and acoustic Doppler current profiler (ADCP). The jump was
the main source of mixing west of the sill, resulting in a significant amount of turbulence, par-
ticularly during spring tide.
Gregg and Özsoy [28] investigated the Pre-Bosphorus channel to verify how accurate are
some of the common hydraulic assumptions in describing the flow in this passage. The Bospho-
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rus is characterized by an exchange flow between two different seas and the authors speculate
that friction and the irregular depths along the channel may have effects that are not predicted
in hydraulic theory. Although rotation is not a crucial factor in this channel, this work still pro-
vides relevant insight into how the existence of topography, bends, and narrowing can affect the
mixing at the interface of the stratified flows, which is related to the present work. A hydraulic
jump was observed on the flow past the North sill of the Bosphorus and it indicated that in this
section of the channel, the flow is hydraulically controlled. Gregg and Özsoy concluded that
the flow in the Bosphorus is far from what is predicted by simplifications made in the hydraulic
theory; however the existence of hydraulic jumps and other simple hydraulic controls indicate
that the theory holds in some parts of the channel. They also conclude that bottom friction,
bends, and topography had great influence in the mixing and in explaining the lack of control
in the flow on the channel.
1.1.2 Hydraulic jumps in non-rotating flows
The theory of hydraulic jumps at a density interface of a stratified fluid has been discussed in
previous papers using different two-layer approximation theories with shock-joining models to
match conditions upstream and downstream of a jump. These theories are highly simplified,
two-dimensional, and do not take into account the internal dynamics of the jumps. This prob-
lem is usually solved using conservation of energy and momentum flux across the hydraulic
jump. The resulting set of equations is not closed because either the free surface elevation, or
the surface pressure is a 2 lid is imposed, can change across the jump. To close the set of equa-
tions, energy flux across the jump is considered, and different theories arise as a consequence
of assumptions made on how the energy dissipation is distributed between the layers.
Wood and Simpson [9] proposed a model where energy conservation occurs in the contract-
ing layer. The authors discuss the difference between two theories describing hydraulic jumps
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in two-layer flows where entrainment is nonexistent, and consider two different experiments
- one with a jump moving into a stationary medium, and other with an obstacle being moved
across the medium, creating a jump behind it. The first experiment agreed reasonably with the
theories, indicating that the loss of energy in the upper layer was negligible, and the second
experiment ended with a similar conclusion. Both theories lead to similar results for jumps
with small values of shear. This model is from now on referred to as the WS theory.
In contrast, Klemp et al. [11] postulated that energy be conserved on the expanding layer
(KRS theory). To determine an expression for the bore speed, the horizontal momentum con-
servation equation is integrated across the bore, and the resulting expression is integrated ver-
tically from the bottom (h = 0) to the top of the channel (h = d) to obtain Eq 1.1
∫ d
0
(pr + ρU2)dz =
∫ d
0
(pl + ρu2l )dz (1.1)
where the subscripts r and l indicate positions far after and far far behing, respectively, of the
leading edge of the bore; d is the height of the channel, ρ is the density, u is then x-velocity, p
is the pressure, and U is the bore speed; the Bernoulli equation was applied to the flow, with







 U2 − g′(h f − ha) (1.2)
where ∆Pd = pl(d) − pr(d) is the surface pressure drop across the bore, assuming a rigid lid,
ρ̂ = ρ2 is the density of the upper layer, and g′ is the reduced gravity. The subscript f indicate
a location downstream of the domain and a a location upstream. Both expressions were then
combined to get the a relation for bore propagation speed U in a frame of reference moving




h f (d − h f )(2d − h f − ha)
d(h f d + had + h2f − 3hah f )
. (1.3)
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Eq 1.3 was compared to theories and laboratory experiments performed by Wood and
Simpson [9], and Rottman and Simpson [16] on open channel hydraulic flows. Klemp et al.
concluded that, in the range where the ratio of upstream and downstream height h f /ha of the
lower layer is small, this assumption is in good agreement with the laboratory data. The re-
lations obtained are applied to uniform flows in which the velocity remains constant within a
layer a distance before the bore; the authors expand this model to include the effects of turbu-
lent mixing at the interface. Numerical simulations are also discussed for the case of a dam
break using a two-dimensional non-hydrostatic Boussinesq model, which further supported the
assumption of energy conservation in the expanding layer.
Borden and Meiburg [40] proposed another model in which the energy conservation as-
sumption is not necessary, and instead, the flux of vorticity at the bore front is considered
along with the mass and momentum conservation equations - the vortex sheet model (VS the-
ory). The 2D vorticity equation for Boussinesq flows is given by




where ω is the vorticity perpendicular to the 2D plane, and given by ω = ∂w∗
∂x −
∂u∗
∂z , and ρ∗ is the
dimensionless Boussinesq density. This equation is integrated over a control volume defined
around the bore, and the authors assume that all of the vorticity is produced at the interface of






′(h f − ha). (1.5)
The conservation of mass and momentum equations combined with Eq 1.5 is sufficient
to determine an expression for the front velocity of the bore speed (Eq 1.6), unlike the WS
and KRS theories where an assumption on where energy would be conserved had to be made.
Comparisons with a DNS of internal bores modelled by Borden et al. [16], in which the walls
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are treated with the free-slip boundary conditions and the initial density field is set using a
two-dimensional Gaussian function, revealed that the VS theory is more accurate in predicting
the vorticity flux in the region just ahead of the bore. However, this model proved to be not as




2h2f (h f − d)
2
hah f d − 2h2ah f + h2ad
. (1.6)
All of the previous models assume there is no vertical shear in the upstream velocity pro-
file. Ogden and Helfrich [18] used these theories to simulate hydraulic jumps in flows with
upstream shear and determine how well they can predict the behaviour of the jumps in such
flows. They note that investigating the effects of upstream shear is relevant because it is present
and important in flows in nature, particularly in channel flows for which velocity shear devel-
ops due to stratified flows over topography. The theories previously mentioned are modified to
include the effects of the upstream shear (the upper and lower layers move at distinct velocities
u1 and u2); the problem is formulated by two immiscible layers of different density in which a
hydraulic jump happens in the lower layer of density ρ1.
The theories discussed in [18] do not take into consideration the flow within the jump,
which involves non-hydrostatic effects and mixing; hence numerical simulations of the Navier-
Stokes equations that take into account non-hydrostatic processes, turbulence, and mixing in
the transition from critical to subcritical flow were conducted. The simulation results were
compared directly to the two-layer models and they found that for moderate values of shear,
the simulations agree with the predictions of Klemp et al. [11], which states that large jumps
fall within the KRS theory’s prediction and smaller jumps within the WS theory’s. For high
values of shear, the simulations are better predicted by the WS and VS theories. The authors
noted that the two-layers theories do not fully predict the numerical simulations due to the fact
that they do not capture flow features like continuous velocity and density profiles, and the flow
within the jump. The theories also assume that there is no entrainment or mixing between the
layers, but this assumption is contradicted by strong vertical mixing in the numerical data. The
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energy drop across the jump for the numerical simulations was also found to not be accurately
predicted by any of the two-layer theories as upstream shear is indicated to affect the distribu-
tion of the energy dissipation. The mixing in these jumps was quantified using the cumulative
area integral of the buoyancy flux and the shear production, with more mixing being observed
in simulations with larger jumps.
Internal hydraulic jumps have also been studied for flows over topography by Ogden [17].
The two-layer theories were modified to include an instantaneous change in the bottom to-
pography of the domain to predict the formation of jumps. The theory predicted that bigger
changes in the depth of the domain led to larger jumps, and the solution space of these jumps
are also shifted to smaller values of the inlet flow velocity. The simulation results reason-
ably agreed with the two-layer theories; however, when a significant topography is included
it becomes difficult to apply the theories due to the lack of information on the downstream
parameters. The theories cannot predict the formation of jumps in nature and they do not allow
for the calculation of the mixing and the different qualitative types of jumps, so more realistic
simulations were conducted. The types of jumps observed were determined by the flow rate,
the stratification of the flow, and the topography. Mixing due to hydraulic jumps were also
studied by Ogden [17]. Previous studies by Lamb [20] say that wave overturning is the main
cause of mixing in Knight Inlet, while Doyle et al. [14] and Winters and Armi [21] also claim
that mixing in channel flow is caused by shear instability rather than wave breaking. The sim-
ulation results showed that the cause of mixing is determined in large parts by the thickness of
the intermediate layer and the downward slope of the topography, with thin layers and gentle
slopes developing shear instabilities.
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1.1.3 Hydraulic jumps in rotating flows
Gill [2] uses hydraulic theory to study flows in a rotating channel with gradual change in
the cross-sectional area in order to determine the depth of the fluid layer as it moves over
topography. An important aspect of this study is the fact that it considers the vorticity of the
flow, unlike most of the previous studies. The flows is considered to be three-dimensional,
inviscid, and with uniform density; however, this solution is also applicable to two-layer flows
in which the upper layer is infinitely deep and stagnant, if the reduced gravity is used (g′ = g∆ρ
ρ0
,
where ∆ρ is the difference in density between the layers and ρ0 is a reference density). Due
to the rotation, the flow near each wall is expected to be confined within boundary layers
near the left and right banks, and each boundary plus the height of the flow far from them
are taken as the parameters that described the flow upstream of the domain. The problem is
first approached by applying the hydraulic theory to a non-rotating similar domain and then
extending the assumptions to a more general case. For the non-rotating case, a hydraulic jump
is needed to justify the assumption that the downstream surface levels vary slowly with y, and
to justify the loss of energy between upstream and downstream of the domain. The extension
to the rotating cases is made by taking into account the fact that the surface level changes both
in the downstream direction and across the channel as a result of rotation, indicating that the
flow variables will depend on two coordinate values. A governing equation is obtained whose
solution define the surface level profile of any cross-channel section
4ψ̂i + 2D̂∞(∆ + D − D̂∞) + (tD)−2 + t2(D − D̂∞)2 = 0, (1.7)
where ψ̂ is the defined stream function, D̂∞ is a constant value defined as the depth at which
relative vorticity is zero, D is the average of the surface height at each side of the channel,
∆ = hu − h and hu is the depth far upstream of the channel, and t = tanh w is the hyperbolic
tangent of the channel width.
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Separation from the left side wall (when rotation is positive) occurs when the depth of the
flow on one side of the channel reaches zero, and for large channel widths and rotation rates,
the flow can separate from the left side of a rectangular channel. Since one of the conditions for
Eq 1.7 to be applicable is the the depth be non-negative across the entire section, an adjustment
was made that allowed it to be applicable to flows is which separation occurs, or in which the
surface intercepts the bottom of the channel (for a rectangular channel):
4ψ̂i + 2D̂∞(∆ + 1 − D̂∞) + t−2e + t
2
e(1 − D̂∞)
2 = 0, (1.8)
where the subscript e indicates the channel width at which separation occurs. Applying the
Bernoulli equation at the interior of the channel, gives the value of hu as
D̂∞ − hu = 2D̂−1∞ ψ̂i, (1.9)
transforming Eq 1.8 into
D̂2∞t
2
e + 2D̂∞(1 − t
2
e − hu + ∆) +
1
t2e
+ t2e = 0 (1.10)
These equations are used in the present work, for the simplified two layer cases with up-
stream shear, to estimate when separation might occur in two-layer flows with an imposed
hydraulic jumps in order to include separated jumps in the qualitative analysis of jump struc-
tures. This theory is not directly applicable to the simulations in the present work because Gill
assumes that the flow has a passive, infinitely deep upper layer, and the equations are based on
knowledge of the upstream reservoir, which does not exist in the simulations described here.
Pratt [22] studied the transient response of a homogeneous flow in a rotating channel with
a varying cross-section when an obstacle is suddenly introduced. The approach consisted of
a series of derivations of semigeostrophic equations that characterize the flows, the numerical
solutions for these equations, and a predictive model for flows in which the obstacle causes
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complete blockage. In the numerical simulations, the initial conditions are that of a subcritical
flow, and the obstacle is introduced at t = 0. The resulting flow is studied using a finite-
difference method applied to the two-dimensional shallow water equations. The solutions of
these equations revealed that when the height of the obstacle is bellow a critical value, ob-
tained from the theory, two Kelvin waves form that propagated upstream near the left wall and
downstream near the right wall. These waves only cause temporary disturbances, with the flow
returning to the initial conditions after they move away from the domain. For obstacle heights
past the critical value, the introduction of the obstacle causes bores to form in each wall in a
similar manner as the Kelvin waves. The bores then move away from the topography leaving
the steady-state solution with a hydraulic jump in the lee of the obstacle. The jump was shown
to be higher at the left wall, decaying towards the opposite wall as a consequence of the rotation
of the channel. Pratt also develops a shock theory connecting the upstream and downstream
conditions for this rotating flow; these theories don’t take entrainment of an upper-layer flow
that was considered in the laboratory experiments of Long [] and are therefore considered to
better depict single layer flows with free-surface hydraulic jumps. The development of these
theories proved to be difficult mainly due to the complex physical processes happening be-
tween the upstream and downstream regions.
More recently, Pratt et al. [23] conducted numerical studies that considered the laboratory
experiments of Long [33] in the context of a rotating channel. The flow considered is steady
and single-layered, and a stationary obstacle is added and the adjustment caused by it is stud-
ied. An analysis is conducted using the hydraulic theory in order to predict obstacle height that
would influence the upstream conditions and cause flow separation. A range of flow conditions
were predicted based on the critical obstacle height including supercritical flows at the lee of
the obstacle with the possible existence of a hydraulic jumps, and flows that are initially at-
tached but separate just upstream of the obstacle. The numerical simulations solve the shallow
water equations and they show the formation of shocks, bores and hydraulic jumps in channels
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of different widths. For narrow channels, smaller values of Froude number deflect the stream-
lines at the top of the obstacle towards the right hand side (when looking in the direction of the
flow), and for large values the steady state flow either separates completely or only away from
the topography. Upstream influence in this case happens as predicted by the semigeostrophic
theory, and the disturbances in the upstream conditions are carried in the form of a Kelvin-
wave bore; these waves dissipate from the domain and give way to a hydraulic jump at steady
state conditions. Simulations with a larger width showed that flows remained separated at all
sections for a wider range of Froude numbers. When the height of the obstacle is increased
beyond the the predicted critical height, a transverse jump is observed as the flow detaches and
1 over the topography. The flow in wider channels is also separated for most Froude numbers
when the initial conditions are set as supercritical.
The transverse jumps mentioned above were also observed by Pratt et al. [25] when study-
ing a model of the flow in the Faroe Bank Channel. The study focuses on an MITgcm model
of the channel due to its use of realistic topography that may facilitate the generation of trans-
verse jumps. To assist with the discussion of the conditions on the Faroe Banks, a single layer
flow on a rotating, parabolic channel with a cross-section that narrows and widens in the flow
direction is modelled. The flow banks towards the right, when looking in the direction of the
flow, as it passes the sill, and as the channel widens, it remains continuous. The criticality of
the flow in this channel indicated that the transition of the flow past the widening is a transverse
jump. A similar conclusion is reached for the numerical simulation of the Faroe Banks out-
flow plumes; however, the transition is more gradual than what was observed on the parabolic
channel. Although the flow in this case is different than what is studied in this work (the upper
layer is deeper and relatively stagnant), the knowledge of it is still relevant. The flows depicted
in later sections of this work is two-layered, with each layer being of comparable depth and
having independent velocities set at the inlet; these flows are modelled after hydraulic jumps
that occur in relatively shallow channels in the environment.
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Figure 1.3: Mixing in internal hydraulic jump
A hydraulic jump at the interface of stratified fluids causes the initial properties in each layer
to change near the interface creating a new layer with properties resulting from the combination
of both layers (Fig 1.3). Understanding how this mixing of layers due to hydraulic jumps
is affected by rotation is one the main goals of this thesis. Previous work by Fleury et al.
[26] determined how rotation affects the mixing at the interface of a two-layer stratified flow
with a series of experiments. The mixing is caused in the laboratory by the turbulent motion
of one layer caused by an oscillating grid and the experiments determined some entrainment
laws for mixing when rotation is taken into account. The experiments are conducted on a
cylindrical tank fixed on a rotating table. Stratification is obtained using fresh at the start
and inserting salt water through the bottom of the tank after it started rotating. Two different
experimental configurations were obtained by varying the vertical position of the oscillating
grid. The experiments revealed that for Rossby numbers (Ro) less than 0.2, the rate of mixing
between the two fluids decreases with the addition of rotation for a given Richardson number
(Ri); for Ri numbers greater than 0.2 different results are generated based on the value of Ri,
but most observations show that entrainment rates decrease with the addition of rotation.
1.2 Gap in Current Knowledge
Although extensive studies have been done in rotational hydraulics, as mentioned in § 1.1,
most of them focus on single layer (homogeneous) flows, or one-and-a-half layer flows with a
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homogeneous moving lower layer and an infinitely deep, stagnant upper layer. Similarly, non-
rotating internal hydraulic jumps in two-layer flows, with and without upstream shear, have
also been studied. There is a need to expand the existing knowledge of internal hydraulics of
two-layer and continuously stratified flows with upstream shear to simultaneously include the
effects of rotation. Simulations for single layer flows show that hydraulic jumps on a rotational
channels can vary in amplitude across the width of the channel, and this work aims to verify that
a similar behaviour can be observed in internal jumps. In addition, the project also investigates
how the properties of the jump changes as we move through different points along the width of
the channel and determine if the data collected at the centre of the channel is representative of
the entire channel width in describing the nature of rotational flows. The variation in mixing
across the width of the of the channel will be investigated since mixing is one of the most
important effects of internal hydraulic jumps.
1.3 Thesis Objectives
The previous section showed that although there are considerable studies made in rotating
hydraulics, most them do not take into account continuous density and velocity profiles for
stratified flows with upstream shear. There is a need for CFD simulations describing the be-
haviour of internal hydraulic jumps under Earth’s rotation.
This thesis aims to study the changes in internal hydraulic jumps once rotation is consid-
ered. The first part of this study considers idealized hydraulic jumps so that the effects of
rotation can be fully separated from other mechanisms involved if flows with hydraulic jumps.
The first part is then extended to flows in which the flow past a sill develops shear between
the layers and a hydraulic jump as a consequence, much like the hydraulic jumps observed in
natural flows. The thesis reports on changes in the cross-channel configuration of the jumps,
the change in mixing with increasing rotations and across the width of the channel, as well as
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comparisons between the two-layer theories described in §1.1.
1.4 Relevance of the Problem
This project benefits society because it provides a better understanding of the environment.
By studying the relation between Earth’s rotation and continuously stratified channel flows,
specifically ones with internal hydraulic jumps, better predictions can be made about how open
channel flows can affect the conditions of the surrounding environment and the livelihood of
the local inhabitants. The results can also be used to provide guidance in projects in coastal
engineering and other related industrial and research projects. The accuracy of extrapolated
observations, which are often collected along a single section along a channel, will also be
improved by an understanding of how rotation affects the cross-channel variation.
Rotational hydraulic are also relevant in oceans; because of their large scale, they play a
part in global temperature regulations, with the formation of deep-water being an indicator and
regulator of global climate change, and a number deep-water flows take place over sills and
passages where rotational effects are important in understanding their dynamics [23]. Hence,
the results of this study can contribute in understanding temperature regulation due to oceanic
flow.
Investigating the mixing between the fluids of different layers is important because this
is an aspect of internal hydraulic jumps that affects properties of the water such as salinity,
temperature, and what nutrients are available for marine life [17]. This research can also help
oceanographers and meteorologists study the environment because it can provide additional
information on phenomena in channel and passage flows that have adverse consequences, such
as the decrease in the concentration of oxygen in the waters of Hood Canal that often lead to
marine life being killed and causing public alarm [27]. To deepen the knowledge into differ-
1.5. Thesis Outline 19
ent hydraulic controls in natural flows and create solutions of great geophysical relevance it is
necessary to expand on current studies to include a wider range of flow parameters.
1.5 Thesis Outline
To study the effects of rotation on flows with hydraulic jumps, simulations with two distinct
topographies are conducted, and the results are compared to previous results from literature.
In chapter § 2, the domain is rectangular and the flow is more idealized, and in chapter § 3
the focus is on more realistic flows, with a rectangular cross-section and a topographic sill in-
cluded. A topographic sill is included near the outlet of the domain in both sets of simulations
to isolate the hydraulic jump from the outlet boundary condition, but in § 3 the fluid flows over
a sill within the domain, allowing shear between the fluid layers to develop naturally, resulting
in a hydraulic jump in the lee of the sill in a similar manner as the hydraulic jumps in the en-
vironment are generated. The hydraulic jumps in chapter two are imposed in the two-layered
flow and allowed to develop over time until a steady solution is achieved. Although these cases
are much simpler than what is observed in nature, they still useful in this work because they
demonstrate the different types of jumps that might be observed in more realistic cases, and
help predict important jump properties by varying a smaller number of parameters. The effects
of rotation are studied by looking at along-channel planes corresponding to different positions
along the width of the domain, to determine predicted changes in height, qualitative jump type,
and the amount of mixing across the jump. Each slice is also compared to the existing theories
to determine how well they can predict the formation of the jump at different locations of the
domain. Previous studies performed show that some flows with rotation may separate from
one of the walls; in the present work, simulations are run to illustrate the structure of jumps in
separated flows.
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Since the simulations in chapter § 2 are highly simplified, more realistic simulations that
include topographic effects and more realistic rotation values are used that can be compared to
the flows described in § 1.1.1 in chapter § 3. The effects of rotation in these flows are expected
to be similar to what is observed in the previous sections, so the domain is also divided into
different sections across the width of the domain. The lowest values of the rotation parameter
on these simulations are determined from the flow observed in Hood Canal and other nature
flows in which rotational effects are relevant. The change in the qualitative types of jumps and
in mixing values are analyzed for the different simulations and compared to observations of




This chapter investigates the effect of rotation on internal hydraulic jumps. The simulations are
highly idealized so that the effect of rotation can be isolated from other factors, such as channel
width variation, bottom friction, inlet turbulence intensity, complex stratification and velocity
profiles. The effect of rotation on the jump structure and the amount of mixing that occurs in
the jump, and how these vary across the channel width and with increasing rotation values, will
be investigated.
In channel flows, faster moving fluid tends to bank to the right due to rotation when looking
in the direction of the flow. This flow banking will change the layer thickness across the width
of the channel upstream of the jump, possibly changing the qualitative jump type that might
occur, which will affect the amount of mixing that will be produced at that position across the
channel width. Rotation of stratified fluids tends to decrease the amount of diapycnal mixing
that occurs [26], so increased rotation is expected to decrease the amount of mixing that occurs
in internal hydraulic jumps with rotation. These hypotheses and possible interactions between
the factors will be explored.
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2.1.1 Governing Equations
The current work extends the study on non-rotating internal hydraulic jumps in two-layer flows
by Ogden and Helfrich [18] to investigate the effect of rotation. Ogden and Helfrich [18] ex-
tend existing theoretical shock-joining solutions to include upstream shear, and compare them
to numerical results obtained from 2D and 3D simulations of quasi-steady hydraulic jumps
that develop from an imposed transition. They consider two-layer theories, and compare them
to continuously stratified, but nearly two-layered simulations in which the jump occurs at the
transition from the denser to lighter fluid. The simulations were two- and three-dimensional,
and were conducted using the CFD code Gerris, with an isotropic grid composed of 256 (2D)
or 128 (3D) points in the vertical direction. The simulations fall into a category known an im-
plicit large-eddy simulations (ILES) in which no explicit subgrid-scale model is added in the
solution of the Navier-Stokes equations. The numerical dissipation that comes with the higher-
order, non-oscillatory, finite-volume Gudonov schemes have a behaviour on smaller scales that
is close to a subgrid-scale model [1]. The turbulence in the simulations is then modelled by
the numerical error. Several studies have been made on the effectiveness of ILES, most of
the comparing their performance to direct numerical simulations (DNS) and more traditional
large-eddy simulations (LES) [1, 36]. Mixing and kinetic energy dissipation were compared
between DNS and ILES simulations for turbulent, stratified flow in a shear layer with very
good agreement being found between the two models [38].
Gerris is an open-source CFD tool that combines the use of quad/octree discretization, a
multilevel Poisson solver used for solid boundaries in combination with a cell-merging tech-
nique for advection schemes, and a projection method used for uniform grids [37]. This tool
was chosen for this work because it allows the meshing of complex boundaries, such as the
existence of a topography at the bottom of the domain, by using mixed cells that are cut by
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the solid boundary [37]. This modelling tool is used to solve the incompressible Navier-Stokes
equations in a rotating domain. The Boussinesq approximation is also used for the density
stratification of the fluid. The upper and lower wall are treated as free-slip surfaces with no
flux of the density going through them. The governing equations are
∇ · u = 0, (2.1)
∂u
∂t
+ u · ∇u = −
1
ρ0
∇p + ν∇2u +
g(ρ − ρ0)
ρ0
k − 2Ω × u, (2.2)
∂ρ
∂t
+ u · ∇ρ = κ∇ρ, (2.3)
The velocity vector u is broken into the cartesian components u in the horizontal direction,
v in the transverse direction, and w in the vertical direction. The expression g(ρ−ρ0)
ρ0
is the re-
duced gravity g′. ν is the kinematic viscosity, and κ is the density diffusivity, which are both set
to 0 in the simulations presented here. This is discussed further in section §2.2. The density
is this study is treated as a scalar that is allowed to advect and continuously change as the flow
develops.
The Coriolis force can be expressed in terms of the Coriolis parameter f , which varies with
latitude θ , as
(2Ω × u)x = −(2Ωsin(θ))v = − f v (2.4)
(2Ω × u)y = (2Ωsin(θ))u = − f u (2.5)
(2Ω × u)z = −(2Ωcos(θ))u (2.6)
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with the Coriolis force in the z-direction considered negligible when compared to the other
terms in the right hand side of the z-momentum equation. The direction of the angular velocity
Ω is depicted on Fig 2.1.
Figure 2.1: Direction of the rotation of the Earth
The significance of the effects of rotation in a stratified flow is determined by the width
of the channel compared to the internal Rossby radius of deformation, which compares the
strength of the stratification, given by the buoyancy frequency (N), to the strength of rotation,
given by the local Coriolis parameter ( f0). For a continuously stratified medium, the Rossby





where H is the lengthscale, n is the mode of the jump (with mode one jumps being the primary
focus of this work), f0 is the Coriolis parameter at the latitude of the flow, and N is the Brunt-
Väisälä, or buoyancy frequency given by







and it describes the frequency at which an object that is displaced from a density interface
would vibrate in the vertical direction. The density of the fluid ρ decreases as the height z
increases, leading to dρdz < 0.
To estimate the Rossby radius of deformation in the flows considered here, for which the
density gradient varies through the depth of the flow, dρdz ≈
−(ρmax−ρmin)
H will be used, where H is









where g′ is the reduced gravity. When the width of the channel is comparable or larger than
the Rossby radius of deformation, the effects of rotation are expected to be non-negligible.
2.2 Domain of Simulation and Computational Method
The domain of the simulation is illustrated in figure 2.2 by the dimensional quantities. A con-
tinuously stratified flow with a thin transition from dense water to light water moves into the
domain from the inlet on the left side. In the along channel direction, a smooth increase in
the depth of the lower layer is initially imposed, which forces the flow downstream of the hy-
draulic jump to transition to supercritical so disturbances are less likely to reflect off the outlet
and propagate back into the domain. The top of the domain is approximated as a rigid lid be-
cause surface level variations are typically much smaller than the size of the internal hydraulic
jump; the change in surface level that would occur in an open channel flow will appear as a
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pressure change at the top of the domain in the simulations..
The governing equations are non-dimensionalized using the upstream lower layer depth
d1a as the length scale,
√
g′d1a as the velocity scale, and combining those,
√
d1a/g′ as the time
scale. The two-layer Boussinesq limit of the problem, where the Boussinesq approximation
is valid, can be fully described by four non-dimensional parameters in the frame of reference
moving with the jump: the upstream lower layer velocity U0, the upstream velocity difference
between layers s, the total depth of the domain r−1, and the lower layer downstream depth R














Figure 2.2: Domain of Simplified Simulations (not drawn to scale)
The domain is a rectangular channel and extends in the horizontal direction from x = 0
to x = 16r−1, in the vertical direction from z = 0 to z = r−1, and finally, in the transverse
direction from y = 0 to y = r−1. The topography near the outlet occurs well after the jump, and
is therefore not shown in plots of the resulting flow. The simulation is initialized with a smooth
transition region that develops into an internal hydraulic jump. The initial non-dimensionalized
velocity field is given by






(1 − tanh[λ(z − d1(x))]) (2.11)
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where d1(x) is the interface location and is given by















(r−1 − 1)(U0 − s)
r−1 − d1(x)
(2.13)
with xo marking the initial location of the imposed hydraulic jump.
The initial density field is given by
b(x, z, t = 0) =
1
2
(1 − tanh[λ(z − d1(x))]) (2.14)
The initial vertical velocity has a no penetration boundary condition at the top and bottom
of the domain, which are also considered free-slip surfaces, and it satisfies the continuity equa-
tion within the interior. The inlet conditions are defined by equations 2.11 and 2.14 evaluated
at the position where x = 0. The velocity profile at the inlet is not turbulent for any of the
simulations, and most of the turbulence is expected to develop in the jump region and resolved
by the ILES. Turbulent intensity at the inlet is also typically relevant when the k − ε model
is applied, which is not the case here. At the outlet of the domain, a Neumann condition is
applied to the density and velocities with the pressure being hydrostatic. This allows the flow
to propagate out of the domain as if the channel continues. The topographic bump near the
outlet transitions the flow back to supercritical, preventing waves from reflecting off the outlet
boundary back into the domain. The refinement at the outlet of the domain is coarser with 64
cells in the vertical direction in order to diffuse waves ahead of the open boundary. Ogden
and Helfrich [18] tested various domain lengths in order to ensure that disturbances due to the
open boundary condition at the outlet do not propagate to the hydraulic jump. The size of the
time step varies during each simulation, and is selected such that the CFL number is kept at a
value no larger than 0.75 for all simulations. The viscosity ν and diffusivity κ are not defined
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explicitly for any of the simulations on the current work; instead, the code uses an implicit
LES method wherein the numerical error associated with the computational scheme effectively
parameterizes the turbulence as discussed on section §2.1.1.
The initial smooth transition develops into an internal hydraulic jump. Fig 2.3 shows the
initial density field and the instantaneous result for two distinct time steps. Once the jump is
fully developed, the time average of the flow can be analyzed. The jump front remains rela-
tively stationary when compared to the simulation results of [18], but the reference frame is
adjusted to account for movement of the jump, and the jump is analyzed in the frame of refer-
ence moving with the jump; the free-slip boundary conditions are necessary to allow for this
adjustment. The downstream topography affects the height of the jump in conjunction with the
speed of the jump front; for the resulting jump, analyzed in the frame of reference moving with
the jump, a set of upstream conditions produces a specific jump.
This work focuses on the results of three simulations with varying rotation rates, f . The
simulations are summarized in table 2.1, which shows the non-dimensional rotation rate, f
(non-dimensionalized using the time scale noted previously), and the four non-dimensional
parameters that fully describe a non-rotating internal hydraulic jump mentioned previously.
Because the turbulence is handled by the ILES, the Reynolds number (Re) is not very relevant
in describing the flow in this study. The initial velocity field is defined such that the flow is
supercritical just before the transition, and subcritical after the transition. For each simulation,
the parameters other than the rotation are kept constant so the effect of rotation can be deter-
mined. The results for the 3D simulations are analyzed at different x−z slices corresponding to
different values of y, or positions across the width of the channel, because the flow is expected
to vary across the transverse direction due to the effects of rotation.
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Simulation Name f r s U R
baseSimulation1 0.025 0.1 1 2 3.4
baseSimulation2 0.05 0.1 1 2 3.4
baseSimulation3 0.1 0.1 1 2 3.4
lowerShear1 0.025 0.1 0.5 1.48 3.4
lowerShear2 0.05 0.1 0.5 1.48 3.4
lowerShear3 0.1 0.1 0.5 1.48 3.4
lowerShearHeight1 0.025 0.1 0.5 1.67 2.7
lowerShearHeight2 0.05 0.1 0.5 1.67 2.7
lowerShearHeight3 0.1 0.1 0.5 1.67 2.7
Table 2.1: Summary of simulation parameters
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Figure 2.3: Instantaneous results for lowerShearHeight2 at y = 2 (top), and y = 8 (bottom)
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Convergence Study
The simulations in this work were conducted using Gerris, an open source tool that can solve
a multitude of problems using adaptive quad/octree meshes, in which a single cell or internal
node in two(three) dimensions can be subdivided into four(eight) subcells or children during
refinement. Gerris also allows a combination of parallelism and adaptivity; the first is achieved
by dividing the global mesh of the simulation into subdomains for which a single processor
is assigned per subdomain. The subdomains communicate through their common boundary
either by assigning the adjacent quadtrees to the same processor, or having them assigned to
different processors - the last option creates a ”ghost layer” on the interface of the quadtrees
where different boundary conditions can be applied [5]. There are many advantages to this
solver, including the relative ease in applying interface-tracking methods such as highly accu-
rate volume-of-fluids [5]. Discretization in Gerris is achieved by applying an initial level of
refinement to each of the subdomains or boxes (cubes for 3D cases) of length L = 1. This
produces an isotropic grid, which can then be stretched by a unique factor in each spatial di-
mension (for the rotation cases the stretch in each dimension is sx = 10, sy = 10, and sz = 10).
Grid convergence was performed to minimize the discretization error in the numerical sim-
ulation. The study was conducted using two-dimensional cases instead of the three-dimensional
simulations discussed in this work as they take significantly less time to reach a steady state
solution. In addition, most of the changes in the physics of the flow in the three-dimensional
simulations are expected to occur in the stream-wise direction, so to minimize the computa-
tional costs the two-dimensional simulations can be used to determine the level of refinement
needed for the other cases. Three levels of refinement were used to perform the grid indepen-
dence study - a coarse mesh with 26 cells in each direction, a medium mesh with 27 cells and a
finer mesh with 28 cells. These grids have a refinement ratio of r = 2 which is well above the
widely recommended minimum of r = 1.3 [30]. The change in the interface and the amount of
scalar variance production, which is discussed in sections §2.3.1 and §2.3.2, respectively, are
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obtained for each grid. The amount of change in the solution resulting from the mesh refine-
ment is depicted in Fig 2.4.
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Figure 2.4: Convergence study. a) Interface height. b) Scalar variance production
The change in the location of the jump and the location of the interface were the determin-
ing factors in selecting the appropriate level of grid resolution. The change in the solution be-
tween the medium and finer meshes is considerably (Dmed f ine = 0.231) smaller than the change
between the coarser and medium meshes (Dmed f ine = 0.768) (Fig 2.4a). Despite the agreement
in the position of jump position, there is still significant variation in the height of the interface
downstream of the jump within each simulation; this is because the finer grid captures more
details of the interface variation. A longer averaging time would smooth the downstream in-
terface more. The scalar variance production, which quantifies the amount of mixing involved
in the jump, is a result of the turbulent nature of hydraulic jumps (Fig 2.4a). As the grid
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gets finer, more of the turbulence is resolved by the simulation, which increases the amount of
calculated scalar variance production. The plots of scalar variance production are expected to
converge as the resolution of the grid is increased. However, convergence would require direct
numerical simulations (DNS), which are beyond the scope of this work. A reasonably well
resolved simulation with grid convergence in the jump location and interface height will allow
trends in the amount of mixing due to varying rotation to be identified. A grid resolution of
27 cells is therefore selected because the amount of discretization error between the two finer
meshes, represented by a grid convergence index (GCI) [30] of 0.7%, is considered acceptable
for the simulations in the present work.
2.3 Results and discussion
2.3.1 Interface height and qualitative types of jumps
As noted, the flow in each simulation is analyzed at three distinct locations across the width
of the domain: y = 2, y = 5, and y = 8. These points correspond to locations near the side
boundaries and at the centre of the channel because previous work by Pratt [22] and Pratt et al
[23] have shown that the behaviour of the flow varies across the width of the channel, and the
properties of the hydraulic jump are expected to vary in the same direction due to the influence
of rotation. The selected slices are chosen to sample the behaviour across the entire channel,
which extends from 0 < y < 10. However, the full three-dimensional flow is also provided in
Fig 2.5, which shows an isopycnal, or constant density, surface coloured by the downstream
flow velocity u. The height of the downstream interface for a fully developed jump, R̃(x), is





ρ(x, z) − ρmin
ρmax − ρmin
dz. (2.15)
34 Chapter 2. Idealized Simulations
Figure 2.5: 3D instantaneous hydraulic jump for baseSimulation2 (with f = 0.05) at t = 200. An
isopycnal surface of T = ρ−ρminρmax−ρmin is plotted, coloured by the horizontal component of velocity, u.
When analyzing the interface at the selected y positions (for the baseSimulation(1)(2)(3)
cases), it is apparent that the lower layer of the flow banks towards the right side of the channel
(for an observer looking in the direction of the flow), as expected for a flow in the northern
hemisphere. This is apparent in Fig 2.6, which shows R(x) vs. x at each y-position for a single
simulation in each subplot. The plots, shifted so that x = 0 just ahead of the jump, show that
and R(0) is largest for lower y values, which are closer to the right side of the domain. This
is most apparent in Fig 2.6b and c, in which simulation results with larger rotation rates are
shown. The cross-channel variation in the lower layer depth upstream of the jump increases
with the value of the rotation parameter f , with little change for the simulation with f = 0.025,
and increasing variation as f increases to 0.05 and then 0.1. The height of the interface down-
stream of the jump also varies across the width of channel, and this is more pronounced at
higher rates of rotation, as shown in Fig 2.6c. By taking an average of the interface height
downstream of the jump for each cross-channel position, the difference in jump height across
the width of the channel can be calculated (very small for baseSimulation1 ( f = 0.025), 0.610
for baseSimulation2 ( f = 0.05), and 0.894 for baseSimulation3 ( f = 0.1)). This difference in
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jump height variation across the width of the channel can be attributed solely to the increasing
value of rotation since no other parameters have been changed in the simulations illustrated in
Fig 2.6. Increasing the value of rotation results in more variation in the depth of the denser
fluid upstream of the jump, and therefore in the lower layer upstream velocity as well, which
results in a wider range of jump heights across the width of the domain. The along channel
velocity profile (Fig 2.7) indicates that the denser fluid moves faster at the left of the channel
upstream of the domain, and has a lower depth as well, which is expected based on energy
conservation.
The velocity profile also reveals that the banking of the fluid reverses between the upstream
and downstream locations. The denser layer moves faster upstream of the domain, and the
height of this layer at this location is greater on the right side of the channel (y = 2) than on
the left; however, this situation reverses after the transition with the height of the denser layer
being greater on the left side of the channel as the velocity in that area decreases.
The solution of the additional simulations, designed to capture a more complete range of
qualitative jump types, demonstrated that the trend observed at the interface in the baseSimula-
tion(1)(2)(3) cases remains unchanged when initial upstream shear ŝ and the initial downstream
height R̂ are reduced. The interface on the lowerShearHeight(1)(2)(3) cases, shown in Fig 2.8,
shows a similar cross-channel variation as the previous cases except in the lowest range of ro-
tation values (Fig 2.8a). At this value, lowerShearHeight1 ( f = 0.025) shows more variation
in the structure of the interface at the y = 2 position and considerable change in height when
compared to its counterpart baseSimulation1. This change in structure of the rightmost slice is
consistent with observations made by Ogden and Helfrich [18] who reported that smaller jumps
or jumps with lower values of upstream shear s, tend to produce undular bores (discussed in the
following paragraphs). The increased rotation values on the simulations with lower shear and
lower downstream height also increase the difference in height across the width. For the case
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Figure 2.6: Averaged interface heights along the channel for each of three positions across the width
for a) baseSimulation1 averaged from t = 300 − 351; b) baseSimulation2 ( f = 0.05) averaged from
t = 300 − 350; c) baseSimulation3 ( f = 0.1) averaged from t = 100 − 200.
with the highest rotation value ( f = 0.1) (Fig 2.8c), the height difference is slightly higher than
in the baseSimulation3 case (Fig 2.6c). The structure of the interface remains consistent in the
cases with higher rotation rates when compared to the previous cases. The cases where only
lower shear values were considered (lowerShear(1)(2)(3)) show the least variability in both the
height difference and the structure of the interface across the width (Fig 2.9). Although the
trend of increasing height difference with increasing rotation values is maintained, the change
is less drastic than in previous cases. The structure of the interface remains virtually unchanged








































Figure 2.7: Along channel instantaneous velocity field for baseSimulation3 at time t = 125. a) y = 2;
b) y = 5; c) y = 8;
at different y values for all rotation values in these simulations.
Ogden and Helfrich [18] identified four different qualitative types of jumps that may de-
velop from flows with positive shear (s > 0); the expanding layer moves faster than the con-
tracting layer), namely Undular Bores (UB), Smooth Front Turbulent Jumps (SFTJ), Fully
Turbulent Jumps (FTJ), and Conjugate-state transitions (CS). The main characteristic of UBs
is a train of solitary-like waves which decrease in amplitude until a uniform lower layer depth,
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Figure 2.8: Averaged interface heights along the channel for each of three positions across the channel
width for a) lowerShearHeight1 ( f = 0.025) averaged from t = 365 − 395; b) lowerShearHeight2
( f = 0.05) averaged from t = 325 − 375; c) lowerShearHeight3 ( f = 0.1) averaged from t = 125 − 170.
which is larger than the upstream depth, is achieved; these jumps are also characterized by
small amounts of mixing. The SFTJ has a smooth wave-like front with a small counter-
clockwise recirculation region just downstream of the bore front, and a moderate amount of
mixing is associated with these jump types. The FTJ features an overturning leading edge, and
as in the case of the SFTJ, the region downstream of the bore front is fully turbulent with con-
siderable amounts of mixing. CS transitions are smooth wave-like transitions which conserve
energy across the jump. The authors also note that simulation results showed that for low val-
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Figure 2.9: Averaged interface heights along the channel for each of three positions across the channel
width for a) lowerShear1 ( f = 0.025) averaged from t = 275−325; b) lowerShear2 ( f = 0.05) averaged
from t = 250 − 300; c) lowerShear3 ( f = 0.1) averaged from t = 180 − 200.
ues of s or low values of R downstream of the jump, which occur with low upstream velocities,
the jump is expected to develop into an UB jump; for values of s ≤ 1 and large values of R
the jumps developed into CS jumps. For moderate shear simulations with s ≈ 1, larger jumps
were FTJ, while for larger shear values around s = 1.5 there were SFTJ. The simulations in
the present work are compared to these cases in order to determine if the qualitative jumps in
studies with rotation conform to these observations. As the simulations adjust to the effects of
rotation, the shear values change in the transverse direction. The simulations were time aver-
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aged over a time interval in which the structure of the jump remained steady and the horizontal
velocities are adjusted to a frame of reference moving with the jump. The parameters R, U0, s,
and r are obtained from the averaged density fields. These non-dimensional parameters can be
calculated for sections of the flow at specified positions along the channel width and compared
to the jump type classification for jumps without rotation.
In addition to the differences in the interface height across the width of the channel, the
various simulations in this work represent all of these hydraulic jump structures. Distinct
qualitative jump types may form at different positions across the width of the channel, within
a single jump. The jump types are apparent in the time averaged density fields at different
x − z slices, shown in Fig 2.10 for the baseSimulation(1)(2)(3) cases. In baseSimulation1
( f = 0.025), a SFTJ forms at y = 2, but the jump structure transitions to a CS jump followed
by a fully turbulent secondary jump by y = 5; this structure persists at y = 8. An UB with
some shear instabilities at the interface forms along the right-most slice of the channel (y = 2)
in baseSimulation2 ( f = 0.05); the jump structure transitions to a FTJ by y = 5, persisting at
y = 8. In baseSimulation3 ( f = 0.1), an UB forms at y = 2, whereas the jump structure is a
SFTJ at y = 5 and y = 8. The change in jump structure across the width of the jump can be
explained by the variation in the upstream conditions across the width of the jump. Due to the
changing upstream conditions, the jump height increases toward the left side of the channel
(when looking in the direction of the flow), and the jump structure changes accordingly as de-
scribed in the classification of jump structures by Ogden and Helfrich [18] - for example, for
baseSimulation3 at y = 2, s = 0.3722, R = 2.3779, the jump develops into an UB jump, and at
y = 8, s = 0.7897, R = 5.5636, the jump develops into a SFTJ ( 2.10).
The simulations with lower initial upstream shear and downstream height also showed dis-
tinct qualitative types of jump at different locations across the width (Fig 2.11). These different
jumps developed very closely to what is observed in the previous cases except for the lowerS-
2.3. Results and discussion 41
a)












































Figure 2.10: Averaged density fields in x-z slice of domain. a) baseSimulation1 ( f = 0.025) averaged
from t = 300 − 351; b) baseSimulation2 ( f = 0.05) averaged from t = 300 − 350; c) baseSimulation3
( f = 0.1) averaged from t = 100 − 200. Left - at y = 2; Right - at y = 8
hearHeight1 case at y = 2. Where a SFTJ is present for the baseSimulation1 case in the same
position, this simulation has an UB jump ( 2.11a). However, this does not deviate from the
results predicted in [18] since s = 0.154, and R = 3.462. The lowerShear(1)(2)(3) cases in Fig
2.12 all show the same jump structure regardless of the y and f values, which also agree with
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the results obtained by Ogden and Helfrich [18].
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Figure 2.11: Averaged density fields in x-z slice of domain. a) lowerShearHeight1 ( f = 0.025) aver-
aged from t = 365 − 395; b) lowerShearHeight2 ( f = 0.05) averaged from t = 325 − 375; c) lowerS-
hearHeight3 ( f = 0.1) averaged from t = 125 − 170. Left - at y = 2; Right - at y = 8
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Figure 2.12: Averaged density fields in x-z slice of domain. a) lowerShear1 ( f = 0.025) averaged from
t = 275 − 325; b) lowerShear2 ( f = 0.05) averaged from t = 250 − 300; c) lowerShear3 ( f = 0.1)
averaged from t = 180 − 200. Left - at y = 2; Right - at y = 8
2.3.2 Comparison with two-layer theories
The shock joining theories, which use energy conservation assumptions to close the analysis of
two-layer hydraulic jumps with upstream shear, discussed in [18] are used here to predict the
jump height of the hydraulic jump at each position across the width of the domain. The theo-
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retical solution curves do not account for rotation; if they can nonetheless be used to predict the
jump height for a slice of the simulation, the theories could be applied directly to observations,
which are often collected along a slice of the channel in the environment. If agreement is poor,
the way in which the simulation result vary from the theory can be used to guide interpretation
of observational data. Slices of the flow at a specified y value are analyzed individually, and
for each x− z slice, the four non-dimensional parameters that describe the jump, r, s, U0, and R
are calculated from the time averaged results and compared to the theoretical solution curve for
specified r and s, which shows how the jump height R is expected to depend on the upstream
lower layer velocity, U0. Curves for each of three theories are shown (Fig 2.14); the theories
differ by the layer in which energy is assumed to be dissipated as mentioned in section § 1.1.








































a = g(ρ2 − ρ1)(d1b − d1a) +
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Figure 2.13: Theoretical solution space and numerical simulation results with the initial parameters: a)
baseSimulation; b) lowerShear; c) lowerShearHeight. − · −KRS ;−VS ;− −WS .
The solutions for these equations are analyzed within values that are physically allowable.
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For example, the active layer thickness must increase and can not exceed the total depth of
the flow. According to [18], small jumps are obtained for large values of shear in the solution
for the WS theory, which agree with previous findings, and large jumps with small values of
shear are obtained from the KRS theory. However, no reasonable agreement between the sim-
ulation results and the two-layer theories was found for any of the simulations in this work,
and no particular theory performed well in predicting the formation of the jumps across the
width of the domain. This result is not surprising given that the theories were developed for
two-dimensional flows without rotation, and with several simplifying assumptions. This lack
of agreement is only natural because the plots in Figs 2.13 and 2.14 are made using the
x − velocity component U0. The flow is also analyzed using the magnitude of the upstream
velocity |u| =
√
u2 + v2 + w2 to take the kinetic energy in the cross flow into account (Fig
2.15 ). These plots show a better agreement with the two-layer theories.
A plot of the initial conditions for each of the cases (Fig 2.13) shows close agreement with
the VS and KRS theories for most cases; this is simply because the inlet and initial conditions
were chosen to agree with the theories. However the initial parameters do not remain constant
through the simulation; the upstream flow adjusts due to the rotation, and at the time interval
where the flow is averaged the adjusted parameters are different for every simulation, and at
different y values in the same simulation. After adjustment, the jump heights do not agree with
the theories (Fig 2.14) when only the velocity U0 is considered. This lack of agreement be-
tween the two-layer theories and the simulations indicates that the different x − z slices cannot
be analyzed using the assumption that they are individual jumps without rotation. However, it
is notable that the jump heights are all larger than the values predicted by the theory; this may
be because while the flow has a low along channel velocity U0, the flow also has some energy
in the lateral direction, which can be converted to potential energy through the jump.
Changes in how the flow banks after the jump, since the relative velocities of the two layers
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Figure 2.14: Theoretical solution space and numerical simulation results: a) baseSimulation1; b) low-
erShearHeight1; c) lowerShear1. − · −KRS ;−VS ;− −WS . Figures shows the jump analysed at y = 2
(left) and y = 8 (right)
change from upstream to downstream of the jump, may also contribute the disagreement with
the predicted jump height. By taking the lateral moving into account in the velocity |u|, the
flow shows a better agreement with the theories, with the slices on the right side of the channel
y = 2 showing close agreement with the KRS theory and the flow in the middle with the WS
theory. On the left side of the channel where the jumps were found to be larger and more tur-
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bulent, none of the theories performed well when compared to the results on that slice.
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Figure 2.15: Theoretical solution space and numerical simulation results: a) baseSimulation2; b) baseS-
imulation3. − ·−KRS ;−VS ;−−WS . Figures shows the jump analysed at y = 2 (left) and y = 5 (right).
♦ - for |u|;  - for U0.
2.3.3 Mixing
As noted in previous sections, turbulent mixing is one of the most important characteristics of
hydraulic jumps and the main focus of the current work. So far we have seen that the qualitative
structure of rotating hydraulic jumps changes across the width of the domain, and this sections
aims to verify how those changes affect how the amount of mixing varies across the width of
the jumps. Previous work by Ogden and Helfrich [18] quantified the mixing in the hydraulic
jump using the area integral across the jump of the time averaged shear production 2.21 and
turbulent buoyancy flux 2.22 terms of the turbulent kinetic energy (TKE) equation. The total
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mixing was obtained by taking a downstream average of the cumulative buoyancy flux at the
















In the present work, the turbulent scalar variance equation 2.23 is considered, in similarity
to previous work by Ogden [17]. Unlike the TKE equation that includes shear production
and turbulent buoyancy flux, the scalar variance equation only has one term that can produce
scalar variance [39], which is why it is considered a more appropriate measure of the amount
of mixing present within the jumps. The rest of terms in the equation are the time variation,
dissipation, transport by the mean flow, and transport due to the turbulent flow. The jumps are
analyzed in a quasi-steady state, so the time varying term should be approximately zero. The
integral of the production term will typically be negative, indicating how much the scalar has
mixed; this term will be balance by dissipation of scalar variance and a decrease in flux out of
the integral area. The scalar quantity in this case is the density, so θ is the turbulent component
of the density and Θ is the mean value. For the velocity, lowercase letters also indicate the
























In this work, the vertical mixing across density surfaces is of particular interest because
that is the component of mixing that modifies water properties such as temperature, salinity,
and nutrient distributions. The total mixing is therefore given by the cumulative integral of the
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T at t=150


























































Figure 2.16: Cumulative integral of the vertical component of scalar variance production, wT ∂T∂z . For
baseSimulation3 y = 2 (left) and y = 8 (right). The grey bar indicates the values that are averaged to
calculate the total mixing for the jump







and a single value representing the total mixing within the jump is calculated by taking the av-
erage of P in a region downstream of the jump and subtracting the value of P just upstream
of the jump. Fig 2.17 shows P across the length of the domain for the cases baseSimulation1
( f = 0.025) and baseSimulation3 ( f = 0.1) at three distinct y positions. The values slowly
change from zero upstream of the domain to negative values downstream in most of the re-
sults. In some cases, at y = 2 the plots show positive values downstream of the domain that are
assumed to be due to very little to no mixing in that location. These positive values occur in
jumps with a wave structure in which little mixing is expected; the positive value may be due
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to slight variations in the waves positions through the averaging time period. Negative values
of P indicate the presence of mixing, and the amount is indicated by the magnitude of the term.
The plots clearly indicate that rotation changes the mixing in a single jump as we move through
the width of the domain. A value of the total mixing is calculated by taking an average down-
stream of the cumulative integral of the scalar variance and calculating the difference between
that value and one obtained just upstream of the jump front; this is demonstrated on Fig 2.16,
where the initial and final time instantaneous results of the time averaging range are shown as
well as the time averaged density field.
For the first set of simulations, shown in Fig 2.18, the change in mixing values across the
width of the domain in each each simulation demonstrates a clear trend; the amount of mixing
increases from the right (y = 2) to the left (y = 8) side of the domain for f = 0.025 and
f = 0.05. For f = 0.1 the center and left slices show very little difference in scalar variance
production, but both of theses results show considerably higher amounts of mixing than the
right slice, indicating that increasing rotation values also have an influence on how how the
change in mixing is distributed across the width of the channel. Mixing was also found to start
further upstream in the left side of the channel, which matches the variation in the position of
the jump front across the width. The results from the set of simulations with lower shear (Fig
3.13) and with lower shear and initial downstream height (Fig 2.18) also show an increase in
mixing for higher values of y, with the SH cases (Fig 3.13) agreeing more closely with the ro-
tation cases than UB (Fig 2.18). In the UB simulations, the plots of P for f = 0.025 show that
the amount of mixing increases from y = 2 to y = 5 and decreases slightly as we move to y = 8.
The change in the value of vertical mixing in individual hydraulic jumps is associated with
the structure and the size of the jump. The different qualitative types of jumps forming across
the domain can cause more or less mixing to occur, with the highest amount of mixing being
associated with FTJ and the smallest with UB [18]. A smaller amount of mixing would occur
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Figure 2.17: Cumulative integral of the vertical component of scalar variance production, wT ∂T∂z . For
a) baseSimulation1 ( f = 0.025); b) baseSimulation2 ( f = 0.05); c) baseSimulation3 ( f = 0.1).
with an isolated CS transition, but these structures are always followed closely by a turbulent
jump. From section §2.3.1 the jumps forming on the left side of the domain are mostly FTJ,
with UB forming on the right hand side. This observation is consistent with the amount of
mixing found in these location. Larger jumps are also associated with more turbulent mixing
than smaller ones, a fact that also justifies the trend observed in mixing values across the chan-
nel since the bigger jumps are mostly located on the left side of the domain. The dependence
2.3. Results and discussion 53
a)







































Figure 2.18: Cumulative integral of the vertical component of scalar variance production, wT ∂T∂z . For
a) lowerShearHeight1; ( f = 0.025); b) lowerShearHeight2 ( f = 0.05); c) lowerShearHeight3 ( f = 0.1).
of the values of P to the change in y values is summarized in Fig 3.16 for the rotation and
UB cases; these plots indicated clearly indicate that for every value of rotation, the amount
of mixing increases as we move from the right to the left side of the domain (looking in the
direction of the flow).
This work is also interested in determining how mixing changes with increasing rotation
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Figure 2.19: Cumulative integral of the vertical component of scalar variance production, wT ∂T∂z . For
a) lowerShear1; ( f = 0.025); b) lowerShear2 ( f = 0.05); c) lowerShear3 ( f = 0.1).
values. For this effect, the plots in Figs 3.13b - 3.15 summarize the dependence of the scalar
variance production on the position across the domain and the increasing rotation values. The
dots on the scatter are coloured in by the value of P. Although the correlation between P and f
is not as strong as the one between P and y, the overall trend indicates that the amount of mix-
ing in all the simulations decreases with increasing values of rotation. This result is consistent
with experiments of Fleury etal. [26], in which a tank filled with stratified fluids is rotated in
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order to determine how mixing is affected.

















Figure 2.20: Scalar Variance Production for different rotation parameters at different y values. On the
x-axis: baseSimulation1 ( f = 0.025); baseSimulation2 ( f = 0.05); baseSimulation3 ( f = 0.1
















Figure 2.21: Scalar Variance Production for different rotation parameters at different y values. On the
x-axis: lowerShearHeight1 ( f = 0.025); lowerShearHeight2 ( f = 0.05); lowerShearHeight3 ( f = 0.1
One reason for the decrease in P is that the increasing rotation causes the flow to move
laterally expending some of the energy that would otherwise be dissipated by mixing in non-
rotating flows, and as we previously noted, the larger the rotation the more the flow banks
toward the right side of the channel. The correlation between scalar variance production and
the rotation parameter is demonstrated on Fig 2.24 for the rotation and UB cases. Although
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Figure 2.22: Scalar Variance Production for different rotation parameters at different y values. On the
x-axis: lowerShear1 ( f = 0.025); lowerShear2 ( f = 0.05); lowerShear3 ( f = 0.1
the trends are not as clear as the ones on Fig 3.16, it can still be observed that the total mixing
is lower for the cases with f = 0.025 than they are for the cases with f = 0.1 in all of the
simulations.



















































Figure 2.23: Correlation between the scalar variance production wT ∂T∂z and the position along the chan-
nel width y. rotation (b, c, d) (left); UB (b, c, d) (right)
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Figure 2.24: Correlation between the scalar variance production wT ∂T∂z and the amount of rotation f .
rotation (b, c, d) (left); UB (b, c, d) (right)
2.3.4 Mass Budgets
Mass Budgets methods track the in/outflow on a given control volume. This is done using
the principles of conservation of mass applied to the time-averaged density and velocity fields.
Mass budgets are used here to described the water mass transformations that occur throughout
hydraulic jumps with rotation. This is of use in understanding the lateral movement of the
different layers of fluid, and in clarifying whether individual slices of the domain can be ana-
lyzed as a single hydraulic jump without rotation. The mass budgets also provide a measure
for mixing, by showing how the amount of intermediate water increases across the jump as the
light and dense layers layers mix. The flow is divided into difference fluid masses based on the
value of density: a light mass with density T < 0.3, an intermediate mass with 0.3 < T < 0.7,
and a dense mass with T > 0.7. The cumulative time integral of along channel mass flux is




























where H() is the Heaviside function, a denotes a position just upstream of the jump from and
b a position in the turbulent region downstream of the jump.
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Cumulative time integral of the mass flux curves are calculated for the base cases and the
slope of each curve is plotted against the location along the width of the channel in Fig 2.25
for the base cases. The slope of each curve indicates whether there is a net flux of the water
mass into or out of the domain; positive values indicate that more fluid in the specified cate-
gory is exiting the jump region than entered at the specified location across the width of the
domain. A net mass flux out could be due to mixing or lateral movement of the fluid in the
mass category. The amount of intermediate water increases in all of the simulations, with the
rate of increase being larger at the left side of the channel (y = 8). This is consistent with the
findings of section §2.3.3 because mixing considerably increases the amount of fluid in this
layer. The lateral flux for baseSimulation1 indicates that all water masses bank right upstream
of the jump, and downstream of the jump the dense layer moves to the right while the light
layer moves to the left just ahead of the dense water wave peaks.
The lateral mass flux plots or baseSimulation1 are given on Fig 2.26 and they show that the
dense water is banking right ahead of and very early in the jump at all channel widths. Then
just downstream of the jump head, the dense flow moves left, consistent with a transverse jump.
The intermediate and light water tends to move right, but oscillates back and forth somewhat,
likely due to a wave response. In the turbulent region at y = 8, the light water on average moves
left. This lateral flow indicates that an along channel slice cannot be analyzed as if it is a jump
without rotation.
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Figure 2.25: Cumulative time integral of mass flux for a) baseSimulation2 and b) baseSimulation3.
From left to right, the plots are for slices at y = 2, y = 5, and y = 8
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a)
lightwater lateral flux




































































































Figure 2.26: Lateral mass flux for baseSimulation1 ( f = 0.025) for light water T < 0.3, intermediate
water 0.3 < T < 0.7, and dense water T > 0.7. a) y = 2; b) y = 5, c) y = 8
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2.3.5 Flows with separation
Gill [2] considered a one-and-a-half layer flow with a stagnant upper layer, different then the
flows with upstream shear studied in this work, and investigated the dynamics of a homogenous
layer of fluid in a rotating channel. The fluid was assumed to be below an infinitely deep,
stagnant upper layer. Gill developed an equation for the interface location, which varies across
the width of the channel. In a channel with a rectangular cross-section, this equation (Eq 1.10)
can be used to predict the conditions under which the interface will separate from the left wall
of the channel due to the flows tendency to bank to the right. Gill’s theory on rotating channel
flows is used in this chapter to predict values of rotation for which separation may occur. Eq





where Du is the depth of the reservoir upstream of the flow, and Q is the volume flow rate,
was used to estimate a range of values for which separation could happen in the simulations
in the the present work. The values of f obtained in this sections are considered an estimation
because the structure of the flow in these simulations does not match Gill’s assumptions.
Simulations were conducted to investigate the jump structure in flows with separation. In
addition to higher rotation values, the domain of the simulation was also extended in the y-
direction because previous theoretical work by Pratt and Lundberg [24] showed that the width
of the channel should exceed twice the ratio of Rossby radius of deformation to a local Froude
number for separation to occur. The inlet velocity is also adjusted for these simulations to
maintain the jump in the domain of the simulation; previous cases showed that as rotation
increases, the jump front moves closer to the domain, eventually being close enough that no
useful results can be analyzed.
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a)
b)
Figure 2.27: 3D plot of flows with separation a) U0 = 2.8, x0 = 80 b) U0 = 2.4, x0 = 40. The plots on
the left correspond to the T = 0.5 isopycnal, and on the right to T = 0.85
The results for these simulations are shown in Fig 2.27, and they were conducted at f = 0.4
with the parameters at the inlet being set to R = 3.4, r = 0.1, and s = 1. The lower-layer sep-
arates from the left wall in both cases, as indicated by the T = 0.85 isopycnal; the flow in
this layer reattaches downstream of the domain (Fig 2.27b) with a transverse hydraulic jump
forming that is similar to the one depicted in [23] and [25]. For the case with U0 = 2.8 the flow
reattaches further downstream than in the previous case because the x-position of the initial
transition is set much further downstream. As we move to lower values of density the flow
remains attached through the entire domain. Lighter fluid fills the space vacated by the denser,
lower layer fluid that has separated. Despite the flow separation and transverse jump, the jump
structure variation across the width of the domain is similar to that seen at lower rotation val-
ues, with an UB forming at the right side of the domain and a more turbulent jump forming
towards the left side of the domain. This suggests that mixing would also increase towards the
left side of the domain as seen previously.
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These simulations suggest that the theory is fairly effective in predicting when separation
occurs in rotating flows, and they verified previous observations of a transverse hydraulic jump.
However, separation is not very meaningful here because it only occurs in channels with a clear
distinction between the sides and the bottom. Flows in nature rarely conform to this geometry
and would be better described by a parabolic channel [19], in which separation would have no
meaning because there is no distinction between left, bottom, or right wall.
2.4 Conclusions from idealized simulations
The simulations with rotation revealed that the height of the interface of the hydraulic jumps
changes across the width, with larger jumps forming on the left side of the channel and smaller
ones forming on the right, indicating that the flow banks towards the right side of the channel.
For smaller values of rotation all of the simulations showed little change on the height of the
interface, and as the rotation increased the difference on the interface value increased as well.
This trend was verified in all of the simulations with slight variations on the structure of the
interface. The cases with lower shear values and lower downstream interface height showed
more variability in the interface height and structure at lower f values than the rest of the sim-
ulations, but this behaviour still aligns with what is expected based on previous findings [18].
In addition to the change in height, the simulations also revealed that different qualitative
types of hydraulic jumps develop within a single jump as a result of rotation. For the ini-
tial cases, all four qualitative types of jumps were identified at different f values - with SFTJ
and CS jumps being predominant at f = 0.025, and FTJ and UB appearing at higher values.
The UB were only identified at the right side of the channel, with SFTJ and FTJ developing
towards the left side. The jumps have distinct qualitative structures across the domain as a
result of the changing upstream conditions and jump heights. Both the initial simulations (ro-
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tation (b)(c)(d)) and the simulations with lower shear and downstream height (SH (b)(c)(d))
showed similar variations in the qualitative jump types, but the last case (UB (b)(c)(d)) did not
show this trend. This result is also consistent with previous simulations without rotation.
The parameters of simulation were calculated for a time interval in which the jumps were
almost at a steady-state. These new parameters varied across the width of the channel as well,
but each slice was assumed to be an individual hydraulic jump and compared to the two-layer
theories with upstream shear. This was done to verify wether two-dimensional along channel
planes could be studied independently from the three-dimensional effects that appear due to
rotation. None of the two-layer theories could reasonably predict the behaviour of the jumps at
any of the y locations and f values, indicating that the initial assumption is not valid for jumps
with rotation. In studying the individual x − z slices, the surrounding flow has to be taken into
consideration.
Turbulent mixing as result of hydraulic jumps is one of the main focus of this work. The
simulations revealed a trend in the change in mixing with the position along the width of the
change, and with the change in rotation values. The amount of mixing increased from the right
to the left side of the channel for all of the simulations, with the exception of lowerShear3
which showed the values increasing towards the centre and decreasing towards the left side of
the channel. Since this trend was only observed for this particular case, we treat this result
as an outlier, with the overall trend maintained in every other case. This increase in mixing is
consistent with the size and the types of jumps at the respective locations along the width of the
channel, with larger and more turbulent jumps on the lefts of the channel producing more mix-
ing than the UB at the right side. The amount of mixing was also shown to decrease as rotation
values increased; despite being a weaker trend than the change with y, most of the simulations
still revealed lower values of scalar variance production at f = 0.1 than at f = 0.025. This trend
is consistent with the results of previous experiments conducted in stratified rotating flows [26].
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The mass budget for the simulations showed lateral movement of the fluid in the different
layers as well the growth of a layer of mixed fluids. These results confirmed the trends ob-
served in the previous section, and the lateral movement within the layers helps explain why
each individual x − z cannot be treated as an independent hydraulic jump.
For large values of rotation and wider width the simulations showed separation of the lower
layer from the left wall, with the upper and lighter layer remaining attached through the entire
domain. Although useful in validating previous theories of separation in rotating flows, these





In this chapter, the results from §2 are compared to simulations with topography for a similar
range of rotation values. Unlike the imposed transition in the flow described in the previous
chapter, the hydraulic jumps in this section are allowed to develop naturally at the lee of a sill.
This flow more closely resembles the observations made in flows of hydraulic jumps in the en-
vironment [15, 27, 28], and it expands on the results obtained from the more idealized jumps of
§2 to simulations that can be more closely compared to observations made in nature channels
wide enough for rotational effects to be relevant. A similar set of simulations were conducted
by Ogden [17] in which parameters such as bottom the flow rate, height of topography, tidal
period and bottom slope were used to predict the formation, and structure of hydraulic jumps
in various flows.
Two separate sets of simulations are conducted with distinct topographic height. In each set
the rotation parameter f is varied while the rest of the parameters are kept constant. The flow
is expected to develop much like in the previous chapter, with the faster layer banking to the
right as result of rotation and the values of mixing changing across the width of the channel and
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with increasing f values. Three additional qualitative jumps were found in simulations with
topography performed by Ogden [17] that depended on the flow rate: higher mode jumps with
a wedge region, first mode jumps with wave overturning, and jumps with upstream instabilities.
The qualitative structures of the jumps in this chapter are are studied across the width in order
to determine if they vary as result of rotation like the cases in §2.
3.2 Domain of Simulation and Computational Method
The simulations in this chapter use Gerris [37] to solve the Navier-Stokes equations as de-
scribed in §2.1.1. The domain is rectangular (Fig 3.1) as in previous cases with stratified water
entering the domain on the left, with x being in the direction of the flow, y in the cross-sectional
direction, and z being in the vertical direction. The domain extends 0 < x < 12 on the along
stream direction, 0 < y < 4 on the cross width direction, and 0 < y < 1 on the vertical direc-
tion. The channel is centered on the right side of the channel with upwards being the positive
z-direction and leftwards being the positive y-direction. The domain contains topographic sills
located at the center of the channel and at the outlet. The topography at the outlet transitions
the flow back to supercritical just ahead of the outlet, reducing the likelihood of disturbances
propagating upstream into the jump region, as with the simulations in the previous chapter.
The shape of the topographies is given by
hb(x, y) = hT e−
(x0−x)
2




where x0 = 6 is the location of the center of the topography, Y0 = 0.5, Ws = 1.5, W = 0.5, and
D = 4. hT is the height of the center topography and it is different for each set of simulations;
for the first set (hT = 0.5) and the second set (hT = 0.65) the values of the hT are guided by the
sill heights in Hood Canal and Stellwagen Bank [17]. Additional examples are given on table
3.1 for non-dimensional parameters of flows in different channels around the world. The height
of the lower layer changes as the flow moves over the topography and is a priori unknown. For
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Figure 3.1: Domain of simulation with topography
this reason, the non-dimensionalization of the parameters of these simulation is done using the
height of the domain H as the lengthscale. The velocity and time scales are given by combining








The inlet velocity is barotropic, and shear is developed as the stratified flow moves over the
topography. The fluid is initially stagnant and the velocity at the inlet ramps up according to
u(z, t) =

U0sin( 2πtTt ) if t ≤
Tt
4
U0 if t > Tt4
. (3.3)
This velocity forcing is similar to the first quarter of the tidal cycle Tt and the velocity is then
maintained at a a maximum value after that. The maximum velocity is necessary in order to
allow for a fully developed jump to occur and for turbulent statistics to be evaluated [17]. This
is done in order to show some transient effects. This velocity profile is also not turbulent, as
all of the turbulence is expected to develop on the jump region. Specifying inlet turbulence
would introduce an additional parameter to vary, so a constant value of zero is chosen for all
simulations so that the effect of varying rotation rate and topographic height can be identified.
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Parameter Gibraltar Hood Canal Pre-Bosphorus Channel
Latitude (θ) 36.9 47.8 41
Inlet Velocity (Uinlet) 0.28 1 0.3
Coriolis Parameter ( f ) 0.0148 0.0144 0.00184
Topography Height (hT ) 0.53 0.54 0.525
Tidal Period (TT ) 264.3 334.2 2315.8
Table 3.1: Parameters of natural flows
The turbulence is also handled, as in the previous chapter, by the ILES. Unlike the idealized
jumps where the location of the transition is defined in the model initialization, the jump in
these simulations are expected to develop as the flow changes from supercritical to subcritical
just after of the sill.
The initial and inlet scaled density distribution is approximately two-layered with a thin
hyperbolic tangential transition between the layers (Eq 3.4). The initial density field does not
vary along the channel; the jump and along channel density variation develops as the flow is
pushed over the topography by the increasing inlet velocity. The initial density stratification
also provides a downstream reservoir to control the location where the jump forms [17]. The
boundaries are treated as they were in §2, with the outlet boundary condition being defined by
a pressure value equal to the hydrostatic p = 0. The top of the topography is considered a rigid








For each set of simulation, the parameters are described on table 3.2. For two different
topographic heights, the Coriolis parameter is incremented in each simulations in order to de-
termine how Earth’s rotation influences the structure and mixing of hydraulic jumps. The first
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T at t = 0












T at t = 10
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Figure 3.2: Instantaneous results for thesisMagenta2e ( f = 0.014) at y = 0.2
rotation value is calculated based on the latitude on the sill on Hood Canal, and this value
is incremented to generate different simulation results. Unlike the idealized cases, the initial
maximum velocity does not need to be adjusted to maintain the jump in the domain because the
topography ensures that the jump remains stationary. Fig 3.2 illustrates how the flow develops
for one of the simulations, with the initial density (t = 0) field, an intermediate time when the
jump is developing (t = 10), and an instantaneous result when the jump is considered fully
developed (t = 34.0) shown.
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Simulation Name f U0 hT
lowerTopography1 0.014 0.15 0.5
lowerTopography2 0.028 0.15 0.5
lowerTopography3 0.1 0.15 0.5
higherTopography1 0.014 0.15 0.65
higherTopography2 0.028 0.15 0.65
higherTopography3 0.1 0.15 0.65
Table 3.2: Parameters of simulations with topography
Convergence Study
The simulations in this chapter also use the Gerris flow solver code similar to the idealized
cases. In order to minimize discretization error, a grid convergence study was also performed
using a two-dimensional version of the cases discussed in this chapter. Three levels of refine-
ment were used in the two-dimensional simulations and the results from each are compared
and illustrated on Fig 3.3. A qualitative look at the plots of the interface height and the scalar
variance production show that there is closer agreement between the two finer meshes. The
values of scalar variance downstream of the jump are expected to converge at higher refine-
ment levels; however, such simulations would be considered DNS and are outside of the scope
of this work.
Similar to §2.2 a GCI was also calculated to quantify the amount of discretization error
in the simulations [30]. Because the location of the jump front does not change in these cases
due to the existence of topography, the scalar variance production just upstream of the jump
(x = 40) is used for the numerical comparison. The final value for the GCI is calculated at
0.31%, which is far bellow the recommended value and therefore acceptable for the simulations
in this chapter.
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Figure 3.3: Convergence study for cases with topography. a) Interface height. b) Scalar variance
production
d
3.3 Results and discussion
3.3.1 Interface height and qualitative types of jumps
The simulations in this chapter are analyzed at different points across the channel. Although
most of the plots only include results from three points, the plots illustrating the overall trends
in the values of mixing include results from two more x − z slices. The slices illustrated on the
figures are at the right of the domain (y = 0.2), at the center (y = 2), and the left side of the
domain (y = 3.8). The interface location represented on Figs 3.4 and 3.6 are calculated using
Eq 2.15 and they are compared across the x− z planes with the y values previously mentioned.
The overall behaviour of the simulations with topography match what was observed from
the idealized simulations, with the interface height changing across the channel width as a
result of rotation. This change can be attributed solely to rotation in each set of simulation
because no other parameters are changed. The difference in the cross-width interface heights
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also increases as the rotation value increases, similar to the previous chapter. This is illustrated
in Fig 3.4 a, b, and c for the base case (lowerTopography, hT = 0.5), and by 3.6 a, b, and c for
the second case (higherTopography, hT = 0.65). However, unlike in Chapter 2 the flow in the
base case banks in opposite directions both upstream and downstream of the domain.
The velocity profile for the baseSimulation3 idealized simulations (Fig 2.7) showed that
the velocity of the layer determines which way the flow will bank, with the faster moving layer
having a higher interface at the right side of the channel, and vice-versa. The velocity profile
of the cases with lower topography (Fig 3.7 ) shows that this trend remains. The dense lower
layer moves slower upstream of the sill, and this layer is thicker on the left side of the chan-
nel, as the faster moving upper layer banks to the right. As the flow moves past the central
topographic sill, the denser layer thins and accelerates just downstream of the sill, ahead of the
hydraulic jump, while the upper layer slows down. The lower layer banks to the right in this
section of the channel because it is the faster moving layer. After the jump, the lower layer
slows down; however, downstream of the jump, it remains faster moving than the upper layer,
and it therefore still banks to the right downstream fo the jump. The flow is overall faster on
the right side of the domain, and the hydraulic jump is larger there, reducing in amplitude as
we move towards the left side of the domain.
The cases with higher topography do not show the same flow banking behaviour; the upper
layer banks to the right before and after the jump. This is different than the base case despite
the denser layer still moving slower upstream of the domain and accelerating as it goes over
the topography. The reason may be attributed to the lower topographic height. The lower topo-
graphic height does not allow the lower layer to speed up enough the to reverse the flow banking
direction, so the upper layer continues moving faster and banking to the right. The lower layer
then slows down through the jump, while the upper layer speeds up, allowing the upper layer
to continue to bank to the right downstream of the jump. While the lower layer downstream of
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Figure 3.4: Averaged interface heights along the channel for each of three positions across the channel
width for simulations with hT = 0.5. a) lowerTopography1 ( f = 0.014); b) lowerTopography2 ( f =
0.028); c) lowerTopography3 ( f = 0.1);
the jump is thinner on the right side of the channel, the jump height, relative the layer thick-
ness just upstream of the jump, is larger on the right side of the channel, just as in the base case.
Ogden [17] identified a few qualitative types of jumps that can develop in flows with to-
pography in addition to the ones described in [18]. They were higher mode jumps with a
wedge region, first mode jumps with wave overturning (equivalent to a FTJ), and jumps with
upstream shear instability. Higher-mode jumps with a wedge region have a wedge of stagnant,
homogeneous, intermediate density fluid and it is only possible to analyze due to the existence
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Figure 3.5: Averaged velocity field for the lowerTopography3 (hT = 0.5) case. a) y = 3.8; b) y = 2; c)
y = 0.2
of the topography. In these jumps, there’s an upward deflection of the isopycnals close to the
surface just after the jump. They enclose the wedge regions, which according to Farmer and
Armi [4] act as a passive upper layer allowing the lower layer to be analyzed using single layer
hydraulics with reduced gravity. First-mode jumps with wave overturning happen for high
values of the flow rate. Isopycnals plunge downward over the topography with a following
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Figure 3.6: Averaged interface heights along the channel for each of three positions across the channel
width for simulations with hT = 0.65. a) higherTopography1 ( f = 0.014); b) higherTopography2
( f = 0.028); c) higherTopography3 ( f = 0.1);
upwards deflection in a wave that overturns leading to development of shear instability. Jumps
with upstream instabilities can be higher-mode or first-mode with shear instability along the
interface in the upstream of the jump. The mode is determined by the Taylor-Goldstein equa-
tion. First mode jumps are supercritical to all modes, and nth mode jump are subcritical to
n-1 mode wave and supercritical to nth mode wave and higher upstream of the jump. Flow
rate, stratification and topography determine the type of jump; this can only be done once the
jump is fully developed. As time passes, first-mode jump can go from wave overturning to
shear instability, or vice versa, higher mode jump can go from wedge to shear instability, or
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Figure 3.7: Averaged velocity field for the higherTopography3 (0.65) cases. a) y = 3.8; b) y = 2; c)
y = 0.2
vice versa. Dependence on volume flow rate is stronger for jumps without upstream shear in-
stabilities. Stratification and downstream topographic slope are more important in determining
the formation of upstream shear instability. Gentler slopes and thinner density interface lead
to most jumps developing shear instabilities while large values of flow rate led the jump to
develop overturning wave.
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Figure 3.8: Averaged density fields in x-z slice of domain. a) lowerTopography1 ( f = 0.014) averaged
from t = 22 − 55; b) lowerTopography2 ( f = 0.028) averaged from t = 20 − 55; c) lowerTopography3
( f = 0.1) averaged from t = 30 − 50. Left - at y = 0.2; Right - at y = 3.8, and hT = 0.5
The simulations in this chapter have all developed jumps with the same qualitative type -
FTJ. Unlike §2, no change in the qualitative structure of the jumps across the width of the chan-
nel were registered. This is partly because the initial interface thickness was not not changed,
which would lead to upstream shear instabilities developing in for thinner interfaces. The re-
sults of both sets of simulations are illustrated of Figs 3.8 and 3.9, which show locations on
the right (y = 0.2) and left (y = 3.8) sides of the channel for every simulation in this chapter.
The qualitative types of jumps described by Ogden [17] are not covered by the simulations in
this chapter. Although the jumps in the base case and on the case with a lower topography
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Figure 3.9: Averaged density fields in x-z slice of domain. a) higherTopography1 ( f = 0.014) averaged
from t = 40 − 60; b) higherTopography2 ( f = 0.028) averaged from t = 30 − 60; c) higherTopography3
( f = 0.1) averaged from t = 20 − 30. Left - at y = 0.2; Right - at y = 3.8, and hT = 0.65
the jump types are the same, more turbulence develops downstream of the jump in the first
cases. However, the size of the jump are higher in general for the cases with lower topography
because the flow is considerably faster.
3.3.2 Mixing
Mixing in simulations with topography is evaluated and compared to the results of §2.3.3.
The mixing is quantified using the scalar variance production term from scalar variance equa-
tion (Eq 2.25). The total mixing is given by calculating the cumulative integral of the scalar
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variance production (Eq 2.25), taking an average on the turbulent region downstream of the
jump and subtracting an initial value of mixing just ahead of the jump front. An example of
the averaging interval (marked by a grey line) and the initial mixing value (marked in red) are
shown in Fig 3.11. The averaging interval is different for every slice in every simulation be-
cause the scalar variance curve asymptotes to a nearly constant value in different downstream
locations in each slice and simulation. The jump front is also marked differently in each slice
and simulation; although the jump is localized, the jump front varies slightly depending on the
size of the jump and the amount of turbulence.
Ogden [17] studied mixing in simulations with topography and found that the simulations
showed that the cumulative integral of the scalar variance (P) is not a direct function of the
mode of the jump, tidal period, or topographic height; rather, it is mainly a function of the
upstream shear between layers. Lower shear jumps have lower scalar variance and mixing, and
the trend in scalar variance production remains the same regardless of the presence of shear
instabilities ahead of the jump. Upstream shear determines the amount of mixing in a jump
but the value is typically unknown in jumps occurring in nature; however, upstream shear has a
strong correlation with the volume flow rate and the topographic height.The values of upstream
shear in these simulations is shown on Fig 3.10 along with the change in mixing values with
upstream shear for the simulations with lower topography. The amount of shear in these simu-
lations is higher on the right side of the channel, which matches the locations where the jumps
where higher and more turbulent, and where the highest amount of mixing is expected to oc-
cur. The simulations with higher topography show considerably lower values of shear, which
explains some of the observations of §3.3.1. The plots of upstream shear vs scalar variance
production show that as the value of upstream shear goes up the amount of mixing increases
as well. A fair amount of correlation (−0.493) was found that indicate that the value of scalar
variance production decreases (indicating an increase in mixing) as upstream shear increases.
3.3. Results and discussion 81










































Figure 3.10: Upstream shear in the simulations with topography. Top - change in upstream shear across
the width of the channel for both sets of simulation - lowerTopography (hT = 0.5) and higherTopography
(hT = 0.65). Bottom - upstream shear vs scalar variance production for the lowerTopography cases.
The scalar variance production (P) of six simulations, all combinations of two different
topographic heights and tree different rotation rates, are illustrated in Fig 3.12. The curves for
three distinct locations across the width of the domain are plotted together in order to illustrate
the differences in mixing values across the width of the channel. The plots show some mixing
upstream of the domain due to upstream adjustment. The time range of each simulation was
selected so that the results that are averaged do not include the initial adjustment and devel-
opment of the jump and disturbances from the outlet do not significantly affect the jump; the
jump is quasi-steady throughout the averaging period. In addition, the total mixing is calcu-
lated from the front of the jump to the turbulent region downstream of the domain, leaving out
any mixing registered outside of this zone and further reducing the interference from the inlet
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Figure 3.11: Cumulative integral of the vertical component of scalar variance production, wT ∂T∂z . For
lowerTopography1 at y = 3.8 (left) and lowerTopography3 y = 0.2 (right). The grey bar indicates the
values that are averaged to calculate the total mixing for the jump, and the red indicates the front of the
jump
adjustment.
For all cases with topography, the plots of scalar variance show the highest amount of mix-
ing happens on the right side of the channel (y = 0.2, Fig 3.12 - right). This is different than the
idealized cases where the highest mixing was found on the left side of the channel. However
this result is expected in these simulations because the largest and more turbulent jumps where
observed on the right side of the channel in both the base cases and the cases with higher to-
pography. Although there are differences in the value of mixing across the width of the channel
at each rotation value, the simulations with the lower topography show a smaller difference in
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Figure 3.12: Cumulative integral of the vertical component of scalar variance production, wT ∂T∂z . Left:
a) lowerTopography1 ( f = 0.014); b) lowerTopography2 ( f = 0.028); c) lowerTopography3 ( f = 0.1).
Right: a) higherTopography1 ( f = 0.014); b) higherTopography2 ( f = 0.028); c) higherTopography3
( f = 0.1)
values of mixing than in the cases with higher topography. The amount of mixing in the cases
with lower topography is also on average higher than for the simulations with higher topogra-
phy. Given that the only change between the sets of simulations is the height of the topography,
this reduction in mixing values could be attributed to the higher topography. However, previ-
ous work showed no direct correlation between the height of the topography and the amount of
mixing [17]. The topography height affects flow parameters upstream of the jump, such as the
shear between the layers; the higher topography likely results in higher shear just ahead of the
jump, causing more mixing within the jump, consistent with the findings of [17]. Additional
simulations could further clarify the role of topography in rotating hydraulic jumps. The reduc-
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tion in the topographic height in this work was meant to verify whether the effects of rotation
in these flows were consistent for different parameters. The correlation between the size of the
jump and the amount of mixing observed in the idealized simulations are also observed in the
simulations with topography. With topography, the larger jumps are on the right side of the
channel where the highest amount of mixing is also observed. Fig 3.12a shows that for the
cases with higher topography, the amount of mixing at the center of the channel downstream
of the jump is higher than at the right side, which is a different trend than the rest of the simu-
lations; this may be an outlier due to the difficulty in precisely defining the amount of mixing.
Regardless, the total mixing was still higher at the right because of the difference between the
scalar variance production at the jump front and at the turbulent region downstream of the jump.



















Figure 3.13: Scalar Variance Production for different rotation parameters at different y values. On the
x-axis: lowerTopography1 ( f = 0.014); lowerTopography2 ( f = 0.028); lowerTopography3 ( f = 0.1)
The change in the value of mixing with the location across the width of the channel is sum-
marized in Fig 3.13 for the simulations with higher topography, and in 3.14 for the cases with
lower topography. The rotation values are plotted with the y location and the dots are coloured
by the scalar variance production P. For each f value, the amount of mixing increases as we
move from the left to the right side of the channel. This trend is also plotted in Fig 3.15 for
both rotation cases where is easier to visualize how the scalar variance changes with location.
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Figure 3.14: Scalar Variance Production for different rotation parameters at different y values. On the
x-axis: higherTopography1 ( f = 0.014); higherTopography2 ( f = 0.028); higherTopography3 ( f = 0.1)
As noted, this is an opposite trend from the idealized simulations because the flow in the simu-
lations with topography forms larger and more turbulent jumps on the right side of the channel.
The correlation in the simulations in this chapter is not as strong as in §2.3.3, with the lower
topography cases having an even weaker correlation than the base cases. The idealized simula-
tions showed that mixing decreases with increasing rotation values, which was consistent with
the experiments performed in [26]. However, this trend was not observed in the simulations
with topography (Fig 3.16). Other factors like the upstream shear and jump size have a more
significant effect than rotation, and these factors are hard to predict since they vary as the flow
moves over topography. In the idealized cases, we had a lot more control in specifying these
parameters.
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Figure 3.15: Correlation between the scalar variance production wT ∂T∂z and the position along the chan-
nel width y. lowerTopography (left); higherTopography (right)
























































Figure 3.16: Correlation between the scalar variance production wT ∂T∂z and the amount of rotation f .
lowerTopography (left); higherTopography (right)
3.4 Conclusions from simulations with topography
The simulations in this chapter were conducted to bridge the gap between the idealized model
of §2 and the observations of hydraulic jumps forming in natural channels where rotation may
be of significant consequence. They included jumps forming over topographies of different
heights with varying non-dimensional rotation values. The simulations showed that the inter-
face height changes across the width of the channel as a result of rotation like the simulations
in the previous chapter. For the simulations with higher topography, the lower layer of the flow
banks to the right just ahead of and after the jump. For the simulations with a lower topo-
graphic sill, the lower layer of the flow banks to the left just ahead of the jump. This result is
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due to how the upstream flow varies over topography; the upper layer speeds up more than the
lower layer ahead of the sill, causing the upper layer to bank to the right, and in the simulations
with higher topography, the jump takes place before the direction of banking can reverse. After
the jump, the upper layer maintains it’s higher velocity and continues to bank to the right. In
addition, bigger jumps were found on the right side of the channel in both sets of simulations,
which also differ from the idealized cases.
These differences between the idealized cases and the cases with topography is explained
by the change in the velocity as the flow moves through the topography, which suggested that
when the lower layer moves faster the interface height is higher on the right side of the channel
and when it is slower the interface is higher on the left. The velocity field in this chapter also
showed lower variability between the layers, especially downstream of the jump, because the
entire domain is initialized with the same velocity profile. The change in the qualitative types
of jumps in the cross-width direction identified on chapter §2, or the types of jumps described
in [17] for simulations with topography were not observed here. Only one type of jump, the
FTJ, was observed in these simulations.
The mixing was quantified using the same approach as the previous chapter. As expected
from the observations of the idealized jumps, more mixing was associated with the larger jumps
that formed on the right side of the channel. The amount of mixing decreased towards the left
side of the channel. This trend is different from the previous chapter but it is expected in
these simulations given the behaviour of the flow. The trend in the change in scalar variance
production with y was not as clear as in the idealized cases. The amount of mixing was also
found to increase with increasing rotation values. Based on the previous chapter, the amount
of mixing was expected to decrease with increasing rotation values; however, this was not the
case observed in the current simulations. A fair amount of correlation was also found between
upstream shear and mixing that agreed with the findings in [17] .
Chapter 4
Conclusions
4.1 Jump structure and Mixing
The numerical simulations in this work provided insight on the behaviour of internal hydraulic
jumps on rotating channel flows. When the channel is wide enough for rotation to have sig-
nificant influence, the flow is expected to bank to the right in the northern hemisphere and to
the left in the southern hemisphere. The simulations conducted in this work showed that the
banking of rotating flows with upstream shear depends on the velocity of each layer, and the
upper layer is sometimes the faster moving layer that banks to the right. The interface of the
flow was higher on the left side of the channel when the lower, denser layer moves slower than
the upper layer. When the upper layer is moving slower, the the interface of the flow is higher
on the right side of the channel. This general trend was also identified on the simulations with
topography. The flow was shown to bank more as the rotation values increased. This trend was
clearer in the idealized simulations but not as clear in the cases with topography; in cases with
topography the upstream flow varies with the height of the topography, leaving the effect of
rotation less obvious. The size of the jump was found to change across the domain as a result
of rotation, with larger jumps forming on the left side of the channel for the idealized cases and
on the right for the cases with topography.
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Along with the size of the jump, the qualitative structure was also found to vary across the
width in the idealized simulations. Four different structures were identified: FTJs were promi-
nent on the left side of the channel while CS jumps and SFTJs were identified near the center
of the channel; the last structures were UBs appearing mainly on the right side of the chan-
nel. These structures resulted from the change in shear values upstream, and the height of the
lower layer downstream of the jump. The different combinations in parameter values led to the
formation of different jump structures as described in [18]. The simulations with topography
did not show this variation across the width of the channel, and only FTJs were observed in
these simulations. However, the amount of turbulence in each jump and their position relative
to the lee of the sill did change throughout the width of the domain. The lack of change in
the qualitative jump structures is associated with smaller variations in the parameters of these
more realistic simulations.
This work also sought to verify whether observations taken from planes along the direc-
tion of the flow provided enough information to characterize the entire flow. In particular, it
is important to know whether a single section along the deepest point of the channel (the thal-
weg) provides a representative picture of the flow since observational data are often collected
along a single section. To this end, each x − z slice taken from the domain was treated as an
individual two-dimensional jump and compared against the two-layer theories with upstream
shear described in §2.3.2. None of the theories performed well in predicting the formation
of the hydraulic jumps in these slices when only the along channel velocity U0 was consid-
ered, indicating that the jumps in each slice had to be studied in the context of the overall flow.
Hence, comparisons with the theories were made using the magnitude of the velocity upstream
of the jump that showed better agreement with the theories. The lateral movement of the wa-
ter masses and mass budgets were used to illustrate the movement of water from one side of
the domain to the other and how the intermediate mixed layer formed in the idealized simula-
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tions. The more realistic simulations, where the flow past the topography develops shear and a
subsequent jump, were used to extend the conclusions from the idealized simulations to more
detailed, and location specific simulations [12, 31] and observations [15, 27] made in nature of
channel flows where the width is comparable to the Rossby radius of deformation.
Gill’s theory [2] was used to estimate where separation would occur in these simplified
cases. Although the theory was developed to describe flows with an infinite stagnant upper
layer, this theory proved fairly accurate in predicting separation in these two-layer flows where
upstream shear is taken into account, if optimal values of upstream parameters are assumed.
Another main goal of this work was to study how mixing changes across the width of the
channel and with increasing rotation values. Mixing in hydraulic jumps is responsible for dis-
sipating energy and changing the properties of the fluids. In this work, mixing was quantified
using the scalar variance production term of the scalar variance equation, with density T taken
as the scalar. In the more simplified simulations and the simulations with topography, mixing
was shown to change across the width of the domain in the direction of increasing jump size.
This trend was clearer in the idealized cases than in the cases with topography due to the lower
variability in the size of the jumps for the latter. The trends in mixing with increasing rotation
values was not as clear in this work as the change across the width. Although the simulations
in §2 showed mixing in stratified flows decreases with rotation, which agrees with previous
studies [26], the trend in the cases with topography were the opposite. This can be attributed
to the stronger effects of upstream shear and jump size.
The more realistic simulations were conducted with parameters that match real flows indi-
cated on table 3.1. The first rotation value f = 0.014, the inlet velocity, and topographic height
are similar to the values given at these locations. However, two parameters were changed in
these simulations that do not necessarily match real world flows. The first is the tidal period
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Tt. In the simulations in [17], the tidal period was used to model the transient effects that the
M2 tidal cycle causes in channels like Hood Canal [27]. In this work, this aspect was not as
important because only fully developed jumps were analyzed, so the tidal period was shortened
in order to save computational resources. The second difference is the increment in the value
of rotation to 0.024 and 0.1. These values are considerably higher than what is registered in
most channel locations around the world, but they are studied in these cases to validate the ob-
servations of the cases with f = 0.014 and to establish a trend in the change of properties with
increasing rotation values. The observations in natural flows are then compared to the lowest
rotation case. The flows in the Hood Canal and the Strait of Gibraltar are large scale flows in
which the rotation of Earth has significant consequences. In both of these flows, banking was
observed that reasonably matched the simulations with topography. Mixing can be hard to es-
timate in natural channel flows, and these simulations are not intended to accurately model the
specific flow in any location. However, they are still very useful in understanding how mixing
can vary throughout the channel when rotation is taken into account. In particular, the simula-
tions show that a single section along the thalweg of the channel does accurately represent the
qualitative flow structure or the mixing across the width of the channel, especially for larger
rotation rates.
4.2 Future Work
The idealized simulations on §2 gave a detailed look at the effects rotation has on the for-
mation of internal hydraulic jump and the mixing resulting from them. The simulations with
topography attempted to bridge the gap between the more simplified cases and nature flows.
However, additional simulations would be useful to answer some of the questions left in this
work. Although the change in mixing values with the location along the channel was well
understood, no common trend was found between f and P in the idealized and more realis-
tic simulations. More simulations with topography with additional f values and topographic
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heights would help understanding and establishing a relationship between mixing and rotation
in nature flows.
The simulations in this work were all conducted on a rectangular channel of uniform cross-
section. However, channel flows in nature do not present themselves in this configuration. The
topography used in this work is also very simplified, and although the height matched real
topographies, the slope did not. According to Ogden [17]. The slope of the topography may
be important in understanding entrainment in flows over topography. Hence, more realistic
channel configurations (such as parabolic channels) and more realistic topographies could be
useful in understanding internal hydraulic jumps in flows over topography.
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