Introduction
Stability of stochastic di erential equations has been well studied by many authors and we here mention Arnold where r(t) is a Markov chain taking values in S = f1; 2; ; Ng. Basak et al. 2] discussed the stability of a semi-linear stochastic di erential equation with Markovian switching of the form dx(t) = A(r(t))x(t)dt + (x(t); r(t))dw(t): (1:2) In this paper we shall discuss the exponential stability of general nonlinear stochastic di erential equations with Markovian switching of the form dx(t) = f(x(t); t; r(t))dt + g(x(t); t; r(t))dw(t); (1:3) This equation can be regarded as the result of the following N equations dx(t) = f(x(t); t; i)dt + g(x(t); t; i)dw(t); 1 i N (1:4) switching from one to the others according to the movement of the Markov chain.
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1 This paper will be organised as follows: In section 2 we shall recall the existenceand-unique theorem for the solution of equation (1.3) and cite the generalized Itô formula. A non-zero property of the solution will then be established. In section 3 we shall discuss the general theory of both pth moment and almost sure exponential stability for equation (1.3) . In section 4 we shall present some useful criteria for the stability using the theory of M-matrices. In section 5 we shall discuss the stability problem for a nonlinear jump equation _ x(t) = f(x(t); t; r(t)) (1:5) and in section 6 for a linear equation dx(t) = A(r(t))x(t)dt + m X k=1 B k (r(t))x(t)dw k (t):
(1:6)
Finally we shall give some examples for illustration in section 7. We shall see from these examples that for equation (1.3) to be exponentially stable it is not necessary to require every individual equation in (1.4) be stable. In other words, some equations in (1.4) may be unstable, but as the result of Markovian switching, the overall behaviour, i.e. equation (1. 3) may be stable.
Stochastic Di erential Equations with Markovian Switching
Throughout this paper, unless otherwise speci ed, we let ( ; F; fF t g t 0 ; P) be a complete probability space with a ltration fF t g t 0 satisfying the usual conditions (i.e. it is right continuous and F 0 contains all P-null sets). Let w(t) = (w 1 (t); ; w m (t)) T be an m-dimensional Brownian motion de ned on the probability space. Let We assume that the Markov chain r( ) is independent of the Brownian motion w( ). It is known that almost every sample path of r(t) is a right-continuous step function with a nite number of simple jumps in any nite subinterval of R + (:= 0; 1)).
Consider a stochastic di erential equation with Markovian switching of the form dx(t) = f(x(t); t; r(t))dt + g(x(t); t; r(t))dw(t) (2:1) 2 on t 0 with initial value x(0) = x 0 2 R n , where f : R n R + S ! R n and g : R n R + S ! R n m :
For the existence and uniqueness of the solution we shall impose a hypothesis: (H) Both f and g satisfy the local Lipschitz condition and the linear growth condition. That is, for each k = 1; 2; , there is an h k > 0 such that jf(x; t; i) ? f(y; t; i)j _ jg(x; t; i) ? g(y; t; i)j h k jx ? yj for all t 0, i 2 S and those x; y 2 R n with jxj _ jyj k, and there is moreover an h > 0 such that jf(x; t; i)j _ jg(x; t; i)j h(1 + jxj)
for all (x; t; i) 2 R n R + S.
It is known (cf. Skorohod 16] 
Let C 2;1 (R n R + S; R + ) denote the family of all nonnegative functions V (x; t; i) on R n R + S which are continuously twice di erentiable in x and once di erentiable in t. If V 2 C 2;1 (R n R + S; R + ), de ne an operator LV from R n R + S to R by LV (x; t; i) = V t (x; t; i) + V x (x; t; i)f(x; t; i) + 1 2 trace g T (x; t; i)V xx (x; t; i)g(x; t; i) + N X j=1 ij V (x; t; j); (2:3) where V t (x; t; i) = @V (x; t; i) @t ; V x (x; t; i) = @V (x; t; i) @x 1 ; ; @V (x; t; i) @x n ; V xx (x; t; i) = @ 2 V (x; t; i) @x i @x j n n :
In particular, if V is independent of i, that is V (x; t; i) = V (x; t), then LV (x; t; i) = V t (x; t; i) + V x (x; t; i)f(x; t; i) + 1 2 trace g T (x; t; i)V xx (x; t; i)g(x; t; i) ; since P N j=1 ij = 0. For the convenience of the reader we cite the generalized Itô formula (cf. Skorohod 16] ): If V 2 C 2;1 (R n R + S; R + ), then for any stopping times 0 1 2 < 1, EV (x( 2 ); 2 ; r( 2 )) = EV (x( 1 ); 1 ; r( 1 )) + E Z 2 1 LV (x(t); t; r(t))dt (2:4) 3 as long as the integrations involved exist and are nite. In the sequel we will need the non-zero property of the solution. The following lemma describes this property. That is P(B) "jx 0 j ?1 e h k (1+h k )T : Letting " ! 0 yields P(B) = 0, which is in contradiction with P(B) > 0. The proof is complete.
Exponential Stability
In the sequel we shall always, as standing hypotheses, assume that hypothesis (H) and condition (2.5) are satis ed. Hence equation (2.1) has a unique solution for any given initial value x(0) = x 0 2 R n , and this solution will be denoted by x(t; x 0 ). By Lemma 2.1 we know that x(t; x 0 ) will never reach zero whenever x 0 6 = 0. So in what follows we will only need a C 2;1 -function V (x; t; i) de ned on R n 0 R + S, where R n 0 = R n ?f0g, namely V 2 C 2;1 (R n 0 R + S; R + ). Moreover, the equation admits a trivial solution x(t; 0) 0. In this section we shall establish the general theory of both pth moment and almost sure exponential stability for equation (2.1 In other words, under (3.4) the pth moment exponential stability implies the almost sure exponential stability. Before we prove the theorem, let us point out that condition (3.4) is slightly stronger than the linear growth condition. However, if both f and g are uniformly Lipschitz continuous, that is there is a K > 0 such that jf(x; t; i) ? f(y; t; i)j _ jg(x; t; i) ? g(y; t; i)j Kjx ? yj for all x; y 2 R n , t 0 and i 2 S, then (3.4) follows from this and our standing hypothesis (2.5).
Proof. Fix any x 0 2 R n and write x(t; x 0 ) = x(t). Let and the required (3.6) follows by letting " ! 0. The proof is complete.
In application we often use the functions of the form V (x; t; i) = (x T Q i x) p=2 (3:15) for some symmetric positive-de nite matrices Q i . Note that, for x 6 = 0,
2 (x T Q i x) (p?4)=2 Q i xx T Q i : Note also that trace g T (x; t; i)Q i xx T Q i g(x; t; i) = x T Q i g(x; t; i)g T (x; t; i)Q i x = jx T Q i g(x; t; i)j 2 :
ij (x T Q j x) p=2 : (3:16) We can now easily establish the following useful corollary. 
Further Results
In this section we shall use the theory of M-matrices to establish some su cient criteria for the exponential stability. These criteria can be veri ed much more easily than the general results obtained in the previous section.
The theory of M-matrices will play an important role in this section. To discuss the stability, we impose the following condition: For every i 2 S, there are three constants i 2 R, i 0 and i 0 such that
x T f(x; t; i) i jxj 2 ; jx T g(x; t; i)j i jxj 2 ; jg(x; t; i)j i jxj De ne V (x; t; i) = i jxj p for (x; t; i) 2 R n 0 R + S. Using (3.16) with Q i = the identity matrix and condition (4.1), we can derive that LV (x; t; i) = p i jxj p?2 x T f(x; t; i) + Let us stress that in general we need to reorder the states of the Markov chain when we apply part (ii) of this theorem. It is also interesting to point out that if 
Stability of Nonlinear Jump Systems
When g(x; t; i) 0 equation (2.1) reduces to a special but important nonlinear jump system _ x(t) = f(x(t); t; r(t)): (5:1) As mentioned in Section 1, Ji & Chizeck 6] and Mariton 13] studied the stability of a linear jump equation _ x(t) = A(r(t))x(t) which is of course a special case of (5.1). Using the theory established in the previous section we can easily obtain a number of useful results on the stability of equation (5. Assume also that for some integer 0 v < N, Again we need to stress that in general we need to reorder the states of the Markov chain when we apply part (ii) of this corollary.
It is very interesting to have another look at equation 1) that is 21 > 1:5 12 . As pointed out in Section 1, we may regard equation (7.1) as the result of the following two equations dx(t) = sin(x(t)) cos(2t)dt + 2x(t)dw(t) (7:4a) and dx(t) = 2x(t)dt + x(t)dw(t) (7:4b) switching from one to the other according to the movement of the Markov chain r(t). We observe that equation (7.4a) is almost surely exponentially stable since the Lyapunov exponent is not greater than 1 = ?1 while equation (7.4b ) is almost surely exponentially unstable since the Lyapunov exponent is 2 = 1:5. However, as the result of Markovian switching, the overall behaviour, i.e. equation (7.1) will be almost surely exponentially stable as long as the transition rate 21 from unstable equation (7.4b) Assume that w(t) and r(t) are independent. Consider a 3-dimensional semilinear stochastic di erential equation with Markovian switching of the form dx(t) = A(r(t))x(t)dt + g(x(t); t; r(t))dw(t) We assume that (4.1) is satis ed with the parameters speci ed as follows: We see from (7.8) that (4.11) holds for v = 2. Moreover, (4.12) holds for u = 4 since 34 = 1 > 0. Hence, by Theorem 4.7, the trivial solution of equation (2.1) with the parameters speci ed as above is almost surely exponentially stable.
