


















最早提出 ICA概念的是 Jutten和 Herault，当时他们对 ICA
给出了一种相当简单的描述，认为 ICA 是从线性混合信号里





其中：x——所观察到的 维信号，是已知的；A—— × 维的
未知混合矩阵；s—— 维的未知源信号，即现象背后的原因；
——噪声。从式 (1)以看出，该模型是非常复杂的，应用起来
十分困难。因此，在实际应用中，我们设 A 是方阵，噪声 为
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ICA 之前，我们应该对所观察到的数据 x 进行预处理，使它白





高斯分布。设 =w x，w 是一个待定的向量。如果w 是A 1的一
行，那么，就是其中的一个独立成分。如何确定w呢？我们把






















要知道 的概率分布 ，而实际上，我们往往不知道 。因此，
从定义上计算负熵是很难的。所以，在实际应用中，我们是用
它的近似值。我们经常用下面的方法来估计负熵。
｛ ｝ ｛ ｝2 (5)
其中：v 满足标准正态分布。函数 是非二次函数。一般说来
我们选择下面的一种
= exp 2/2 (6)
=logcosh 1≤ ≤2 (7)
1.2.2 ICA 估计算法
接下来我们要做的是极大化 w x ，于是问题就转化为求
以下最优问题
max ｛ w x ｝ ｛ ｝2 (8)






据； 确定要估计的 ICs 的数目 ； 确定 =1,2, , 的初始
值，正交化W= 1, 2, ，方法如步骤 ； 令w ｛x w x ｝
｛ w x ｝w，=1,2, , ，是 G 的导数； w ww 0.5W； 如
果不收敛，则转步骤 ； 输出W和S=Wx。
1.3 实 验
我们将把 ICA 应用于一维信号的分离。现在给出 3 个信
号源，如下
1 =sin /2 (10)
2 = 2cos2 /4 (11)
3 = .27 13 (12)
3 个信号源所对应的波形如图 1 所示。经过随机混合矩
阵 A 混合后得到的观察信号如图 2 所示。
对所观察的信号做 ICA 后得到的独立成分的波形如图 3
所示。从上面的各图中可以看出分离出的信号除了幅值、顺
序发生了改变，同信号源几乎一致。这正反映了 ICA 的幅值
和顺序不确定的两大特征。这是因为信号源 s 和混合矩阵 A
均未知。s 中任一个分量乘以一个缩放因子后，只要在相应的
A的列向量中除以该因子，由式(1)可知，所得的观察信号是不


























































In In 1 , >1
0 , =1
(13)
























国电电力、马钢股份以及四川长虹。我们用 10× 400 的矩阵表
示将这 10 只股票的历史数据。将其输入到 ICA 分析程序中
去，经过原始数据均值零化、数据白化和 ICA 分析，最后得到
10× 10 的混合矩阵、10× 10 的分离矩和 10× 400 的独立成分矩
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