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Errors in clinical practice guidelines may translate into errors in real-world clinical practice. The best way to eliminate these
errors is to understand how they are generated, thus enabling the future development of methods to catch errors made in creating
the guideline before publication. We examined the process by which a medical expert from the American College of Physicians
(ACP) created clinical algorithms from narrative guidelines, as a case study. We studied this process by looking at intermediate ver-
sions produced during the algorithm creation. We identiﬁed and analyzed errors that were generated at each stage, categorized them
using Knuths classiﬁcation scheme, and studied patterns of errors that were made over the set of algorithm versions that were cre-
ated. We then assessed possible explanations for the sources of these errors and provided recommendations for reducing the number
of errors, based on cognitive theory and on experience drawn from software engineering methodologies.
 2005 Elsevier Inc. All rights reserved.
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Clinical guidelines are systematically developed state-
ments to assist practitioner and patients decisions about
appropriate healthcare for speciﬁc clinical circumstances
[1]. While the recommendations aim to be based on evi-
dence, they are often not constructed in a way that re-
ﬂects the ﬂow of actual patient encounters. In order to
solve this problem, clinical guidelines are sometimes
portrayed as algorithms to guide physicians about the
recommended steps of data gathering, decision making,
and actions (i.e., process ﬂow) during patient encoun-
ters. Clinical guidelines aim to eliminate clinician errors,
reduce practice variation, and promote best medical
practices. Yet, during the process of creating clinical
algorithms out of the descriptive guideline text, errors1532-0464/$ - see front matter  2005 Elsevier Inc. All rights reserved.
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techniques to study the ways by which people process
descriptive information to generate procedures, it is pos-
sible to focus on the reasons that cause people to err
while they are processing descriptive information.
Another domain, where processes for error detection
have been developed, is software engineering. A short
review of relevant results from these two domains is dis-
cussed below.
1.1. Causes of errors during processing of descriptive
information: results from cognitive studies
In previous work [2], Anzai and Patel examined the
process by which people study scientiﬁc narrative text
and use their knowledge to create mental model repre-
sentations that would assist them in problem-solving
tasks. These studies have shown that people learn how
to solve a task by actually solving it (learning by doing).
1 For small-sized programs, the designer and coder may be the same
person. It is best if the tester is a diﬀerent individual, but if not, another
individual ﬁlls the role of the tester during inspection.
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gies of obtaining knowledge and skills. Learning by
doing has also been studied in the context of nurturing
a layperson in acquiring expertise by learning how to
draw and use diagrams in the domain of physics [3].
In this study, it was shown that by representing a partic-
ular problem with a set of diagrams, physicists recognize
the underlying structure of the problem and can orga-
nize computationally eﬃcient inference procedures for
solving it. It has been suggested that recognition, gener-
ation, and inference are three main components of the
processes in medical problem solving and development
of expertise. However, learning by doing has disadvan-
tages, as people can also over learn, repeating errors that
they have made throughout the process.
An additional source of errors that may occur dur-
ing problem solving was determined in research that
investigated decision-making strategies used by nurses
in telephone triage involving public emergency calls
for medical help [4]. The researchers concluded that
some of the errors that the triage nurses made oc-
curred because they were confused by dealing with sim-
ilar situations that should have been treated diﬀerently.
Noticing the similarity and ignoring diﬀerences in
pairs of situations, the nurses erroneously applied
strategies that they used in one situation to another
situation.
Another study investigated the impact of algorith-
mic-based and text-based practice guidelines on clinical
decision making by physicians at varying levels of
expertise, with and without the use of the guidelines
[5]. The narrative guideline and the algorithm served
as reminder tools for the expert, whereas they were
more useful for the non-experts as a means to ﬁll in
gaps in knowledge and as an aid in organizing their
knowledge. This suggests that the content and presen-
tation of guidelines should be adapted to the users
depth of knowledge. Guidelines and clinical algorithms
are generally written by a team of experts in the med-
ical area covered by the guideline. They aim to improve
the quality of care and standardize care and are often
targeted toward non-expert clinicians. Since experts ap-
proach the guideline with a highly organized knowl-
edge base, as writers, they may inadvertently expect
the readers to have the same knowledge, and be able
to make the inferences required to fully comprehend
the guideline. Therefore, they may not represent all of
the guidelines knowledge explicitly. A non-expert may
not be able to correctly make these inferences, leading
to errors or frustration. This evidence led the authors
to hypothesize that non-experts may use guidelines
and algorithms inaccurately. This hypothesis was con-
ﬁrmed by the study, which showed that the non-experts
seemed content to take things at face value, whereas
the experts expressed a lot more concern in checking
before diagnosing.1.2. Working in a team helps in error detection:
experiences from software engineering
The software engineering community has investigated
methods for reducing the rate of programming errors.
These methods often involve team work for ﬁnding er-
rors. One of the successful methods is inspection of soft-
ware design and code [6]. When inspection is carried out
systematically with well-deﬁned roles for inspection par-
ticipants, it can improve the quality of computer pro-
grams [7]. The team of participants include: (1) a
moderator, who is a competent programmer but is not
a technical expert on the program being inspected. The
moderator schedules the inspection, moderates it, re-
ports its results promptly, and schedules follow up on
rework. (2) The designer of the program. (3) The coder
of the program. (4) The tester, who is responsible for
writing test cases and executing them.1 Inspection ses-
sions are planned for no longer than two hours because
the error detection eﬃciency of most teams goes down
after that period of time. The inspection session is highly
structured. It begins in an overview in which the design-
er describes the design of the area to be examined and
distributes design speciﬁcation documents to the partic-
ipants. The participants then study the documents, try-
ing to understand the design, its intent and logic, and
while doing so, they ﬁnd errors. It has been shown that
the rate of error detection increases if the participants
ﬁrst examine the ranked distribution of error types
found by recent inspections and checklists of clues for
ﬁnding errors (e.g., ‘‘are all constants deﬁned?’’). This
helps them focus on the most fruitful areas. Next, the
coder explains how he will implement the design. The
participants ask questions with the intention of ﬁnding
errors. Questions are pursued until the error is recog-
nized (solution of the error is not done using inspection).
After the moderator writes and distributes his report,
the designer or coder corrects the errors and a follow-
up inspection session is scheduled.
A less successful method, which is often used because
it is easier to apply, is Walkthroughs. A walkthrough is
an informal review, in which the programmer describes
the code that he has written to some colleagues and
solicits comments. The author acts as the moderator,
and there is no deﬁned procedure for carrying out the
walkthrough session [8].
Another team-process that has been quantitatively
shown to improve software quality and reduce time to
market is pair programming. Pair programming involves
two programmers working side by side at one computer
on the same design, algorithm, code, or test [9]. Collab-
oration improves the problem-solving process. As a
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ing compile and test phases. Programmers who have
been working in pairs have reported the ability to solve
diﬃcult tasks together very quickly, putting their collec-
tive knowledge to work. They also reported that work-
ing in a team helps them stay focused on their task.
Pair programming improves the programmers job satis-
faction and overall conﬁdence in their work.
Arguing against pair programming, Parnas [10] has
remarked: ‘‘There is no doubt that four eyes can see
more than two. I doubt that the four eyes have to look
at the code at the same time in the same place?.’’ Parnas
deﬁned a process for reviewing software designs for the
purpose of ﬁnding errors in the design and its represen-
tation, called Active Design Review [11]. The principle
of this approach is that people use the design document,
defend their own work, and cannot just watch passively.
Instead of having one review process per project, teams
conduct several types of reviews, each carried out with a
diﬀerent and appropriate group of reviewers, designed
to ﬁnd diﬀerent types of design errors. Instead of con-
ducting the reviews as discussions, questionnaires are
prepared for the reviewers to answer about the design
documentation. Responding to the questionnaire re-
quires the reviewer to study the documentation carefully
and to make assertions about design decisions. The is-
sues raised by the reviewers as a result of answering
the questionnaires are discussed in small meetings be-
tween the designers and each reviewer. Instead of paring
programmers to produce code together, pairs, or small
teams of software developers, are created, where each
person creates a document and the other checks it. In
the following examples of such pairs, each member of
the pair checks the others work. The pairs could be
(a) a person who writes the requirement document and
a person producing the corresponding design document;
or (b) a person who writes the design document and
another person who writes code (a designer and a coder)
[10].
1.3. Improving algorithm development processes:
experiences from software engineering
The Capability Maturity Model for Software [12]
provides software organizations with guidance on how
to gain control of their processes for developing and
maintaining algorithms and software. This model orga-
nizes the process of maturing capabilities of the organi-
zation into ﬁve levels: (1) the initial level, in which the
algorithm and software is developed in an ad hoc way,
(2) the repeatable level, in which the necessary process
discipline is in place to repeat earlier successes on pro-
jects with similar applications, (3) the deﬁned level, in
which the software process for both management and
engineering activities is documented, standardized, and
integrated into the organization, (4) the managed level,in which detailed measures of the software process and
product quality are collected, and the (5) the optimizing
level, in which the software development process is opti-
mized. This model may also be relevant in improving the
development of clinical guidelines with the aim of deﬁn-
ing a replicable, productive, and eﬃcient development
process.2. Research questions
In this study, we have examined the process by which
a medical expert from the ACP (VS) goes about creating
clinical algorithms from narrative guidelines. We pro-
posed three hypotheses relating to this process.
1. The iterative phases of the algorithm creation process
in which the expert works alone are likely to result in
improvement of the algorithm. When an expert cre-
ates a clinical algorithm based on her processing of
a narrative guideline, she learns how to improve the
algorithm by iterating through the process of algo-
rithm creation (cf. [2] for the process of ‘‘learning
by doing’’). When she has new ideas for design mod-
iﬁcations (e.g., alphabetizing treatment options that
are not ranked), she carries them out throughout
the process of algorithm creation. From one iteration
to the next, fewer modiﬁcations are made until the
expert is satisﬁed with her results. Reexamining the
algorithm after a substantial period of time results
in making further improvements.
2. The collaborative phases of algorithm creation results
in improving the algorithm. Feedback from other
professionals results in making more improvements
than errors [13,14].
3. The diﬀerent purposes of guidelines and clinical algo-
rithms suggest diﬀerences in their content. The evi-
dence-based recommendations contained in the
narrative guideline may not be suﬃcient to provide
a complete procedure of care [15]. Therefore, a small
number of algorithm statements would not be based
on the narrative guideline, but on supplemental infor-
mation not provided in the guideline. The percentage
of changes made to diﬀerent sections of the narrative
guideline would be equal, since the narrative guideline
had already been validated by experts and we assume
that all of its parts are correct but may require chang-
es to arrange the recommendations as a process of
care that unfolds over time. However, the percentage
of changes made to parts of the clinical algorithm that
did not originate in the narrative would be smaller,
because these statements were introduced by the
expert as she created the algorithm with the procedur-
al steps of patient care in mind. Therefore, she is less
likely to change statements within the same session in
which she introduced them.
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In a previous study [15], we compared the ﬁnal ver-
sion of the algorithm to the narrative guideline from
which it was developed, analyzing the types of modiﬁca-
tions between them. By contrast, in this study we cap-
tured the versions of the algorithm that were created
during its iterative creation process, rather than focusing
on the ﬁnal versions only. In this way, we could analyze
the process and ﬁnd reasons for modiﬁcations made be-
tween consecutive versions. Our combined expertise in
cognitive psychology and computer science enabled us
to produce diﬀerent explanations for the modiﬁcations
made, focusing on these diﬀerent perspectives, and sug-
gest recommendations for limiting errors in future pro-
cesses of development of clinical guidelines,
algorithms, and guideline implementations. These rec-
ommendations have implications for the conversion of
narrative guidelines to computer-interpretable guide-
lines (CIGs), encoded in CIG formalisms such as GLIF3
[16], which allow automatic inference enabling decision
support. In addition, studying the narrative guideline
and algorithm development process will assist us in
reﬁning our authoring tools and it will assure robustness
in GLIF3.
3.1. Data collection
Two members of our research team (MP, VP) ob-
served the ACP expert, as she created ﬂowchart versions
of clinical algorithms based on a narrative guideline that
ACP had created previously. The guideline studied was
Pharmacologic management of acute attacks of migraine
and prevention of migraine headache [17]. We recorded
the expert as she ‘‘thought aloud’’ about what she was
doing, and we also captured any conversations with
the investigators and other guideline creators. We kept
all the drafts of the algorithms (six drafts of the ﬁrst
algorithm and two of the second), which showed pro-
gressive modiﬁcations in the algorithms. The Institu-
tional Review Board reviewed and approved the study
protocol. A year after the creation of the clinical algo-
rithms, the ACP expert went over the last version of
the algorithm set, which she had created earlier, and
then generated a new version of it for the purpose of cre-
ating an html version that included hyperlinks.
3.2. The ACP process of creating algorithms
After the ACP team has created a narrative guideline,
it constructs a clinical algorithm and publishes it at
www.acponline.org. The algorithm is ﬁrst created by a
medical expert, who reads the narrative guideline and
creates versions of the algorithm in an iterative manner
until she is satisﬁed with the results. Computer-based
tools are not used during this process. When ﬁnished,she delivers a ﬁnal copy to the director of scientiﬁc pol-
icy (DSP) at the ACP. This person examines the algo-
rithm and compares it to the narrative guideline.
Then, in a review session with the expert, the DSP sug-
gests clariﬁcations and modiﬁcations. The expert modi-
ﬁes the clinical algorithm and hands it over to a third
member of the team, the ﬂowchart designer, who uses
software to generate ﬂowcharts from the experts
hand-drawn algorithms. The expert then checks the
ﬂowcharts.
3.3. Identifying modiﬁcations and classifying them
Our approach is to identify the types of errors intro-
duced during the development process of narrative
guidelines and CIGs. In addition to deﬁning types of er-
rors made, we are also interested in identifying their
sources, and devising methods and tools for limiting
them. We used a classiﬁcation scheme proposed by
Knuth [18] to classify modiﬁcations between narrative
guideline text and the clinical algorithm produced from
it. Knuth classiﬁed discrepancies between the require-
ments document for TeX and the resulting software.
The ﬁrst 12 of the 15 modiﬁcation types that he suggest-
ed are applicable to the narrative guideline domain. The
narrative guideline is analogous to the requirements
document, whereas the clinical algorithm created from
it is analogous to the software. We added specialization
as a possible modiﬁcation type.
1. Algorithm awry (A): incorrect or inadequate speciﬁ-
cation of process execution sequence. For example,
not specifying the processes that take place in the
system in their correct order is an algorithm awry.
2. Forgotten function or omission error (F): forget-
ting to specify a function, or omitting a part of
the problem statement from the speciﬁcation. For
example, excluding one of the processes or objects
that were described in the problem statement from
the model is a forgotten function or omission error.
3. Language liability (L): misusing or misunderstand-
ing the (speciﬁcation) language. For example,
using an action step instead of a decision step is
a language liability error.
4. Mismatch between modules, or, in our case,
between algorithms (M): a clinical algorithm that
is speciﬁed using several linked sub-algorithms
that result in inconsistent recommendations is a
mismatch between modules.
5. Blunder or botch (B): thinking the right thing but
writing it in a wrong way using correct syntax
(e.g., confusing before with after).
6. Trivial typo (T): a typographical error.
7. Cleanup for consistency or clarity (C): making
modiﬁcations to make things more logical and/or
easier to remember.
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ing the original problem statement in order to
make it more general or to increase its ability.
(b) Specialization: making a deﬁnition narrower.
9. Interactive improvement (I): improving the speciﬁ-
cation for better response to user needs.
10. Promotion of portability (P): changing the organi-
zation or documentation of the speciﬁcation.
11. Quest for quality (Q): changing the original prob-
lem statement (narrative) to increase the speciﬁca-
tion (algorithm) quality.
12. Surprising scenario (S): changing the original prob-
lem statement (narrative) due to scenarios that
were not considered in the problem statement.
13. Eﬃciency enhancement (E): changing the process
to make it more eﬃcient.
14. Data structure debacle (D): not updating properly
the representation of information to preserve
appropriate invariants.
15. Reinforcement of robustness (R): making the spec-
iﬁcation (algorithm) handle erroneous input.3.3.1. Errors vs. improvements
In Knuths classiﬁcation, some of the modiﬁcation
types can be improvements with positive qualities (e.g.,
quest for quality) and some can be errors with negative
qualities (e.g., blunder). Other modiﬁcation types could
include positive as well as negative qualities (e.g., gener-
alization/specialization, which could include improving
the algorithm where guideline eligibility was generalized
from patients having a migraine attack to those experi-
encing headache or a specialization that is the result of
an error, such as in the case of not listing all the possible
criteria for being eligible for preventive treatment). In
our analysis, it was important for us to distinguish be-
tween improvements and errors in order to see whether
we could identify patterns of error occurrence during the
iterative process of algorithm creation.
3.3.2. Important vs. unimportant modiﬁcations
Not all of the modiﬁcations that the expert made
during algorithm creation were equally important. We
carried the analysis on the entire set of modiﬁcations
and on the subset of modiﬁcations that we found to
be important. Unimportant modiﬁcations were modiﬁ-
cations that would not have aﬀected the advice given
by the algorithm (e.g., in addition to recommending
eﬃcacious drugs, specifying which drugs are not rec-
ommended) or modiﬁcations that were made in order
to clarify terms that were probably already known to
clinician users (e.g., giving examples of anti-emetics).
We believe that in order to learn how to improve the
algorithm creation process, resulting in more accurate
and robust algorithms that are easy to computerize,
the focus should be on modiﬁcations that are related
to the important category. Taking the unimportantmodiﬁcations into account may shift the results for
the better, when many of the unimportant modiﬁca-
tions are improvements, or for the worse, when many
of the modiﬁcations are errors. In most cases, however,
the results were not signiﬁcantly aﬀected by the exclu-
sion of unimportant modiﬁcations. In this paper, we
report the results of the important modiﬁcations. In
cases were the results diﬀered when including or
excluding unimportant modiﬁcations, we report both
of these results.
3.3.3. Grouping errors according to their location in the
narrative guideline
When looking at the diﬀerent statements from the
guideline narrative that made it to the clinical algorithm,
we distinguished between statements that originated in
the: (I) recommendations, (II) paragraph below the rec-
ommendations, (III) background material contained in
the guideline, and (IV) information added that was not
in the original guideline. We wanted to see whether
the section on recommendations was informative en-
ough to create most of the algorithm and whether most
of the important modiﬁcations were made in particular
parts of the narrative guideline. This may indicate where
we should focus our attention when analyzing errors
and their causes.4. Results
We recorded the modiﬁcations that the expert made
between each consecutive algorithm versions. For each
modiﬁcation we recorded (1) whether the modiﬁcation
was positive or negative, (2) whether the modiﬁcation
was important or unimportant, (3) the location of the
modiﬁcation in the guideline narrative, and (4) the mod-
iﬁcations category according to Knuths classiﬁcation.
To analyze the data, we looked for patterns in the distri-
bution of errors over various versions of algorithms. We
also searched for possible explanations for errors made
by the expert. We present the patterns that emerged
from the data and developed theoretical accounts as a
set of hypotheses, and describe the extent to which these
hypotheses were conﬁrmed.
Hypothesis 1. The iterative process of algorithm crea-
tion, in which the expert works alone through the
process of ‘‘learning by doing,’’ is likely to result in
improvements in reﬁning the algorithm
The iterative process of algorithm creation contained
the following stages. During the development of the ﬁrst
version, the expert created many modiﬁcations to the
original narrative. Then she made modiﬁcations looking
only at the previous algorithm versions, without con-
sulting the narrative, until she did not ﬁnd any errors.
Next, she moved on to the next stage: continuously con-
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until modiﬁcations were no longer needed. She then con-
sulted the DSP and then made additional modiﬁcations
(version 6) according to the DSPs comments. In exam-
ining the guideline again a year later, she found places
where new modiﬁcations were required. She had forgot-
ten the last algorithm that she had created, thus she
examined this version with a critical eye and reﬁned
the algorithm.
Fig. 1 describes the total number of modiﬁcations
made in diﬀerent algorithm versions. The results reﬂect
the iterative development process. The expert created
the ﬁrst version based on the narrative, and created
new algorithm versions by consulting only her previous
versions until modiﬁcations were no longer necessary
(version3). Consulting another source—the narrative in
version 4 and the DSP in version 6—helped the expert
make more relevant modiﬁcations. A year later (new
version) she still made more modiﬁcations.
The ﬁrst hypothesis is examined in Fig. 2, which gives
the number of positive and negative modiﬁcations in the
diﬀerent algorithm versions. The hypothesis was con-
ﬁrmed in that modiﬁcations were made. However, con-
trary to the theories of ‘‘learning by doing,’’ what we did
not expect was that more errors than positive modiﬁca-
tions were generated when the clinical expert worked
alone.
Fig. 3 shows all the number of all modiﬁcations,
including unimportant ones, which were made in the dif-
ferent algorithm versions. Examining all modiﬁcations,
it appears that more improvements were made than er-
rors. However, most of the improvements were unim-
portant and most of the errors were highly important.
Fig. 4 shows the distribution of speciﬁc types of
modiﬁcation made during each algorithm version.0
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Fig. 1. Total number of modiﬁcations made in diﬀerent algorithm
versions. There were seven versions: versions 1–6 were created a year
before the ‘‘New Version’’ was created. The column marked as ‘‘1–6’’
indicates the total number of modiﬁcations made during the ﬁrst
sessions of algorithm creation, which included the ﬁrst six iterations.
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Fig. 3. Number of positive and negative modiﬁcations made in the
diﬀerent algorithm versions, including unimportant modiﬁcations. The
version numbers are as explained in the legend in Fig. 1.The distribution of error types is not uniform. In
the last version, more blunders (3) were made than
in any previous version (one blunder was made in
versions 4 and 6, and no blunders were made in ver-
sions 1, 2, 3, and 5). However, versions 1 through 6
were created during one session. Comparing the num-
ber of blunders made during that session (2 blunders)
to the number of blunders made during the creation
of the new version, which was done a year later (3
blunders), shows that an almost equal number of
blunders were made in each session. Comparing the
sum of modiﬁcations made in the ﬁrst session to
the number of modiﬁcations made during the crea-
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interactive improvement modiﬁcations were generated
in the last version as compared to three done in
the ﬁrst version. Correction modiﬁcations could have
only been made in the new version because we con-
sidered cases where the expert transiently made a
blunder during the ﬁrst session, but caught it soon
afterwards in the same session as artifacts that should
not be considered. Similarly, Forgotten functions were
introduced in the ﬁrst version. If they were corrected
later in versions 1 through 6 during the ﬁrst session,
then they would not have been counted as forgotten
functions, but as artifacts that should not be
considered.
Hypothesis 2. Collaborative work is likely to result in
much broader improvements to the algorithm
As Fig. 2 shows, this hypothesis was conﬁrmed. The
clinical expert made more improvements only after
collaboration with the director of scientiﬁc policy
(DSP-version 6). As a result of this collaboration, only
one error was generated, since collaboration provides er-
ror checks.
Hypothesis 3. The diﬀerent purposes of narrative guide-
lines and clinical algorithms suggest diﬀerences in their21%
27%34%
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Fig. 5. Distribution of types of statements in the algorithm according to the
Section 3.3.3. The numbers by the pie slices indicate the number of statemencontents and organization. While most of the statements
in the algorithm will be taken from the recommenda-
tions section of the guideline (I), from the paragraphs
below each recommendation (II), or from the Back-
ground section (III), a small percentage of statements
will be represented by statements not contained in the
narrative guideline (IV). In addition, the percentage of
modiﬁcations made to guideline statements that origi-
nated at the recommendation section (level I), the
paragraph below it (level II), or in the background
section of the guideline (level III) will be equal. The
percentage of modiﬁcations made to algorithm state-
ments that were not part of the narrative guideline (level
IV) will be smaller than the percentage of modiﬁcations
in the other levels.
Fig. 5 shows the distribution of types of statements in
the algorithm according to their location in the narrative
guideline. The data in the ﬁgure show that the hypothe-
sis was only partly conﬁrmed. The clinical algorithm was
diﬀerent in its content than the narrative guideline.
However, much of the information relevant for creating
an algorithm was not found in the Recommendations
section. Looking at sequential versions, we could not
ﬁnd a temporal pattern of the distribution of errors
grouped by the origin of statements (results not shown).Statements I
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ts belonging to a category and their relative percentages.
010
20
30
40
50
60
1 5  1-6 New
Version
To
ta
l %
 C
ha
ng
ed
Statements I
Statements II
Statements III
Statements IV
2 3 4 6
Fig. 6. The percentage of modiﬁed statements, arranged by their
location in the guideline, in the diﬀerent algorithm versions.
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the diﬀerent algorithm versions, arranged by their loca-
tion in the guideline. While a pattern of the distribution
of modiﬁcations among the diﬀerent levels did not exist,
the last part of the hypothesis was conﬁrmed. Once the
medical expert added information to the algorithm that
was not part of the narrative guideline (level IV), she did
not make modiﬁcations to that information. Perhaps,
this is due to the fact that she was not able to consult
with the guideline or other medical experts to conﬁrm
that her additions were correct.5. Discussion
In interpreting the results, we tried to account for our
hypotheses about patterns of errors. Looking at the
individual errors that were made, and following the ex-
perts explanation of her rationale for making the mod-
iﬁcations, we tried to ﬁnd the sources of errors and
suggest ways to limit them.
5.1. The diﬀerent purposes of guidelines and clinical
algorithms suggest diﬀerences in their content
While we hypothesized that most of the algorithm
could be created from material found in the recommen-
dation section and in the paragraphs below the recom-
mendations, we found that much of the information
that was relevant for creating an algorithm had its origin
in the background section of the guideline (level III in
Fig. 5). This suggests that the Recommendation section
does not contain enough information for summarizing a
process of care. We also found that a substantial part of
the algorithm was not based on the guideline at all (IV).
A possible explanation is that the narrative guideline
aims to list recommendations that are based on scientiﬁc
evidence (evidence-based guidelines), but this is not en-
ough to generate a clinical algorithm that describes aprocess of care. This necessitates addition of informa-
tion based on the experts intuitive opinion.
5.2. Team-work is crucial for detecting errors
While we expected the expert to make improvements,
but not the errors, as she iteratively created the algo-
rithm, we found that this was not the case (Fig. 2).
Looking at the total number of modiﬁcations made by
the end of the ﬁrst session of algorithm creation process
(total modiﬁcations versions 1–6), we found that more
errors were made relative to positive modiﬁcations. Cor-
relating the errors with the phases of work that the ex-
pert made while she was working alone versus errors
she made while she was doing collaborative work, we
saw that more errors than positive modiﬁcations were
made when the clinical expert worked alone. Only upon
following comments from the DSP, the clinical expert
made more improvements than errors.
As explained in Section 1, team work has been advo-
cated as a means for detecting errors in software design
and coding. Controlled experiments have shown that
working in pairs reduces the number of errors that are
generated [9]. The review process that the DSP and the
clinical expert were involved in was similar to the inspec-
tion or design review used in the software engineering
area, though it was less formally deﬁned. In the ACPs
review process, the expert gave the DSP the algorithms
for review. After reviewing the algorithms and the origi-
nal guideline, the DSP and the clinical expert met and
the DSP asked for clariﬁcations, pointed out terms that
were not deﬁned, and suggested a diﬀerent design that
combined the prevention and treatment algorithms.
Perhaps the ACPs process could be improved by
assimilating the process used during software inspection
and review procedure. First, as in the inspection process,
the review meeting may involve another clinician knowl-
edgeable in medicine, who can act as a moderator, as
well as a tester, such as an informatician, who can think
of test cases for checking the completeness and correct-
ness of the algorithm. Second, as in the design review
process, using questionnaires that were prepared in ad-
vance, the expert can have one-on-one meetings with
another clinician and informatician to review the algo-
rithms that she had produced. Third, similar to the pair
programming process, two clinicians could produce the
algorithm together. It would be interesting to compare
the number of errors produced in algorithms when using
the standard process carried out by the ACP with the
three alternative processes suggested here.
5.3. The need for an informatician on the team
Despite the rigorous process of algorithm develop-
ment, the informatician on our team (MP) still found
places in the algorithm requiring modiﬁcations, which
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ﬂect a formal computer science perspective of algorithm
creation, which is not clinical. The ACP team agreed with
these modiﬁcations, which included the following.
5.3.1. Missing deﬁnitions of branching points and
interaction among guidelines
Guideline authors usually do not specify the interac-
tion among related guidelines that are applicable to the
same patient (in our case, the prevention of migraine
and the treatment of acute migraines algorithms). The
guideline noted that while a patient is on preventive ther-
apy, care should be taken to avoid overuse of acute med-
ication. However, the guideline did not clarify what
overuse means. The expert ﬁrst speciﬁed the interaction
by introducing two alternative paths of the algorithm,
(i.e., a branching point) so that a patient being treated
by means of the prevention algorithm would not receive
treatment according to the acute algorithm, thus hewould
not be treated for acute attacks at all. Later, the expert re-
versed her speciﬁcation, by removing this branching
point. This allowed her to make it possible for patients
who are on the prevention algorithm to enter the acute
algorithm.However, instead of restricting the use of acute
medications, the speciﬁcation gave acute treatment to pa-
tients in each of their acute attacks regardless of whether
they were being treated in accordance to the prevention
algorithm. The expert did not realize that neither of the
speciﬁcations correctly addressed the situation of avoid-
ing overuse of acute medications. Had a clear deﬁnition
of overuse been given, the expert would have likely spec-
iﬁed a branching point that decides when a patient being
treated on the prevention algorithm should be routed to
the acute algorithm. A computer scientist would have
been suspicious of a situation where a branching point
is removed. If there had been a problem with the course
of action recommended to one of the branches, then that
branch should have been ﬁxed without removing the
branching point. In fact, another branching point should
have been added, which would divide the population of
patients who are receiving treatment via the prevention
algorithm and are experiencing an acute attack into those
who should be treated for their acute attack and those
who should not be treated. The expert wanted to allow a
patient who should be treated for his acute attack to enter
the acute algorithm, but she did not realize that by remov-
ing the branching point she also allowed patients who
should not be treated for their acute attacks (thus avoid-
ing overuse) to enter the acute algorithm.
5.3.2. Problem with negation and implication
The guideline speciﬁed that if a patient is vomiting then
he shouldbe givennon-oralmedication (Vomiting implies
non-oral). If we know that the patient is not vomiting,
then what kind of medication should be given to him?
The answer is any route of medication. We can see thisby looking at the truth table for the implication statement
‘‘vomiting implies non-oral.’’ For the value of vomit-
ing = false the implication is true when ‘‘non-oral’’ is true
or false. However, the expert speciﬁed that if the patient is
not vomiting then only ‘‘oral’’ medication should be giv-
en. Due to her confusion, she simply negated ‘‘non-oral.’’
5.3.3. Confusing AND with OR
Thearticles,AndandOr, are used informally in theEng-
lish language. This creates a problem when deﬁning terms
and branch points in clinical algorithms. Ambiguity in
term deﬁnitions that include and or or (inclusive or) needs
to be resolved in order to support understandability of
terms, reproducibility that preserves themeaning of terms,
and the utility that is provided by the deﬁnitions [19].
In our study, the expert used ‘‘AND/OR’’ to replace
the word ‘‘with.’’ For example, in the sentence ‘‘two at-
tacks a month with disability lasting more than 3 days,’’
the word with should be translated into ‘‘AND.’’ Formal-
ly, AND/OR equals OR. While OR makes a criterion
more general,ANDmakes a criterionmore speciﬁc. In or-
der to resolve ambiguity, clinical experts should be made
aware of this rule.
5.3.4. Altering the control ﬂow as a result of considering
patient situations that were not addressed by the guideline
The guideline distinguishes between migraine-speciﬁc
medications and non-steroidal anti-inﬂammatory drugs
(NSAIDs). For patients who had taken NSAIDs with
good response, the guideline recommends taking the same
medication in later attacks. The symmetric situation, of
patients who had takenmigraine-speciﬁcmedicationwith
good response, was not considered. Computer scientists
are trained to think about decision tables [20] that list
the actions that should be taken for every possible vari-
able assignment. They are taught to systematically list
all decision variables and all their possible values and
check that actions are deﬁned for every possible combina-
tion of values for all of the variables that are important in
making adecision. If the decision is onwhatmedication to
prescribe for an acute attack, and the variables are the
type of medication used before and the type of response
achieved, then the table should specify the course of ac-
tion for all four combinations of these two binary data
items.
5.4. Overlearning may lead to errors
Overlearning refers to a process where we study mate-
rial until we know it perfectly, and then continue to
study it some more, until we master it. However, over-
learning may some times lead to unnecessary modiﬁca-
tions or even lead to errors. Errors of conﬁdence are
likely to be generated as one develops a familiarity with
the problem [21]. We found several examples where the
clinical expert exhibited this kind of behavior:
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‘‘with proven eﬃcacy’’ because she remembered that
she had made this modiﬁcation before. Only, she did
not notice that the addition was not necessary, as the
list of NSAIDS contained only those with proven
eﬃcacy.
• The expert made a modiﬁcation to the algorithm for
treatment of acute migraine attacks by combining a
second decision criterion with a criterion that she
had already seen in that algorithm. The two criteria
should have been combined with AND, requiring that
both of them be present (e.g., ‘‘two or more attacks a
month’’ AND ‘‘disability lasting 3 days’’). However,
the expert combined them with OR, mistakenly.
The expert later found the same criterion in the pre-
vention of migraine attacks, but there the two criteria
were already combined correctly by the word ‘‘with’’
that implied an AND relationship between the two
criteria. Erroneously, she replicated the mistake that
she had introduced in the treatment algorithm into
the prevention algorithm.5.5. Confusing diﬀerent situations may lead to errors
If we encounter a new situation and mistakenly iden-
tify it as being identical to a previously encountered sit-
uation, we may erroneously apply the technique that is
appropriate for the original situation to the new situa-
tion. This is a problem of transfer, which is well docu-
mented in cognitive psychology literature [22]. We
found several examples of this kind:
• The expert remembered the comment made by the
DSP about alphabetizing drug options when no rank-
ing of options is given so as not to imply an order.
However, she applied this technique to alphabetize
a list of drugs that had been ordered by drug side-ef-
fects and availability.
• The expert read the guideline text that discussed gen-
erally accepted indications for migraine prevention.
One of the lines in that section referred to ‘‘two or
more attacks a month’’ while two lines down in the
same section, a reference was made to ‘‘twice a
week.’’ When the expert speciﬁed the ﬁrst line, she
mistakenly wrote ‘‘two or more attacks a week,’’ con-
fusing month with week because of the two similar
phrases found in the same guideline section.5.6. Implications to GLIF3
The ACP team that develops clinical algorithms is
already considering issues that are important for pro-
ducing high-quality guidelines, as deﬁned in the 1992
IOM report on the development of clinical guidelines
[23]. These issues include: (1) validity of the algorithm,
(2) reproducibility (i.e., the algorithm would alwaysproduce the same behavior for the same patient situa-
tions), (3) clinical applicability (i.e., eligibility criteria),
(4) clinical ﬂexibility—(i.e., considering diﬀerent patient
scenarios that occur during a patient encounter), (5) a
clear deﬁnition of clinical terms, decision points, and
medical actions, (6) a clear deﬁnition of control ﬂow,
(7) logical and easy-to-follow modes of presentation,
and (8) distinction among clinical decisions, actions,
patient states, and entry and exit points of the algo-
rithm. The ACP team uses a process of algorithm
development that involves several people and several
stages. This process includes face-to-face meetings
and discussions of the algorithms that help spot errors
or lack of clarity.
Unfortunately, not all of the considerations that are
important for automating guidelines are explicitly con-
sidered when the narrative guidelines are being devel-
oped. This situation creates diﬃculties when the
guidelines are to be encoded in a CIG formalism, such
as GLIF3 [16]. We suggest that guideline developers
should be given instructions which explain the cognitive
sources of errors as well as the software engineering
methodologies of review and inspection to limit errors.
Another recommendation is to provide guideline
authors with tools for creating clinical algorithms, thus
being able to create clinical algorithms and guidelines
that would be more complete and consistent, allowing
easier development into CIGs. When we created author-
ing tools for GLIF3, we had considered tools that would
ease the generation of what we call ‘‘the conceptual
algorithm speciﬁcation’’ [24]. This speciﬁcation is creat-
ed by clinical experts and does not formally specify deci-
sion criteria, but does specify the structure of the clinical
algorithm and the patient data used to make clinical
decisions. The GLIF3 authoring tool that we had devel-
oped [15] allows an author to create a graphical clinical
algorithm, validate the algorithm for completeness and
consistency, enforce deﬁnition of terms according to
controlled terminologies, deﬁne rules for ranking alter-
native treatment options written in natural language,
introduce links to support material, and specify other
documentation attributes, such as the target audience
of the guideline, and strength of evidence associated
with each guideline step.
At the ACP, the clinical expert does not use comput-
erized tools to aid in the creation of the clinical algo-
rithm. Once the algorithm is complete and validated, a
ﬂowchart designer creates a formal ﬂowchart out of
the boxes and arrows speciﬁcation that the medical ex-
pert created. The GLIF3 authoring tools can be intro-
duced at this stage of algorithm creation by the expert
or at the last stage, as it is now done at the ACP.
Although there are beneﬁts to using the tools from the
start, it may also be too time-consuming for the expert.
In addition, some experts feel more comfortable in using
paper and pencil to draft the algorithms. In these cases,
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tools should be introduced at a later stage of the algo-
rithm creation. The ﬂowchart designer should be a per-
son trained in informatics, who has training in
identifying logical errors or incompleteness of speciﬁca-
tion. She would use GLIF3 tools to formalize the algo-
rithms created by the expert and approved by the DSP.
She would be more involved in impacting the process of
algorithm creation. This will involve more rounds of
iterations of algorithm development, where the informa-
tician and clinical expert would sit together while the
informatician translates the algorithm into a more for-
mal GLIF3 conceptual algorithm speciﬁcation. We also
believe that adding another person to the team will im-
prove the quality of the algorithm created. The modiﬁ-
cations that were made by the clinical expert based on
the review of her work by the DSP resulted in many
improvements and only one error, which could have
been detected by an informatician.
Other tools might be used to limit errors that result
from forgetting to represent part of the narrative guide-
line or to copy part of the clinical algorithm or sidebars
to the next version. A tool like GEM-Cutter [25] could
be used to mark-up narrative guidelines using GEM ele-
ments. The tool could be used to view unmarked parts
of the guideline, thus aiding in limiting omission errors.
In this study, we used Knuths classiﬁcation scheme to
categorize modiﬁcations between a narrative guideline
and the ﬁnal version of its clinical algorithm. Although
the classiﬁcation scheme was developed for modiﬁcations
between requirements-documents and software prod-
ucts, we found it appropriate for categorizing modiﬁca-
tions between narrative guidelines and clinical
algorithms, as well as errors in CIG speciﬁcations. A dif-
ferent classiﬁcation scheme was developed by Tierney
et al. [26], who described the problems encountered while
they encoded a heart failure guideline. They found that
the guideline often lacked deﬁnitions of terms and branch
points, did not focus on errors of commission, and did
not account for comorbid conditions, concurrent drug
therapy, or the timing of most interventions and fol-
low-ups. Because our study did not examine implementa-
tion issues or the development of the narrative guideline
prior to clinical algorithm generation, we only considered
the ﬁrst of these problem types, although the implemen-
tation of two other guidelines developed by the ACP
team has been reported by Patel et al. [5].6. Conclusion
We have studied the process of creating clinical algo-
rithms by the ACP by looking at intermediate versions
produced during the algorithm creation, rather than
examining only the ﬁnal products. We identiﬁed errors
that were made at each stage, categorized them, andstudied the patterns of errors. Analyzing patterns of er-
rors as well as following individual errors, we found pos-
sible explanations for the sources of these errors.
Based on our analysis, and on the methods used in
the software engineering community for reducing er-
rors in software code, we lean towards suggesting
development of recommendations for authors who cre-
ate clinical algorithm that go beyond the recommenda-
tions reported by Tierney et al. [26], as discussed in the
previous section. These additional recommendations
could include: (1) verifying that all relevant informa-
tion is carried from the narrative guideline to all ver-
sions of the clinical algorithm, (2) providing all the
information necessary to rank treatment options, and
(3) considering diﬀerent patient scenarios. Tierneys
recommendations, augmented by our additional recom-
mendations, can be stated as metrics for evaluation of
the quality of encoded guidelines. These metrics can be
used to progress from the repeatable to the deﬁned le-
vel of the Capability Maturity Model, as discussed in
Section 1.
The GLIF3 authoring tool addresses the recommen-
dations made by Tierney as well as the ﬁrst three of
our additional recommendations. We also lean towards
recommending changes in the process for creating clini-
cal algorithms in two main ways: (i) by introducing an
informatician to the team who would review the guide-
line and (ii) by deﬁning a more formal review/inspection
process, as usually done in software development.
Guideline developers could also beneﬁt from some
knowledge about the cognitive sources of errors. We be-
lieve that taking such measures may help reduce the
number of errors introduced into the algorithms. Fur-
thermore, it would maintain the rigorous quality deter-
mination and improvement in guideline algorithm
creation, which are essential for the process of develop-
ing the guideline. Future studies will aim to inspect the
generality of the results and examine the impact of the
new process that we suggested.
6.1. Limitations of the study
Cognition research looks at the psychological pro-
cesses underlying performance, focusing on in-depth
analysis of the perceptual and cognitive processes that
lead to observable behavior. The focus is on understand-
ing the knowledge structures and mental processes
brought to bear during cognitive activity (e.g., problem
solving and decision making). Although performance
varies substantially from person to person, cognitive
theories and methods allow us to capitalize on certain
structural and processing regularities of the human
information processing system, which give strength to
generalizations, as in the case of the present study. Cog-
nitive research strategies tend to vary as a function of
theory development. The earlier stages typically necessi-
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one subject, as researchers endeavor to characterize a
new phenomenon. The ﬁndings from these detailed stud-
ies suggest phenomena that may exist, such as the nature
of errors in the guideline creation process. However,
subsequent research, guided by this initial detailed
study, and using a larger representative sample of physi-
cians, is necessary to test the generality of the ﬁndings.Acknowledgments
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