Introduction
Over the past few years, several pattern recognition systems have been proposed based on principal component analysis (PCA) [7, 6, I I , I. 9, IO]. Although the details vary. these systems can all be described in terms of the same preprocessing and run-time steps. All of them ara characterized by the learning of a set of feature vectors and finding a subspace representation that captures the structure of the data. Usually, when calculating the covariance matrix of the problem, eigenvectors are sorted by decreasing eigenvalue only taking the most representative ones which correspond to the directions of maximum variance. Once the subspace is fully-described by a projection matrix. the classification of a new feature vector is accomplished by projecting and finding the nearest training one.
Recently, a new approach for obtaining a linear repre- sentation of data has been proposed. This new technique. called Non-negative Matrix Factorization (NMF), was used in the work of Lee and Seung [4] to find parts of objects in an unsupervised way. Non-negative Matrix Factorization differs from other methods by its use of non-negativity constraints. Their work was tested with a set offaces [4] and the obtained NMF bases are localized features that correspond with intuitive notions of the parts of faces.
Both methods. PCA and NMF, are simply based on tinding a projection matrix used 10 project new vectors. Since NMF is a recent technique, it does not provide a natural metric to work with its positive projected vectors. Is for this reason that a distance metric must be defined in this positive space in order to work with the projected vectors in an optimal manner. This paper presents experimental evaluations of traditional distance measures in the context of digit recognition when using PCA and NMF. We have selected the MNIST digit database [3] because it is a well-known database with a large number of training and testing vectors. We have also introduced the Earth Mover's Distance (EMD) 181 distance metric noticing an improvement in the recognition rates when using low dimensional NMF subspaces. We have also considered occlusions in our testing set and NMF has manifested a good behaviour in front of them when the occluded regions are significantly large.
We have to note that the aim of this work is not to obtain the best classifier of the MNIST database. With this current work, we want to show that it is possible to define a metric when using the NMF that can improve the PCA recognition rates using the same training set of digits. And we compare the NMF with PCA because both methods are based on finding a projection space: one of them is claimed to be the best in terms of reconstructed error (PCA) and the other is based on the definition of positive bases.
PCA and NMF techniques
Principal Component Analysis (PCA): Due to the high dimensionality of data, similarity and distance metrics are 
Distance Measures
Four commonly used distance measures are tested in this current work: L I , L2. angle and Eanh Mover's Distance ( E m ) . The angle measure is defined as:
and the EMD distance, as known to be the minimal amount of work that must be performed to transform one feature distribution into the other, is based on a solution to the old transportation problem from linear optimization [ 2 ] . Let I be a set of suppliers, J a set of consumers and c,, the cost to ship a unit of supply from i E I to j E .I and usually is defined as the euclidean distance. Now, we want to seek a set off,, that minimizes the overall cost:
subject to the following constraints:
Where xi is the total supply of supplier i and y, is the total capacity of consumerj. Constraint (3) allows a shipping of supplies from a supplier to a consumer and not vice versa. Constraint (4) forces the consumers to fill up all of their capacities and constraint ( 5 ) limits the supply that a supplier can send as a total amount. Constraint ( 6 ) forces to move the maximum amount of supplies possible. If the total demans equals the total supply, the distributions have the same overall mass and the EMD is a true metric [XI.
Experimental Results
We want to test the Non-negative Matrix Factorization (NMF) in a widely used database, the MNIST [3], in order to compare its ability of classification in a well-known pattern recognition problem and compare its recognition rates with the Principal Component Analysis (PCA). There are several methods that have been tested with this digit database and most of them are based on preprocessing the input images in order to reduce some distortion effects. In our case, we have used the 28 x 28 images of this digit database without any modification.
We have randomly selected 2,000 training vectors (200 of each digit) to learn our PCA and NMF models. The reason of selecting only 2,000 training vectors instead of a large number is that NMF needs to work with all the matrices which are of size 2,000 x 784 x 8 = 12Mb. We have estimated that having 2,000 training vectors to obtain our NMF model is a good trade-off between time of calculation and accuracy in results.
We have leamed both PCA and NMF models and we have obtained a set of bases that can be seen in figures (I) and (2). Figure ( I ) shows the bases obtained if we decide to work with a 20 dimensional subspace and figure (2) shows the bases in a 50 dimensional subspace. The main difference between these bases is that NMF obtains a part-based representation, if we work on a high dimensional subspace (50D). In figure ( I ) this behaviour is not so manifested because we have 10 different digits and we are imposing to obtain 20 bases. With PCA, we can appreciate that if we increase the number of dimensions from 20 to 50, the first 20 are the same and all of them are combinations of global behaviours. But. with NMF, when we increase the number of desired dimensions, we obtain more specific bases corresponding to parts of digits. . Because the NMF is based on the maximisation of an objective function, the learned bases can present non-negligible correlations or other higher order effects. In figure (3) we see that both bases are sharing a lot of pixels in common regions. This induces to define a distance between projected vectors that takes into account this fact. EMD is well suited for this problem because we can explicitly define a distance between our bases creating a cost matrix used in the minimization problem defined in expression (2). 
Recognition without occlusions
In this section we present our experimental results with the testing MNIST images (10; 000). We have learned our PCA and NMF models and, in the testing step, we project all the training images (60; 000) in our leamed model and given a projected testing image, we search for the most similar training one using a metric in the subspace. (b,) is defined as c., = distangle(b,, b,) where distangle is the distance defined in expression (1). All techniques have also been tested using a k -nn classifier (k = 5). From our experimental results we can extract several conclusions. The most interesting one is that the combination of NMF+EMD is a good choice when the number of dimensions is not so large. But when the number of dimensions of the subspace is high (loOD), LI is the best and EMD loses its ability of classifying. EMD is based on finding a measure of correlation between bases to define its cost matrix, but ifour bases are independent (when we use a high dimensional subspace (IOOD)), we can not take advantage of this distance. So, if our bases contain some intersecting pixels (until SOD subspace in this problem), EMD is the best metric leading to enhance PCA recognition rates in some panicular dimensions (30.35). But when a high dimensional subspace is required, L1 will be the best choice.
Recognition with occlusions
In this section, two levels of occlusions have been considered. According to the distribution of quadrants that can be seen in figure (4) , we have occluded our testing set using one quadrant (25% of a digit area) and two quadrants (50% of a digit area). In figure (4) we can see the reconstruction obtained in three particular examples using two different dimensional spaces (20 and 50). We have occluded quadrants Q2 + Q3 in these examples. As seen in figure (4) . PCA always introduces noise in the reconstruction images because it is a global technique even if we are working on a low or high dimensional subspace. NMF also introduces relevant noise but only when we are working on a low dimensional subspace (20) given that the obtained digit bases are not really parts of digits (see figure (I) ). In a high dimensional space (50), NMF introduces less noise than PCA because its bases are parts of digits (as seen in figure (2)) and for this reason, NMF is able to classify with the best recognition rates if occlusions are present. Recognition rates of both methods (PCA and NMF) under different levels of occlusions are shown in table (2). with the angle distance is a good choice when we are working on low dimensional subspaces (20D). In this case, NMF always improves the PCA recognition rates. However, in a high dimensional space (SOD). we find that NMF+angle is the best combination but also, in some particular cases, PCA can give good results. The reason is that PCA is able to reconstruct the original digit because it has enough information about it and, in this case, the additional noise introduced contributes to recover the original digit. In a low dimensional subspace, NMF has the same behaviour as PCA but, in a high dimensional one, it is not able to recover the original digit because its bases are localized parts of digits. But when a 50% of a digit is occluded, NMF with the angle distance is the best configuration because always outperlorms the PCA recognition ratcs. This is due to the fact that PCA has not enough information about the digits and, usually, when trying to recover them, it fails leading to generate a bad estimation (as seen in the first row of figure (4) ). NMF can also add noise to the reconstructed digits hut this noise is not so relevant as with the PCA leading to obtain better results. We have to note that NMF+EMD can also provide us some relevant recognition rates if a 50% of a digit is occluded, but only in low dimensional subspaces
Conclusions
In this paper we have experimentally analysed an alternative technique to Principal Component Analysis (PCA), the so called Non-negative Matrix Factorization (NMF). NMF was initially tested with faces to obtain parts of faces but not used in a classification framework. The results of this paper demonstrate that NMF can be used in a classilication framework. NMF is a recent technique and lacks of a suitable metric distance to work with its projected positive vectors. Different distances such as LI, L2 and angle have been tested with the NMF projected vectors. But these distances do not take into account the positive aspects of the NMF. The earth mover's distance (EMD) has been introduced and plays a key role in order to take into account this positive property. When using a low dimensional subspace, the conjunction of NMF and EMD is the best solution improving the classical PCA recognition rates because the obtained NMF bases have intersecting localized pixels. And i f a high dimensional subspace is required, the best solution is to use the LI-norm. But the most interesting tinding of this paper is that NMF has a good response in front of the presence of occlusions: PCA can not manage with high degrees of occlusions because it is based on a global representation and NMF can improve the PCA recognition rates because it is based on a local representation. For this reason, we believe that NMF can be a relevant technique for pattern recognition problems, where occlusions that can not be handled hy PCA may appear.
