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Linear programming approach to optimal impulse control problems
with functional constraints∗
Alexey Piunovskiy† and Yi Zhang‡
Abstract. This paper considers an optimal impulse control problem of dynamical systems generated
by a flow. The performance criteria are total costs over the infinite time horizon. Apart from the main
performance to be minimized, there are multiple constraints on performance functionals of a similar
type. Under a natural set of compactness-continuity conditions on the system primitives, we establish
a linear programming approach, and prove the existence of a stationary optimal control strategy out
of a more general class of randomized strategies. This is done by making use of the tools from Markov
decision processes.
Keywords. Dynamical System, Impulse Control, Constraints, Randomized Strategy, Markov Deci-
sion Process, Linear Programming.
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1 Introduction
The literature of impulse control problems is quite vast in terms of both theoretical developments
and applications. One popular method of investigations is dynamic programming, based on solving
the quasi-variational inequality, see e.g., [2, 3, 9, 10, 20, 21, 26], where the system under control
is deterministic in [2, 26] and stochastic in the others. Various meaningful problems arising from
Internet congestion control, finance, epidemiology, inventory management, and insurance were solved
using this method in [1, 16, 26, 27, 29]. Below we only focus on the literature on deterministic impulse
control problems. Another method is the maximum principle. This was established for deterministic
impulse control problems in [5, 6, 18, 22, 28], where in [18, 22], the original impulse control problems
were first transformed to equivalent problems without impulses in discrete-time and in continuous-
time, respectively, and then the versions of maximum principle were formulated for the transformed
problems. The control model in [22] was further generalized in [24], see also the monograph [23]. In
relation to the maximum principle, certain impulse control problems with a fixed number of impulses
can be viewed as mathematical programming problems with the collection of admissible impulse
moments and impulses being the control variables. This method was demonstrated in [15, 19], where
the gradient of the performance functionals with respect to the control variables was calculated.
A different method from the aforementioned ones is the linear programming approach. This
method is rather powerful in handling problems with functional constraints. The formulation of the
linear program is often based on the observation that the performance can be expressed as a linear
function of suitably defined occupation measures, which satisfy a certain linear equation. Then one
may formulate the linear program on the space of all measures satisfying that linear equation. The
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linear programming approach is established if one can show that the linear program and the original
impulse control problem are equivalent. In general, this equivalence is a delicate matter, and its
validity depends on the nature of the problems. For deterministic optimal control problem without
impulses, the linear programming method was investigated and established in e.g., [12, 13, 17].
In the literature on deterministic impulse control problems, to the best of our knowledge, the only
work on the linear programming approach is [7], where for an impulse control problem over a finite
horizon, the authors introduced suitable occupation measures, and formulated a linear program on
the space of finite measures. However, the equivalence between the linear program and the original
problem was left open in [7].
The contributions of the present paper are twofold. First, we establish fully the linear programming
approach to a deterministic impulse control problem over an infinite time horizon with total cost
criteria, where apart from the main performance to be maximized, there are multiple constraints
on other performance functionals of a similar type. We achieve this by transofrming the impulse
control problem to an equivalent Markov decision process (MDP) with total cost, and exploit the
relevant results obtained for MDPs in [8]. For this reason, the occupation measures introduced here
are different from and more detailed than those introduced in [7]. Also, since the problem is over an
infinite horizon, the linear program is on the space of infinite-valued measures.
The second contribution of this paper is that we prove the solvability of the linear program and
the original impulse control problem, under a natural set of compactness-continuity conditions on
the system primitives. For problems with functional constraints, it is natural to consider randomized
control strategies, see [25]. We show that there exists a stationary control strategy, which is optimal
in that class. It turns out that the imposed compactness-continuity conditions on the system primi-
tives of the impulse control problem, while being natural, do not imply the equivalent MDP to be a
semicontinuous model. To get over this difficulty, we introduce an auxiliary MDP with an extended
state space, and, by introducing a suitable metric on it, we show that the auxiliary MDP model is
semicontinuous. From this, we eventually retrieve the desired solvability result for the original impulse
control problem.
The rest of this paper is organized as follows. In Section 2 we state the concerned deterministic im-
pulse control problem under consideration. In Section 3 we establish the linear programming approach
for the impulse control problem by reformulating it as a constrained MDP. In Section 4, we obtain
the main solvability result for the impulse control problem. We finish this paper with a conclusion in
Section 5. To improve the readability, some technical results are collected in the appendix.
2 Problem Statement
In what follows, I{·} denotes the indicator function.
We will deal with an impulse control model {X,A, φ, l, {(Cgj , C
I
j )}
J
j=0} defined through the follow-
ing system primitives:
• X is the state space, which is a Borel space, i.e., a topological space that is homeomorphic to
a Borel subset of a complete separable metric (i.e., Polish) space. We endow X with its Borel
σ-algebra B(X).
• φ : X × [0,∞) → X is the measurable flow possessing the semigroup property φ(x, t + s) =
φ(φ(x, s), t) for all x ∈ X and (t, s) ∈ [0,∞) × [0,∞); φ(x, 0) = x for all x ∈ X. Between the
consecutive impulses, the state evolves according to the flow.
• A is the action space, which is a Borel space and endowed with its Borel σ-algebra B(A).
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• l : X × A → X is the mapping describing the new state after the corresponding impulse is
applied at the current state.
• For each j = 0, 1, . . . , J, where J is a fixed natural number, Cgj : X → [0,∞) is the gradual (or
say running) cost rate.
• For each j = 0, 1, . . . , J, CIj : X×A → [0,∞) is the cost function associated with the impulses
applied at the corresponding states.
All the mappings φ, l, {Cgj }
J
j=0 and {C
I
j }
J
j=0 are assumed to be (Borel) measurable in their arguments.
Let us describe verbally the system dynamics under control as follows. If the current state is
x0 ∈ X, the decision maker chooses a pair (θ1, a1) ∈ [0,∞] ×A, where θ1 represents the time to wait
until the next impulse is applied, and a1 is the next impulse. Over [0, θ1), the state process evolves
according to φ(x0, t), and at θ1, the state is l(φ(x0, θ1), a1). Then the decision maker chooses (θ2, a2),
and so on.
If θ1, θ2, . . . , θi−1 <∞, at the current state xi−1, the total cost accumulated over the next interval
of length θi equals ∫
[0,θi)
Cgj (φ(xi−1, u))du + I{θi <∞}C
I
j (φ(xi−1, θi), ai). (1)
In the previous sum, the last summand is absent when θi = ∞ because if θi = ∞ is selected, it
means waiting indefinitely until the next impulse moment, i.e., no further impulse will be applied.
When θi = ∞, we will artificially put the next state xi = ∆ for some isolated point ∆ /∈ X. We put
X∆ := X ∪ {∆}. On the other hand, the selection of θi = 0 means an instantaneous application of
the impulse ai at the current state xi−1, leading to the next state xi = l(xi−1, ai).
Mathematically, the system dynamics (also called trajectories henceforth) can be represented as
sequences in one of the following two forms:
x0 → (θ1, a1)→ x1 → (θ2, a2)→ . . . ; θi <∞ for all i = 1, 2, . . . ,
or (2)
x0 → (θ1, a1)→ . . .→ xn → (∞, an+1)→ ∆→ (θn+2, an+2)→ ∆→ . . . ,
where x0 ∈ X is the initial state of the controlled process and θi <∞ for all i = 1, 2, . . . , n.
Let the space of all the trajectories (2) be denoted by
Ω =
∞⋃
n=1
[X× (([0,∞) ×A)×X)n × ({∞} ×A)× {∆} × (([0,∞] ×A)× {∆})∞]
∪[X× (([0,∞) ×A)×X)∞].
We fix the natural Borel σ-algebra F on Ω. Finite sequences in the form
hi = (x0, (θ1, a1), x1, (θ2, a2), . . . , xi)
will be called i-histories; i = 0, 1, 2, . . .. The space of all such i-histories will be denoted as Hi. We
endow it with the σ-algebra Fi := B(Hi), which is the restriction of F to Hi.
In line with the previous verbal description, for i = 1, 2, . . . , at the current state xi−1 ∈ X, if the
pair (θi, ai) ∈ [0,∞]×A is the selected control, then after θi time units, the impulse ai will be applied,
leading instantaneously to the new state
xi =
{
l(φ(xi−1, θi), ai), if θi <∞;
∆, if θi =∞.
(3)
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Once ∆ appeared for the first time, it will appear indefinitely in the system dynamics, and one may
regard it as an absorbing state.
Next, let us describe the selection of the pairs (θi, ai). If θ1, θ2, . . . , θi−1 <∞, at the current state
xi−1, the decision maker has in hand the information about the i − 1-history, that is, the sequence
hi−1 = (x0, (θ1, a1), x1, . . . , (θi−1, ai−1), xi−1). The selection of the next pair (θi, ai) ∈ [0,∞] × A is
based on this information, and we further allow the selection of the pair (θi, ai) to be randomized. For
this reason, even though the original uncontrolled process evolves deterministically according to the
flow φ, a suitable probability space will be constructed.
Control strategies (or simply say strategies) specify the selection of the pair (θi, ai) given the
i− 1-history hi−1, and are defined as follows.
Definition 2.1 (a) A (control) strategy pi = {pii}
∞
i=1 is a sequence of stochastic kernels pii on [0,∞]×
A given Hi−1.
(b) A Markov strategy is defined by the sequence of stochastic kernels in the form {pii(dθ×da|xi−1)}
∞
i=1.
(c) A strategy is called stationary and denoted as pi, if there is a stochastic kernel pi on [0,∞] ×A
given X∆ such that pii(dθ × da|hi−1) = pi(dθ × da|xi−1) for all i = 1, 2, . . ..
(d) A strategy pi = {pii}
∞
i=1 is called deterministic stationary and denoted as f , if for all i = 1, 2, . . .,
pii(dθ × da|hi−1) = δf(xi−1)(dθ × da), where f : X∆ → [0,∞]×A is a measurable mapping.
In terms of interpretation, under a strategy pi = {pii}
∞
i=1, pii(dθ × da|hi−1) is the (regular) conditional
distribution of (Θi, Ai)
1 given the i − 1-history Hi−1 = hi−1. This is in line with the following
construction. Here and below, the capital letters Xi, Ti,Θi, Ai and Hi denote the corresponding
functions of ω ∈ Ω, i.e., random elements.
For a given initial distribution ν on X and a strategy pi, by the Ionescu-Tulcea Theorem, see e.g.,
[4, Prop.7.28], there is a unique probability measure P piν on (Ω,F) satisfying the following conditions:
P piν (X0 ∈ ΓX) = ν(ΓX) ∀ ΓX ∈ B(X∆);
and for all i = 1, 2, . . . , Γ ∈ B([0,∞]×A), ΓX ∈ B(X∆),
P piν ((Θi, Ai) ∈ Γ|Hi−1) = pii(Γ|Hi−1); (4)
P piν (Xi ∈ ΓX |Hi−1, (Θi, Ai)) =
{
δl(φ(Xi−1,Θi),Ai)(ΓX), if Xi−1 ∈ X, Θi <∞;
δ∆(ΓX) otherwise.
When the initial distribution ν is a Dirac measure concentrated on a singleton, say {x0}, we write
P piν as P
pi
x0
. The mathematical expectation with respect to P piν and P
pi
x0
is denoted as Epiν and E
pi
x0
,
respectively.
Let us introduce the performance measure of a strategy pi at an initial distribution ν:
Vj(ν, pi) := E
pi
ν
[
∞∑
i=1
I{Xi−1 6= ∆}
{∫
[0,Θi)
Cgj (φ(Xi−1, u))du + I{Θi <∞} C
I
j (φ(Xi−1,Θi), Ai)
}]
for each j = 0, 1, . . . , J. Again, when ν = δx0 , we write Vj(x0, pi) for Vj(ν, pi). Note that we do not
exclude the possibility of
∑∞
i=1Θi < ∞, but we will only consider the total cost accumulated over
[0,
∑∞
i=1Θi). This is consistent with the definition of Vj(ν, pi).
1As was mentioned above, the selection of (θi, ai) can be randomized, so that any selected (θi, ai) can be regarded as
the realization of the pair of some random variables (Θi, Ai).
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The constrained optimal control problem under study is the following one:
Minimize with respect to pi V0(x0, pi) (5)
subject to Vj(x0, pi) ≤ dj , j = 1, 2, . . . , J.
Here and below, we take x0 ∈ X as a fixed initial point, and {dj}
J
j=1 as fixed constraint constants.
Definition 2.2 A strategy pi is called feasible if it satisfies all the constraint inequalities in problem
(5). A feasible strategy pi∗ is called optimal if V0(x0, pi
∗) ≤ V0(x0, pi) for all feasible strategies pi.
The primary goal of this paper is to show, under a natural set of conditions, the existence of a
stationary optimal strategy for the impulse control problem (5), and to establish the linear program-
ming approach that can be used to obtain it. It is thus outside our concern if either problem (5) has
no feasible strategy or all the feasible strategies pi are with an infinite value, i.e., V0(x0, pi) = ∞. In
the former case, problem (5) is not solvable; and in the latter case, any feasible strategy is optimal.
Therefore, in the forthcoming discussions, we shall assume that the following condition is in force,
regarding the consistency of problem (5).
Condition 2.1 There exists some feasible strategy pi such that V0(x0, pi) <∞.
The solvability of problem (5) cannot be guaranteed without imposing further requirements on
the system primitives. We shall impose the following set of compactness-continuity conditions, under
which, we will actually show the existence of a stationary optimal strategy, and establish the linear
programming approach for obtaining it.
Condition 2.2 (a) The space A is compact, and ∞ is the one-point compactification of [0,∞).
(b) The mapping (x, a) ∈ X×A→ l(x, a) is continuous.
(c) The mapping (x, θ) ∈ X× [0,∞)→ φ(x, θ) is continuous.
(d) For each j = 0, 1, . . . , J, the function (x, a) ∈ X×A→ CIj (x, a) is lower semicontinuous.
(e) For each j = 0, 1, . . . , J, the function x ∈ X→ Cgj (x) is lower semicontinuous.
3 Reformulation as an MDP and as a linear program
In this section, we reformulate the impulse control problem (5) as an MDP with total cost criteria.
By exploiting some facts about this class of MDPs, we will establish the relation between the impulse
control problem (5) and a linear program. While the MDP formulation itself is natural, the resulting
MDP is not always convenient to deal with: under Condition 2.2, it is not a semicontinuous model.
We shall elaborate on and deal with it in the next section (see the proof of Theorem 4.1 therein),
where the main issue of solvability will be addressed.
3.1 The MDP formulation
The formulation of the impulse control model {X,A, φ, l, {(Cgj , C
I
j )}
J
j=0} as an MDP is done as follows.
The state space of the MDP is X∆ = X∪{∆}, where ∆ /∈ X is an isolated point. The action space is
B := [0,∞]×A, which is endowed with the product topology and the corresponding Borel σ-algebra.
The transition kernel is defined by
Q(dy|x, (θ, a)) :=
{
δl(φ(x,θ),a)(dy), if x 6= ∆, θ 6=∞;
δ∆(dy) otherwise,
.
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The cost functions are given by
C¯j(x, (θ, a)) = I{x 6= ∆}
{∫
[0,θ]
Cgj (φ(x, u))du + I{θ <∞}C
I
j (φ(x, θ), a)
}
, j = 0, 1, . . . , J,
and the constraint constants are dj ∈ [0,∞), j = 1, 2, . . . , J. Here J is the number of constraints. We
may summarize this MDP model as {X∆,B, Q, C¯0, {C¯j , dj}
J
j=1}. We shall often refer to this MDP as
the “original” model, since we will introduce an “auxiliary” MDP model in the proof of Theorem 4.1
below.
Now the impulse control problem (5) can be viewed as a (constrained) MDP with total cost criteria.
Definition 3.1 For each strategy pi, its occupation measure µpi in the original MDP model is defined
by
µpi(Γ1 × Γ2) := E
pi
x0
[
∞∑
n=0
I{(Xn, Bn+1) ∈ Γ1 × Γ2}
]
∀ Γ1 ∈ B(X∆),Γ2 ∈ B(B). (6)
The following fact concerning the occupation measure of a stationary strategy is frequently used below.
Remark 3.1 If pi is a stationary strategy, then µpi(dx× db) = pi(db|x)µpi(dx×B). This follows from
µpi(Γ1×Γ2) :=
∑∞
n=0E
pi
x0
[
I{(Xn ∈ Γ1}E
pi
x0
[I{Bn+1 ∈ Γ2}|Xn]
]
in the notation of Definition 3.1. (For
an arbitrary strategy pi, the decomposition of its occupation measure into the product of its marginal
and a stochastic kernel on B given X∆ is not trivial because the occupation measure in an MDP with
total cost is not finite-valued. See Proposition 3.2 below.)
Let us consider the following linear program for the MDP {X∆,B, Q, C¯0, {C¯j , dj}
J
j=1}:
Minimize over all measures µ on X∆ ×B :
∫
X∆×B
C¯0(x, b)µ(dx × db) (7)
subject to : µ(dx×B) = δx0(dx) +
∫
X∆×B
Q(dx|y, b)µ(dy × db);∫
X∆×B
C¯j(x, b)µ(dx × db) ≤ dj , j = 1, 2, . . . , J.
Definition 3.2 (a) A feasible measure µ in linear program (7) is called to be with a finite value if
it satisfies
∫
X∆×B
C¯0(x, b)µ(dx × db) <∞.
(b) In the linear program (7), a measure µ1 is said to outperform another measure µ2 if∫
X∆×B
C¯j(x, b)µ1(dx× db) ≤
∫
X∆×B
C¯j(x, b)µ2(dx× db)
for each j = 0, 1, . . . , J.
Since we may write Vj(x0, pi) =
∫
X∆×B
C¯j(x, b)µ
pi(dx×db), the occupation measure of any feasible
strategy pi for problem (5) satisfies the constraint inequalities in the linear program (7). Moreover,
by [14, Lem. 9.4.3], it also satisfies the constraint equality in (7). Thus, for each feasible strategy pi,
its occupation measure µpi = µ is feasible for the linear program (7). Moreover, under Condition 2.1,
there is some feasible measure with a finite value for the linear program (7). We may draw from these
observations a first relation between the impulse control problem (5) and the linear program (7):
optimal value of problem (5) ≥ optimal value of the linear program (7). (8)
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In the opposite direction, under Conditions 2.1 and 2.2, any feasible measure with a finite value
for the linear program (7) is outperformed by the occupation measure of some feasible strategy for
problem (5). The exact and more informative formulation of this fact, which is given in Proposition
3.2 below, uses the following notation. Let
V :=
x ∈ X∆ : infpi Epix
 ∞∑
n=0
J∑
j=0
C¯j(Xn, Bn+1)
 > 0
 , (9)
where {Bn}
∞
n=1 is the action process in the MDP {X∆,B, Q, C¯0, {C¯j , dj}
J
j=1}. Note that ∆ ∈ V
c :=
X∆ \ V because ∆ is a costless cemetery in this MDP.
Proposition 3.1 Suppose Condition 2.2 is satisfied.
(a) The function x ∈ X∆ → infpi E
pi
x
[∑∞
n=0
∑J
j=0 C¯j(Xn, Bn+1)
]
is lower semicontinuous, so that
in particular, the set V c is a closed subset of X∆.
(b) There is a deterministic stationary strategy, identified by a measurable mapping f∗ from X∆
to B, such that infpi E
pi
x
[∑∞
n=0
∑J
j=0 C¯j(Xn, Bn+1)
]
= Ef
∗
x
[∑∞
n=0
∑J
j=0 C¯j(Xn, Bn+1)
]
for each
x ∈ X∆, and
Q(V |x, f∗(x)) = 0 ∀ x ∈ V c. (10)
Proof. This statement actually concerns an unconstrained version of the impulse control problem,
which is the object studied in [26]. Both parts (a) and (b) follow from [26, Thm.1], whereas the last
assertion in part (b) is valid further by [8, Prop.3.2] and its proof. ✷
By the definition of the set V c, we see that the deterministic stationary strategy f∗ coming from
Proposition 3.1(b) satisfies
J∑
j=0
C¯j(x, f
∗(x)) = 0 ∀ x ∈ V c. (11)
On the set V c, it is intuitively clear that one should apply the strategy f∗ from Proposition 3.1
because it leads to null cost thereafter. On the other hand, on the set V × B, any feasible measure
with a finite value in the linear program (7) possesses some desired properties as stated in the next
proposition.
Proposition 3.2 Suppose Conditions 2.1 and 2.2 are satisfied. Then each feasible measure µ with a
finite value in the linear program (7) is σ-finite on V × B, and there is a stochastic kernel ϕµ on B
given V satisfying
ϕµ(db|x)µ(dx ×B) = µ(dx× db) on B(V ×B). (12)
Moreover, the stationary strategy piµ defined by
piµ(db|x) := I{x ∈ V }ϕµ(db|x) + I{x ∈ V
c}δf∗(x)(db) (13)
satisfies that
µpiµ(Γ×B) ≤ µ(Γ×B) ∀ Γ ∈ B(V ). (14)
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Proof. The σ-finiteness of µ on V ×B can be shown as in the proof of [8, Thm.3.2]. Then the existence
of the stochastic kernel ϕµ is a consequence of this and [11, Appendix 4]. The remaining assertions
can be shown as in the proof of [8, Thm.3.3, Cor.3.1]. ✷
Remark 3.2 It is a consequence of (11) and (14) that, in the notation of Proposition 3.2, the occu-
pation measure µpiµ outperforms µ in the linear program (7). The verification is as follows:
Vj(x0, pi) =
∫
X∆×B
C¯j(x, b)µ
piµ(dx× db)
=
∫
V×B
C¯j(x, b)piµ(db|x)µ
piµ(dx×B) +
∫
V c×B
C¯j(x, b)piµ(db|x)µ
piµ(dx×B)
=
∫
V×B
C¯j(x, b)piµ(db|x)µ
piµ(dx×B) ≤
∫
V×B
C¯j(x, b)piµ(db|x)µ(dx ×B)
=
∫
V×B
C¯j(x, b)µ(dx × db) ≤
∫
X∆×B
C¯j(x, b)µ(dx × db)
where the second equality holds by Remark 3.1 because piµ is a stationary strategy, the third equality
follows from (11) and (13), the first inequality is by (14), the forth equality is by (12) and (13), and
the last inequality holds because C¯j is nonnegative. Consequently, under Conditions 2.1 and 2.2,
optimal value of problem (5) ≤ optimal value of the linear program (7).
We draw immediately from Remark 3.2 and (8) the next corollary.
Corollary 3.1 Suppose Conditions 2.1 and 2.2 are satisfied. The following assertions hold.
(a) The optimal value of problem (5) coincides with the optimal value of the linear program (7).
(b) The occupation measure of an optimal strategy for problem (5) is an optimal solution to the
linear program (7).
3.2 A simpler linear program and the linear programming approach
In view of Proposition 3.2, Remark 3.2 and Corollary 3.1, the main use of the optimal solution say µ
to the linear program (7) is to produce via (12) the (stationary) strategy to be applied when the state
is in V . It is natural to “restrict” the linear program (7) to the space of σ-finite measures on V ×B.
This results in a simpler linear program:
Minimize :
∫
V×B
C¯0(x, b)µ(dx × db) over σ-finite measures µ on V ×B (15)
suject to : µ(dx×B) = δx0(dx) +
∫
V×B
Q(dx|y, b)µ(dy × db) on B(V );∫
V×B
C¯j(x, b)µ(dx× db) ≤ dj , j = 1, 2, . . . , J.
(Recall that on V c, the strategy f∗ is the best one to be used, and it satisfies for all x ∈ V c that
C¯j(x, f
∗(x)) = 0 by the definition of V c, and Q(V |x, f∗(x)) = 0 by Proposition 3.1.)
In the next two lemmas, we will elaborate on the relations between the linear programs (7) and
(15).
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Lemma 3.1 Suppose Conditions 2.1 and 2.2 are satisfied. Let µ′ be a feasible measure with a finite
value in the linear program (7). Consider the occupation measure µpiµ′ of the stationary strategy piµ′
defined by (13) with µ being replaced by µ′. Then the restriction of µpiµ′ on V ×B defined by
µpiµ′ |V×B(dx× db) := µ
piµ′ (dx× db ∩ V ×B)
is a feasible measure with a finite value in the linear program (15) satisfying∫
X∆×B
C¯j(x, b)µ
′(dx× db) ≥
∫
X∆×B
C¯j(x, b)µ
piµ′ (dx× db) =
∫
V×B
C¯j(x, b)µ
piµ′ |V×B(dx× db).
In particular, the optimal value of the linear program (15) is majorized by the optimal value of the
linear program (7).
Proof. For the feasibility of µpiµ′ |V×B in the linear program (15), one may refer to (10), (11) and the
definition of piµ′(db|x) = δf∗(x) when x ∈ V
c. The rest of this lemma follows from applying Remark
3.2 to µ′ and applying Remark 3.1 to piµ′ . ✷
Lemma 3.2 Suppose Conditions 2.1 and 2.2 are satisfied. Let µ be a feasible measure with a finite
value in the linear program (15), and ϕµ be the stochastic kernel on B given V satisfying (12) and piµ
be the stationary strategy satisfying (13). Then µpiµ(dx×B) ≤ µ(dx×B) on B(V ), and∫
X∆×B
C¯j(x, b)µ
piµ(dx× db) =
∫
V×B
C¯j(x, b)µ
piµ(dx× db) ≤
∫
V×B
C¯j(x, b)µ(dx × db).
In particular, the optimal value of the linear program (15) is greater or equal to the optimal value of
the linear program (7)
Proof. The first assertion can be shown as in the proof of [8, Thm.3.3]. The second assertion follows
from the first assertion, just as in Remark 3.1. The last assertion immediately follows from the second
assertion. ✷
We now combine Lemmas 3.1 and 3.2 for the next corollary, which establishes the linear program-
ming approach for solving the impulse control problem (5) and will be referred to in the proof of
Theorem 4.1 in the next section.
Corollary 3.2 Suppose Conditions 2.1 and 2.2 are satisfied. Then the following assertions hold.
(a) The optimal values of the linear programs (7) and (15) as well as the impulse control problem
(5) are all the same.
(b) Suppose the measure µ∗ is optimal in the linear program (15). Then µ
piµ∗ defined by (13) with
µ being replaced by µ∗ is an optimal solution to the linear program (7), which is feasible with a
finite value. In particular, the stationary strategy piµ∗ is optimal for the impulse control problem
(5).
(c) If µ′ is an optimal solution to the linear program (7), then there is an optimal solution to the
linear program (15).
Proof. By the last assertions of Lemma 3.1 and Lemma 3.2, the optimal value of the linear program
(15) is equal to the optimal value of the linear program (7). Corollary 3.1(a) asserts that the optimal
value of the linear program (7) is the same as the optimal value of the impulse control problem (5).
Part (a) is thus verified. Parts (c) and (b) immediately follow from part (a) and Lemmas 3.1 and 3.2,
respectively. ✷
9
4 Optimality result
In this section, we show the existence of a stationary optimal strategy for the impulsive control problem
(5), as well as the solvability of the linear program (15). To this end, we hope to apply the relevant
results for MDPs. It will be explained that this application is not immediate, but plausible after
additional arguments.
Theorem 4.1 Suppose Conditions 2.1 and 2.2 are satisfied. Then the following assertions hold.
(a) There exists an optimal solution say µ∗ to the linear program (15), and an optimal stationary
strategy pi for the impulse control problem (5) such that
µ∗(dx× db) = µ∗(dx×B)pi(db|x) on B(V ×B)
and pi(db|x) = δf∗(x)(db) for x ∈ V
c, where f∗ is a deterministic stationary strategy coming from
Proposition 3.1
(b) If pi∗ is a strategy such that the restriction of its occupation measure µpi
∗
|V×B on V × B
solves the linear program (15), and for each xi ∈ V
c, pi∗i+1(db|hi) is concentrated on {b ∈
B :
∑J
j=0 C¯j(xi, b) = 0}, then pi
∗ is an optimal strategy for the impulse control problem (5).
Proof. (a) If we can prove that the linear program (7) has an optimal solution say µ′, then we
may refer to Corollary 3.2(c) for an optimal solution µ∗ to the linear program (15), and Corollary
3.2(b) for the statement to be proved with µ∗ = µpiµ∗ and pi = piµ∗ . (Recall from Remark 3.1 that
µpi(dx× db) = µpi(dx×B)pi(db|x) on B(X∆ ×B) for any stationary strategy pi.)
The rest of the proof of part (a) verifies that the linear program (7) has an optimal solution. To
this end, by Corollary 3.1(b), it suffices to show that the impulse control problem (5) has an optimal
strategy. Since problem (5) can be regarded as an MDP, we would like to do this by making use of a
relevant result of MDPs, though it is not immediately applicable as to be seen below.
Let us quote the relevant fact of MDPs from [8, Thm.4.1]. Namely, for a constrained total cost
MDP2 with Borel state space X∆, Borel action space B, transition probability Q, and positive cost
functions {C¯j}
J
j=0, if the model is semicontinuous, then, provided that there exists a feasible strategy
with finite value, there is an optimal stationary strategy. Here the model is called semicontinuous if
its action space B is compact, {C¯j}
J
j=0 are all lower semicontinuous, and Q is continuous, i.e., for each
bounded continuous function f on X∆,
∫
X∆
f(y)Q(dy|x, a) is continuous on X∆ ×B.
Therefore, under Condition 2.1, if the MDP model {X∆,B, Q, C¯0, {C¯j , dj}
J
j=1} defined in Section
3 using the primitives of the impulse control model were semicontinuous, we would then be able to
refer directly to the quoted result to complete the proof of part (a). It is just that under Condition
2.1 and 2.2, this MDP is not necessarily semicontinuous, however.
In greater detail, under Condition 2.2, while the action space B is compact, and the cost functions
are lower semicontinuous (as verified in the proof of [26, Thm.1]), the transition probability Q is in gen-
eral not continuous, because, when x 6= ∆, θn ∈ [0,∞) and θn →∞, the probabilities Q(dy|x, (θn, a))
do not converge to δ∆(dy) in the standard weak topology on the space of Borel probability measures
on X∆ (generated by bounded continuous functions).
We will get over this difficulty by introducing an auxiliary MDP model {Xˆ,B, Qˆ, Cˆ0, {Cˆj , dj}
J
j=1}.
Here the state space in the auxiliary model is
Xˆ := ([0,∞) ×X) ∪ {(∞,∆)}.
2Here the system primitives of the MDP are generic, and are not necessarily defined using the primitives of the
impulse control model.
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We endow it with the metric ρ
Xˆ
introduced in Definition A.1, see also Lemma A.1. By Lemma A.2,
this metric space Xˆ is a Borel space. The action space B is the same as in the original MDP model.
According to the last assertion of Lemma A.1, with this metric ρ
Xˆ
, (sn, xn)→ (s, x) ∈ [0,∞)×X
if and only if sn → s and xn → x, whereas if (s, x) = (∞,∆), then the convergence takes place if and
only if sn →∞ in the extended half line [0,∞]. Therefore, the relative topology on [0,∞)×X ⊆ Xˆ is
the product topology. In that sense we understand the Borel σ-algebra B([0,∞) ×X). Moreover, by
[4, Lem.7.4], B(Xˆ) is generated by B([0,∞)×X) and {(∞,∆)}. Consequently, we legitimately define
the transition kernel Qˆ on Xˆ given Xˆ×B by
Qˆ(Γ1 × Γ2|(s, x), (θ, a)) := δs+θ(Γ1)Q(Γ2|x, (θ, a))
for each Γ1 ∈ B([0,∞)) and Γ2 ∈ B(X), and
Qˆ({∞,∆}|(s, x), (θ, a)) := I{θ + s =∞}.
Finally, the cost functions are
Cˆj((s, x), (θ, a)) := C¯j(x, (θ, a))
for each (s, x) ∈ Xˆ and (θ, a) ∈ B, and j = 0, 1, . . . , J.
Compared to the original MDP model, in this auxiliary MDP model, whose primitives are often
signified with a “hat”, the state space has been extended and a state has an additional coordinate.
More precisely, the second coordinate of the current state in the auxiliary model records the current
state in the original model, and the first coordinate records the time moment when the impulse was
applied, leading to that recorded state in the original model. Therefore, we take the initial distribution
in the hat MDP model as the product measure δ0(dt)× δx0(dx).
Since the consecutive time moments of impulses can be calculated by summing up the time dura-
tions between consecutive impulses, i.e., the first coordinate of the action in the original MDP model,
any strategy in the auxiliary model admits an equivalent strategy in the original model. Therefore,
under Condition 2.1, the auxiliary MDP has a feasible strategy with finite value. Furthermore, if there
is an optimal strategy in the auxiliary model, then the original MDP admits an optimal strategy, too.
Thus, to complete this proof, it suffices to show that the auxiliary MDP has an optimal strategy.
This is done by verifying that under Condition 2.2 the auxiliary MDP model is semicontinuous, as
follows.
The action space B is compact trivially.
For the continuity of Qˆ, consider a bounded continuous function f on Xˆ. Let (sn, xn) → (s, x),
and (θn, an)→ (θ, a). Then consider∫
Xˆ
f(t, y)Qˆ(dt× dy|(sn, xn), (θn, an)) = f(sn + θn, l(φ(xn, θn), an))I{sn + θn <∞}
+I{sn + θn =∞)}f(∞,∆), (16)
If s + θ < ∞, then sn, θn < ∞, and xn ∈ X for all large enough n ≥ 1, and the right hand side of
the above equality converges to f(s+ θ, l(φ(x, θ), a)) =
∫
Xˆ
f(t, y)Qˆ(dt× dy|(s, x), (θ, a)) according to
Condition 2.2(b,c). If s = ∞ or θ = ∞, then sn + θn → ∞, and hence f(sn + θn, l(φ(xn, θn), an)) →
f(∞,∆) according to the definition of the topology on Xˆ. Thus, the right hand side of (16) still
converges to f(∞,∆) =
∫
Xˆ
f(t, y)Qˆ(dt× dy|(s, x), (θ, a)), as required.
For the lower semicontinuity of Cˆj, where j = 0, 1, . . . , J is fixed, consider (sn, xn) → (s, x), and
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(θn, an)→ (θ, a). If (s, x) ∈ [0,∞) ×X, then (sn, xn) ∈ [0,∞) ×X for all large enough n ≥ 1, and so
lim
n→∞
Cˆj((sn, xn), (θn, an)) = lim
n→∞
{∫
[0,θn]
Cgj (φ(xn, u))du + I{θn < +∞}C
I
j (φ(xn, θn), an)
}
≥
∫
[0,θ]
Cgj (φ(x, u))du + I{θ < +∞}C
I
j (φ(x, θ), a) = Cˆj((s, x), (θ, a)),
where the inequality holds because the function (θ, x) ∈ [0,∞] × X →
∫
[0,θ]C
g
j (φ(x, u))du + I{θ <
∞}CIj (φ(x, θ), a) is lower semicontinuous under Condition 2.2(c,d,e), as was proved in the proof of
[26, Thm.1], see equation (3.3) therein. If (s, x) = (∞,∆), then limn→∞ Cˆj((sn, xn), (θn, an)) ≥ 0 =
Cˆj((∞,∆), (θ, a)) still holds. The lower semicontinuity of Cˆj is now seen. This completes the proof of
part (a).
(b) By Corollary 3.2, the linear programs (7) and (15) have the same optimal value as the impulse
control problem (5). Now the statement to be proved follows from the observation that µpi
∗
is an
optimal solution to the linear program (7), which holds because
∫
V c×B
C¯j(x, b)µ
pi∗(dx× db) = 0. ✷
5 Conclusion
To sum up, under a natural set of compactness-continuity conditions on the system primitives, we
established a linear programming approach to the concerned deterministic optimal impulse control
problem, and proved the existence of a stationary optimal control strategy out of a more general class
of randomized strategies. This was done by exploiting the relevant facts of MDPs, which were not
directly applicable but became plausible after additional arguments.
A A metric on the state space of the auxiliary model
In this appendix, we introduce with justifications a metric ρ
Xˆ
on the state space Xˆ of the auxiliary
MDP model in the proof of Theorem 4.1, and verify that it topologizes Xˆ to a Borel space.
Let ρX be a compatible metric on X. Since X is a Borel space, according to the lemma of Urysohn,
see [4, Prop.7.2], it is without loss of generality to assume that ρX(x, y) ≤ 2 for each x, y ∈ X.
Definition A.1 Define a function ρ
Xˆ
: Xˆ× Xˆ→ [0,∞) as follows. For each (x1, s1), (x2, s2) ∈ Xˆ,
ρ
Xˆ
((s1, x1), (s2, x2)) := ρX(x1, x2)(1− g(s1) ∨ g(s2)) + |g(s1)− g(s2)|,
where
g(s) :=
1
1 + 1
s
defines a one-to-one correspondence between [0,∞] and [0, 1], accepting g(0) := 0 and g(∞) := 1.
(Note that in the previous definition, if xi = ∆ for some i = 1, 2, then ρX(x1, x2) is undefined, but
1−g(s1)∨g(s2) = 0; in this case we formally regard ρX(x1, x2)(1−g(s1)∨g(s2)) := 0. This convention
should be kept in mind below.)
Lemma A.1 ρ
Xˆ
is a metric on Xˆ. With this metric, (sn, xn) → (s, x) ∈ [0,∞) × X if and only if
sn → s and xn → x, whereas if (s, x) = (∞,∆), then the convergence takes place if and only if sn →∞
in the Euclidean topology. In particular, the relative topology of Xˆ on [0,∞) ×X is the same as the
product topology on [0,∞)×X.
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Proof. We verify that ρ
Xˆ
is indeed a metric on Xˆ as follows. Evidently, it is [0,∞)-valued and
symmetric. Moreover, if (s1, x1) = (s2, x2), then ρXˆ((s1, x1), (s2, x2)) = 0. Let us now show that the
opposite direction holds. For notational convenience, below, we write
g(s) = s˜ (17)
for all s ∈ [0,∞]. Suppose ρ
Xˆ
((s1, x1), (s2, x2)) = 0. Then s˜1 = s˜2 necessarily. We distinguish two
possibilities.
• If s˜1 = s˜2 < 1, then ρX(x1, x2) = 0, i.e., (s1, x1) = (s2, x2).
• If s˜1 = s˜2 = 1, then necessarily (s1, x1) = (s2, x2) = (∞,∆), as required.
It remains to verify that ρ
Xˆ
satisfies the triangle inequality. Let (si, xi) ∈ Xˆ, i = 1, 2, 3, be
arbitrarily fixed. In case s˜1 ≤ s˜2 ≤ s˜3,
ρ
Xˆ
((s1, x1), (s3, x3)) + ρXˆ((s3, x3), (s2, x2))− ρXˆ((s1, x1), (s2, x2))
= ρX(x1, x3)(1− s˜3) + s˜3 − s˜1 + ρX(x3, x2)(1− s˜3) + s˜3 − s˜2 − ρX(x1, x2)(1− s˜2)− s˜2 + s˜1
= ρX(x1, x3)(1− s˜3) + ρX(x3, x2)(1 − s˜3) + 2(s˜3 − s˜2)− ρX(x1, x2)(1− s˜2)
≥ (1− s˜3)ρX(x1, x2)− ρX(x1, x2)(1 − s˜2) + 2(s˜3 − s˜2)
= ρX(x1, x2)(s˜2 − s˜3) + 2(s˜3 − s˜2) ≥ 0.
In case s˜2 ≤ s˜1 ≤ s˜3,
ρ
Xˆ
((s1, x1), (s3, x3)) + ρXˆ((s3, x3), (s2, x2))− ρXˆ((s1, x1), (s2, x2))
= ρX(x1, x3)(1− s˜3) + s˜3 − s˜1 + ρX(x3, x2)(1− s˜3) + s˜3 − s˜2 − ρX(x1, x2)(1− s˜1)− s˜1 + s˜2
≥ ρX(x1, x2)(s˜1 − s˜3)− 2(s˜1 − s˜3) ≥ 0.
Finally, in case s˜2 ≤ s˜3 ≤ s˜1,
ρ
Xˆ
((s1, x1), (s3, x3)) + ρXˆ((s3, x3), (s2, x2))− ρXˆ((s1, x1), (s2, x2))
= ρX(x1, x3)(1− s˜1) + s˜1 − s˜3 + ρX(x3, x2)(1− s˜3) + s˜3 − s˜2 − ρX(x1, x2)(1− s˜1)− s˜1 + s˜2
= (ρX(x1, x3)− ρX(x1, x2))(1 − s˜1) + ρX(x3, x2)(1 − s˜3)
≥ (ρX(x1, x3)− ρX(x1, x2))(1 − s˜1) + ρX(x3, x2)(1 − s˜1) ≥ 0,
as required. The claimed relation holds for all the other possible orders of s˜1, s˜2, s˜3 by symmetry.
Thus, ρ
Xˆ
is a metric on Xˆ.
The last assertion holds automatically from Definition A.1. ✷
Lemma A.2 Endowed with the metric ρ
Xˆ
, Xˆ is a Borel space.
Proof. We show that Xˆ is a Borel subset of some Polish (i.e., complete metric) space, as follows. Let
X be a Borel subset of a Polish space [X]. Consider
ˆ[X] := ([0,∞) × [X]) ∪ {(∞,∆)},
endowed with ρ ˆ[X] defined as in Definition A.1 with X being replaced by [X], see also Lemma A.1
applied to [X].
Let us show that this metric space ˆ[X] is a Polish space. For its separability, the union of {(∞,∆)}
and the countable dense subset of [0,∞)×[X] (endowed with the product topology) provides a required
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dense subset of ˆ[X], by the last assertion of Lemma A.1 applied to [Xˆ]. For its completeness, consider
a Cauchy sequence {(sn, xn)}
∞
n=0 ⊆
ˆ[X]. We use the notation (17). Then {s˜n}
∞
n=0 is Cauchy in [0, 1],
and so it converges to some s˜ ∈ [0, 1]. If s˜ = 1, then sn →∞ and so (sn, xn)→ (∞,∆) in the metric
space ˆ[X]. If s˜ 6= 1, then sn → s 6= ∞, and xn → x for some x ∈ [X] as [X] is Polish. In either case,
Cauchy sequences in ˆ[X] converge, as required.
Finally, we observe that Xˆ is a Borel subset of ˆ[X]. In greater detail, [0,∞)× [X] is an open subset
of the Polish space ˆ[X], because a singleton in any metric space is closed. By [4, Lem.7.4], the trace of
B([Xˆ]) on [0,∞)× [X] is the same as the Borel σ-algebra B([0,∞)× [X]) when [0,∞)× [X] is endowed
with the relative topology of [Xˆ], which is the product topology on [0,∞)× [X] according to the last
assertion of Lemma A.1 (applied to [Xˆ]). Consequently, [0,∞) ×X is a Borel subset of [0,∞) × [X],
and also of ˆ[X], and thus Xˆ is a Borel subset of ˆ[X]. ✷
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