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Abstract We present analytic results that describe fully-
differential NNLO QCD corrections to deep-inelastic scat-
tering processes within the nested soft-collinear subtraction
scheme. This is the last building block required for the appli-
cation of this scheme to computations of NNLO QCD cor-
rections to arbitrary processes at hadron colliders.
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1 Introduction
In this paper, we apply the nested soft-collinear subtraction
scheme for NNLO QCD computations, introduced by some
of us in Ref. [1], to the deep-inelastic scattering (DIS) pro-
a e-mail: raoul.rontsch@cern.ch
cess Pe → e + X . We note right away that our goal is not
DIS phenomenology; rather, we would like to extend this
subtraction scheme to processes that involve QCD partons in
both the initial and the final state.
Compared to the cases of color singlet production [2] and
decay [3] that we studied earlier, the DIS process requires us
to deal with the situation where QCD partons in the (leading
order) hard processes are not back-to-back. This makes the
computation of NNLO QCD corrections to deep-inelastic
scattering an important next step in the development of the
nested subtraction scheme (NSS).
In spite of the fact that the computation that we report in
this paper is new, we would like to emphasize that we can re-
use significant parts of the analytic computations described in
Refs. [2,3]. This is so because collinear singularities in QCD
factorize on external lines so that their treatment, includ-
ing analytic integration of respective subtraction terms [4],
is process-independent. Hence, everything that needs to be
known about collinear singularities in DIS and their regular-
ization can be inferred from the treatment of the collinear
singularities in color-singlet production and color-singlet
decays, see Refs. [2,3].
At variance with collinear limits, important differences
arise in the treatment of the (double-) soft radiation which
is sensitive to the relative orientation of three-momenta of
hard emittors. The integrated double-soft subtraction term
for the case when the momenta of hard emittors are at an
angle to each other was analytically computed in Ref. [5]. The
computation of NNLO QCD corrections to the DIS process
that we report in this paper is the first application of that
result.
The main result of this paper is the set of analytic for-
mulas that, in conjunction with the fully-resolved regulated
contribution, provides a fully-differential description of DIS
at NNLO QCD. It is our long-term goal to employ these for-
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mulas as ingredients to describe “initial-final dipole” contri-
butions when computing NNLO QCD corrections to generic
processes. Because of that, it is important to ensure that the
analytic results for initial-final dipoles reported in this paper
are correct. Studies of DIS are advantageous from this per-
spective since analytic results for DIS coefficient functions
at NNLO are available [6–8] and we can use them to check
our computations to a very high precision.
We note in passing that, in the past decade, a large number
of subtraction schemes and slicing methods appeared [9–38];
they enabled a large number of NNLO QCD computations for
important LHC processes [39–120]. Nevertheless, in spite of
all successes, the construction of a fully local, analytic, phys-
ically transparent and scalable subtraction scheme remains
an interesting challenge. We believe that further development
of the NSS, that we describe in this paper, will contribute to
finding an answer to this challenge.
The remainder of the paper is organized as follows. In
Sect. 2 we describe how leading order (LO) and next-to-
leading order (NLO) DIS cross sections are computed. In
Sect. 3 we discuss the NNLO computation. In Sect. 4 we
validate our results against analytic ones. We conclude in
Sect. 5. Useful formulas are collected in several Appendices.
Analytic results for NNLO QCD DIS subtraction terms in
computer-readable format are provided in an ancillary file
attached to this submission.
2 LO and NLO calculation
We consider deep-inelastic scattering of an electron on a pro-
ton
P(P1) + e(p2) → e(p3) + X, (2.1)
mediated by a neutral current. The cross section of this pro-
cess is computed as a convolution of parton distribution func-
tions with the partonic cross section that describes parton-
electron scattering. Schematically, we write
dσH =
∑
i
1∫
0
dx fi (x) dσˆ fi +e→X (x P1, p2). (2.2)
In Eq. (2.2) we denote a parton of type i ∈ [−5, . . . , 5] as
fi , with f0 = g and f±1,±2,±3,±4,±5 = {d/d¯, u/u¯, s/s¯, c/c¯,
b/b¯}. With a slight abuse of notation, we also use fi (x) to
denote the parton distribution function of parton fi .
The partonic cross section dσˆ fi +e→X can be computed
in QCD perturbation theory as an expansion in the strong
coupling constant αs . We write
dσˆ fi +e→X = dσˆLOfi + dσˆNLOfi + dσˆNNLOfi + O(α3s ). (2.3)
At leading order, electron-quark and electron-anti-quark
scattering processes
q(p1) + e−(p2) → e−(p3) + q(p4),
q¯(p1) + e−(p2) → e−(p3) + q¯(p4), (2.4)
contribute. For the purpose of computing QCD corrections,
there is no difference between these two processes and we
focus on the electron-quark scattering.
To compute the partonic cross section of this process, we
employ the notation that has been used in earlier papers on
the NSS[1–3], and define
〈
FLM(1q , 2e, 3e, 4q)O({1, 2, 3, 4})
〉
≡ N
∫
[d f3][d f4] (2π)dδ(d)(p3 + p4 − p1 − p2)
×|Atree|2(1q , 2e, 3e, 4q)O ({p1, p2, p3, p4}) , (2.5)
where N includes normalization and symmetry factors, d =
4 − 2 is the space-time dimensionality,
[d fi ] = d
d−1 pi
(2π)d−12Ei
θ(Emax − Ei ), (2.6)
is the phase-space volume of a parton fi ,Atree is the tree-level
matrix element and O is a generic observable that depends
on momenta p1,..,4. Emax is a sufficiently large but otherwise
arbitrary1 parameter that provides an upper bound on ener-
gies of individual partons; its role will become clear later.
We will also use the notation 〈FLM(i, j, . . .)〉δ to indicate
that the corresponding cross section is fully-differential with
respect to momenta that are shown as arguments of the func-
tion FLM. In this notation, the fully differential LO cross
section for quark-electron scattering reads
2s · dσˆLOq =
〈
FLM(1q , 2e, 3e, 4q)
〉
δ
, (2.7)
where s = 2p1 · p2 is the partonic center-of-mass energy
squared.
We now discuss NLO QCD corrections. As we already
emphasized in Refs. [1–3], at this order in the αs expansion,
our subtraction scheme is equivalent to the FKS one [121,
122]. In spite of that, it is useful to discuss the NLO QCD
computation of DIS here, if only to develop a familiarity with
our notation. At NLO QCD, both the quark q/q¯+e → q/q¯+
e + g and the gluon g + e → q + q¯ + e channels contribute
to the DIS cross section. We consider the quark channel first,
and start by discussing the real emission contribution. For
the sake of definiteness, we focus on the following process
q(p1) + e−(p2) → e−(p3) + q(p4) + g(p5). (2.8)
1 More specifically, Emax should be greater than or equal to the maximal
energy that a final state parton can have according to the momentum
conservation constraint.
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In analogy with Eq. (2.5), we define
〈
FLM(1q , 2e, 3e, 4q , 5g)O ({1, 2, 3, 4, 5})
〉
≡ N
∫ 5∏
i=3
[d fi ] (2π)dδ(d)
(
p1 + p2 −
5∑
i=3
pi
)
× |Atree|2 (1q , 2e, 3e, 4q , 5g
)O ({p1, p2, p3, p4, p5}) .
(2.9)
The scattering amplitude is singular when the gluon g5 is soft
or when it is collinear to the incoming or outgoing quark. Fol-
lowing our earlier work on the NSS[1–3], we introduce oper-
ators S5 and C51, C54 to extract the leading soft and collinear
behavior of scattering amplitudes squared.2 We use these
operators to isolate non-integrable singularities in differen-
tial cross sections by systematically rewriting the identity
operator I as
I = S5 + (I − S5), I = C51 + C54 + (I − C51 − C54).
(2.10)
In both of the above equations, the first term describes a
singular contribution and the second is free from soft and
collinear singularities.
In the spirit of FKS subtraction [121,122], we partition
the phase space using
1 = w51 + w54, (2.11)
where
w51 ≡ ρ54
ρ51 + ρ54 , w
54 ≡ ρ51
ρ51 + ρ54 , (2.12)
and
ρ5i = 1 − n5 · ni . (2.13)
In Eq. (2.13) ni are unit vectors that describe directions of
respective partons. The explicit form of the partition func-
tions w5i in Eq. (2.11) is irrelevant, as long as they have the
following property3
C5iw5 j = δi j , (2.14)
2 The definition of the S5 and C5i operators was described in detail
in Refs. [1–3]. Here, we remind the reader that if f (E5) ∼ 1/E25 for
E5 → 0, then S5 f (E5) = 1/E25 × limE5→0[E25 f (E5)], while if f is
Taylor-expandable around E5 = 0 then S5 f (E5) = 0. Similar remarks
apply to the collinear operators.
3 For the choice of Eq. (2.12), this follows immediately from C5iρ5i =
0.
that leads to simplifications in the collinear limit; in partic-
ular, the only collinear singularity present in the partition
defined by w5i is C5i . This allows us to write4
〈
FLM(1q , 4q , 5g)
〉
δ
= 〈S5 FLM(1q , 4q , 5g)
〉
+
∑
i∈[1,4]
〈
C5i (I − S5) FLM(1q , 4q , 5g)
〉
+
∑
i∈[1,4]
〈Oˆ(i)NLOw5i FLM(1q , 4q , 5g)〉δ,
(2.15)
where
Oˆ(i)NLO ≡ (I − C5i )(I − S5). (2.16)
In Eq. (2.15), the first term on the right hand side describes
the soft limit of the process Eq. (2.8), the second term
describes two soft-subtracted collinear limits and the last
term describes fully-regulated contributions that can be cal-
culated in four dimensions.
We continue with the discussion of the different terms in
Eq. (2.15), starting with the soft contribution. We have
S5 FLM(1q , 4q , 5g) = 2g2s,bCF
ρ14
E25ρ51ρ54
FLM(1q , 4q),
(2.17)
where gs,b is the bare QCD coupling, CF = 4/3, and
the definition of FLM(1q , 4q) follows from Eq. (2.5). Since
FLM(1q , 4q) does not depend on p5 anymore, we can inte-
grate over the energy and angles of the unresolved gluon. We
obtain
∫
[d f5] 1E25
ρ14
ρ51ρ54
= 1
2
[
1
8π2
(4π)
	(1 − )
] (
4E2max
)−
η−14 K14, (2.18)
where
Ki j =
[
	2(1 − )
	(1 − 2)
]
η1+i j 2 F1(1, 1, 1 − , 1 − ηi j ),
(2.19)
and ηi j = ρi j/2 = (1 − cos θi j )/2. This allows us to write
〈
S5 FLM(1q , 4q , 5g)
〉 = 2CF
2
(
4E2max
μ2
)−
×[αs]
〈
η−14 K14 FLM(1q , 4q)
〉
δ
,
(2.20)
4 To simplify the notation, from now on we will not explicitly show
electron arguments in the function FLM; the quantity FLM(1q , 4q , 5g)
in Eq. (2.15) follows from the definition in Eq. (2.9).
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where we have introduced
[αs] ≡ αs(μ)2π
eγE
	(1 − ) . (2.21)
Note that at variance with cases of color-singlet production
and decay that were studied in Refs. [2,3], the soft contribu-
tion depends non-trivially on the angle between the two hard
emittors.
Next, we discuss the soft-subtracted collinear terms in
Eq. (2.15). We begin with the term proportional to C51 that
describes the situation when the collinear gluon is emitted
by an incoming quark. We parametrize the gluon energy as
E5 = (1 − z)E1, (2.22)
and find
[d f5] = d
d−1
5
2(2π)d−1
E2−21 dz(1 − z)1−2θ (z − zmin) ,
(2.23)
where zmin = 1 − Emax/E1. The soft and collinear limits of
the matrix element squared are well known. They read
C51|Atree|2(1q , 2e, 3e, 4q , 5g)
= g
2
s,b
p1 · p5
Pqq(z)
z
|Atree|2 (z · 1q , 2e, 3e, 4q
)
,
C51S5|Atree|2(1q , 2e, 3e, 4q , 5g)
= g
2
s,b
p1 · p5
2CF
1 − z |A
tree|2 (1q , 2e, 3e, 4q
)
,
(2.24)
where z · 1q denotes a quark with momentum z · p1 and
Pqq(z) = CF
[
1 + z2
1 − z − (1 − z)
]
, (2.25)
is the splitting function for this limit.
Since the matrix elements in Eq. (2.24) are independent of
the emission angles, we can integrate over them. The relevant
integral reads
∫ dd−15
2(2π)d−1
1
ρ5i
= −4
−

[
1
8π2
(4π)
	(1 − )
]
	2(1 − )
	(1 − 2) .
(2.26)
Putting everything together, we obtain
〈
C51(I − S5) FLM(1q , 4q , 5g)
〉
= −[αs]

	2(1 − )
	(1 − 2)
(
4E21
μ2
)− 1∫
zmin
dz(1 − z)−2
×
〈
Pqq(z)
FLM(z · 1q , 4q)
z
− 2CF
(1 − z) FLM(1q , 4q)
〉
δ
.
(2.27)
We note that by construction Emax ≥ E1 (see Footnote 1),
so that zmin ≤ 0. This implies that FLM(z · 1q , 4q) = 0 for
z ∈ [zmin, 0] but the integration of the second term in angle
brackets on the right hand side of Eq. (2.27) extends all the
way to zmin. We isolate the term in Pqq that is singular in the
z → 1 limit,
Pqq(z) = 2CF1 − z + Pqq,reg(z),
Pqq,reg(z) = −CF [(1 + z) + (1 − z)] , (2.28)
and write
〈
C51(I − S5) FLM(1q , 4q , 5g)
〉
= −[αs]

	2(1 − )
	(1 − 2)
(
4E21
μ2
)−
×
{
2CF
(Emax/E1)−2 − 1
2
〈
FLM(1q , 4q)
〉
δ
+
1∫
0
dz
[
2CF
[
(1 − z)−2
1 − z
]
+
+(1 − z)−2 Pqq,reg(z)
] 〈
FLM(z · 1q , 4q)
z
〉
δ
}
. (2.29)
Note that in Refs. [2,3], we have chosen Emax = E1 but
we prefer to keep Emax generic in the current computa-
tion. Indeed, since final results are supposed to be Emax-
independent, the possibility to vary this parameter provides
a useful check on the implementation of the subtraction for-
mulas. The plus distribution in Eq. (2.29) is defined as usual
1∫
0
dx
[ f (x)]+ · g(x) ≡
1∫
0
dx f (x)[g(x) − g(1)]. (2.30)
The discussion of the final-state collinear singularity,
extracted by applying the operator C54 to the matrix element
squared, is very similar. In this case we define
E5 = (1 − z)E45, E4 = zE45, (2.31)
and repeat steps similar to the ones that led to Eq. (2.29). We
obtain
〈
C54(I − S5) FLM(1q , 4q , 5g)
〉
δ
= −[αs ]

	2(1 − )
	(1 − 2)
×
〈[
2CF
(4E2max/μ2)− − (4E24/μ2)−
2
+
(
4E24
μ2
)−
×
1∫
0
dz
(
[z(1 − z)]−2 Pqq (z) − 2CF
(1 − z)1+2
)]
FLM(1q , 4q )
〉
δ
.
(2.32)
We note that further details about final-state collinear split-
tings can be found in the discussion of QCD corrections to
color-singlet decays, see Ref. [3].
To facilitate the -expansion of Eqs. (2.29) and (2.32), we
write
123
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2CF
[
(1 − z)−2
1 − z
]
+
+ (1 − z)−2 Pqq,reg(z)
= Pˆ(0)qq,R(z) − P ′qq(z) + O(2),
−
1∫
0
dz
(
[z(1 − z)]−2 Pqq(z) − 2CF
(1 − z)1+2
)
= γq + γ ′q + O(2). (2.33)
The various splitting functions and anomalous dimensions
are reported in Appendix A. We also define
(E2i , E
2
j ) =
(4E2i /μ
2)− − (4E2j /μ2)−
2
, (2.34)
and write the real contribution to the NLO cross section
Eq. (2.15) as follows
〈
FLM(1q , 4q , 5g)
〉
δ
= 2CF
2
(
4E2max
μ2
)−
× [αs]
〈
η−14 K14 FLM(1q , 4q)
〉
δ
+ [αs]

	2(1 − )
	(1 − 2)
{〈[
2CF(E21 , E
2
max)
+ 2CF(E24 , E2max)
]
FLM(1q , 4q)
〉
δ
+
(
4E21
μ2
)− 1∫
0
dz
[
−Pˆ(0)qq,R(z) + P ′qq(z)
]
〈
FLM(z · 1q , 4q)
z
〉
δ
+
(
4E24
μ2
)− [
γq + γ ′q
]
〈
FLM(1q , 4q)
〉
δ
+ O(2)
}
+
∑
i∈[1,4]
〈Oˆ(i)NLO w5i FLM(1q , 4q , 5g)〉δ. (2.35)
As the next step, we consider virtual corrections. Using
notation analogous to Eq. (2.5), we define
〈
FLV(1q , 2e, 3e, 4q )O({1, 2, 3, 4})
〉
≡ N
∫
[d f3][d f4] (2π)dδ(d)(p3 + p4 − p1 − p2)
× 2[AtreeA∗,1−loop](1q , 2e, 3e, 4q)O({p1, p2, p3, p4}).
(2.36)
We employ the Catani’s representation [123] for the renor-
malized amplitudes to write the NLO contribution as5
〈
FLV(1q , 4q)
〉
δ
=
(
αs(μ)
2π
) 〈
I14()FLM(1q , 4q)
〉
δ
+ 〈FfinLV(1q , 4q)〉δ, (2.37)
5 Also in this case, we do not show electron momenta in FLV, see
Footnote 4.
where
I14() = − e
γE
	(1 − )e
−L14
(
2CF
2
+ 2γq

)
, (2.38)
and
L14 = ln 2(p1 · p4)
μ2
. (2.39)
We note that γq can be found in Appendix A [see Eq. (A.4)]
and that FfinLV is a finite remainder, free of any singularities.
To obtain the final result for the NLO QCD cross sec-
tion, we combine the real-emission contribution Eq. (2.35)
with virtual corrections Eq. (2.37) and the contribution that
originates from the collinear renormalization of parton dis-
tribution functions
2s · dσˆNLOPDF =
αs(μ)
2π
1∫
0
dz Pˆ(0)qq (z)
〈
FLM(z · 1q , 4q)
z
〉
δ
,
(2.40)
where Pˆ(0)qq is the Altarelli–Parisi splitting function, see
Appendix A. We find
2s · dσˆNLOq
=
∑
i∈[1,4]
〈Oˆ(i)NLO w5i FLM(1q , 4q , 5g)〉δ + 〈FfinLV(1q , 4q)〉δ
+ αs(μ)
2π
{ 1∫
0
dz
〈 [
P ′qq(z)
+ ln
(
4E21
μ2
)
Pˆ(0)qq (z)
]
FLM(z · 1q , 4q)
z
〉
δ
+
〈 [
2CFSEmax14 + γ ′q
]
FLM(1q , 4q)
〉
δ
+ O()
}
, (2.41)
where the various (generalized) splitting functions and
anomalous dimensions are defined in Appendix A. We have
also defined
SEi j = Li2(1 − ηi j ) − ζ2 +
π2λi j
2
+ 1
2
ln2
(
Ei
E j
)
− ln(ηi j ) ln
(
Ei E j
E2
)
+ 1
2
[
γi
Ci
ln
(
E jηi j
Ei
)
+ γ j
C j
ln
(
Eiηi j
E j
)]
, (2.42)
where γi = γq(γg) and Ci = CF (CA) if particle i is a
quark(gluon), and λi j = 1 if both particles i and j are in the
initial or in the final state, and zero otherwise. We also remind
the reader that in our notation ηi j = (1 − cos θi j )/2, where
θi j is the angle between the directions of particle i and j .
Comparing Eq. (2.41) to similar results for the produc-
tion and decay of a color singlet, considered in Refs. [2,3],
we note two main differences. First, Eq. (2.41) depends non-
trivially on the relative angle between the incoming and out-
123
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going hard quarks. Second, subtraction terms in Eq. (2.41)
explicitly depend on Emax. This explicit dependence is sup-
posed to be canceled by an implicit dependence contained
in the OˆNLO FLM(1q , 4q , 5g) terms. Checking the Emax-
independence provides a useful cross-check of the correct-
ness of the implementation of Eq. (2.41) in a numerical pro-
gram. Furthermore, we note that Emax controls the amount of
(soft) subtractions; by varying Emax, we move contributions
from the regulated hard emission term OˆNLO FLM(1q , 4q , 5g)
to integrated subtractions. In this sense, Emax is closely
related to the so-called ξcut parameters of the FKS formalism,
c.f. Refs. [121,122].
In addition to the quark-electron scattering, at NLO we
have to consider the gluon-electron scattering
g(p1) + e−(p2) → e−(p3) + q(p4) + q¯(p5). (2.43)
The matrix element that describes this process is singular
when the quark or anti-quark becomes collinear to the incom-
ing gluon. These singularities are physically equivalent, so
we find it convenient to treat both of them at once. To this
end, we introduce the following partitioning
1 = w41g + w51g , with w41g ≡
ρ51
ρ41 + ρ51 ,
w51g ≡
ρ41
ρ41 + ρ51 , (2.44)
and define
〈
FLM,g(1, 4, 5)O({1, . . . , 5})
〉
≡ N
∫
[d f3][d f4][d f5] (2π)dδ(d)
× (p3 + p4 + p5 − p1 − p2)w41
[|A|2(1g, 2e, 3e, 4q , 5q¯ )|2
+ |A|2(1g, 2e, 3e, 5q , 4q¯ )|2
]O({p1, p2, p3, p4, p5}).
(2.45)
This effectively remaps both the gq and the gq¯ singularities
onto the p1|| p5 collinear configuration. Since a final state
quark does not induce soft singularities, a subtraction formula
for the gluon channel is simpler than the formula for the quark
channel. Repeating the same steps that led to Eq. (2.41), it is
straightforward to obtain
2s · dσˆNLOg = 〈(I − C51)FLM,g(1, 4, 5)〉δ
+αs(μ)
2π
1∫
0
dz
[
P ′qg(z) + ln
(
4E21
μ2
)
Pˆ(0)qg (z)
]
×
∑
f ∈[q,q¯]
〈
FLM(z · 1 f , 4 f )
z
〉
δ
. (2.46)
3 NNLO calculation
In this section, we discuss the calculation of NNLO QCD
corrections. Many details of the calculation are very similar
to the color-singlet production and decay cases discussed
in Refs. [2,3] and we do not repeat them here. Rather, we
skim through the derivation of the subtraction formalism and
concentrate on new features that arise in the DIS case.
As we already remarked in the previous section, the most
important new feature is the fact that hard partons are not
back-to-back. As the result, the integrated subtraction terms
become functions of the opening angle between these par-
tons. The second new feature is that we work with an arbitrary
Emax. As we explained in the previous section, the Emax-
independence of the final result arises through a non-trivial
interplay of subtractions and fully-regulated contributions.
As such, Emax provides both a powerful tool to check the cor-
rectness of the implementation of the subtraction framework
in a numerical program and also allows us to shuffle contribu-
tions from numerical subtractions to analytically-integrated
subtraction terms.
We find it convenient to deal with quark- and gluon-
initiated processes separately. The primary reason for that is
that only the former ones contain double-soft singularities,
while in the latter case the only genuine NNLO singularities
are of the collinear type. We start by discussing the quark
channel.
3.1 Quark channel
We consider collision of an electron and a quark and write
the differential NNLO partonic cross section as
dσˆNNLOq = dσˆVVq + dσˆRVq + dσˆRRq + dσˆ PDFq , (3.1)
where
• dσˆVVq is the double-virtual contribution, which requires
the one-loop squared and the two-loop amplitudes for the
q + e → e + q process;
• dσˆRVq is the real-virtual contribution, which requires the
one-loop amplitude for the q + e → e + q + g process;
• dσˆRRq is the double-real contribution, which requires the
tree level amplitudes for the q + e → e + q + g + g,
q + e → e + q + Q + Q¯, with Q = q, and q + e →
e + q + q + q¯ processes;
• dσˆ PDFq originates from the collinear renormalization of
parton distributions.
To efficiently manage the flavor structure and to follow what
is commonly being done, we arrange the different partonic
contributions into non-singlet and singlet pieces. We now
briefly describe how this is done.
We consider the double-real contribution. Schematically,
we write6
6 We remind the reader that momenta of electrons are not shown explic-
itly in formulas below.
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Fig. 1 Master amplitude for
the q(p1) + e(p2) →
e(p3)+q(p4)+ Q(p5)+ Q¯(p6)
processes. The electron line is
omitted. See text for details
dσˆRRq ∼
∫ ∏6
i=3[d fi ]
{∑
qi =q |A(1q , 4q , 5qi , 6q¯i )|2
+ 12! |A(1q , 4q , 5q , 6q¯)|2 + 12! |A(1q , 4q , 5g, 6g)|2
}
.
(3.2)
We note that scattering amplitudes that involve an additional
quark-anti-quark pair can be constructed from the “master”
amplitude Aqq¯;Q Q¯ shown in Fig. 1. For example, the ampli-
tude for the process q(p1) + e(p2) → e(p3) + q(p4) +
q ′(p5) + q¯ ′(p6) with q = q ′ is given by7
A(1q , 4q , 5q ′ , 6q¯ ′) = Aqq¯;Q Q¯(4q , 1q ; 5q ′ , 6q¯ ′)
+Aqq¯;Q Q¯(5q ′ , 6q¯ ′ ; 4q , 1q), (3.3)
and the amplitude for the process q(p1)+ e(p2) → e(p3)+
q(p4) + q(p5) + q¯(p6) is then given by
A(1q , 4q , 5q , 6q¯)
= A(1q , 4q , 5q ′ , 6q¯ ′) + A(1q , 5q , 4q ′ , 6q¯ ′)
= Aqq¯;Q Q¯(4q , 1q ; 5q ′ , 6q¯ ′) + Aqq¯;Q Q¯(5q ′ , 6q¯ ′ ; 4q , 1q)
+Aqq¯;Q Q¯(5q , 1q ; 4q ′ , 6q¯ ′) + Aqq¯;Q Q¯(4q ′ , 6q¯ ′ ; 5q , 1q).
(3.4)
By systematically re-labeling partons, it is straightforward to
re-write dσˆRRq Eq. (3.2) in terms of the amplitude Aqq¯;Q Q¯ as
dσˆRRq ∼
∫ 6∏
i=3
[d fi ]
{∑
qi
[
|Aqq¯;Q Q¯(4qi , 6q¯i ; 5q , 1q)|2
+|Aqq¯;Q Q¯(4q , 1q ; 5qi , 6q¯i )|2
]
+ 1
2! |A(1q , 4q , 5g, 6g)|
2
+
∑
qi
2[Aqq¯;Q Q¯(5qi , 6q¯i ; 4q , 1q)A∗qq¯;Q Q¯(4q , 1q ; 5qi , 6q¯i )
]
+ 2
2!
[
Aqq¯;Q Q¯(5q , 1q ; 4q , 6q¯)
[
A∗qq¯;Q Q¯(4q , 1q ; 5q , 6q¯)
+A∗qq¯;Q Q¯(4q , 6q¯ ; 5q , 1q)
]
+ Aqq¯;Q Q¯(5q , 6q¯ ; 4q , 1q¯)
[
A∗qq¯;Q Q¯(4q , 6q¯ ; 5q , 1q)
+A∗qq¯;Q Q¯(5q , 1q ; 4q , 6q¯)
] ]}
.
(3.5)
7 Initial- and final-state crossings in Aqq¯;Q Q¯ are understood. Crossings
are reflected in a q vs. q¯ mismatch in the flavor index between the
subscripts and arguments of A.
We stress that, contrary to Eq. (3.2), the sums in Eq. (3.5)
run over all quark flavors.
It is conventional to split the real-emission processes into
non-singlet, singlet and the interference contributions. To that
end, we write
dσˆRRq = dσˆRRq,ns + dσˆRRq,s + dσˆRRq,int. (3.6)
The individual contributions in Eq. (3.6) are written as inte-
grals of the corresponding amplitudes squared
dσˆRRq,ns,s,int ∼
∫ 6∏
i=3
[d fi ] |Ans,s,int(1, 4, 5, 6)|2. (3.7)
These amplitudes read
|Ans(1, 4, 5, 6)|2 = 12! |A(1q , 4q , 5g, 6g)|
2
+
∑
qi
|Aqq¯;Q Q¯(4q , 1q ; 5qi , 6q¯i )|2
+ 2
2!
[
Aqq¯;Q Q¯(5q , 1q ; 4q , 6q¯)
[
A∗qq¯;Q Q¯(4q , 1q ; 5q , 6q¯)
+ A∗qq¯;Q Q¯(4q , 6q¯ ; 5q , 1q)
]
+ Aqq¯;Q Q¯(5q , 6q¯ ; 4q , 1q¯)
[
A∗qq¯;Q Q¯(4q , 6q¯ ; 5q , 1q)
+ A∗qq¯;Q Q¯(5q , 1q ; 4q , 6q¯)
]]
,
|As(1, 4, 5, 6)|2 =
∑
qi
|Aqq¯;Q Q¯(4qi , 6q¯i ; 5q , 1q)|2,
|Aint(1, 4, 5, 6)|2 =
∑
qi
2
[
Aqq¯;Q Q¯(5qi , 6q¯i ; 4q , 1q)
×A∗qq¯;Q Q¯(4q , 1q ; 5qi , 6q¯i )
]
.
(3.8)
The different contributions have a distinct structure of
infra-red and collinear singularities. The strongest singu-
larities are present in the non-singlet contribution |Ans|2
which exhibits non-vanishing soft and collinear singular lim-
its. More specifically, |A(1q , 4q , 5g, 6g)|2 is singular if either
one or both gluons are soft, or when they are collinear to
quarks q1,4 or to each other. Other contributions to the non-
singlet amplitude squared are less singular. For example,
|Aqq¯;Q Q¯(4q , 1q ; 5qi , 6q¯i )|2 is singular when quarks q5 and
q6 are both soft, or when they are collinear to each other, or
when they are simultaneously collinear to q1 or q4.
The singlet contribution |As|2 only contains collinear sin-
gularities. Double-collinear singularities arise when q5 is
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collinear to q1 or when q¯6 is collinear to q4. Triple-collinear
singularities arise when q1, q5 and q¯6 are collinear or when
q1, q4 and q5 are collinear. The pure interference contribu-
tion |Aint|2 is finite. Furthermore, for photon-mediated DIS,
that we consider in this paper, the integral of this contribution
vanishes due to Furry’s theorem.
Since double-virtual and real-virtual corrections only con-
tribute to the non-singlet cross section, we write
dσˆNNLOq = dσˆNNLOq,ns + dσˆNNLOq,s + dσˆNNLOq,int , (3.9)
where the three terms on the right hand side, defined as
dσˆNNLOq,ns = dσˆRRq,ns + dσˆRVq + dσˆVVq + dσˆ PDFq,ns,
dσˆNNLOq,s = dσˆRRq,s + dσˆ PDFq,s ,
dσˆNNLOq,int = dσˆRRq,int,
(3.10)
are separately finite. The collinear renormalization countert-
erms in Eq. (3.10) are explicitly given by8
dσˆ PDFq,ns =
[
αs(μ)
2π
]2
dσˆLOq
⊗
[
Pˆ(1)qq,V + Pˆ(1)qq¯,V
2
− Pˆ
(0)
qq ⊗ Pˆ(0)qq + β0 Pˆ(0)qq
22
]
+
[
αs(μ)
2π
]
dσˆNLOq ⊗ Pˆ(0)qq ;
dσˆ PDFq,s =
[
αs(μ)
2π
]2
dσˆLOq ⊗
[
Pˆ(1)qq,s
2
− Pˆ
(0)
qg ⊗ Pˆ(0)gq
22
]
+
[
αs(μ)
2π
]
dσˆNLOg ⊗ Pˆ(0)gq .
(3.11)
As usual, the sign “⊗” stands for the convolution product
and Pˆ(0/1) are leading and next-to-leading order Altarelli–
Parisi splitting functions, see e.g. [124]. We report them
in Appendix A for convenience. The leading-order QCD β
function, which appears in Eq. (3.11), reads
β0 = 116 CA −
2
3
TRn f , (3.12)
where CA = 3, TR = 1/2 and n f is a number of massless
quark flavors.
3.1.1 NNLO corrections in the non-singlet channel:
derivation
The goal of this section is to describe the calculation of
NNLO QCD corrections to neutral current DIS in the non-
singlet channel. Our goal in this discussion is two-fold. On the
one hand, we aim to show that many ingredients of the current
computation are similar to cases of color-singlet production
8 In writing Eq. (3.11), we use the fact that in our case FLM(1q , 4q ) =
FLM(1q¯ , 4q¯ ).
and decay discussed in Refs. [1–3] and, for this reason, can be
directly borrowed from these references. On the other hand,
we want to emphasize new elements required for the con-
struction of the nested subtraction scheme when a process
involves color-charged initial- and final-state partons.
We start by discussing the double-real contribution dσˆRRq,ns.
It contains double-soft singularities which arise when partons
f5,6 become soft, E5 ∼ E6 → 0. Because of this, we find
it convenient to order energies of partons f5,6, see Ref. [1].
Using the notation of Sect. 2, we then define
〈
FLM,ns(1, 4, 5, 6)O({1, . . . , 6})
〉
≡ N
∫ 6∏
i=3
[d fi ] (2π)dδ(d)
(
p1 + p2 −
6∑
i=3
pi
)
× θ(E5 − E6)
[|Ans(1, 4, 5, 6)|2 + |Ans(1, 4, 6, 5)|2
]
× O({p1, . . . , p6}),
(3.13)
so that
2s · dσˆRRns =
〈
FLM,ns(1, 4, 5, 6)
〉
δ
. (3.14)
To extract soft and collinear singularities from FLM,ns(1, 4, 5,
6), we closely follow the procedure described in Refs. [1–3].
First, we extract the double soft E5 ∼ E6 → 0 singu-
larity. Similar to Refs. [1–3], we introduce an operator S
that extracts the leading soft behavior of the matrix element,
and sets E5,6 to zero in both the momentum-conserving δ-
function and the observable O in Eq. (3.13). We write
〈
FLM,ns(1, 4, 5, 6)
〉
δ
= 〈SFLM,ns(1, 4, 5, 6)
〉 + 〈(I − S)FLM,ns(1, 4, 5, 6)
〉
δ
.
(3.15)
The second term on the r.h.s. of Eq. (3.15) is free of double-
soft singularities. In the first term, partons f5,6 completely
decouple from the hard matrix element and any infra-red safe
observable. Explicitly, we have
〈
SFLM,ns(1, 4, 5, 6)
〉
=
〈[
g4s,b
∫
[d f5][d f6]Eik(1, 4; 5, 6)
]
FLM(1q , 4q)
〉
δ
,
(3.16)
where the function Eik(1,4;5,6) is the square of the double
eikonal currents computed e.g. in Ref. [125]. Compared to the
color-singlet production and decay cases described in Refs.
[1–3], the integral of Eik(1, 4; 5, 6) depends on the relative
angle between directions of hard partons f1,4. This integral
was computed in Ref. [5] for a generic opening angle between
f1 and f4, so we can directly take the result from there.
The second term on the l.h.s. of Eq. (3.15) is free from the
double-soft singularity, but still contains single-soft E6 → 0
singularity. To extract it, we use I = S6 + (I − S6) and write
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〈
(I − S)FLM,ns(1, 4, 5, 6)
〉
δ
= 〈S6(I − S)FLM,ns(1, 4, 5, 6)
〉
+ 〈(I − S6)(I − S)FLM,ns(1, 4, 5, 6)
〉
δ
.
(3.17)
We deal with the first term on the right hand side of
Eq. (3.17) following the discussion of the NLO computa-
tion, c.f. Eq. (2.20). The only differences with respect to that
case are a) a more involved color structure and b) the max-
imal allowed energy of f6 is now E5, because of the energy
ordering. Taking into account that the S6 singularity is only
present if parton f6 is a gluon, we obtain
〈
S6(I − S)FLM,ns(1, 4, 5, 6)
〉 = [αs]
2
2
〈(4E25
μ2
)−
×
[
(2CF − CA)η−41 K14 + CA
[
η−51 K15 + η−54 K54
]]
×(I − S5)FLM(1q , 4q , 5g)
〉
δ
. (3.18)
The right-hand side in Eq. (3.18) still contains unregulated
singularities that arise when g5 is collinear to q1 or q4. To
extract them, we proceed as in the NLO case. To this end, we
again use the partition of unity shown in Eq. (2.11) and write
I =
∑
i∈[1,4]
(I − C5i )w5i +
∑
i∈[1,4]
C5i , (3.19)
where we used C5iw5 j = δi j . When Eq. (3.19) is used in
Eq. (3.18), the first term on the right hand side of Eq. (3.19)
leads to a fully-regulated contribution, while the second term
extracts the collinear divergences. Its integration over the
unresolved phase space proceeds similar to the NLO case
except for two differences.
• When compared to NLO calculations, Eq. (3.18) contains
an additional E−25 factor. This leads to modified pow-
ers of (1 − z)−2 in collinear limits of differential cross
sections. To efficiently deal with this case, we find it con-
venient to define a generalised version of Eq. (2.33). It
reads
Pqq,Rn(z) ≡ 2CF
[
(1 − z)−n
1 − z
]
+
+ (1 − z)−n Pqq,reg(z),
γ nkqq ≡ −
1∫
0
dz
[
z−n(1 − z)−k Pqq (z) − 2CF
(1 − z)1+k
]
,
(3.20)
where Pqq is the splitting function defined in Eq. (2.25).
• The pre-factor in Eq. (3.18) leads to terms of the form
Ci j
[
η−i j Ki j
]
. This slightly changes the angular integral
that needs to be computed. This point was already dis-
cussed in Refs. [1–3], and we refer the reader to these
references for details.
Taking into account these two differences, and repeating
steps explained in the context of the NLO calculation, we
obtain
〈
C51S6(I − S)FLM,ns(1, 4, 5, 6)
〉
= −[αs]
2
3
1∫
0
dz
〈[
−
(
4E21
μ2
)−2
Pqq,R4(z)
+2CF
[
(4E21/μ
2)−2 − (4E2max/μ2)−2
4
]
δ(1 − z)
]
×
[
−2CF 	
2(1 − )
	(1 − 2)η
−
41 K14
−CA
2
	4(1 − )	(1 + )
	(1 − 3)
]
FLM(z · 1q , 4q)
z
〉
δ
,
(3.21)
for initial-state singularities, and
〈
C54S6(I − S)FLM,ns(1, 4, 5, 6)
〉
= −[αs]
2
3
〈⎡
⎣
(
4E23
μ2
)−2
γ 24qq
+2CF
[
(4E23/μ
2)−2 − (4E2max/μ2)−2
4
]]
×
[
−2CF 	
2(1 − )
	(1 − 2)η
−
41 K14
−CA
2
	4(1 − )	(1 + )
	(1 − 3)
]
FLM(1q , 4q)
〉
δ
,
(3.22)
for final-state ones.
Combining the various terms discussed above, we arrive
at the following formula
〈
FLM,ns(1, 4, 5, 6)
〉
δ
= 〈(I − S6)(I − S)FLM,ns(1, 4, 5, 6)
〉
δ
+ · · · (3.23)
where ellipses stand for various contributions from which
all soft and collinear singularities have been extracted, as
described above. However, the first term on the right hand
side of Eq. (3.23) still contains unregulated collinear singu-
larities. To proceed with their extraction, we follow the FKS
approach [121,122] and its NNLO extension [18,19], and
partition the phase space in the following way
1 = w51,61 + w54,64 + w51,64 + w54,61, (3.24)
where w5i,6 j are designed to dampen all but a few collinear
singularities. More specifically, we ask that the damping fac-
tors behave in the following way:
C5iw5 j,6k ∝ δi j , C6iw5 j,6k ∝ δik; i, j, k ∈ [1, 4].
(3.25)
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We also find it convenient to construct the functions w5i,6 j in
such a way that w51,64 and w54,61 vanish in the limit when f5
and f6 become collinear to each other and that they are sym-
metric under the 5 ↔ 6 exchange. Apart from these require-
ments, the explicit form of the damping factors is mostly
immaterial. An explicit construction of these factors, valid
also for the DIS case, was discussed in Refs. [1–3]. We report
it in Appendix B for convenience.
In the “double-collinear” partitions w51,64, w54,61,
collinear singularities are effectively NLO-like. In the “triple-
collinear” partitions w51,61 and w54,64 genuine triple-
collinear singularities occur when partons f5,6 become
collinear to f1 or f4, respectively. However, since these triple-
collinear limits can be reached in a variety of ways, it is useful
to introduce additional angular ordering to isolate physically-
inequivalent configurations [18,19]. For the partition w5i,6i ,
we write
w5i,6i = w5i,6i
(
θ
(a)
i + θ(b)i + θ(c)i + θ(d)i
)
, (3.26)
where
θ
(a)
i ≡ θ
(
ρ6i <
ρ5i
2
)
; θ(b)i ≡ θ
(ρ5i
2
< ρ6i < ρ5i
)
θ
(c)
i ≡ θ
(
ρ5i <
ρ6i
2
)
; θ(d)i ≡ θ
(ρ6i
2
< ρ5i < ρ6i
)
.
(3.27)
We note in passing that the angular ordering Eq. (3.27)
can also be enforced by constructing appropriate damping
factors [36,37]. Nevertheless, we find it practical to employ
Eq. (3.27) to isolate and extract collinear singularities and
to integrate the subtraction terms analytically. In particular,
a phase space parametrization that naturally implements the
sector decomposition as in Eq. (3.27) and that we employ in
this paper can be found in Refs. [18,19].
We extract the remaining collinear singularities using
Eqs. (3.24,3.27). To this end, we follow Refs. [1–3] and write
〈
(I − S6)(I − S)FLM,ns(1, 4, 5, 6)
〉
δ
=
〈
Fsr csLM,ns(1, 4, 5, 6)
〉
+
〈
Fsr ctLM,ns(1, 4, 5, 6)
〉
+
〈
Fsr crLM,ns(1, 4, 5, 6)
〉
δ
.
(3.28)
The three terms on the right hand side in Eq. (3.28) are defined
as follows:
• the soft-regulated single-collinear contribution Fsr csLM,ns
reads
〈
Fsr csLM,ns(1, 4, 5, 6)
〉
=
∑
(i j)∈[14,41]
〈[
C5i [d f5] + C6 j [d f6]
]
w5i,6 j
×(I − S6)(I − S) × FLM,ns(1, 4, 5, 6)
〉
+
∑
i∈[1,4]
〈[
θ
(a)
i C6i + θ(b)i C56 + θ(c)i C5i + θ(d)i C56
]
×[d f5][d f6] w5i,6i (I − S6)(I − S)FLM,ns(1, 4, 5, 6)
〉
,
(3.29)
• the soft-regulated triple- and double-collinear contribu-
tion Fsr ctLM,ns reads
〈
Fsr ctLM,ns(1, 4, 5, 6)
〉
=
∑
i∈[1,4]
〈[
θ
(a)
i (I − C6i ) + θ(b)i (I − C65)
+θ(c)i (I − C5i ) + θ(d)i (I − C65)
]
[d f5][d f6] Ciw5i,6i
×(I − S6)(I − S)FLM,ns(1, 4, 5, 6)
〉
−
∑
(i j)∈[14,41]
〈
C5i C6 j [d f5][d f6]w5i,6 j (I − S6)
×(I − S)FLM,ns(1, 4, 5, 6)
〉
,
(3.30)
• and, finally, the fully-regulated term reads
〈
Fsr crLM,ns(1, 4, 5, 6)
〉
δ
=
∑
i∈[1,4]
〈 [
θ
(a)
i (I − C6i ) + θ(b)i (I − C65)
+θ(c)i (I − C5i ) + θ(d)i (I − C65)
]
[d f5][d f6]
× (I − Ci )w5i,6i (I − S6)(I − S)FLM,ns(1, 4, 5, 6)
〉
δ
+
∑
(i j)∈[14,41]
〈[
(I − C5i )(I − C6 j )
]
[d f5][d f6]
× (I − S6)(I − S)FLM,ns(1, 4, 5, 6)
〉
δ
.
(3.31)
We note that in Eqs. (3.29,3.30,3.31) we used the notation
introduced in Refs. [1–3]. In particular, Ci denote triple-
collinear limits, and collinear operators act on everything
that appears to the right of them. For example, by writing
Ci j [d f j ] we indicate that the phase space for parton j has to
be taken in the corresponding collinear limit, see Refs. [1–3]
for details.
A detailed discussion of double- and triple-collinear sec-
tors, both for initial- and final-state collinear singularities,
can be found in Refs. [2,3]. The fact that the discussion of
these limits does not change is the consequence of the fact
that collinear singularities only depend on color charges and
types of external partons; as the result, once the production
and decay of color singlets are understood, the description
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of similar limits in DIS naturally follows. For this reason we
do not repeat the discussion of collinear limits per se but,
instead, illustrate new features that arise in the DIS case by
focusing on a few representative examples.
We start by discussing the contribution shown in Eq. (3.30).
Compared to the cases studied in Refs. [2,3], the collinear
limits now have an explicit Emax dependence. For the triple-
collinear limits, relevant results were obtained in Ref. [4],
and we refer the reader to this reference for details. For the
double-collinear case, we need to evaluate9
DC = − 〈[C51C64 + C54C61
][d f5][d f6]
×(I − S6)(I − S)FLM,ns(1, 4, 5, 6)
〉
.
(3.32)
In the non-singlet channel, DC is non-vanishing only if both
partons 5 and 6 are gluons. Schematically, Eq. (3.32) reads
[
C51C64 + C54C61
][d f5][d f6](I − S6)(I − S)FLM,ns(1, 4, 5, 6)
∼ [C51C64 + C54C61
][d f5][d f6]
× θ(E5 − E6)θ(Emax − E5)(I − S6)(I − S)
×
[
|Atree|2(1q , 2e, 3e, 4q , 5g, 6g)[d f4] (2π)dδ(d)
×
(
p1 + p2 −
6∑
i=3
pi
)]
.
(3.33)
We note that apart from the operator S6 and the energy-
ordering condition, this expression is symmetric under the
exchange f5 ↔ f6. Accounting for that and renaming par-
tons appropriately, it is easy to show that Eq. (3.33) can be
written as
[
C51C64 + C54C61
][d f5][d f6] (I − S6)(I − S)FLM,ns(1, 4, 5, 6)
∼
{
Csr51C
sr
64θE5<EmaxθE6<Emax +
[
C51S5θE6<E5<Emax
]
Csr64
+ [C64S6θE5<E6<Emax
]
Csr51
}
×
[
|Atree|2(1q , 2e, 3e, 4q , 5g, 6g)[d f4][d f5][d f6]
×(2π)dδ(d)
(
p1 + p2 −
6∑
i=3
pi
)]
,
(3.34)
where we used the short-hand notations Csr5(6)i = C5(6)i (I −
S5(6)) and θX<Y = θ(Y −X), θX<Y<Z = θ(Y −X)θ(Z −Y ).
We note that each of the three terms in the curly bracket
in Eq. (3.34) does not contain unregulated soft divergences.
The first term is just the product of two NLO-like contri-
butions; for this reason, it can be immediately read off from
Eqs. (2.29,2.32). In the second term, the C51S5 soft-collinear
limit leads to
9 We note that to go from Eqs. (3.30) to (3.32), we used C5i C6 jw5i,6 j =
1, which follows from the definition of the w5i,6 j damping factors.
〈
C51S5θE6<E5<Emax [d f5] FLM,ns(1, 4, 5, 6)
〉
= −2CF [αs]

(
4
μ2
)− 〈 Emax∫
E6
dE5
E1+25
FLM(1q , 4q , 6g)
〉
= −2CF [αs]

〈
(E26 , E
2
max)FLM(1q , 4q , 6g)
〉
, (3.35)
where the function  is defined in Eq. (2.34). According to
Eq. (3.34), we now have to take the soft-regulated collinear
limit Csr64 of Eq. (3.35). For the term proportional to Emax,
everything proceeds as in the NLO case. The term propor-
tional to E6, however, induces an extra power of (1 − z)−2
after performing the change of variables E6 = (1 − z)E64,
see Eq. (2.31). As we already explained when discussing
single-soft singularities, this leads to a term proportional to
γ 24qq , c.f. Eq. (3.20). More precisely, we obtain
〈
Csr64C51S5θE6<E5<Emax [d f5][d f6]FLM,ns(1, 4, 5, 6)
〉
= −2CF [αs]
2
2
×
〈[
(4E24/μ
2)−2γ 24qq − (4E4 Emax/μ2)−2γ 22qq
2
+2CF 
2(E24 , E
2
max)
2
]
FLM(1q , 4q)
〉
δ
. (3.36)
An analogous result can be found for the last term in the curly
bracket of Eq. (3.34) that describes the regulated initial-state
radiation and the soft final-state radiation.
The last double-real contribution that we need to discuss
is the soft-regulated single-collinear term Eq. (3.29). Once
again, an in-depth discussion of this term can be found in
Refs. [2,3], and we do not repeat it here. Rather, we illustrate
the new features arising when considering the DIS process
by focusing on the initial triple-collinear sectors w51,61θ(a,c).
Once these cases are understood, generalization to other sec-
tors does not pose conceptual challenges and can be obtained
following the discussion in Refs. [2,3]. Schematically, we
write
[
θ
(a)
1 C61 + θ(c)1 C51
]
[d f5][d f6] w51,61(I − S6)(I − S)
× FLM,ns(1, 4, 5, 6) ∼
[
θ
(
ρ61 − ρ512
)
C61 + θ
(
ρ51 − ρ612
)
C51
]
× w51,61[d f5][d f6] θE5<E6<Emax
× (I − S6)(I − S)
[|Atree|2(1q , 2e, 3e, 4q , 5g, 6g)[d f4]
×(2π)dδ(d)
(
p1 + p2 −
6∑
i=3
pi
)]
,
(3.37)
where we used the fact that in the non-singlet channel the
C51 and C61 limits are only singular if both partons 5 and
6 are gluons. To proceed further, we follow the discussion
of the double-collinear contribution. We use thesymmetry
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of FLM,ns with respect to an interchange of g5 and g6 and
re-write Eq. (3.37) as
[
θ
(a)
1 C61 + θ(c)1 C51
]
[d f5][d f6] w51,61(I − S6)(I − S)FLM,ns(1, 4, 5, 6)
∼
{[
C61
[
I · θE5<Emax θE6<Emax − S6θE6<E5<Emax
]]
(I − S5)
+ [C61(I − S6)
][
S5θE6<E5<Emax
]}
× w51,61[d f5][d f6] θ
(
ρ61 <
ρ51
2
)
×
[
|Atree|2(1q , 2e, 3e, 4q , 5g, 6g)[d f4] (2π)dδ(d)
×
(
p1 + p2 −
6∑
i=3
pi
)]
.
(3.38)
We now analyze the two terms in the curly bracket. We note
that both of them only contain collinear divergences. Indeed,
the soft singularity is always regulated, either by the explicit
subtraction, as in the first term, or by the energy-ordering
condition, as in the second one.
It is easy to see that the structure of the first term in
Eq. (3.38) is nearly identical to the NLO case except that
in the soft-collinear limit the upper bound on the energy of
the parton f6 is E5 (contrary to Emax in the NLO case). This
observation allows us to immediately write the result for this
contribution following the discussion in Sect. 2. We find
[
C61
[
I · θE5<EmaxθE6<Emax − S6θE6<E5<Emax
]]
(I − S5) −→ [αs]

1∫
0
dz
〈[
−
(
4E21
μ2
)−
Pqq,R2(z)
+ 2CF(E21 , E25)δ(1 − z)
]
× w˜51,616||1
(ρ51
2
)−
(I − S5) FLM(z · 1q , 4q , 5g)
z
〉
.
(3.39)
We note that functions Pqq,R2 and , that appear in
Eq. (3.39), are defined in Eqs. (3.20) and (2.34), respectively.
Also, with w˜, we indicate the damping factor in the collinear
limit, i.e.
w˜
5i,6 j
6||k = lim
ρ6k→0
w5i,6 j . (3.40)
Finally, we note that the factor (ρ51/2)− , which is not
present in the NLO case, arises from the ordering condition
θ(ρ61 < ρ51/2) in Eq. (3.38).
Equation (3.39) still contains an unregulated collinear sin-
gularity that occurs when g5 and q1 become collinear.10 We
extract it in the usual way by inserting I = C51 + (I − C51).
The regularization of the term proportional to Pqq was
10 We note that the collinear p5|| p4 singularity is removed by the w˜51,616||1
damping factor.
explained in detail in Ref. [2]. The regularization of the term
proportional to  is analogous to what we just discussed for
the double-collinear contribution.
We then move to the second term in curly brackets of
Eq. (3.38), which corresponds to the nested soft-collinear
limit. Since in the limit when g6 is collinear to q1, the emis-
sion of the soft gluon g5 can not resolve g6 and q1, we are
allowed to write
S5C61(I − S6)w51,61|A(1q , 2e, 3e, 4q , 5g, 6g)|2
= g2s,b
2CF
E25
ρ14
ρ51ρ54
w˜
51,61
6||1 C61(I − S6)|
× A(1q , 2e, 3e, 4q , 6g)|2.
(3.41)
Similar to the NLO case, the dependence on the momentum
of gluon g5 has disappeared from the hard matrix element.
However, a residual dependence on p5 in w˜51,616||1 and in the
pre-factor (ρ51/2)− appeared. The dependence on the kine-
matics of gluon g5 is described by the following integral
g2s,b
Emax∫
E6
dE5
E1+25
dd−15
2(2π)d−1
ρ41
ρ51ρ54
(ρ51
2
)−
w˜
51,61
6||1
= [αs]

(4E2max/μ2)− − (4E6/μ2)−
2
〈(ρ51
2
)−
w˜
51,61
6||1
〉
S5
,
(3.42)
where we defined
〈O〉S5 ≡ −
[
1
8π2
(4π)
	(1 − )
]−1 ∫ dd−15
2(2π)d−1
ρ41
ρ51ρ54
4 O.
(3.43)
The contribution from the second term in the curly bracket
in Eq. (3.38) is then11
[
C61(I − S6)
][
S5θE6<E5<Emax
] · · · −→
[αs]

〈
C61(1 − S6)[d f6] (4E
2
max/μ
2)− − (4E6/μ2)−
2
× FLM(1q , 4q , 6g)
[
2CF
〈(ρ51
2
)−
w˜
51,61
6||1
〉
S5
]〉
δ
.
(3.44)
At this stage, we can treat the collinear singularity as before.
We note that the pre-factor E−26 will lead to additional over-
all factors of (1 − z)− , as discussed above. Taking this into
account and repeating steps similar to what is done in the
NLO case, we obtain
11 We stress that in this equation the energy of gluon 6 is only subject
to the constrain E6 < Emax.
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[
C61(I − S6)
][
S5θE6<E5<Emax
]
. . . −→ −[αs ]
2
2
×
1∫
0
dz
〈[
(4Emax E1/μ2)−2Pqq,R2(z) − (4E21/μ2)−Pqq,R4(z)
2
+ 2CF 
2(E21 , E
2
max)
2
δ(1 − z)
]
FLM(z · 1, 4)
z
×
[
2CF
〈(ρ51
2
)−
w˜
51,61
6||1
〉
S5
] 〉
δ
.
(3.45)
This completes our discussion of the regularization of the
triple-collinear sectors w51,61θ(a,c). Finally, we note that this
procedure is generic and that one can regulate all the remain-
ing sectors following it.
Before discussing the real-virtual and double-virtual con-
tributions, we comment on the explicit dependence of
Eq. (3.45) on the damping factor w˜. In general, one expects
that 1/ poles of the double-real contribution are indepen-
dent of the damping factors, since they do not appear in any
other part (double-virtual, real-virtual etc.) of the calcula-
tion. Eq. (3.45) seems to contradict this assertion. We will
now show that this is not the case. To this end, we note that
the sum over double-collinear partitions in Eq. (3.29) leads
to a contribution which is almost identical to Eq. (3.45). The
only differences in the double-collinear case with respect
to Eq. (3.45) are (a) the damping factor w˜54,616||1 instead of
w˜
51,61
6||1 and (b) the lack of the (ρ51/2)− term, since we do
not require angular ordering in the double-collinear partition.
Taking the sum of the contributions that come from double
and triple collinear partitions, we obtain the following inte-
gral
〈61〉S5 ∼ −
∫
dd−15
ρ41
ρ51ρ54
61,
61 = w˜54,616||1 +
(ρ51
2
)−
w˜
51,61
6||1 , (3.46)
see Eq. (3.43). This amounts to replacing (ρ51/2)−w˜51,616||1 →
61 in Eq. (3.45). The term 〈61〉S5 enters the differential
cross section in the combination 〈61〉S5 /2, c.f. Eq. (3.45);
this implies that we should prove that the dependence of
〈61〉S5 on the partitioning w only starts at O(2).
Since the integrand in Eq. (3.46) is singular in two
collinear limits ρ51 → 0 and ρ54 → 0, we need to regu-
larize and extract these singularities. Following the (by now)
standard practice, we write
〈61〉S5 = 〈(C51 + C54)61〉S5 + 〈(I − C51 − C54)61〉S5 .
(3.47)
In the first term on the r.h.s. of Eq. (3.47) the dependence on
the partitioning is absent because
C5i w˜5 j,616||1 = δi j . (3.48)
The second term on the r.h.s. of Eq. (3.47) is fully regulated
and we can expand it in . We find
〈(I − C51 − C54)61〉S5
= −
∫
dd−15
[
ρ41
ρ51ρ54
(
w˜
54,61
6||1 + w˜51,616||1
)
− 1
ρ51
− 1
ρ54
]
+ O(2). (3.49)
Since partitions are constructed to satisfy the completeness
relation
w˜
54,61
6||1 + w˜51,616||1 = 1. (3.50)
Equation (3.49) immediately proves that 〈C5161〉S5 is inde-
pendent of the partitioning through O(); this translates into
the independence of 1/ poles on the partitioning in the phys-
ical cross section. On the contrary, there is a dependence on
w˜ in the finite part of Eq. (3.45), which is cancelled by an
(implicit) partition dependence in the fully-regulated contri-
bution Eq. (3.31).
Finally, we note that since the damping factors are
process-dependent, it is not possible to analytically compute
partitioning-dependent finite contributions once and for all.
We do not view this as a problem. Indeed, it is simple to see
that the 61 can be re-absorbed in a slightly different defini-
tion of the collinear operator in Eq. (3.31). We do not pursue
this avenue further since, in the DIS case, we were able to
compute the required integrals 〈61〉S5 analytically, using
the damping factors given in Appendix B. This computation
is outlined in Appendix C.
We now briefly discuss the real-virtual and double-virtual
contributions to the partonic cross section Eq. (3.10). To dis-
cuss dσˆRVq , we define
〈
FLV(1q , 4q , 5g)O({1, . . . , 5})
〉
≡ N
∫ 5∏
i=3
[d fi ] (2π)dδ(d)
(
p1 + p2 −
5∑
i=3
pi
)
× 2 [AtreeA∗,1−loop] (1q , 2e, 3e, 4q , 5g)O({p1, . . . , p5}),
(3.51)
where A1−loop is the UV-renormalized one-loop amplitude.
We then write
2s · dσˆRVq =
〈
FLV(1q , 4q , 5g)
〉
δ
. (3.52)
The function FLV(1q , 4q , 5g) contains a soft singularity that
arises when the energy of g5 vanishes, and collinear singular-
ities that arise when the momenta of g5 and g1 or the momenta
of g5 and g4 are parallel.
We now sketch the procedure to extract these singularities,
and refer the reader to Refs. [1–3] for additional details. To
extract the soft singularity, we write I = S5 + (I − S5). The
soft limit of a generic masslessone-loop scattering amplitude
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was studied in Ref. [125]. Adapting the general result to our
case, we write
〈
S5 FLV(1q , 4q , 5g)
〉
= 2CF g2s μ2
〈
(p1 · p4)
(p1 · p5)(p4 · p5)
{
FLV(1q , 4q )
−
[
CA
[αs]
2
	5(1 − )	3(1 + )
	2(1 − 2)	(1 + 2)
(
μ2(p1 · p4)
2(p1 · p5)(p4 · p5)
)
+αs(μ)
2π
β0

]
FLM(1q , 4q )
}〉
, (3.53)
where the term proportional to β0 appears because we
deal with UV-renormalized amplitudes. The structure of
Eq. (3.53) is similar to the NLO case Eq. (2.17). We only
require a generalization of the eikonal integral Eq. (2.18). It
reads
2−
∫
[d f5] 1
E2+25
[
ρ14
ρ51ρ54
]1+
= (4E
2
max)
−2
2
[
1
8π2
(4π)
	(1 − )
]
η−214
	2(1 − 2)
	(1 − 4)
×
[
η1+314 2 F1(1 + , 1 + , 1 − , 1 − η14)
4
]
,
(3.54)
with
η1+32 F1(1 + , 1 + , 1 − , 1 − η) = 1 + 42Li2(1 − η) + · · · .
(3.55)
For a particular choice of Emax, the regularization of collinear
singularities was discussed in detail in Refs. [1–3]. General-
ization to arbitrary Emax can easily be done following steps
similar to the ones discussed for the double-real contribution;
for this reason we won’t discuss it further. At the end, the RV
contribution is written as
〈
FLV(1q , 4q , 5g)
〉
δ
=
〈
∑
i∈[1,4]
Oˆ(i)NLOw5i FLV(1q , 4q , 5g)
〉
δ
+ terms with LO kinematics,
(3.56)
with OˆONLO defined in Eq. (2.16). In Eq. (3.56), all the
implicit phase-space 1/ poles have been extracted. To
extract the explicit loop-integration poles in FLV, we follow
Ref. [123] and define
〈
FLV(1q , 4q , 5g)
〉
δ
= [αs]
〈
I1q 4q 5g FLM(1q , 4q , 5g)
〉
δ
+
〈
FfinLV(1q , 4q , 5g)
〉
δ
, (3.57)
where
I1q 4q 5g = e−L14(CA − 2CF )
[
1
2
+ 3
2
]
−
[
e−L15 + cos(π)e−L45
]
×
[
CA
(
1
2
+ 3
4
)
+ β0
2
]
,
(3.58)
and FfinLV is a finite μ-dependent remainder. In Eq. (3.58), we
use the notation
Li j = ln
(
2pi · p j
μ2
)
, (3.59)
with pi · p j > 0.
The last term we need to discuss is the double-virtual con-
tribution. We define
〈
FLVV(1q , 4q)O({1, . . . , 4}
〉
≡ N
∫
[d f3][d f4] (2π)dδ(d)
(
p3 + p4 − p1 − p2
)
×
{
|A1−loop|2(1q , 2e, 3e, 4q)
+2
[
AtreeA∗,2−loop
]
(1q , 2e, 3e, 4q)
}
× O({p1, p2, p3, p4}),
(3.60)
so that 2s ·dσˆVVq =
〈
FLVV(1q , 4q)
〉
δ
. To extract all 1/ poles,
we use results of Ref. [123] and write
2s · dσˆVVq =
(
αs(μ)
2π
)2 〈[ I 214()
2
− β0

I14()
+ e
−γE 	(1 − 2)
	(1 − )
(
β0

+ K
)
I14(2)
+ e
γE
	(1 − )
Hq

]
FLM(1q , 4q)
〉
δ
+
(
αs(μ)
2π
) 〈
I14()FfinLV(1q , 4q)
〉
δ
+
〈
FfinLVV(1q , 4q)
〉
δ
+
〈
FfinLV2(1q , 4q)
〉
δ
,
(3.61)
where FfinLVV and FfinLV2 are finite remainders, see Refs. [1–3]
for more details.12 In Eq. (3.61), we used the I14 defined in
Eq. (2.38), K = (67/18 − ζ2) CA − 10/9 TRn f , and
Hq = CF 2
(
π2
2
− 6ζ3 − 38
)
+ CACF
(
245
216
− 23
48
π2 + 13
2
ζ3
)
+CF n f
(
π2
24
− 25
108
)
. (3.62)
We combine the double-real, real-virtual and double-virtual
contributions described in this section with the PDF collinear
12 We note that FfinLVV explicitly depends on the renormalization scale
μ.
123
Eur. Phys. J. C             (2020) 80:8 Page 15 of 25     8 
renormalization Eq. (3.11) and obtain a fully-regulated finite
final result. We present it in Sect. 3.1.2.
3.1.2 NNLO corrections in the non-singlet channel: results
The procedure outlined in the previous section allows us to
rewrite the non-singlet NNLO differential cross section as
dσˆNNLOq,ns = dσˆNNLOq,ns,3j + dσˆNNLOq,ns,2j + dσˆNNLOq,ns,1j, (3.63)
where the three terms on the r.h.s. are individually finite and
integrable in four dimensions. The term dσˆNNLOq,ns,3j requires
tree-level amplitudes with up to two additional partons rela-
tive to the Born configuration. It only receives contributions
from double-real emission processes, and it is given by
2s · dσˆNNLOq,ns,3j =
〈
Fsr crLM,ns(1, 4, 5, 6)
〉
δ
, (3.64)
with
〈
Fsr crLM,ns(1, 4, 5, 6)
〉
δ
defined in Eq. (3.31).
The second term, dσˆNNLOq,ns,2j, requires tree and loop ampli-
tudes with at most one additional parton relative to the Born
configuration; it can be written as
2s · dσˆNNLOq,ns,2j =
〈
∑
i∈[1,4]
Oˆ(i)NLOw5i FfinLV(1q , 4q , 5g)
〉
δ
+ αs(μ)
2π
{ 1∫
0
dz
∑
i∈[1,4]
〈
Oˆ(i)NLOw5i
×
[
P ′qq(z) +
(
ln
4E21
μ2
− ˜′61
)
Pˆ(0)qq (z)
]
× FLM(z · 1q , 4q , 5g)
z
〉
δ
+
〈 ∑
i∈[1,4]
Oˆ(i)NLOw5i
[
(2CF − CA)SE514
+ CA
(SE515 + SE545
) + γ ′q + γ ′g
+
∑
j∈[1,4,5]
˜′6 j
(
γ j + 2C j ln E5E j
)]
FLM(1q , 4q , 5g)
〉
δ
+ γk⊥,g
∑
i∈[1,4]
〈
(I − S5)(I − C51 − C54)
×
[
r (i)μ r
(i)
ν −
[−g⊥,μν]
2
]
w˜
5i,6i
6||5 F
μν
LM(1q , 4q , 5g)
〉
δ
}
,
(3.65)
where the one-loop finite remainder FfinLV(1q , 4q , 55) is
defined in Eq. (3.57), Oˆ(i)NLO is defined in Eq. (2.16), w5i
are the damping factors discussed in Sect. 2, the function SEi j
is defined in Eq. (2.42) and all splitting functions and anoma-
lous dimensions are defined in Appendix A. Similarly to the
NLO case, γi = γq(γg) and Ci = CF (CA) if particle i is a
quark(gluon). The ˜′ functions are remnants of the damping
factors and are defined as
˜′61 = −w˜51,616||1 ln
(η51
2
)
, ˜′64 = −w˜54,646||4 ln
(η54
2
)
,
˜′65 = −
∑
i∈[1,4]
w˜
5i,6i
6||5 ln
(
η5i
4(1 − η5i )
)
, (3.66)
with w˜5i,6 j6||k = limη6k→0 w5i,6 j . Finally, the transverse metric
is defined as
g⊥,μν = −
∑
λ=±
λμ(p5)
λ,∗
ν (p5), (3.67)
where  is the polarization vector of the gluon, and FμνLM is
defined indirectly through the following equation
FLM(1q , 4q , 5g) =
∑
λ=±
λμ(p5)
λ,∗
ν (p5)F
μν
LM(1q , 4q , 5g).
(3.68)
The vectors r (i)μ in Eq. (3.65) are remnants of spin-correlations,
and can be thought of as a particular choice for the gluon
polarization vector. Indeed, they satisfy r (i) · p5 = 0 and
r (i) · r (i) = −1. Their role in the subtraction framework
and their explicit construction is discussed in details in Refs.
[1–3], and we refer the reader to those references for more
details. Here, we mention that if the momentum of gluon 5
is parametrized as
p5 = E5(1, sin θ5i cos ϕ5, sin θ5i sin ϕ5, cos θ5i ), (3.69)
the r vector reads
r (i) = (0,− cos θ5i cos ϕ5,− cos θ5i sin ϕ5, sin θ5i ). (3.70)
The last term in Eq. (3.63) that needs to be consider is
dσˆNNLOq,ns,1j. It describes the exclusive process q + e → q + e,
and only requires tree-level and loop amplitudes with Born-
like kinematics. It reads13
2s · dσˆNNLOq,ns,1j =
〈
FfinLVV(1q , 4q)
〉
δ
+
〈
FfinLV2(1q , 4q)
〉
δ
+ αs(μ)
2π
{ 1∫
0
dz
[
P ′qq(z) + ln
(
4E21
μ2
)
Pˆ(0)qq (z)
]
×
〈
FfinLV(z · 1q , 4q)
z
〉
δ
+
[
2CFSEmax14 + γ ′q
]〈
FfinLV(1q , 4q)
〉
δ
}
+
(
αs(μ)
2π
)2 {〈[
NS(E1, E4, Emax, η14)
13 In writing this equation, we use the fact that for neutral-current DIS
one has FLM(1q , 4q ) = FLM(1q¯ , 4q¯ ).
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+ CF
(
δk⊥,g
〈
rμrν
〉
ρ5
− δg 〈65〉′′S5
+γ˜q(E4, Emax) 〈64〉′′S5
) ]
FLM(1q , 4q)
〉
δ
+
1∫
0
dz
〈[
CF P˜qq(z, E1, Emax) 〈61〉′′S5
+ TNS(z, E1, E4, Emax, η14)
]
FLM(z · 1q , 4q)
z
〉
δ
}
.
(3.71)
We note that finite parts of loop amplitudes have been defined
in Eqs. (2.37, 3.61). The function SEi j can be found in
Eq. (2.42). The terms 〈i j
〉′′
and 〈rμrν〉 are the only con-
tributions where the explicit dependence on the choice of
partition functions appear. They are discussed in Appendix C,
see Eqs. (C.14, C.16). They are multiplied by the generalized
splitting function
P˜qq(z, E1, Emax)
= −CF
{
2D1(z) − (1 + z) ln(1 − z) + ln
(
E1
Emax
)
×
[
2D0(z) − (1 + z) + δ(1 − z) ln
(
E1
Emax
)]}
,
(3.72)
and anomalous dimension
γ˜q(E4, Emax)
= CF
[
−7
4
+ 3
2
ln
(
E4
Emax
)
− ln2
(
E4
Emax
)]
. (3.73)
The two functions NS and TNS that appear in Eq. (3.71)
contain the bulk of the NNLO (integrated) subtractions. They
contain both standard and harmonic polylogarithms, and can
be found in an ancillary file provided with this submission.
All the other splitting functions and anomalous dimensions
used in Eq. (3.71) are reported in Appendix A.
3.1.3 NNLO corrections in the singlet channel
We turn to the discussion of the singlet contribution to
the cross section dσˆNNLOq,s defined in Eq. (3.10). The sin-
glet channel is much simpler than the non-singlet one dis-
cussed previously. This is so because (a) it only receives
contributions from the double-real emission and the collinear
renormalization of PDFs and (b) the singularity structure of
the double-real contribution is very simple. In particular, it
does not contain soft singularities and no genuine final-state
collinear singularities. Indeed, the matrix element squared
|As(1, 4, 5, 6)|2 defined in Eq. (3.8) is singular when p1|| p5
and/or when p1|| p5|| p6 or p1|| p5|| p4. Since the two triple-
collinear configurations are physically equivalent, we find
it convenient to treat both of them at once. To this end, we
first introduce a partition which is analogous to the one we
used for computing NLO corrections in the gluon channel,
c.f. Eq. (2.44), and write
1 = w41s + w61s , with w41s ≡
ρ61
ρ41 + ρ61 ,
w61s ≡
ρ41
ρ41 + ρ61 . (3.74)
Then, we use the symmetry of the amplitude and the phase
space to write
N
∫ 6∏
i=3
[d fi ] (2π)dδ(d)
( 6∑
i=3
pi − p1 − p2
)
× |As(1, 4, 5, 6)|2O({p1, . . . , p6})
= N
∫ 6∏
i=3
[d fi ] (2π)dδ(d)
( 6∑
i=3
pi − p1 − p2
)
× |A156s (1, 4, 5, 6)|2O({p1, . . . , p6}),
(3.75)
with
|A156s (1, 4, 5, 6)|2
= w41s
[
|As(1, 4, 5, 6)|2 + |As(1, 6, 5, 4)|2
]
. (3.76)
This manipulation effectively remaps both the p1|| p5|| p4 and
the p1|| p5|| p6 singularities of |As(1, 4, 5, 6)|2 into the single
configuration p1|| p5|| p6 of |A156s (1, 4, 5, 6)|2, which is only
singular if p1|| p5 and/or p1|| p5|| p6.
Since |A156s (1, 4, 5, 6)|2 does not contain any soft singu-
larity, it is not necessary to order partons f5 and f6 in energy.
Nevertheless, we find it practical to treat all contributions to
the quark channel in the same way. We then define
〈
FLM,s(1, 4, 5, 6)O({1, . . . , 6})
〉
≡ N
∫ 6∏
i=3
[d fi ] (2π)dδ(d)
(
p1 + p2 −
6∑
i=3
pi
)
× θ(E5 − E6)
[
|A156s (1, 4, 5, 6)|2 + |A156s (1, 4, 6, 5)|2
]
× O({p1, . . . , p6}), (3.77)
so that
2s · dσˆRRq,s =
〈
FLM,s(1, 4, 5, 6)
〉
δ
. (3.78)
As we already mentioned,
〈
FLM,s(1, 4, 5, 6)
〉
only con-
tains initial state double- ( p1|| p5) and triple- ( p1|| p5|| p6)
singularities. Their extraction proceeds similarly to what we
described in Sect. 3.1.1, so we don’t discuss it here and just
present the final results. Similar to the non-singlet case, we
write
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dσˆNNLOq,s = dσˆNNLOq,s,3j + dσˆNNLOq,s,2j + dσˆNNLOq,s,1j . (3.79)
The fully-regulated fully-resolved contribution now reads
2s · dσˆNNLOq,s,3j
=
∑
i∈[1,4]
〈[
θ
(a)
i (I − C6i ) + θ(b)i I + θ(c)i (I − C5i ) + θ(d)i I
]
× [d f5][d f6] (I − Ci )w5i,6i FLM,s(1, 4, 5, 6)
〉
δ
+
∑
(i j)∈[14,41]
〈[
(I − C5i )(I − C6 j )
]
[d f5][d f6]FLM,s(1, 4, 5, 6)
〉
δ
,
(3.80)
where θ(a,b,c,d)i are defined in Eq. (3.27). We note that the
θ(b,d) sectors don’t require regularization since there is no
single p5|| p6 collinear singularity. Because of this, one could
easily do away with the sectors. Nevertheless, as we have
already mentioned, we find it convenient to use the same
parametrization for both the singlet and non-singlet quark
channel, so we keep the sectors for the singlet contributions.
The second term on the r.h.s. of Eq. (3.79) can be written
as
2s · dσˆNNLOq,s,2j
= αs(μ)
2π
1∫
0
dz
〈
(I − C51)
[
P ′gq(z)
+
(
ln
4E21
μ2
− ˜′61
)
Pˆ(0)gq (z)
]
× FLM,g(z · 1, 4, 5)
z
〉
δ
,
(3.81)
where FLM,g and ˜′61 have been defined in Eq. (2.45) and
Eq. (3.66) respectively, while all the splitting functions can
be found in Appendix A. Finally, the fully-unresolved con-
tribution reads
2s · dσˆNNLOq,s,1j =
(
αs(μ)
2π
)2 1∫
0
dz TS(E1, z)
×
∑
f ∈[q,q¯]
〈
FLM(z · 1 f , 4 f )
z
〉
δ
, (3.82)
where the (universal) transition function TS is reported in an
accompanying ancillary file.
3.2 Gluon channel
In this section, we discuss NNLO QCD corrections in the
gluon channel e + g → e + X . Similar to what we did in the
quark case, c.f. Eq. (3.1), we write
dσˆNNLOg = dσˆRVg + dσˆRRg + dσˆ PDFg , (3.83)
We note that, at variance with the quark channel, there are
no double-virtual corrections in this case. We now briefly
discuss the three terms on the right hand side of Eq. (3.83).
Employing notation familiar from the discussion of the
quark channel, we write the real-virtual contribution as
2s · dσˆRVg =
〈
FLV(1g, 4q , 5q¯)
〉
δ
. (3.84)
The function FLV(1g, 4q , 5q¯) contains unregulated collinear
singularities when a quark or an anti-quark becomes collinear
to the incoming gluon. To consider both singularities at once,
we proceed as we did in the NLO case and define
〈
FLV,g(1, 4, 5)O({1, . . . , 5})
〉
≡ N
∫ 5∏
i=3
[d fi ] (2π)dδ(d)
(
p1 + p2 −
5∑
i=3
pi
)
× w41g 2
[
AtreeA∗,1−loop(1q , 2e, 3e, 4q , 5q¯)
+ AtreeA∗,1−loop(1q , 2e, 3e, 5q , 4q¯)
]
× O({p1, . . . , p5}), (3.85)
where the damping factor w41g is given in Eq. (2.44) and
A1−loop is UV-renormalized one-loop amplitude. We note
that FLV,g , defined as in Eq. (3.85), is only singular when
p5|| p1. Since there are no soft singularities, Emax does not
play any role in the regularization procedure, which therefore
follows the discussion in Ref. [2]. We refer the reader to that
reference for details. The final result can be written as
2s · dσˆRVg =
〈
(I − C51)FfinLV,g(1, 4, 5;μ2)
〉
δ
+ terms with LO kinematics. (3.86)
In Eq. (3.86), FfinLV,g is the finite one-loop remainder defined
through
〈
FLV,g(1, 4, 5)
〉
δ
= [αs]
〈
I1g4q 5q FLM,g(1, 4, 5)
〉
δ
+
〈
FfinLV,g(1, 4, 5)
〉
δ
, (3.87)
where
I1g4q 5q = cos(π)(CA − 2CF )
[
1
2
+ 3
2
]
e−L45
×
[
CA
(
1
2
+ 3
4
)
+ β0
2
] ∑
i=4,5
e−L1i ,
(3.88)
and Li j is defined in Eq. (3.59).
We now discuss the double-real contribution dσˆRRg . Sim-
ilar to the quark channel, we write it as
2s · dσˆRRg =
〈
FLM(1g, 4q , 5q¯ , 6g)
〉
δ
. (3.89)
The matrix element for the process g(p1)+e(p2) → e(p3)+
q(p4)+ q¯(p5)+g(p6) is singular in the following kinematic
configurations:
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• q or q¯ are collinear to the incoming gluon;
• the outgoing gluon is collinear to the incoming one, or to
the outgoing (anti)quark;
• the outgoing gluon is soft.
Similar to the case of real-virtual corrections, the p1|| p4 and
p1|| p5 singularities are equivalent. We then define
〈
FLM,g(1, 4, 5, 6)O({1, . . . , 6})
〉
≡ N
∫ 6∏
i=3
[d fi ] (2π)dδ(d)
(
p1 + p2 −
6∑
i=3
pi
)
× w41g
[
|A|2(1g, 2e, 3e, 4q , 5q¯ , 6g)
+ |A|2(1g, 2e, 3e, 5q¯ , 4q , 6g)
]
O({p1, . . . , p6}),
(3.90)
which is regular in the p4|| p1 limit. The regularization of
the remaining singularities in the function FLM,g proceeds
similarly to what we discussed in the case of the quark chan-
nels. There is only one main difference: since in this case
there are no double-soft singularities, we do not order partons
f5 and f6 in energy. This slightly changes the construction
of the subtraction terms, as described in Refs. [2,3]. Tak-
ing this into account and repeating steps similar to the ones
sketched in Sect. 3.1.1 we regulate all the singularities in
FLM,g(1, 4, 5, 6).
Finally, we consider the PDF collinear renormalization
term. For the gluon channel, it reads
dσˆ PDFg =
[
αs(μ)
2π
]2
dσˆLOq
⊗
[
Pˆ(1)qg
2
− Pˆ
(0)
qg ⊗ Pˆ(0)gg + Pˆ(0)qq ⊗ Pˆ(0)qg
22
]
+
[
αs(μ)
2π
] [
dσˆNLOq ⊗ Pˆ(0)qg + dσˆNLOg ⊗ Pˆ(0)gg
]
.
(3.91)
All the relevant Altarelli-Parisi splitting functions are reported
in Appendix A. We combine Eq. (3.91) with the regulated
double-real and real-virtual contributions, and obtain
dσˆNNLOg = dσˆNNLOg,3j + dσˆNNLOg,2j + dσˆNNLOg,1j . (3.92)
The fully-regulated fully-resolved contribution reads14
2s · dσˆNNLOg,3j
=
∑
i∈[1,4]
〈[
θ
(a)
i (I − C6i ) + θ(b)i (I − C65) + θ(c)i (I − C5i )
14 We note that sometimes the action of the Ci j operators is zero. For
example C54 FLM,g(1, 4, 5, 6) = 0, since the configuration where the
two outgoing quarks are collinear to each other is not singular in this
channel. Nevertheless, we retain the symmetric notation of Eq. (3.93)
for convenience.
+θ(d)i (I − C65)
]
[d f5][d f6](I − Ci )w5i,6i
×(I − S6)FLM,g(1, 4, 5, 6)
〉
δ
+
∑
(i j)∈[14,41]
〈[
(I − C5i )(I − C6 j )
]
[d f5][d f6]
×(I − S6)FLM,g(1, 4, 5, 6)
〉
δ
. (3.93)
The second term on the r.h.s. of Eq. (3.92) reads
2s · dσˆNNLOg,2j =
〈
(I − C51) FfinLV,g(1, 4, 5)
〉
δ
+αs(μ)
2π
⎧
⎨
⎩
1∫
0
dz
∑
i∈[1,4]
∑
f ∈[q,q¯]
〈
Oˆ(i)NLOw5i
×
[
P ′qg(z) +
(
ln
4E21
μ2
− ˜′61
)
Pˆ(0)qg (z)
]
× FLM(z · 1 f , 4 f , 5g)
z
〉
δ
+
〈
(I − C51)
[
P ′gg(z) +
(
ln
4E21
μ2
− ˜′61
)
Pˆ(0)gg (z)
]
× FLM,g(z · 1, 4, 5)
z
〉
δ
+
〈
(I − C51)
[
(2CF − CA)SEmax45
+CA
(SEmax14 + SEmax15
) + 2γ ′q
+
∑
i∈[1,4,5]
˜′6i
(
γi + 2Ci ln EmaxEi
)]
FLM,g(1, 4, 5)
〉
δ
⎫
⎬
⎭ ,
(3.94)
where FLM,g , ˜6i and SEmaxi j have been defined in Eqs. (2.45,
3.66,2.42), respectively, while all the splitting functions and
anomalous dimensions can be found in Appendix A. Finally,
the fully-unresolved contribution to Eq. (3.92) reads
2s · dσˆNNLOg,1j =
αs(μ)
2π
1∫
0
dz
[
P ′qg(z) + ln
(
4E21
μ2
)
Pˆ(0)qg (z)
]
×
∑
f ∈[q,q¯]
〈
FfinLV(z · 1 f , 4 f )
z
〉
δ
+
(
αs(μ)
2π
)2
×
1∫
0
dz
∑
f ∈[q,q¯]
〈
Tg(z, E1, E4, Emax, η14) · FLM(z · 1 f , 4 f )
z
〉
δ
,
(3.95)
where FfinLV has been defined in Eq. (2.37), the various splitting
functions can be found in Appendix A and Tg is reported in
an ancillary file that accompanies this paper.
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4 Validation of results
In this section, we validate the results for the NNLO correc-
tions to the deep-inelastic scattering process P + e → e + X
obtained with our subtraction scheme by comparing them
to analytic results for the NNLO DIS coefficient functions
[6–8], as implemented in Hoppet [22,126,127]. Since the
goal of this paper is to validate fully differential formulas
for NNLO corrections to DIS, rather than to perform phe-
nomenological studies of this process, we consider the sim-
plest possible setup that allows for a thorough cross-check.
To this end, we only consider photon-induced neutral-current
DIS. Furthermore, we only consider contributions propor-
tional to either the gluon or the up-quark PDF. In other words,
we define the non-singlet and singlet quark distributions as
qs = qns = u, which is sufficient for validating the results
presented in this paper.
We now describe the setup of our computation. We con-
sider photon-induced DIS collisions with hadronic center-
of-mass energy equal to
√
s = 100 GeV, and consider the
total DIS cross section where the momentum transfer from
an electron to a proton q2 = −Q2 is restricted to the inter-
val 10 GeV < Q < 100 GeV. We include contributions
of 5 massless flavors (2 up, 3 down) in the final state. We
always use the NNPDF3.0 NNLO set [128] as implemented
in Lhapdf [129] for both the parton distribution functions
and the strong coupling.
In order to check the scale dependence of our result, we set
the renormalization and factorization scales to μR = μF =
Qmax = 100 GeV instead of a more natural choice μ = Q.
In order to study the robustness of our framework, we did
not devise a specific parametrization for the phase space of
the underlying DIS process. Specifically, we did not use a
phase space that naturally accommodates the t−channel vec-
tor boson exchange. Hence, our phase-space parametrization
is clearly not optimal. We believe that by not optimizing it
we stress-test the numerical performance of our subtraction
scheme. In general, we find that we can get per mill preci-
sion on the NNLO total cross section, corresponding to a few
percent precision on the NNLO coefficient, in a few hours
on an 8-core machine.
We now presents our results. At LO, we obtain
σLONSS = 1418.89(1) pb, σLOan = 1418.89 pb, (4.1)
where the subscript indicates whether the result has been
obtained from our fully exclusive calculation (“NSS”) or
from the direct integration of the analytic coefficient func-
tions (“an”) over Q2 and z. The Monte Carlo integration error
for the former is shown in parentheses; for the analytic case,
this error is always negligible, so we don’t show it here.
For the NLO corrections, we find
σNLONSS,q = 101.16(4) pb, σNLOan,q = 101.12 pb, (4.2)
and
σNLONSS,g = −297.90(1) pb, σNLOan,g = −297.91 pb. (4.3)
We have explicitly checked that a similar level of agreement
exists for different choices of the renormalization and fac-
torization scales μ. We now move to the NNLO corrections.
For the non-singlet quark channel, we obtain
σNNLONSS,ns =
[
33.1(2) − 2.18(1) · n f
]
pb,
σNNLOan,ns =
[
33.1 − 2.17 · n f
]
pb, (4.4)
where n f is the number of massless quarks. For the singlet
channel, we obtain
σNNLONSS,s = 9.19(2) pb, σNNLOan,s = 9.18 pb. (4.5)
Finally, for the gluon channel we find
σNNLONSS,g = −142.4(4) pb, σNNLOan,g = −142.7 pb. (4.6)
It follows from the above results that we can compute the
NNLO DIS coefficients with a few per mill precision, and
that the agreement between numerical results and analytical
predictions is excellent. We have checked that this also holds
true for other values of the factorization and renormalization
scales. As we explained in Sects. 2 and 3, our framework
contains a parameter Emax which allows us to control the
amount of (soft) subtraction. As such, one can view this as
a prototype for a ξcut parameter in the FKS formalism [121,
122]. We have explicitly checked that our results are Emax-
independent.
Finally, we note that we performed other checks by split-
ting numerical and analytic results into contributions of indi-
vidual color factors. This allows us to cross-check subtle
interference effects, which are color-suppressed and, hence,
largely invisible in the full result for NNLO coefficients. We
have found good agreement between numerical and analytic
results for all such cases as well.
5 Conclusion
In this paper, we presented analytic results for NNLO QCD
corrections to deep-inelastic scattering within the nested soft-
collinear subtraction scheme introduced by some of us in Ref.
[1]. These results allow us to extend the nested subtraction
scheme to processes involving partons both in the initial and
in the final state. We have validated our calculation by com-
puting NNLO QCD corrections to inclusive neutral-current
DIS and comparing them against predictions obtained from
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a direct integration of analytic DIS coefficient functions. We
found that despite a sub-optimal parametrization of the DIS
phase space in the numerical routines, our formalism per-
formed well and allowed us to check individual NNLO coef-
ficients to a few per mill precision.
Apart from their relevance for processes like DIS or vec-
tor boson fusion in the factorized approximation, the results
presented here constitute the last building block for applying
the nested subtraction scheme to generic collider processes.
Indeed, the nested subtraction scheme has been previously
formulated for processes involving two hard partons both
in the initial [2] and in the final [3] state. Since at NNLO
the structure of infrared singularities is basically dipole-like,
those results combined with the ones presented in this paper
provide all the necessary building blocks to deal with arbi-
trary collider processes.
In practice, there are still two small issues that must be
confronted when dealing with higher multiplicity reactions.
First, the framework, as currently formulated, involves some
partitioning-dependent contributions that must be dealt with
in an efficient way, see the discussion around Eq. (3.49). We
are confident that this issue can be dealt with by using a
small modification of the subtraction operators. Second, for
processes involving 4 or more partons, non-trivial color cor-
relations appear. Although we have not studied such effects
in detail yet, we do not anticipate that they would prevent us
from extending the nested subtraction scheme to generic pro-
cesses. We leave the investigation of these issues to the future.
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Appendix A: Splitting functions and anomalous dimen-
sions
In this section, we collect results for the various (generalized)
splitting functions and anomalous dimensions used in our
calculation. We start by listing the Altarelli-Parisi splitting
functions. At LO, they read (see e.g. [124])
Pˆ(0)qq (z) = CF
[
2D0(z) − (1 + z)
] + γqδ(1 − z),
Pˆ(0)qg (z) = TR
[
z2 + (1 − z2)],
Pˆ(0)gq (z) = CF
[
1 + (1 − z)2
z
]
,
Pˆ(0)gg (z) = 2CA
[
D0(z) + 1
z
+ z(1 − z) − 2
]
+ γgδ(1 − z),
(A.1)
where we defined
Di (z) =
[
lni (1 − z)
1 − z
]
+
. (A.2)
We also define
Pˆ(0)qq,R(z) = Pˆ(0)qq (z) − γqδ(1 − z);
Pˆ(0)gg,R(z) = Pˆ(0)gg (z) − γgδ(1 − z). (A.3)
The LO anomalous dimensions in Eq. (A.1) are defined as
γq = 32CF , γg = β0 =
11
6
CA − 23 TRn f . (A.4)
For the NNLO calculation, we also require the following
NLO Altarelli–Parisi splitting functions (see e.g. [124])
Pˆ(1)qq,V (z) = CACF
[(
67
9
− π
2
3
)
D0(z)
+
(
−3ζ3 + 1724 +
11π2
18
)
δ(1 − z)
+
(
1 + z2) ln2(z)
2(1 − z) +
(
5z2 + 17) ln(z)
6(1 − z)
+ 53 − 187z
18
+ (1 + z)ζ2
]
− CF TRn f
[
20
9
D0(z) +
(
1
6
+ 2π
2
9
)
δ(1 − z)
+ 2
(
1 + z2) ln(z)
3(1 − z) +
4(1 − z)
3
− 10(z + 1)
9
]
+ CF 2
[(
6ζ3 + 38 −
π2
2
)
δ(1 − z)
+ −1
2
(1 + z) ln2(z)
+
(
2z2 − 2z − 3) ln(z)
1 − z
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− 2
(
1 + z2) ln(1 − z) ln(z)
1 − z − 5(1 − z)
]
,
Pˆ(1)qq¯,V (z) = CF
(
CF − CA2
)[
1 + z2
1 − z
(
ln2(z)
− 4Li2(−z) − 4 ln(z + 1) ln(z)
−π
2
3
)
+ 4(1 − z) + 2(z + 1) ln(z)
]
,
Pˆ(1)qq,s(z) = CF TR
[
− 56z
2
9
+
(
8z2
3
+ 5z + 1
)
ln(z)
+ 6z + 20
9z
− (z + 1) ln2(z) − 2
]
; (A.5)
and the convolutions
[
Pˆ(0)qq ⊗ Pˆ(0)qq
]
(z) = CF 2
[
6D0(z) + 8D1(z) +
(
9
4
− 2π
2
3
)
× δ(1 − z) +
(
3z2 + 1) ln(z)
z − 1 + 2(z − 1) − 3z
− 4(z + 1) ln(1 − z) − 3
]
,
[
Pˆ(0)qg ⊗ Pˆ(0)gq
]
(z)
= CF TR
[
4 − −4z3 − 3z2 + 3z
3z
+ 2(z + 1) ln(z)
]
,
∑
x∈[q,g]
[
Pˆ(0)qx ⊗ Pˆ(0)xg
]
(z)
= β0TR
[
z2 + (1 − z)2] + CATR
[
1 − 31z
2
3
+ 8z + 4
3z
+ 2 (2z2 − 2z + 1) ln(1 − z) + 2(4z + 1) ln(z)
]
+ CF TR
[
− 3z2 + 5z − 2 + 2 (2z2 − 2z + 1) log(1 − z)
− (4z2 − 2z + 1) log(z) + 3
2
(1 − 2z + 2z2)
]
. (A.6)
Finally, we find it convenient to introduce a number of
generalized splitting functions and anomalous dimensions.
They read
P ′qq (z) = CF
[
4D1(z) + (1 − z) − 2(1 + z) ln(1 − z)
]
,
P ′qg(z) = TR
[
2
(
z2 + (1 − z)2) ln(1 − z) + 2z(1 − z)],
P ′gq (z) = CF
[
z + 2
(
1 + (1 − z)2
z
)
ln(1 − z)
]
,
P ′gg(z) = CA
[
4D1(z) + 4
(
1
z
+ z(1 − z) − 2
)
ln(1 − z)
]
,
(A.7)
for the splitting functions, and
γ ′q = CF
(
13
2
− 2π
2
3
)
,
γ ′g = CA
(
67
9
− 2π
2
3
)
− 23
9
TRn f ,
γk⊥,g = −
CA
3
+ 2
3
TRn f , (A.8)
for the anomalous dimensions. We also use the following
quantities
δg = CA
(
−131
72
+ ζ2
)
+ 23
36
TRn f + β0 ln(2),
δk⊥,g = CA
(
13
36
− ln(2)
3
)
+ TRn f
(
−13
18
+ 2 ln(2)
3
)
.
(A.9)
Appendix B: Partition functions for NNLO calculations
In this appendix, we report partition functions that we used
in our calculations. They have the same form as those used
in Refs. [2,3]. They read
w51,61 = η54η64
d5d6
(
1 + η51
d5641
+ η61
d5614
)
,
w54,64 = η51η61
d5d6
(
1 + η54
d5614
+ η64
d5641
)
, (B.1)
w51,64 = η54η61η56
d5d6d5614
, w54,61 = η51η64η56
d5d6d5641
, (B.2)
where
di=5,6 = ηi1 + ηi4, d5614 = η56 + η51 + η64,
d5641 = η56 + η54 + η61. (B.3)
We remind the reader that in our notation
ηi j = (1 − cos θi j )/2, (B.4)
where θi j is the angle between the directions of partons i
and j . We also recall that throughout this paper we use the
notation
w˜
5i,6 j
6||k = lim
η6k→0
w5i,6 j . (B.5)
Appendix C: Partitioning-dependent integrals
In this appendix we comment on the computation of partition-
dependent angular integrals that appear in the NNLO subtrac-
tion terms. They read (c.f. Eq. (3.43))
〈O〉S5 ≡ −
[
1
8π2
(4π)
	(1 − )
]−1
4
∫ dd−15
2(2π)d−1
ρ41
ρ51ρ54
O,
(C.1)
where the function O has a residual dependence on the par-
titioning.
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As an example of computations required in such cases, we
consider the angular integral that appears in the sum of triple-
collinear sectors w51,61θ(a,c) and double-collinear sectors
w54,61. As we explained in Sect. 3.1.1, we need 〈61〉S5 , with
61 = w˜54,616‖1 +
(ρ51
4
)−
w˜
51,61
6‖1 . (C.2)
There we have shown that the dependence of 〈61〉S5 on the
partitioning starts at O(2); this is tantamount to the inde-
pendence of 1/ poles in the double-real contribution to the
physical cross section on the partitioning. Below we explain
how 〈61〉S5 can be calculated.
To compute the integral, we follow the discussion in
Sect. 3.1.1 and write
〈61〉S5 = 〈(C51 + C54)61〉S5 + 〈(I − C51 − C54)61〉S5 .
(C.3)
The first term reads
〈(C51 + C54)61〉S5 = −
[
1
8π2
(4π)
	(1 − )
]−1
4
∫ dd−15
2(2π)d−1
×
[
1
ρ54
+ 1
ρ51
(ρ51
4
)−]
. (C.4)
The first integral in Eq. (C.4) is computed using Eq. (2.26);
the second one evaluates to
∫ dd−15
2(2π)d−1
1
ρ51
(ρ51
4
)−
= −1

[
1
8π2
(4π)
	(1 − )
][
2
2
	(1 − )	(1 − 2)
	(1 − 3)
]
2−2 .
(C.5)
The second term on the right-hand side of Eq. (C.3) is fully
regulated and can be expanded in . Using the “complete-
ness” relation for the partition functions Eq. (3.50) we write
it as
〈(I − C51 − C54)61〉S5
= −
[
1
8π2
(4π)
	(1 − )
]−1
4
∫ dd−15
2(2π)d−1
×
[(
ρ41
ρ51ρ54
− 1
ρ51
− 1
ρ54
)
+ 1
ρ51
((ρ51
4
)− − 1
)
×
(
ρ41
ρ54
w˜
51,61
6‖1 − 1
)]
. (C.6)
Note that the two terms in brackets in the integrand in
Eq. (C.6) are independently finite. The first term can be com-
puted using known integrals Eqs. (2.26, C.5). The second
term is the only one that depends on the chosen partitioning.
To proceed further, we expand the second term in the inte-
grand in Eq. (C.6) and obtain
−
[
1
8π2
(4π)
	(1 − )
]−1
4
∫ dd−15
2(2π)d−1
1
ρ51
×
((ρ51
4
)− − 1
)(
ρ41
ρ54
w˜
51,61
6‖1 − 1
)
= −2 × 1
2π
∫
d35
(
1
ρ51
[
ρ41
ρ51 + ρ54 − 1
]
+ ρ41
(ρ51 + ρ54)2
)
ln
(ρ51
4
)
+ O(3), (C.7)
where we have used the explicit form of the partition function
w˜
51,61
6‖1 =
ρ54
ρ51 + ρ54
(
1 + ρ51
ρ51 + ρ54
)
, (C.8)
see Appendix B.
To compute the remaining integral, it is convenient to
choose the z-axis along the direction of the vector n1
since, with this choice, log ρ51 becomes independent of the
azimuthal angle ϕ5. Remaining integrals over ϕ5 can be per-
formed using the well-known formulas
∫
dϕ5
1
(a − b cos ϕ5)n = 2π ×
⎧
⎪⎨
⎪⎩
1, n = 0
(a2 − b2)− 12 , n = 1
a(a2 − b2)− 32 , n = 2
.
(C.9)
One can explicitly check that after integration over ϕ5, only
squares of sin θ5 appear; this implies that the remaining inte-
grands contain square roots of polynomials of cos θ5. These
roots can be rationalized and integrated. Combining every-
thing and expanding remaining terms in , the result reads
〈61〉S5 =
3
2
+ 
(
ln(2)
2
− 2 ln(η14)
)
+ 2
(
− π
2
3
− ln(2) + ln
2(2)
4
−
ln
(
1+√1−η14
1−√1−η14
)
2
√
1 − η14
+ ln(η14)
2
− ln(2) ln(η14) + 3 ln
2(η14)
2
+ 5
2
Li2(1 − η14)
)
+ O(3). (C.10)
Other integrals that depend on the partition functions and
appear in the subtraction terms can be calculated along the
same lines. For final-state partitions, we need 〈64〉S5 with
64 = w˜51,646||4 +
(ρ54
4
)−
w˜
54,64
6||4 . (C.11)
Thanks to the symmetry of the damping factors, it is imme-
diate to see that 〈64〉S5 = 〈61〉S5 . In sectors b and d, we
123
Eur. Phys. J. C             (2020) 80:8 Page 23 of 25     8 
also require 〈65〉S5 with
65 =
∑
i∈[1,4]
w˜
5i,6i
6||5
(
η5i
1 − η5i
)−
. (C.12)
Using manipulations similar to the ones just described, we
obtain
〈65〉S5 = 1 − 2 ln(η14)
+2
(
Li2
[
(1 − η14)2
] + 2 ln2(η14) − 22 − η14
)
+ O(3).
(C.13)
In our final formulas, we denote the O(2) part of 〈65〉S5
and 〈61〉S5 as 1/2 〈61〉′′S5 and 1/2 〈65〉′′S5 , respectively.
They can easily be read off Eqs. (C.10, C.13), giving
〈61〉′′S5 = 〈64〉′′S5
= −2π
2
3
− 2 ln(2) + ln
2(2)
2
−
ln
(
1+√1−η14
1−√1−η14
)
√
1 − η14 + ln(η14)
− 2 ln(2) ln(η14) + 3 ln2(η14) + 5Li2(1 − η14),
〈65〉′′S5
= 2Li2
[
(1 − η14)2
] + 4 ln2(η14) − 42 − η14 .
(C.14)
Finally, we also require the following finite integral
〈
rμrν
〉
ρ5
≡
∑
i∈[1,4]
∫ d35
2π
⎡
⎣
(
n1 · r (i)
n1 · n5 −
n4 · r (i)
n4 · n5
)2
−2 n1 · n4
(n1 · n5)(n4 · n5)
]
w˜
5i,6i
6||5 , (C.15)
where ni = pi/Ei and the r (i) vector has been introduced in
the main text [see the discussion around Eq. (3.70)]. Using
the explicit formula for the partition functions shown in
Appendix B, we obtain
〈
rμrν
〉
ρ5
= 2
[
1
2 − η14 − 1 − ln(2 − η14)
]
. (C.16)
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