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ON THE IDENTIFICATION OF SOURCE TERM IN THE HEAT
EQUATION FROM SPARSE DATA\ast 
WILLIAM RUNDELL\dagger AND ZHIDONG ZHANG\ddagger 
Abstract. We consider the recovery of a source term f(x, t) = p(x)q(t) for the nonhomogeneous
heat equation in \Omega \times (0,\infty ) where \Omega is a bounded domain in \BbbR 2 with smooth boundary \partial \Omega from
overposed lateral data on a sparse subset of \partial \Omega \times (0,\infty ). Specifically, we shall require a small finite
number N of measurement points on \partial \Omega and prove a uniqueness result, namely, the recovery of the
pair (p, q) within a given class, by a judicious choice of N = 2 points. Naturally, with this paucity
of overposed data, the problem is severely ill-posed. Nevertheless we shall show that, provided the
data noise level is low, effective numerical reconstructions may be obtained.
Key words. inverse problem, heat (diffusion) equation, sparse measurements, multiple un-
knowns, uniqueness, numerical reconstruction, nonlinearity, regularization
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1. Introduction. The inverse problem of recovering an unknown source term f
in the parabolic equation ut - \bigtriangleup u = f from overspecified data on the solution u has a
long history; see, for example, [1, 11, 8]. A brief summary of this can be encapsulated
by the observation that obtaining a term f = f(x, t) will require either knowledge of
u over \BbbR n \times \BbbR , which is impractical in almost every physical situation, or knowledge
of u over a sufficiently dense subset whereby an approximation could be determined.
Thus most work has concentrated on one of the special cases f = q(t) or f = p(x)
or as a product f = p(x)q(t), where either q or p is known. An exception here is [2],
where the problem was considered in \BbbR \times (0,\infty ) and p was of compact support.
It has also been observed that the recovery of a spatially unknown f from spa-
tial measurements of u is usually only mildly ill-conditioned, but the recovery from
temporal measurements of u is severely ill-posed. The situation for f = q(t) is re-
versed. In fact, this problem spawned the now well-known notion that to recover
an unknown term or coefficient in a partial differential equation one should ideally
prescribe data in a ``parallel"" direction to that of the unknown; giving overposed data
in the ``orthogonal"" direction is likely to be severely ill-posed.
In this paper we shall assume the form f = p(x)q(t), where both p and q are
unknown. We shall prescribe extremely sparse time-trace data and show unique re-
covery within the specified spaces in which p and q are defined, although this paucity
of data will require quite severe restrictions on the allowable class for the unknown
term q(t). The exposition will be much simpler if we take the spatial domain \Omega to be
the unit disc in \BbbR 2. This is not an essential requirement, and we could take \Omega \subset \BbbR 2
to have a smooth C2 boundary. We will comment on this fact later.
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Let u(x, t) \in \Omega \times [0,\infty ) solve
(1)
\left\{       
\partial u
\partial t
(x, t) - \bigtriangleup u(x, t) = p(x)q(t), (x, t) \in \Omega \times (0,\infty ),
u(x, t) = 0, (x, t) \in \partial \Omega \times (0,\infty ),
u(x, 0) = 0, x \in \Omega .
As noted, \Omega is the unit disc in \BbbR 2 and p, q are the unknown source subfunctions. Our
additional data is of the form of flux measurements at a small number L of points
situated on \partial \Omega :
(2) g\ell (t) :=
\partial u
\partial  - \rightarrow n
(z\ell , t), t \in (0,\infty ), z\ell \in \partial \Omega , \ell = 1, 2, . . . , L.
A related problem was considered in [7], where it was assumed that q = 1 and
p = \chi (D) for some star-like domain D \subset \Omega . Uniqueness in the form of local injectivity
of the derivative of the map D \rightarrow g\ell was shown, that is, recovery of the shape and lo-
cation of a source of known uniform strength. In this case only two flux measurements
were required, that is, L = 2.
Our goal in this paper is to generalize this result to include a nontrivial time-
dependent term q(t). Such a modification represents a more realistic physical situation
whereby the strength of the source may change with time. We will show an analogous
result to that in [7], again requiring only that L = 2, but it should not be surprising
that full generality cannot hold for q(t). We will show that uniqueness holds if q(t)
is a sequence of step functions, that is, q(t) =
\sum K
k=1 qkH(t  - ck), where H(t) is
the Heaviside function and \{ qk, ck\} K1 will be determined in addition to p(x). Note
that the case of K = \infty is allowed. The previous result in [7] has very little lee-
way for generalization, but we have managed to slightly extend the class of allowable
spatial functions beyond just p = \chi (D), although the extension offers little of practical
importance. We shall show this case with some numerical runs in the final section.
There are many physical applications of this work, and we mention only the
following. Suppose there is an extended source whose spatial location is only known
approximately. This could be a source of pollutant, for example. It is also a likely
possibility that the output from this source depends on time but that over a small
enough period can be considered to be approximately constant. Measurements can
only be made at a distance from the source, and the number of measurement points
is very small, perhaps due to logistics, but also due to a small number of detecting
sensors. One could consider this problem to be in all of \BbbR 2 or assume that it is more
localized with given boundary constraints. The latter situation is more complex and
is the one taken in this paper.
Thus the main result of this paper is as follows; we shall describe some of the
technical definitions involved in the next section.
Theorem 1. Set the boundary observation points \{ z\ell \} as z\ell = (cos \theta \ell , sin \theta \ell ).
Then under Assumption 2.1 two boundary flux observations can uniquely determine
(p, q) up to multiplication, provided
(3) \theta 1  - \theta 2 /\in \pi \BbbQ ,
where \BbbQ is the set of rational numbers.
More precisely, let (p(x), q(t)), (\~p(x), \~q(t)) satisfy Assumption 2.1 and denote the
corresponding solutions as u, \~u, respectively. If
\partial u
\partial  - \rightarrow n
(z\ell , t) =
\partial \~u
\partial  - \rightarrow n
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and condition (3) is fulfilled, then there exists a constant C0 \not = 0 such that p = C0\~p
in L2(\Omega ) and q = C - 10 \~q on [0,\infty ).
This article is outlined as follows. In section 2, we provide several preliminary
results and prove some lemmas which play crucial roles in the proof of the main
theorem. In section 3, we show the well-definedness and the analytic continuation of
the Laplace transform on the flux data; see Lemma 3.3 and three auxiliary lemmas for
the uniqueness proof. These allow the completion of the proof of Theorem 1 in section
3.4. Based on the theoretical uniqueness property, we construct an iterative scheme
to reconstruct the unknowns p, q, and several numerical results are reproduced in
section 4.
2. Preliminary lemmas and background.
2.1. Eigensystem \{ \bfitlambda \bfitn , \bfitvarphi \bfitn : \bfitn \in \BbbN +\} . Let \{ \lambda n, \varphi n(x) : n \in \BbbN +\} be eigen-
pairs of  - \bigtriangleup on \Omega with Dirichlet boundary conditions. The corresponding eigenfunc-
tions \{ \varphi n\} will be used in polar coordinates:
(4) \varphi n(r, \theta ) = \omega nJm(n)(
\sqrt{} 
\lambda nr) cos (m(n)\theta + \phi n).
Remark 2.1. In the representation of \varphi n, \omega n is the normalized coefficient to make
sure \| \varphi n\| L2(\Omega ) = 1, Jm is the mth order Bessel function, and the phase \phi n is 0 or
 - \pi /2. The eigenvalues \{ \lambda n\} are set as the square of positive zeros of Bessel functions
\{ Jm\} with nonnegative integer m. By Bourget's hypothesis, which was proven in
[13], there exists no common positive zeros between two Bessel functions with different
nonnegative integer orders. After indexing all the eigenvalues by nondecreasing order,
with a fixed n, we can get the corresponding value ofm so that we viewm as a function
of n, and this dependence is reflected in the notationm(n). Since there are two choices
0 or  - \pi /2 for \phi n, for each eigenvalue \lambda n with nonzero m(n), the multiplicity is two.
Thus it has two corresponding eigenfunctions. When m(n) = 0, the multiplicity is
only one since the angular part cos (m(n)\theta  - \pi /2) = sin 0 vanishes on [0, 2\pi ). This
fact is also guaranteed in the more general case of a noncircular domain \Omega by the
Krein--Rutman theorem. For more details on the structure of the eigenfunctions,
see [4].
Since  - \Delta is self-adjoint and positive definite on \Omega with homogeneous Dirichlet
boundary condition, \{ \lambda n\} will be strictly positive and \{ \varphi n\} constitutes an orthonor-
mal basis of L2(\Omega ). Indexing the eigenvalues in nondecreasing order, we then have
0 < \lambda 1 \leq \cdot \cdot \cdot \leq \lambda n \leq \cdot \cdot \cdot (multiplicity counted), lim
n\rightarrow \infty 
\lambda n = \infty .
Remark 2.2. Here we list some properties of \{ \lambda n\} and Jm(x) which will be used
later.
\bullet By Weyl's law, \Omega \subset \BbbR 2 implies \lambda n = O(n).
\bullet [xm+1Jm+1(x)]\prime = xm+1Jm(x).
\bullet 2mJm(x)/x = Jm - 1(x) + Jm+1(x).
\bullet 2[Jm(x)]\prime = Jm - 1(x) - Jm+1(x).
The following lemma concerns the estimate for the normalized coefficient \omega n.
Lemma 2.1. For n \in \BbbN +, \{ \omega n\} are given by
\omega n =
\Biggl\{ 
21/2\pi  - 1/2[Jm+1(\lambda 
1/2
n )] - 1, m(n) \not = 0,
\pi  - 1/2[J1(\lambda 
1/2
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\lambda nr)r dr = 1.
If m(n) \not = 0, we have
\int 2\pi 
0
























where the second result comes from the fact that \lambda 
1/2
n is the zero of Jm(r) and the
recurrence relations in Remark 2.2. Hence, we have
\omega nJm+1(\lambda 
1/2
n ) = 2
1/2\pi  - 1/2.
Analogously, for the case of m(n) = 0, it holds that \omega nJ1(\lambda 
1/2
n ) = \pi  - 1/2 and the proof
is complete.
2.2. Assumptions and solution regularities. We give the definitions of the
space \scrD (( - \Delta )\gamma ) and the Heaviside function H(t) that will be used throughout the
paper. For \gamma > 0, define \scrD (( - \Delta )\gamma ) \subset L2(\Omega ) as
(5) \scrD (( - \Delta )\gamma ) :=
\Biggl\{ 
\psi \in L2(\Omega ) :
\infty \sum 
n=1
\lambda 2\gamma n | \langle \psi (\cdot ), \varphi n(\cdot )\rangle L2(\Omega )| 2
\Biggr\} 
<\infty ;
here \langle \cdot , \cdot \rangle L2(\Omega ) means the inner product in L2(\Omega ). Because \Omega is the unit disc, \scrD (( - \Delta )\gamma )
\subset H2\gamma (\Omega ). Given 0 < \gamma 1 < \gamma 2, since 0 < \lambda 1 \leq \cdot \cdot \cdot \leq \lambda n \leq \cdot \cdot \cdot , it is not hard to show
\scrD (( - \Delta )\gamma 2) \subset \scrD (( - \Delta )\gamma 1).
Also, the Heaviside function H(t) is defined in the usual way,
H(t) =
\Biggl\{ 
0, t < 0,
1, t \geq 0,
and it is clear that \chi 
[a,b)
= H(t - a) - H(t - b), a < b.
With these definitions, we require the following assumptions to be valid through-
out the paper.
Assumption 2.1. p(x) and q(t) satisfy the following conditions:
\bullet There exists \gamma > 0 such that p(x) \in \scrD (( - \Delta )\gamma ) and \| p\| L2(\Omega ) \not = 0.
\bullet q(t) \in L1(0,\infty ) is a piecewise constant function, or, written as a linear com-
bination of Heaviside functions,
q(t) =
K - 1\sum 
k=1
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Moreover, there exists \eta > 0 such that
(6) inf\{ | ck  - ck+1| : k = 1, . . . ,K  - 1\} \geq \eta .
Remark 2.3. Suppose D \subset \Omega is a finite union of nonintersecting subdomains Di
each with smooth (C1,\alpha , \alpha > 0) boundaries. Then the characteristic function \chi (D)
lies in H
1
2 - \epsilon (\Omega ) for any \epsilon > 0 and so also is in the domain of ( - \bigtriangleup )\gamma for \gamma > 0 and
sufficiently small [5, p. 3].
Remark 2.4. The inclusion q(t) \in L1(0,\infty ) and the infimum \eta give that
\eta 
K - 1\sum 
k=1
| \beta k| \leq 
K - 1\sum 
k=1
| \beta k| | ck  - ck+1| = \| q\| L1(0,\infty ) <\infty ,
which leads to
\sum K - 1
k=1 | \beta k| <\infty . Also, we have
\| q\| 2L2(0,\infty ) =
K - 1\sum 
k=1
| \beta k| 2 | ck  - ck+1| =
K - 1\sum 
k=1
(| \beta k| | ck  - ck+1| ) (| \beta k| )
\leq 
\Biggl[ 
K - 1\sum 
k=1
| \beta k| | ck  - ck+1| 
\Biggr] \Biggl[ 
K - 1\sum 
k=1
| \beta k| 
\Biggr] 
<\infty ,
which gives q \in L2(0,\infty ).
From the equality
\sum K - 1
k=1 \beta k\chi [ck,ck+1) =
\sum K
k=1 qkH(t  - ck), we derive that for
K <\infty ,
q1 = \beta 1, qK =  - \beta K - 1, qk = \beta k  - \beta k - 1 for 2 \leq k \leq K  - 1,
and for K = \infty ,
q1 = \beta 1, qk = \beta k  - \beta k - 1 for k \geq 2.
Hence,
| qk| \leq 
K - 1\sum 
k=1
| \beta k| <\infty ,
K\sum 
k=1
| qk| \leq 2
K - 1\sum 
k=1
| \beta k| <\infty .
In addition, (6) yields that
| ck1  - ck2 | \geq | k1  - k2| \eta , k1, k2 = 1, . . . ,K.
In this subsection we also give a regularity result for \partial u
\partial  - \rightarrow \bfn (\cdot , t).
Lemma 2.2. For a.e. t \in [0,\infty ), \partial u
\partial  - \rightarrow \bfn (\cdot , t) \in C
0,2\gamma (\partial \Omega ).
Proof. From Assumption 2.1, we have p(x) \in \scrD (( - \Delta )\gamma ) and \gamma > 0. Since
\scrD (( - \Delta )\gamma 2) \subset \scrD (( - \Delta )\gamma 1) if 0 < \gamma 1 < \gamma 2, we can set \gamma \in (0, 1/4). In addition,
recalling q(t) \in L2(0,\infty ), then we have p(x)q(t) \in L2(0,\infty ;\scrD (( - \Delta )\gamma )). From the
spectral representation of u, the following regularity holds:
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Then using the continuity of the trace map \psi \in H2\gamma +2(\Omega ) \mapsto \rightarrow \partial \psi 
\partial  - \rightarrow \bfn \in H
2\gamma +1/2(\partial \Omega ),
which is [9, Theorem 9.4], gives that for a.e. t \in [0,\infty ), \partial u
\partial  - \rightarrow \bfn (\cdot , t) \in H
2\gamma +1/2(\partial \Omega ). Note
that \partial \Omega is one-dimensional and 2\gamma +1/2 \in (1/2, 1), which means the conditions of [3,
Theorem 8.2] are satisfied. Then we have \partial u
\partial  - \rightarrow \bfn (\cdot , t) \in C
0,2\gamma (\partial \Omega ), and this completes
the proof.
3. Uniqueness. This section is devoted to the proof of the main theoretical
result, Theorem 1.
3.1. Harmonic functions and measurements representations. First, we
need to show how to connect the boundary flux measurements \partial u
\partial  - \rightarrow \bfn | \partial \Omega and the un-
knowns p(x), q(t). Here we introduce the harmonic functions \{ \xi j : j \in \BbbN +\} which
will be used to represent measurements. The set of harmonic functions with domain
(r, \theta ) \in [0, 1]\times [0, 2\pi ) is defined as
\xi j(r, \theta ) =
\left\{     
\pi  - 1/2rl cos l\theta , j = 2l + 1, l > 0,
2 - 1/2\pi  - 1/2, j = 1,
\pi  - 1/2rl sin l\theta , j = 2l, l > 0,
=
\Biggl\{ 
\pi  - 1/2r\lfloor j/2\rfloor cos
\bigl( 
\lfloor j/2\rfloor \theta + \sigma j
\bigr) 
, j > 1,
2 - 1/2\pi  - 1/2, j = 1.
Here \lfloor j/2\rfloor means the largest integer which is not larger than j/2 and
\sigma j =
\Biggl\{ 
0, j is odd,
 - \pi /2, j is even.
Fixing r = 1, the set
\{ \xi j(1, \theta ) : j \in \BbbN +, \theta \in [0, 2\pi )\} = \{ 2 - 1/2\pi  - 1/2, \pi  - 1/2 sin (l\theta ), \pi  - 1/2 cos (l\theta ) : l \in \BbbN +\} 
will form an orthonormal basis in L2(\partial \Omega ).





21/2\pi  - 1/2\lambda 
 - 1/2
n cos (m(n)\theta z + \phi n), m(n) \not = 0,
\pi  - 1/2\lambda 
 - 1/2
n , m(n) = 0,
pn = \langle p(\cdot ), \varphi n(\cdot )\rangle L2(\Omega ).
Reference [7] shows that \langle \xi j(z)\xi j(\cdot ), \varphi n(\cdot )\rangle L2(\Omega ) can be written as a product of three
terms:
cos (\lfloor j/2\rfloor \theta z + \sigma j),
\int 2\pi 
0
cos(m\theta +\phi n) cos (\lfloor j/2\rfloor \theta + \sigma j) d\theta , \omega n
\int 1
0
r\lfloor j/2\rfloor +1Jm(\lambda 
1/2
n r) dr
and a factor of \pi  - 1 or 2 - 1\pi  - 1. The integral in the angular variable \theta , and hence
the inner product, is zero except when m = \lfloor j/2\rfloor and \phi n = \sigma j , in which case it




n r) dr and, after a change of variable s = \lambda 
1/2
n r and use of a Bessel
function recursion formula, becomes
\lambda  - 1 - m/2n
\int \lambda 1/2n
0
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Thus combining all the terms and using Lemma 2.1 shows that
(8)
\langle \xi j(z)\xi j(\cdot ), \varphi n(\cdot )\rangle L2(\Omega ) =
\left\{     
( 2\pi \lambda n )
1/2 cos (m\theta z + \phi n) if m(n) = \lfloor j/2\rfloor \not = 0 and \phi n = \sigma j ,
(\pi \lambda n)




an(z) if m(n) = \lfloor j/2\rfloor and \phi n = \sigma j ,
0 otherwise.
Now we use the Harmonic basis \{ \xi j : j \in \BbbN +\} to build a connection between the
boundary flux \partial u(z, t)/\partial  - \rightarrow n and source terms p(x), q(t).
Fix a point z \in \partial \Omega and define \psi Mz \in C\infty (\Omega ) as
(9) \psi Mz (x) =
M\sum 
j=1
\xi j(z)\xi j(r, \theta ), x = (r, \theta ) \in [0, 1]\times [0, 2\pi ).
Then we denote the solutions of the following systems by \{ uMz \} ,
(10)
\left\{         
\partial uMz
\partial t
(x, t) - \bigtriangleup uMz (x, t) = 0, (x, t) \in \Omega \times (0,\infty ),
uMz (x, t) = 0, (x, t) \in \partial \Omega \times (0,\infty ),
uMz (x, 0) =  - \psi Mz , x \in \Omega ,
and require the lemma below.
Lemma 3.1. Let wMz = u
M
z + \psi 
M





\partial  - \rightarrow n













Proof. Since \psi Mz is the linear combination of harmonic functions on \Omega , then
\partial \psi Mz
\partial t
 - \bigtriangleup \psi Mz = 0.
This result and (10) show that wMz satisfies the equation
\partial wMz
\partial t
 - \bigtriangleup wMz = 0, (x, t) \in \Omega \times (0,\infty )
with zero initial condition and the boundary condition wMz | \partial \Omega = \psi Mz | \partial \Omega . Thus Green's




(x, t) v(x) + \triangledown wMz (x, t) \cdot \triangledown v(x) dx = 0, t \in (0,\infty ).












(x, \tau ) - \bigtriangleup u(x, \tau )
\biggr] 
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\partial  - \rightarrow n












(x, t - \tau ) u(x, \tau )









\partial  - \rightarrow n









\partial  - \rightarrow n




The smoothness property \partial u
\partial  - \rightarrow \bfn (\cdot , t) \in C
0,2\gamma (\partial \Omega ) in Lemma 2.2 ensures that the Fourier
series of \partial u








\partial  - \rightarrow n





\partial  - \rightarrow n
(z, \tau ), a.e. \tau \in (0, t).





\partial  - \rightarrow n











\partial  - \rightarrow n


















With the above lemma, the next corollary follows.





\partial  - \rightarrow n




\Biggl[ \infty \sum 
n=1
an(z)pn[1 - e - \lambda n(t - \tau )]
\Biggr] 
d\tau .
Proof. For each M \in \BbbN +, from (9) we have \psi Mz \in L2(\Omega ). Then the Fourier














wMz (x, t) =
\infty \sum 
n=1
aMn (z)(1 - e - \lambda nt)\varphi n(x).
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for t \in [0,\infty ). Since p, wMz (x, t) both belong to L2(\Omega ), we have
\bigl\langle 






aMn (z)pn(1 - e - \lambda nt).
Equation (8) shows that
aMn (z) =
\Biggl\{ 
an(z), m(n) < M/2,
0, m(n) > M/2,
and for the case of m(n) =M/2,
aMn (z) =
\Biggl\{ 
an(z), \sigma n =  - \pi /2,
0, \sigma n = 0.
These results mean that aMn (z) = an(z) if M is large, and | aMn (z)| \leq | an(z)| for each
n,M .
Given \epsilon > 0, Lemma 3.2, which will be proved in the next subsection, yields that
there exists large l > 0 such that
\sum \infty 
n=l | an(z)pn| < \epsilon . From the above results for
aMn (z), we can find an M0 such that if M \geq M0, aMn (z) = an(z) for n = 1, . . . , l  - 1.
So for M \geq M0,\bigm| \bigm| \bigm| \bigm| \bigm| 
\infty \sum 
n=1
aMn (z)pn(1 - e - \lambda nt) - 
\infty \sum 
n=1
an(z)pn(1 - e - \lambda nt)
\bigm| \bigm| \bigm| \bigm| \bigm| =
\bigm| \bigm| \bigm| \bigm| \bigm| 
\infty \sum 
n=l
[aMn (z) - an(z)]pn(1 - e - \lambda nt)








| an(z)pn| < 4\epsilon .











aMn (z)pn(1 - e - \lambda nt) =
\infty \sum 
n=1
an(z)pn(1 - e - \lambda nt),
which together with Lemma 3.1 completes the proof.
3.2. A Laplace transform analysis. The uniqueness proof relies on the Laplace
transform on the result in Corollary 3.1. Before analyzing the Laplace transform, we
need the following absolute convergence result.
Lemma 3.2.
\sum \infty 
n=1 an(z)pn is absolute convergent for each z \in \partial \Omega .






| an(z)\lambda  - \gamma n | | \lambda \gamma npn| 
\leq 
\Biggl[ \infty \sum 
n=1
a2n(z)\lambda 
 - 2\gamma 
n
\Biggr] 1/2 \Biggl[ \infty \sum 
n=1
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n <\infty . Also, from \lambda n = O(n), we have
a2n(z)\lambda 
 - 2\gamma 






 - 2\gamma 
n <\infty . Hence we have
\sum \infty 
n=1 | an(z)pn| <\infty and complete
the proof.












\partial  - \rightarrow n
(z, \tau ) d\tau 
\biggr) 





\Biggl( \infty \sum 
n=1
an(z)pn[1 - e - \lambda nt]
\Biggr) 
(s).














 - cks, Re s > 0.
From Lemma 3.2 and | 1  - e - \lambda nt| \leq 1, the series
\sum \infty 
n=1 an(z)pn[1  - e - \lambda nt] is also
uniformly bounded on (0,\infty ). This means its Laplace transform is well-defined for




\Biggl( \infty \sum 
n=1




















 - 1(s+ \lambda n)









\partial  - \rightarrow n













, Re s > 0.
We will show the well-definedness and the analyticity for the above complex-valued
functions.
Lemma 3.3. Under Assumption 2.1, the following properties hold:
(a) For R \in \BbbR , define \BbbC R := \{ s \in \BbbC : Re s > R\} . Then
\sum \infty 
n=1 an(z)pn\lambda n(s +
\lambda n)
 - 1 is uniformly convergent for s \in \BbbC R \setminus \{  - \lambda n : n \in \BbbN +\} .
(b)
\sum \infty 
n=1 an(z)pn\lambda n(s+ \lambda n)




 - cks is analytic on \BbbC + := \{ s \in \BbbC : Re s \geq 0\} .
Proof. For (a), since 0 < \lambda 1 \leq \cdot \cdot \cdot \leq \lambda n \leq \cdot \cdot \cdot \rightarrow \infty , there exists a large N1 such
that \lambda n > 2| R| for n \geq N1. Then for s \in \BbbC R \setminus \{  - \lambda n : n \in \BbbN +\} and n \geq N1,
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which gives
| \lambda n(s+ \lambda n) - 1| = \lambda n| s+ \lambda n|  - 1 \leq \lambda n(\lambda n  - | R| ) - 1 < 2.
Given \epsilon > 0, Lemma 3.2 yields that there exists N2 such that for l \geq N2,
\infty \sum 
n=l
| an(z)pn| < \epsilon .
So, for l \geq max\{ N1, N2\} and s \in \BbbC R \setminus \{  - \lambda n : n \in \BbbN +\} ,\bigm| \bigm| \bigm| \bigm| \bigm| 
\infty \sum 
n=l
an(z)pn\lambda n(s+ \lambda n)
 - 1
\bigm| \bigm| \bigm| \bigm| \bigm| \leq 
\infty \sum 
n=l
| an(z)pn| | \lambda n(s+ \lambda n) - 1| \leq 2
\infty \sum 
n=l
| an(z)pn| < 2\epsilon ,
which implies the uniform convergence.
For (b), it is clear that an(z)pn\lambda n(s+\lambda n)
 - 1 is holomorphic on \BbbC R \setminus \{  - \lambda n\} . Then
the uniform convergence gives that
\sum \infty 
n=1 an(z)pn\lambda n(s + \lambda n)
 - 1 is holomorphic, i.e.,
analytic on \BbbC R \setminus \{  - \lambda n : n \in \BbbN +\} for each R \in \BbbR . Given s \in \BbbC \setminus \{  - \lambda n : n \in \BbbN +\} , we
can find an R such that s \in \BbbC R, which means
\sum \infty 
n=1 an(z)pn\lambda n(s+ \lambda n)
 - 1 is analytic
on \BbbC \setminus \{  - \lambda n : n \in \BbbN +\} .
For (c), it is obviously valid if K <\infty . This is because qke - cks is analytic on \BbbC +
and the sum is finite. For the case of K = \infty , following the proofs for (a) and (b), we





\bigm| \bigm| \bigm| \bigm| \bigm| \leq 
\infty \sum 
k=l
| qk| | e - cks| \leq 
\infty \sum 
k=l
| qk| , s \in \BbbC +, l \in \BbbN +.
This result, together with the absolute convergence of
\sum \infty 
k=1 qk stated by Remark 2.4,
yields the uniform convergence of
\sum \infty 
k=1 qke
 - cks on \BbbC +. Then with the analyticity
of each component function qke
 - cks, we can deduce that
\sum \infty 
k=1 qke
 - cks is analytic on
\BbbC + and complete the proof.
3.3. Auxiliary lemmas. In order to prove Theorem 1, some auxiliary lemmas
are needed and stated below.
Lemma 3.4. Write z\ell as z\ell = (cos \theta \ell , sin \theta \ell ), \ell = 1, 2, and denote the set of
distinct eigenvalues with increasing order by \{ \lambda j : j \in \BbbN +\} . Provided the condition
\theta 1  - \theta 2 /\in \pi \BbbQ , where \BbbQ is the set of rational numbers, then\sum 
\lambda n=\lambda j
an(z\ell )pn = 0, j \in \BbbN +, \ell = 1, 2,
implies that pn = 0 for n \in \BbbN +.
Proof. Fix j \in \BbbN +; if m(n(j)) \not = 0, then\sum 
\lambda n=\lambda j
an(z\ell )pn = 2




cos(m\theta \ell )pn(j) + sin(m\theta \ell )pn(j)+1
\bigr) 
= 0, \ell = 1, 2.
This means \biggl[ 
cos(m\theta 1) sin(m\theta 1)
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The determinant of the matrix is
cos(m\theta 1) sin(m\theta 2) - cos(m\theta 2) sin(m\theta 1) = sin(m(\theta 2  - \theta 1)) \not = 0
by \theta 1  - \theta 2 /\in \pi \BbbQ and m \not = 0. Hence we have pn(j) = pn(j)+1 = 0.
For the case of m(n(j)) = 0, we have\sum 
\lambda n=\lambda j
an(z\ell )pn = \pi 
 - 1/2\lambda 
 - 1/2
j pn(j) = 0,
which gives pn(j) = 0. Now we have proved pn = 0 for n \in \BbbN +, and the proof is
complete.
Lemma 3.5. Let \{ \tau n : n \in \BbbN +\} be an absolutely convergent complex sequence,




 - \gamma nt which is defined on \BbbC +, if the set of its zeros on \BbbC +
has an accumulation point, then \tau n = 0, n \in \BbbN +.
Proof. This lemma can be seen from the analyticity and unique expansion of the
generalized Dirichlet series. Here we provide another proof that makes clear the need
for the pieces we have assembled.
Following the proof of Lemma 3.3, the analyticity of e - \gamma nt on \BbbC + and the absolute
convergence of \{ \tau n : n \in \BbbN +\} ensure that
\sum \infty 
n=1 \tau ne
 - \gamma nt is analytic on \BbbC +. Then by




 - \gamma nt \equiv 0, t \in \BbbC +. Now we restrict t on [0,\infty )
and take Laplace transform. By the dominated convergence theorem and the absolute
convergence of \{ \tau n : n \in \BbbN +\} , we have
0 = \scrL 
\Biggl( \infty \sum 
n=1
\tau ne





\tau n(s+ \gamma n)
 - 1, Re s > 0.
From the proof of Lemma 3.3 we can extend the series
\sum \infty 
n=1 \tau n(s+\gamma n)
 - 1 analytically
to \BbbC \setminus \{  - \gamma n : n \in \BbbN +\} . Consequently,
\infty \sum 
n=1
\tau n(s+ \gamma n)
 - 1 \equiv 0, s \in \BbbC \setminus \{  - \gamma n : n \in \BbbN +\} .
Since \{ \gamma n\} is strictly increasing and tends to infinity, it does not contain accumulation
points. This means that for each l \in \BbbN + we can take a closed contour which only
contains  - \gamma l, not  - \gamma n, n \not = l. Taking the integral on both sides of the above equality
along this contour, the residue theorem gives that \tau l = 0. The proof is complete.
Lemma 3.6. Given \epsilon > 0 and the condition \theta 1  - \theta 2 /\in \pi \BbbQ , then
lim
Re s\rightarrow \infty 
e\epsilon s
\Biggl[ \infty \sum 
n=1
an(z\ell )pn\lambda n(s+ \lambda n)
 - 1
\Biggr] 
= 0, \ell = 1, 2,
gives pn = 0, n \in \BbbN +.
Proof. Fix \ell \in \{ 1, 2\} and define
F\ell (t) :=
\Biggl\{ \sum \infty 
n=1 an(z\ell )pn(1 - e - \lambda nt), t \geq 0,
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The Convolution Theorem and (11) give that for Re s > 0,\int \infty 
 - \infty 
e - ts
\int \infty 
 - \infty 
H(t - \tau + \epsilon )F\ell (\tau ) d\tau dt =
\int \infty 
 - \infty 
e - tsH(t+ \epsilon ) dt
\int \infty 
 - \infty 
e - \tau sF\ell (\tau ) d\tau 
=
\int \infty 
 - \epsilon 
e - ts dt
\int \infty 
0
e - \tau s
\Biggl[ \infty \sum 
n=1
an(z\ell )pn(1 - e - \lambda n\tau )
\Biggr] 
d\tau 
= s - 2e\epsilon s
\Biggl[ \infty \sum 
n=1




which, together with the assumption, implies that
lim
Re s\rightarrow \infty 
\int \infty 
 - \infty 
e - ts
\int \infty 
 - \infty 
H(t - \tau + \epsilon )F\ell (\tau ) d\tau dt = 0.
A direct calculation then gives
\BbbL 1 :=
\int \infty 
 - \infty 
e - ts
\int \infty 
 - \infty 
H(t - \tau + \epsilon )F\ell (\tau ) d\tau dt
=
\int \infty 






an(z\ell )pn(1 - e - \lambda n\tau ) d\tau dt
=
\int \infty 
 - \epsilon 
e - ts
\Biggl[ \infty \sum 
n=1





 - \epsilon 
e - ts
\Biggl[ \infty \sum 
n=1







\Biggl[ \infty \sum 
n=1






e(\epsilon  - t)s
\Biggl[ \infty \sum 
n=1







\Biggl[ \infty \sum 
n=1
an(z\ell )pn(t+ \epsilon  - \lambda  - 1n + \lambda  - 1n e - \lambda n(t+\epsilon ))
\Biggr] 
dt
:= S\ell 1(s) + S
\ell 
2(s),
where the second equality comes from the absolute convergence of
\sum \infty 
n=1 an(z)pn
stated by Lemma 3.2 and from the term-by-term calculation. For S\ell 2(s), with the
absolute convergence of
\sum \infty 
n=1 an(z)pn and (11), the summation and integral can be






s - 2 + \epsilon s - 1  - \lambda  - 1n s - 1 + \lambda  - 1n e - \lambda n\epsilon (s+ \lambda n) - 1
\Bigr] 
\rightarrow 0, Re s\rightarrow \infty .
Now we have
lim
Re s\rightarrow \infty 
S\ell 1(s) = lim
Re s\rightarrow \infty 
\BbbL 1  - lim
Re s\rightarrow \infty 
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This implies that S\ell 1(s) is bounded on \BbbC +. For s with Re s < 0, using the fact that
0 < \lambda 1 \leq \cdot \cdot \cdot \leq \lambda n \leq \cdot \cdot \cdot \rightarrow \infty , we have
| S\ell 1(s)| \leq 
\int \epsilon 
0
| es(\epsilon  - t)| 
\Biggl[ \infty \sum 
n=1









| an(z\ell )pn| dt <\infty .
Hence, we are able to extend the domain of S\ell 1(s) to the whole complex plane \BbbC ,
and its boundedness can be derived. By the Cauchy--Riemann equations, it is not
hard to show that S\ell 1(s) is holomorphic on \BbbC . Namely, S\ell 1(s) is an entire function.
The boundedness and Liouville theorem yield that S\ell 1 \equiv C on \BbbC , and the limit result
means that S\ell 1 \equiv 0 on \BbbC . Now we have\int \epsilon 
0
es(\epsilon  - t)
\Biggl[ \infty \sum 
n=1







\Biggl[ \infty \sum 
n=1
an(z\ell )pn(t - \lambda  - 1n + \lambda  - 1n e - \lambda nt)
\Biggr] 
dt \equiv 0,





\Biggl[ \infty \sum 
n=1






e - stH(\epsilon  - t)
\Biggl[ \infty \sum 
n=1





H(\epsilon  - t)
\Biggl[ \infty \sum 
n=1






an(z\ell )pn(t - \lambda  - 1n + \lambda  - 1n e - \lambda nt) = 0, t \in (0, \epsilon ).




an(z\ell )pn(1 - e - \lambda nt) =
\infty \sum 
n=1




 - \lambda nt = 0, t \in (0, \epsilon ).
We can see that for the above series the conditions of Lemma 3.5 are satisfied. Hence,
recalling that \{ \lambda j : j \in \BbbN +\} is the set of distinct eigenvalues, we have\sum 
\lambda n=\lambda j
an(z\ell )pn = 0, j \in \BbbN +, \ell = 1, 2.
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3.4. Proof of Theorem 1. Now we are in a position to prove the main theorem,
Theorem 1.




qkH(t - ck), \~q(t) =
\~K\sum 
k=1
\~qkH(t - \~ck), t \in [0,\infty ),
and define
pn = \langle p(\cdot ), \varphi n(\cdot )\rangle L2(\Omega ), P\ell (s) =
\infty \sum 
n=1
an(z\ell )pn\lambda n(s+ \lambda n)
 - 1,
\~pn = \langle \~p(\cdot ), \varphi n(\cdot )\rangle L2(\Omega ), \~P\ell (s) =
\infty \sum 
n=1
an(z\ell )\~pn\lambda n(s+ \lambda n)
 - 1, \ell = 1, 2.
Also, denote the infimum of the mesh size of \{ ck\} and \{ \~ck\} as \eta and \~\eta , respectively.














\~P\ell (s), s \in \BbbC +, \ell = 1, 2.
Now we prove c1 = \~c1 by contradiction. Assume not; without loss of generality
we can set c1 < \~c1. Then there exists \epsilon > 0 such that \epsilon < min\{ \~c1  - c1, \eta \} , and by
multiplying e(c1+\epsilon )s on both sides of (13) we obtain that for s \in \BbbC +, \ell = 1, 2,











(c1 - \~ck+\epsilon )s
\Biggr] 
\~P\ell (s).
The assumption q \in L1(0,\infty ) gives that K \geq 2, so that the first series on the right
side is well-defined. Since Re s \geq 0, we have
| P\ell (s)| \leq 
\infty \sum 
n=1
| an(z\ell )pn| <\infty , | \~P\ell (s)| \leq 
\infty \sum 
n=1
| an(z\ell )\~pn| <\infty ,
and considering Remark 2.4, it follows that
| qke(c1 - ck+\epsilon )s| \leq C\| q\| L1(0,\infty )e[(1 - k)\eta +\epsilon ] Re s,
| \~qke(c1 - \~ck+\epsilon )s| \leq C\| \~q\| L1(0,\infty )e[(1 - k)\~\eta +c1 - \~c1+\epsilon ] Re s.
From the result \epsilon < min\{ \~c1  - c1, \eta \} we have  - \eta + \epsilon < 0, c1  - \~c1 + \epsilon < 0. These
properties give that
lim
Re s\rightarrow \infty 
K\sum 
k=2
e[(1 - k)\eta +\epsilon ] Re s = lim
Re s\rightarrow \infty 
1 - e - (K - 1)\eta Re s
1 - e - \eta Re s
e( - \eta +\epsilon ) Re s = 0,
lim
Re s\rightarrow \infty 
\~K\sum 
k=1
e[(1 - k)\~\eta +c1 - \~c1+\epsilon ] Re s = lim
Re s\rightarrow \infty 
1 - e - \~K\~\eta Re s
1 - e - \~\eta Re s
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Hence, the right side of (14) converges to 0 as Re s \rightarrow \infty , and so does the left side,
namely,
lim
Re s\rightarrow \infty 
e\epsilon sq1P\ell (s) = 0, \ell = 1, 2.
With Lemma 3.6 and the fact q1 \not = 0 from Assumption 2.1, we have pn = 0, n \in \BbbN +.
This means p = 0 in L2(\Omega ), a contradiction of Assumption 2.1. Hence, we have
c1 = \~c1.
Inserting this into (14), the following equality can be derived:
e\epsilon s
\bigl[ 
q1P\ell (s) - \~q1 \~P\ell (s)
\bigr] 











(c1 - \~ck+\epsilon )s
\Biggr] 
\~P\ell (s).
Setting 0 < \epsilon < min\{ \eta , \~\eta \} and using the above limit analysis gives that the left
side of the above equality tends to 0 as Re s \rightarrow \infty . Now Lemma 3.6 shows that
q1pn  - \~q1\~pn = 0 for n \in \BbbN +. This means that
\langle q1p(\cdot ) - \~q1\~p(\cdot ), \varphi n(\cdot )\rangle L2(\Omega ) = 0, n \in \BbbN +,
which together with the completeness of \{ \varphi n : n \in \BbbN +\} in L2(\Omega ) gives q1p(x) = \~q1\~p(x)
in L2(\Omega ). Since q1, \~q1 are not zero, we can define C0 := \~q1/q1 and obviously C0 \not = 0.
Then we have C0 q1 = \~q1 and p = C0\~p in L
2(\Omega ).
The result p = C0 \~p in L
2(\Omega ) implies that P\ell (s) = C0 \~P\ell (s). Now, we want to
show C0 q(t) = \~q(t). Subtracting q1e













Using the above argument we can obtain c2 = \~c2 and C0 q2 = \~q2. If K, \~K are both
infinity, we can continue this procedure and obtain
ck = \~ck, C0qk = \~qk, k \in \BbbN +,
which means C0 q = \~q on [0,\infty ). If the claim that K = \infty and \~K = \infty is not valid,
without loss of generality, we can assume K < \infty . For the case of K < \~K, following
the above procedure we can get






P\ell (s) from both sides of (13), the following equality can





\~P\ell (s) = 0, s \in \BbbC +, \ell = 1, 2.
This result means that the union of the sets of zeros of
\sum \~K
k=K+1 \~qk e
 - \~cks and \~P\ell (s)
should cover \BbbC +. The proof of Lemma 3.5 and the condition \~qk \not = 0 give that the
set of zeros of
\sum \~K
k=K+1 \~qk e
 - \~cks on \BbbC + does not contain accumulation points, so we
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\ell = 1, 2. Then the analyticity of \~P\ell (s) supported by Lemma 3.3 gives that \~P\ell , \ell = 1, 2,
vanish on \BbbC +. This together with Lemma 3.6 leads to p = \~p = 0 in L2(\Omega ), which
contradicts Assumption 2.1. Similarly, we can derive an analogous contradiction for
the case of K > \~K. Now we conclude that K = \~K, which together with (15) implies
C0 q(t) = \~q(t). The proof is complete.
Remark 3.1. While we have set this problem in the unit disc and the underlying
elliptic operator is the negative Laplacian, the above proof of uniqueness goes through
for an arbitrary domain \Omega \subset \BbbR 2 with smooth boundary and a self-adjoint elliptic
operator \BbbL =  - \nabla \cdot (a\nabla u)+qu, where a(x) \geq a0 > 0 and q \geq 0 and with a, q \in L\infty (\Omega ).
The essential observation is that the eigenfunctions \{ \varphi n\} form a complete basis for
L2(\Omega ), as does their restrictions to \partial \Omega . The latter claim of completeness follows from
the uniqueness of the Dirichlet problem on \Omega . In addition, the eigenvalues obey the
identical asymptotic behavior as for the negative Laplacian due to Weyl's formula.
This is crucial for the lemmas of this section. Of course, the statement of Theorem 1
must now be modified so as to choose the boundary measurement points z\ell to not
coincide with a zero of any \varphi n(x) when x \in \partial \Omega .
4. Numerical reconstruction. In this section we show numerical reconstruc-
tions of p and q from boundary flux data measurements following the algorithm de-
scribed in the proof of Theorem 1. In keeping with a practical situation, truncated
time-value measurements are taken over a finite interval---in this case [0, T ] is used
with T = 1. We remark that this is actually a long time period as the traditional scal-
ing of the parabolic equation to unit coefficients means that the diffusion coefficient
d is absorbed into the time variable and our value of T represents the product of the
actual final time of measurement and the value of d. In fact, d is itself the ratio of the
conductivity and specific heat. Values of d of course vary widely with the material,
but metals, for example, have a range of around 10 - 4 to 10 - 5meters2/second. Also,
condition (3) will not cause troubles in programming since in numerical reconstruc-
tion, the amount of used eigenfunctions is finite. This implies that the orders \{ m\} for
Bessel functions have an upper bound. Sequentially, from the proof of Lemma 3.4,
(\theta 1  - \theta 2)/\pi can be a rational number, but it should be chosen appropriately.
4.1. Iterative scheme. For (cos \theta \ell , sin \theta \ell ) \in \partial \Omega , from Corollary 3.1 and the




\partial  - \rightarrow n






e - \lambda n(t - \tau )q(\tau ) d\tau ,
where we have again used polar coordinates. Since the unknown function p is repre-
sented by its Fourier coefficients \{ pn\} , we consider reconstructing (p, q) in the space
\scrS N \times L2[0, T ], where
\scrS N = Span\{ \varphi n(x) : n = 1, . . . , N\} .
We define the forward operator F as
F (p, q) =
\Biggl[ \partial u
\partial  - \rightarrow \bfn (1, \theta 1, t)
\partial u
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and build an iteration scheme to solve






Here g\delta is the perturbed measurement satisfying \| (g\delta  - g)/g\| C[0,T ] \leq \delta . Clearly,
if either of p(x) and q(t) is fixed, the operator F is linear. Consequently, we can









\| F [pj ]q  - g\delta \| 2L2[0,T ] + \beta q\| \triangledown q\| L1[0,T ].
In the case of \{ qj\} , we choose the total variation regularization [10] to make sure each
qj saves the edge-preserving property to fit the exact solution q(t), which is a step
function. \beta p, \beta q are the regularizing parameters.
4.2. Regularization strategies. In (16) by necessity any use of this from a
numerical standpoint must truncate to a finite sum. One might be tempted to use
``as many eigenfunctions as possible"" but there are clearly limits imposed by the data
measurement process. Two of these will be discussed in this section.
We will measure the flux at the points \theta \ell at a series of time steps. If these steps
are \delta t apart, then the exponential term e - \lambda nt with n = N , the maximum eigenvalue
index used, is a limiting factor: as a multiplier, if e - \lambda N\delta t is too small relative to
the effects caused by any assumed noise in the data, then we must either reduce
\delta t or decrease N . In short, high frequency information can only be obtained from
information arising from very short time measurements.
We also noted that the selection of measurement points \{ \theta \ell \} should be made to
avoid zeros of eigenfunctions on the boundary, as otherwise the information coming
from these eigenfunctions is unusable. From the above paragraph, it is clear that
only a relatively small number N of these are usable in any event so that we are
in fact far from restricted in any probabilistic sense from selecting the difference in
measurement points even assuming these are all rational numbers when divided by \pi .
We can take \theta = 0 to be the origin of the system without any loss of generality, so
that \varphi n(r, \theta ) = \omega nJm(
\surd 
\lambda nr)\{ cosm\theta , sinm\theta \} . If two points at angles \theta 1 and \theta 2 are
taken, then the difference between them is the critical factor; we need to ensure that
k(\theta 1  - \theta 2) \not = j\pi for any integers j, k.
Of course the points whose angular difference is a rational number times \pi form
a dense set, so at face value this might seem a mathematical, but certainly not a
practical, condition. However, from the above argument, we can use only a relatively
small number of eigenfunctions, and so the set of points (\theta 1, \theta 2) with \theta 1 - \theta 2 \not = (j/k)\pi 
for sufficiently small k might have distinct intervals of sufficient length for this criteria
to be quite practical. To see this, consider the rational points generated modulo \pi 
with denominator less than the prime value 29; that is, we are looking for rational
numbers in lowest form a/b with b < 29 and checking for zeros of sin(a\pi /b) for a given
b. Clearly taking b = 4 gives a zero at \theta = \pi /4, and we must check those combinations
a/b that would provide a zero close to but less than 1/4. We need only check primes
b in the range 2 < b < 29, and the fraction closest to 1/4 occurs at a/b = 4/17, which
is approximately 0.235. Thus the interval that is zero free under this range of b has
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Fig. 1. Gaps between angles.
occur at several points throughout the circle. The gaps in such a situation with b < 29
are shown in Figure 1.
Now the question is, if we restrict the eigenvalue index k to be less than 29, what
range of m index do we obtain, and what is the lowest eigenvalue that exceeds this
k-range? Since the m-index grows faster than the k for a given eigenvalue index,
we obtain several thousand eigenvalues, the largest being approximately 3.5 \times 104.
Only with exceedingly small initial time steps could we get such an eigenvalue, and
its attendant eigenfunction utilized in the computations. If we restrict k < 17, then
the zero-free interval becomes (\pi /4, 4\pi /13) with length approximately 10.4 degrees,
and the largest eigenvalue obtained is about 1.5\times 104. If we decrease down to k \leq 10,
we get an angle range of 15.8 degrees in which to work.
Thus in short, the ill-conditioning of the problem is substantially due to other
factors and not to impossible restrictions on the choice of observation points \{ \theta \ell \} .
4.3. Numerical experiments. First we consider the experiment (e1),




















\lambda 2r) sin (m(2)\theta ),







We use noise-polluted flux measurements on the boundary points with additive uni-
formly distributed noise. Namely, g\delta (tj) = (1 + \delta \eta )g(tj) for each recorded time tj ,
and \eta is a random number uniformly distributed from  - 1 to 1. Here, the value of \delta 
ranges from 1\% to 5\% and the time measurement step size \delta t is set to be 0.01.
In order to avoid the loss of accuracy caused by the multiplication between p and
q, we use the normalized exact solution of p(x), namely, let \| p\| L2(\Omega ) = 1. To achieve
this setting, in the programming of iteration (17), after each iterative step, we set
pj = pj/\| pj\| L2(\Omega ), qj = \| pj\| L2(\Omega )qj . Also, the initial guess p0 and q0 are set as
p0(x) \equiv 1, x \in \Omega ,
q0 := argmin
q\in L2[0,T ]
\| F [p0]q  - g\delta \| 2L2[0,T ] + \beta q\| \triangledown q\| L1[0,T ].
Depending on the noise level \delta , the values of regularized parameters \beta p, \beta q are picked
empirically, and here the values used are \beta p = 1\times 10 - 2, \beta q = 8\times 10 - 4. After j = 10
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Fig. 2. Experiment (e1): p (left), pj (center), and q, qj (right). Noise \delta = 1\%.
indicates effective numerical convergence of the scheme. The errors of approximations
upon different noise levels are displayed by the following table:
\delta = 1\% \delta = 3\% \delta = 5\%
\| p - pj\| L2(\Omega ) 1.34e - 1 1.76e - 1 1.87e - 1
\| q  - qj\| L2[0,T ] 8.08e - 2 8.25e - 2 9.76e - 2
The satisfactory reconstructions shown by the table confirm that the iterative scheme
(17) is a feasible approach to solving this nonlinear inverse problem numerically.
Next, we seek recovery of a more general p(x):
(e2) : p(r, \theta ) = \chi 
r\leq 0.5+0.2 cos 2\theta ,







(e3) : p(r, \theta ) = \chi 
r\leq 0.25+0.1 cos 2\theta ,







In experiment (e2), a discontinuous, star-like supported exact solution p(x) is
considered, where the radius function is r(\theta ) = 0.5 + 0.2 cos 2\theta . We can see this p
satisfies Assumption 2.1 (see [5]), so the iteration (17) is appropriate here. In fact,
we use the Levenberg--Marquardt algorithm to recover the radius function r(\theta ) as
we did not assume prior knowledge of the location of the inclusion. Considering the
computational cost, only one iteration of the Levenberg--Marquardt algorithm is used
to calculate rj+1 with fixed qj . Use of simply a Newton scheme is likely to result
in failure unless the initial approximation is sufficiently close to the actual. This
part follows that of [12], and the algorithmic details are identical in both cases. The
numerical results are presented in Figures 3, 4, and 5, in which the dotted line and
the dashed line mean the boundaries of supp(p) and supp(pj), respectively, and the
black bullets are the locations of observation points. When four measurement points
were used, the placement was one at the south pole and the remainder roughly evenly
spaced, but with the exact location placing these in the center of gaps as in Figure 1.
If we use equation (1) to describe the diffusion of pollutants, then supp(p) means
the severely polluted area. With the consideration of safety and cost, observations of
the flux data should be made as far as possible to supp(p). This is the reason why
we set the experiment (e3), in which p(x) has a smaller support. Due to the long
distance between supp(p) and the observation points, worse results can be expected.
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Fig. 3. Experiment (e2): p (left) and q (right), \delta = 1\%.
Fig. 4. Experiment (e2) with four measurement points: p (left) and q (right), \delta = 1\%.
with a small supp(p) are worthy of investigation. Of course, in the limit, where these
become point sources described by Dirac-delta functions, other tools are available.
See, for example, [6].
5. Concluding remark and future work. This paper considers the unique
determination of a nonlinear source term in the heat equation, which contains two
independent unknowns. Only finite (here two) flux measurements are sufficient to
support this uniqueness, provided some restrictions on p, q stated by Assumption
2.1. Here a natural question may be asked: can we weaken the conditions on p, q and
meanwhile keep the uniqueness result? Let's review the roles of such conditions in the
uniqueness proof. The smoothness condition p \in \scrD (( - \Delta )\gamma ) ensures Lemma 3.2, the
absolute convergence of the series
\sum \infty 
n=1 an(z)pn, which supports the well-definedness
of the Laplace transform (12) and Lemma 3.3, while the step function form of q is set
for the proof of the main theorem, Theorem 1. The Laplace transform of Heaviside
function is the natural exponential function, which cannot be factored with rational
functions, i.e., an(z)pn\lambda n(s+ \lambda n)
 - 1. This means we can isolate each coefficient pair
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Fig. 5. Experiment (e2) with four measurement points and \delta t = 5\times 10 - 3: p (left) and q (right),
\delta = 1\%.
Fig. 6. Experiment (e3): p (left) and q (right), \delta = 1\%.
p(x) = C0\~p(x) for the space unknown p. After this step, the nonlinear inverse problem
is linearized, and the uniqueness of time unknown q is naturally derived. To sum up,
to weaken the conditions on p and q, a new approach may need to be constructed
rather than the Laplace transform.
However, the numerical experiments (e2) and (e3) seem to provide a feasible way.
In the numerical reconstruction aspect, we may consider more general unknowns, for
instance, discontinuous p(x) and even continuous q(t). But in the numerical analysis,
we may only prove the local uniqueness result, not the global one, as Theorem 1 does.
It may be regarded as the cost for a wider class of unknowns.
Furthermore, extending this work to fractional diffusion equations is interesting
and meaningful. The fractional case to recover the space-dependent source f(x, t) =
\chi 
D
was considered in [12]. In the fractional diffusion equation, the regular time
derivative \partial /\partial t is replaced by the fractional derivative \partial \alpha t , \alpha \in (0, 1). The fundamental
solution for such equations is in terms of Mittag--Leffler function E\alpha 1,\alpha 2( - z), but not
the natural exponential function. This function also holds the analytic property,
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exponential function, the polynomial decay rate of E\alpha 1,\alpha 2( - z) may cause different
performance in the numerical reconstruction. In addition, if the fractional order \alpha is
set to be unknown, this inverse problem will become more challenging.
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