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Abstract. We give a resolution based decision procedure for the guarded 
fragment of [ANB96]. The relevance of the guarded fragment lies in the 
fact that many modal logics can be translated into it. In this way the 
guarded fragment acts as a framework explaining the nice properties of 
these modal logics. By constructing an effective decision procedure for 
the guarded fragment we define an effective procedure for deciding these 
modal logics. 
1 Introduction 
The guarded fragment was inspired in [ANB96], (see also [Benthem96]) by the 
following observations: (1) Many propositional modal logics have very good 
properties, they are decidable, have the finite model property, and interpolation. 
(2) These modal logics can be translated into first order logic, using a standard 
(relational) translation based on the Kripke frames: 
DA:;;} Vs' R(s, s') - · · · OA:::? 3s' R(s, s') /\ · · · 
The fragment of first order formulae that can be a translation of a modal formula 
must also have these properties. This leads to the following question: What 
makes this set of translations of modal formulae so nice? One explanation could 
be the fact that modal logic translates into the 2-variable fragment, which is 
decidable. This is not sufficient. The logic K can be translated into the 2-variable 
fragment, but most other modal logics cannot. Also the 2-variable fragment lacks 
interpolation, although it is decidable. 
The guarded fragment is based on the observation that in the translations all 
quantifiers are conditional in an accessibility condition, i.e. they all have the form: 
for all worlds s' for which R(s, s'), something holds ins'. This leads to a definition 
of the guarded fragment in which all universal quantifiers occur as 'VX(G(x, y) -
4>(x, Y) ), where G is an atom. It turns out that this fragment, although it still 
cannot explain all modal logics, has good model theoretic properties. There are 
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more perspectives for generalization (see [Benthem97]), than from the 2-variable 
fragment, as the 3-variable fragment is already undecidable. 
Among the logics that can be translated into the guarded fragment are the 
modal logics K, D, T, 85, many arrow logics, and weak predicate logics, (see 
[Benthem96]). Logic 84 does not fit, because of the transitivity axioms. 
In this paper we develop a resolution decision procedure for the guarded frag-
ment. We define guarded clauses, and show that first order guarded formulae 
can be translated into sets of guarded clauses. After that we show that sets 
of guarded clause sets are decidable using techniques that are standard in the 
field of resolution decision procedures. The restriction of resolution that has to 
be used is based on an ordering refinement. All of the major theorem provers 
(SPASS, [Wbach96], OTTER [McCune95], and Gandalf, [ATP97]) support or-
derings, although not exactly the one that we need. We have implemented our 
strategy as an option in a general purpose, resolution theorem prover. 
In [Ohlbach88a] and [Ohlbach88b], the functional translation of modal logics is 
introduced, as opposed to the relational translation which is the one that we use. 
In the functional translation, the accessibility relation is translated into many 
function symbols, instead of one relation symbol. It is argued there that this has 
the advantage of resulting in a decision procedure, and that relational translation 
does not result in a decision procedure. We show that it is possible to obtain a 
decision procedure, using the relational translation. 
Another approach to theorem proving in modal logics can be found in [FarHerz88] 
and [EnjFar89]. Instead of translating the modal formula, resolution rules are 
defined, that work directly in the modal logic. The rules are complicated and for 
each modal logic, a new calculus has to be designed. In [Nivelle93], [Nivelle92], 
these problems were partially overcome. A generic approach to resolution in 
propositional modal systems was defined there, but the rules are still compli-
cated, and computationally costly. A resolution based decision procedure based 
on the guarded fragment is generic, and the effort of implementation is low. 
2 The Guarded Fragment 
In this section we briefly introduce the guarded fragment: 
Definition 1. A term is functional if it is not a constant, nor a variable. The 
guarded fragment of first order logic (Q:F) is recursively built up as follows: 
1. T and .l are in Q:F. 
2. If A is an atom, such that none of its arguments is is functional, then A E 
Q:F. 
3. If A E Q:F, then ..., A E Q:F. 
4. IfA,BEQ:F, then AVE, AAB, A~B, AHBEQ:F. 
5. If A E Q:F and a is an atom, for which (a)all arguments of a are non-
functional, (b) every free variable of A is among the arguments of a, then 
VX(a ~ A) E Q:F, for every sequence of variables x. 
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6. If A E (J:F and a is an atom, for which (a) every argument of a is a non-
functional, (b) every free variable of A is among the arguments of a, then 
3x( a/\ A) E Q:F. 
The atoms a are called the guards. The guards may have repeated arguments, 
and they do not need to occur in some fixed order. So a(y, x, x, y) is allowed as 
guard. Each occurrence of a quantifier can have a different guard. 
Example 1. The formulae Vx(a(x,y) ~ b(x,y)) and 3x(a(x,y) /\b(x,y)) are in 
Q:F. Also the formulae Vxy(a(x,y) ~ b(x,y)) and 3xy(a(x,y) /\ b(x,y)). The 
formulae Vx(a(x) ~ b(x, y)) and 3x(a(x) /\ b(x, y)) are not. The formula 
Vx(a(x, y) ~ Yz(b(y, z) ~ c(y, z) /\ d(y, z))) 
is guarded. The formula 
3x(a(x, y) /\ Vz(b(y, z) ~ c(y, z) V d(x, z))) 
is not guarded. The formula 
which expresses transitivity, is not guarded. The modal formula O(Da/\b) trans-
lates into 3x[R(c, x) /\ ( VyR(x, y) ~ a(y) ) /\ b(y)], which is guarded, as we 
promised in the introduction. (c is the present world). 
3 Resolution 
We briefly review some notions: 
Definition 2. We assume a fixed, infinite set of function/constant symbols F, 
a fixed, infinite set of predicate/propositional symbols P, and a fixed, infinite set 
of variables V. The set of terms is recursively defined as follows: (1) A variable 
is a term. (2) Ift1, ... , tn, with n?: 0, are terms, and f E F, then f(t1, ... , tn) 
is a term. If t1, ... , tn, with n ?: 0, are terms, and p E P, then p(t1, ... , tn) is 
an atom. A literal is an atom A, or its negation -, A. Atoms of the form A are 
called positive. Atoms of the form -, A are called negative. A clause is a finite 
set of literals. A term that contains no variables is called ground. A term of the 
form c is called constant. A term of the form f(t1, ... , tn), with n > 0, is called 
functional. 
Definition 3. We define some complexity measures for atoms/clauses/literals: 
Let A be an atom/term. The depth of A is recursively defined as follows: (1) If A 
is a variable, then Depth(A) = 1. (2) Depth(f(t1, ... , tn)) equals the maximum 
of {l, 1+Depth(t1), ... ,1 + Depth(tn)}. The depth of a literal equals the depth 
of its atom. The depth of a clause c equals the maximal depth of a literal in c, 
or - l for the empty clause. The depth of a set of clauses equals the depth of the 
deepest clause. 
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Let A be an atom/term. The vardepth of A is recursively defined as follows: 
(1) If A is ground, then Vardepth(A) = -1, (2) If A is a variable, then 
Vardepth(A) = 0, (3) Otherwise Vardepth(f (ti, ... , tn) equals the maximum 
of {l + Vardepth(ti), ... , 1 + Vardepth(tn)}. The vardepth of a literal equals the 
vardepth of its atom. The vardepth of a clause c equals the maximal depth of a 
literal in c. The vardepth of the empty clause is defined as -1. The vardepth of 
a set of clauses C is defined as the maximal vardepth of a clause in C. 
Let A be an atom/literal/clause. Var(a) is defined as the set of variables that 
occur in A. 
Let A be an atom/literal/clause. Varnr(A) equals the size of Var(A). If C is a 
set of clauses, then Varnr(C) equals ma:ximal number of variables that occur in 
a clause of C. 
Let A be a literal. The complexity of A, written as #A equals the total number 
of function/constant/variable occurrences in it. 
So Depth(p(X)) = 2, and Vardepth(p(X)) = 1. This is because the Vardepth is 
defined by the depth at which variable X occurs, where the Depth is defined by 
the depth that X creates. For a literal A holds that Vardepth(A) = -1 implies 
that A is ground. Vardepth(A) = 0 is not possible. Vardepth(A) = 1 means that 
A is non-ground, but has no non-ground, functional arguments. Vardepth(A) > 1 
means that A is non-ground, and has non-ground, functional arguments. 
Definition 4. A substitution is a finite set of variable assignments of the form 
{V1 := ti, ... , Vn := tn}, such that Vi # ti, and Vi = Vj ::::} ti = tj. The first 
conditions ensures non-redundancy, the second condition ensures consistency. 
We write Ae for the effect of e on term A. 
If 81 and 82 are substitutions, then the composition of 81 and 82 is defined as 
the substitution {v := v8i82 Iv "I v8182}. We write Bi ·82 for the composition 
of e1 and 82. 
For two literals A and B a unifier is a substitution e, such that A8 = Be. A 
most general unifier e is a substitution such that Ae = Be, and VB' A8' = 
Be' ~ :JE e' = e . E. 
The notion of mgu was introduced by J. A. Robinson in [Robinson65]. 
Definition 5. We define the ordered resolution rule, and factorization rule: Let 
C be an order on literals. Let {A1}UR1 and{• A2}UR2 be two clauses, s.t. (1) 
{A1} U R1 and {..., A2} U R2 have no variables in common, (2) for no A E Ri, 
it is the case that Ai CA, (3) for no A E R2, it is the case that A2 C A, and 
(4) A1 and A2 have mgu e. Then the clause R18 u R28 is called a resolvent. 
Let {Ai, A2} UR be a clause, such that Ai and A2 have an mgu e. The clause 
{A18}UR8 is called a factor of{A1,A2}UR. 
It is also possible to restrict factorization by the ordering, but we prefer not to 
do that, since we are not certain that this improves efficiency. 
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4 Covering Literals 
Most resolution decision procedures rely on the notion of (weakly) covering lit-
erals. The guarded fragment is no exception. 
Definition 6. A literal A is covering if every functional subterm t of A contains 
all variables of A. A literal A is weakly covering if every functional, non-ground 
subterm t of A contains all variables of A. 
Covering and weakly covering literals are typically the result of skolemization, 
when the prefix ends in an existential quantifier. If an atom a(x,y) in the scope 
of VX3y is skolemized the result equals a(x, f(x)), which is covering. If a(x, y) 
contains ground terms, then the result is weakly covering. 
The main property of (weakly) covering literals is that they do not grow (too 
much) when they are unified. Theorem 1 states that when two weakly covering 
literals are unified, the maximal depth of a variable does not grow. Theorem 2 
states that there are no new ground terms in the result, unless the result is 
completely ground. 
Theorem 1. Let A and B be weakly covering literals that have an mgu 8. 
Let C = A8 = B8. Then: (1) C is weakly covering, (2) Vardepth(C) S 
Vardepth(A), or Vardepth(C) S Vardepth(B), and (3) Varnr(C) S Varnr(A) 
or Varnr(C) :::; Varnr(B). 
For a proof, see [FLTZ93] or [Nivelle98]. 
Theorem 2. Let C = A8 = B8 be the most general unifier of two weakly 
covering literals. If C is not ground by itself, then every ground term of C occurs 
either in A or in B. 
For a proof see [Nivelle98] or [FLTZ93]. 
This shows that literals resolved upon do not grow, but it is also necessary to 
show that side literals can be bounded by the literals resolved upon. First we 
show that the side literals will be weakly covering. After that we show that they 
are not too deep: 
Theorem 3. Let A and B be literals and let 8 be a substitution such that (1) 
Var(A) s;;; Var(B), (2) A is weakly covering, (3) Bis weakly covering, (4) B8 
is weakly covering. Then A8 is weakly covering. 
See [FLTZ93], or [Nivelle98] for a proof. 
Lemma 1. If (1) Var(A) s;;; Var(B), (2) A is weakly covering, (3) B is weakly 
covering, (4) Vardepth(A) ::;Vardepth(B), then Vardepth(A8) SVardepth(B8). 
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5 Transformation to Clausal Normal Form 
Since clauses are a restricted subset of first order logic, we need a transformation 
of first order logic to clausal normal form. The standard clause transformations 
do not work, since they would not lead to a decision procedure. We first define 
the notion of 'guarded' for clause sets, after that we show that a first order 
formula in Q:F can be effectively translated into a guarded clause set. 
Definition 7. A clause set C is called guarded if its clauses are guarded. A 
clause c is called guarded if it satisfies the following conditions: 
1. The literals A E c are weakly covering. 
2. If c is not ground, then there is a literal A E c with Vardepth(A) = 1, such 
that Var(A) = Var(c), and A is negative. (Vardepth(A) = 1 means that all 
arguments of A are a constant or a variable) 
3. If Vardepth(A) > 1, then Var(A) = Var(c). (Vardepth(A) > 1 i.ff A has a 
non-ground argument that is functional) 
The negative literal of Condition 2 is the guard. 
As a consequence every ground clause is guarded. We give a few examples: 
Example 2. Clause {p(O, s(O)), q(s(sO))} is guarded because it is ground. The 
clause {..., p(X),..., q(X, Y), r(f(X, Y))} is guarded by -. q(X, Y). The clause 
{..., p(X),..., q(Y), r(f(X, Y))} is not guarded. Adding the literal..., a(X, Y, X, X, Y) 
would make the clause guarded. 
The first steps of the translation are completely standard. We define the 
translation operators for sets of formulae, rather than formulae. This makes it 
possible that an operators splits a formula into more than one formula. 
Definition 8. Let C = {F1, ... ,Fn} be a set of formulae. We define Na(C) as 
the result of replacing A ~ B by (..., A V B) /\. (-. B V A), and replacing A --+ B 
by -. AV B in all the Fi. 
The negation normal form of C = {F1, ... ,Fn} is obtained by moving negations 
inward as far as possible, by deleting double negations, and by deleting T and J_ 
as much as possible. We write NNF(C) for the negation normal form of C. 
The advantage of the negation normal form is that it makes the polarities of the 
subfomulae explicit. 
In order to proceed, we need a variation of the structural transformation. Struc-
tural transformations replace certain subformulae by fresh names, together with 
a definition of the name. Structural translations are studied in (BFL94]. They 
are called structural there, because more is preserved of the structure of the for-
mula than when the formula is factored into clausal normal form. Our structural 
transformation is different from the one there, as we only replace universally 
quantified subformulae, and in a specialized manner: 
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Definition 9. Let C = {F1, ... , Fn} be a set of guarded formulae in negation 
normal form. Structg.r(F) is obtained by making the following replacements in 
the Fi as long as possible: As long as there is an Fi which can be written as 
Fi[\IX( •a VA)], where Fi is not empty, (i.e. the quantifier is inside some context), 
let 'jj be the free variables of a, that are not among the x. So 'jj contains exactly 
the free variables of \IX(...., a VA). 
Let o: be a fresh predicate name that does not occur in an Fi. Then add 
\IX'jj( • a V ...., o:(y) V A) 
to C. (Thus increasing n by 1) Replace Fi[\fX(...., a VA)] by Fi[o:(y)]. 
The next step is Skolemization. Skolemization is the replacement of existential 
quantifiers by fresh function symbols in the preceding universal quantifiers. 
Definition 10. Let C = { F1, ... , Fn} be a set of formulae in NNF. The Skolem-
ization is obtained as follows: 
As long as one of the Fi contains an existential quantifier, do the following: Write 
Fi = Fi[JyA], where 3yA is not in the scope of another existential quantifier. 
Let x1, ... , Xn be the universally quantified variables, in the scope of which A 
occurs. Replace Fi[3yA] by Fi[A[y := f (x1, ... , Xn)] ] . 
There exist more sophisticated ways for Skolemization leading to smaller, or 
more general Skolem terms ([0Wbach95]), but we cannot use them here. The 
reason for this is that optimized Skolem translations try to remove irrelevant 
variables from the Skolem terms f ( v1, ... , Vn). This would destroy Condition 3 
of Definition 7. 
Definition 11. Let C = { F1, ... , Fn} be a set of formulae in NNF containing 
no existential quantifiers: The clausification of C, written as Cls( C) is the result 
of the following replacements (1) Replace AV (B /\ C) by (AV B) /\(AV C). (2) 
Replace (A/\ B) V C by (AV C) /\ (B V C). (3) Replace \lxA by A[x := X], where 
X is a designated variable symbol not occurring in A. ( 4) If one of the Fi has 
form A/\ B, then replace Fi by A and B separately. 
We now have to show that the transformations translate formulae in g;: into 
guarded clause sets. Transformation Na and NNF are unproblematic, since the 
result is still in g;:. There is only the small problem that in Condition 5 in 
Definition 1, the formula \l(xa---+ A) has to be replaced by \IX(--, a VA). It will 
turn out that Condition 6 can be completely dropped for formulae in NNF. 
Theorem 4. Let C E QF. Then (1) C' = (Na; NNF)(C) E QF. (using the 
modification for the negation normal form), (2) C" = Structg.r(C') E QF, (3) 
(Sk; Cls) ( C") is a guarded clause set. 
Proof. We study the steps made in the transformation: Na and NNF can be 
characterized by a set of rewrite-rules, none of which introduces a free variable 
in a formula. Let <P = 'VX(a---+ A) or if!= 3x(a /\A) be a guarded quantification. 
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<P will remain guarded under any rewrite step completely inside A. Similarly if 
A occurs in the X or Y of a rewrite rule (X op Y)::::;. <P(X, Y) then A is copied 
without problems. The only possible problem is when VX(a _, A) rewrites to 
VX( • aV A), but for this case we extended the definition of the guarded fragment. 
Next we consider StructgF· The formula VX"Y[• aV• o:(Y) VA] is guarded, since a 
is a guard, and A is not affected. Any quantification in which VX( • a VA) occurs 
remains guarded when it is replaced by a(y), because no new free variables are 
introduced. Quantifications inside A are not affected by this operation. 
For Skolemization note that every existential quantifier occurs either outside the 
scope of any \1'-quantifier, in that case it will be replaced by a constant, or in the 
A of a guarded formula VX( • a V A), where A does not contain any universal 
quantifiers. In this case the existential quantifier will be replaced by a functional 
term f(x), where x contains exactly the set of variables occurring in the guard. 
The result is a formula in which all universal quantifiers are guarded, and all 
functions are Skolem functions. They are either constants or contain all variables 
of the guarded quantification in which they occur. 
After that the formulae VX( • a VA) will be factored into guarded clauses 
and the result is a guarded clause set. Every non-ground functional term in an 
Ai is obtained by Skolemization, and contains exactly the free variables of a. 
This ensures that the literals in Ai are weakly covering, because every variable 
occurring in Ai occurs in a. 
Example 3. The guarded formula 
3x n(x) /\ Vy[a(x,y) ........ -, 3z < p(x,z) /\ (Vx a(x,z) _, (b(z,z) !\c(x,x))) >] 
is translated as follows: First (Na; NNF) results in 
3x n(x) /\Vy[• a(x,y) V\1'z <-, p(x,z) V (::Ix a(x, z) /\ (• b(z, z) V • c(x,x)) ) >]. 
After that StructgF results in the following set of formulae: 
::Ix[ n(x) /\ a(x)], \1'xy[• a(x, y) V-, o:(x) V ,6(x)], 
\1'xz[-. p(x, z) V-, /3(x) V (:Ix a(x, z) /\ (-, b(z, z) V..., c(x, x)) )]. 
Then Sk results in: 
n(c) /\ o:(c), \lxy[-, a(x, y) V-, o:(x) V ,6(x)], 
Vxz[-, p(x, z) V-, ,6(x) V (a(f(x, z), z) /\ (• b(z, z) V-, c(f(x, z), f(x, z)) ))]. 
Clausification produces: 
{n(c)} {a(c)} {-. a(X,Y),-, a(X),,B(X)} 
{ • p(X, Z),-. /3(X), a(f(X, Z), Z)} 
{-. p(X, Z),-. /3(X),-, b(Z, Z),-, c(f (X, Z), f(X, Z))} 
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6 The Resolution Strategy 
Now that we have transformed the guarded formulae into a guarded clause set, 
we can define the resolution strategy. The strategy is defined by the following 
order. In order to prove that it is a decision procedure we have to show that the 
set of clauses that can be derived is finite, and that the strategy is complete. 
Definition 12. We define the following order C on literals: (1) A C B if 
Vardepth(A) < Vardepth(B), or (2) AC B if Var(A) C Var(B). 
Note that the cases are not disjunctive. It is easily checked that C is an order on 
guarded clause sets, so every clause has maximal literals. If a clause c contains 
non-ground functional terms, then the literals with maximal Vardepth are max-
imal. Otherwise at least the guard is maximal. It is always the case that every 
maximal literal of a clause c contains all variables of c. 
Lemma 2. Let C be a finite set of guarded clauses. Let C be the set of clauses 
that can be derived from C by C -ordered resolution, and by unrestricted factor-
ization. Then: (1) Every clause in C is guarded. (2) Varnr(C) $ Varnr(C). (3) 
Vardepth(C) $ Vardepth(C). 
Proof. We use induction on the derivation. A clause in C is either a clause from 
C, derived by resolution, or derived by factorization. 
For initial clauses from C, the situation is trivial. 
Let c be obtained from two guarded clauses c1 and c2 by resolution. We show 
that (1) c is guarded, (2) Varnr(c) $ Varnr(c1) or Varnr(c) $ Varnr(c2), and 
that (3) Vardepth(c) $ Vardepth(c1) or Vardepth(c) $ Vardepth(c2). Write 
ci = {A1} U R1, c2 = {A2} U R2, where Ai and A2 are the complementary 
literals resolved upon. Let e be the mgu that was used. If both c1 and c2 are 
ground, then the result is immediate. If one of c1, c2 is ground, say c1, then 
A2e = Ai8 =Ai is ground, and R28 is ground, because Var(R2) ~ Var(A2). 
Because of this c must be ground. Then c is guarded, Vardepth(c) = -1, and 
Varnr(c) = 0. 
If both ci and c2 are non-ground, then let d be the maximum of Vardepth( c1) and 
Vardepth(c2). Let n be the maximum ofVarnr(c1) and Varnr(c2). By Theorem 1, 
Vardepth(A18) = Vardepth(A28) $ d, and Varnr(A18) = Varnr(A28) $ n. 
Since Vardepth(~) $ Vardepth(A), and Var(~) ~ Var(Ai), using Lemma 1, 
Vardepth(Rie) ::; Vardepth(Aie) and Var(~e) ~ Var(Aie). This together 
ensures that Vardepth(RiB U R28) $ d, and Varnr(R18 U R28) $ n. 
It remains to show that c is guarded. Using Theorem 1 and Theorem 3 it follows 
that every literal in ~e is weakly covering. 
We still have to show that for every B E c with Vardepth(B) > 1, it is 
the case that Var(B) = Var(c), and that c contains a negative literal G, s.t. 
Vardepth( G) = 1 and G contains all variables of c. 
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Assume without loss of generality that Vardepth(A1) S Vardepth(A2). If A2 is 
a guard of c2, then A1 is not a guard, because guards are negative. Because in 
that case Vardepth(A1) = Vardepth(A2 ) = 1, we can exchange c1 and c2. So we 
may assume that A2 is not a a guard, and Vardepth(A1) S Vardepth(A2). Let 
G be a guard of c2. We have GE R2. 
The mgu e has the property that for every variable X of c2, the result xe is 
either ground or a variable, because otherwise Theorem 1 would be violated. It 
follows easily that Ge contains all variables of R2e, and every literal Be E R2e 
with Vardepth(Be) > 1 contains all variables of Ge. 
Ge also contains all variables of R1e. Because Var(R1) ~ Var(A1) we have 
Var(R1e) ~ Var(A1e). From Var(A2) ~ Var(G) it follows that that Var(A28) = 
Var(A18) ~ Var(Ge). 
It remains to show that every literal Be in R18, with Vardepth(Be) > 1 con-
tains all variables of G8. If Vardepth(B8) > 1, then either Vardepth(B) > 1, or 
Vardepth(B) = 1, and a variable in B was replaced by a non-ground, functional 
term. In both cases Vardepth(A1) > 1 and Var(B8) = Var(A18) = Var(A28). 
Because of the property above of e it must be the case that Vardepth(A2) > 1. 
But then Var(A2) = Var(G) and Var(A28) = Var(Ge). 
Let c be obtained from ci by factorization. We show that (1) c is guarded, (2) 
Varnr(c):::; Varnr(c1), and (3) Vardepth(c) S Vardepth(c1). If c is ground then 
the situation is trivial, otherwise we have C1 = {Ai, A2 }UR, and c = {Ai e }uRe, 
where e is the mgu of Ai and A2. 
It is sufficient to show that for every variable X of c1, the result X 8 is either a 
variable or ground. 
We may assume that Vardepth(A1) S Vardepth(A2). By Theorem 1, Var-
depth(A28) S Vardepth(A2). This implies that at least for all variables in A2 
the result is a variable or ground. Now if Vardepth(A2) > 1, then A2 contains all 
variables of c1, and we are ready. Otherwise Vardepth(A1) = Vardepth(A2) = 1. 
In that case the desired property of e is immediate. 
It remains to show that the set of clauses is finite. For this we need: 
Lemma 3. 1. Let c be a non-ground factor of clause c1. Clause c contains no 
ground terms, which are not in c1 . 
2. Let c be a non-ground resolvent of clauses c1 and c2. Then c contains no 
ground terms, that are not in c1 or c2. 
3. Let c be a resolvent of c1 and c2, where c1 is ground, and c2 is non-ground. 
Then Depth(c) :::; Depth(c1) or Depth(c) S Depth(c2). 
4. Let c be a resolvent of c1 and c2, which are both ground. Then Depth(c) ::; 
Depth(c1), or Depth(c) :S: Depth(c2). 
Part (1) and (2) follow from Theorem 2. Part (3) and (4) are easily checked. 
Lemma 4. Let C be a finite set of guarded clauses. Let C be its closure under 
C.-ordered resolution, and factoring (unrestricted). Then C is finite in size. 
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Proof. The difficulty is that, although Vardepth(C) :$; Vardepth(C), and 
Varnr(C) :$; Varnr(C), we have no upper bound for the ground terms. 
Let Ong be the set of non-ground clauses in 0. Let Ong be the set of non-ground 
clauses that can be derived from Ong· (So, Ong is the total set of non-ground 
clauses that can be derived) 
It follows from Lemma 3 that Ong does not contain a ground term that is not 
in Ong. Hence 0 ng is finite in size. 
After that 0 can be obtained from Ong by deriving only ground clauses. It 
follows from Lemma 3, that C is finite in size. 
It remains to show the completeness. The order is non-liftable, i.e. does not 
satisfy Ac B => Ae c Be, for example we have: 
1. p(s(O), X) C p(O, s(X)) andp(X, s(O)) C p(s(X), 0). The substitution {X := 
O} results in a conflict. 
2. Also --i p(X, X) C -., q(X, Y) and -., q(X, X) c -., p(X, Y). The substitution 
{ X := Y} results in a conflict. 
The completeness proof is based on the resolution game ([Nivelle94], or 
[Nivelle95]). We need some technical preparation: A literal A is normal if variable 
Xi+1 occurs only after an occurrence of variable Xi. (When the literal is written 
in the standard notation. We assume a fixed enumeration of the variables). We 
write A for the normalization of A. Every literal A can be renamed into exactly 
one normal literal, called the normalization of A. If two literals are renamings 
of each other, they have the same normalization. 
Definition 13. Let e = {V1 := ti, ... , Vn := tn} be a substitution. The com-
plexity of e, written as #B equals #t1 + · · · + #tn. 
Theorem 5. Resolution, using C is complete for guarded clause sets. 
Proof Let 0 be an unsatisfiable guarded clause set. Let 0 be the set of clauses 
that can be obtained from C using c-ordered resolution, and C-ordered factor-
ing. We show that 0 must contain the empty clause. 
Write 0 = {c1, ... , en}. Let 81,i, ... , B1,1i, ... , Bn,i. ... , Bn,l,.. be a list of sub-
stitutions such that the set of clauses c1 B1,1, ... , c181,11 , ••• , CnBn,1, ... , Cn Bn,l,. 
is propositionally unsatisfiable. We have each li 2:: 0. We call this clause set the 
Herbrand set. 
First we annotate each clause in the Herbrand set with its representing clauses 
as follows: For each Ci = {Ai, ... , Ap} and substitution Bi,;, the set Ohb contains 
the clause 
{A1Bi,f A1, ... , ApBi,fAp}· 
The objects of the form a:A are called indexed literals. Extend the order C to 
indexed literals by (a: A) C (b: B) iff A C B. Then define the following resolution 
and factoring rule for indexed clause sets: 
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resolution From {a:Ai} U R1 and{-. a:A2} U R2 derive R18 U R28. 
factoring From {a:A1 , a:A2 } UR derive {a:Aie} U Re. 
In both cases e is the mgu. The result of 8 on an indexed literal b: B is defined 
as b: (Be). The literals resolved upon, and one of the literals factored upon must 
be maximal. 
Given this resolution and factoring rule, let Chb be the closure of Chb· It is clear 
that if we can prove that chb contains the empty clause, then c contains the 
empty clause. 
In order to do this define the following resolution game Q = (P, A,-<), and initial 
clause set Cg : 
- The set P of literals equals the set of literals that occur in the Herbrand set. 
- The initial indexed clause set Cg consists of the following indexed clauses: 
For each indexed clause {a1:A1, ... ,ap:Ap} in Chb, there is the following 
clause in Cg : 
{a1: (k, Ai), ... , ap: (k, Ap)}. 
Here k = #e, where e is the substitution that makes ai = Ai8· The 
Ai, ... ,~ are the normalizations of the Ai, ... , Ap· 
- The set C g is defined as Cg, but taking C hb as a starting point, instead of 
chb· 
- The set A of attributes is obtained from Cg as the set of (k, A), for which 
there is an indexed literal a: (k, A) in Cg. 
- The order-< is defined from: ai:(i1 ,C1)-< a2'.(i2,C2) if (1) ii< i2, or (2) 
i1 = h and (Varnr(C1) < Varnr(C2) or Vardepth(C1) < Vardepth(C2)). 
This completes the resolution game. 
If we can show that Cg contains the empty clause then we are done, since this 
implies that chb contains the empty clause. 
We show that Cg contains the empty clause by showing that it is a saturation 
of Cg, based on Q. 
Let c1 = {a:(ki,Ai)} U R1 and c2 = {-. a:(k2,A2)} U R2 be clauses in Cg, 
for which a:(k1,A1)} and-. a:(k2,A2) are maximal. Let di= {a:A1} U 81 and 
d2 = {• a:A2} U 82 be the clauses in Chb from which di and d2 originate. Then 
a: Ai and -. a: A2 must be maximal in di and d2. For if some literal in di would 
be larger, the corresponding literal in ci would also be larger, in c1, since all the 
k in the (k, B) of the indices are equal. The same is true for d2. Because of this 
di and d2 have a resolvent d. We must show that the clause c E Cg, resulting 
from d is a reduction of the resolvent of ci and c2. 
If one of the literals b:B from R1 is replaced by b:BE, (where Eis the mgu), 
then b:(k,B) can be replaced by b:(k',BE), where k' < k. The same is true for 
the literals from R2. This ensures that the result is a reduction. The situation 
in the case of factoring is analogous. 
The order C as we have defined it here is very basic, and it could be refined 
further to improve the efficiency. Every order c' :;::? C can be used to decide the 
guarded fragment. 
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7 Conclusions & Further Work 
We have shown that it is possible to effectively decide the guarded fragment by 
resolution. The proof that the resolution refinement is complete and terminating 
could be used as proof for the decidability of this fragment, but they offer more 
than that. They also define practical decision procedures, using refinements that 
are standard to the theorem proving community. 
Future work should be the comparison of the complexity of the procedures with 
the theoretical complexity results obtained in [Graedel97]. Also some solution 
should be found for transitivity axioms. Transitivity axioms are non-guarded, 
and it has been shown in [Graedel97] that adding transitivity axioms leads to 
undecidability. Nevertheless there are modal logics (S4, and K4) based on tran-
sitive frames, that are decidable. So it must be possible to combine some weaker 
version of the guarded fragment with transitivity. Another point to look at is 
back translation. As some people prefer to see proofs in modal logic, rather than 
proofs in first order logic, it is useful to look into possiblities of translating the 
proofs in the guarded fragment back to proofs in the modal logics. 
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