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Abstract
In mehreren Untersuchungen hat sich gezeigt,
dass sich die Wahrnehmung des eigenen Kör-
pers in einer virtuellen Umgebung positiv auf
die Wahrnehmung der gesamten Umgebung
auswirkt. Für diese Untersuchungen wurden
der Körper einer Person, oder Teile davon,
als animierter Avatar aus der Ego-Perspektive
dargestellt. Im Kontext der Informatikkonfe-
renz Informatics Inside 2014 an der Hoch-
schule Reutlingen soll in dieser Arbeit ei-
ne andere Möglichkeit der Darstellung unter-
sucht werden. In einer prototypischen Aug-
mented Virtuality Anwendung soll die vir-
tuelle Umgebung um realen Inhalten erwei-
tert werden. Es soll einer Person ermöglicht
werden, Teile ihres eigenen Körpers nicht als
Avatar, sondern auf Basis einer Kameraauf-
nahme als realistische Repräsentation wahr-
zunehmen. Die Arbeit beschreibt hierbei die
gesetzten Ziele, sowie Aufbau und Funktions-
weise der prototypischen Anwendung und de-
ren derzeitigen Stand.
Schlüsselwörter
Bildsegmentierung, Objekterkennung, Aug-
mented Virtuality, Selbstwahrnehmung, Head-
Mounted Display
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1 Einleitung
Neue Entwicklungen im Bereich der Head-
Mounted Displays öffnen den Bereich der
immersiven virtuellen Umgebungen für eine
breite Masse an Nutzern und Anwendungs-
szenarien. Produkte wie die von OculusVR1
entwickelte Oculus Rift stellen eine kosten-
günstige Möglichkeit dar, um interaktive, vir-
tuelle Umgebungen mit einem hohen Grad
an Immersion zu präsentieren. Ein Sichtfeld
mit weitem Blickwinkel und ohne erkennbare
Ränder, sowie Echtzeit-Headtracking ermög-
lichen es eine Person zu großen Teilen von
der realen Umgebung abzuschotten. Der Per-
son wird somit ein Eintauchen in die virtu-
elle Umgebung ermöglicht. Sie kann sich in
der virtuellen Welt umsehen und je nach ver-
wendetem Verfahren natürlich bewegen. Die
Abschottung von der Realität stellt jedoch zur
gleichen Zeit ein Hindernis dar, wenn es dar-
um geht in der virtuellen Welt zu interagieren.
Ein Grund dafür ist, dass eine Person nicht in
der Lage ist ihren eigenen Körper als Refe-
renz wahrzunehmen. Basierend auf der Aus-
sage von Gibson [4] geht Linkauger davon
aus, dass ein Mensch nicht seine Umgebung
wahrnimmt, sondern die Beziehung zwischen
sich selbst und seiner Umgebung [6, S.1]. Der
Grad an Immersion einer virtuellen Umge-
bung hängt also direkt von der Selbstwahrneh-
mung einer Person innerhalb dieser ab.
1Oculus VR: http://www.oculusvr.com/
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1.1 Verwandte Arbeiten
Die Darstellung des eigenen Körpers oder Tei-
len davon und die damit verbundenen Auswir-
kungen auf die Wahrnehmung einer virtuellen
Welt wurden in mehreren Experimenten un-
tersucht. Linkenauger et al. [6, S. 3] unter-
suchten den Einﬂuss der Größe eines Avat-
ars auf die Größenwahrnehmung von ande-
ren im Raum beﬁndlichen virtuellen Gegen-
ständen. Der Avatar war hierbei eine virtuelle
Hand- und Arm Repräsentation, deren Größe
in mehreren Versuchen angepasst wurde . Es
hat sich dabei gezeigt, dass die Größenwahr-
nehmung anderer virtueller Objekte direkt mit
der Größe des Avatars zusammenhingen. Aus
diesem Versuch und mehreren Kontrollver-
suchen wurde geschlossen, dass der eigene
Körper bzw. eine Repräsentation davon eine
Hauptrolle bei der Größenwahrnehmung von
virtuellen Objekten einnimmt [6, S. 8]. Die
Testpersonen assoziieren den Avatar demnach
als Körperteil und verwenden diesen als Re-
ferenz für die Größenerkennung. Eine weite-
re Versuchsreihe von Creem-Regehr et al. [2]
beschäftigt sich mit den Auswirkungen eines
Avatars auf die Abschätzung von Distanzen
in einer virtuellen Umgebung. Hierbei wur-
de festgestellt, dass Personen weniger Fehler
bei der Distanzabschätzung in einer virtuellen
Umgebung machen, wenn sie zuvor die Mög-
lichkeit hatten sich selbst als Avatar in einer
solchen Umgebung wahrzunehmen.
1.2 Zielsetzung
Basierend auf den Ergebnissen der Untersu-
chungen in Kapitel 1.1 soll geprüft werden,
in wie fern sich die Wahrnehmung einer Per-
son ändert, wenn statt den in diesen Experi-
menten verwendeten Avataren eine möglichst
realitätsnahe Darstellung des eigenen Körpers
in die virtuelle Umgebung integriert wird. Zu
diesem Zweck ist das Hauptziel dieser Arbeit
eine Möglichkeit zu erforschen, um es Perso-
nen zu ermöglichen, ihre eigenen Körperteile
innerhalb einer virtuellen Umgebung aus der
Ego-Perspektive direkt wahrzunehmen. An-
statt einen Avatar einzusetzen, welcher ledig-
lich die Bewegungen einer Person in die vir-
tuelle Welt überträgt, sollen bei diesem An-
satz die Körperteile einer Person von einer Ka-
mera erfasst werden und die virtuelle Umge-
bung soll mit diesen Bildern erweitert werden.
Die Annahme ist dabei, dass sich eine Per-
son durch eine realitätsnahe Darstellung des
eigenen Körpers noch besser mit dieser Dar-
stellung identiﬁzieren kann und dadurch die
Grenzen zwischen virtueller und realer Umge-
bung weiter verwischen. Dadurch soll ein hö-
herer Grad an Immersion erreicht werden.
2 Vorgehensweise
Basierend auf der Zielsetzung wurden zu-
nächst Anforderungen für eine Augmented
Virtuality Anwendung deﬁniert, durch die es
ermöglicht werden soll, Kameraaufnahmen
von ausgewählten realen Objekten in eine
virtuelle Umgebung zu integrieren. Im Fall
des Prototyps sollen dabei die Hände einer
Person aus einer Aufnahme aus der Ego-
Perspektive extrahiert und anschließend mit
der virtuellen Welt zu verschmolzen werden.
Neben dieser funktionellen Anforderung,
ist eine Hauptanforderungen eine hohe Per-
formanz, sowohl bei der hardwareseitigen
Umsetzung als auch bei der Verarbeitung
der Kameradaten. Dies ist notwendig, da
eine niedrige Bildwiederholungsrate und ein
damit verbundener Versatz zwischen einer
Bewegung und deren Darstellung sensorische
Konﬂikte hervorrufen oder verstärken kann.
Diese wirken sich negativ auf die Immersion
aus und können Symptome der Simulator-
krankheit auslösen [5, S. 50]. Des Weiteren
soll die Wahrnehmung des eigenen Körpers
nicht durch andere Objekte gestört werden,
weshalb eine weitere Anforderung ist, die
Verarbeitung der Kameradaten ohne die
Verwendung von Markern durchzuführen.
Gemäß den zuvor genannten Anforderungen
wurde eine prototypische Anwendung entwi-
ckelt, welche es dem Nutzer ermöglicht, sei-
ne Hände in einer virtuellen Umgebung wahr-
zunehmen. Dieser Prototyp teilt sich in ei-
ne Software- und eine Hardwarekomponente.
Es wurde daher zunächst nach geeigneter Ka-
merahardware, für die Verwendung in Kom-
bination mit dem Oculus Rift Development
Kit, gesucht. Interessante Kandidaten waren
28 InformaticsInside14
Abbildung 1: Verarbeitungsschritte der Anwendung
neben der für die Versuche verwendeten Logi-
tech C525, eine IDS UI-3240CP, eine VRmC-
16/C COB, die RGB Kamera aus dem Micro-
soft Kinect System sowie eine PS3 Eye Ka-
mera. Mit Ausnahme der PS3 Eye Kamera
verfügen alle diese Kameras über eine Auﬂö-
sung, die der Ausgabe der Oculus Rift nahe-
zu entspricht. Des weiteren weisen alle Kame-
ras eine hohe Bildwiederholungsrate von min-
destens 30Hz und bis zu 60Hz auf. Für den
Prototyp wurden mehrere Aufbauten, sowohl
mit einer Kamera als auch stereoskopisch, er-
stellt. Der in Abbildung 2 dargestellte Proto-
typ wurde hierbei die meiste Zeit während der
Entwicklung der Anwendung eingesetzt. Es
handelt sich um einen nicht stereoskopischen
Aufbau mit einer Logitech C525 Webcam, bei
dem das Kamerabild für die Ausgabe dupli-
ziert wurde. Die Kamera wurde wegen einer
hohen Bildwiederholungsrate sowie einer re-
lativ gut zur Ausgabe der Oculus Rift passen-
den Auﬂösung verwendet. Ein weiterer viel-
versprechender Ansatz für einen stereosko-
pischen Hardwareprototypen von Steptoe[7]
wurde erst gegen Ende der Entwicklungspha-
se gefunden und konnte daher in dieser Arbeit
nicht mehr betrachtet werden. Bei diesem An-
satz wurde eine Logitech C310 Kamera mit ei-
nem Weitwinkel Objektiv ausgerüstet, um das
große Sichtfeld der Ausgabe der Oculus Rift
schon bei der Aufnahme abdecken zu können.
Die prototypische Anwendung wurde mit Hil-
fe der Open Source Bibliotheken OpenCV2
und OpenGL3 als Plugin für die Unity4 Ent-
wicklungsumgebung entworfen. Das Ziel war
es hierbei eine Anwendung zu schaffen, wel-
che ein Objekt (im speziellen die Hände einer
Person) aus einer Aufnahme extrahiert und in-
nerhalb einer virtuellen Welt positioniert.
2OpenCV: http://opencv.org/
3OpenGL: http://www.opengl.org/
4Unity 3D: https://unity3d.com/
Abbildung 2: Hardware Prototyp: Oculus
Rift + Logitech C525
3 Funktionsweise der prototy-
pischen Anwendung
Abbildung 1 zeigt die einzelnen Verarbei-
tungsschritte, die verwendet werden, um
Objekte aus dem Kamerabild zu extrahieren
und diese in einer virtuellen Umgebung zu
platzieren. Im aktuellen Stand des Proto-
typs werden so die Hände einer Person in
einer virtuellen Umgebung dargestellt. Die
Vorverarbeitung erzeugt zunächst aus dem
Originalbild ein binäres Referenzbild auf
dessen Basis die Bildsegmentierung durchge-
führt wird. Zur Erzeugung des Referenzbild
wird ein doppeltes Schwellwertverfahren
angewendet, welches es erlaubt einen be-
stimmten Farbbereich zuzulassen oder diesen
auszuschließen. Das Verfahren wird dabei
auf den kompletten Farbraum eines Bildes
angewendet um einen möglichst genauen
Bereich deﬁnieren zu können. Es entstehen
dadurch sechs Grenzwerte die einzeln einge-
stellt werden können.
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Für ein Pixel an der Stelle i im RGB-Farbraum
funktioniert das Schwellwertverfahren fol-
gendermaßen:
Für jeden Farbwert R,G und B im Pixel wird
geprüft ob sich dieser innerhalb der vorgege-
benen Grenzwerte beﬁnden. Nur wenn dies
auf alle drei Farbwerte zutrifft, wird das Pixel
des Referenzbildes gesetzt (weiß). Ansonsten
bleibt dieses schwarz. Durch dieses Vorgehen
ﬁnden bei der Erzeugung des Referenzbildes
auch schon eine Vorsegmentierung statt,
bei der einige irrelevante Objekte durch die
eingestellten Schwellwerte ausgeblendet
werden. Zur Unterdrückung von Bildrauschen
wird auf das Binärbild anschließend noch
ein morphologisches Opening angewendet
[3, S. 179]. Diese Kombination von Erosion
und Dilatation glättet die Ränder der im
Binärbild gesetzten Bereiche und entfernt
einzelne gesetzte Pixel, welche meist durch
Bildrauschen entstanden sind.
Für die Segmentierung wurden zwei verschie-
dene Verfahren untersucht. Das erste ist die
markerbasierte Watershed Transformation.
Bei diesem Verfahren werden die Daten eines
Bildes als Höheninformationen interpretiert.
Markante Kanten bilden hierbei Berge und
farblich einheitliche Bereiche Täler. Der
Watershed Algorithmus [1, S. 295f] ﬂutet
anschließend diese Täler, bis nur noch die
Bergkämme erhalten bleiben, welche die
Täler umgeben. Diese deﬁnieren als soge-
nannte Wasserscheiden die Grenzen zwischen
verschiedenen Regionen im Bild. Da nied-
rigere Bergkämme teilweise auch überﬂutet
werden, werden mehrere ähnliche Regionen,
zu größeren Regionen zusammengefasst.
Dennoch entsteht bei der Watershed Transfor-
mation oftmals eine Übersegmentierung des
Bildes. Das bedeutet es werden zu viele kleine
Regionen ermittelt. Um dies zu vermeiden,
kann im Vorfeld deﬁniert werden, welche
Bereiche im Bild zusammengehören. Dies
wird mit sogenannten Markern gemacht, die
dem Watershed Algorithmus Anhaltspunkte
liefern, wie die Gebiete geﬂutet werden
sollen. Das im Vorfeld erzeugte Binärbild
stellt diese Marker zur Verfügung. Die Wa-
tershed Transformation ﬁndet also auf dem
Originalbild statt und verwendet dabei Infor-
mationen aus dem erzeugten Binärbild um
die Segmentierung zu optimieren. Das zweite
untersuchte Verfahren ist eine kantenbasierte
Segmentierung auf dem Binärbild mittels des
Canny Kantendetektors. Diese von Canny im
Jahr 1986 vorgestellte Methode [1, S. 151]
versucht aus möglichen Kanten Konturen zu
bilden. Es werden dabei alle in Frage kom-
menden Pixel auf einen unteren und einen
oberen Grenzwert hin überprüft. Sollte ein
Pixel über dem oberen Grenzwert liegen, so
wird es als Pixel einer Kante akzeptiert, liegt
es unter dem unteren Grenzwert wird es abge-
lehnt. Wenn das Pixel zwischen oberem und
unterem Grenzwert liegt, wird es akzeptiert
sofern es mit einem bereits akzeptierten Pixel
verbunden ist [1, S. 152]. Durch dieses Vorge-
hen entstehen Konturen, welche die einzelnen
Objekte im Bild umschließen. Bei Versuchen
in der Anwendung war es jedoch oft nicht
möglich geschlossene Konturen zu bilden
und die einzelnen Objekt zuverlässig zu tren-
nen. Die Resultate konnten zwar durch eine
weitere Anwendung von morphologischen
Operationen auf das Kantenbild verbessert
werden, jedoch war eine Segmentierung
mittels Canny Kantendetektor dennoch oft
zu instabil. Diese Instabilität führte dazu,
dass in der virtuellen Umgebung ﬂackernde
Hände dargestellt wurden, da diese manchmal
als Objekt erkannt wurden und manchmal
nicht. Die Segmentierung mittels der Canny
Methode spielte daher bei der Entwicklung
der Anwendung eine nachrangige Rolle.
Aus dem segmentierten Bild werden neben
der bereits bekannten Objektkontur weitere
Merkmale extrahiert. Dadurch wird es ermög-
licht irrelevante Objekte im nächsten Verar-
beitungsschritt herauszuﬁltern. Abbildung 3
zeigt die verschiedenen Merkmale, welche aus
dem Binärbild extrahiert wurden.
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Abbildung 3: Extraktion von Merkmalen erkannter Objekte
Das erste Merkmal ist das bounding rectangle.
Es stellt das minimale, nicht gedrehte Recht-
eck dar, welches die Kontur eines Objekts um-
schließt. Des Weiteren wird eine konvexe Hül-
le um das Objekt gezeichnet, welche es er-
möglicht die convexity defects (in Abbildung
3 als weiße Dreiecke dargestellt) zu bestim-
men. Diese Defekte deﬁnieren Bereiche zwi-
schen der Kontur eines Objekts und dessen
konvexer Hülle, welche beim Erzeugen dieser
Hülle nicht berücksichtigt wurden. Die De-
fekte werden durch drei Punkte beschrieben:
Startpunkt, Endpunkt und entfernter Punkt,
wobei letzterer den am weitesten von der kon-
vexen Hülle entfernten Punkt darstellt. Bei der
Bestimmung der convexity defects im Proto-
typ werden nur Defekte berücksichtigt, bei de-
nen der entfernte Punkt einen zuvor festgeleg-
ten Mindestabstand zur konvexen Hülle auf-
weist. Neben den genannten Merkmalen wird
zusätzlich die Fläche des Objekts bestimmt.
Anhand dieser Merkmale werden Filter an-
gewendet, die irrelevante Objekte entfernen.
Es werden nur Objekte zugelassen, deren Flä-
che sich innerhalb eines vorher deﬁnierten
Bereichs beﬁndet. Außerdem werden Objekte
bezüglich der Anzahl der vorhandenen conve-
xity defects aussortiert. Bei einer gespreizten
Hand wie in Abbildung 3 werden beispiels-
weise sechs Defekte erwartet. Jeweils einer
an den Außenseiten von Daumen und kleinem
Finger und weitere vier zwischen den Fingern.
Für diesen Fall könnte also ein Bereich für er-
laubte Defekte von beispielsweise 6±2 fest-
gelegt werden (erwartete Defekte± Toleranz).
Alle Objekte, mit einer anderen Anzahl an De-
fekten würden entfernt. Verbleibende Objek-
te werden einzeln aus dem Kamerabild extra-
hiert, wobei das bounding rectangle die Be-
grenzung des einzelnen Objekts darstellt. Die
Objekte werden dann in einem neuen Bild,
welches dem Format der Ausgabe entspricht,
neu positioniert.
31InformaticsInside14
Die Neupositionierung ist notwendig, da das
Kamerabild und das Ausgabebild nicht das
exakt gleiche Format aufweisen. Die Objekte
werden daher im Bezug zu ihrer Originalposi-
tion im Kamerabild und zu der Größe der Aus-
gabe an einer neuen Position im Ausgabebild
platziert. Dadurch wird sichergestellt, dass ei-
ne Person, die beispielsweise ihre Hand an
den Rand des Kamerasichtfeldes bewegt, die-
se auch in der virtuellen Umgebung am Rand
des dortigen Sichtfeldes wahrnimmt.
4 Derzeitiger Stand
Der derzeitige Stand der entwickelten An-
wendung erlaubt einer Person ihre Hände
innerhalb einer virtuellen Umgebung so
wahrzunehmen, wie sie es auch in einer
realen Umgebung tun könnte. Das bedeutet,
es werden nicht nur ihre Bewegungen auf
einen Avatar übertragen, sondern sie sieht ihre
Hände mit eigener Hautfarbe und sonstigen
eventuellen Besonderheiten.
Da der Prototyp zurzeit noch nicht über eine
zuverlässige Klassiﬁzierung der extrahierten
Objekte verfügt, sondern lediglich einige irre-
levante Objekte anhand bestimmter Merkmale
und gesetzter Regeln herausﬁltert, ist die An-
zahl von false-positives bei einem komplexen
Hintergrund teilweise noch sehr hoch. Dies
führt dazu, dass die Anwendung bisher nur
vor einfachen Hintergründen, bei der sich die
Hände der Person klar abheben, zuverlässig
funktioniert. Ein weiteres Problem beim
derzeitigen Stand ist, dass die extrahierten
Objekte in ihrer Größe bisher lediglich von
der Kameraaufnahme, genauer von ihrer Ent-
fernung zur Kamera und dem Sichtwinkel der
Kamera, abhängen und noch keinen Bezug
zur Größe der anderen virtuellen Objekte
innerhalb der virtuellen Umgebung haben.
Dadurch werden die Objekte zwar im Bezug
zur Bewegung einer Person korrekt skaliert,
können aber gemäß den Untersuchungen von
Creem-Regehr [2] zu einer falschen Größen-
abschätzung innerhalb der virtuellen Welt
führen. Obwohl diesem Effekt durch einen
möglichst gleichen Sichtwinkel zwischen
Kamera und Ausgabegerät entgegengewirkt
wird, muss zukünftig dafür Sorge getragen
werden, dass die extrahierten Objekte ähnlich
der in Abschnitt 3 beschriebenen Neuposi-
tionierung auch zusätzlich im Bezug auf den
Maßstab der virtuellen Welt skaliert werden.
Abbildung 4: Reale Hand in einer virtuel-
len Umgebung
Im bisherigen Prototyp werden auch noch
keine 3D Positionsdaten zu den erkannten
Objekten ermittelt. Dies führt dazu, dass die
Objekte in der virtuellen Umgebung lediglich
als Ebene integriert werden. Ein Eindruck von
dreidimensionaler Tiefe entsteht daher bisher
nur durch die Entfernung der Objekte (im Fall
des Prototyps, der Hände) zu der Kamera und
der damit verbunden Größenänderung. Zwar
entsteht hierbei, vor allem bei stereoskopi-
schen Aufnahmen, auch schon eine gewisse
Tiefenwahrnehmung, allerdings ist die 3D
Position eines Objektes darüber hinaus auch
essentiell für eine mögliche Interaktion mit
virtuellen Objekten.
Eine Untersuchung über die Auswirkung
auf die Selbstwahrnehmung und damit ver-
bunden auf die Wahrnehmung der virtuellen
Umgebung konnte aufgrund der dargestellten
Probleme mit der bisherigen Anwendung
noch nicht durchgeführt werden.
5 Ausblick
Zum derzeitigen Stand der Entwicklung des
Prototyps ist es einer Person nicht möglich
mit der virtuellen Umgebung zu interagieren.
Weiterhin können die Parameter für Segmen-
tierung und Objekterkennung bisher nur ma-
nuell und nur für eine Art von Objekten fest-
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gelegt werden. Um einen Vergleich mit an-
deren Verfahren zu ermöglichen ist geplant
den Prototyp an mehreren Punkten zu überar-
beiten. Zunächst soll der Hardwareaufbau so
erweitert werden, dass eine Bestimmung der
3D Position extrahierter Objekte und damit ei-
ne Interaktion mit der virtuellen Umgebung
möglich wird. Als Basis wird dafür ein ste-
reoskopischer Aufbau der Hardware, wie von
Steptoe [7] beschrieben, untersucht. Des Wei-
teren müssen die Objekterkennungsmethoden
überarbeitet werden. Das bedeutet zum einen,
dass weitere Merkmale für verschiedene Ob-
jekte bestimmt werden müssen. Zum ande-
ren müssen die bisherigen Filter durch Ver-
fahren zur Objektklassiﬁzierung ersetzt wer-
den. Der Hauptaugenmerk liegt hierbei auf
einer Verbesserung der Erkennung von Ob-
jekten vor komplexen Hintergründen und auf
der Erkennung mehrerer Objekte verschiede-
nen Typs (beispielsweise Hände, Beine, Tor-
so). Es werden dafür verschiedene Verfahren
zum überwachten und nicht überwachten ma-
schinellen Lernen untersucht. Anschließend
sollen Untersuchungen durchgeführt werden,
um festzustellen, inwiefern Unterschiede bei
der Selbstwahrnehmung bestehen, wenn ohne
Avatar, mit einem animiertem Avatar oder mit
dem hier vorgestellten Ansatz gearbeitet wird.
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