We consider a price-maker company which generates electricity and sells it in the spot market. The company can increase its level of installed power by irreversible installations of solar panels. In absence of the company's economic activities, the spot electricity price evolves as an Ornstein-Uhlenbeck process, and therefore it has a mean-reverting behavior. The current level of the company's installed power has a permanent impact on the electricity price and affects its mean-reversion level. The company aims at maximizing the total expected profits from selling electricity in the market, net of the total expected proportional costs of installation. This problem is modeled as a two-dimensional degenerate singular stochastic control problem in which the installation strategy is identified as the company's control variable. We follow a guess-and-verify approach to solve the problem. We find that the optimal installation strategy is triggered by a curve which separates the waiting region, where it is not optimal to install additional panels, and the installation region, where it is. Such a curve depends on the current level of the company's installed power, and is the unique strictly increasing function which solves a first-order ordinary differential equation (ODE). Finally, our study is complemented by a numerical analysis of the dependency of the optimal installation strategy on the model's parameters.
Introduction
This paper proposes a model in which a company can increase its current electricity production by irreversible investments in solar panels, while maximizing net profits. Irreversible investment problems have been widely studied in the context of real options and optimal capacity expansion. Related models in the economics literature are, for example, [6] and the monography [16] . Other relevant papers appearing in the mathematical literature are [1, 13, 15, 18, 19, 21, 30, 33, 34, 36] , among many others.
We consider an infinitely-lived profit maximizing company which is a large player in the market. The company can install solar panels in order to increase its production level of electricity up to a given maximum level. The electricity generated will immediately be sold in the market, and while installing additional panels, the company incurs constant proportional costs. As it is assumed that the company is a large market player, its activities have an impact on the electricity price. In particular, we assume that the long-term electricity price level is negatively affected by the current level of installed power; that is, the electricity price will tend to move towards a lower price level if the electricity production is increased. Therefore, the company has to install solar panels carefully in order to avoid permanently low electricity prices which clearly decrease the marginal profits from selling electricity in the market.
The mathematical formulation of the model leads to a two-dimensional degenerate singular stochastic control problem (see, for example, [25, 26, 28] as early contributions) whose components are the electricity price and the current level of installed power which is purely controlled. To the best of our knowledge, this paper is the first which provides the complete explicit solution to a two-dimensional degenerate singular stochastic control problem in which the drift of one component of the state process (the electricity price) is linearly affected by the monotone process giving the cumulative amount of control (the level of installed power). In our model the electricity price evolves as an Ornstein-Uhlenbeck process, and dealing with such a process makes the problem more difficult in comparison to, for example, a geometric Brownian motion setting, due to the unhandy and non-explicit expressions of the fundamental solutions of the second-order ordinary differential equation involving the infinitesimal generator of the underlying Ornstein-Uhlenbeck process. It is worth noticing that our mathematical formulation shares similarities with the recent article [17] in which a central bank can choose a control of bounded variation for managing the inflation. The methodology and results of [17] are indeed different with respect to ours: in fact, in that paper the authors provide a theoretical study of the structure and regularity of the value function using viscosity theory and free-boundary analysis, but do not construct an explicit solution, as instead we do.
Price impact models have gained the interest of many researchers in recent years. Some of these works are also formulated as a singular stochastic control problem and study questions of optimal execution: [4] and [5] take into account a multiplicative and transient price impact, whereas [24] considers an exponential parametrization in a geometric Brownian motion setting allowing for a permanent price impact. Also, a price impact model working with singular stochastic controls has been studied by [2] , motivated by an irreversible capital accumulation problem with permanent price impact, and by [20] , in which the authors consider an extraction problem with Ornstein-Uhlenbeck dynamics and transient price impact. In all of the aforementioned papers on price impact models dealing with singular stochastic controls [2, 4, 5, 20, 24] , the agents' actions can lead to an immediate jump in the underlying price process, whereas in our setting, it cannot. Finally, [11, 12] show how to incorporate a market impact due to cross-border trading in electricity markets, and [35] models the price impact of wind electricity production on power prices.
In our model the firm's installation strategy is represented by an increasing control, possibly non-absolutely continuous, and we take into account a running payoff function which depends linearly on the level of installed power and on the electricity price. Following an educated guess for a classical solution to the associated Hamilton-Jacobi-Bellman (HJB) equation, and imposing C 2,1 −regularity of the value function, we show that the optimal installation rule is triggered by a threshold which is a function of the current level of installed power, and we provide a closed-form expression of the value function. The threshold, also called free boundary, uniquely solves an ordinary differential equation (ODE) for which we implement a numerical solution. Then, we characterize the geometry of the waiting and installation regions. We show that the optimal installation strategy is such that the company keeps the state process inside the waiting region. In particular, the state process is pushed towards the free boundary by installing a block of solar panels immediately, if the initial electricity price is above the critical threshold (if the maximum level of installed power, that the company is able to reach, is not sufficiently high, the company will immediately install the maximum number of panels). Thereafter, the joint process will be reflected along the free boundary. The construction of the reflected diffusion relies on ideas in [14] that are based on the transformation of probability measures in the spirit of Girsanov. The uniqueness of the optimal diffusion process then follows by the global Lipschitz continuity of our free boundary. Our results are finally complemented by a numerical discussion of the dependency on the model parameters. We find, for example, that a higher mean-reversion level of the fundamental price process leads to a quicker installation of solar panels.
From the modeling point of view, it is common in the literature to represent electricity prices via a mean-reverting behavior, and to include (jump) terms to incorporate seasonal fluctuations and daily spikes, cf. [8, 10, 22, 37] among others. Here, we do not represent the spikes and seasonal fluctuations, with the following justification: the installation time of solar panels usually takes several days or weeks, which makes the company indifferent to daily or weekly spikes. Also, the high lifespan of solar panels and the underlying infinite time horizon setting allow us to neglect the seasonal patterns. We therefore assume that the fundamental electricity price has solely a mean-reverting behavior, and evolves according to an Ornstein-Uhlenbeck process 1 . We are also neglecting the stochastic and seasonal effects of solar production. In fact, solar panels obviously do not produce power during the night, produce less in winter than in summer (these two effects could be covered via a deterministic seasonal component), and also produce less when it is cloudy (this should be modeled with a stochastic process). Since here we are interested in a long-term optimal behaviour, we interpret the average electricity produced in a generic unit of time as proportional to the installed power. All of this can be mathematically justified if we interpret our fundamental price to be, for example, a weekly average price as e.g. in [9, 23] , who used this representation exactly to get rid of daily and weekly seasonalities.
The rest of the paper is organized as follows. In Section 2 we introduce the setting and formulate the problem. In Section 3 we provide preliminary results and a Verification Theorem. Then, in Section 4 we derive a characterization of the free boundary via an ODE, and the explicit solution is constructed. Finally, Section 5 provides a numerical implementation, and studies the dependency of the free boundary with respect to the model parameters.
Model and Problem Formulation
Let (Ω, F, F := (F t ) t≥0 , P) be a filtered probability space with a filtration F satisfying the usual conditions, and carrying a standard one-dimensional F-Brownian motion W .
We consider an infinitely-lived company which installs solar panels and sells the electricity produced by those panels instantaneously in the spot market. In absence of the company's economic activities, the fundamental electricity price (X x t ) t≥0 evolves stochastically according to an Ornstein-Uhlenbeck dynamics
for some constants µ ∈ R and κ, σ > 0.
The level of installed power can be increased at constant proportional cost c ≥ 0 due to the installation costs of panels. It is assumed that the firm cannot reduce the number of solar panels, thus the installation is irreversible. The current level of installed power is described by the process (Y y,I t ) t≥0 , which is given by
where the initial level of installed power is denoted by y ≥ 0, and I t is identified as the company's control variable: it is an F-adapted nonnegative and increasing càdlàg process I = (I t ) t≥0 , where I t represents the total power installed within the interval [0, t]. In the following, (I t ) t≥0 is also referred to as the installation strategy. Moreover, we assume that the level of installed power cannot exceed a givenȳ ∈ [y, ∞) since, for example, only a finite number of solar panels can be installed. The set of admissible installation strategies is therefore defined as
We write Iȳ(y) in order to stress the dependency on both the initial level of installed power y and the maximum possible levelȳ.
We assume that the current level of electricity production, which is proportional to Y y,I t , affects the electricity market price. In particular, when following an installation strategy I ∈ Iȳ(y), the mean level of the market price X is instantaneously reduced at time t by βY y,I t , for some β > 0, and the spot price X x,y,I thus evolves as
The company aims at maximizing the total expected profits from selling electricity in the market, net of the total expected costs of installation. That is, the company aims at determining
where for any I ∈ Iȳ(y)
In (2.5), the parameter α is the proportional factor between the average electricity produced in a generic unit of time and the current level of installed power. Thus, the running gain αX x,y,I t Y y,I t can be viewed as a weekly-averaged revenue deriving from solar production, here represented in continuous time as the life span of a typical solar panel is of several years.
For the sake of simplicity, we set α = 1 in the following. In fact, the problem of finding an optimal control I ∈ Iȳ(y) in (2.5) does not change for α > 0 upon introducing a new cost factorc = c α .
A Verification Theorem
The aim of this section is to provide a verification theorem which characterizes the solution to our problem.
A non-installation strategy is denoted by the function I 0 ≡ 0, and we indicate the electricity price process implied by I 0 by (X x,y t ) t≥0 , that is X x,y t ≡ X x,y,I 0 t . Then, the expected profits of the firm following a non-installation strategy is described by the function R :
The following preliminary result provides a growth condition and a monotonicity property of the value function V , and its connection to the function R. The proof of the proposition can be found in the appendix. In a next step we derive the Hamilton-Jacobi-Bellman (HJB), a particular partial differential equation which characterizes the solution to our problem.
For given and fixed y ≥ 0, let L y be the infinitesimal generator of the diffusion X x,y given by the second order differential operator
The HJB equation, for singular control problems as this one, follows this heuristic argument. At time zero, the firm has two possible options: either it waits for a short time period ∆t, in which the firm does not install additional panels and gains running profits from selling y units of electricity in the market, or it can install solar panels immediately in order to increase its level of installed power. After each of these actions the firm behaves optimally. Suppose that the firm follows the first action. Since this action is not necessarily optimal, it is associated to the inequality
Employing Itô's formula to the last term of the right-hand side of (3.4), dividing by ∆t, and then letting ∆t → 0, we obtain
Now, suppose the firm follows the second option, i.e. to increase its level of installed power by ε > 0 units and then to continue optimally. This action is associated to With reference to (3.5), we introduce the waiting region
where we expect not to be optimal to install additional solar panels, and the installation region
where we expect it to be.
We move on by proving a Verification Theorem. It shows that an appropriate solution to the HJB equation (3.5) identifies with the value function, if an admissible installation strategy exists which keeps the state process (X, Y ) inside the waiting region W with minimal effort, i.e. by increasing the level of installed power whenever (X, Y ) enters the installation region I. Here, we have denoted by W the closure of W. 
and I is optimal; that is, V (x, y) = J (x, y, I ).
Proof. Since we have w(x,ȳ) = R(x,ȳ) = V (x,ȳ) by assumption, we let y <ȳ. In a first step, we prove that w ≥ v on R × [0,ȳ), and then in a second step, we show that w ≤ v on R × [0,ȳ) and the optimality of I satisfying (3.9) and (3.10).
Step 1. Let (x, y) ∈ R × [0,ȳ) be given and fixed, and I ∈ Iȳ(y). For N > 0 we set
In the following, we write ∆I s := I s − I s− , s ≥ 0, and I c denotes the continuous part of I ∈ Iȳ(y). By an application of Itô's formula, we have upon noticing that t → X x,y,I t is continuous almost surely for any I ∈ Iȳ(y). Now, we find
which substituted back into (3.11) gives the equivalence e −ρs dI s on both sides of (3.11). Since w satisfies (3.5) and (3.8) , by taking expectations on both sides of the latter equation, and using that
In order to apply the dominated convergence theorem in (3.12), we notice on the one hand that X x,y,I t ≤ X x t P-a.s. for all t ≥ 0, and therefore that
Now, we find that P-a.s. 14) and the first expression on the right-hand side of (3.14) is integrable by (B-4). On the other hand, so to take care of the expectation on the right-hand side of (3.12), we employ again (3.13) to get for some constant
where we have used Hölder's inequality in the last step. As for the last expectation in (3.15), observe that by Itô's formula we find
Then, by an application of the Burkholder-Davis-Gundy inequality (cf. Theorem 3.28 in [27] ), we find that
for some constant C 2 > 0. Then, since standard calculations show that E |X x u | q ≤C(1+|x| q ) for q ∈ {1, 2} and someC > 0, we obtain from (3.16) and (3.17)
for some constant C 3 > 0, and therefore, it follows with (3.15) 
Hence, we can invoke the dominated convergence theorem in order to take limits as R → ∞ and then as N → ∞, so to get
Step 2. Let I ∈ Iȳ(y) satisfying (3.9) and (3.10), and τ R,N :
Employing the same arguments as in Step 1 all the inequalities become equalities and we obtain
Now, because I is admissible and upon employing (3.8) and (3.19) , we proceed as in Step 1 , and take limits as
Constructing an Optimal Solution to the Installation Problem
In this section, we first construct a candidate value function and a candidate optimal strategy. Then, we move on by verifying their optimality.
We make the guess that there exists an injective function F : [0,ȳ] → R, called the free boundary which separates the waiting region W and the installation region I, such that Recall (3.1). It is straightforward to check that a particular solution to (4.3) is given by the function R. Moreover, the homogeneous differential equation
admits two fundamental strictly positive solutions (see pp. 18-19 of [7] ). These are given by φ(x + βy) and ψ(x + βy), with φ(·) strictly decreasing and ψ(·) strictly increasing, cf. Lemma A.1-(1), (5) . Therefore our candidate value function w takes the form
for some functions A, B : [0,ȳ] → R to be found. Notice that, for y ≥ 0 be given and fixed, φ(x + βy) grows to +∞ exponentially fast whenever x ↓ −∞, cf. Appendix 1 in [7] . In light of the linear growth of V , see Proposition 3.1, and the structure of the waiting region W, cf. We move on to derive equations that characterize the function A and the free boundary F . With reference to (3.7), for all (x, y) ∈ I, w should instead satisfy
Now, we impose the so-called Smooth Fit condition, i.e. we suppose that w ∈ C 2,1 (R × [0,ȳ]), and therefore by (4.6),(4.7) and (4.8), w should satisfy
Notice that the derivatives of R can be easily obtained from (3.1), which gives
, and R xy (x, y) = (ρ + κ) −1 .
The following lemma provides essential properties of the function A and a lower bound for F that are needed for results of Section 4.1 and Section 4.2. Its proof can be found in the appendix.
Lemma 4.1. The function A is strictly positive and strictly decreasing. Moreover, A admits the representation
and we have
4.1. The Free Boundary: Existence and Characterization. For the sake of simplicity, we introduce the functionF for a substitution, that is
We aim to prove the existence and a monotonicity property ofF , so to draw the implications for F after. We have
Notice thatR
. From now on, we will often use the functions Q k : R → R, k ∈ N 0 , and their first derivatives, given by SubstitutingF for F in both (4.9) and (4.10), and solving for A and A , gives
, (4.15) and
. Due to (4.15) and (4.17), we must have that there exists a pointx =F (ȳ) ∈ R solving
. Now, the proof is a slight modification of the proof of Lemma 4.4 in [20] upon adjusting the cost factor in [20] 
Differentiating (4.15), we find
where P : R 3 → R is given by Letting N :
we obtain from (4.21) the ODEF (y) = G(y,F (y)), (4.23) with boundary conditionF (ȳ) =x, cf. Lemma 4.2, and where G :
The next goal is to prove that the ODE (4.23) admits a unique solutionF on [0,ȳ] such thatF (y) ≥ β. As a preliminary result we show that the previous property holds atȳ, that is G(ȳ,x) > β. Proof. Recall the function H from (4.18) which is such that H(F (ȳ)) = 0. Thereforeȳ satisfies
We get from (4.20) and (4.26) that 
4.2.
The Optimal Strategy and the Value Function: Verification. In the following, the initial price level at which the company starts to install solar panels is denoted by x 0 := F (0), and we definex :=x − βȳ. Since F is strictly increasing, its inverse function exists on [x 0 ,x] and is denoted by F −1 .
We divide the (candidate) installation region I into An optimal installation strategy can be described as follows: in W (cf. (4.1) ), that is if the current price x is sufficiently low such that x < F (y), then the company does not increase the level of installed power. Whenever the price crosses F (y), then the company makes infinitesimal installations so to keep the state process (X, Y ) inside W. Conversely, if the current price x is sufficiently large such that x ≥ F (y) (i.e. in I, cf. (4.2)), then the company makes an instantaneous lump sum installation. In particular, on the one hand, whenever the maximum level of installed powerȳ, that the firm is able to reach, is sufficiently high (that is (x, y) ∈ I 1 ), then the company pushes the state process (X, Y ) immediately to the locus of points {(x, y) ∈ R × [0,ȳ] : x = F (y)} in direction (0, 1), so to increase the level of installed power by F −1 (x) − y units. The associated payoff to this action is then the difference of the continuation value starting from the new state (x, F −1 (x)) and the costs associated to the installation of additional solar panels, that is c(F −1 (x) − y). On the other hand, whenever the firm has to restrict its actions due to the upper boundȳ (that is (x, y) ∈ I 2 ), then the company immediately installs the maximum number of panels, so to increase the level of installed power up toȳ units, and the associated payoff to such a strategy is R(x,ȳ) − c(ȳ − y).
In light of the previous discussion, we now define our candidate value function w :
(4.29)
The next two results verify that w is a classical solution to the HJB equation (3.5).
Lemma 4.6. The function w is C 2,1 (R × [0,ȳ]).
Proof. In the following, we denote by Int(·) the interior of a set. Clearly, by (4.29) it holds for all (x, y) ∈ Int(W) that To evaluate w x , w xx and w y inside I 1 , we need some more work. We find for all (x, y) ∈ Int(I 1 )
where we have used (4.9) in (4.34), and (4.10) in (4.35) . Notice that the functions A, F −1 , ψ, ψ , R y and R x are continuous. The previous equations and (4.9) easily provide the continuity of the derivatives on R × {ȳ}. Letting (x n , y n ) n ⊂ I 1 be any sequence converging to (F (y), y), y ∈ [0,ȳ), we find the required continuity results along W∩I 1 upon employing (4.9). Moreover, the boundary condition, cf. Proof. Lemma 4.6 guarantees the claimed regularity of w. Moreover, from (4.29) we see that w(x,ȳ) = R(x,ȳ) since A(ȳ) = 0, and by construction, we clearly have L y w(x, y) − ρw(x, y) + xy = 0 for all (x, y) ∈ W, and w y (x, y) − c = 0 for all (x, y) ∈ I 1 ∪ I 2 . We prove the inequalities L y w(x, y) − ρw(x, y) + xy ≤ 0 for all (x, y) ∈ I, and w y (x, y) − c ≤ 0 for all (x, y) ∈ W, in the following three steps separately. It is worth to bear in mind that R x (x, y) = y ρ+κ by (3.1). Step 1. Let (x, y) ∈ I 1 be fixed. From the second line of (4.29), (4.34) and (4.35), we find where we have employed that w(x, F −1 (x)) solves
For any (x, y) ∈ I 1 , we have x ≥ F (y) implying F −1 (x) ≥ y because F , and hence F −1 , is strictly increasing, cf. Corollary 4.5. Thus, in order to show that (4.38) is negative on I 1 , it suffices to prove that the function
is negative for any x ∈ [x 0 ,x]. This can be accomplished in the same way as in Step 2 in the proof of Proposition 4.4. Due to the regularity of w, we can use (4.34), and the fact that A(F −1 (x)) = A(ȳ) = 0, to obtain
where the inequality holds by (4.12) with y =ȳ. Taking the total derivative of Z(x, F −1 (x)) with respect to x gives
where we have employed: w xy (x, F −1 (x)) = 0, cf. (4.8), for the first equality, and (4.11) for the last equality (after rearranging terms). Now, suppose that there exists a point x ∈ [x 0 ,x) such that Z(x , F −1 (x )) = 0. It follows from (4.39), together with (4.11) and (4.34), that (x , F −1 (x )) satisfies
.
(4.42)
Then, exploiting the latter, one can find with (4.41) that
after using (A-4) with k = 0, 1, 2, and some simple algebra. We conclude from both (4.40) and (4.43) that there cannot exist a point x ∈ [x 0 ,x) such that Z(x , F −1 (x )) = 0. Therefore, we have L y w(x, y) − ρw(x, y) + xy ≤ 0 for all (x, y) ∈ I 1 .
Step 2. For all (x, y) ∈ I 2 we find from the third line of (4.29) and (4.33)
where we have used that R(x,ȳ) solves LȳR(x,ȳ) − ρR(x,ȳ) + xȳ = 0 for the second equality, x ≥x for any (x, y) ∈ I 2 for the first inequality, and (4.12) with y =ȳ and F (ȳ) =x for the last inequality. where the inequality is due to (4.44) and the fact that Q 0 is (strictly) positive. Since ψ (·) ψ (·) is increasing by Lemma A.1-(3), and A(y) is positive for all y ∈ [0,ȳ] by Lemma 4.1, we have for all x ≤ F (y)
where we have employed (4.45) for the last inequality. Thus, we have S xx (x, y) < 0, and therefore S x (x, y) > 0 for all (x, y) ∈ W. This completes the proof.
We conclude that w identifies with the value function. 
46)
with increasing K, and starting point (X 0 , K 0 ) = (x, 0). Then, the function w identifies with the value function V from (2.4), and the optimal installation strategy, denoted by I , is given by Proof. To prove the claim, we aim at applying Theorem 3.2. We already know that w ∈ C 2,1 (R × [0,ȳ]) is a solution to the HJB equation (3.5) by Proposition 4.7. Moreover, the function w satisfies the growth condition in (3.8) upon exploiting the facts that A is continuous, ψ is continuous and increasing, and |R(x, y)| ≤ K 1+|x| for any y ∈ [0,ȳ] and some constant K > 0. In a next step, we show the existence of (X, K) satisfying the stochastic differential equation (4.46). To do so, we borrow ideas from [14] , cf. Section 5 therein. We let Q be a probability measure on a filtered probability space (Ω,F, (F t ) t≥0 ) with a filtration (F t ) t≥0 satisfying the usual conditions, and B be a (F t ) t≥0 -Brownian motion under Q. Define the processes (X, K) such that
with starting point (X 0 , K 0 ) = (x, 0), and whereF −1 is such that
(4.50)
Notice that the pair (X, K) satisfies
for any t ≤ τ . Since K is increasing and K t ≤ȳ − (y + ∆) for any t ≤ τ , we apply Girsanov's Theorem (cf. Section 3.5 in [27] ), so to obtain an equivalent probability measure P with respect to Q such that for any T > 0
is the σ-algebra generated by B, and F B = F B ∞ . The pair (X, K) constructed in this way is a weak solution to (4.46). We will prove in the following that (X, K) is pathwise unique, hence a strong solution. Recall (4.23) and (4.24) . Corollary (4.5) implies
because of the continuity of the functions N and D, and the fact that
which is due to Lemma 4.3, Proposition 4.4 and Lemma A.2. Therefore,F −1 is (globally) Lipschitz continuous. Now, fix ω ∈ Ω, and let (X,K) and (X,K) be two solutions of (4.46). The (global) Lipschitz continuity ofF −1 and the second line of (4.46) imply for some constant C 0 > 0. Then, again with the second line of (4.46) and (4.51), we find for some constant C 1 > 0 the estimate
where || · || denotes the euclidean norm in R 2 . Now, Grönwall's inequality yields
upon recalling that t → X t is continuous for any solution of (4.46). Thus, by (4.53), pathwise uniqueness holds, and (4.46) admits a unique strong solution.
Finally, since I from (4.47) satisfies (3.9) and (3.10), we conclude that w identifies with V , and I is an optimal installation strategy by Theorem 3.2.
Numerical Implementation
The ordinary differential equation (4.23) cannot be solved analytically, but we are able to solve it numerically with MATLAB. Figure 1 displays a plot of the inverse of the free boundary F with three different values for the drift coefficient µ. In particular we take those parameters' values as given in Table 1 The dashed sloped red line is a plot of the inverse of the function M : [0, ∞) → (−∞, µ] given by M (y) := µ−βy (to which we shall refer as "line of means"). The function M provides the underlying mean-reversion level of the process X x,y depending on the level of installed power y. Figures 1(a), 1(b) and 1(c) show three different scenarios. The red line can lie entirely to the left or to the right of F −1 (see Figure 1 (a) and Figure 1(c) ), or it can intersect F −1 (see Figure 1(b) ). Notice that the position of the current mean reversion level in fact influences the expected time of the next action: if the red line is entirely to the left of F −1 (i.e. the current mean reversion level is below F (y) for any y ∈ [0,ȳ]), then the electricity price tends to move towards the line of means and therefore to stay below the firm's threshold, at which it starts to undertake the installation of additional solar panels. Conversely, the electricity price tends to move above the firm's threshold F (y) for some y ∈ [0,ȳ], if the red line intersects or lies in the installation region I. Such a case in turn implies that the firm will increase its level of installed power faster. In the limiting situation, that is when the red line is entirely on the right of F −1 , i.e. when the line of means lies entirely in I 2 , there is a very high probability that X, if not already there and left uncontrolled, will enter into I 2 in a very short time, so that in either case the firm would quickly install the maximum possible capacityȳ.
The next proposition gives a characterization of when and how the line of means intersects the installation region I either at the free boundary or at its upper bound, i.e. at {(x, y)|y = y, x ≥x}.
Proposition 5.1. Given the upper boundȳ for the solar panel cumulative level, and the corresponding free boundary F (y) starting from (x,ȳ), the line of means x = µ − βy:
(1) has no intersection with the installation region I if F (0) > µ;
(2) intersects the boundary of I in the free boundary F (y) if F (0) ≤ µ andȳ ≥ y * , where Proof. For case (1) , since the line of means x = µ−βy is decreasing in y and the free boundary F is increasing, there is no intersection if µ − β × 0 = µ < F (0). Let us now assume that µ ≥ F (0) and discriminate between cases (2) and (3). The line of means x = µ − βy and the free boundary x = F (y) have one or zero intersection according to whetherx = F (ȳ) > µ − βȳ or not, respectively, i.e. whether F (ȳ) + βȳ =x(ȳ) > µ, where we have writtenx(ȳ) in order to stress the dependency ofx onȳ. Employing Lemma 4.2 and the implicit function theorem, we get
where the strict inequality holds as c−R(x,ȳ) < 0 by Lemma 4.1 together with (4.15).Therefore, F (ȳ) + βȳ is increasing inȳ, which means that there will exist a point y * such that there is an intersection forȳ > y * , and there is no intersection forȳ < y * . The point y * is characterized by the fact that the line of means x = µ − βy intersects both the free boundary x = F (y) and the upper bound of the domain y =ȳ in the same point (x, y * ). By Lemma 4.2 and its conclusion, the pointx is characterized asx =x − βȳ, wherex is the solution of H(x) = 0, with H defined in Equation (4.18) . Thus, to find y * we must impose simultaneously
Thus, in this casex = µ, and the third equation can be rewritten as
This is a first-order algebraic equation for y * , and the solution is easily obtained as in Equation (5.1).
Remark 5.2. Checking where the upper boundȳ falls among the three cases above gives immediately a qualitative information on how the installation will proceed. In fact, in Case (1) there is always a very low probability for the state (X t , Y t ) to enter into the installation region I, thus the installation will arrive to the upper boundȳ in a very long time. Conversely, in Case (3) there is a high probability that the initial state (x, y) belongs to I 2 , and in this case at time 0 there will be a lump installation ∆ as in Theorem 4.8 making that immediately Y 0 =ȳ. If this is not the case, there is still a very high probability for the state (X t , Y t ) to enter into the installation region I, and any installation strategy will not be able to change this situation: in this case, as already said, the optimal strategy will keep on making infinitesimal installations just to prevent the price to exceed F(y), until the maximum quantity of panels y is installed. This, with a quite high probability, will happen in a short time. Case (2) lies obviously in between, and the fact that the initial installation ∆ is sufficient to saturate the total capacityȳ, or is even at all present, depends on the initial price level X 0 = x.
Remark 5.3. Unfortunately, to discriminate between Case (1) and the other two, one has to solve numerically Equation (4.23) in order to check whether F (0) > µ or not. Instead, discriminating between Cases (2) and (3) is much easier, as the point y * in Equation (5.1) is given explicitly in terms of initial parameters and known functions.
Comparative Statics.
In this section, we study the sensitivity on the model parameters numerically. The preliminary parameters' values are given as in Table 2 , and in the following we let each of those parameters vary within a particular set. The numerical results can be observed in Figure 2 . Table 2 . Parameters' values for the numerical sensitivity analysis.
We first study the behavior of the free boundary with respect to the volatility displayed in Figure 2 Table 2 .
observe that F −1 is shifted to the right as σ increases; that is the installation of additional panels is undertaken at higher prices. The firm might be afraid of receiving negative future prices due to higher uncertainty. This behavior is in line with the real options literature: when uncertainty increases, the agent is more reluctant to act, see for example [31] . Now, we let the mean-reversion level µ vary in {0.2; 0.3; 0.4; 0.5}. Figure 2 (b) reveals that the critical threshold F −1 moves to the left. A higher value for µ leads the firm to undertake the installation at lower prices. This observation can be explained by the fact that the company is eager to act earlier, the higher the expected future profits.
In Figure 2 (c), the impact parameter β takes values in {0.15; 0.175; 0.2; 0.225}, and as a consequence we find that F −1 is shifted to the right as β increases. We explain this observation by the fact that the impact of a higher electricity production on the future electricity prices is higher as β increases. Therefore, the company starts to produce more electricity at higher prices, so to avoid lower (and possibly negative) electricity prices in the short run.
The dependency on κ can be observed in Figure 2(d) . Here, we let κ taking values in {0.1; 0.15; 0.2; 0.25}. We find that higher values for the mean reversion speed κ leads the company to start installing solar panels at lower prices, but after some point, the company becomes more reluctant. This behavior can be explained by the fact that two effects play a role: on the one hand, a higher mean reversion speed reduces its ratio with respect to σ, the uncertainty is decreased, and hence a converse behavior with respect to Figure 2 (a) can be observed. On the other hand, a higher mean reversion speed also intensifies the impact of the company's actions on the price dynamics. Therefore, it behaves as in 2(c). Figure 2 (e) shows the dependency on the proportional cost of installation c which is valued in {0.3; 0.8; 1.3; 1.8}. The shift is not parallel as one could suggest from the figure. The function F −1 moves to the right, thus the company starts installing solar panels at higher prices. This observation is reasonable since the company waits for higher electricity prices to install additional solar panels whenever the proportional cost of installation increases.
Varying the discount factor ρ in {0.035; 0.04; 0.045; 0.05}, we find from Figure 2 (f) that F −1 moves to the left, that is the company starts to install solar panels so to produce more electricity at lower prices. Clearly, a higher discount factor reduces the discounted future profits of the firm. Thus, the firm tends to produce more electricity earlier.
Finally, we letȳ vary in {0.5; 1; 2; 5}, and we observe that F −1 moves to the right asȳ increases. Consequently, the possibility to increase the level of installed power up to a higher level makes the company more reluctant to act.
Appendix A. Auxiliary Results Lemma A.1. Let L denote the infinitesimal generator of the uncontrolled Ornstein-Uhlenbeck process (2.1), that is L ≡ L 0 , where L y , for y ≥ 0 be given and fixed, is the generator from (3.3). Then the following hold true.
(1) The strictly increasing positive fundamental solution ψ(·), and the strictly decreasing positive fundamental solution φ(·) to the ordinary differential equation (L − ρ)u = 0 are given by
is the cylinder function of order α and Γ( · ) is the Euler's Gamma function.
(2) Denoting by ψ (k) and φ (k) the k-th derivative of ψ and φ, k ∈ N 0 , one has that ψ (k) and φ (k) are strictly convex and ψ (k) (φ (k) respectively) identifies with the strictly increasing positive (strictly decreasing positive respectively) fundamental solution (up to a positive constant) to (L − (ρ + kκ))u = 0. In particular, it holds
for any x ∈ R and y ≥ 0.
is strictly increasing. Proof. The proofs of (1)-(3) can be found in [20] , cf. Lemma 4.3 therein, and (4) has been proven to be valid in [29] , cf.
Step 1 in the proof of Theorem 3.1 therein. Moreover, (5) follows from (2) Proof. Recall (4.20) , and let (y, z) ∈ R 2 be such that D(y, z) ≥ 0. The previous inequality implies
as Q 1 is strictly positive.
In order to proceed with the proof, we introduce the function Φ :
Employing Lemma A.1-(4) with k = 0, we find that Φ is strictly positive. Now, we use both (A-5) and the positivity of Φ to get
where we have rearranged terms after the inequality. To finish the proof, we exploit (A-4) with k = 0, 1, 2 in (A-6), so to obtain
where the last inequality holds true upon recalling Q k > 0 and Lemma A.1-(4) with k = 1.
Appendix B. Proofs of Results from Section 3 and Section 4
Proof of Proposition 3.1.
The proof employs arguments from the proof of Proposition 3.1 in [20] that are adjusted to our setting. In a first step we prove that (3.2) holds true, and then in a second step we show the monotonicity property of V .
Step 1. In order to prove the lower bound of V , we take the admissible (non-)installation strategy I 0 , so to obtain for all y ∈ [0,ȳ]
To determine the upper bound of V , recall the uncontrolled price process X x from (2.1), and notice that by an application of Itô's formula we find for anyρ > 0
for some C 1 > 0. An application of the Burkholder-Davis-Gundy inequality (cf. Theorem 3.28 in Chapter 3 of [27] ) yields
for a constant C 2 > 0, and therefore
for some constant C > 0, since it follows from standard calculations that E |X x u | ≤ C 3 (1+|x|) for a constant C 3 > 0. Now, for any I ∈ Iȳ(y) we find by (B-4)
for some K 2 > 0, and upon observing that X x,y,I ≤ X x P-a.s. for any I ∈ Iȳ(y). Finally, from (B-1) and (B-5), we have that (3.2) holds with K = max(K 1 , K 2 ).
Step 2. If y =ȳ, then the only admissible strategy is I 0 , thus V (x,ȳ) = R(x,ȳ). In order to prove that x → V (x, y) is increasing, let x 2 > x 1 , and notice that one has X x 2 ,y,I t ≥ X x 1 ,y,I t P-a.s. for any t ≥ 0 and I ∈ Iȳ(y). Thus J (x 2 , y, I) ≥ J (x 1 , y, I) which implies V (x 2 , y) ≥ V (x 1 , y).
Proof of Lemma 4.1.
In the following, Step 1 proves the positivity and the monotonicity property of the function A, while Step 2 provides both the representation of A and the lower bound of F .
Step 1. Recalling that R yx (x, y) = (ρ + κ) −1 for all (x, y) ∈ R × [0,ȳ], we find from (4.10)
In light of the boundary condition w(x,ȳ) = R(x,ȳ), cf. Theorem 3.2, we must have that
Due to (B-7) and the fact that H| R×[0,∞) is strictly negative as ψ (k) is strictly positive for any k ∈ N 0 , cf. Lemma A.1-(2), we conclude that A is both strictly positive and strictly decreasing.
Step 2. Equations (4.9) and (4.10) lead to 
(B-9)
Since the denominator on the right-hand side of (B-9) is strictly negative by Lemma A.1-(3), we must have from the results of Step 1 that the numerator on the right-hand side of (B-9) is also strictly negative: this is possible only if The proof is organised in two steps: in a first step, we provide a representation of the function D that is used after. Then, in Step 2, we show the existence of a strictly increasing maximal solutionF of the ODE (4.23), and prove (by a contradiction) thatF in fact exists on the interval [0,ȳ]. where we have employed (4.9) and (4.10) for the last equality.
Step 2. Recall (4.23) and (4.24). In the following, we denote by D G the domain of G, that is D G = (R × R) \ {(y, z) ∈ R 2 : D(y, z) = 0}. Since ψ (k) is continuously differentiable for any k ∈ N, the functions N and D are continuously differentiable respectively. Therefore, G(y, ·) is locally Lipschitz-continuous on its domain D G which is an open set. Hence, we find that the ODE (4.23) with boundary conditionF (ȳ) =x admits a unique maximal solutionF on an interval I max = (y − , y + ) withȳ ∈ I max . Since we want to show the existence and uniqueness of a solution on [0,ȳ], it is enough to prove that y − < 0. Following, for example, Theorem 2.10 in [3] , y − <ȳ is such that where ∂D G = {(y, z) ∈ R 2 : D(y, z) = 0} is the boundary of the domain of G, and || · || is a norm in R 2 . Now, suppose y − ≥ 0. Notice that N (y,F (y)) > D(y,F (y)) > 0 for all y ∈ I max by Lemma 4.3 and Lemma A.2, and therefore, we haveF > β > 0 on I max . Adjusting slightly the proof of Lemma 4.1, we find thatF is bounded from below on (y − ,ȳ], and together with its monotonicity property, we must have that lim y↓y − ||(y,F (y))|| −1 > K, for some K > 0. Thus, in order to have a contradiction, it is left to prove that condition (ii) above is not satisfied, so to show lim y↓y − D(y,F (y)) = 0. Again, due to the boundedness ofF and the fact that both Q 0 and ψ are strictly positive, we find ψ(F (y))Q 0 (F (y)) > K 1 , for all y ∈ (y − ,ȳ], for some K 1 > 0. Therefore, upon recalling (B-11), we can complete the proof by showing that lim Employing (4.15), we get 1 − κβψ (F (y))A(y) = G(y,F (y)), and thus we have In (B-19) we have used: equation (A-4) with k = 0, 1, 2 for the last equality, and the fact that Q 1 and Q 2 are strictly positive for the strict inequality. Recalling thatF −β > 0 on I max , we conclude from (B-15), (B-17) and (B-19) thatD(y,F (y)) cannot tend to zero as y ↓ y − . This completes the proof.
