In this work we study the form and properties of the generator matrices of codes with a maximum and almost-maximum distance profile with the Hamming metric. We wrote programs to make tests on various linear codes, and found a relationship between the generalized Hamming distances of a code, and its systematic generator matrix.
Introduction
Let be a Galois field with elements. We define a linear block code as a subspace of the vector space . The vectors of are called codewords. If is a vector space with basis , then the matrix whoose rows are the vectors is called a generator matrix for the code . Without loss of generality, we can assume that the code has a generator matrix in the called systematic form , where is the identity matrix, and is a matrix. We can also define a distance for linear block codes. The most commonly used is the Hamming distance, in which the distance between two words is the number of coordinates in which they differ:
. The minimum distance between two different words of the code is called the minimum distance of the code. An important fact about linear block codes is that they respect the Singleton Bound, that is, . A code that achieves equality in this bound (i.e.
) is called an MDS (maximum distance separable) code. Theorem 1: A linear block code is MDS iff has a generator matrix in the systematic form such that every square submatrix of is non-singular 1 . A matrix like , in the previous theorem, is called a superregular matrix. The objective of this research is to study properties of these matrices, and to study the relationship between the generator matrix of a code, and the generalized Hamming distances.
Results and Discussion
We went to study linear block codes with properties very similar to those of a MDS code. For this, we introduce the generalized Hamming distances of a code. We define the -th generalized Hamming distance as:
The generalized Singleton bound states that . For example, AMDS codes are codes for which . NMDS codes are codes where , and for . In order to find the relationship between the generalized Hamming distances and the generator matrix of a linear code, we wrote some computer programs in GAP 2 with the package GUAVA 3 . We wrote a program that calculates the generalized Hamming distances of a given code, and one that lists all possible ranks of submatrices of a given matrix. We then tried to relate the possible ranks of a generator matrix of a code with the Hamming distances, by trying many examples. Consider, for example, an -linear code. In this case, is a matrix. The only way for to be 1 is if we have a submatrix with rank 0. If is not 1, then the only way for it to be 2 is if we have a submatrix with rank 1 or a submatrix with rank 0. And so on. Following this reasoning, we conjectured and proved the following theorem: Theorem 2: Let be a -linear code with generator matrix , and generalized Hamming distances . If the integer is the smallest integer such that: a) if is an submatrix of , with , then and b) if there are submatrices of , then at least one of them has a rank , then
. The reciprocal is also true.
Conclusions
We wrote programs that allowed us to verify the generalized Hamming distances, and the ranks of submatrices of various linear codes. We concluded that there is a relationship between the generalized Hamming distances of a given code and the generator matrix of the code in the systematic form, as shown in the proved theorem.
