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ABSTRAKSI 
 Saat ini, metode pemanggilan kembali informasi suatu 
musik atau yang sering disebut Music Information Retrieval (MIR) 
telah banyak diterapkan. Contohnya adalah pada suatu aplikasi 
Shazam ataupun Soundhound. Kedua aplikasi ini hanya mampu 
menangani sebatas deteksi judul lagu apa ketika diperdengarkan 
suatu musik. Untuk itu, Tugas Akhir ini adalah pengembangan 
lebih lanjut MIR yang lebih spesifik lagi, yaitu melakukan 
pemanggilan informasi lagu yang terkait kembali beserta detail 
lagu di antaranya adalah mood, genre, dan tempo lagu. Tujuan 
Tugas Akhir ini yaitu untuk meningkatkan pengetahuan akan 
informasi suatu lagu dan bisa juga untuk deteksi plagiarisme karya 
lagu seseorang. 
 Langkah pertama yang dilakukan adalah melakukan 
ekstraksi fitur audio berbasis MPEG-7 dengan library Java 
bernama MPEG7AudioEnc. Hasil dari ekstraksi fitur ini berupa 
metadata dengan XML yang di dalamnya terdapat fitur-fitur dalam 
bentuk angka-angka digital yang merepresentasikan karakteristik 
suatu sinyal. Kedua, melakukan pemilihan fitur yang dipakai dan 
diambil menggunakan Xquery untuk dilakukan proses sesuai 
dengan masing-masing modul. Pemrosesan pada fitur-fitur yang 




beserta level dekomposisi terbaik menggunakan library pywt. 
Setelah fitur-fitur dilakukan DWT, maka dilakukan penggabungan 
fitur ke suatu list beserta penyamaan panjang fitur untuk proses 
klasifikasi. Tahap terakhir adalah melakukan klasifikasi 
menggunakan Support Vector Machine (SVM). Tahapan proses 
SVM terdiri dari 2 tahap yaitu tahap training  dan prediksi.  Tahap 
training adalah melakukan pembelajaran karakteristik sinyal 
sesuai dengan label yang dimaksud, sedangkan tahap prediksi 
adalah memprediksi data baru yang belum diketahui dan akan 
memberikan suatu penilaian sesuai dengan tahap training.  
Hasilnya adalah detail informasi mood, genre, tempo pada suatu 
lagu berdasarkan karakteristik sinyal. 
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ABSTRACT 
Currently, the method of recalling information a music or often 
called Music Information Retrieval (MIR) has been widely applied. 
For example are application Shazam or Soundhound. Both of these 
applications can only handle detection of music titles when played 
some music. Therefore, this Final Project is a further development 
of more specific MIR, ie to call back the track information 
associated with specific songs among which are the mood, genre, 
and tempo of the music. The purpose of this Final Project is to 
improve the knowledge and information of a music and track music 
for plagiarism detection. 
 The first step taken is extracting audio features based on 
MPEG-7 with a Java library named MPEG7AudioEnc. The results 
of this feature extraction are metadata  XML which are includes 
digital numbers that represent the characteristics of a signal. 
Second, do a selection of used features and retrieved using XQuery 
to do the process in accordance with each module. Processing on 
features selected is doing Discrete Wavelet Transform (DWT) and 
their the best decomposition level using Python library named 
pywt. After doing DWT for selected features, then do a merger of 
features on a list along with a feature length equation for the 
classification process. The last step is a classification using 




consists of two phases: training and prediction. The training phase 
is doing the learning signal characteristics in accordance with the 
corresponding label, while the prediction phase is predicting new 
data is not yet known and will provide an assessment in accordance 
with the training phase. The results are a detail of information 
mood, genre, tempo on a music based on the signal characteristics. 
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1. BAB I 
PENDAHULUAN 
Pada bab ini akan dipaparkan mengenai garis besar Tugas 
Akhir yang meliputi latar belakang, tujuan, rumusan dan batasan 
permasalahan, metodologi pembuatan Tugas Akhir, dan 
sistematika penulisan. 
 
1.1. Latar Belakang 
Dewasa ini, industri media sudah berkembang sangat 
pesat, khususnya pada lagu. Lagu dapat ditemukan oleh 
masyarakat secara mudah. Mulai dari radio, Compact Disc (CD), 
internet, dan sumber-sumber lainnya. 
Sebagai hasil dari ledakan terbaru dalam media tersebut, 
muncul juga suatu kebutuhan pokok untuk kalangan masyarakat 
agar bisa mengetahui informasi lagu yang lebih lengkap pada suatu 
lagu. Menjawab kebutuhan masyarakat tersebut, ditemukanlah 
metode Music Information Retrieval atau yang disingkat menjadi 
MIR. MIR adalah metode pemanggilan informasi suatu musik 
agar dapat memberikan informasi lagu yang kompleks[1]. 
Pada kali ini, Tugas Akhir ini akan menjawab implementasi 
kebutuhan masyarakat mengenai MIR. Penelitian yang dilakukan  
terkait dengan analisis dan implementasi MIR pada modul mood, 
genre recognition,dan tempo estimation. Tujuan dari Tugas Akhir 
ini adalah memperkaya detail informasi suatu lagu dengan 
memberikan informasi mengenai mood, genre, dan tempo sebuah 
lagu. 
Konsep yang digunakan pada Tugas Akhir ini adalah 
menggunakan ekstraksi fitur berbasis MPEG-7 yang sudah 
menjadi standar dalam konten multimedia berdasarkan ISO/IEC 
15938 [2]. Hasil ekstraksi fitur ini berupa metadata dalam format 
XML. Untuk mengimplementasikan ekstraksi fitur berbasis 
MPEG-7 ini menggunakan library Java bernama 
MPEG7AudioEnc yang bersifat open source. Di dalam file 





angka-angka digital yang merepresentasikan karakteristik suatu 
sinyal. Setelah mendapatkan fitur ini, tahap berikutnya adalah 
melakukan pemilihan fitur yang dipakai dan diambil menggunakan 
Xquery. Fitur yang dipilih ini nantinya digunakan untuk 
pemrosesan sesuai dengan masing-masing modul. Pemrosesan 
yang dimaksud adalah melakukan Discrete Wavelet Transform 
(DWT) beserta level dekomposisi terbaik menggunakan library 
pywt. Kemudian melakukan penggabungan fitur pada suatu list 
beserta  penyamaan panjang fitur untuk proses klasifikasi. Tahap 
terakhir adalah melakukan klasifikasi dengan menggunakan 
Support Vector Machine (SVM). Terdiri dari 2 tahap yaitu tahap 
training dan predisi. Tahap training adalah melakukan 
pembelajaran karakteristik sinyal sesuai dengan label yang 
dimaksud, sedangkan tahap prediksi adalah memprediksi data baru 
yang belum diketahui dan akan memberikan suatu penilaian sesuai 
dengan tahap training. Hasilnya adalah detail informasi mood, 
genre, tempo pada suatu lagu berdasarkan karakteristik sinyal. 
 
1.2. Tujuan 
Tujuan dari pembuatan tugas akhir ini adalah: 
1. Mengetahui fitur-fitur lagu apakah yang dimiliki 
suatu lagu berbasis MPEG-7. 
2. Mengetahui fitur lagu apakah yang mempengaruhi 
dalam menentukan mood suatu lagu. 
3. Mengetahui fitur lagu apakah yang mempengaruhi 
dalam menentukan genre sebuah lagu. 
4. Mengetahui fitur lagu apakah yang mempengaruhi 
dalam menentukan tempo sebuah lagu. 
 
1.3. Rumusan Permasalahan 
Rumusan masalah yang diangkat dalam tugas akhir ini 
antara lain: 
1. Bagaimana fitur musik yang dihasilkan lewat ekstraksi 
fitur audio berbasis MPEG -7? 




3. Bagaimana cara identifikasi genre pada suatu musik? 
4. Bagaimana cara identifikasi tempo pada suatu musik?  
5. Bagaimana implementasi MIR menggunakan modul 
mood, genre recognition,dan tempo estimation? 
  
1.4. Batasan Permasalahan 
Permasalahan yang dibahas dalam tugas akhir ini memiliki 
beberapa batasan, antara lain: 
1. Hasil dari tugas akhir ini adalah sebuah aplikasi 
MusicMoo dengan modul Mood, Genre 
Recognition, dan Tempo Estimation. 
2. Audio yang digunakan berekstensi .wav. 
3. Mood pada suatu lagu hanya sebatas angry, happy, 
relaxed, dan sad. 
4. Genre pada suatu lagu hanya sebatas classic, 
electronic, jazz, dan rock. 
5. Tempo pada suatu lagu hanya sebatas fast, 
medium, dan slow. 
6. Pada saat pengujian, teknik perekaman suatu lagu 
bisa berubah-ubah karena dipengaruhi oleh 
speaker sumber suara maupun sumber perekam. 
 
1.5. Metodologi 
Langkah-langkah yang ditempuh dalam pengerjaan Tugas 
Akhir ini yaitu: 
a. Penyusunan proposal tugas akhir 
Proposal tugas akhir ini berisi latar belakang pembuatan 
tugas akhir, rumusan masalah, batasan masalah, tujuan 
pembuatan, manfaat, metodologi hingga jadwal kegiatan 
pembuatan tugas akhir. Selain itu proposal tugas akhir ini 
memberikan ringkasan dari tugas akhir. Proposal tugas akhir 
juga berisi tinjauan pustaka yang digunakan sebagai referensi 







b. Studi literatur 
Pada studi literatur ini, akan dipelajari sejumlah referensi 
yang diperlukan dalam pembuatan program yaitu mengenai 
MPEG-7, MPEG-7 Low Level Audio Descriptors, Xquery, dan 
Discrete Wavelet Transform (DWT). 
 
c. Analisis dan desain perangkat lunak 
Tahap ini meliputi perancangan sistem berdasarkan studi 
literatur dan pembelajaran konsep teknologi dari perangkat 
lunak yang ada. Tahap ini mendefinisikan alur dari 
implementasi. Langkah-langkah yang dikerjakan juga 
didefinisikan pada tahap ini. Pada tahapan ini dibuat prototype 
sistem, yang merupakan rancangan dasar dari sistem yang akan 
dibuat. Serta dilakukan desain suatu sistem dan desain proses-
proses yang ada. 
 
d. Implementasi perangkat lunak 
Implementasi perangkat lunak ini dibangun dengan sistem 
perangkat bergerak yang berbasis bahasa pemrograman Java 
dan database menggunakan MySQL. Sedangkan untuk pre-
processing menggunakan bahasa Python.  
 
e. Pengujian dan evaluasi 
Pada tahapan ini dilakukan uji coba terhadap perangkat 
lunak yang telah dibuat. Pengujian yang dimaksud adalah 
pengujian fungsionalitas aplikasi yang dibangun. Pengujian dan 
evaluasi akan dilakukan dengan melihat kesesuaian dengan 
perencanaan. Tahap ini dimaksudkan juga untuk mengevaluasi 
jalannya aplikasi, mencari masalah yang mungkin timbul dan 
mengadakan perbaikan jika terdapat kesalahan. 
f. Penyusunan Buku Tugas Akhir 
Pada tahap ini dilakukan penyusunan laporan yang 
menjelaskan dasar teori dan metode yang digunakan dalam 




lunak yang telah dibuat. Sistematika penulisan buku tugas akhir 
secara garis besar antara lain:  
 
1. Pendahuluan 
a. Latar Belakang 
b. Rumusan Masalah 
c. Batasan Tugas Akhir 
d. Tujuan 
e. Metodologi 
f. Sistematika Penulisan 
2. Tinjauan Pustaka 
3. Desain dan Implementasi 
4. Pengujian dan Evaluasi 
5. Kesimpulan dan Saran 
6. Daftar Pustaka 
 
1.6. Sistematika Penulisan 
Buku Tugas Akhir ini bertujuan untuk mendapatkan 
gambaran dari pengerjaan Tugas Akhir ini. Selain itu, diharapkan 
dapat berguna untuk pembaca yang tertarik untuk melakukan 
pengembangan lebih lanjut. Secara garis besar, buku Tugas Akhir 
terdiri atas beberapa bagian seperti berikut ini. 
 
Bab I Pendahuluan 
Bab ini berisi latar belakang masalah, tujuan dan 
manfaat pembuatan Tugas Akhir, permasalahan, 
batasan masalah, metodologi yang digunakan, dan 
sistematika penyusunan Tugas Akhir. 
 
Bab II Dasar Teori 
Bab ini membahas beberapa teori penunjang yang 
berhubungan dengan pokok pembahasan dan 
mendasari pembuatan Tugas Akhir ini. Teori yang 





Discrete Wavelet Transform (DWT), mood, genre, 
dan tempo. 
 
Bab III Analisis dan Perancangan Sistem 
Bab ini membahas mengenai perancangan 
perangkat lunak. Perancangan perangkat lunak 
meliputi perancangan data, arsitektur, proses dan 
perancangan antarmuka aplikasi. 
 
Bab IV Implementasi  
Bab ini berisi implementasi dari perancangan dan 
implementasi fitur-fitur penunjang aplikasi.  
 
Bab V Pengujian dan Evaluasi 
Membahas tentang lingkungan pengujian, 
skenario pengujian, dan evaluasi pengujian setelah 
aplikasi selesai dikembangkan. 
 
Bab VI Kesimpulan dan Saran 
Bab ini berisi kesimpulan dari hasil pengujian 
yang dilakukan. Bab ini membahas saran-saran 
untuk pengembangan sistem lebih lanjut. 
 
Daftar Pustaka 
Merupakan daftar referensi yang digunakan untuk 
mengembangkan Tugas Akhir. 
 
Lampiran 
Merupakan bab tambahan yang berisi daftar istilah 
yang penting pada aplikasi ini. 
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2. BAB II 
DASAR TEORI 
Pada bab ini akan dibahas mengenai teori-teori yang 
menjadi dasar dari pembuatan Tugas Akhir.  
 
2.1. Music Information Retrieval 
Music Information Retrieval (MIR) sesuai dengan 
definisi Downie adalah  usaha penelitian yang berusaha untuk 
mengembangkan inovatif musik berbasis konten, mencari 
skema, interface baru untuk membuat toko besar di dunia 
musik [1]. MIR bisa diartikan sebagai pemanggilan informasi 
suatu musik agar dapat memberikan informasi lagu yang 
kompleks. 
Sudah banyak penelitian terkait mengenai audio yang 
mengimplementasikan MIR. Misalnya adalah query by 
humming  yaitu memanggil lagu dengan bergumam [3], cover 
song identification yaitu mendeteksi lagu yang dinyanyikan 
kembali [4], pathological voice detection yaitu deteksi suara 
patologis [5], dan lain-lain. Berbagai macam metode ekstraksi fitur 
pada audio pun beraneka ragam. Namun pada pengerjaan Tugas 
Akhir ini, metode yang digunakan adalah ekstrasi fitur dengan 
basis MPEG-7 dan berfokus pada klasikasi mood, genre, dan 
tempo suatu lagu yang akan dijelaskan di Bab III. 
 
2.2. Aplikasi yang Sudah Ada 
2.2.1. SoundHoud 
SoundHound adalah aplikasi yang memungkinkan 
pengguna untuk mengidentifikasi judul lagu dengan dengungan, 
siulan, dan musik yang sedang dimainkan [6]. Contoh aplikasi 


















Shazam adalah aplikasi yang membantu kita mencari tahu 
sebuah judul lagu yang sedang didengungkan [7]. Contoh aplikasi 














Kedua aplikasi ini mampu mendeteksi suatu lagu 
berdasarkan karakteristik suara, namun masih hanya sebatas judul 
lagu saja. Oleh karena itu, Tugas Akhir ini dibangun untuk 
memberikan informasi suatu lagu yang lebih detail sehingga suatu 
lagu akan lebih kaya informasinya. 
 
 
Gambar 2.1 Aplikasi SoundHound 





WAV adalah singkatan dari istilah dalam bahasa Inggris 
Waveform Audio Format merupakan standar format berkas audio 
yang dikembangkan oleh Microsoft dan IBM. Format WAV 
banyak digunakan oleh handphone, sehingga popularitas bisa 
menyamai file MP3. 
 
2.4. MPEG-7 
MPEG-7 adalah deskripsi standar konten multimedia 
dalam ISO/IEC 15938 [8]. Dari deskripsi yang terkait, konten 
tersebut dapat memungkinkan pencarian cepat dan effisien.  
Ekstraksi fitur yang dilakukan ini menggunakan library 
Java yang bernama MPEG7AudioEnc yang bisa didapatkan pada 
sourceforge. Inputnya adalah sebuah lagu bereksensi wav, 
dilakukan ekstraksi fitur. Hasil ekstraksi fitur pada MPEG-7 ini 
berupa metadata dengan format XML. Gambar 2.3 adalah tahapan 
untuk melakukan ekstraksi fitur berbasis MPEG-7. 
 
 
Hasil dari ekstraksi audio berbasis MPEG-7 ini adalah 
sebuah metadata XML yang berisi fitur-fitur berupa karakteristik 
sinyal. Sinyal yang dihasilkan berupa nilai digital yang panjang. 
Gambar 2.4 adalah contoh isi data dari XML yang dihasilkan oleh 
ekstraksi MPEG-7 yang merupakan contoh isi data pada fitur 
Audio Power. Data sinyal berupa angka-angka  digital dalam 





Gambar 2.5 Contoh Plot Angka Digital Menjadi Sinyal 
jumlah yang sangat banyak. Ketika angka-angka ini di-plot maka 
terlihatlah fitur ini merupakan data dalam bentuk sinyal. Gambar 







Ekstraksi fitur berbasis MPEG-7 ini mempunyai 
keunggulan yaitu: 
1. Merupakan standar  industri ISO/IEC 15938. 




2. Data yang dihasilkan berupa metadata, sehingga lebih 
efisien. 
3. Kaya akan fitur yang bisa digunakan untuk 
menggambarkan konten suatu multimedia. Sehingga 
fitur ini bisa digunakan untuk berbagai macam MIR. 
 
2.5. MPEG-7 Low Level Audio Descriptors 
MPEG-7 Low Level Descriptors (LLADs) adalah 
deskriptor yang disimpan menggambarkan variasi sifat  frekuensi 
audio dari waktu ke waktu. Fungsinya adalah untuk 
mengidentifikasi identik suatu lagu apakah sama atau berbeda.  
Pada metadata XML yang dihasilkan memiliki syntax  
seperti  pada Gambar 2.6 di mana name=”AudioLLDScalarType” 
adalah nama fitur yang dihasilkan. Secara garis besar, kelas hirarki 
pada XML metadata yang dihasilkan  oleh MPEG-7 adalah seperti 
pada Gambar 2.7 [9]. 









Berikut adalah penjelasan setiap Low Level Audio 
Descriptors yang dihasilkan [8][2]. Namun pada Tugas Akhir ini 
yang digunakan hanyalah Audio Power, Audio Harmonicity, Audio 
Specrum Centroid, Audio Spectrum Spread, dan Audio Spectrum 
Flatness. Untuk penjelasan akan dipaparkan pada Bab III. 
2.5.1. Audio Power 
Audio Power (AP) adalah fitur yang menggambarkan 
temporal daya sesaat dari sinyal audio. Koefisiennya dari kuadrat 
rata-rata nilai gelombang s(n) dalam non-overlapping frame. 
Tujuannya adalah untuk membandingkan suatu label sinyal. 





∑ |𝑠(𝑛 + 𝑙𝑁ℎ𝑜𝑝)|
2






L = total jumlah frame waktu. 
s(n)  = rata-rata square waveform. 
l  = indeks frame. 
Nhop = sampel antara successive non-overlapping. 
2.5.2. Audio Waveform 
Audio Waveform adalah daya temporal yang diberikan 
oleh nilai hopSize, yang terdiri dalam menggambarkan setiap frame 
garis vertikal dari min range ke max range. Tujuannya untuk 
menampilkan ringkasan dari file audio. Dengan demikian, fitur ini 
dapat digunakan untuk perbandingan kecepatan gelombang. 
2.5.3. Temporal Centroid 
Temporal Centroid (TC) mendefinisikan sebagai rata-rata 














di mana: Env(l) diperoleh dari Persamaan 2.3. 
 
𝐸𝑛𝑣(𝑙) =  √
1
𝑁𝑤
∑ 𝑠2(𝑙𝑁ℎ𝑜𝑝 + 𝑛)
𝑁𝑤−1
𝑛=0 
(0 ≤ 𝑙 ≤ 𝐿 − 1) 
(2.3) 
Keterangan: 
Env(l) = sinyal envelope. 
Nhop  = sampel antara successive non-overlapping. 
Nw  = panjang dari frame dalam beberapa waktu.  
n = indeks waktu. 
s = spektrum yang diekstak dari frame ke-l. 
L = jumlah total dari frame.  
 
2.5.4. Log Attack Time 
Log Attack Time (LAT) adalah waktu yang dibutuhkan 
untuk mencapai amplitudo maksimal dari waktu batas minimum. 
Tujuannya adalah sebagai deskripsi onset sampel suara tunggal 
dari alat musik yang berbeda. Nilainya didefinisikan sebagai 
log(basis desimal) dari durasi waktu TStart ketika sinyal mulai dan 
TStop ketika mencapi nilai maksimum. Persamaan 2.4 adalah cara 
mendapatkan nilai LAT. 
 
𝐿𝐴𝑇 = log10(𝑇𝑠𝑡𝑜𝑝 − 𝑇𝑠𝑡𝑎𝑟𝑡) 
(2.4) 
2.5.5. Audio Spectrum Centroid 
Audio Spectrum Centroid (ASC) merepresentasikan 
sebagai karakteristik dari sebuah spektrum. Bisa juga menunjukkan 




hubungan kuat antara kejernihan suara. Persamaan 2.5 adalah cara 
mendapatkan nilai ASC. 
 



















di mana tiap koefisien yang dibutuhkan didapatkan pada 













∑ 𝑃(𝑘),              𝑓𝑜𝑟 𝑘′ = 0
𝐾𝑙𝑜𝑤
𝑘= 0
𝑃(𝑘′ + 𝐾𝑙𝑜𝑤),    𝑓𝑜𝑟 1 ≤ 𝑘




𝑓′(𝑘′) =  {
32.25      𝑓𝑜𝑟 𝑘′ = 0








NFT = ukuran dari Fast Fourier Transform. 
P(k) = power spektrum yang diekstrak pada frame ke-l. 
∆F = interval frekuensi dari dua sinyal FFT. 
k = frekuensi indeks. 





2.5.6. Audio Harmonicity 
Audio Harmonicity adalah fitur yang mendeskripsikan 2 
properti sinyal harmonik dari spektrum.Properti pertama harmonic 
ratio, yaitu rasio daya harmonik dari total daya dan yang kedua 
upper limit harmonicity yaitu frekuensi spektrum  yang tidak dapat 
dianggap harmonis. Tujuannya untuk membedakan suara 
harmonik (alat musik contohnya) dan suara non-harmonik (noise, 
pidato tidak jelas, dsb). 
2.5.7. Harmonic Spectral Centroid 
Harmonic Spectral Centroid (HSC) adalah rata-rata dari 
durasi sinyal amplitudo weighted mean dari puncak harmonik 
spektrum. Nilainya diperoleh dari rata-rata jumlah total frame 
centroid. HSC bisa juga didefinisikan sebagai ukuran ketajaman 
























fh,l = frekuensi. 
Ah,l = amplitudo puncak harmonik. 
Nh = jumlah harmonik yang diperhitungkan 
L = jumlah frame dalam segmen suara. 
LHSCl = lokal Harmonic Spectral Centroid. 




2.5.8. Harmonic Spectral Deviation 
Harmonic Spectral Deviation (HSD) adalah fitur yang 
mengukur deviasi dari puncak harmonik dari envelope dari 












di mana nilai LHSDl diperoleh dari Persamaan 2.13. 
 
𝐿𝐻𝑆𝐷𝑙 = 









SEh,l adalah perkiraan interpolasi amplitudo puncak 











(𝐴ℎ,𝑙 + 𝐴ℎ+1,𝑙) 𝑖𝑓 ℎ = 1
1
3
(𝐴ℎ−1,𝑙 + 𝐴ℎ,𝑙 + 𝐴ℎ+1,𝑙)  𝑖𝑓 2 ≤ ℎ ≤ 𝑁𝐻 − 1.
1
2




Ah,l = amplitudo puncak harmonik. 
NH = jumlah harmonik yang diperhitungkan. 
L = jumlah frame dalam segmen suara. 
LHSCl = lokal Harmonic Spectral Centroid. 





2.5.9. Harmonic Spectral Spread 
Harmonic Spectral Spread (HSS) merepresentasikan 
ukuran spektrum rata-rata menyebar dalam kaitan dengan HSC. 
Didefinisikan juga sebagai penyimpangan kekuatan weighted-RMS 


















∑ [(𝑓ℎ,𝑙 − 𝐿𝐻𝑆𝐶𝑙)
2
 𝐴ℎ,𝑙










L = jumlah frame dari segment suara. 
LHSSl = cerminan modulasi getaran yang  kurang jelas dari LHSDl. 
fh,l = frekuensi. 
Ah,l = amplitudo puncak harmonik. 
NH = jumlah harmonik yang diperhitungkan 
L= jumlah frame dalam segmen suara. 
LHSCl = dijelaskan pada Persamaan 2.11. 
2.5.10. Harmonic Spectral Variation 
Harmonic Spectral Variation (HSV) mencerminkan 
variasi spektral antara frame yang berdekatan. HSV didefinisikan 
juga sebagai pelengkap untuk korelasi normalisasi antara 
amplitudo puncak harmonik yang diambil dari dua frame yang 













di mana nilai LHSVl diperoleh dari Persamaan 2.18. 
 












L = jumlah frame dari segment suara. 
Ah,l = amplitudo puncak harmonik. 
NH = jumlah harmonik yang diperhitungkan. 
h = indeks dari komponen harmonis. 
2.5.11. Audio Spectrum Spread Type 
Audio Spectrum Spread (ASS) didefinisikan sebagai 
momen sentral kedua spektrum log-frekuensi. Fitur ini diekstraksi 
dengan mengambil Root Mean Square (RMS) dari penyimpangan 
spektrum dari Audio Spectrum Centroid. Persamaan 2.19 adalah 
cara mendapatkan nilai ASS. 
 






















NFT = ukuran dari Fast Fourrier Transform. 
P’(k’) = power spektrum yang diekstrak pada frame ke-l. 





ASC = dijelaskan pada Persamaan 2.5.  
Klow = dijelaskan pada Persamaan 2.6.  
f '(k') = dijelaskan pada Persamaan 2.9. 
2.5.12. Audio Spectrum Projection 
Audio Spectrum Projection (ASP) merupakan fitur yang 
didapat dari teknik normalisasi Singular Value Decomposition 
(SVD) dan Independent Component Analysis (ICA). Teknik ini  
diterapkan untuk proses klasifikasi, identifikasi alat musik, dan 
lain-lain. 
2.5.13. Audio Spectrum Basis Type 
Audio Spectrum Basis (ASB) didefinisikan sebagai 
representasi proyeksi spektrum dimensi rendah, sistem klasifikasi. 
Ekstrasi fitur ini menggunakan teknik normalisasi standar Singular 
Value Decomposition (SVD) dan Independent Component 
Analysis (ICA). 
2.5.14. Audio Spectrum Flatness Type 
Audio Spectrum Flatness (ASF) didefinisikan sebagai 
cerminan kerataan properti suatu kekuatan spektrum. Persamaan 




















       (1 ≤ 𝑏 ≤ 𝐵). 
(2.20) 
 
di mana tiap koefisien yang dibutuhkan didapatkan pada 











ℎ𝑖𝐸𝑑𝑔𝑒 =  2
1
4
𝐵 × 𝑙𝑜𝐸𝑑𝑔𝑒 
(2.22) 














B = nilai penentu batas atas band. 
b = frekuensi dari indeks band. 
Pg(k’) = power spektrum yang diekstrak pada frame ke-l. 
ℎ𝑖𝐾𝑏 = frekuensi integer batas dari hiFb. 
𝑙𝑜𝐾𝑏 = frekuensi integer batas dari loFb. 
band = 1 kHz. 
2.5.15. Audio Spectrum Envelope Type 
Audio Spectrum Envelope (ASE) adalah Fitur yang 
mendeskripsikan jumlah dari koefisien power band b. ASC 
diperoleh dengan menjumlahkan power spektrum dalam 
serangkaian  frekuensi bands. Persamaan 2.25 adalah cara 
mendapatkan nilai ASE. 
 






di mana tiap koefisien yang dibutuhkan didapatkan pada 
Persamaan 2.26, Persamaan 2.27, dan Persamaan 2.28. 
 






𝑙𝑜𝐹𝑏 = 𝑙𝑜𝐸𝑑𝑔𝑒 ×2
(𝑏−1)𝑟  ( 1 ≤ 𝑏 ≤ 𝐵𝑖𝑛  ) 
(2.27) 
ℎ𝑖𝐹𝑏 = 𝑙𝑜𝐸𝑑𝑔𝑒 2
𝑏𝑟(1 ≤ 𝑏 ≤ 𝐵𝑖𝑛) 
(2.28) 
Keterangan: 





b = frekuensi dari indeks band. 
k = frekuensi indeks. 
ℎ𝑖𝐾𝑏 = frekuensi integer batas dari hiF. 
𝑙𝑜𝐾𝑏 = frekuensi integer batas dari loFb. 
 
2.5.16. Audio Fundamental Frequency 
Audio Fundamental Frequency (AFF) merupakan fitur 
yang memberikan perkiraan mendasar frekuensi segmen f0 di mana 
sinyal diasumsikan periodik. 
Ada parameter yang ditambahkan dalam standarisasi 
MPEG-7 ini, yaitu: 
 loLimits: batas bawah dari rentang frekuensi di mana f0 
telah dicari. 
 hiLimits: batas atas dari rentang frekuensi di mana f0 telah 
dicari. 
Ukuran kepercayaan pada kehadiran periodisitas di bagian 
sinyal nilainya antara 0 dan 1. 
2.5.17. Audio Signature 
Audio Signature (AS) adalah suatu fitur yang menjadi 
mencerminkan identik suatu lagu. AS bisa juga disebut sebagai 
fingerprint dari sebuah lagu. Tujuannya untuk matching suatu 






2.5.18. Sound Model 
Sound Model adalah Fitur yang digunakan untuk 
menghitung suatu state sound model histrogram. 
 
2.6. Fast Fourier Transform 
Fast Fourier Transform (FFT) adalah metode untuk 
mengubah sinyal dari time domain menjadi frequency domain [10]. 
Tujuannya adalah untuk mencari suatu informasi penting dalam 
frequency domain untuk tahap analisis [11][12].   
 
2.7. Discrete Wavelet Transform 
Discrete Wavelet Transform (DWT) adalah metode  
wavelet yang digunakan untuk melakukan dekomposisi pada 
wavelet sampai level N [10]. Tujuannya adalah untuk mengurangi 
noise pada sinyal dan memperkuat informasi di dalam sinyal 
tersebut dengan mempertahankan keutuhan informasi data  [13] 
[14]. Ada banyak metode wavelet, namun dalam pengerjaan Tugas 
Akhir ini, metode wavelet yang digunakan adalah bior 2.8 dengan 
mengambil nilai approximation coefficients.  
Untuk menentukan level dekomposisi ini tidak boleh 
sembarangan karena ketika level dekomposisi tinggi belum tentu 
yang baik, sebaliknya malah merusak sinyal sehingga 
menghilangkan informasi yang terkandung sinyal asli. Maka perlu 
dilakukan pemilihan level dekomposisi wavelet yang terbaik [15].  
Langkah pertama adalah melakukan perhitungan pada 
Persamaan 2.29 yang dilakukan pada Matlab.   
 
[max 𝑣𝑎𝑙𝑢𝑒, 𝑖𝑛𝑑𝑒𝑥𝑚𝑎𝑥] = 𝑚𝑎𝑥 (𝑎𝑏𝑠 (𝐹𝐹𝑇(𝑆 −𝑚𝑒𝑎𝑛(𝑆)))) 
(2.29) 
 
Maka akan didapatkan hasil max value dan max index. 
Kedua hasil ini digunakan untuk mencari Fh. Fh adalah Frequency 
Range pada Tabel 2.1. Untuk mendapatkan Fh, lakukan 






𝐹ℎ = 𝑖𝑛𝑑𝑒𝑥max  ∗  𝐹𝑠/𝐿  
(2.30) 
 
Di mana Fs adalah frekuensi sampling yaitu 1024, dan L 
adalah panjang sinyal. Hasil dari Fh dapat dilihat dari Tabel 2.1 
sesuai dengan Frequency Range. Aturan untuk menentukan tingkat 










di mana 𝑓𝑞 adalah sampling frequency, 𝑓𝑐ℎ𝑎𝑟 adalah 
dominant frequency, dan N adalah level dekomposisi. Maka 
didapatlah level decompose wavelet terbaik. 
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Xquery adalah bahasa  untuk meng-query atau 
pemanggilan data di dalam suatu database dalam bentuk file XML 
[16]. Pada Tugas Akhir ini, Xquery digunakan untuk mengambil 
suatu fitur pada XML yang dihasilkan lewat ekstraksi fitur MPEG-
7. Untuk mengimplementasikan Xquery menggunakan library Java 
yang bernama BaseX [17]. Gambar 2.8 adalah tahapan proses yang 
dilakukan menggunakan Xquery. Inputnya adalah suatu XML yang 
dihasilkan dari ekstraksi audio fitur berbasis MPEG-7 dan 
outputnya berupa file teks yang berisi fitur yang ingin diambil.  
 
2.9. Valence 
Valence adalah suatu nilai yang menggambarkan seberapa 
tingkat kesenangan/enjoy seseorang terhadap sesuatu. Skala nilai 
rentang dari 1-9. Semakin tinggi angka valence maka menunjukan 
semakin senang emosi seseorang tersebut. 
 
2.10. Arousal 
Arousal adalah suatu nilai yang menggambarkan seberapa 
tingkat ketegangan/aktif seseorang terhadap sesuatu. Skala nilai 
rentang dari 1-9. Semakin tinggi angka arousal maka menunjukan 
semakin aktif/tegang emosi seseorang tersebut. 
 
2.11. Dataset 
Dataset adalah kumpulan sutu data yang dilakukan untuk 
uji coba. Pada uji coba yang dilakukan untuk Tugas Akhir ini 
diambil dari 1000 Songs for Emotional Analysis of Music [18] 
[19]. Dari dataset ini sudah terdapat nilai valence dan arousal 
sebagai penentuan mood, genre sebuah lagu, dan BPM lagu yang 
pasti dimiliki semua lagu. 
 






Mood adalah keadaan emosional yang bersifat sementara, 
bisa beberapa menit bahkan beberapa minggu. Mood juga bisa 
diartikan tanggapan kita terhadap suatu rangsangan yang terjadi. 
Mood  berbeda dengan emosi. Emosi adalah perasaan intens yang 
diarahkan pada seseorang atau sesuatu. Sedangkan mood adalah 
perasaaan yang tumbuh kurang intens yang dikarenakan 
kekurangan suatu stimulus. Secara umum, perbedaan emosi dan 
mood dipetakan pada Tabel 2.2 [20]. 
 
Tabel 2.2 Perbedaan Antara Emosi dan Mood 
Emosi Mood 
Durasi singkat Durasi lama 
Spesifik mengarah kepada 
suatu hal 
Biasanya lebih umum 
Biasanya disertai dengan 
beragam ekspresi wajah 
Biasanya tidak disertai 
dengan ekspresi wajah 
  
 Pada musik, yang dipakai pada uji coba kali ini adalah 
yang mood, dikarenakan musik adalah stimulus yang bagus untuk 
meningkatkan mood seseorang. 
 
2.13. Genre 
Genre musik adalah pengelompokan musik sesuai dengan 
kemiripan satu sama lain. Sebuah genre dapat juga didefinisikan 
oleh teknik musik, gaya, dan konteks musik. 
Terdapat banyak macam  variasi Genre pada suatu musik 
[21]. Dikarenakan sebuah genre pada suatu lagu terlalu banyak, 
maka pada percobaan ini dibatasi hanya sebatas genre umum suatu 
lagu, yaitu classic, electronic, jazz, dan rock dimana di dataset juga 
sudah tersedia. Genre classic adalah musik yang memiliki ciri 
peralihan nada dari awalan lembut menjadi keras atau sebalikya. 
Genre electronic adalah musik yang menggunakan alat musik 
elektronik dan teknologi musik untuk produksinya. Genre jazz 




trombon, piano, terompet, dan saksofon. Genre rock adalah jenis 




Tempo musik adalah ukuran kecepatan dalam birama lagu. 
Ukuran kecepatan bisa diukur dengan alat bernama metronome dan 
keyboard. Secara umum, tempo dibagi menjadi 3 yaitu lambat, 
sedang, dan cepat. Tempo dibagi berdasarkan kecepatan nada [22]. 
Tabel 2.3 adalah pemetaan pembagian tempo berdasarkan Beats 
Per Minutes (BPM). 
 
Tabel 2.3 Pembagian Estimasi Tempo 





Untuk mendapatkan  BPM suatu lagu, penelitian ini 
menggunakan software  yang bernama MixMeister BPM Analyzer 
yang dapat diunduh secara gratis [23]. Langkah-langkah 
mendapatkan suatu lagu dapat dilihat pada Gambar 2.9. Pertama 
buka program MixMeister BPM Analyzer, lalu drag suatu lagu 
yang ingin dicari nilai BPM-nya. Maka program akan otomatis 
menghitung berapa nilai yang dimiliki suatu lagu. Nilai BPM inilah 
yang akan digunakan untuk proses klasifikasi untuk menentukan 









2.15. Russel's Circumplex models 
Russel's Circumplex models adalah model yang digunakan 
untuk memetakan emosi dari dua kombinasi linear:arousal dan 
valence [24]. Pada Tugas Akhir ini, akan dipetakan berdasarkan 














2.16. Support Vector Machine 
Support Vector Machine (SVM) adalah metode machine 
learning yang bekerja dengan mencari hyperlane terbaik (fungsi 
klasifier) yang memisahkan beberapa label yang berbeda [1]. 
Hyperlane yang optimal dapat ditemukan dengan cara mengukur 
margin/distance antara hyperlane dengan data yang paling dekat 
pada masing-masing labelnya, seperti pada contoh Gambar 2.11. 
SVM telah digunakan dalam berbagai eksperimen seperti 
klasifikasi identifikasi pembicara, pengenalan obyek, deteksi 
wajah dan klasifikasi vokal. SVM dapat mengklasifikasikan data 
multi-dimensi adalah yang pada dasarnya menentukan perbatasan 
antara dua kelas atau lebih. 
Contoh pelatihan training data pada SVM menentukan 
parameter dari keputusan untuk mengklasifikasikan fungsi dari dua 
atau lebih kelas dan memaksimalkan margin selama fase 




pembelajaran. Setelah tahap pembelajaran, mesin dapat 
















Pada penelitian ini, dilakukan sesi training dan sesi testing 
untuk mencoba klasifikasi. Sesi training merupakan sesi 
melakukan pembelajaran terhadap variasi data-data yang dimiliki 
oleh suatu label sedangkan sesi testing merupakan proses uji coba 
prediksi pada suatu data yang baru. Metode SVM dipilih karena 
percobaan sebelumnya klasifkasi SVM menggunakan fitur MPEG-
7 dan hasilnya baik [25]. Untuk melakukan implementasi SVM ini, 
digunakan library sklearn dari bahasa pemrograman Python 
menggunakan default kernel yaitu rbf. 
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3. BAB III 
ANALISIS DAN PERANCANGAN SISTEM 
Bab ini membahas tahap analisis dan perancangan sistem 
yang akan dibangun. Analisis membahas semua persiapan yang 
akan menjadi pokok pikiran pembuatan aplikasi ini. Mulai dari 
masalah yang melatarbelakangi, hingga analisis gambaran awal 
sistem yang akan dibuat. Perancangan sistem membahas hal-hal 
yang berkaitan dengan pondasi atau dasar pembuatan aplikasi, 
yang meliputi perancangan basis data, tampilan antar muka 
halaman aplikasi, hingga perancangan alur proses yang akan 
diimplementasikan di dalam aplikasi. 
 
3.1. Analisis 
Tahap analisis meliputi analisis masalah, analisis 
kebutuhan, deskripsi umum sistem, dan kasus penggunaan sistem 
yang dibuat.  
3.1.1. Kontribusi Penelitian 
Sebenarnya sudah ada penelitian-penelitian terkait 
mengenai MIR menggunakan MPEG-7 ini. Salah satu contohnya 
adalah deteksi perbedaan suara (Sound Recognition) pada kucing, 
kodok, senapan, dan lain lain [25]. Namun untuk klasifikasi mood 
dan tempo pada suatu lagu masih belum ada sehingga kontribusi 
dan kebaruan dari penelitian ini adalah mood classification dan 
tempo estimation pada suatu audio. 
Pada penelitian ini, MPEG-7 digunakan karena ekstraksi 
fitur yang dihasilkan berupa metadata. Di dalam metadata tersebut 
berisi angka-angka digital yang merupakan gambaran dari  
karakteristik-karakteristik sinyal suatu audio sesuai durasinya. 
Oleh karena itu, penelitian Tugas Akhir ini terkait dengan ilmu 







3.1.2. Analisis Permasalahan 
Di era modern ini, banyak sekali lagu yang telah 
diproduksi. Lagu dapat dengan mudah didengarkan seseorang di 
tempat-tempat umum seperti mal, kafe, toko buku, dsb. Setiap 
orang pasti mempunyai dafar lagu yang disukainya, namun tidak 
menutup kemungkinan juga jika seseorang yang sedang berjalan-
jalan di suatu tempat umum seperti kafe lalu secara tidak sengaja 
mendengar lagu baru yang tidak pernah diketahuinya dan 
langsung menyukainya. Kejadian seperti ini sering dialami 
banyak orang. Biasanya, seseorang akan mencari lagu tersebut 
dengan cara mengetik lirik dan mencarinya dalam sebuah mesin 
pencarian. Namun bagaimana ketika sebuah lagu tersebut susah 
untuk dicari dalam mesin pencarian? Misalnya, bahasa yang susah 
(karena bahasa asing), lirik yang dinyanyikan terlalu cepat, dsb. 
Hal ini membuat seseorang gagal mendapatkan lagu yang baru 
diinginkan sehingga terkadang timbul perasaan kecewa. 
Oleh karena itu, aplikasi MusicMoo ini dibuat untuk 
menangani permasalahan di atas. Ketika seseorang tertarik 
dengan lagu baru yang didengarnya, cukup membuka aplikasi 
perangkat bergerak MusicMoo dan merekam lagu setidaknya 45 
detik. Maka aplikasi akan memberikan judul lagu yang dimaksud 
ataupun detail informasi lagu seperti mood, genre, dan tempo.  
3.1.3. Analisis Kebutuhan 
Kebutuhan utama dalam aplikasi ini difokuskan untuk 
mendeteksi genre, mood, serta tempo yang dimiliki oleh suatu lagu. 
Contoh aplikasi yang sudah ada adalah SoundHound dan Shazam. 
Kedua aplikasi ini mampu mendeteksi potongan lagu tersebut 
berjudul apa, akan tetapi masih terbatas hanya judul lagu tanpa 
informasi detail seperti mood, genre, maupun tempo. Oleh karena 
itu, dengan aplikasi yang dirancang bertujuan untuk menangani 
batasan yang dimiiki oleh SoundHound dan Shazam tersebut. 
Tabel 3.1 merupakan daftar kebutuhan fungsional perangkat lunak 




Gambar 3.1 Deskripsi Umum Sistem 








Partisipan dapat mengenali sebuah lagu 
memiliki mood apa. 
F-2 Mendeteksi 
genre lagu 
Partisipan dapat mengenali sebuah lagu 
memiliki genre lagu apa. 
F-3 Mendeteksi 
tempo lagu 
Partisipan dapat mengenali sebuah lagu 
tersebut bertempo apa. 
 
3.1.4. Deskripsi Umum Sistem 
Aplikasi yang akan dibuat pada Tugas Akhir ini adalah 
program aplikasi perangkat bergerak. Gambar 3.1 adalah gambaran 





Keterangan pada penomoran Gambar 3.1: 
1. Sebuah lagu direkam melalui aplikasi perangkat bergerak. 
2. Lagu rekaman di-upload ke server. 
3. Lagu rekaman dilakukan ekstraksi fitur dan pengambilan 
fitur oleh server Java. 
4. Fitur yang diambil dilakukan processing pada server 
Python (melakukan DWT dan klasifikasi). 
5. Hasil akan dikirim kembali pada server. 
6. Server akan menampilkan hasil pada aplikasi perangkat 
bergerak. 
 
 Untuk penjelasan secara rinci akan dijelaskan di bawah 
mulai dari proses input, proses, hingga output. 
 
3.1.4.1. Input  
Pertama-tama, sebuah lagu direkam lewat aplikasi 
perangkat bergerak. Lakukan perekaman dengan menekan tombol 
rekam dengan durasi minimal 45 detik. Jika sudah, maka tekan 
tombol berhenti untuk mengakhiri rekaman. Maka hasil rekaman 
akan tersimpan dengan format .wav. Berikutnya adalah tekan 




Pada tahap ini dijelaskan secara bertahap langkah-langkah 
yang dilakukan pada sistem dimulai dari proses ekstraksi fitur, 
pengolahan sinyal fitur, sampai menjadi hasil output. 
 
3.1.4.2.1 Ekstraksi Fitur 
Setelah lagu terupload, maka akan dilakukan ekstraksi 
fitur berbasis MPEG-7 yang dilakukan pada server Java. Pada 
tahap ini, tujuannya adalah untuk  mendapatkan XML MPEG-7 
dari sebuah rekaman lagu dan mengambil fitur yang digunakan 
untuk proses klasifikasi.   Ektraksi fitur ini memakai library pada 




dari XML yang dihasilkan menggunakan Xquery yang 
diimplementasikan oleh library Java yang bernama BaseX. 
Gambar 3.2 adalah ilustrasi bagaimana dari wav utuh 
dilakukan ekstraksi fitur. Suatu sinyal wav dipecah-pecah menjadi 
karakteristik yang menggambarkan variasi-variasi dari sinyal 
penuh. Fitur-fitur inilah yang akan digunakan untuk proses 
klasifikasi. Pada proses klasifikasi, tidak semua fitur akan dipakai, 




Untuk detail  tahapan proses yang terjadi di server Java 
digambarkan pada Gambar 3.3 di mana suatu lagu akan dilakukan 
ekstraksi fitur sehingga menghasilkan metadata XML berisi fitur-
fitur MPEG-7. Setelah metadata dihasilkan, maka dilakukan 





pengambilan fitur oleh Xquery untuk mengambil fitur-fitur yang 
akan dipakai untuk disimpan dalam database. Jika sudah maka 
tugas pada server Java selesai dan dilanjutkan tahap processing 
yang ditangani oleh server Python. 
 
   
Untuk pemilihan fitur yang dipakai dan disimpan  
berdasarkan teori sebagai berikut:  
1. Pada modul mood, audio fitur yang dipakai untuk proses 
adalah Audio Power dan Audio Harmonicity. Kedua fitur 
ini dipilih dan dikombinasikan karena untuk mood suatu 
lagu, dipengaruhi oleh suatu daya/naik turunnya amplitudo 




Gambar 3.4 Tahapan Processing Pada Server Python 
serta keselarasan harmonis nada [26]. Maka dipilihlah fitur  
Audio Power dan Harmonicity.  
2. Pada modul genre dan tempo, audio fitur yang dipakai 
untuk proses adalah Audio Spectrum Centroid, Audio 
Spectrum Spread, dan Audio Spectrum Flatness [27]. Fitur 
ini dipakai karena suatu lagu yang mempengaruhi genre 
dan tempo adalah informasi kejernihan suara (ASC), 
penyimpangan spektrum dari sinyal asli (ASS), dan 
kerataan properti suatu kekuatan spektrum (ASF). Maka 
untuk data train adalah gabungan ketiga sinyal yaitu ASC, 
ASS, dan ASF. 
 
3.1.4.2.2 Processing 
Pada tahap ini, fitur yang dipilih akan masuk ke tahap 
processing. Fitur yang dipilih ini akan dilakukan Discrete Wavelet 
Transform (DWT)  dengan menggunakan tipe wavelet bior 2.8. 
Tujuannya adalah untuk menghilangkan noise yang terdapat pada 
sinyal. Implementasi yang dilakukan untuk melakukan DWT ini 
menggunakan library Python yang bernama Pywt. Untuk detail  






Langkah pertama yang dilakukan server Python adalah 
mengambil seluruh fitur-fitur yang sudah disimpan dalam 
database. Kemudian fitur-fitur inilah yang akan dilakukan proses 
DWT. Pada tahap melakukan DWT ini terdapat langkah-langkah 
yang dipaparkan pada Gambar 3.5.  
 
 
Tahapan untuk melakukan DWT sebagai berikut: 
1. Menentukan level dekomposisi fitur-fitur yang akan 
digunakan (Audio Power, Audio Harmonicity, Audio 
Spectrum Centroid, Audio Spectrum Spread, dan Audio 
Spectrum Flatness). 
2. Lakukan perhitungan pada step analisis perhitungan. 
3. Cari level dekomposisi sesuai dengan rentang frekuensi 
yang terdapat pada Tabel 2.1. 
4. Maka didapatkan level dekomposisi wavelet terbaik untuk 
tiap fitur. 
5. Lakukan proses DWT untuk semua fitur yang akan dipakai 
sesuai dengan level dekomposisinya. 




Contoh sinyal yang telah dilakukan wavelet dengan level 
dekomposisi terbaik pada Gambar 3.6. Gambar bagian atas adalah 
sinyal normal sedangkan bagian bawah adalah sinyal yang sudah 
terwavelet. Dari gambar tersebut menunjukan bahwa sinyal yang 
























Kemudian dilanjutkan tahapan pada server Python yaitu 
reduksi data. Reduksi data yang dimaksud adalah menyamakan 
panjang sinyal agar menjadi seragam untuk proses klasifikasi. Hal 
ini dilakukan karena ekstraksi fitur yang dihasilkan 
mempertimbangkan milidetik juga. Pada penelitian ini, telah 
dilakukan analisis pada sejumlah 296 lagu dari dataset dan 





menganalisis panjang data semua fitur yang sudah dilakukan 
DWT. Tujuannya adalah untuk mengambil panjang lagu minimal 
untuk dijadikan acuan penyamarataan panjang sinyal. Tabel 3.2 
adalah hasil analisis panjang sinyal minimal untuk tiap fitur. 
 
Tabel 3.2 Panjang Minimal Tiap Fitur 
Fitur Panjang minimal 
Audio Power 4.498 
Audio Harmonicity 4.493 
Audio Spectrum Centroid 51 
Audio Spectrum Spread 51 
Audio Spectrum Flatness 107.904 
 
Maka panjang sinyal fitur setiap musik yang diambil 
sebanyak angka-angka tersebut, sisanya bisa diabaikan. Proses ini 
dijamin tidak akan merusak sinyal karena dari data awal panjang 
sinyal seragam semua yaitu 45 detik dan hanya membuang 
milidetik saja. 
Setelah proses ini, akan masuk pada tahap berikutnya yaitu 
menggabungkan fitur dalam suatu list. Pada tahap ini, fitur-fitur 
yang sudah dilakukan DWT akan digabungkan menjadi satu list 
untuk menjadi data yamg siap diklasifikasikan.  
Untuk modul mood, gabungan fitur yang terbentuk berasal 
dari Audio Power dan Audio Harmonicity. Sedangkan untuk modul 
genre dan tempo, gabungan fitur yang dibentuk adalah kombinasi 
dari Audio Spectrum Centroid, Audio Spectrum Spread, dan Audio 
Spectrum Flatness. Gambar 3.7 adalah contoh plot list sinyal dari 
kombinasi Audio Power dan Audio Harmonicity dan Gambar 3.8 
adalah contoh plot list sinyal dari kombinasi Audio Spectrum 
Centroid, Audio Spectrum Spread, dan Audio Spectrum Flatness. 
Gabungan-gabungan fitur ini sudah dibagi sama panjang fitur per 
kolom untuk melakukan klasifikasi, sehingga keaslian informasi 



















Terakhir, adalah proses klasifikasi. Metode klasifikasi 
yang digunakan adalah Support Vector Machine (SVM). Sebelum 
tahap klasifikasi, ada proses yang namanya melatih data. 
Tujuannya adalah agar mesin dapat mengetahui beragam 
karakteristik sinyal yang dimaksud sesuai dengan label tertentu. 
Implementasi SVM dilakukan menggunakan library Python yang 
bernama sklearn. Pada uji coba kali ini adalah melakukan training 
data untuk tiap modul (mood, genre, dan tempo) sebanyak 65 data 
per label. Tabel 3.3 adalah rincian penjelasan data training.  
Gambar 3.7 Gabungan Fitur AP dan AH 





Tabel 3.3 Perincian Data Training 
Perincian Data Training 


















Setelah mesin membelajari karakteristik-karakteristik 
sinyal sesuai yang diberikan, maka prediksi data baru pun dapat 
dilakukan. Sehingga karakteristik lagu rekaman tadi dapat 
diprediksi memiliki mood, genre, ataupun tempo apa sesuai dengan 
karakteristik sinyalnya. Hasil prediksi akan dibawa kembali ke 
server untuk ditampilkan pada aplikasi perangkat bergerak. 
 
3.1.4.3. Output  
Masuk tahap terakhir yaitu adalah hasil. Lagu yang di-
upload tadi, akan diprediksi oleh mesin yang sudah ‘dilatih’lewat 
tampilan perangkat bergerak. Untuk mood,  output suatu lagu dapat 
berupa label angry/happy/relaxed/sad. Pada modul genre, hasil 
berupa label classic/electronic/jazz/rock. Terakhir pada modul 
tempo, hasil berupa label slow/medium/fast. Untuk uji coba, akan 






Gambar 3.9 Diagram Kasus Penggunaan 
3.1.5. Kasus Penggunaan 
Mengacu pada spesifikasi kebutuhan fungsional yang telah 
dipaparkan, dibuat kasus penggunaan yang selanjutnya akan 
disimpulkan dalam deskripsi umum sistem, yang diharapkan dapat 
memenuhi kebutuhan fungsional, berdasar pada kasus penggunaan 
yang dibuat. Kasus penggunaan dijelaskan lebih lanjut pada Tabel 
3.4 dan diagram kasus penggunaan ditunjukkan pada Gambar 3.9. 
 




UC-1 Mengetahui mood sebuah lagu Partisipan 
UC-2 Mengetahui genre sebuah lagu Partisipan 








3.1.4.1. Mengetahui mood sebuah lagu (UC-1) 
Kasus penggunaan kode UC-1 diakses partisipan setelah 
berhasil merekam suatu lagu yang dimaksud, lalu diunggah ke 
server. Pada tahap ini partisipan akan mendapat hasil lagu yang 
dimaksud berlabel mood apa sesuai yang dinilai oleh sistem.  
 
3.1.4.2. Mengetahui genre sebuah lagu (UC-2) 
Kasus penggunaan kode UC-2 diakses partisipan setelah 
berhasil merekam suatu lagu yang dimaksud, lalu diunggah ke 
server. Pada tahap ini partisipan akan mendapat hasil lagu yang 
dimaksud bertipe genre apa sesuai yang dinilai oleh sistem. 
 
3.1.4.3. Mengetahui tempo sebuah lagu (UC-3) 
Kasus penggunaan kode UC-3 diakses partisipan setelah 
behasil merekam suatu lagu yang dimaksud, lalu di diunggah ke 
server. Pada tahap ini partisipan akan mendapat hasl lagu yang 
dimaksud memiliki tempo apa sesuai yang dinilai oleh sistem. 
 
3.2. Perancangan Sistem 
Tahap ini meliputi perancangan basis data, tampilan 
antarmuka, dan perancangan alur proses penggunaan sistem yang 
diharapkan dapat memenuhi tujuan dari pengembangan aplikasi 
ini. Perlu diketahui bahwa aplikasi ini dibangun dalam kondisi 
lingkungan tertentu, dan dapat dioperasikan dalam lingkungan 
tertentu pula. Lingkungan pengembangan aplikasi adalah sebagai 
berikut. 
 
Perangkat keras : 
 Komputer : Prosesor Intel® Core™ i3-CPU 
(3.30GHz), RAM 4 GB, Graphic Intel ® 
Sandybridge Desktop 
 Android : OS Android v5.1 Lollipop Chipset 
Mediatek MT6795 Helio X10, Octa-
core 2.0 GHz & PowerVR G6200 GPU, 





Perangkat lunak : 
Sistem operasi  : Windows 7, Android Lolipop 
IDE  : Android Studio 2.0, IntelliJ 2016 1.1  
Basis Data : MySQL 5.6 
SDK : SDK Android Lolipop level 23. 
 
3.2.1. Perancangan Basis Data 
Pada subbab ini dijelaskan mengenai perancangan basis 
data yang dalam hal ini digunakan untuk menyimpan data diri 
partisipan beserta rekam skor yang diperolehnya selama 
menggunakan aplikasi ini. Gambaran perancangan basis data dapat 
dilihat pada penjelasan di bawah. Saat ini, aplikasi masih 
menggunakan database relasional (MySQL) dikarenakan 
kekurangan sumber daya manusia, sedangkan seharusnya 
menggunakan database non relasional (NoSQL). Tabel 3.5, Tabel 
3.6, dan Tabel 3.7 adalah gambaran tabel atribut dan tipe data yang 
diterapkan pada MySQL. 
 
Tabel 3.5 Perancangan Tabel Modul Mood 
Mood 
id Int (pk,auto increment) 




Tabel 3.6 Perancangan Tabel Modul Genre 
Genre 
id Int (pk,auto increment) 









Tabel 3.7 Perancangan Tabel Modul Tempo 
Tempo 
id Int (pk,auto increment) 





Untuk contoh isi data pada Tabel 3.5, Tabel 3.6, dan Tabel 
3.7  diperlihatkan pada Gambar  3.10, Gambar 3.11, dan Gambar 
3.12. Data yang disimpan berupa angka digital dalam bentuk list 
yang siap digunakan untuk proses pengolahan. Pada kolom judul 
merepresentasikan label dari suatu konten pada lagu. Contohnya 
angry untuk  label pada  mood, classic untuk label pada genre, dan 
medium untuk label pada tempo. 
 
Gambar 3.10 Contoh Isi Data Pada Tabel Modul Mood 
 




Gambar 3.13 Perancangan 
Tampilan Awal Aplikasi 
 
3.2.2. Perancangan Antar Muka 
Subbab ini menjelaskan bagaimana rancangan antarmuka 
yang akan berinteraksi secara langsung dengan pengguna pada saat 
tahap implementasi. 
3.2.2.1. Perancangan Tampilan Awal Aplikasi 
Dibuka 
Pada tampilan awal ketika pengguna membuka aplikasi 
adalah terdapat 3 tombol yaitu signature, coversong, dan detail 
lagu. Tombol-tombol ini adalah fungsionalitas dari aplikasi 
MusicMoo. Pada pengerjaan Tugas Akhir ini, bagian yang 
dikerjakan adalah modul mood, genre dan tempo di mana 
fungsionalitas sistem diimplementasikan di dalam tombol detail 


















3.2.2.2. Perancangan Tampilan Menu Dalam 
Tombol 
Pada tampilan menu ketika memencet salah satu tombol. 
Tampilan menu di dalam ketika tombol akan terlihat sama, hanya 
yang membedakan adalah fungsionalitasnya. Perancangan 
tampilan menu digambarkan pada Gambar 3.14 di mana terdapat 3 
tombol yaitu rekam, berhenti, dan kirim. Tombol rekam memiliki 
fungsi ketika ditekan akan melakukan perekaman lagu yang ingin 
diproses. Tombol berhenti memiliki fungsi ketika ditekan untuk 
menyelesaikan atau menghentikan proses perekaman. Lagu yang 
direkam tadi akan menjadi rekaman dengan format .wav. Terakhir 
tombol kirim memiliki fungsi melakukan upload lagu yang selesai 

















3.2.2.3. Perancangan Tampilan Hasil 
Hasil yang ditampilkan pada aplikasi ini  berbentuk pop-
up notifikasi mengenai detail informasi lagu yang telah diproses. 
Perancangan tampilan hasil digambarkan pada Gambar 3.15. Pop- 
up dapat ditutup dengan cara menekan tulisan tutup pada pojok 
kanan bawah. 
Gambar 3.14 Perancangan 











3.2.3. Perancangan Alur Proses Penggunaan Aplikasi 
Pada tahap ini akan dijelaskan mengenai rancangan alur 
proses penggunaan aplikasi yang digunakan sebagai acuan dalam 
pembangunan aplikasi. Gambar 3.16 adalah penjelasan alur 
penggunaan aplikasi dalam bentuk workflow. Alur proses ini 






membantu memperlihatkan langkah demi langkah yang akan 
dilakukan pengguna sehingga terlihat jelas antara input, proses, 
dan output.  
 
3.2.3.1. Penjelasan Alur Kerja Proses Penggunaan 
Aplikasi 
Untuk alur proses, langkah-langkah yang dilakukan sama 
semua. Pertama lakukan perekeman suatu lagu minimal 45 detik. 
Ketika sudah selesai merekam, maka audio akan disimpan dalam 
ekstensi format .wav. Langkah berikutnya adalah upload rekaman 
lagu tadi ke server. Maka akan dilakukan proses-proses. Hasilnya 
berupa data string. Untuk modul mood yang dihasilkan adalah  
label mood angry/happy/relaxed/sad. Sedangkan untuk genre, 
label yang dihasilkan adalah classic/electronic/jazz/rock. Terakhir 










4. BAB IV 
IMPLEMENTASI  
Bab ini membahas implementasi dari analisis dan 
perancangan sistem yang telah dibahas pada Bab III. Namun dalam 
penerapannya, rancangan tersebut dapat mengalami perubahan 
minor sewaktu-waktu apabila dibutuhkan. 
 
4.1. Lingkungan Implementasi 
Dalam implementasinya, lingkungan yang digunakan sama 
seperti yang dituliskan pada rancangan, yakni menggunakan 
beberapa perangkat pendukung sebagai berikut. 
4.1.1. Lingkungan Implementasi Perangkat Keras 
Perangkat keras yang digunakan dalam implementasi 
pengembangan aplikasi ini adalah Komputer. Spesifikasi komputer 
yang digunakan adalah laptop dengan prosesor AMD E2-1800 
APU with Radeon(tm) HD Graphics (2CPUs) dan RAM 4 GB. 
4.1.2. Lingkungan Implementasi Perangkat Lunak 
Penjelasan perangkat lunak yang digunakan dalam 
implementasi aplikasi ini adalah sebagai berikut: 
 Microsoft Windows 7 Ultimate sebagai sistem operasi pada 
notebook. 
 MySQL untuk mengimplementasikan rancangan basis data. 
4.2. Implementasi Server 
Subbab ini membahas tentang implementasi tampilan 
antarmuka yang telah dirancang dan dibahas pada Bab III. 
Selanjutnya akan dirinci dengan detail sebagai berikut. 
4.2.1. Implementasi Konfigurasi Server dengan Flask 
Kode Sumber 4.1 merupakan implementasi untuk 
melakukan konfigurasi server Flask. Dapat dilihat bahwa perlu 
dilakukan konfigurasi dulu yang terkait dengan nama user, 





1. from flask import Flask, render_template, session, 
redirect, url_for   
2. from flask.ext.mysql import MySQL   
3. import re   
4. import os   
5.    
6. app = Flask(__name__)   
7. mysql = MySQL()   
8.    
9. app.config['MYSQL_DATABASE_USER'] = 'MusicMoo2'   
10. app.config['MYSQL_DATABASE_PASSWORD'] = '12345'   
11. app.config['MYSQL_DATABASE_DB'] = 'MusicMoo'   
12. app.config['MYSQL_DATABASE_HOST'] = '10.151.64.169'
   
13. mysql.init_app(app)   
14.    
15.    
16. if __name__ == "__main__":   
17.     app.run(host='0.0.0.0', port=5124, debug=True)  
Kode Sumber 4.1 Konfigurasi Server Flask 
4.2.2. Implementasi Mengubah Sinyal dari Time 
Domain menjadi Frekuensi Domain 
Kode Sumber 4.2 adalah implementasi untuk mengubah 
sinyal dari time domain menjadi frequency domain. Tujuannya 
adalah untuk menganalisis sinyal mempunyai frekuensi maksimal 
berapa sebagai acuan level dekomposisi. Input yang diterima 
berupa sinyal dan outputnya adalah hasil dari fungsi nilai 
dekomposisi level.  
1. def frekuensi(arr):   
2.     npArr = np.array(arr)   
3.     mean = np.mean(npArr)   
4.     fin = npArr - mean   
5.        
6.     hasil = max(abs(np.fft.fft(fin.transpose(), axi
s = 0) ) )   
7.     fft = np.array(abs(np.fft.fft(fin.transpose(), 




8.     maxIndex = np.where(fft == hasil)[0][0]   
9.    
10.     fre = float(maxIndex) * 1024 / len(arr)    
11.    
12.     return nilaiDekomposisi(fre)   
Kode Sumber 4.2 Mengubah Sinyal dari Time Domain 
Menjadi Frequency Domain 
4.2.3. Implementasi Mencari Nilai Dekomposisi 
Terbaik 
Kode Sumber 4.3 adalah implementasi untuk mencari 
nilai dekomposisi wavelet terbaik. Fungsi ini digunakan setelah 
sinyal dari time domain diubah menjadi frekuensi domain. Input 
yang diterima adalah hasil perhitungan pada variabel fre pada 
fungsi yang dijelaskan pada Kode Sumber 4.2. Outputnya adalah 
nilai level dekomposisi.  
1. def nilaiDekomposisi(fre):   
2.     if (fre > 512):   
3.         return 0   
4.     elif(256 <= fre and fre <= 512):   
5.         return 1   
6.     elif(128 <= fre and fre <= 256):   
7.         return 2   
8.     elif(64 <= fre and fre <= 128):   
9.         return 3   
10.     elif(32 <= fre and fre <= 64):   
11.         return 4   
12.     elif(16 <= fre and fre <= 32):   
13.         return 5   
14.     elif(8 <= fre and fre <= 16):   
15.         return 6   
16.     elif(4 <= fre and fre <= 8):   
17.         return 7   
18.     elif(2 <= fre and fre <= 4):   
19.         return 8   
20.     elif(1 <= fre and fre <= 2):   
21.         return 9   





23.         return 10   
24.     elif(0.25 <= fre and fre <= 0.5):   
25.         return 11   
26.     elif(0.125 <= fre and fre <= 0.25):   
27.         return 12   
28.     elif(0.0625 <= fre and fre <= 0.125):   
29.         return 13   
Kode Sumber 4.3 Mencari Nilai Dekomposisi Terbaik 
4.2.4.  Implementasi Discrete Wavelet Transform 
Kode Sumber 4.4 berikut ini adalah implementasi untuk 
melakukan Discrete Wavelet Transform (DWT). Fungsi ini 
digunakan untuk menghilangkan noise dari audio asli. Input yang 
diterima berupa sinyal lagu dan n level dekomposisi. Outputnya 
berupa sinyal yang sudah terwavelet dengan level dekomposisi 
terbaik. 
1. import pywt   
2.    
3. def waveletTransform(lagu, n):   
4.     w = pywt.Wavelet('bior2.8')   
5.     maks = pywt.dwt_max_level(data_len=len(lagu), f
ilter_len=w.dec_len)   
6.     if(n > maks):   
7.         n = maks   
8.     hasil = pywt.wavedec(lagu, "bior2.8", level = n
)   
9.        
10.     return hasil[0]   
Kode Sumber 4.4 Melakukan Wavelet 
 
4.2.1. Implementasi Reduksi Data 
Kode Sumber 4.5 berikut ini adalah implementasi untuk 
melakukan penyamaan panjang fitur pada yang didapatkan. 
Tujuannya adalah menyeragamkan data agar dapat diklasifikasn 




menjalankan fungsi implementasi Discrete Wavelet Transform 
(DWT).  
1. panjangminimAP = 4498   
2. panjangminimAH = 4493   
3. panjangminimASC = 51   
4. panjangminimASS = 51   
5. panjangminimASF = 107904   
6.    
7. #Contoh fitur yang dilakukan reduksi panjang#   
8. wvlaguAP18=dc.waveletTransform(AP18.AP,10)[:panjang
minimAP]   
9. wvlaguAH18=dc.waveletTransform(AH18.AH,levelAH)[:pa
njangminimAH]   
10. wvlaguASC18=dc.waveletTransform(ASC18.ASC,levelASC)
[:panjangminimASC]   
11. wvlaguASS18=dc.waveletTransform(ASS18.ASS,levelASS)
[:panjangminimASS]   
12. wvlaguASF18=dc.waveletTransform(ASF18.ASF,levelASF)
[:panjangminimASF]   
13. wvlaguASP18=dc.waveletTransform(ASP18.ASP,levelASP)
[:panjangminimASP]   
Kode Sumber 4.5 Implementasi Reduksi Data 
4.2.2. Implementasi Gabung Fitur 
Kode Sumber 4.6 berikut adalah implementasi untuk 
melakukan penggabungan 2 atau 3 fitur ke dalam 1 list. List inilah 
yang nantinya digunakan untuk proses training yang digunakan 
untuk tahap klasifikasi menggunakan SVM. Input berupa fitur 
yang sudah dilakukan DWT beserta reduksi data. Untuk urutan 
tidak boleh terbalik, di mana list pada modul mood dengan panjang 
0-4498 milik Audio Power dan sisanya Audio Harmonicity. 
Sedangkan list untuk modul genre dan tempo urutannya sebagai 
berikut: 51 panjang pertama untuk fitur Audio Spectrum Centroid, 
51 panjang berikutnya untuk fitur Audio Spectrum Spread, dan 







#membuat gabungan list berisi AP dan AH untuk modul
 mood    
2. gabunganfitur18=list(merge(wvlaguASC18,wvlaguASS18,
wvlaguASF18)) #membuat gabungan list berisi ASC, AS
S dan ASF untuk modul genre dan tempo   
Kode Sumber 4.6 Implementasi Gabung Fitur 
4.2.3.  Implementasi SVM 
Pada subbab ini dijelaskan implementasi proses klasifikasi 
untuk masing-masing modul. 
 
4.2.3.1. Implementasi SVM Untuk Modul Mood 
Kode sumber 4.7 merupakan implementasi untuk 
melakukan SVM pada modul mood. X adalah parameter untuk data 
training dan y adalah label dari masing-masing data training. Hasil 
prediksi adalah prediksi mood dari data  input baru suatu lagu.  
1. def Mood(inputsinyal):   
2.     X = np.array([     
3.         #Isi List Data Training sebanyak 65x per la
bel mood   
4.     ])   
5.    
6.    
7.     y = np.array([   
8.         #Beri label pada masing masing list. Ada An
gry, Happy, Relaxed, dan Sad sebanyal 65 per masing
-masing label   
9.         ])   
10.    
11.     from sklearn.svm import SVC   
12.     clf = SVC()   
13.     clf.fit(X,y)    
14.     prediksi= clf.predict([inputsinyal]) //sinyal i
nputan   
15.     if prediksi == [1] : print 'Angry'   
16.     elif prediksi== [2] : print 'Happy'   




18.     else:  print 'Sad'   
19.     return prediksi   
Kode Sumber 4.7 SVM Pada Modul Mood 
 
4.2.3.2. Implementasi SVM Untuk Modul Genre 
Kode Sumber 4.8 merupakan implementasi untuk 
melakukan SVM pada modul genre. X adalah parameter untuk data 
training dan y adalah label dari masing-masing data training. Hasil 
prediksi adalah prediksi genre dari data  input baru suatu lagu.  
1. def Genre (inputsinyal):   
2.     X = np.array([     
3.         #Isi List Data Training sebanyak 65x per ge
nre lagu   
4.     ])   
5.    
6.    
7.     y = np.array([   
8.         #Beri label pada masing masing list. Ada cl
assic, elektronic, jazz, dan rock sebanyal 65 per m
asing-masing label   
9.         ])   
10.    
11.     from sklearn.svm import SVC   
12.     clf = SVC()   
13.     clf.fit(X,y)    
14.     prediksi= clf.predict([inputsinyal]) //sinyal i
nputan   
15.     if prediksi == [1] : print 'Classic'   
16.     elif prediksi== [2] : print ‘Electronic'   
17.     elif prediksi== [3] : print ‘Jazz'   
18.    else:  print 'Rock'   
19.     return prediksi   








4.2.3.3. Implementasi SVM Untuk Modul Tempo 
Kode Sumber 4.9 merupakan implementasi untuk 
melakukan SVM pada modul tempo. X adalah parameter untuk 
data training dan y adalah label dari masing-masing data training. 
Hasil prediksi adalah prediksi tempo dari data  input baru suatu 
lagu.  
1. def Tempo (inputsinyal):   
2.     X = np.array([     
3.         #Isi List Data Training sebanyak 65x per la
bel tempo   
4.     ])   
5.    
6.    
7.     y = np.array([   
8.         #Beri label pada masing masing list. Ada sl
ow, medium dan fast sebanyal 65 per masing-
masing label   
9.         ])   
10.    
11.     from sklearn.svm import SVC   
12.     clf = SVC()   
13.     clf.fit(X,y)    
14.     prediksi= clf.predict([inputsinyal]) //sinyal i
nputan   
15.     if prediksi == [1] : print 'Fast'   
16.     elif prediksi== [2] : print 'Medium'   
17.    else:  print 'Slow'   
18.     return prediksi   
Kode Sumber 4.9 SVM Pada Modul Tempo 
4.3. Implementasi Perangkat Bergerak 
Pada subbab ini dijelaskan implementasi pada perangkat 







Gambar 4.2 Tampilan Menu Di Dalam 
Tombol Pada Perangkat Bergerak 
4.3.1. Implementasi Antar Muka 
Berikut adalah tampilan implementasi antarmuka yang 
terlihat pada tampilan perangkat bergerak. Antarmuka dibangun 
sesuai yang dirancang pada subbab 3.2.2. Tampilan awal aplikasi 
dibuka dapat dilihat ada Gambar 4.1 sedangkan tampilan menu 






















4.3.2. Implementasi Perekaman Audio 
Kode Sumber 4.10 merupakan implementasi aplikasi 
Android untuk melakukan perekaman suara. Proses perekaman 
audio menggunakan sample rate 44100 Hz dan encoding PCM 
16 Bit untuk mendapatkan hasil rekaman dengan kualitas 
terbaik. 
1. private void startRecording(){   
2.     recorder = new AudioRecord(MediaRecorder.AudioS
ource.MIC,   
3.             RECORDER_SAMPLERATE, RECORDER_CHANNELS,
RECORDER_AUDIO_ENCODING, bufferSize);   
4.    
5.     int i = recorder.getState();   
6.     if(i==1)   
7.         recorder.startRecording();   
8.    
9.     isRecording = true;   
10.    
11.     recordingThread = new Thread(new Runnable() {   
12.    
13.         @Override   
14.         public void run() {   
15.             writeAudioDataToFile();   
16.         }   
17.     },"AudioRecorder Thread");   
18.    
19.     recordingThread.start();   
20. }   
Kode Sumber 4.10 Implementasi Perekaman Audio 
4.3.3. Implementasi Memberhentikan Perekaman 
Audio 
Kode Sumber 4.11 merupakan implementasi aplikasi 
Android untuk memberhentikan proses perekaman suara.  
1. private void stopRecording(){   




3.         isRecording = false;   
4.    
5.         int i = recorder.getState();   
6.         if(i==1)   
7.             recorder.stop();   
8.         recorder.release();   
9.    
10.         recorder = null;   
11.         recordingThread = null;   
12.     }   
13.    
14.     copyWaveFile(getTempFilename(),getFilename()); 
  
15.     deleteTempFile();   
16. }   
Kode Sumber 4.11 Memberhentikan Perekaman Audio 
4.3.4. Implementasi Penyimpanan Hasil Rekaman 
Audio 
Kode Sumber 4.12 merupakan implementasi aplikasi 
Android untuk menyimpan hasil perekaman suara. Hasil yang 
disimpan adalah rekaman lagu dalam format wav. 
1. private String getFilename(){   
2.     String filepath = Environment.getExternalStorag
eDirectory().getPath();   
3.     File file = new File(filepath,AUDIO_RECORDER_FO
LDER);   
4.    
5.     if(!file.exists()){   
6.         file.mkdirs();   
7.     }   
8.     selectedFilePath = file.getAbsolutePath() + "/"
 + "clip" + AUDIO_RECORDER_FILE_EXT_WAV;   
9. rn (file.getAbsolutePath() + "/" + "clip" + AUDIO_R
ECORDER_FILE_EXT_WAV);   
10. }   





4.3.5. Implementasi Upload Lagu Ke Server 
Kode Sumber ini merupakan implementasi aplikasi 
Android untuk meng-upload hasil perekaman suara ke server. 
Kode sumber dapat dilihat pada Lampiran Kode Sumber A.1 yang 
terletak pada lampiran. 
4.4. Implementasi Ekstraktor MPEG-7 
Pada subbab ini dijelaskan implementasi proses ekstraksi 
audio fitur berbasis MPEG-7.  
4.4.1. Implementasi Mengimpor Library yang 
Digunakan 
Kode Sumber 4.13 merupakan implementasi untuk 
mengimpor library yang digunakan yaitu basex, basex-api, basex-
xqj-1.2.3, dan MPEG7AudioEnc. Library  yang terdapat kata 
basex digunakan untuk melakukan Xquery. Sedangkan 
MPEG7AudioEnc digunakan untuk membuat metadata XML 
hasil ekstraksi MPEG-7. 
1. import org.basex.core.*;   
2. import org.basex.core.cmd.*;       
3. import org.basex.io.serial.*;   
4. import org.basex.query.*;   
5. import org.basex.query.iter.*;   
6. import org.basex.query.value.*;    
7. import org.basex.query.value.item.*;   
8.    
9. import java.io.IOException;   
Kode Sumber 4.13 Mengimpor Library yang Digunakan 
4.4.2. Implementasi Ekstraktor basis MPEG-7 
Kode Sumber 4.14 merupakan implementasi untuk 
ekstrasi audio  fitur metadata berbasis MPEG-7. Tujuannya adalah 
untuk mengelolah fitur yang dimiliki suatu audio untuk 




output yg dihasilkan adalah metadata XML MPEG-7 yang berada 
di direktori  file tempat audio disimpan.  
1. public class Descriptor{   
2.     public static void main(String[] args){   
3.         try {   
4.             String sourceConfig = "C:\\Users\\Andre
\\Documents\\NetBeansProjects\\MPEG-
7_Extract\\config\\config.xml";   
5.             InputStream inputStream = new FileInput
Stream(sourceConfig);   
6.             Reader reader = new InputStreamReader(i
nputStream);   
7.             Config config = ConfigXML.parse(reader)
;   
8.             File folder = new File("D:\\Datasets TA
\\");   
9.             File[] listFile = folder.listFiles();   
10.             for(int i = 0 ; i < listFile.length ; i
++) {   
11.                 if(listFile[i].isFile()) {   
12.                     AudioInputStream audioInputStre
am = AudioSystem.getAudioInputStream(listFile[i]); 
  
13.                     Document mpeg7 = MP7DocumentBui
lder.encode(audioInputStream, config);   
14.                     DOMSource domSource = new DOMSo
urce(mpeg7);   
15.                     StringWriter stringWriter = new
 StringWriter();   
16.                     StreamResult result = new Strea
mResult(stringWriter);   
17.                     TransformerFactory transformerF
actory = TransformerFactory.newInstance();   
18.                     Transformer transformer = trans
formerFactory.newTransformer();   
19.                     transformer.transform(domSource
, result);   
20.                     String hasil = stringWriter.toS





21.                     File file1 = new File("D:\\Data
sets TA\\" + listFile[i].getName().split(".wav")[0]
 + ".xml");   
22.                     FileWriter fileWriter = new Fil
eWriter(file1, false);   
23.                     fileWriter.write(hasil);   
24.                     stringWriter.flush();   
25.                     fileWriter.flush();   
26.                     fileWriter.close();   
27.                     System.out.println("i :" + i); 
  
28.                 }   
29.             }   
30.         } catch (IOException e) {   
31.             System.out.println(e);   
32.         }catch (UnsupportedAudioFileException e){   
33.             System.out.println(e);   
34.         } catch (ParserConfigurationException e){   
35.             System.out.println(e);   
36.         } catch (TransformerException e){   
37.             System.out.println("e");   
38.         } catch (SAXException e){   
39.             System.out.println("error baru");   
40.         }   
41.     }   
42. }   
Kode Sumber 4.14  Implementasi Ektraktor basis MPEG-7 
 
4.5. Implementasi XQuery untuk Mengambil Fitur 
Audio 
Pada subbab ini dijelaskan implementasi pengambilan fitur 
dari metadata XML yang dihasilkan oleh ekstraksi fitur berbasis 
MPEG-7.  
4.5.1. Mengambil Nilai Audio Power 
Kode Sumber 4.15 merupakan kode untuk 
mengimplementasikan mengambil nilai Audio Power. Kode 




metode Xquery. Output yang dihasilkan adalah nilai dari fitur 
Audio Power. 
1.     public  static String[] AudioPowerType(String p
ath) throws BaseXException{   
2.         String query =   
3.                 "declare default element namespace 
\"urn:mpeg:mpeg7:schema:2001\";" +   
4.                         "declare namespace mpeg7 = 
\"urn:mpeg:mpeg7:schema:2001\";" +   
5.                         "declare namespace xsi = \"
http://www.w3.org/2001/XMLSchema-instance\";" +   
6.                         "for $x in doc(\""+path+"\"
)/Mpeg7/Description/MultimediaContent/Audio/AudioDe
scriptor\n return if($x/@xsi:type=\"AudioPowerType\
")then data($x/SeriesOfScalar/Raw) else \"\"";   
7.          String hasil = new XQuery(query).execute(c
ontext);   
8.        String[] hasil1 = hasil.split("  
9. ");   
10.         for(int i = 0 ; i<hasil1.length;i++){   
11.             System.out.print(hasil1[i].trim().repla
ce(" ",","));   
12.             if(i != hasil1.length-1)   
13.                System.out.print(",");   
14.         }   
15.        return hasil1;   
16. XQuery(query).execute(context));   
17.     }   
Kode Sumber 4.15 Mengambil Nilai Audio Power 
4.5.2. Mengambil Nilai Audio Harmonicity 
Kode Sumber 4.16 merupakan implementasi untuk 
mengambil nilai Audio Harmonicity. Kode sumber berikut adalah 
penerapan query pada data XML dengan metode Xquery. Output 
yang dihasilkan adalah nilai dari fitur Audio Harmonicity. 
1. public static String[] AudioHarmonicityType(String 





2.    
3.     String query =   
4.             "declare default element namespace \"ur
n:mpeg:mpeg7:schema:2001\";" +   
5.                     "declare namespace mpeg7 = \"ur
n:mpeg:mpeg7:schema:2001\";" +   
6.                     "declare namespace xsi = \"http
://www.w3.org/2001/XMLSchema-instance\";" +   




else \"\"";   
8.    
9. String hasil = new XQuery(query).execute(context); 
  
10.    String[] hasil1 = hasil.split("  
11. ");   
12.     for(int i = 0 ; i<hasil1.length;i++){   
13.         System.out.print(hasil1[i].trim().replace("
 ",","));   
14.         if(i != hasil1.length-1)   
15.            System.out.print(",");   
16.     }   
17.    return hasil1;   
18.     //System.out.println(new XQuery(query).execute(
context));   
19. }   
Kode Sumber 4.16 Mengambil Nilai Audio Harmonicity 
4.5.3. Mengambil Nilai Audio Spectrum Centroid 
Kode Sumber 4.17 merupakan implementasi untuk 
mengambil nilai Audio Spectrum Centroid. Kode sumber berikut 
adalah penerapan query pada data XML dengan metode Xquery. 
Output yang dihasilkan adalah nilai dari fitur Audio Spectrum 
Centroid.  
1. public static String[] AudioSpectrumCentroidType(St
ring path) throws BaseXException{   




3.             "declare default element namespace \"ur
n:mpeg:mpeg7:schema:2001\";" +   
4.                     "declare namespace mpeg7 = \"ur
n:mpeg:mpeg7:schema:2001\";" +   
5.                     "declare namespace xsi = \"http
://www.w3.org/2001/XMLSchema-instance\";" +   
6.                     "for $x in doc(\""+path+"\")/Mp
eg7/Description/MultimediaContent/Audio/AudioDescri
ptor\n return if($x/@xsi:type=\"AudioSpectrumCentro
idType\")then data($x/SeriesOfScalar/Raw) else \"\"
";   
7.  String hasil = new XQuery(query).execute(context);
   
8.    String[] hasil1 = hasil.split("  
9. ");   
10.     for(int i = 0 ; i<hasil1.length;i++){   
11.         System.out.print(hasil1[i].trim().replace("
 ",","));   
12.         if(i != hasil1.length-1)   
13.            System.out.print(",");   
14.     }   
15.    return hasil1;   
16.     //System.out.println(new XQuery(query).execute(
context));   
17. }   
Kode Sumber 4.17 Mengambil Nilai Audio 
SpectrumCentroid 
4.5.4. Mengambil Nilai Audio Spectrum Spread 
Kode Sumber 4.18 merupakan implementasi untuk 
mengambil nilai Audio Spectrum Spread. Kode sumber berikut 
adalah penerapan query pada data XML dengan metode Xquery. 
Output yang dihasilkan adalah nilai dari fitur Audio Spectrum 
Spread.  
1.    public static String[] AudioSpectrumSpreadType(S
tring path) throws BaseXException{   
2.    





4.                "declare default element namespace \
"urn:mpeg:mpeg7:schema:2001\";" +   
5.                        "declare namespace mpeg7 = \
"urn:mpeg:mpeg7:schema:2001\";" +   
6.                        "declare namespace xsi = \"h
ttp://www.w3.org/2001/XMLSchema-instance\";" +   
7.                        "for $x in doc(\""+path+"\")
/Mpeg7/Description/MultimediaContent/Audio/AudioDes
criptor\n return if($x/@xsi:type=\"AudioSpectrumSpr
eadType\")then data($x/SeriesOfScalar/Raw) else \"\
"";   
8.    
9. String hasil = new XQuery(query).execute(context); 
  
10.       String[] hasil1 = hasil.split("  
11. ");   
12.        for(int i = 0 ; i<hasil1.length;i++){   
13.            System.out.print(hasil1[i].trim().replac
e(" ",","));   
14.            if(i != hasil1.length-1)   
15.               System.out.print(",");   
16.        }   
17.       return hasil1;   
18.        //System.out.println(new XQuery(query).execu
te(context));   
19.    }   
Kode Sumber 4.18 Mengambil Nilai Audio Spectrum 
Spread 
4.5.5. Mengambil Nilai Audio Spectrum Flatness 
Kode Sumber 4.19 merupakan implementasi untuk 
mengambil nilai Audio Spectrum Flatness. Kode sumber berikut 
adalah penerapan query pada data XML dengan metode Xquery. 
Output yang dihasilkan adalah nilai dari fitur Audio Spectrum 
Flatness.  
1.    public  static String[] AudioSpectrumFlatnessTyp
e(String path) throws BaseXException{   




3.                "declare default element namespace \
"urn:mpeg:mpeg7:schema:2001\";" +   
4.                        "declare namespace mpeg7 = \
"urn:mpeg:mpeg7:schema:2001\";" +   
5.                        "declare namespace xsi = \"h
ttp://www.w3.org/2001/XMLSchema-instance\";" +   
6.                        "for $x in doc(\""+path+"\")
/Mpeg7/Description/MultimediaContent/Audio/AudioDes
criptor\n return if($x/@xsi:type=\"AudioSpectrumFla
tnessType\")then data($x/SeriesOfVector/Raw) else \
"\"";   
7. String hasil = new XQuery(query).execute(context); 
  
8.       String[] hasil1 = hasil.split("  
9. ");   
10.        for(int i = 0 ; i<hasil1.length;i++){   
11.            System.out.print(hasil1[i].trim().replac
e(" ",","));   
12.            if(i != hasil1.length-1)   
13.               System.out.print(",");   
14.        }   
15.       return hasil1;   
16.    }   











5. BAB V 
PENGUJIAN DAN EVALUASI 
Bab ini membahas pengujian dan evaluasi pada aplikasi 
yang dikembangkan. Pengujian yang dilakukan adalah pengujian 
terhadap kebutuhan fungsionalitas sistem yang telah dijabarkan 
pada Bab III dan terhadap tujuan dibuatnya aplikasi ini, yakni agar 
musik memiliki informasi yang lebih mendetail dan makin 
lengkap. 
 
5.1. Lingkungan Pengujian  
Lingkungan pengujian sistem pada pengerjaan Tugas 
Akhir ini dilakukan pada lingkungan dan alat kakas sebagai 
berikut: 
Prosesor : Prosesor Intel® Core™ i3-CPU  
RAM  : 4 GB 
Jenis Device : Personal Computer 
Sistem Operasi : Ubuntu 16.04 LTS 
 
Sedangkan perangkat bergerak yang digunakan dalam 
pengujian adalah sebagi berikut: 
Prosesor : Mediatek MT6795 Helio X10 
RAM  : 2 GB 
Jenis Device : Perangkat bergerak 
Sistem Operasi : Android v5.1 Lollipop 
5.2. Skenario Pengujian 
Pada bagian ini akan dijelaskan tentang skenario pengujian 
yang dilakukan. Uji coba dilakukan untuk setiap modul yaitu mood, 
genre, dan tempo. Terdapat beberapa skenario saat ujicoba, 
dikarenakan hasil output mempengaruhi skenario yang digunakan: 
1. Skenario 1: Melakukan uji coba lewat data langsung. 
 Melakukan ekstraksi fitur. 
 Mengambil fitur dengan Xquery. 





 Uji coba dengan suatu testing 
 Ekstrak lagu yang ingin dicoba, ambil fiturnya dengan 
Xquery. 
 Lakukan DWT dan training data. 
 Prediksi suatu data input. 
 Hasil akan keluar sesuai dengan pembelajaran mesin. 
 Hasil konstan tidak berubah-ubah. 
2. Skenario 2: Melakukan uji coba lewat aplikasi perangkat 
bergerak. 
 Sebuah lagu, direkam melalui aplikasi perangkat 
bergerak minimal 45 detik, jika sudah tekan tombol 
stop. 
 Upload lagu dalam server. 
 Server akan melakukan ekstraksi fitur dan mengambil 
fitur yang akan diproses dengan Xquery. 
 Sistem menyimpan fitur yang dipakai dalam database. 
 Melakukan processing pada server Python. 
 Ambil data dari database lakukan DWT. 
 Lakukan training data. 
 Sistem akan memprediksi data baru (rekaman yang di-
upload tadi). 
 Hasil akan keluar sesuai dengan pembelajaran mesin. 
 Hasil bisa berubah-rubah dikarenakan dipengaruhi 
oleh: speaker sumber suara/perekam suara dan noise 
suatu lingkungan. 
 
Pada data akurasi Tugas Akhir ini, dilakukan uji coba 
menggunakan perangkat bergerak sesuai yang dijelaskan pada bab 
perancangan sistem. Tabel 5.1 memperlihatkan skenario pengujian 







Tabel 5.1 Skenario Pengujian 
Kode Pengujian Skenario Pengujian 
SP-UC1 Pengujian Modul Mood 
SP-UC2 Pengujian Modul Genre 
SP-UC3 Pengujian Modul Tempo 
5.2.1. Pengujian Fungsionalitas 
Pengujian fungsionalitas aplikasi dilakukan secara mandiri 
dengan melakukan skenario yang sama dengan rancangan alur 
proses aplikasi sebagai tolok ukur keberhasilan pengujian, dan 
mengacu pada kasus penggunaan yang sebelumnya telah 
dijelaskan pada Bab III. Pengujian pada kebutuhan fungsionalitas 
dapat dijabarkan pada subbab berikut. 
 
5.2.1.1. Pengujian Modul Mood 
Pemgujian pada modul mood ini dimulai dengan pengguna 
melakukan perekaman pada suatu lagu. Perekaman dilakukan 
melalui aplikasi perangkat bergerak. Rincian skenario pengujian 
pada kasus penggunaan dapat dilihat pada Tabel 5.2. 
 
Tabel 5.2 Tabel Pengujian Modul Mood 
ID SP-UC1 
Referensi Kasus Penggunaan UC-1 
Nama Mengetahui Mood Sebuah Lagu. 
Tujuan Pengujian Pengguna mengetahui mood pada 
sebuah lagu. 
Skenario Mendeteksi mood  sebuah lagu 
Kondisi Awal Pengguna membuka aplikasi 
MusicMoo. 
Data Uji Merekam suatu lagu minimal 
sepanjang 45 detik. 
Langkah Pengujian 1. Pengguna membuka 
menekan tombol Detail 
Lagu 
2. Pengguna melakukan 






tombol rekam dengan 
durasi minimal 45 detik. 
3. Setelah selesai, tekan 
tombol berhenti. 
4. Lakukan proses upload 
pada lagu yang sudah 
direkam tadi dengan 
menekan tombol kirim. 
5. Aplikasi perangkat 
bergerak akan 
melakukan proses. 
6. Aplikasi akan 
menampilkan hasil 
berupa pop-up. 
Hasil Yang Diharapkan Tertampil detail lagu berupa label 
mood, genre, dan tempo. 
Hasil Yang Didapatkan Detail lagu mood, genre, dan 
tempo. 
Hasil Pengujian Berhasil. 
Kondisi Akhir Aktor melihat tampilan pop-up 
pada aplikasi perangkat bergerak 
berupa hasil label yang 
didapatkan.  
 
5.2.1.2. Pengujian Modul Genre 
Pengujian pada modul genre ini dimulai dengan pengguna 
melakukan perekaman pada suatu lagu. Perekaman dilakukan 
melalui aplikasi perangkat bergerak. Rincian skenario pengujian 
pada kasus penggunaan dapat dilihat pada Tabel 5.3. 
 
Tabel 5.3 Tabel Pengujian Modul Genre 
ID SP-UC2 
Referensi Kasus Penggunaan UC-2 
Nama Mengetahui Genre Sebuah Lagu. 
Tujuan Pengujian Pengguna mengetahui genre pada 
sebuah lagu. 




Kondisi Awal Pengguna membuka aplikasi 
MusicMoo. 
Data Uji Merekam suatu lagu minimal 
sepanjang 45 detik. 
Langkah Pengujian 1. Pengguna membuka 
menekan tombol Detail 
Lagu 
2. Pengguna melakukan 
perekaman sebuah lagu 
dengan memencet 
tombol rekam dengan 
durasi minimal 45 detik. 
3. Setelah selesai, tekan 
tombol berhenti. 
4. Lakukan proses upload 
pada lagu yang sudah 
direkam tadi dengan 
menekan tombol kirim. 
5. Aplikasi perangkat 
bergerak akan 
melakukan proses. 
6. Aplikasi akan 
menampilkan hasil 
berupa pop-up. 
Hasil Yang Diharapkan Tertampil detail lagu berupa label 
mood, genre, dan tempo. 
Hasil Yang Didapatkan Detail lagu mood, genre, dan 
tempo. 
Hasil Pengujian Berhasil. 
Kondisi Akhir Aktor melihat tampilan pop-up 
pada aplikasi perangkat bergerak 
berupa hasil label yang 
didapatkan.  
 
5.2.1.3. Pengujian Modul Tempo 
Pengujian pada modul tempo ini dimulai dengan pengguna 





melalui aplikasi perangkat bergerak. Rincian skenario pengujian 
pada kasus penggunaan dapat dilihat pada Tabel 5.4. 
 
Tabel 5.4 Tabel Pengujian Modul Mood 
ID SP-UC3 
Referensi Kasus Penggunaan UC-3 
Nama Mengetahui Tempo  Sebuah Lagu. 
Tujuan Pengujian Pengguna mengetahui genre pada 
sebuah lagu. 
Skenario Mendeteksi tempo sebuah lagu 
Kondisi Awal Pengguna membuka aplikasi 
MusicMoo. 
Data Uji Merekam suatu lagu minimal 
sepanjang 45 detik. 
Langkah Pengujian 1. Pengguna membuka 
menekan tombol Detail 
Lagu 
2. Pengguna melakukan 
perekaman sebuah lagu 
dengan memencet 
tombol rekam dengan 
durasi minimal 45 detik. 
3. Setelah selesai, tekan 
tombol berhenti. 
4. Lakukan proses upload 
pada lagu yang sudah 
direkam tadi dengan 
menekan tombol kirim. 
5. Aplikasi perangkat 
bergerak akan 
melakukan proses. 
6. Aplikasi akan 
menampilkan hasil 
berupa pop-up. 
Hasil Yang Diharapkan Tertampil detail lagu berupa label 
mood, genre, dan tempo. 





Hasil Pengujian Berhasil. 
Kondisi Akhir Aktor melihat tampilan pop-up 
pada aplikasi perangkat bergerak 




5.3. Akurasi Pengujian Fungsionalitas 
Pada subbab ini akan diberikan hasil evaluasi dari 
pengujian-pengujian yang telah dilakukan. Evaluasi yang 
diberikan meliputi evaluasi pengujian kebutuhan fungsional sesuai 
dengan modul yang terdapat aplikasi. 
Pada pengujian, tidak semua fitur dipakai. Dari tinjauan 
pustaka, maka dilakukan seleksi fitur sesuai definisi yang 
dijelaskan pada subbab 2.2 yang sesuai dengan masing-masing 
modul. Tabel 5.6 memperlihatkan fitur mana yang dipakai, mana 
yang tidak sesuai dengan definisi, dan mana fitur yang ketika 
dipakai hasilnya kurang baik. 
 
Tabel 5.5 Pemilihan Tiap Fitur 
Fitur 
Modul 
Mood Tempo Genre 
Audio Power V ** ** 
Audio Waveform X X X 
Temporal Centroid X X X 
Log Attack Time X X X 
Audio Spectrum Centroid X V V 
Audio Harmonicity V ** ** 
Harmonic Spectral Centroid X X X 
Harmonic Spectral Deviation X X X 
Harmonic Spectral Spread X X X 
Harmonic Spectral Variaton X X X 





Audio Spectrum Projection ** ** ** 
Audio Spectrum Basis ** ** ** 
Audio Spectrum Flatness ** V V 
Audio Spectrum Envelope X X X 
Audio Fundamental Frequency X X X 
Audio Signature X X X 
 
Keterangan simbol: 
V  = Sesuai dan dipakai. 
X  = Tidak dipakai karena tidak sesuai definisi. 
** = Sesuai tapi ketika dilakukan uji coba hasil output  jelek.  
  
Akurasi dihitung menggunakan Persamaan 5.1 yang 
merupakan perhitungan dengan cara Positive Preditive Value 








Di mana TP adalah True Positif yaitu jumlah data yang diprediksi 
benar sesuai dengan labelnya dan FP adalah False Positif yaitu 
jumlah data yang diprediksi dikatakan benar namun kenyataannya 
adalah salah. TP + FP bisa juga dibilang  jumlah data keseluruhan 
yang dipakai dalam pengujian.   
 Data yang dilakukan untuk uji coba pada masing-masing 










Tabel 5.6 Rincian Jumlah Data Testing 




















Untuk detail lagu pada data testing masing-masing modul 
dapat dilihat pada Tabel A.1, Tabel A.2, dan Tabel A.3 yang 
terletak pada lampiran. Berikut penjelasan uji coba yang dilakukan  
pada subbab di bawah. 
5.3.1. Hasil Percobaan Modul Mood 
Berdasarkan definisi di atas, maka uji coba yang dilakukan 
untuk mood adalah memakai 2 fitur yaitu Audio Power dan Audio 












Tabel 5.7 Hasil Percobaan Modul Mood 
Aktual 
Pengujian 
Angry Happy Relaxed Sad 
Angry 4 1 0 0 
Happy 0 10 0 0 
Relaxed 0 3 2 5 
Sad 0 0 0 10 
 
Dari data di atas, maka dilakukan penghitungan akurasi 
dengan Persamaan 5.1. Maka akurasi yang didapat dari uji coba 
modul mood adalah 75%. 
5.3.2. Hasil Percobaan Modul Tempo 
Berdasarkan definisi di atas, maka uji coba yang dilakukan 
untuk tempo adalah memakai 3 fitur yaitu Audio Spectrum 
Centroid, Audio Spectrum Spread,  dan Audio Spectrum Flatness. 
Hasil yang diperoleh dilampirkan pada Tabel 5.9 sebagai berikut. 
 
Tabel 5.8 Hasil Percobaan Modul Tempo 
Aktual 
Pengujian 
Fast Medium Slow 
Fast 5 5 0 
Medium 0 10 0 
Slow 0 1 9 
 
Dari data di atas, maka dilakukan penghitungan akurasi 
dengan Persamaan 5.1. Maka akurasi yang didapat dari uji coba 








5.3.3. Hasil Percobaan Modul Genre 
Berdasarkan definisi di atas, maka uji coba yang dilakukan 
untuk genre adalah memakai 3 fitur yaitu Audio Spectrum 
Centroid, Audio Spectrum Spread,  dan Audio Spectrum Flatness. 
Hasil yang diperoleh dilampirkan pada Tabel 5.10 sebagai berikut. 
 
Tabel 5.9 Hasil Percobaan Genre 
Aktual 
Pengujian 
Classic Electronic Jazz Rock 
Classic 6 0 0 0 
Electronic 0 6 0 0 
Jazz 1 1 4 0 
Rock 0 1 0 5 
 
Dari data di atas, maka dilakukan penghitungan akurasi 
dengan Persamaan 5.1. Maka akurasi yang didapat dari uji coba 
modul tempo adalah 87,5 %. 
 
5.4. Evaluasi Pengujian 
Pada subbab ini membahas hasil evaluasi dari pengujian-
pengujian yang telah dilakukan. Evaluasi yang diberikan meliputi 
evaluasi pengujian kebutuhan fungsional beserta evaluasi berupa 
akurasi pada masing-masing modul. 
5.4.1. Evaluasi Pengujian Fungsionalitas 
Rangkuman mengenai hasil pengujian fungsionalitas dapat 
dilihat pada Tabel 5.5. Berdasarkan data pada tabel tersebut, semua 
skenario pengujian berhasil dan program berjalan dengan baik. 
Sehingga bisa ditarik kesimpulan bahwa fungsionalitas dari 






Gambar 5.1 Contoh Tampilan Output Pada Aplikasi Perangkat Bergerak 
Tabel 5.10 Rangkuman Hasil Pengujian 
Kode Pengujian Skenario Pengujian Hasil 
SP-UC1 Pengujian Modul Mood Berhasil 
SP-UC2 Pengujian Modul Genre Berhasil 
SP-UC3 Pengujian Modul Tempo Berhasil 
Gambar 5.1 adalah contoh hasil tampilan output berupa 
pop-up yang dilihat oleh pengguna. Pada pojok kanan bawah 











6. BAB VI 
KESIMPULAN DAN SARAN 
Pada bab ini akan diberikan kesimpulan yang diperoleh 
selama pengerjaan Tugas Akhir dan saran mengenai 
pengembangan yang dapat dilakukan terhadap Tugas Akhir ini di 
masa yang akan datang. 
 
6.1. Kesimpulan 
Dari hasil pengamatan selama proses perancangan, 
implementasi, dan pengujian perangkat lunak yang dilakukan, 
dapat diambil kesimpulan sebagai berikut: 
1. Fitur audio yang diekstrak dengan menggunakan basis 
MPEG-7 menghasilkan 17 fitur MPEG-7 Low Level 
Descriptors. 
2. Pada modul mood, audio fitur  yang mempengaruhi adalah 
Audio Power dan Audio Harmonicity. 
3. Pada modul genre, audio fitur yang berpengaruh adalah 
fitur Audio Spectrum Centroid, Audio Spectrum Spread, 
dan Audio Spectrum Flatness. 
4. Pada modul tempo, audio fitur yang berpengaruh adalah 
fitur Audio Spectrum Centroid, Audio Spectrum Spread, 
dan Audio Spectrum Flatness. Sama seperti dengan genre. 
5. Tingkat akurasi untuk masing-masing  modul sudah baik 
di mana mood  75%, genre 87,5%, dan tempo 80%. 
 
6.2. Saran 
Berikut merupakan beberapa saran untuk pengembangan 
sistem di masa yang akan datang. Saran-saran ini didasarkan pada 
hasil perancangan, implementasi dan pengujian yang telah 
dilakukan: 
1. Peningkatan akurasi untuk masing-masing modul agar 





2. Analisis fitur-fitur MPEG-7 Low Level Audio Descriptors  
lainnya yang mungkin berpotensi mempengaruhi tiap-tiap 
modul juga. 
3. Mengganti database relasional dengan database non 
relasional (NoSQL). Unuk pengerjaan masa datang 
disarankan memakai MongoDB. 
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LAMPIRAN KODE SUMBER 
 
1. private class PostDataTOServer extends AsyncTask<Vo
id, Void, Void> {   
2.         //Create hashmap Object to send parameters 
to web service   
3.         HashMap<String, String> postDataParams;   
4.         ProgressDialog progressDialog;   
5.         TextView textView;   
6.         @Override   
7.         protected void onPreExecute() {   
8.             super.onPreExecute();   
9.    
10.    
11.             progressDialog = new ProgressDialog(Mai
nActivity.this);   
12.             progressDialog.setMessage("Please wait.
..");   
13.             progressDialog.setCancelable(false);   
14.             progressDialog.show();   
15.    
16.             textView = (TextView) findViewById(R.id
.hasil);   
17.         }   
18.         @Override   
19.         protected Void doInBackground(Void... arg0)
 {   
20.             int serverResponseCode = 0;   
21.    
22.             HttpURLConnection connection;   
23.             DataOutputStream dataOutputStream;   
24.             String lineEnd = "\r\n";   
25.             String twoHyphens = "--";   
26.             String boundary = "*****";   
27.    
28.             int bytesRead,bytesAvailable,bufferSize
;   
29.             byte[] buffer;   





31.             File selectedFile = new File(selectedFi
lePath);   
32.    
33.             String[] parts = selectedFilePath.split
("/");   
34.             final String fileName = parts[parts.len
gth-1];   
35.    
36.             try{   
37.                 FileInputStream fileInputStream = n
ew FileInputStream(selectedFile);   
38.                 URL url = new URL(SERVER_URL);   
39.                 connection = (HttpURLConnection) ur
l.openConnection();   
40.                 connection.setDoInput(true);//Allow
 Inputs   
41.                 connection.setDoOutput(true);//Allo
w Outputs   
42.                 connection.setUseCaches(false);//Do
n't use a cached Copy   
43.                 connection.setRequestMethod("POST")
;   
44.                 connection.setRequestProperty("Conn
ection", "Keep-Alive");   
45.                 connection.setRequestProperty("ENCT
YPE", "multipart/form-data");   
46.                 connection.setRequestProperty("Cont
ent-Type", "multipart/form-
data;boundary=" + boundary);   
47.                 connection.setRequestProperty("uplo
aded_file",selectedFilePath);   
48.    
49.                 //creating new dataoutputstream   
50.                 dataOutputStream = new DataOutputSt
ream(connection.getOutputStream());   
51.    
52.                 //writing bytes to data outputstrea
m   
53.                 dataOutputStream.writeBytes(twoHyph
ens + boundary + lineEnd);   
54.                 dataOutputStream.writeBytes("Conten
t-Disposition: form-




55.                         + selectedFilePath + "\"" +
 lineEnd);   
56.    
57.                 dataOutputStream.writeBytes(lineEnd
);   
58.    
59.                 //returns no. of bytes present in f
ileInputStream   
60.                 bytesAvailable = fileInputStream.av
ailable();   
61.                 //selecting the buffer size as mini
mum of available bytes or 1 MB   
62.                 bufferSize = Math.min(bytesAvailabl
e,maxBufferSize);   
63.                 //setting the buffer as byte array 
of size of bufferSize   
64.                 buffer = new byte[bufferSize];   
65.    
66.                 //reads bytes from FileInputStream(
from 0th index of buffer to buffersize)   
67.                 bytesRead = fileInputStream.read(bu
ffer,0,bufferSize);   
68.    
69.                 //loop repeats till bytesRead = -
1, i.e., no bytes are left to read   
70.                 while (bytesRead > 0){   
71.                     //write the bytes read from inp
utstream   
72.                     dataOutputStream.write(buffer,0
,bufferSize);   
73.                     bytesAvailable = fileInputStrea
m.available();   
74.                     bufferSize = Math.min(bytesAvai
lable,maxBufferSize);   
75.                     bytesRead = fileInputStream.rea
d(buffer,0,bufferSize);   
76.                 }   
77.    
78.                 dataOutputStream.writeBytes(lineEnd
);   
79.                 dataOutputStream.writeBytes(twoHyph
ens + boundary + twoHyphens + lineEnd);   





81.                 serverResponseCode = connection.get
ResponseCode();   
82.                 String serverResponseMessage = conn
ection.getResponseMessage();   
83.    
84.                 Log.i(TAG, "Server Response is: " +
 serverResponseMessage + ": " + serverResponseCode)
;   
85.    
86.                 //response code of 200 indicates th
e server status OK   
87.    
88.                 //closing the input and output stre
ams   
89.    
90.                 String line;   
91.                 BufferedReader br = new BufferedRea
der(new InputStreamReader(connection.getInputStream
()));   
92.                 //Log.d("Output",br.toString());   
93.                 while ((line = br.readLine()) != nu
ll) {   
94.                     response += line;   
95.                     Log.d("output lines", line);   
96.                 }   
97.    
98.                 fileInputStream.close();   
99.                 dataOutputStream.flush();   
100.                 dataOutputStream.close();   
101.    
102.    
103.    
104.             } catch (FileNotFoundException e
) {   
105.                 e.printStackTrace();   
106.                 runOnUiThread(new Runnable()
 {   
107.                     @Override   
108.                     public void run() {   
109.                         Toast.makeText(MainA
ctivity.this,"File Not Found",Toast.LENGTH_SHORT).s
how();   




111.                 });   
112.             } catch (MalformedURLException e
) {   
113.                 e.printStackTrace();   
114.                 Toast.makeText(MainActivity.
this, "URL error!", Toast.LENGTH_SHORT).show();   
115.    
116.             } catch (IOException e) {   
117.                 e.printStackTrace();   
118.                 Toast.makeText(MainActivity.
this, "Cannot Read/Write File!", Toast.LENGTH_SHORT
).show();   
119.             }   
120.             return null;   
121.         }   
122.         @Override   
123.         protected void onPostExecute(Void re
sult) {   
124.             super.onPostExecute(result);   
125.             progressDialog.dismiss();   
126.             //Toast.makeText(MainActivity.th
is,response,Toast.LENGTH_LONG).show();   
127.             textView.setText(response);   
128.         }   
129.     }   
130. } 
131.    





















962 7,4 3,4 Angry Happy FALSE 
977 7,3 3,5 Angry Angry TRUE 
980 5,8 4,3 Angry Angry TRUE 
987 6,3 3,6 Angry Angry TRUE 
995 4,7 2,4 Angry Angry TRUE 
466 6,6 5,9 Happy Happy TRUE 
467 5,7 6,8 Happy Happy TRUE 
469 5,1 5,3 Happy Happy TRUE 
472 6,5 5,2 Happy Happy TRUE 
473 7,1 5,5 Happy Happy TRUE 
475 5,6 5 Happy Happy TRUE 
484 6,4 6,5 Happy Happy TRUE 
486 6,2 5,7 Happy Happy TRUE 
487 4,5 5,3 Happy Happy TRUE 
489 4,6 5,2 Happy Happy TRUE 
688 4,3 5 Relaxed Relaxed TRUE 
819 4 5,7 Relaxed Relaxed TRUE 
826 4 4,7 Relaxed Sad FALSE 
829 2,3 4,5 Relaxed Happy FALSE 
776 3,5 4,5 Relaxed Happy FALSE 
779 2,8 5,3 Relaxed Sad FALSE 
789 3,9 5,2 Relaxed Happy FALSE 
791 2,7 4,6 Relaxed Sad FALSE 
799 4,1 5,6 Relaxed Sad FALSE 
811 4,1 4,9 Relaxed Sad FALSE 
480 2,7 4,1 Sad Sad TRUE 





488 1,6 3,4 Sad Sad TRUE 
494 3,7 4,1 Sad Sad TRUE 
499 3,6 3,6 Sad Sad TRUE 
637 2,2 3,6 Sad Sad TRUE 
643 3,5 4,2 Sad Sad TRUE 
646 3,1 3,8 Sad Sad TRUE 
656 2,6 4,1 Sad Sad TRUE 
660 2,1 2,8 Sad Sad TRUE 
660 2,1 2,8 Sad Sad TRUE 
 
 





158 Classic Classic TRUE 
159 Classic Classic TRUE 
160 Classic Classic TRUE 
164 Classic Classic TRUE 
167 Classic Classic TRUE 
168 Classic Classic TRUE 
384 Electronic Electronic TRUE 
430 Electronic Electronic TRUE 
444 Electronic Electronic TRUE 
490 Electronic Electronic TRUE 
494 Electronic Electronic TRUE 
498 Electronic Electronic TRUE 
688 Jazz Jazz TRUE 
643 Jazz Jazz TRUE 
660 Jazz Jazz TRUE 
740 Jazz Jazz TRUE 




690 Jazz Electronic FALSE 
962 Rock Rock TRUE 
977 Rock Rock TRUE 
980 Rock Rock TRUE 
995 Rock Rock TRUE 
991 Rock Electronic FALSE 
999 Rock Rock TRUE 
 
 
Tabel A.3 Hasil Percobaan Modul Tempo 
Data 
Test BPM Label 
Hasil Uji 
coba Akurasi 
714 158,24 Fast Fast TRUE 
789 135,03 Fast Fast TRUE 
979 146,61 Fast Medium FALSE 
158 155,07 Fast Medium FALSE 
187 159,84 Fast Medium FALSE 
228 159,91 Fast Medium FALSE 
444 137,3 Fast Fast TRUE 
468 150,96 Fast Medium FALSE 
494 159,8 Fast Fast TRUE 
850 137,24 Fast Fast TRUE 
408 120,35 Medium Medium TRUE 
452 100,08 Medium Medium TRUE 
459 129,03 Medium Medium TRUE 
628 120,14 Medium Medium TRUE 
662 107,37 Medium Medium TRUE 
665 117,06 Medium Medium TRUE 
674 107,97 Medium Medium TRUE 





687 134,91 Medium Medium TRUE 
728 104,39 Medium Medium TRUE 
231 97,05 Slow Slow TRUE 
737 91,08 Slow Slow TRUE 
221 98,09 Slow Slow TRUE 
384 84,74 Slow Slow TRUE 
430 97,33 Slow Slow TRUE 
646 90,08 Slow Slow TRUE 
775 99,73 Slow Slow TRUE 
795 84,52 Slow Slow TRUE 
848 89,99 Slow Slow TRUE 
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