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 Kebutuhan sistem informasi yang up to date mendorong penyedia layanan 
web server untuk membangun sistem dengan tingkat  availability yang tinggi. Teknik 
yang bisa digunakan yaitu dengan menerapkan server clustering. Cluster server 
merupakan teknologi yang menggabungkan beberapa sumber daya yang bekerja 
bersama-sama sehingga tampak seolah-olah merupakan suatu sistem tunggal. Salah 
satu teknik cluster yang dapat digunakan untuk menyediakan sistem dengan 
availability yang tinggi yaitu failover cluster. 
 Penelitian ini bertujuan merancangan sistem failover virtual computer cluster 
sebagai salah satu solusi untuk mengatasi kegagalan fungsi server dengan 
menggunakan VMware Workstation 11 sebagai platform simulasinya. Failover 
virtual cluster yang dibangun terdiri dari dua buah server virtual dengan sistem 
operasi Ubuntu Server 14.10. Kedua server ter-install aplikasi heartbeat yang 
berfungsi menghubungkan kedua server dan aplikasi DRBD yang berfungsi sebagai 
sinkronisasi data. 
 Parameter yang diukur pada penelitian ini adalah Avalibility, Downtime, CPU 
Utilization, dan Throughput. Berdasarkan hasil penelitian tersebut diperoleh nilai 
availability paling besar mencapai 99,50% dengan tingkat kestabilan cluster dari sisi  
CPU utilization dan Throughput, sehingga sistem cluster virtual ini dapat menjadi 
solusi untuk meningkatkan sistem dengan tingkat availaibility yang tinggi. 
 







Teknologi cluster computer 
merupakan salah satu teknologi yang 
memanfaatkan beberapa sumber daya 
komputer tunggal untuk bekerja 
bersama-sama sehingga tampak seperti 
satu sistem yang saling terintegrasi. 
Teknologi cluster memiliki kelebihan 
yaitu bisa menghasilkan suatu sistem 
dengan tingkat realibilitas tinggi dan 
sistem yang memiliki tingkat availability 
tinggi atau biasa disebut high availability 
server. 
Teknologi ini digunakan untuk 
mengantisipasi kegagalan atau kerusakan 
devices pada komputer server yang dapat 
mengganggu kinerja sistem jaringan. 
Gangguan yang  muncul pada sistem 
jaringan disebabkan karena server utama 
mati dan tidak ada server backup yang 
menggantikan fungsi server utama yang 
mati sehingga sehingga proses 
komunikasi antar jaringan terganggu. 
Salah satu solusi untuk mengatasi 
masalah tersebut dengan menggunakan 
teknologi failover clustering server. 
Fungsi utama failover clustering 
(Hirt, 2009) bertujuan untuk membantu 
menjaga akses client ke aplikasi dan 
sumber daya server, bahkan ketika 
terjadi kegagalan software, ataupun 
kegagalan fungsi server yang 
mengakibatkan server berhenti bekerja. 
Teknologi ini diharapkan dapat menjadi 
solusi dalam mengatasi kegagalan server 
ketika terjadi gangguan ataupun 
perawatan (maintenance). 
Pada skripsi ini peneliti akan 
mengimplementasikan suatu sistem 
failover virtual computer cluster untuk 
mengatasi kegagalan server. Sistem yang 
dibangun merupakan prototype dengan 
memanfaatkan virtualisasi menggunakan 
VMware pada sistem operasi windows 
yang berfungsi sebagai host dan sistem 
operasi pada guest server menggunakan 
sistem operasi Ubuntu 14.10. Sistem ini 
kemudian akan dianalisa dengan  
melakukan beberapa pengujian untuk 




Febriani (2011) melakukan 
penelitian failover virtual computer 
server menggunakan Windows Server 
2008 R2 x64 sebagai OS-nya dan Hyper-
V sebagai platfoirm simulasinya. Test 
performa dilakukan untuk lima 
parameter yang berbeda yaitu processor 
arithmetic, .NET arithmetic, memory 
bandwidth, memory latency dan cache 
dan memori. Hasil penelitian terhadap 
lima parameter tersebut menunjukkan 
hasil bahwa sistem failover virtual 
computer cluster tidak lebih baik 
dibandingkan dengan sistem yang tidak 
di cluster. Sedangkan dari segi 
availability saat terjadi failure sistem 
cluster server lebih baik dibandingkan 
dengan sistem yang tidak di cluster. 
Muchtar, dkk (2012) melakukan 
penelitian failover cluster pada dua 
platform yang berbeda dengan sistem 
operasi Linux dan Windows. Dari 
penelitiannya didapatkan hasil bahwa 
sistem failover cluster pada Promox 
menggunakan UCARP dan DNS failover 
dengan distro Linux  sama baiknya dari 
segi kinerja dalam mencapai nilai 
standar availability fault tolerance yang 
telah ditetapkan yaitu 99,99%, namun 
DNS failover sedikit lebih baik karena 
dapat digunakan pada kedua platform 
Linux ataupun Windows. 
Budi (2013) melakukan 
penelitian implementasi virtual cluster 
berbasis cloud computing. Penelitian 
dilakukan menggunakan Hypervisor 
Promox Virtual Environment (Promox 
VE) dengan platform virtualisasinya 
menggunakan Kernel-Based Virtual 
Machine (KVM). Hasil penelitiannya 
didapatkan bahwa sistem high 
availability cluster dapat meminimalisir 
kemungkinan downtime dengan 
meningkatkan uptime server yang cukup 
signifikan dibandingkan dengan server 
konvensional. 
Patil, dkk (2014) melakukan 
penelitian failover cluster dengan 
menggabungkan database ber-license 
untuk sistem utama dan database 
freeware untuk sistem cadangan. Sistem 
failover cluster tersebut dibangun 
berdasarkan pertimbangan Cost Effective 
Failover Clustering (CEFC). Hasil 
penelitian tersebut didapatkan bahwa 
dengan menggunakan CEFC biaya 
pengadaan sistem failover clustering 
jauh lebih efektif dan efisien jika 
dibandingkan dengan sistem yang 
konvensional. 
Lwin dan Thein (2009) 
melakukan penelitian berjudul “High 
Availability System for Local Disaster 
Recovery with Markov Modeling 
Approach”. Penelitian tersebut 
menganalisa perbedaan waktu downtime 
antara Semi-Markov Process (SMP) dan 
Continous Time Markov Chain (CTMC). 
Analisa availability menggunakan tool 
Sharpe dengan hasil penelitian waktu 
downtime model CTMC sedikit lebih 
baik dibandingkan dengan model SMP. 
 
METODOLOGI 
Pada penelitian ini, digunakan 
metode penelitian eksperimental. 
Menurut Sukardi (2011) penelitian 
eksperimen merupakan metode 
sistematis guna membangun hubungan 
yang mengandung fenomena sebab 
akibat (causal-effect relationship). 
Sedangkan menurut Sugiyono (2012) 
penelitian eksperimen adalah penelitian 
yang digunakan untuk mencari pengaruh 
perlakuan tertentu terhadap yang lain 
dalam kondisi yang terkendalikan. 
Pengaruh perlakuan yang 
dimaksud dalam penelitian ini adalah 
pengaruh penggunaan teknologi failover 
virtual computer cluster terhadap 
availability server. Implementasi dan uji 
coba dilakukan pada komputer berbasis 
sistem operasi linux dan platform virtual 
menggunakan VMware, kemudian 
dilakukan pengukuran availability 
dengan memberikan beberapa gangguan 
dan pengujian pada server. Hal ini 
dilakukan secara berulang-ulang, 
kemudian dilakukan pengukuran 
berdasarkan parameter yang diperoleh 
sebelumnya. 
Failover cluster yang dibangun 
menggunakan dua buah server virtual 
yang berfungsi sebagai server utama dan 
server cadangan serta menggunakan tiga 
buah network untuk saling 
berkomunikasi didalam cluster tersebut. 
Detail ketiga network yang akan 
dibuat sebagai berikut: 
1. Network 1: 192.168.1.114 (server 
utama). 
2. Network 2: 192.168.1.178 (IP virtual 
hearbeat). 
3. Network 3: 192.168.1.119 (server 
cadangan). 
Kedua server virtual yang 
dibangun memiliki spesifikasi hardware 
dan software sebagai berikut: 
 
Tabel 1. Spesifikasi Komputer Server  
Hardware Tipe Ukuran 
Mainboard Gigabyte  
Processor AMD Athlon 
(tm) II X2 240 
2.80 
Memory DDR3 PC 
1600 
2 GB 
Hardisk Serial ATA 250 GB 




Software yang digunakan untuk 
membuat virtualisasi failover cluster 
sebagai berikut: 
1. Sistem operasi: Windows 7 (host), 
Ubuntu Server 14.10 (guest/server 
virtual). 
2. Software virtualisasi: VMware 
Workstation 11. 
3. Failover cluster: Heartbeat 
4. Web server: Apache web server. 
5. Backup dan recovery: Distributed 
Replicated Block Device (DRBD). 
6. Software Benchmarking: httperf 
Setelah semua data yang 
dibutuhkan terpenuhi maka proses 
instalasi dan konfigurasi failover virtual 
cluster siap dilakukan dengan melalui 
dua tahapan utama sebagai berikut : 
1. Instalasi dan konfigurasi software 
pendukung. 
a. Instalasi sistem operasi host 
komputer. Sistem operasi yang 
digunakan untuk host komputer 
adalah Windows 7 x64. 
b. Instalasi virtualisasi VMware 
Workstation 11. File instalasi bisa 
di-download melalui web resmi 
VMware dengan alamat 
http://vmware.com/. 
c. Instalasi guest server virtual 
Ubuntu Server 14.10. File instalasi 
bisa di-download melalui web 
resmi ubuntu dengan alamat 
http://ubuntu.com/download/server
/. 
d. Instalasi web server. Web server 
yang digunakan untuk kedua 
server adalah apache web server. 
Instalasi dapat dilakukan melalui 
repository ubuntu dengan perintah 
#apt-get install apache2. 
2. Instalasi dan konfigurasi failover 
cluster. 
a. Instalasi dan konfigurasi heartbeat. 
Instalasi dapat dilakukan melalui 
repository ubuntu dengan perintah 
#apt-get install heartbeat. Setelah 
proses instalasi selesai, tahap 
selanjutnya adalah konfigurasi 
heartbeat.  
b. Membuat file ha.cf pada kedua 
server dengan perintah #nano 
/etc/ha.d/ha.cf. Hasilnya seperti 
Gambar 1 di bawah ini. 
 
Gambar 1. Konfigurasi ha.cf 
c. Konfigurasi auth keys dengan 
perintah #nano 




Ubah file permission dengan perintah 
#chmod 600 /etc/ha.d/authkeys 
d. Konfigurasi IP virtual dengan 
perintah 
#nano /etc/ha.d/haresources. Isi 
file konfigurasi dengan: 
 
 
e.  Konfigurasi Address Resolution 
Protocol (ARP) dengan perintah 
#nano /etc/ha.d/resource.d/ARP 





Gambar 2. Konfigurasi ARP 
Auth 1 
1 sha1 testing01 
Alpha IPaddr::192.168.1.178/24/eth0 
apache2 
f. Restart heartbeat kedua server 
virtual dengan perintah 
# /etc/init.d/heartbeat restart. 
3. Instalasi dan konfigurasi DRBD 
Sebelum melakukan proses 
instalasi DRBD, perlu ditambahkan 
harddisk pada masing-masing server 
Alpha dan server Bravo sebesar 2Gb, 
harddisk ini akan digunakan sebagai 
harddisk cluster DRBD. Setelah 
ditambahkan cek dengan perintah # 
fdisk –l. Hasilnya seperti Gambar 3 di 
bawah ini. 
 
Gambar 3. Penambahan Hardisk 
Instalasi DRBD 
a. Instalasi paket DRBD dapat 
dilakukan melalui repository 
Ubuntu pada kedua server dengan 
perintah: 
#apt-get install drbd8-untils 
drbdlinks 
b. Edit file drbd.conf dengan perintah  





















c. Buat meta data disk kedua server 




d. Ubah server utama menjadi 
primary server dengan perintah: 
 
 
Cek status DRBD sehingga hasilnya 
seperti Gambar 4 di bawah ini. 
 
Gambar 4. Status DRBD 
 
1  | global { 
2  | dialog-refresh 1; 
3  | usage-count yes; 
4  | minor-count 5; 
5 |  } 
6 | common { 
7 | sycer { 
8 | rate 10M; 
9 | } 
10 | } 
11 | resource r0 { 
12 | protocol C; 
13 | disk { 
14 | on-io-error detach; 
15 | } 
16 | sycer { 
17 | rate 10M; 
18 | al-extents 257; 
19 | } 
20  | on alpha { 
21 | device /dev/drbd0; 
22 | address 192.168.1.114:7788; 
23 | meta-disk internal; 
24 | disk /dev/sdb; 
25 | } 
26 | on bravo { 
27 | device /dev/drbd0; 
28 | address 192.168.1.119:7788; 
29 | meta-disk internal; 
30 | disk /dev/sdb; 
31 | } 




Drbdadm create-md r0 
Service drbd start 
#drbdsetup /dev/drbd0 primary –overwrite-
data-of-peer 
HASIL DAN PEMBAHASAN 
1. Analisa Availability 
Availability analisis diukur berdasarkan 
istilah “nine”, dimana semakin banyak 
“nine” maka semakin tinggi sebuah 
sistem availability. Istilah “nine” 
digunakan karena tidak ada sistem yang 
mendapatkan ketersediaan seratus 
persen. Availability dapat digunakan 
sebagai salah satu parameter dalam 
Service Level Agreement (SLA). SLA 
adalah perjanjian yang disepakati antara 
penyedia layanan dengan pengguna 
dalam ruang lingkup untuk menentukan 
karakteristik dan kualitas layanan yang 








Pengujian availability pada 
penelitian ini tidak mengambil waktu 
sebelum terjadi kegagalan sistem 
ataupun sesudah kegagalan sistem. 
Tetapi mengamati apakah layanan server 
tetap berjalan saat terjadi kegagalan pada 
salah satu server virtual. 
Perhitungan availability cluster 
berdasarkan rumus yang digunakan oleh 
Braastad (2006) dan Calzolari (2009) 
seperti berikut. 
Availability 
    
         
 
a. Mean Time Between Faults (MTBF) 
merupakan waktu rata-rata uptime. 
b. Mean Time to Repair (MTTR) 
merupakan rata-rata waktu yang 
diperlukan untuk mengembalikan 
layanan. 
Hasil pengujian availability dapat dilihat 













Berdasarkan nilai benchmark 
pada Tabel 2 untuk analisa pengujian 
availability hasilnya mendekati 0 dan 
dapat dikatakan zero downtime. Karena 
delay yang terjadi pada pengujian 
availability tersebut memiliki nilai rata-
rata delay dalam 20 hari sebesar 16,5 
menit dengan tingkat availability total 
mencapai 99,50%. 
 
Tabel 2. Hasil Pengujian Availability 
2. Analisa Parameter Downtime 
Downtime adalah waktu (period 
of time) dimana sistem tidak dapat 
digunakan untuk menjalankan fungsinya 
sesuai yang diharapkan. Downtime 
sangat berpengaruh pada nilai 
availability dari suatu equipment, tetapi 
belum tentu berpengaruh pada Loss 
Time. 
Hasil pengujian pada skenario 
downtime diambil dari pengujian 
availability dengan menghitung antara 
waktu sebelum failover atau Mean Time 
Between Faults (MTBF) sampai dengan 
waktu sebelum mengembalikan layanan 
atau Mean Time to Repair (MTTR). 







Berdasarkan hasil pengujian 
layanan web server pada Tabel 3 dan 
Gambar 5 menunjukkan bahwa besarnya 
persentase availability server 
mempengaruhi lamanya waktu downtime 
yang dialami cluster server. Semakin 
besar tingkat availability server maka 
semakin cepat yang dibutuhkan oleh 
server cluster untuk mengembalikan 
layanan atau failback ketika terjadi 
kegagalan pada server utama, begitu 
juga sebaliknya. 
Waktu failback tercepat 
didapatkan ketika server mengalami 
kegagalan akibat web server downtime 
dengan waktu failover 1580 detik dan 
waktu yang dibutuhkan untuk 
mengembalikan layanan atau failback 
adalah 1580,4 detik dengan lama waktu 
downtime 4 detik. Waktu terlama 
downtime terjadi ketika server 
mengalami gangguan listrik mati yaitu 
dengan lama downtime 6720 detik. 
 
3. Analisa Parameter CPU Utilization 
CPU usage atau CPU time dari 
sebuah program adalah lama waktu 
penggunaan prosesor yang diperlukan 
program untuk menjalankan instruksi-
instruksinya. Pengujian analisa CPU 
Utilization dilakukan pada kedua sisi 
server cluster dengan menggunakan 
httperf. Nilai CPU Utilization diperoleh 
dari beberapa kali pengujian web server 
dengan mengambil dapa pada presentase 
CPU time. 
Tabel 3. Hasil Pengujian Downtime 
 
Gambar 5. Grafik Hasil Pengujian 
Downtime 
 
Hasil perbandingan skenario 
pengujian CPU Utilization pada kedua 
server virtual dapat dilihat pada Tabel 4 














Hasil pengujian CPU Utilization 
pada Tabel 4 dan grafik pada Gambar 6 
menunjukkan bahwa semakin berat 
beban pengujian maka mempengaruhi 
nilai CPU Utilization yang digunakan. 
Dari Tabel 4 dan grafik pada Gambar 6 
nilai CPU Utilization paling kecil 
didapat dari skenario pengujian 100 
koneksi pada server backup dengan CPU 
usage yang digunakan sebesar 71,7%. 
Sedangkan nilai CPU Utilization paling 
besar didapatkan dari skenario pengujian 
5000 koneksi pada server backup dengan 
nilai 99,3%. 
Dari hasil pengujian tersebut 
terlihat juga bahwa perbedaan nilai CPU 
yang digunakan antara kedua server 
tidak jauh berbeda karena kedua server 













4. Analisa Parameter Throughput 
Throughput adalah nilai rata-rata 
pada pengiriman pesan yang sukses 
melalui sebuah link komunikasi. Data 
tersebut dapat dikirim melalui sebuah 
link physical maupun logical, atau lewat 
sebuah network node tertentu. Satuan 
untuk nilai throughput adalah bit per 
detik (bit/s atau bps). 
Pada pengujian analisis 
throughput dilakukan beberapa kali 
percobaan dengan mengirimkan beban 
request yang berbeda dan semakin 
meningkat. Semakin tinggi nilai 
throughput, maka semakin bagus 
performa server tersebut. Hasil analisis 
Tabel 4. Hasil Pengujian CPU Utilization Server Virtual 
Gambar 6. Perbandingan CPU Utilization Server Virtual 
parameter throughput dapat dilihat pada 












Grafik pada Gambar 7 terlihat 
bahwa terjadi penurunan nilai 
throughput antara server utama dan 
server cadangan, nilai tersebut 
dipengaruhi oleh kecepatan inisiasi 
heartbeat saat memindahkan layanan 
dari server utama ke server cadangan. 
Dari grafik pada Gambar 8 tersebut juga 
diperoleh nilai throughput terkecil dari 
pengujian 1000 koneksi pada server 
cadangan dengan nilai throughput 522,2 
Kb/s. Sedangkan nilai throughput 
terbesar diperoleh dari pengujian 100 
koneksi pada server utama dengan nilai 




















KESIMPULAN DAN SARAN 
Kesimpulan 
Berdasarkan penelitian yang telah 
dilakukan, maka dapat diambil 
kesimpulan sebagai berikut: 
1. Sistem failover cluster yang dibangun 
dapat bekerja dengan baik sesuai 
dengan konsep kerjanya, sehingga 
client tetap dapat mengakses layanan 
yang disediakan oleh server melalui 
server cadangan. 
2. Heartbeat adalah aplikasi yang 
digunakan untuk failover cluster yang 
berfungsi untuk menentukan server 
utama dan server cadangan, serta 
menentuka IP virtual. 
Tabel 5. Hasil Parameter Throughput Server Virtual 
Gambar 7. Perbandingan Parameter Throughput Server Virtual 
3. Hasil pengujian availability cluster 
sangat dipengaruhi oleh lama durasi 
on dari cluster tersebut. Nilai 
availability paling besar yaitu 99,92% 
dengan waktu delay 16 detik.  
4.  Hasil pengujian performa failover 
cluster, terlihat kualitas layanan 
antara server utama dan server 
cadangan tidak jauh berbeda karena 
proses sinkronisasi data 
menggunakan DRBD, sehingga dapat 
disimpulkan bahwa server cadangan 
dapat menjaga kualitas layanan yang 
disediakan oleh cluster server. 
5. DRBD adalah aplikasi yang 
digunakan untuk proses sinkronisasi 
data antar server pada level block 
device. DRBD bekerja di bawah 
sistem dan dapat dikatakan tidak 
mengganggu sistem apabila sistem 
sedang berjalan. 
6. Hasil pengujian parameter CPU 
Utilization dan throughput 
didapatkan hasil dengan perbedaan 
yang tidak terlalu signifikan antara 
server utama dan server cadangan. 
Hal tersebut dikarenakan kedua 
server menggunakan perangkat keras 
yang sama pada sistem 
virtualisasinya. 
7. Konfigurasi cluster menunjukkan 
hasil yang baik dilihat dari segi 
availability pada saat terjadi failure. 
 
Saran 
1. Berdasarkan penelitian yang telah 
dilakukan disarankan pada penelitian 
selanjutnya untuk menggunakan 
hardware yang lebih mendukung 
seperti komputer intel Xeon untuk 
menambah kemampuan kerja sistem. 
2. Untuk instansi pendidikan, seperti 
sekolah dan universitas , sistem 
virtualisasi dapat dijadikan solusi 
untuk melakukan penelitian dengan 
berbagai sistem operasi tanpa harus 
menyediakan mesin server untuk 
sebuah sistem operasi. 
3. Penggunaan failover cluster secara 
virtual dapat dikembangkan bagi 
penyedia layanan server untuk 
menyediakan sistem dengan 
ketersediaan yang tinggi serta dapat 
menghemat biaya penyediaan 
perangkat keras server. 
4. Selain Failover Cluster, Load 
Balancing web server bisa menjadi 
solusi untuk ketersediaan server yang 
tinggi dengan terlebih dahulu 
dilakukan penelitian untuk hal 
tersebut. 
5. Perlu pertimbangan lebih lanjut 
mengenai penggunaan virtualisasi 
dalam menyediakan cluster virtual. 
Hal tersebut berkaitan dengan 
penghematan biaya jika dibandingkan 
dengan cluster yang tidak di-virtual. 
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