Objective. To describe the results of different statistical ways of addressing radiographic outcome affected by missing data-multiple imputation technique, inverse probability weights and complete case analysis-using data from an observational study.
Introduction
The European League Against Rheumatism (EULAR) recommends the evaluation of structural damage by radiographs of hands and feet every 612 months during the first few years to guide treatment decisions [1] . In clinical practice, radiographic scores, the most common method to assess the degree of structural damage [2] , are not universally used, but they are used as measures in randomized clinical trials (RCTs) and in observational studies.
While the evaluation of the end-point structural damage in RCTs is straightforward, it is a difficult outcome to measure and to analyse in observational studies. Longterm observational studies pose many methodological challenges [3] , such as confounding or loss to follow-up, and also missing data.
The most common approach to deal with missing data is the last observation carried forward (LOCF) in RCTs, and the deletion of observations with missing values in what is called complete case (CC) analysis in longitudinal observational studies [4] . Both analyses may cause biased and/or inefficient estimates of parameters compared with other approaches like multiple imputation (MI) [5] or weighting the analysis to allow for the missing data [6] .
The aim of the present study is to describe the results of different statistical ways to address radiographic outcome affected by missing data-multiple imputation technique, inverse probability weights and complete case analysis-using data from an observational study.
Methods
The SERAP registry and its radiographic sample Programa Asistencial de Atenció n Precoz de la Sociedad Españ ola de Reumatología (SERAP) is a national health care programme in early RA, described in detail elsewhere [7] . In brief, SERAP is a disease registry established in 36 health areas. In the first year of the register, 447 patients with RA were registered. A random sample of 96 RA patients was selected for a follow-up study in which conventional radiographs of the hands and feet were taken yearly from 2004 to 2006. The study was approved by the Institutional Review Board of the Hospital IMAS (Barcelona, Spain). Patients were required to sign a written consent form after being informed about the details of the study.
A trained observer scored the radiographic damage according to the modified Sharp/van der Heijde method [8] , blinded to the identity and treatment status of the patients, but not to the chronological order of the images. Radiographic progression was tested by comparing the change in the total Sharpvan der Heijde radiographic score (TSS) (range 0448) and the joint erosion score (JES) (range 0280) from baseline to the end of the second year of follow-up. The JES is included in the TSS.
Techniques for managing missing data MI is a three-step approach for the estimation of incomplete data regression models developed by Rubin [9] . The steps are (i) imputing the data, (ii) analysing the data and (iii) pooling the results. The first stage is to create a number, denoted by m, of completed datasets with the missing values replaced by imputed values [10] . In our models we created 60 completed datasets. In this stage, observations are created in order to reflect uncertainty about the non-response model. The imputation procedure is based on a Bayesian approach; the missing values are replaced with draws from the predictive distribution of the missing data given observed data. To generate imputed values, we assumed an underlying multivariate normal model containing all variables to be subsequently analysed, including the outcome and any variables that help to explain the missing data [11] . Also, we assumed the missing data to occur at random (MAR), according to Rubin's classification system [12] . In a second stage, each of these datasets was analysed using statistical methods to fit the model of interest for the outcome variables (see Statistical analysis section). The third step combined the results from each of these complete set analyses into one overall estimate together with an associated variance. S.E.s were calculated using Rubin's rules [9] , which incorporate both within-and between-imputation variability, reflecting the uncertainty associated with the missing values. MI was carried out with Stata's mi command (see supplementary data, available at Rheumatology Online). In addition, we also investigated the convergence of the model to determine whether dependence existed or not among the procedure draws. The second technique to deal with missing data was a CC analysis, which included all patients without missing information in relevant variables.
The third technique was a weighted analysis for which we used the inverse probability of treatment weights (IPTW) and the inverse probability of censoring weight (IPCW) to adjust for 'confounding by indication' and to correct the missing information problem. IPTW has been previously detailed [7] . IPCW was estimated by means of a logistic regression. At each follow-up visit, a logistic regression model was used to estimate the probability that the patient was censored. Baseline-, previous-and assessment-specific variables (time-dependent confounders such as the HAQ or the DAS28) were used in the model to predict the censorship. Censored patients were those patients who had failed to participate in one or more of the subsequent visits. We assumed a monotone missing data pattern, which means that a subject missing at one visit will fail to participate in all later visits. The product of all the probabilities for each patient gave the overall probability of the missing information that occurred over the length of follow-up [6] . The weighted estimating equation (WEE) is an extension of the generalized estimating equation (GEE) in which the GEE model is weighted with the product of IPTW and IPCW, so that it produces unbiased estimates for progression of TSS and JES [6] . WEE models include all available cases and information at any time point (Fig. 1 ).
Statistical analysis
Continuous data in demographics, clinical characteristics and radiographic damage were presented as mean with S.D. or as median with interquartile range. Categorical variables were represented by percentages.
We used an over-dispersed count response model for raw scores of TSS and JES because a number of patients show no damage or minimal damage over time. In this situation, over-dispersed count response models are more appropriate to estimate raw scores. These models also have the advantage of providing incidence rate ratios or exponentiated coefficients. An exponentiated coefficient of 1.5 represents a 50% increase in score, whereas an exponentiated coefficient of 0.8 represents a 20% decrease. Over-dispersed count models were fitted by means of population-averaged models (GEE) using the logarithm link function, the canonical link for the negative binomial family, a standard method used to model over-dispersed count data [13] .
Only demographic data at baseline and clinical variables producing significant associations (P < 0.10) with the outcome variables in bivariable analyses were entered into multivariable models, and then backward stepwise selection was applied. The final models were reached by means of quasi-likelihood under the independence model information criterion (QIC) values [14] . We used the smallest QIC value to choose among the competing correlation structures: independent, autoregressive (Order 1), unstructured or exchangeable. Only the MI strategy was used for model building, and the final model applied to the other techniques.
Analysis was conducted using Stata (version 11.0; StataCorp, College Station, TX, USA), except for WEE models, which were calculated by using the command GENMOD in SAS/STAT 8.2 for Windows (SAS Institute, Cary, NC, USA). P < 0.05 was considered significant.
Results
Of the 96 patients recruited, 5 were lost to follow-up, and only 39 patients could be considered as complete cases (CCs), with all information available at the three visits. The flowchart of the missing pattern is shown in Fig. 1 .
Baseline characteristics of all patients, completers (CCs) and non-completers (non-CCs) are shown in Table 1 . No statistically significant differences were observed between the CC and non-CC groups in demographics and clinical expression of the disease. TSSs or erosions were also not statistically different. The percentage of patients with JES > 0 was 15% in CCs and 24% in non-CCs, but the difference did not reach statistical significance (P = 0.326). However, there was a much higher proportion of smokers among the CC group, and a lower proportion of women, showing that the CC group may not be totally representative of the entire cohort.
Results from bivariable models with TSS as the dependent variable showed that visit age, disease activity, JES and JSN at baseline, together with anti-TNF use, MTX use, and JSN at each visit were associated with TSS values. Results from bivariable models with JES as the dependent variable showed that visit, age, polyarticular extension at onset, RF and DAS28 at baseline, together with glucocorticoid use, JES, JSN at baseline and MTX use, were associated with JES values. The strongest predictors of radiographic progression were JES and JSN at baseline, together with baseline DAS28 for TSS and MTX use for JES, a reflection of more activity and aggressive disease. No doses of MTX were collected in order to detect inefficient doses of treatment.
Final multivariable models for each outcome with each technique are shown in Table 2 . Regarding the precision, the S.E.s for the CC analysis are typically about twice those of the other methods, so CIs will be twice as wide, showing the loss of precision in the CC analysis. Also, the significance of variables in the models of the CC analysis is lost (baseline DAS28 for TSS or MTX use for JES).
Regarding bias, estimates differ between the methods, showing the bias in the CC analysis. For example, the CC analysis suggests that TSS increases by 55% in the first year, whereas the MI model suggests it takes 2 years to increase by this amount. Also, in the JES model, JES has increased by 49% over baseline in the MI analysis but 247% in the CC analysis. The results from the WEE model were quite in line with those of MI.
Discussion
We have compared three methods to deal with missing data in an observational study on the radiographic progression of TSS and JES in an early RA cohort. CC analysis resulted in biased regression coefficients and large S.E.s compared with both the MI and WEE, although our results could be a reflection of the small sample size in CC analysis.
However, despite this limitation, our results could be interpreted as inefficient or even biased estimates of parameters under certain assumptions. Translated into non-statistical terminology, CC could lead us into inaccurate results and unwise conclusions. When it seems plausible that CC or MI analyses may be valid, then MI should be preferred because of its greater efficiency; under other circumstances, MI appears to be superior across a wider range of settings [15] .
Part of the rationale of this analysis was to slowly introduce rheumatologists to the modern statistical technique for handling missing data (MI), which has the potential to reduce S.E.s and to produce asymptotically unbiased estimates [5, 16] compared with CC analyses. Comparison of S.E.s solely should not be used to choose an analysis unless models are believed to be unbiased [15] . Some studies have previously shown the influence of missing data either in other disciplines [17, 18] or in the field of rheumatology [19] . The simulation study in a RCT proposed by Baron et al. [19] evaluated the impact of different missing data approaches with radiographic outcomes. These studies, as in our case, can lead to similar conclusions; the MI method performs much better than the other techniques, including LOCF. This is an alternative approach that is used in trials but which is also subject to problems that we have not dealt with it in this study. MI is a relatively flexible but sophisticated approach to deal with missing data. It has been proposed as a possible remedy for missing data, and its incorporation into usual analysis has been recommended [5] .
However, its ability to reduce bias requires that rheumatologists must be aware of the problems that occur in the MI process and it should not be considered as a routine technique [5] ; whenever possible collaborative help should be obtained. First of all, results depend on an assumption about the reason for missing data mechanism. In our models we have assumed a MAR mechanism, which means that missingness is related to other measured variables in the analysis model. But even when accounting for all the available observed information, the reason for observations being missing still depends on the unseen observations themselves, data missing not at random (MNAR) and MI using standard procedures cannot remove bias [15] . Unfortunately it is not empirically possible to distinguish between MAR and MNAR using observed data, so it is suggested that sensitivity analyses be performed through various models for the missing mechanism [19, 20] . MI has the advantage that auxiliary variables beyond those included in the analysis model may be added to the imputation model to make the MAR assumption more plausible. In our study we compared results with three different techniques, but the MNAR hypothesis was not explored, as in practice, it is a reasonable assumption for radiographic progression in early RA that missing was MAR rather than MNAR [3] , although we cannot discard it completely.
Another issue related to MI that we need to consider carefully is the choice of imputation method. There are two main classes of approaches: methods based on fully multivariate models, and those that iterate conditional univariate models [15] . Extensions to other imputation methods of missing data have been proposed, and moreover, some authors have even raised the potential differences between the most commonly used procedures for widely used statistical packages [such as SAS, Stata and R (R Foundation for Statistical Computing, Vienna, Austria)] [21] , but these are issues we must keep watching for the moment, and are beyond the scope of this article. In our analyses we imputed values assuming an underlying multivariate normal model by means of an iterative multivariate imputation procedure. It seems to be a quite reasonable and pragmatic approach after transforming non-normally distributed variables before imputation [5, 17] . Results show that the distributions of all variables were similar for observed and imputed data, indicating no obvious problems with the imputation process.
Conclusions
Tackling the missing data problem involves two efforts: missing data reduction and missing data analysis. Missing data reduction is the best way to address this issue. It requires efforts from protocol design, proper data collection, training and adequate auditing, among many other things. Reducing missing data is possible, as reflected by examples in the literature, and should be a main concern for research studies. This will lead to reduced bias, increased efficiency, less reliance on modelling assumptions and less need for sensitivity analyses. However, missing data cannot be totally avoided, either due to factors beyond the control of patients and investigators, or due to other necessary clinical decisions. In such cases, missing data analysis could help us to deal with the problem. Among some remedies in missing data analysis, MI or WEE perform much better compared with CC in a wider range of scenarios. Additionally, the capability of MI to reduce costs is highly significant, taking into account the load and cost of re-collecting missing data. The potential and possibilities of MI for improving the validity of clinical research caused by missing data is increasing. In the coming years, computer-based advances will lead to the wider use of these techniques. The results of this article highlight the importance of these methods and will contribute to their appropriate use and reporting.
Rheumatology key messages
. Careful attention should be paid to missing RA radiographic outcome data, especially in longitudinal studies with long-term outcomes. . MI is a relatively flexible but sophisticated approach to dealing with missing RA radiographic outcome data. . CC analysis performs much worse compared with other missing RA radiographic outcome data approaches and should be avoided. from the Hospital Dr Peset for radiographic assessments. M.A.D. had full access to all the data in the study and takes responsibility for the integrity of the data and the accuracy of the data analysis. 
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