We obtain the singular value decomposition of multi-companion matrices. We completely characterise the columns of the matrix U and give a simple formula for obtaining the columns of the other unitary matrix, V , from the columns of U . We also obtain necessary and sufficient conditions for the related matrix polynomial to be hyperbolic.
Introduction
An n × n matrix F is said to be multi-companion of order d or d-companion if it has the form
where A, B, I and 0 are matrices of size d
In the important particular case when n is a multiple of d, multi-companion matrices are often called block-companion (or companion) and are extensively studied, see [1] .
For companion matrices d = 1. Our interest in the class of multi-companion matrices was motivated by the fact that multi-companion matrices arise naturally in various models for time series in discrete and continuous time, see [2] . We have used the description of the eigenstructure of multi-companion matrices and their factorisation as products of companion matrices obtained in [2] to reparameterize some models for periodically correlated and multivariate time series. This parameterisation allows for generation of models with specified dynamic characteristics since these are determined by the eigenstructure.
Generation of models with specified eigen-or singular structure is of interest also in inverse eigenvalue problems (see [3] ) and simulation.
In this paper we describe the singular value decomposition of multicompanion matrices. It turns out that for this problem the block structure that matters most is the one given in Equation (1) . We also discuss some other decompositions.
There is a close relationship of this class of matrices to matrix polynomials λ 2 I − λB 0 + C 0 with Hermitian coefficients. We explore this in some length. We obtain necessary and sufficient conditions for hyperbolicity of a polynomial, T (λ), of this type in terms of the matrices A and B or the unit singular values of F .
The singular value decomposition of companion matrices (d = 1) has been given in [4] and the polar decomposition in [5] . The singular values (but not the vectors) of block-companion matrices are obtained in [6] , who also give a sufficient condition for the hyperbolicity of the respective matrix polynomial. Our results strenghten the latter by providing conditions which are (i) necessary and sufficient, and (ii) hold in the more general case when n is not a multiple of d.
Notation
Let F = U ΣV * be the singular value decomposition of F with unitary matrices U and V and nonnegative diagonal matrix Σ. The singular values of F are the arithmetic square roots of the eigenvalues of F F * (or F * F ). We have
The blocking of H and F * F induces natural blocking of their eigenvectors
* , respectively, such that u t and v b are d × 1, while u b and v t are (n − d) × 1 (notice the way the sizes match). Subscript t here stands for "top part", b for "bottom part".
The singular values do not change if F is multiplied by unitary matrices. In particular, if columns are permuted. Let
Then F 1 has the same eigenvalues as F and, moreover,
We say that (λ, x) is an eigenpair of a matrix M if x is an eigenvector of M associated with the eigenvalue λ, i.e. M x = λx, N (M ) denotes the null space of M . S 3 The eigenvector decomposition of H = F F * The matrix U can be obtained from the eigenvector decomposition of H since H = F F * = U ΣV V * ΣU * = U Σ 2 U * , and so HU = U Σ 2 . H is Hermitian semidefinite with non-negative eigenvalues α 1 , . . . , α n . The eigenvectors corresponding to unequal eigenvalues are orthogonal and those corresponding to repeated eigenvalues can be chosen to be orthogonal.
Let (λ, u) be an eigenpair of H, i.e. Hu = λu. Then using the partitioning of u introduced in section 2 we have
We formulate a rearranged version of this as a lemma for easier reference.
Lemma 1. For any eigenpair (λ, u) of H the following relations hold,
It is immediately obvious that the bottom part, u b , of any eigenvector corresponding to an eigenvalue α = 1 is determined uniquely by its top part by
Putting expression (6) into Equation (4) gives, after some simplification,
Equation (6) shows also that u t = 0 d and λ = 1 imply
Since the zero vector is not an eigenvector we conclude that the top part of an eigenvector associated with λ = 1 is not zero.
A direct check shows that T (λ)u t = 0 d for eigenvectors associated with λ = 1, as well. Also, the top part, u t , of any eigenvector associated with α = 1 is in the null space of A * (i.e. A * u t = 0 n−d ). Moreover, setting u t = 0 d we get n − 2d + m eigenvectors associated with α = 1 that have the form ( Eigenvectors whose top parts are non-zero and belong to the null space of A * have special structure.
Proof. Equation (7) follows directly from A * u t = 0 n−d and Lemma 1. To get Equation (8) we left-multiply Equation (7) by u * t and notice that u * t Au b = (A * u t ) * u b = 0. Solving Equation (8) for λ we get Equation (9) .
The matrix polynomial T (λ) appears also as a factor of the determinant of H − λI. Indeed, using the formula det
, (see e.g. [7] ) for the determinant of a partitioned matrix, we get
Formula (10) agrees with the one obtained in [6] for the case when n is a multiple of d.
More detailed analysis leads to the following theorem whose main features are summarised in Table 1 .
. . , n, are the eigenvalue-eigenvector pairs of H, then the top parts of the eigenvectors satisfy T (α i )u 
* , is split into a top part, u t , and a bottom part, u b . The number of elements in a group, N, is equal to the dimension of the space (where specified) spanned by the top part. The bulk of the elements are in group 1a with eigenvalue 1. The "generic" elements are in group 2 with eigenvalues = 1. The remaining groups account for specific relations between A and B.
1d n dp λ p = 1
Vectors are (orthonormal) basis of the designated space or equal the specified value. 
is a solution of Au b = (I −BB * )u t and can be selected to be the unique solution which is orthogonal to N (A).
. . , n dp , eigenvectors associated with α 1 , . . . , α p , respectively, where 
Each of these has the form (
, then x may or may not be the top part of an eigenvector of H. And if it is, it is not necessarilly associated with eigenvalue 1. Note that such an x ∈ N (A * ) and compare to part 2 of the theorem. Remark 2. Eigenvectors of H associated with unequal eigenvalues are automatically orthogonal. Eigenvectors of repeated eigenvalues may need to be orthogonalised (among themselves) in order to get orthogonal system. If the bases in 1(a)-1(c) are chosen orthogonal, then the eigenvectors associated with 1 will form an orthogonal system as well.
With the help of the Cauchy interlace theorem [8, p. 186] it can be shown as in [6] 
Corollary 1.
The multiplicity of the eigenvalue 1 is at least n − 2d + m and at most n − 2d + 2m = n − 2 rank(A * ). The difference between the number of eigenvalues greater than 1 and the number of those smaller than 1 is at most 2m.
Proof of Theorem 1. We have already shown (1a) and (2) .
Suppose now that (λ, u) is an eigenpair of H such that A * u t = 0 n−d and u = 0. Let β = u * t BB * u t /u * t u t . From Lemma 2 it follows that β = λ. If β = 1 then from A * u t = 0 n−d and Equation (5) we get u b = 0 n−d , which used together with Equation (7) leads to BB * u t = λu t . This shows that (λ, u t ) is an eigenpair of BB * and √ λ is a singular value of B. Hence, u = ut 0 n−d , where u t is an eigenvector of BB * associated with eigenvalue λ. The number of linearly independent vectors of this type for β is dim(N (A * )∩ S BB * ,λ i ). Therefore (1d) holds.
If β = 1 then the equations (5) and A * u t = 0 n−d give 0 n−d = 0u b , which does not provide a unique expression for u b . But Equation (7) gives (since
There are two subcases here.
This is similar to (1d) except that the bottom part of u is not necessarilly 0 n−d . However, it must be zero if we require u to be orthogonal to the structural eigenvectors. Indeed, Au b = 0 d shows that u b is in the null space of A which is spanned by the bottom parts of the structural eigenvectors. Hence, the vector ( From the above it follows that if (λ, u) is an eigenpair of H and (λ, u t ) is an eigenpair of BB * , then u b , the bottom part of u, is 0 n−d . The opposite is also true. Suppose that u is any eigenvector of H with u b = 0 n−d . Then from Lemma 1 we get A * u t = 0 n−d and (λI − AA
is an eigenpair of BB * .
Singular value decomposition of F
We turn our attention now to the matrix V . If F is non-singular we may obtain V from the formula V = F −1 U Σ. This does not work however if F is singular. It turns out that there is a neat relation between V and U which does not involve any inverse matrices.
The columns of V satisfy
i.e. A B I 0
Note that the blocks of u and v have different dimensions. So,
From these two equations we deduce that λAu b + Bv b = λu t and so,
From equations (2)- (3) we get (left-multiply (3) by A and subtract from (2))
Hence,
which can be written also as
One solution is v b = B * u t (it is the only one if B is non-singular). The above discussion suggests that a vector v corresponding to u and λ may be obtained by the formula
A direct check shows that it indeed satisfies equation (11),
To check if such vectors form an orthogonal system let u (1) , u (2) be two eigenvectors of H and x 1 , x 2 be related to them via Equation (15),
(by Equation (5)
The last expression is zero if u (1) and u (2) are orthogonal, as required. This calculation shows also that x * 1 x 1 = λ 1 . So we can normalise these vectors if λ 1 = 0. If λ 1 = 0, then x 1 = 0 (by Theorem 1,part 1d) and therefore equation (15) does not provide eigenvectors for λ = 0.
When λ = 0 the system (12)- (13) becomes
Hence, v t = 0 n−d and Bv b = 0 d . So, a system of orthonormal vectors such that Bv b = 0 d will provide the required vectors corresponding to the zero singular value(s) via the formula
these vectors are orthogonal to the vectors associated with λ = 0 and thus we get an orthogonal system of v's.
Theorem 2. The singular value decomposition of the multi-companion matrix F is F = U ΣV * , where 1. the singular values of F are √ α 1 , . . . , √ α n , the square roots of the zeroes of det(T (λ)). At least n − 2d + m of them are equal to 1.
3. the columns,
. . , n, of U are an orthonormal set of eigenvectors of H = F F * having the structure described in Theorem 1. The ith column, u (i) , corresponds to α i .
4. for i = 1, . . . , n, the ith column, v (i) , of V is given by
where the components v 
Reducing the dimension of the problem
A be the singular value decomposition of A. Then the matrix F 1 can be factored as
where the left and right factors on the right are orthogonal. Hence F has the same singular values as
D A contains the non-zero singular values of A in the upper left corner and is zero elsewhere. Therefore F 2 = ( X 0 0 * I ), where X is of size (2d − m) × (2d − m). So, we have reduced the original problem of finding the singular value decomposition of the n × n matrix F to that for the smaller matrix F 2 .
Diagonal case
Of some interest is the case when U * A BU A = D 1 Q * 1 with D 1 diagonal and Q 1 unitary (in particular, identity). In this case F 2 can be further simplified to have diagonal blocks,
Note that the diagonal elements of D 1 are the singular values of B but not necessarily ordered. Then
Kittaneh's result [4] about companion matrices (i.e. d = 1) is obtained as a particular case. Let d = 1, B = −a 1 , and A = −(a n , . . . , a 2 ). With this choice of A and B the matrix F is companion. The singular value of B is d 11 = |a 1 |, the non-zero singular value of A is d 2i = n i=2 |a i | 2 . Formula (16) takes the form
If A is not zero it is of full rank 1 and m = 0. Then the two non-trivial singular values of a companion matrix are the zeroes of this polynomial which agrees with the result of Kittaneh.
Otherwise, if A = 0, then m = 1, n i=2 |a i | 2 = 0 and we get from the above (λ
giving singular values 1 and |a 1 |.
Hyperbolicity of T (λ)
The matrix polynomial
plays an important role in the singular value decomposition of F . In this section we exploit this relationship to study some properties of T (λ).
The description of the properties of a general quadratic λ 2 I − λB 0 + C 0 with Hermitian positive definite B 0 and positive semidefinite C 0 is particularly efficient when it is hyperbolic (or overdamped), i.e. D x > 0 where D x is the discriminant of the quadratic polynomial x * T (λ)x, see [9] . For T (λ) we have B 0 − C 0 ≥ I. More importantly, the relation of T (λ) to H provides some properties automatically. For example, from the analysis in section 3 it follows that all latent roots of this polynomial are real and non-negative and that there exist d linearly independent latent vectors of T (λ).
The following observations are also useful.
We see that x * T (λ)x cannot be zero for negative λ. It can be zero at λ = 1 only when AA * is singular (equivalently, when A * is not of full column rank). Similarly, x * T (0)x can be zero only when BB * is singular (equivalently, when B * is not of full column rank).
Consider the quadratic form
The former is equivalent to A * x = 0 n−d , the latter can be written equivalently as x * (I − BB * )x = 0. This case is treated by parts 1b-1c of Theorem 1. Notice also that b x ≥ √ D x . We summarise the above in the following lemma.
Lemma 3. The discriminant of the equation
(19) D x is always non-negative and all roots of x * T (λ)x = 0 are real and nonegative. D x is zero if and only if both x * AA * x = 0 and x * BB * x = x * x.
Hence, we have the following proposition. From Theorem 1 we can see that the above condition is equivalent to the statement that F F * has more than n − 2d + m eigenvalues equal to 1. So, we can determine hyperbolicity by simply counting the unit roots of det(T (λ)) = 0. In the particular case when n is a multiple of d the matrix A can be written in block form as A = [A 1 A 2 . . . A n/d ], where A i are square. A sufficient, but not necessary, condition for A to be of full rank is that at least one of these blocks is non-singular. Thus, Corollary 2 strengthens Lemma 2.8 of [6] . (Note that in [6] the authors obtain their criterion from an inequality, rather than equality, for the discriminant, which cannot be used directly for an only if statement.)
For an eigenvector, say x, from Part 1b or 1c of Theorem 1 x * T (λ)x = (λ− 1) 2 x * x with a double root, 1. This is yet another manifestation that if such eigenvectors exist, then the problem is not hyperbolic since for hyperbolic problems repeated eigenvalues never come in pairs.
Further remarks on hyperbolicity
The two corollaries may be obtained alternatively by using the fact that T (λ) is hyperbolic if and only if the matrix T (λ 0 ) is negative definite for some real λ 0 (see [1] , [9] 
Related decompositions
Once the decomposition F = U ΣV * is available, other decompositions are easy to determine. From U ΣV * = U ΣU * U V * we obtain the (left) polar decomposition F = P Q with P = U ΣU * positive semidefinite and Q = U V *
unitary.
Decompositions for the other possible multi-companion matrices where the non-trivial rows are at the bottom, or are columns rather than rows, are also straightforward.
