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ABSTRACT 
This thesis investigated the feasibility of deploying 
unattended seismic ground sensors in an operational 
environment to provide persistent surveillance and early 
warning detection capabilities.  The system employed was the 
commercially available MicroObserver Sensor System. 
A robust testing and evaluation plan was created to 
measure the system’s objective performance based on specific 
criteria.  The tests focused on the capabilities of the 
sensor system across a broad range of deployment 
environments.  Tests were conducted to determine 
probabilities of detection, battery life and operational 
effectiveness.  Prediction models of the sensor system’s 
ability to detect targets were also created to assist 
planners assess the utility of the MicroObserver Sensor 
System in specific operations.  Although the sensing 
capabilities satisfied the established metrics, the sensor 
system possessed inherent limitations inhibiting its 
adequacy for use in many military operations.  However, the 
sensor network would work well in many security applications 
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EXECUTIVE SUMMARY 
Monitoring remote locations and protecting critical 
infrastructure with limited personnel has become an 
increasingly vital aspect of security operations in recent 
years.  In light of recent changes in the global security 
climate, the need for methods to remotely observe and 
protect crucial locations has grown substantially.  
Technological advances have made unattended ground sensors a 
viable alternative to manned patrols in order to accomplish 
this goal.  Seismically activated ground sensors are ideally 
suited to both the demands of target detection and remote 
monitoring.  By detecting unique wave patterns associated 
with different targets, unattended seismic sensors are 
particularly well suited for the detection, classification 
and tracking of intruders. 
This thesis focused on the operational test and 
evaluation of the Micro-Observer Sensor System, a 
commercially available unattended seismic ground sensor, in 
order to meet likely military and homeland security 
scenarios.  The Micro-Observer Sensor System proved to be an 
exceedingly valuable tool for the purposes of early warning 
and remote observation.  While system limitations hinder 
broad spectrum applicability, current functionality was more 
than capable in addressing security concerns with regard to 
operations with unique security aspects. 
 xviii




The need for emerging technologies as a supplement for 
national military forces’ unit agility and flexibility has 
been recognized by military strategists for years.  
Documents such as Joint Vision 2020 and Sea Power 21 
identified the need for persistent intelligence, 
surveillance and reconnaissance within the areas of 
operation.  The development of the Expeditionary Sensor Grid 
(ESG) concept called for the employment of numerous real 
time sensors and the seamless fusion of their data to 
provide a common operational picture at various command 
levels. 
Although the use of unattended seismic ground sensors 
in military applications has been common since the Vietnam 
War, a combination of technological advancements and the 
rise of asymmetric threats have increased the utility of 
USGS across a broad spectrum of military, homeland security, 
law enforcement and industrial security applications.  
Improvements in wireless networking have lead to the ability 
to remotely monitor secure areas from great distances.  
Additionally, the power management schemes have contributed 
to longer operational battery life.  Computer processing 
speeds have enabled the timely handling and dissemination of 
large quantities of data.  And commercial GPS has allowed 






Several studies have provided a basis for utilizing 
USGS for the detection, classification and tracking of 
targets in security application.  While these studies 
provide useful information, an in-depth, quantitative 
assessment of current technology is needed to provide 
decision makers with the means to evaluate the reliability 
and effectiveness of USGS in modern military and homeland 
security operations.  The objective of this thesis is to 
conduct a system level test of a USGS to generate a 
statistically valid prediction model for sensor behavior in 
likely real world deployment scenarios. 
A detailed test plan is developed for testing the 
commercially available MicroOserver Sensor System (MSS) 
developed by Crane Aerospace and Electronics.  The sensor 
system consists of ten individual seismic event detection 
nodes and a base station to receive node data and provide 
computer interface capabilities.  Measures of effectiveness, 
discussed in subsequent chapters, are created in order to 
properly evaluate system reliability and effectiveness.  A 
wide variety of input variables addressing deployment 
environment, network configuration and target profile are 
tested in various operating conditions. 
B. RESEARCH QUESTIONS 
The primary research question explores the utility of 
employing the MSS in an operational environment to detect 
human intruders.  Additional focus is placed predicting 
specific target penetration ranges in and around the sensor 
field.  Secondary questions include: 
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1. How many sensor layers are required to ensure 95% 
cumulative probability of detection? 
2. Do meteorological factors adversely affect system 
wide operation? 
3. How do meteorological conditions affect battery 
consumption rates? 
4. Can sensor data be reliably relayed over an 
existing network to a remote monitoring facility? 
5. Does the MSS software interface allow the operator 
to fix a target’s position? 
6. Does the MSS allow the operator to accurately 
track a target’s movement? 
7. Is the MSS software interface able to adequately 
alert the operator to a target detection? 
 
C. METHODOLOGY 
The principal research consists of several system level 
tests and evaluates the MSS.  The primary objective is to 
determine the operational utility of deploying the MSS to 
detect intruders.  In order to accomplish this objective, a 
robust test and evaluation plan was created.  Using this 
test plan, an initial operational test and familiarization 
with the MSS was conducted in Monterey, CA.  The system was 
then tested in numerous locations representative of varying 
operational climates and meteorological conditions.  These 
conditions included high and low temperature environments, 
varying humidity levels and significantly differing terrain 
features.  Test locations included California (Camp Roberts 
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and Fort Hunter-Liggett) and northern Thailand as part of 
the Naval Postgraduate School (NPS) Cooperative Operations 
and Applied Science and Technology Studies (COASTS) program 
from late CY2006 through early CY2007. 
The research methodology was divided into the following 
three phases: 
Phase 1:  Development of Metrics and Test Plan 
This initial phase included academic review of 
technical material for the MSS.  Additional research focused 
on past operational employment of unattended seismic ground 
sensors and desirable system functionality from the 
operator’s perspective.  Furthermore, measures of 
effectiveness (MOE) were created in order to ensure the 
research objectives were met.  These MOEs were then used to 
develop a detailed test and evaluation plan. 
Phase 2:  System Familiarization and Experimentation 
Once the test and evaluation plan was created, initial 
operational tests and system familiarization were conducted 
with the MSS in the moderate operating climate of Monterey, 
California.  Additionally, runs of the test plan were 
conducted in order to facilitate changes to the timeline or 
data collection procedures prior to full system tests.  
Following the initial system familiarization and test plan 
checks, the MSS was deployed to operational environments at 
Camp Roberts, Fort Hunter-Liggett and Chiang Mai, Thailand.  
At each operational location, the system underwent the same 




Phase 3:  Analysis of Results and Conclusions 
The final phase consisted of analyzing the data 
collected for each scenario.  The results were evaluated 
based on the previously determined MOEs.  Additionally, 
regression analysis was conducted on the data to determine a 
quantitative prediction model for the behavior of the MSS in 
an operational environment.  Finally, specific insights were 
made in order to qualitatively assess the utility of the MSS 
for use in security applications. 
D. THESIS ORGANIZATION 
Chapter II of this thesis provides a broad overview of 
seismic signals.  Specifically, seismic wave application to 
security scenarios, wave properties, seismic event detection 
and wave sampling are addressed.  Finally, methods for 
filtering seismic waves for practical utility are covered. 
Chapter III explores issues directly relating to 
unattended ground sensors.  This chapter introduces sensor 
network architecture, layers and components.  Sensor 
employment techniques and security applications are also 
covered.  Additionally, the chapter identifies constraints 
and challenges in using unattended ground sensors in real 
world military and security applications. 
Chapter IV describes the MSS.  It introduces system 
components and functionality.  Likewise, the COASTS 2007 
research program is introduced and the role of the MSS in 
the operational scenarios is covered. 
Chapter V consists of the selection of MOEs.  It 
describes the characteristics of effective metrics and the 
selection of the specific MOEs used in evaluating the MSS.  
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The chapter also describes the detailed test and evaluation 
plan developed for use throughout the tests. 
Chapter VI includes the results from the test 
scenarios.  The chapter discusses the methods used for 
creating and evaluating the prediction models and presents 
the results of the regression analysis on the data. 
Chapter VII surveys the entire study.  Specific 
conclusions and insights for the operational utility of the 
MSS reached are discussed.  Finally, Chapter VII addresses 
opportunities for further research.  
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II. SEISMIC SIGNALS 
Although the scientific techniques of seismology are 
continually evolving, the physical properties of seismic 
waves and mathematical formulations for handling data rely 
on well established methods for working in the field of 
seismic signals.  Seismology consists of various devices and 
techniques that contribute to the study and understanding of 
wave propagation through the earth’s crust.  The study of 
seismic properties and events can potentially be useful in a 
variety of military, law enforcement and industrial security 
applications.  This chapter surveys various aspects of 
geophysics and seismic wave behavior.  In addition, 
techniques for signal analysis, including filtering, 
deconvolution and modeling, are discussed. 
A. INTRODUCTION TO SEISMOLOGY 
1. Evolution of Seismic Signal Processing 
As a science seismology is most commonly associated 
with the study of earthquakes.  Indeed it were these 
devastating natural events that first led Italian Filippo 
Cecchi to develop the first instrument intended to capture 
the magnitude of seismic events in 1875.  Twelve years later 
a distant earthquake in Japan was instrumentally recorded 
for the first time in Potsdam, Germany.  By the early 
Twentieth Century, seismometers had become common scientific 
instruments and the study of wave propagation in the earth 
began to be applied in areas outside the realm of 
earthquakes.  In 1906, Richard Oldham demonstrated the 
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Earth’s outer core was liquid and by 1920 several patents 
were on file covering seismic techniques for determining 
subsurface formations.  Within a few years, a variety of 
seismic methods were in use for engineering, exploration and 
commercial enterprises (Milsom, 1989). 
As the understanding of geophysical properties and wave 
propagation increased, the utility of seismology for various 
applications experienced a similar growth.  Scientific 
experiments enabled the development of more finely tuned 
mathematical formulae.  Soon detailed information on 
velocity profiles, seismic ray paths and subsurface 
composition led to seismology directly impacting operations 
in mining, construction and mineral deposit exploration.  
Likewise refined techniques in field experimentation enabled 
researchers to probe the Earth’s surface to even greater 
depths.  By the 1960’s, geologic surveys and subsurface 
profiles had become standard across a variety of industries.  
In the last two decades, the advent of computer technology 
and the development of more sophisticated equipment have 
enabled researchers and industrialists alike to process 
substantial data sets which were previously too large and 
unwieldy to be useful.  The increased ability to collect and 
manage data at relatively low costs has led to more detailed 
profiles of subsurface layers and exploration to previously 
inaccessible depths. 
2. Modern Utility 
In a present day context, seismic techniques are 
utilized for modern needs.  The process of studying 
earthquakes is still very much alive.  Locating earthquake 
epicenters and understanding wave force and frequency have 
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led to innovations in safety.  Building and bridge 
construction in areas along fault lines, for instance, are 
now frequently designed with consideration given to effects 
of ground displacement.  Many companies invest heavily in 
geological profiles generated by seismic reflection 
exploration in order to locate and assess the viability of 
hydrocarbon and mineral deposits.  Shallow refraction 
techniques are used in civil engineering applications for 
determining suitability of soil composition with regard to 
building construction.  Likewise, refraction seismics are 
commonly used for finding sustainable underground fresh 
water deposits as expanding populations migrate to more 
remote locations.  Recently, the understanding of seismic 
wave movements has led to the incorporation of seismology 
into security applications.   
3. Security Applications 
Small autonomous sensors designed to detect nearby 
human movement are now being employed in a variety of 
military and industrial security scenarios as an early 
warning threat detection tool.  The utility of such sensors 
rests in their ability to effectively monitor an area of 
restricted access.  The benefit gained is that an area can 
effectively be monitored without the need for a human to be 
physically present.  This may be desirable if the area to be 
covered is so large as to place stress on manpower 
requirements, remote enough that transportation creates 
logistical difficulties or if sufficient danger exists in 
the area that safety concerns outweigh the benefits of 
physical patrols.  
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The successful employment of such a system relies on 
several crucial components.  The sensor must be able to 
detect specific types of waves that propagate along the 
surface.  In order to do this, the sensor must be able to 
distinguish the desired wave form from other wave types and 
background noise.  The sensor’s detection algorithm must be 
capable of discerning between waves created by a contact of 
interest and one which occurred randomly lest the sensor 
report numerous false contacts.  Similarly, the sensor must 
be able to appropriately classify waves generated by a 
specific target, a man versus wildlife, for example.  
Generally, this is performed by advanced filtering 
techniques and evaluating the wave’s profile, including 
frequency, amplitude and duration.  The sensor must also be 
able to communicate a detection event to a monitoring 
station.  This dictates a need for a well designed network 
where several sensors work in conjunction and a clearly 
defined communications path. 
B. SEISMIC WAVE PROPERTIES 
Many different types of seismic waves exist, each with 
their own unique behavior and properties.  Because a single 
wave type rarely, if ever, exists absent from other wave 
types, it becomes prudent to explore the effects of each 
wave type as well as its unique attributes and methods for 
handling.  Common properties between wave types also exist 
and must be considered.  Perhaps the most significant factor 
affecting wave propagation is the geological composition of 
the earth through which the wave travels.  Various surface 
layers, because of size, shape, density and composition, all 
have unique effects on the direction and speed of wave 
 11
travel.  As physical medium composition plays such a vital 
role in the understanding of wave propagation, factors such 
as soil type, layer depth and medium density will be 
discussed. 
There are generally two types of seismic waves, Body 
and Surface.  Body waves travel within the earth and their 
ray path is altered by the changing density and stiffness of 
the medium.  The density and stiffness are in turn 
determined by factors physical such as physical composition 
and temperature.  These Body waves are commonly associated 
with the initial tremors felt during an earthquake.  The 
second type of wave is the Surface wave.  Surface waves 
travel just under the Earth’s surface and can move 
vertically or horizontally.  Because the wave amplitude is 
in contact with the surface and since Surface waves tend to 
have a low frequency and long duration, they tend to be very 
destructive. 
1. Body Waves 
Body waves are comprised of two distinct components.  
As the wave travels through a medium, the molecules 
oscillate back and forth in the direction the wave is 
traveling.  This oscillation causes a series of compression 
and expansive forces in the elastic medium.  The propagation 
of these forces is termed a longitudinal wave.  These waves 
have the highest velocity of all wave types and therefore 
are known as primary waves or simply, P-waves (Milsom, 
1989).   
Seismic waves can also propagate in a transverse 
fashion where the ground is displaced perpendicularly to the 
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direction of energy flow.  This propagation causes shear 
stresses on the transfer medium where the ground moves 
alternately side to side.  While these types of waves 
possess larger amplitudes than P-waves, they have a much 
slower velocity and arrive at a destination second.  Because 
of this characteristic, these shearing waves are often 
called secondary waves, or S-waves (Milsom, 1989).  It is 
also noteworthy that S-waves only propagate in solids as 
liquid and air are incapable of supporting shear stresses. 
2. Surface Waves 
Surface waves exist only at the intersection of the 
ground and a free boundary and are generally categorized as 
one of two types, Rayleigh or Love waves.  Seismic wave 
theory often treats surface waves as an interaction between 
P and S-waves at the surface; however significant 
disagreement exists as to whether several observed 
phenomenon can be explained by body theory alone.  
Therefore, surface waves are practically treated as being 
distinct wave types. 
Love waves, or Q-waves, are horizontally oriented shear 
waves and are characterized by their side to side movement.  
While body waves travel in three dimensions, Love waves 
exist in only two dimensions, that is, they have no 
amplitude along the vertical axis.  However, the horizontal 
amplitude of the waves varies significantly at various layer 
depths.  Due to this method of propagation and owing to the 
large amounts of energy they contain, Love waves dissipate 
slowly.  During an earthquake, Love waves may travel around 
the Earth several times before all of their energy is 
exhausted.  While energy dissipation at the surface is 
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stagnant, energy is depleted rapidly at increasing depths.  
This property effectively confines the Love wave to the 
surface. 
 
Figure 1.   Love Wave Propagation 
 
Rayleigh waves, or R-waves, behave in a manner similar 
to that of water waves.  R-waves propagate in a series of 
vertical crests and troughs due to a circular movement of 
energy near the surface.  Like Love waves, Rayleigh waves 
exist in only two dimensions and contain massive amounts of 
energy.  However, Rayleigh waves move slower than Body and 
Love waves.  This difference in velocity along with a 
significant interaction at the surface causes Rayleigh waves 
to dissipate relatively quickly (Milsom, 1989). 
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Figure 2.   Rayleigh Wave Propagation 
 
C. WAVE DETECTION AND SAMPLING 
Detecting seismic waves can be broadly broken down into 
the use of instrumentation for physical detection and the 
application of methods for deconvolution.  The ability to 
analyze data collected for various uses relies, in part, on 
the capacity to amass samples representative of the true 
wave forms.  For this reason, consideration must be given to 
hardware design, methods for extracting data from a given 
wave input and various sources of error.  The following 
overview is based on the writings of Robinson and Treitel 
(1980), Sjogren (1984), Milsom (1989), Foti (2000) and Tian 
and Qi (2004). 
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1. Physical Detection 
Physically detecting and recording seismic activity is 
a relatively simple process.  For many years, a sensor was 
placed on, or in, the ground.  Once struck by a seismic 
wave, a mass within the sensor would begin to oscillate in 
proportion to the velocity of the wave.  A connection from 
the oscillating mass to a recording device ensured various 
wave characteristics were recorded for later analysis.  
Today, both the sensing device and the method for physically 
recording a seismic event have improved with technology. 
a. Geophones 
Modern geophones consist of a spring mounted metal 
coil suspended in a permanent magnetic field.  Seismic waves 
impart motion to the metal coil relative to the magnetic 
field which in turn induces voltage and generated current 
flows to some external circuit.  The current generated is 
proportional to the velocity of the seismic wave and ground 
movement is recorded.  Vertical mounting of the coil is the 
most common as it allows for the sensing of steeply rising p 
and s waves as well as Rayleigh waves.  Horizontal mounting 
is used for the detection of Love waves and to add fidelity 
when studying the interactions between P and S waves 
(Milsom, 1989). 
Since current is directly proportional to the 
relative movement of the coil in the magnetic field, it 
follows that both the natural vibration frequency of the 
suspended system as well as the damping of the spring will 
affect the output.  The natural vibration frequency is in 
turn affected by the system’s physical materials and 
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construction.  Most geophones in use resonate at around 10 
Hz, well below the useful range of frequencies in most 
seismic studies.  Nevertheless, unless otherwise mitigated 
through coil resistance levels, the natural vibration 
frequency will introduce small amounts of error into results 
and must be accounted for during analysis phases.  Likewise, 
the damping of the system provided by the spring plays a 
crucial role in signal detection.  Damping reduces the 
amplitude of oscillations in the geophone so that the coil 
does not continue to move after the wave has passed and 
following waves can be registered.  If damping levels are 
insufficient to halt continued oscillations, future seismic 
waves will not be detected.  However, damping levels set too 
high will effectively prevent oscillation altogether and no 
waves will be detected (Milsom, 1989). 
b. Signal Recording 
The main purpose of modern recording equipment is 
to digitalize and record the electrical signals sent by the 
geophones.  Classical seismographs are well suited for field 
testing due to their simplicity and rugged design.  They are 
also well suited for traditional reflection and refraction 
studies.  One historical drawback has been the inability to 
conduct on-site analysis with seismographs.  However newer 
products are now being created with connection ports to 
allow for the use of computers in the field.  Another 
drawback is that many seismographs are designed for high 
frequency wave testing and are thus problematic when 
studying low frequency surface waves.  Digital signal 
analyzers address both weaknesses of traditional 
seismographs however they tend to be far more expensive and 
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less rugged than their counterparts.  Foti provides a more 
detailed look at other recording devices and their use in 
the field of seismology (Foti, 2000). 
2. Deconvolution 
When a seismic event occurs, a pulse of energy is 
imparted to the surrounding medium.  As that pulse travels, 
the signal is effectively split into numerous individual 
wavelets.  A seismic receiver placed at some distance from 
the seismic event then receives numerous wavelets at various 
times and frequencies due to this alteration of the original 
signal.  The combination of these wavelets interacting can 
yield a signal that bears little resemblance to the original 
wave.  These mixed waves may be thought of as waves on the 
ocean’s surface.  While these waves appear to be random and 
possess no distinctive characteristics such as speed or 
direction, the surface waves are, in fact, due to many waves 
interacting with one another.  When this combination of 
individual wavelets is encountered, the signal is said to be 
convolved.  The purpose of deconvolution is then to undo the 
effects of convolution so that useful data can be collected.  
Deconvolution itself is a mathematical process of isolating 
a mixed signal into distinctive components.  The general 
solution to the deconvolution is: 
   1 2sx s ε = (  ∗ ) +  
where x is the received signal, 
1 2
and s s  represent the 
component signals and ε  is background noise or error.  




Figure 3.   Signal Deconvolution 
 
While every seismic signal can be said to be convolved 
to some degree, body waves generally require significant 
deconvolution while surface waves require little 
transformation to yield useful data.  This is in large part 
due to the restrictive properties of surface waves which 
exist in a narrow frequency domain and travel at high 
speeds.  These characteristics coupled with the significant 
energy generally associated with surface waves and the 
relatively constant mediums through which they transit makes 
practical detection simpler and, therefore, signal 
deconvolution unnecessary.  Body waves, on the other hand, 
experience significant dispersion.  Medium composition 
directly contributes to absorption of higher frequency body 
waves.  Differing soil or rock types can alter wave 
velocity.  Similarly, boundary layers between two 
 19
distinctive medium, such as rock and water, introduce a 
significant reflective property while object orientation 
directly affects wave refraction (Robinson and Treitel, 
1980). 
The differences in wave types to be measured, the 
geophysical properties of the area and the scope of the 
information that is needed, therefore, are significant 
factors in how the predictive deconvolution of signals 
should be conducted.  Depending on the type of analysis to 
be conducted, filters acting in either time or frequency 
domain are used.  Hydrocarbon exploration at significant 
depths, for example, generally employ time domain filters 
with specific attention paid to reflected s-waves so that 
signal deconvolution yields insight into boundary layers at 
various depths.  On the other hand, soil properties in civil 
engineering projects require frequency domain filters and 
analysis of refracted waves at limited depths.   
Robinson and Treitel, as well as Sjogren, provide more 
detailed analysis regarding deconvolution methods in various 
circumstances.  Likewise, the use of a frequency domain 
filter can generally be said to provide the application 
layer of deconvolution, which will be discussed later.  
Regardless of the exploratory scope, the purpose of the 
deconvolution is to separate numerous signals from one 
another and determine the effects of different propagation 
medium on signals so that useful knowledge can be garnered. 
3. Filters 
The purpose of filtering seismic signals is to garner 
useful output for analysis.  Filters can be applied in 
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numerous ways in order to alter incoming signals.  The two 
most common ways filters are utilized is by application to 
the time and to the frequency domains of a signal.  This is 
generally accomplished by introducing weighting coefficients 
into the signal so that specific properties can either be 
minimized or amplified.  In the case of deconvolution, it 
may be desirable for certain characteristics of a signal to 
be ignored or compartmentalized.  Likewise, weak signal 
components may require convolution, or signal summing, so 
that useful information can be gleaned.  While numerous 
filtering algorithms of various complexities exist, a basic 
understanding of how filters work and their utility in 
various signal domains is necessary for proper application. 
a. Time Domain Filters 
The first property of a time domain filter is that 
it converts a continuous time signal into a digitized 
signal.  Simply stated, a continuous wave must be converted 
into a series of numbers at specific time instants.  
Normally, these discrete time intervals are chosen to be 
equal so that the time lapse between readings remains 
constant.  Proper consideration must be made when selecting 
sample time intervals.  If the time interval is sufficiently 
large, data will be lost.  However, if the time interval is 
too small, there is significant risk in collecting redundant 
data (Robinson and Treitel, 1980).  Table 1 shows the 
relationship between actual times, the time index and 




Time Time Index Signal Level 
(s) t xt 
1.000 0 x0 = 0 
1.001 1 x1 = 5 
1.002 2 x2 = 10 
1.003 3 x3 = 5 
1.004 4 x4 = 0 
1.005 5 x5 = -5 
Table 1.  Time Indexing (From: Robinson, 1980) 
 
The digital filter is termed to be casual when the 
output (at time t) is dependent only upon the present or 
past inputs at various times (t, t-1, t-2,…).  The simplest 
form of a casual filter is a unit time delay filter.  This 
type of filter alters the output signal to correspond with 
input signal at some time t.  Table 2 below demonstrates the 
effect of a unit time delay filter on a signal with a delay 











Table 2.  Unit Time Delay Filter (From: Robinson, 1980) 
 
Time Index Input Output 
t xt yt = xt-1 
0 0 ---- 
1 5 0 
2 10 5 
3 5 10 
4 0 5 
5 -5 0 
6 ---- -5 
 22
As Table 2 shows, the output signal at time t is 
equal to the input signal of the time index immediately 
preceding it.  Thus, the signal output is dependent only on 
time.  Practically a unit time delay filter may be set for 
any unit delay desired.  Likewise unit time delay filters 
placed in series have a summing effect on the output signal.  
That is, a time delay filter with unit delay of two has the 
same effect as two time delay filters with a unit delay of 
one placed in series.  Table 3 demonstrates this effect. 
 
Time Index Input Output 
t xt yt = xt-2 
0 0 ---- 
1 5 ---- 
2 10 0 
3 5 5 
4 0 10 
5 -5 5 
6 ---- 0 
7 ---- -5 
Table 3.  Effects of Two, Single Unit Time Delay Filters 
(From: Robinson, 1980 ) 
 
Digital filters are represented by a series of 
numbers called weighting coefficients.  In the simplest 
case, the weighting coefficient is constant.  The following 
table demonstrates how a constant weighting coefficient 
transforms input signals according to the formula 0t ty a x =  
where ty  is the output signal at time t, 0a  is the weighting 
coefficient and tx  is the input signal at time t. 
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Time Index Input Output 
t xt yt = 0.5 xt 
0 0 0 
1 5 2.5 
2 10 5 
3 5 2.5 
4 0 0 
5 -5 -2.5 
Table 4.  Time Delay Signal Output for 0a =0.5 (From: 
Robinson, 1980) 
 
While weighting coefficients can be constants, in 
practice they are often represented by functions, 
exponential or logarithmic for example, or a series of 
logical expressions when ranges of values are desired for 
input (Robinson, 1980).  In these instances, the filter can 
no longer be considered to be casual as the output signal is 
not dependent strictly on time.  Significantly more complex 
time domain filters may be used which transform input based 
on several weighting coefficients across numerous time 
indices.  These filters can generally be expressed by the 
equation: 
 ,t n m
m N n
y a x m n
∈ ∈ Ζ
 =      ∀∑ ∑  
where N represents the natural numbers and Z represents all 
integers. 
The properties of time delay filters lend 
themselves well in the spectrum of geophysical analysis.  
The primary usefulness of time delay filters for seismic 
activity lies in velocity profiling and point of origin 
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analysis.  For instance, an array of seismic sensors can be 
used to determine the direction of wave travel, and 
therefore the source, of a seismic event.  Figure 4 depicts 
a seismic event with concentric waves emanating outward to 
five seismic sensors. 
 
 
Figure 4.   Seismic Wave Propagation to Sensor Array 
 
 
If the sensors depicted in Figure 4 have known 
locations, the time offset between wave arrivals at 
different sensors can be used to triangulate the position of 
the initial seismic event.  Similarly, if the initial 
seismic event location is known in addition to sensor 
placement, a velocity profile of the ground type can be 
generated through the proper application of time delay 
filters. 
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b. Frequency Domain Filters 
While the time domain refers to how a signal 
changes with respect to time, frequency domain refers to how 
much of the signal lies within a given range of frequencies.  
Therefore, the objective in applying a digital filter to 
seismic signals is to extract information by excluding 
specific frequency ranges in a detected signal.  For 
instance, when evaluating surface waves, which propagate at 
low frequencies, it would be distinctly beneficial to remove 
the contribution of high frequency body waves to the 
convolved signal.  Frequency domain filters are often ideal 
because seismic wave frequency does not decay based the 
propagation medium or distance from the source as do other 
input variables such as amplitude. 
One method for automatically incorporating 
frequency domain filters in the field of seismology lies in 
the physical construction of sensors.  As previously 
mentioned in the discussion of geophones, construction 
materials and spring dampening effects directly impact the 
amount of oscillation in the magnetic field experienced as a 
seismic wave travels past the sensor.  In a sense, this 
provides a natural frequency filter into signal detection, 
especially when wave power is low.  This property can be 
particularly beneficial in instances where wave propagation 
frequencies are known or exist in a sufficiently small 
range.  However, there is significant danger when using 
physical frequency filters in regions of highly convolved 
seismic signals.  If the received signal is the product of 
numerous wave interactions, the detected wave will likely 
exhibit frequency properties far different than waves in the 
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useful frequency range.  Moreover, physical frequency 
filters do not have the capability to deconvolve a signal 
into its individual wave components.  In light of these 
limitations, physical frequency filters are rarely used over 
large areas or where significant seismic activity is 
present. 
Fourier Transforms are ideal for application to 
seismic wave study for a variety of reasons relating to the 
ease of transforming data from the time domain to the 
frequency domain.  Since Fourier Transforms are linear, 
their application to filtering is useful because it permits 
the detected signal to be treated as the sum of several 
signals.  Likewise, the signal transform will be the sum of 
the individual transforms.  Fortunately, the earth also 
functions as a linear system with respect to seismic wave 
propagation.  Another key property of the Fourier Transform 
beneficial for frequency filtering is that values of the 
transform for negative frequencies can be found from those 
of positive frequencies.  This is accomplished by computing 
the value of the transform at negative frequencies by taking 
the conjugate.  Thus, for filtering seismic waves, only 
operations on positive frequencies are required. 
The most common form of a frequency domain filter 
is the use of software which applies mathematical 
transformations, such as the Fourier Transform.  This 
application layer may perform signal deconvolution 
instantaneously as the signal is passed from the sensor to a 
display or later on a collected series of data.  The 
advantages of easily shifting between phase shifts in the 
time domain and the frequency domain make frequency filters 
 27
one of the most powerful filtering tools available in 
seismic wave study.  However it has only been in recent 
years that computational effort has been suitably reduced by 
software and increasing computer processor speeds that the 
full benefit of frequency domain filters has been realized. 
D. SUMMARY 
This chapter introduced the study of seismic waves and 
how they are utilized in various fields of study.  Likewise, 
differing wave types and their respective properties were 
discussed.  Finally, methods for handling seismic waves, 
from detection to processing and filtering, were studied.  
These topics were covered in order to provide a basis for 
the understanding of seismic sensor operations.  In the next 
chapter, different types of unattended ground sensors and 
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III. UNATTENDED GROUND SENSORS 
Although the use of unattended ground sensors (UGS) in 
security applications is not new, cost factors and technical 
features of sensors have typically limited their broad use.  
Likewise, physical characteristics of legacy systems such as 
size, weight and power consumption have restricted utility 
in operations where mobility is critical.  Legacy sensors 
systems, such as the Improved Remotely Monitored Battlefield 
Sensor System (IREMBAS) which has been in operated by the 
U.S. Army since 1987, have proved limited in scope and 
utility (Grinaker, 2003).   
Recent military doctrine shifts have identified the 
requirement for forces to be able to operate in a multitude 
of operational settings under highly dynamic sets of 
constraints.  Similarly, the need to rapidly deploy to 
operational areas not easily accessible has also grown.  In 
order to meet these ever changing obligations, technology 
has been identified as a key enabler.  To this end, the 
rapid progress of technology over the previous decades has 
given rise to a new generation of robust products capable of 
meeting a variety of challenges, particularly in the realm 
of security functions.  This chapter examines the role of 
unattended ground sensors in a variety of military, homeland 
security and industrial applications.  Additionally, typical 




A. TYPES OF UNATTENDED GROUND SENSORS 
Numerous types of unattended ground sensors that use a 
variety of different means to detect, classify and track 
targets are available.  Generally, the appropriate selection 
of a UGS system will depend upon the type of target or event 
detection required by the situation.  The selection may also 
depend on other factors such as cost constraints, 
reliability or area of operation. 
1. Seismic 
Seismic sensors’ primary function is to detect wave 
forms moving through the earth.  This is accomplished 
through the use of a geophone or similar instrument.  As the 
seismic wave passes by the sensor, the geophone oscillates 
occurs at a given magnitude.  The sensor interprets this 
event according to some predetermined behavior and either 
ignores the event or classifies it in some meaningful way.   
Modern seismic sensors typically employ either a single 
or three-axis geophone.  The single axis geophone detects 
all seismic waves moving in the vertical direction.  This is 
useful in the context of the UGS as Rayleigh waves are the 
predominant wave form able to be detected on the surface.  
However, the geophone will also register P and S-Waves while 
ignoring wave the direction of wave travel.  This makes 
single axis geophones less desirable when target 
localization and tracking are desired unless they can be 
employed with multiple geophones where triangulation can be 
performed.  Three-axis geophones oscillate in all three 
dimensions and make target localization simpler when 
employed as a stand alone sensor.  Overall, three-axis 
 31
geophones yield significantly higher error rates in bearing 
and range estimation than do single axis geophones 
functioning in an array.  For this reason, sensors with 
single axis geophones deployed in a contiguous array are 
generally employed in most operational scenarios (Pakhomov, 
et al, 2003). 
2. Acoustic 
Acoustic sensors operate by detecting differences in 
pressure caused by sound waves moving through the air.  
These sensors may be placed near the soil for detecting 
ground based traffic over a short range or deployed at a 
higher elevation for longer ranges or detecting airborne 
traffic.  Acoustic sensors receive continuous signals and 
assess the frequency content.  Generally, the detection 
algorithm separates the received signal into individual 
components for evaluation and comparison to a set of known 
characteristics of a desired event, such as engine noise.  
Threshold requirements are also predetermined and are 
generally based on white Gaussian noise to establish 
appropriate baselines.  Acoustic sensors usually employ an 
omni-directional receiver so that a received wave can be 
evaluated for direction of travel and intensity.  This 
evaluation enables the sensor to make bearing and range 
determinations as well as track the target (Ladd et al, 
2000). 
Acoustic sensors are generally better at target 
localization and tracking than are other sensor types.  They 
are also particularly well suited where longer detection 
ranges are required due to the decay rate of sound waves in 
air.  Likewise, acoustic sensors are well suited for target 
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classification since many targets emit noise with very 
specific wave properties.  Thus, acoustic sensors may easily 
discern between a truck and a tank.  However, they are 
particularly sensitive to atmospheric conditions such as 
humidity which effectively muffle sound waves.  Similarly, 
acoustic sensors can be easily overwhelmed when significant 
background noise is consistently present like in highly 
urban environments. 
3. Magnetic 
Metallic bodies become magnetized by the earth’s 
magnetic field.  Beyond this induced magnetism, objects may 
have their own inherent magnetization.  The magnetic field 
associated with an object is what magnetic sensors seek to 
identify.  Sensors based magnetic fields utilize a three 
axis magnetometer in order to detect targets.  The 
magnetometer senses magnetic fields and are alternately 
pushed or pulled toward those fields.  The most significant 
factors in determining the strength of magnetic fields are 
material composition and volume. 
Because every material exhibits unique magnetic 
characteristics, magnetic sensors are particularly suited 
for detecting large metal objects like vehicles as well as 
classifying target types.  Likewise, magnetic sensors are 
not as significantly affected by typical limitations 
associated with other sensor types such as line of sight 
considerations or foliage density.  The primary drawback to 
magnetic sensors is effective range.  Magnetic fields decay 




increase the detection range by a factor of 10, the 
magnetometer sensitivity must be increased by a factor of 
100 (Merlat et al., 2003) 
4. Chemical 
Chemical sensors function based on reactions of two or 
more substances.  These sensors are usually designed to 
detect very specific and limited chemical reactions by 
choice of materials.  This generally means determining the 
presence of a particular substance based on a known and 
observable interaction between substances.  Chemical sensors 
also generally employ electrical or mechanical means to 
physically signal the presence of a chemical.  Some 
reactions may not require additional means of notification 
such as the combination of baking soda and vinegar where the 
reaction is visually able to be detected.  However other 
chemical reactions, particularly small scale reactions, may 
not be so easily observable as is the case of combining 
water and salt.  Regardless of the indications of a chemical 
reaction, sensors must still have a method for reporting the 
event to monitoring station (Goswami et al, 2000). 
Chemical sensors are especially well suited for 
constant monitoring of trace amounts of chemicals.  However, 
this is predicated on the fact that the chemical to be 
detected is not a part of the normal operating environment.  
Likewise, chemical sensors are particularly useful when 
establishing minimum or maximum allowable thresholds.  The 
primary weakness of chemical sensors is that they must 
generally be employed in controlled or fixed environments 




Imaging sensors function by interpreting the spectral 
band.  The most common imaging sensor is the video camera.  
Other variations of imaging sensors rely on varying 
wavelengths which are not visible to the human eye and heat 
signatures.  These variations may also incorporate standard 
video technology and image processing techniques.  Modern 
technology has increased the availability of low cost 
imaging sensors which may provide low light viewing, 
infrared spectrum monitoring, high resolution and long range 
zoom capabilities (Balcerak, 2000). 
One benefit in using imaging sensors is that the 
produced data, images, can easily be stored on various 
recording mediums for archiving purposes or later 
evaluation.  Likewise, imaging sensors provide an easily 
interpretable form of presentation in the form of pictures 
and video.  However, imaging sensors usually have a 
restricted viewing angle making 360-degree coverage 
problematic.  Similarly, automated target detection from 
images remains problematic.  This has led to the common 
practice of humans continually monitoring imaging sensors in 
order to garner useful detection information.  While human 
interaction affords the ability to make instantaneous 
determinations of target presence, the result is a manpower 
intensive operation when monitoring multiple sensors is 
required.  Finally, physical obstacles in the form of 
buildings and foliage or background heat in the case of 




B. SECURITY APPLICATIONS 
1. Seismic Sensors 
Seismic ground sensors are applicable for a wide range 
security purposes.  The most common uses are in monitoring 
remote locations and in areas where prospective human 
presence is low.  Likewise, seismic sensors are particularly 
useful in locations where significant above ground 
obstructions are present that may limit the utility of other 
sensor types.  Because of their ability to detect relatively 
small ground vibrations, seismic sensors are currently 
utilized in many perimeter security settings such as border 
patrols (Choi, 2003).  Likewise, seismic sensing technology 
is being employed to locate and map the presence of 
underground structures.  Through the use of passive seismic 
sensors, it is possible to discover subterranean tunnels, 
bunkers and weapons caches (Norvilee, 2003). 
2. Acoustic Sensors 
Acoustic sensor systems are widely used in the realm of 
security applications relating to vehicle detection and 
classification.  Positioned within a few hundred meters of a 
road, these sensors are particularly good at detecting, 
classifying and tracking mechanical modes of conveyance.  
Acoustic sensors can also be employed for the purpose of 
detecting larger and more distinct vehicles, such as 
helicopters, at even greater distance (van Koersel, 2000).  
Similarly, acoustic sensors have been used to detect and 
classify missiles based on specific engine signatures 
including the Minuteman and SCUD-B missiles (Tenney, 2003).  
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Another common practice in fielding UGS technologies is the 
pairing of acoustic sensors with seismic sensors.  In many 
instances, this permits highly accurate tracking information 
on targets to be gathered. 
3. Magnetic Sensors 
Magnetic sensors’ utility lies in detecting and imaging 
based on the relatively minute presence of ferrous 
materials.  For instance, magnetic sensors are capable of 
distinguishing between humans carrying small arms and those 
who are unarmed.  Due to their extreme sensitivities to 
magnetic fields, magnetic sensors are also particularly well 
suited for vehicle classification, such as sensing the 
differences between a tank and a Bradley Fighting Vehicle.  
Perhaps the greatest asset offered by magnetic sensing is 
the ability to generate high fidelity images and schematics 
of structures.  While other technologies suffer from low 
data rates or penetration limitations, magnetic sensors are 
able to detect and generate three dimensional images of 
structures located deep in the earth (Dalichaouch et al., 
2000).   
4. Chemical Sensors 
While other sensor types are typically used for target 
detection and tracking purposes, chemical sensors are 
primarily used in safety applications.  Likewise, chemical 
sensors are generally very specific in design with regard to 
the chemical they must detect.  In this regard chemical 
sensors are not nearly as robust in their utility, instead 
focusing on a particular application.  The presence of two 
volatile substances or sufficient levels of a chemical to 
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cause an unsafe work environment are fundamental areas where 
chemical sensors are widely used.  For instance, chemical 
sensors are currently used to monitor missiles for fuel 
leaks.  An electro-optical sensor in a polymer casing is 
placed on the outside of a missile.  The interaction of any 
fuel with the polymer causes the casing to dissolve, cutting 
the electrical circuit and triggering an alarm (Goswami, 
2000).  Likewise, porous silicon films formed through 
careful control of electrochemical parameters can be used to 
detect the presence of multiple substances from explosives 
to nerve agents.  These chemical sensors are currently being 
employed to find unexploded landmines and monitor for Sarin 
gas (Sailor, 2000). 
5. Imaging Sensors 
Imaging sensors currently constitute the bulk of 
unattended ground sensors functioning worldwide.  Their 
application is seen on a daily basis at banks, convenience 
stores, casinos and traffic intersections in the form of 
video cameras.  Cameras also incorporate various 
technologies in order to view different light spectrums 
including low light and infrared.  When actively monitored 
by a human, cameras provide an excellent means to identify 
and, depending on their mobility, track potential threats.  
Currently, 360 degree Forward Looking InfraRed (FLIR) 
cameras are being utilized to assess and monitor urban 
combat operations (Bergeron, 2003).  Likewise, miniaturized 
cameras are being mounted to individual soldiers to provide 
first person viewing and feedback to operations centers. 
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C. GROUND SENSOR NETWORKS 
Because individual ground sensors typically have a 
limited range, they are generally deployed in conjunction 
with numerous other identical sensors so that larger areas 
are able to be monitored.  In order to maximize the 
cooperative potential of deploying numerous sensors and to 
minimize monitoring equipment and personnel, unattended 
ground sensors are typically organized into networks.  These 
networks are defined by their ability to sense, analyze and 
communicate as a single entity.  Self-contained power 
sources and wireless communications technologies have 
greatly contributed to the efficiency and utility of 
unattended ground sensor networking.  Thus, basic principles 
of ground sensor networking are discussed in the following 
sections. 
1. Network Architecture 
Sensor networks have many associated constraints and 
challenges with deployment.  Because of their deployment 
objectives, sensor networks are generally constrained mostly 
by power considerations.  This low power characteristic has 
enormous implications in the way the network is designed to 
function since the predominance of power is consumed during 
transmission of data.  Hence, sensor networks must employ 
architectures that maximize efficiency and flexibility while 
minimizing power consumption.  Wireless sensor networks 




a. Layered Network Architecture 
Sensor networks using a layered architecture have 
a single base station and multiple levels of nodes 
populating the network.  The base station serves as the 
access point to the wired network and disseminates the 
gathered input of the nodes to display terminals.  Layered 
networks function by relaying data from distant nodes via 
nodes closer to the base station.  This effectively 
increases the range the sensor field covers.  Otherwise, 
each sensor would be required to be within a specified range 
of the base station.  Each layer is formed by grouping nodes 
with equivalent hop counts to the base station.  Hop count 
is the number of transmissions required to send data from a 




Figure 5.   Three Layer Sensor Network Architecture 
 
b. Cluster Network Architecture 
The other general configuration of a wireless 
sensor network is the clustered architecture.  This 
configuration consists of a single base station receiving 
data from multiple sensor fields controlled by a hub.  The 
hub’s function is to consolidate inputs from its associated 
sensor field for relay to the base station.  Additionally, 
each sensor field may have its own specific architecture.  
The benefit of a clustered architecture is that sensor 




is restricted.  Likewise, clustered networks enable 
significantly better data fusion.  Figure 6 depicts a 
clustered network architecture. 
 
Figure 6.   Clustered Sensor Network Architecture 
 
2. Sensor Network Protocols 
Determining how a sensor network should operate and the 
protocols for data relay is a crucial element in successful 
network design.  An ideal network would take continuous time 
inputs from every sensor with no errors.  However, the 
reality of sensor networks requires that time and events be 
treated as discrete and errors must be anticipated.  To that 
end, acceptability thresholds must be determined as well as 




Latency is the amount of time between an 
observable event and display at an operator’s terminal for 
evaluation due to system processing and communication.  In 
short, latency is the delay from detection to dissemination 
of collected data.  Each process the sensor system performs 
introduces latency.  From the time a sensor receives a 
signal, some lag time is involved with processing and 
evaluating the signal.  This may be due to physical 
constraints of the hardware or processing time inherent to 
the specific detection algorithm.   
If a signal is determined to have importance, 
either the signal or information it indicates must be 
converted into a transferable format and communicated for 
relay to the operator.  When an intermediate relay node is 
involved, further delay is encountered in order receive and 
retransmit the information.  At some level of the network, 
whether at a hub or the base station, the received signal 
must undergo further evaluation and correlated with other 
signals.  Again, this introduces some time delay into the 
delivery process.  Finally, the information must physically 
be routed to the operator terminal.  The processing of the 
information into viewable and understandable data requires 
yet another level of processing. 
While the time delays associated with latency are 
generally spurned, some are necessary and even desirable for 
proper system function.  For instance, a group of sensors 
may all simultaneously detect the same event.  If all the 
detection reports from the individual sensors were reported 
without any regard to correlation, the operator may become 
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quickly overwhelmed.  Likewise, the detection and 
classification of an event is an expected function of the 
sensors. 
Evaluating received signals and discerning any 
information they contain is the primary function of a 
sensor.  To that end, the sensors rely on their detection 
algorithms in order to properly determine whether an event 
is worth reporting to an operator or not.  For example, 
seismic sensors will not be of utility if they report every 
ground wave that passes by.  Instead, they employ techniques 
to determine if a seismic wave is the result of a footstep 
or a branch falling.  Furthermore, the sensor must not only 
evaluate amplitude but also look for an established, regular 
pattern consistent with a person walking.  All of these 
processes take time but are geared toward reducing false 
alarms.  In the end, latency can only be properly evaluated 
in the context of the sensor’s performance to the operation 
at hand. 
b. Blanking Window 
Blanking windows prevent a sensor system from 
becoming dominated by a single sensor.  Because a sensor may 
be in the vicinity of a reportable event, it may attempt to 
continually transmit data concerning that event at very 
narrow time intervals.  This rapid reporting could 
effectively clog the network with data.  The danger of over-
reporting events is that they may prevent reports from other 
sensors or even disable the network entirely.  This danger 
grows as the number of sensors in the network is increased.  
In order to mitigate this risk, blanking windows are applied 
to limit the time span in which a sensor can send.  For 
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instance, a network consisting of 50 acoustic sensors may 
limit each sensor to one report every seven seconds.  The 
risk of applying blanking windows is that important 
information from a sensor in close contact with a target may 
be ignored and lost. 
c. Polling 
Like blanking windows, sensor polling prevents 
network overload from highly active sensors.  However, 
blanking windows are applied in networks where sensors are 
free to report information whenever they have data to pass.  
Polling creates time windows when sensors are asked to send 
any information they have.  Typically, a controlling hub or 
base station will cycle through all sensors according to a 
predetermined pattern and accept data transfers.  The 
benefit to polling is that it is efficient in moving data as 
well as preserving power.  Conversely, polling may prevent 
important events from being reported for extended periods of 
time.  In the case of the acoustic sensors previously 
mentioned, a polling window of half a second per sensor 
would mean that a sensor could wait 25 seconds to report a 
detection. 
d. Packet Loss 
Packet loss refers to the individual bits of 
information lost during data transmission.  Since it is not 
possible to predict which packets will be lost during 
transmission, there is significant danger that crucial 
information won’t be reported.  Indeed packet loss may be 
significant enough that the entire signal is unusable.  The 
loss of information during transmission may result in the 
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information being completely lost in which case important 
events will go unreported.  If the network incorporates some 
method of redundancy such as retransmission, the result is 
increased report latency.  Loss of data during transmission 
has been a longstanding problem in wireless networks.  
However, significant progress has been made in maintaining 
data integrity during transfer through the use of different 
transfer protocols.   
D. SUMMARY 
This chapter introduced different types of unattended 
ground sensors that rely on various forms of input in order 
to provide functionality.  Further discussion included 
current ways these sensors are utilized in security 
applications.  Finally, the manner in which these sensors 
are networked and specific protocols affecting their utility 
was studied.  In the next chapter, the sensor system chosen 
for evaluation, the MicroObserver Sensor System, is 
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IV. MICRO-OBSERVER SENSOR SYSTEM DESCRIPTION 
The utility of seismic ground sensors coupled with the 
flexibility of progressing technology finds suitable 
application in the realm of security applications.  Extreme 
operating conditions and varying locations require both a 
robust sensor system capable of meeting operational demands 
as well as suitable scenarios under which the system can be 
tested in order to demonstrate its versatility.  This 
chapter describes the operational scenarios addressed during 
the Cooperative Operations and Applied Science and 
Technology Studies (COASTS) exercises as well as a detailed 
description of the MicroObserver Sensor System (MSS) tested 
for this thesis. 
A. COASTS 2007 
1. COASTS Overview 
Emerging technology has spawned a wide array of 
relatively inexpensive, commercially available technologies 
for use in military, security, law enforcement and 
peacekeeping operations.  In light of these technological 
advancements coupled with existing requirements for system 
interoperability, there is an increasing need to evaluate 
the utility of technologies in real world applications while 
demonstrating the capability to rapidly deploy and integrate 
these technologies into existing systems.  Likewise, modern 
globalization has increased both the level and magnitude of 
coalition operations.  This has amplified the benefits of 
system and force interoperability.  The COASTS program seeks 
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to address these issues by fostering operational 
partnerships with key Pacific Theater allies and commercial 
vendors fielding new technologies. 
The COASTS mission is to bring together a vast array of 
security products, services and technologies for operational 
tests and evaluation.  Specifically, the COASTS program 
seeks commercially available technology that is rapidly 
deployable and attempts to integrate these disparate 
technologies at several levels of command and control.  The 
goal is to provide commanders and decision makers with real 
time information based on numerous sensor inputs from 
thousands of miles away.  COASTS 2007 operational tests will 
include technologies in areas including: 
 1) Wireless network technologies 
 2) Network security 
 3) Hastily formed networks 
 4) Maritime domain protection/awareness 
 5) Maritime Interdiction Operations (MIO) 
 6) Unmanned Aerial Vehicles (UAV) 
 7) Unattended, remotely operated camera networks 
 8) Unattended seismic ground sensors 
 9) Littoral operations 
 10) GPS tracking technologies 
 11) Downed pilot rescue operations 
 12) Biometric sensors 
 13) Wearable computing/sensing devices 
 14) Situational awareness applications 
 15) Persistent intelligence, surveillance,    
  reconnaissance (ISR) 
 16) Multi-sensor integration and display 
 17) Meteorological monitoring 
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 18) Weather effects on network connectivity 
2. COASTS 2007 Scenario 
The COASTS scenario was meant to provide a real time 
operational exercise in order to evaluate the different 
technologies in use.  For the 2007 iteration, the scenario 
selected was the smuggling of a dirty bomb by means of a 
small maritime craft.  The scenario included the physical 
site of the exercise at Mae Ngat Dam in Northern Thailand as 
well as a command and control center located at the 
Monterey, California U.S. Coast Guard Station.  The goal was 
to detect, track and interdict the suspect vessel in 
Thailand while relaying real time data and video to the 
monitoring center in Monterey. 
The scenario began with a database of “suspected 
terrorists” for whom specific information was known, 
including biometric data.  A group of unknown smugglers were 
attempting to supply the terrorists with a dirty bomb.  The 
smuggler group had stored the dirty bomb in the vicinity of 
Mae Ngat Dam for later retrieval by the terrorists.  
Specific location of the dirty bomb was unknown.  The COASTS 
team deployed are robust set of monitoring and tracking 
sensors in the vicinity of Mae Ngat Dam capable of covering 
over 25 square miles.  Sensors were monitored from the 
tactical operations center where it was possible to 
correlate information and issue commands to various other 
COASTS units. 
The first layer of detection the potential terrorists 
had to transit consisted of a field of unattended seismic 
ground sensors in a remote area incapable of persistent 
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monitoring by patrolling personnel.  Upon detection of a 
contact in the sensor field, the tactical operations center 
watch officer was notified of the unauthorized presence.  
This triggered the initialization of a set of remotely 
operated video cameras deployed throughout the Mae Ngat Dam 
area.  The camera assigned to provide video surveillance of 
the sensor field area was directed to evaluate the 
intentions of the sensor field intruders.  Zooming in on the 
sensor field from ½ mile away, the camera operator was able 
to observe two personnel retrieving a package and loading it 
into a waiting dhow. 
These actions were assessed as suspect and the watch 
officer ordered the launch of an assigned UAV in order to 
maintain video surveillance of the dhow and track its 
movements.  Simultaneously, an assigned small craft was 
ordered to intercept the dhow for inspection.  The COASTS 
small craft deployed with a boarding party for vessel 
interdiction.  The small craft was fitted with a GPS 
transmitter so that constant position could be monitored.  
Likewise, the craft had a remotely operated camera affixed 
to the mast and connected via wireless link to the tactical 
operations center so that the watch officer could maintain a 
visual understanding of the situation as it unfolded. 
Using vectoring information provided from the tactical 
operations center from the UAV feed, the COASTS vessel was 
able to locate and stop the suspect dhow.  The assigned 
boarding party used a handheld device capable of reading 
fingerprint inputs to compare individuals to suspected 
terrorists contained in the database.  In this way, it was 
determined the personnel on the vessel were in fact suspect 
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terrorists.  Once identity was confirmed, the watch officer 
directed the COASTS team to board and search the suspect 
vessel.  While conducting the boarding, team members were 
able to relay real time video of the search to the tactical 
operations center via personal, shoulder mounted cameras.  
This enabled the watch officer to visually confirm the dhow 
onboard cargo was a dirty bomb. 
B. MSS NETWORK AND COMPONENTS 
The MicroObserver Sensor System (MSS), manufactured by 
Crane Aerospace and Electronics, is a commercially available 
suite of unattended seismic ground sensors that is designed 
to provide persistent coverage of an area against intruders.  
MSS network forms according to a two layer network 
architecture, as described in Chapter III, where one sensor 
node functions as the hub to coordinate inputs from all 
other nodes in the network and passes those inputs on to a 
base station for processing.  Wireless communication between 
system components occurs in the 2.4 GHz ISM band.  The MSS 
consists of three primary components in order to perform its 
function:  individual sensor nodes for detection, the base 
station for coordination of sensor node inputs and the 
operator terminal for information display and network 
control.  The following provides a brief discussion of these 
components and their functionality.  Detailed specifications 
for the MSS are contained in Appendix B. 
1. Sensor Nodes 
Individual sensor nodes are encased in a 2.75” X 2.75” 
X 1.6” rugged aluminum casing.  The total node weight is 
less than seven ounces and is powered by three AAA 
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batteries.  The sensor is composed of three primary systems: 
a geophone, central processor and a communications package.  
In order to detect Rayleigh surface waves, the geophone is 
vertically mounted within the casing.  The central 
processing unit evaluates received waves, controls contact 
reporting and manages other sensor functions.  A low power 
transceiver and antenna enable communications with other 
nodes and the base station in the 2.4 GHz ISM band.  Nodes 
are also fitted with a GPS receiver in order to determine 
node position in the sensor field and fix time for signal 
transmission. 
Each node also comes equipped with a detachable, 
threaded transmission spike 3.75 inches in length so that 
the sensor is seismically coupled to the ground.  Nodes are 
designed to operate with the transmission spike attached and 
inserted into the soil at inclination angles up to 45 
degrees.  Additionally, nodes are designed to be watertight 
and capable of withstanding hail without damage.  Sensor 
nodes can be placed on top of the soil or buried so long as 
the top ½ inch of the node is above ground to maintain 
communications.  Each node self-initializes loaded detection 
software in order to process received seismic waves and 
classify them as targets when powered on.  Targets are 
defined to be a person walking or running and weighing over 
100 pounds.  These classifications are then relayed to the 




Figure 7.   MSS Sensor Node (From: MSS Product Flyer) 
 
Upon command from the operator, sensor nodes perform a 
series of tasks in order to form a cohesive network.  Each 
node uses GPS position to compare its location relative to 
other sensors in range and nominate a node to serve as the 
hub.  The hub’s function is to coordinate input from all 
other nodes in the sensor field, correlate tracks and pass 
information to the base station for display at the operator 
terminal.  The sensor field is defined as all sensor nodes 
located within a 60 meter radius of the hub.  Once a hub is 
selected, all other sensor nodes wirelessly connect to the 
hub and perform time synchronization functions.  The hub is 
capable of tracking two distinct targets in the sensor field 
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simultaneously and reports all contacts to the base station 
within six seconds of receiving a report from a sensor node.   
Target correlation functions are also performed at the 
hub.  If multiple sensors report contacts with similar 
timestamps, the hub consolidates these reports into a single 
target track before transmitting location information to the 
base station.  While the track information is correlated by 
the hub, the individual detections by each sensor are still 
relayed.  This enables the operator to see that multiple 
sensors detected a target while only one target track is 
displayed.  The hub also controls report throttling by 
enforcing a blanking window on all other sensors in its 
network.  The blanking window prevents nodes from reporting 
target detections more than once in a 30 second timeframe.  
Finally, the hub is responsible for reporting detection 
events to the base station.  During normal traffic states, 
the hub reports events at a rate of three per second to the 
base station.  If the base station is communicating with 
multiple hubs, the traffic state may become congested and 
the hub reduces its reporting rate to two events per second. 
2. Base Station 
The MSS base station provides an interface between the 
operator terminal and the sensor fields.  Its primary 
function is to pass commands along to manage the sensor 
networks and receive information from the hubs for further 
processing and display.  The base station is a single 12” X 
8” X 5” box containing processing hardware and a power 
supply.  Weight of the base station is approximately five 
pounds.  The base station also includes external connectors 
for removable GPS and 2.4 GHz antennas as well as 10/100 
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Base-T Ethernet and DB9 ports.  Upon receiving a detection 
report from a hub, the base station passes the information 
to the user interface within two seconds, bringing the 
overall maximum MSS latency to 12 seconds.  The base station 
is capable of managing up to 125 hubs within a three 
kilometer radius of its location provided it has line of 
sight communications with at least 50% of the nodes.  
Additionally, the base station is responsible for 
designating hubs and three alternate hubs for each sensor 
field upon network coalescing.  In the event a hub loses 
contact, the base station automatically shifts hub 
responsibilities to one of the alternates so that there is 
no service interruption. 
 




Figure 9.   MSS Sensor Field Architecture (From: MSS 
Specifications Document 2006) 
 
3. Operator Terminal 
The operator terminal serves as the human-machine 
interface and is composed of a software package for command 
relay, information display and network status monitoring.  
The software is able to be loaded on a standard laptop and 
is Windows compatible.  Command functions the operator 
terminal enables include network coalescence, network reset 
and sensor node pinging for network verification.  The 
operator terminal display shows base station and node 
location, network connectivity paths, visual indication of 
target detection and target tracking information.  
Additionally, the software supports satellite picture 
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overlays of the sensor fields making visual association of 
detections and tracks easier.  Finally, the operator 
terminal provides information on the network and components.  
It is possible to view individual node data, monitor battery 
power levels and signal strength, verify sensor node network 
connectivity and review track history information. 
 
 
Figure 10.   MSS Operator Terminal Display (From: MSS 
Product Flyer) 
 
C. 802.11 LINK 
Deploying unattended ground sensor networks allows 
large, remote areas to be monitored for activity.  To a 
great extent, the MSS enables this mission to be 
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accomplished.  However, due to range limitations on the 
distance between the base station and sensor nodes, the 
issue arises of monitoring the sensor field from distances 
far exceeding the three kilometer range of the base station.  
In order to fulfill the COASTS mission of rapidly deployable 
technologies and multiple system operability, the MSS was 
used in conjunction with commercially available hardware to 
pass its information over large distances via a secure 
802.11 wireless link.  The platform selected to provide the 
wireless link was the ES520 manufactured by Fortress 
Technologies. 
1. ES520 Description 
The ES520 is a self contained secure wireless access 
bridge designed to provide secure voice, video and data 
communications.  Enclosed in 1/8 inch aluminum, the ES520 
measures 2.7” X 8.8” X 6.7” and weighs 3.5 pounds.  The 
enclosure contains two radios: one 200 mW 802.11a/b/g radio 
and one 400 mW 802.11a radio.  Each ES520 is capable of 
supporting 100 secure clients with up to 256-bit encryption.  
The ES520 can be equipped with an omni-directional antenna 
for operational ranges up to seven miles or a directional 
antenna to extend the transmission range up to 32 miles.  
Additionally, every ES520 operates as a relay for other 
ES520s making robust 802.11 network formations possible. 
2. MSS 802.11 Backhaul 
The ES520 is equipped with several Ethernet input ports 
making it ideally suited for use in conjunction with the 
MSS.  While an 802.11 link was not required during normal 
MSS testing procedures, the ES520 was used in several 
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instances during the COASTS operational scenarios previously 
described.  In each instance, an omni-directional antenna 
was utilized along with a 12 volt car battery for power 
requirements.  The ES520 was connected to the MSS base 
station and mounted on a 20 foot tripod.  MSS operational 
information was then securely relayed to the tactical 
operations center for monitoring via other ES520s emplaced 
to support various peripheral devices used in the COASTS 
scenario.  The interface of the 802.11 network and the 
operator terminal in the tactical operations center 
preserved all operational functionality of the MSS and 
enabled a consolidated view of the numerous sensor devices 
in use.  Operational ranges varied between one and three 
miles based on location.  In each instance, the use of the 
base station alone would not have been adequate due to 
obstructed line of sight to the sensor field from the 

























V. SELECTION OF METRICS AND EXPERIMENT DESIGN 
Thorough testing and evaluation of a system is critical 
to understand the system’s utility for operational purposes.  
The selection of appropriate metrics to quantify system 
characteristics is a necessity in order to properly aid 
decision makers in determining system suitability for a 
particular mission and how that system can be expected to 
perform.  Metrics must be selected consistent in their scope 
and measurable against some standard.  Likewise, the testing 
procedures for a system must be designed to test the 
intended parameters in a meaningful way.  This chapter 
explores the qualities of a good metric.  It also describes 
the metrics used to evaluate MSS in an operational 
environment.  Finally, this chapter describes the experiment 
setup and testing procedures used in the evaluation process. 
A. ATTRIBUTES OF A GOOD METRIC 
An effective metric represents a “meaningful measure of 
the extent of degree to which an entity possesses or 
exhibits a particular characteristic” (DACS, 2005).  Metrics 
are meant to objectively and quantifiably determine the 
behavior of a system.  While there are several attributes of 
a good metric, all useful metrics possess key 
characteristics. 
The first key attribute of a good metric is relevance.  
When assessing a system’s performance, the measure collected 
must be directly related to the identified issue.  For 
instance, if describing the performance of a vehicle is the 
intended goal, characteristics such as horsepower or turning 
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radius may be useful measures.  However, the color of the 
vehicle cannot be said to meaningfully describe a 
performance attribute. 
The second quality of an effective metric is 
completeness.  This means that the metric is precisely 
defined in its scope.  The precise definition of what is 
measured prevents confusion over intent or meaning of the 
metric.  Completeness is also dependent on consistency.  
This means that the same measure is taken every time an 
observation is made.  Changing what the metric measures, 
even marginally, during the course of testing may invalidate 
the entire process.  In the scope of the vehicle performance 
evaluation mentioned above, a complete metric may be to 
measure the shaft horsepower of the vehicle.  This 
definition is precise enough that the measure cannot be 
confused with measuring brake horsepower.  Likewise, results 
are only valid for comparison purposes if the shaft 
horsepower readings of a vehicle are not compared with brake 
horsepower readings of another vehicle. 
A third characteristic of an effective metric is 
measurability.  This means that the metric can be observed 
or monitored over time.  Likewise, measurability requires 
that the metric be quantifiable in some way to enable 
calculations, comparisons or graphical representations.  The 
ability to be quantifiable, however, does not confine a 
metric to physical dimensionality.  While properties such as 
time or length are easily measurable, qualitative 
assessments are just as valid so long as they are 
quantifiable against some standard.  Customer satisfaction 
surveys often demonstrate this qualitative attribute.  When 
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a survey seeks to find how happy customers are with a 
service, there is no readily quantifiable attribute to 
measure happiness.  However, if 90% of respondents indicate 
satisfaction with the service, the measurability requirement 
is satisfied because the qualitative attribute has been 
quantified in a meaningful manner by expressing it as a 
percentage of all respondents. 
Another key attribute of a good metric is mutual 
exclusivity.  This means that data collected is not 
redundant in its ability to address a singular issue.  For 
example, in a target detection scenario, one metric may 
record whether or not the target was detected while a second 
would measure the range at which the target was detected.  
These two metrics violate the mutual exclusivity property 
because in order to measure a target’s range, it must first 
be detected.  In other words, recording a target range 
implies that it has been detected.  Metrics which all 
essentially capture the same information may also lead to 
the overemphasis of a specific area during evaluation.  For 
this reason, unneeded metrics should be removed from the 
collected data prior to conducting analysis. 
The final key attribute of an effective metric is long 
term meaning.  A metric cannot be said to be truly useful if 
it has no value beyond a single test.  This implies that the 
metric should be able to be used for similar tests or on 
comparable systems.  In the context of the vehicle 
performance test, measuring horsepower would have long term 
meaning as horsepower has been used to measure engine 
performance for many years and will have application to 
tests in the future.  However heat output of an engine may 
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have limited applicability to engines of different types or 
when the same engine is mounted in a different vehicle. 
B. SELECTED METRICS 
The performance evaluation of the MSS was achieved 
through data collection and detailed analysis.  The process 
for selecting appropriate metrics consisted of identifying 
likely operational scenarios for the MSS and potential 
requirements of end users.  Metrics were selected based 
their ability to provide operational insights pertaining to 
system performance.  Additionally, the metrics were selected 
so that their application would be useful in evaluating 
other unattended seismic ground sensors so that comparisons 
could be made against the performance of the MSS. 
The first metric selected was the ability of the MSS to 
detect a human target in the vicinity of a deployed sensor 
field.  Detection was chosen as a metric because it directly 
addressed the system’s ability to perform its primary 
function.  Target detection allows inferences to be made 
pertaining to the system’s reliability and applicability.  A 
sensor that does not detect a target’s presence has no 
operational utility.  Likewise, sensors that are regularly 
not able to detect targets may not be operationally reliable 
enough for use.   
The next metric chosen was the distance into the sensor 
field a target was able to penetrate before a detection 
event occurred.  This distance allows decision makers to 
assess the applicability of the sensor system to specific 
operations.  An operator may want to determine how far from 
a potential target the sensor field should be located in 
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order to prevent a threat from getting too close.  For 
instance, a secure facility may wish to keep trespassers at 
least 50 feet from a building.  Knowing that a potential 
intruder would likely be able to transit the sensor field 
for 25 feet before detection coupled with security force 
response times to a threat, the decision may be made to 
deploy the sensor field 150 feet from the installation.   
The third metric selected for evaluating MSS 
performance was battery life.  The issue of power 
consumption has implications in an operational and 
logistical context.  One of the primary benefits in using 
unattended ground sensors for monitoring purposes is a 
reduction in required manpower.  As the number of man-hours 
spent replacing batteries and the cost of the batteries 
increases, the logistical utility of the ground sensors may 
diminish to the point of providing no real advantage.  
Operationally speaking, unattended ground sensors provide a 
means to monitor distant or remote locations where deploying 
troops may not be desirable.  Again, operational utility may 
be hindered by the need for frequent trips to the location 
because of sensor power requirements. 
The final metric used in evaluating the utility of the 
MSS was time spent performing system maintenance versus 
system operational time.  Maintenance time included routine 
functions associated with physically deploying sensors, 
network setup, system troubleshooting and battery 
replacement.  The purpose of tracking these times was to 
provide insight of the relative ease of operating the MSS.  
It is important to note that this metric does not count 
transit time to or from the deployment area as maintenance 
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since transit time will vary widely based on where it is 
decided the sensor field is to be deployed and therefore is 
not due to any inherent system characteristic.  Likewise, in 
circumstances where sensors were employed in conjunction 
with an 802.11 wireless link, troubleshooting times 
associated with the 802.11 network were not counted as 
maintenance times associated with the MSS. 
C. MEASURES OF PERFORMANCE AND EFFECTIVENESS 
Selecting metrics allows a system to be tracked and 
measured; however the strictly quantitative nature of the 
metrics must be placed into context in order to yield useful 
insights.  For instance, engine horsepower may be identified 
as a metric to be captured but that number alone does not 
provide any information on the quality of the engine.  The 
use of measures of effectiveness (MOE) and measures of 
performance (MOP) add this qualitative nature to the 
observed quantities.   
MOPs generally represent a specific quantitative 
requirement such as engine horsepower being above a certain 
threshold.  Therefore, MOPs are either met or not met, and 
do not provide information on relative system performance.  
MOE values, on the other hand, are numeric quantities used 
for comparison purposes or assessing relative value but do 
not indicate whether a specific performance requirement is 
met.  For instance, an engine may generate 300 horsepower.  
This particular MOE can be used for comparison against 
another engine or for assessing its relative value in 
conjunction with another metric, such as weight, but does 
not address whether 300 horsepower is sufficient to make a 
vehicle move. 
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Based on the information provided by the identified 
metrics, several MOPs were selected for the MSS in this 
experiment.  Minimum performance requirements were set for 
each metric category:  detection, range, power consumption 
and system operation.  The identified performance 
requirements were developed in the specific context of the 
COASTS 2007 scenario.  While the selected MOPs may not be 
suitable in all other deployment scenarios, these measures 
provide reasonable performance expectations for MSS and 




Detection CPD > 95% for targets within 60 feet of nearest sensor 
Detection CPD > 99% for targets within 25 feet of nearest sensor 
Range Mean penetration < 75 feet for all detected targets 
Range Mean penetration < 50 feet if target within 30 feet of sensor 
Range Maximum detection range > 50 feet 
Power Sensor battery life > 6 hours for each operational deployment 
Power Base station battery life > 15 hours for each deployment 
Operation Operational time > 4 consecutive hours for each deployment 
Operation Maintenance time < 1 hour for each operational deployment 
Operation Cumulative operational to maintenance time ratio > 8:1 
Operation System operational when temperature < 30 degrees F 
Operation System operational when temperature > 100 degrees F 
Operation Operate in flat, moderate and hilly terrain 
Operation Operate in loose, moderate and packed soil 
Table 5.  Selected MOPs for Evaluating the MSS 
 
Four MOEs were selected for evaluating the performance 
of the MSS.  These MOEs were developed in order to provide 
both a comparative basis against other seismic ground sensor 
systems and to assess the system’s relative value in an 
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operational environment.  The first MOE is the cumulative 
probability of detection (CPD).  By comparing the total 
number of detections to the number of times a target was 
present, the cumulative probability of detection can be 
calculated.  The CPD essentially expresses the overall 
utility of the MSS as a percentage that is easily understood 
and can be compared to other sensor systems. 
The next MOE is the intruder penetration range into the 
sensor field.  By documenting this range over numerous 
trials, key statistics regarding system performance such as 
the mean and median can be calculated.  Tracking penetration 
distance also allows for use in a prediction model of 
operational performance, a key objective of this thesis.  
Penetration distance therefore serves as a response variable 
to varying operational parameters such as target profile, 
target speed, deployment environment and sensor placement.  
Through regression analysis, it is then possible to discern 
sensor performance under differing operational scenarios 
with a greater degree of certainty.  Likewise, it is 
possible to assess different deployment options given a 
maximum acceptable penetration range. 
The third MOE is battery consumption.  This MOE allows 
for the evaluation of power requirements for both the MSS 
sensor nodes and the base station.  In the case of the 
individual sensor nodes, the time of sensor operation was 
tracked until either battery power was fully depleted or 
sensors were shut down due to scenario completion.  Like the 
sensor nodes, operational time of the base station was also 
recorded.  Due to the amount of time to fully charge the 
base station, recharging took place so that total 
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operational time between charges never exceeded 24 hours so 
that power concerns would not interfere with scenario 
operations.   
The final MOE is the ratio of system operational time 
to non-operational time due to maintenance requirements.  
Non-operational time is meant to capture difficulties 
associated with routine maintenance as well as system 
troubleshooting efforts that may become necessary for a 
variety of reasons.  This MOE allows for the further 
reliability evaluation of the MSS and inferences to be made 
regarding system simplicity.  Furthermore, trade off 
analysis can be conducted for expected manpower or financial 
requirements versus other sensor systems. 
D. EXPERIMENT DESIGN 
The experiment was designed in order to fully evaluate 
the MSS’s operational utility.  Primary consideration was 
given to generating a robust data set of detection ranges 
across multiple operational variables so that a valid 
prediction model could be produced.  Throughout the course 
of the experiment, specific attention was given to 
maintaining continuity across locations.  Particular care 
was also applied in precision of measurements so that the 
highest scientific validity was preserved. 
1. Operating Environment 
In order to assess the MSS’s utility, the first 
variable considered was the operational environment.  To be 
of use in a broad range of security applications, the MSS 
would be expected to perform in a wide variety of deployment 
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conditions.  By careful selection of sensor field placement, 
it was possible to examine the effects of meteorological 
conditions, terrain, soil density and foliage on the 
performance of the MSS.  During regression analysis, the 
effects of these environmental variables were studied to 
determine what, if any, impact they had on system operation. 
a. Terrain 
For use in a prediction model, terrain was treated 
as a categorical variable taking on one of three values:  
flat, moderate or hilly.  Ground features of the sensor 
field as a whole were considered in making the 
classification.  The terrain was considered to be flat if no 
point in the sensor field differed from any other point by 
more than one foot of elevation.  Generally, flat terrain 
may be considered to describe a football field.  Terrain was 
considered to be moderate if elevation differences from one 
to five feet were encountered and the ground had a slope of 
less than 30 degrees.  Moderate terrain could most easily be 
described as a gently sloping lawn.  Hilly terrain was 
categorized as any terrain that had slopes greater than 30 
degrees or elevation differences of greater than five feet. 
b. Soil Density 
Like terrain, soil density was treated as a 
categorical variable taking on one of three values:  loose, 
moderate or packed.  While terrain was assessed with the aid 
of quantitative values, the classification of soil density 
was more subjective.  Soil was classified as loose when 
little effort was required to insert the node transmission 
spike into the ground.  Loose soil can generally be 
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visualized as tilled farm land or muddy river flats.  Soil 
was considered to be moderate if significant force was 
required to drive the node transmission spike into the 
ground but did not require any sort of tool to do so.  
Moderate terrain may contain pasture land or soil that 
contains small levels of rock.  Classifying soil as packed 
required the use of a tool, such a hammer, to ensure the 
node transmission spike was sufficiently seated.  Packed 
soil includes dense clay or the significant presence of 
stone. 
c. Foliage 
Foliage was assessed based on the targets path of 
travel, not on the broad sensor field area as a whole.  This 
was done to capture the effects of foliage on the way a 
target moved through an area.  For instance, a target 
walking through waist-high vegetation may be required to 
lift their feet higher to clear ground cover, thus imparting 
more force to the ground when the foot struck the ground.  
Imparting a higher force level could make it easier for the 
sensors to detect the transmitted seismic wave.  During the 
course of this experimentation, several deployment areas 
exhibited differing foliage characteristics when the target 
path was moved only a few meters away. 
Again, foliage was a categorical taking on one of 
three values:  bare, moderate or dense.  Bare foliage target 
paths were determined based on a lack of significant 
vegetation.  A dirt field with only sporadic instances of 
plant life to interfere with human movement would be an 
example of a bare foliage area.  Target paths were assessed 
to have moderate foliage when consistent vegetation was 
 72
present but did not significantly hinder target movement.  
An example of moderate vegetation might be a typical lawn 
with grass six inches high.  Categorizing foliage as dense 
required significant vegetation levels that hindered a 
target traversing the sensor field.  In general, knee-high 
vegetation or natural obstacles such as logs and rocks would 
be sufficient to alter a human’s movements. 
d. Weather 
Weather conditions were tracked for use in 
assessing MOPs but were not used in the prediction model.  
Temperature measurements were taken several times each day 
while sensors were in operation.  The high and low 
temperatures were of particular interest to determine 
whether the MSS was capable of reliable operation across a 
range of temperatures.  Likewise, other specific 
meteorological conditions were noted as they occurred, 
including precipitation, frost and high humidity, so that 
inferences could be made as to the reliability of the MSS in 
extreme climates which might be encountered during routine 
operational use. 
2. Node Placement 
Alternate sensor node placement schemes were tested 
during the course of the experiment to determine how node 
location impacted detection ranges.  Node location in each 
scheme was kept constant in each testing location.  Three 
primary ways to alter sensor network configuration were 
considered:  node depth, number of node layers and distance 
between nodes. 
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a. Node Depth 
Node depth refers to the number of sensor nodes 
placed parallel to a targets direction of travel and is 
depicted in Figure 12.  For the purposes of this experiment, 
node depth was fixed at three sensors for all scenarios.   
 
Figure 12.   Sensor Node Depth 
 
b. Node Layers 
A node layer consisted of a number sensors 
arranged parallel to the direction a target moved.  In this 
experiment, the number of nodes in a layer was fixed at 
three as previously.  Unlike node depth, however, the number 
of layers in the sensor field was not fixed for all trials.  
Alternate configurations of node layers, either one or two, 
were tested in conjunction with different target movement 
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profiles.  This was done to capture the effects multiple 
layers on sensor performance versus a single layer and is 
depicted in Figure 13.  Additionally, each sensor node was 
assigned an individual number based on its physical location 
in the sensor network so that the individual sensor 
detecting a target could be recorded along with the 
detection range.  Tracking the location of sensors in the 
network allowed for analysis on the potential effectiveness 
of alternate deployment configurations.  For instance, if a 
high percentage of targets were detected by sensors 1 and 4, 
there may be little reason to deploy additional sensor 
nodes. 
 




c. Node Spacing 
The final variable considered in sensor placement 
was the distance between nodes.  Three node-to-node 
distances were used for evaluation:  10, 15 and 20 meters.  
Individual sensors were placed in an equilateral triangle 
configuration so that the distance to each neighboring node 
was the same, as shown in Figure 14.  Node spacing was 
considered primarily to observe the effect of distance on 
the penetration range of a target.  Smaller spacing 
distances, for example, may provide an overlap in sensor 
coverage causing the target to be detected soon after 
entering the sensor field.  On the other hand, greater 
distances between the nodes increase the overall area the 
sensors can cover but may also create coverage gaps, 
therefore allowing for greater penetration distance.  The 
secondary reason for altering the distance between nodes was 
to further evaluate the operational capability of the MSS to 
maintain a cohesive sensor network.  For instance, increased 
distance between nodes may lead to difficulties associated 
with the sensors on the extreme end of the sensor field 
maintaining communications with the hub.  In conjunction 
with varying node layers, six total node placement 
configurations were tested:  single layer with node spacing 
of 10, 15 and 20 meters and dual layer with node spacing of 
10, 15 and 20 meters.  During analysis, node-to-node 
distance was treated as a numeric variable. 
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Figure 14.   Node to Node Spacing 
 
3. Target Profile 
The next identified operational parameter pertains to 
the target in the sensor field.  In a normal operational 
deployment, human targets may vary in size, direction of 
movement, distance from sensors and speed.  In designing the 
operational test sequence for the MSS, all of these factors 
were considered.  Additional trials were added to those 
regarding sensor node placements in order to determine the 





a. Target Speed 
The first target based variable considered was 
speed.  Target speed may affect detection in three primary 
ways.  The first is the amount of distance able to be 
covered with regard to time.  Because any sensor system has 
an inherent time delay from detection of the actual contact 
to reporting that detection, speed directly affects how much 
extra distance can be covered during that time delay.  The 
second way speed may affect the ability to detect a target 
concerns the amount of force imparted by a walking versus a 
jogging contact.  The act of jogging fundamentally requires 
a subject to lift their feet higher off the ground than 
would be necessary while walking.  This extra height causes 
an increase in the force applied to the ground upon contact.  
Moreover, this force is further increased when jogging 
because the subject’s weight is borne by one foot rather 
than being distributed between two feet when walking.   
The final consideration pertains to the detection 
algorithm used by the system.  In order to properly classify 
a received seismic signal as a human contact, the sensor 
must be able to discern from the waves that a certain 
pattern of movement exists.  In light of this fact, 
alternate target speeds must be tested since each has a 
distinctly resulting seismic signal.  For the conduct of the 
experiment, a human subject was required to alternately 
transit the sensor field either walking or jogging.  Target 
speed was then recorded and treated as a categorical 
variable during analysis. 
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b. Target Profile 
An individual target may take on numerous 
characteristics that make it distinct.  During the conduct 
of this experiment, two characteristics were assessed:  
gender and body weight.  In the case of gender, male and 
female subjects were tested.  Body weight was also selected 
as a variable because it directly impacts the force imparted 
to the ground during movement, and therefore seismic wave 
strength.  Subjects were weighed prior to each scenario run.  
The recorded weight was then rounded to the nearest five 
pounds and used as a numeric variable in the analysis. 
c. Target Distance to Sensors  
The amount of distance between the sensors and the 
target was also varied during the test scenarios.  By 
varying target-to-node distance, inferences can be made 
regarding the detection range of the MSS.  Two target 
distance profiles were used for each sensor node layer 
configuration.  In each instance, the target traveled 
parallel to the node layers and the distance was used as a 
numeric variable during regression analysis.  For a single 
layer sensor deployment, the target traveled at seven and 
fourteen meters from the node layer as shown in Figure 15. 
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Figure 15.   Single Layer Node-to-Target Distance 
 
When a dual layer configuration was employed, the 
target traveled at a distance half way between layer one and 
layer two as well as seven meters outside of layer one as 
shown in Figure 16. 
 80
 
Figure 16.   Dual Layer Node-to-Target Distance 
 
4. Test Procedures 
In order to ensure data was collected without undue 
influence from inadvertent changes in collection methods, 
specific test procedures were standardized across all trials 
and in each test location.  First, individual sensor nodes 
were emplaced according to the corresponding node-to-node 
distance required by the scenario.  The sensors were then 
energized and allowed to progress through initialization 
procedures so that the seismic baseline threshold was not 
influenced by the presence of activity in the sensor field.  
The operator then sent the network coalesce command from the 
operator terminal in order form the sensor network.  If any 
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individual sensor failed to join the network, the test 
scenario did not continue and the sensors were reset.  Every 
individual sensor was then tested for functionality by the 
test subject by moving in the vicinity of each node while 
the operator verified the sensor’s ability to register 
detections.  Once it was verified the network was fully 
formed and operational, the test scenarios began. 
At the beginning of each scenario trial, the test 
subject began five feet behind the penetration barrier.  The 
penetration barrier was defined as a line through Sensor 1 
that ran perpendicular to Layer 1.  The operator gave the 
signal for the test subject to proceed along the designated 
path.  Once a detection event was registered at the operator 
terminal, the test subject was halted and the distance past 
the penetration barrier was measured.  The time of the 
individual trial was then recorded along with the 
penetration range and the sensor or sensors which detected 
the target.  The test subject then returned to the starting 
position and remained immobile for a minimum of 30 seconds 
to ensure that the sensor blanking window was clear.  The 
operator then gave the signal for the next trial to begin.   
Individual trials for each scenario number were 
repeated as necessary to ensure a substantial number of 
penetration range data points were collected.  The criteria 
for each of the 24 individual scenarios tested are listed in 
Appendix C.  During the course of scenario testing, network 
status was continually monitored.  If at any time a sensor 
node dropped out of the network, the test was halted until 
the network could be reconstituted with all deployed 
sensors.  Figure 17 shows the overall experiment scenario 
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configuration including node placement, target transit 
















VI. ANALYSIS OF EXPERIMENT RESULTS 
The results from the experiments designed in order to 
evaluate the performance of the MSS in an operational 
environment are discussed in this chapter.  Tests were 
conducted in accordance with the test process described in 
Chapter V.  Analysis is categorized according to the 
MOP/MOEs developed in Chapter IV.  The categories of 
analysis include probability of detection, penetration 
range, system operation and observations. 
A. PROBABILITY OF DETECTION ANALYSIS 
The objective of the probability of detection tests was 
to determine the overall reliability of the MSS in detecting 
human activity in the vicinity of the sensor field.  In 
order to assess system capabilities, the cumulative 
probability of detection (CPD) was estimated based on all 
recorded test observations.  Since observations are not 
identically distributed, standard errors and confidence 
intervals are not computed.  The results were then compared 
to the specific MOPs developed in Chapter V. 
The first MOP assessed was whether the MSS could 
provide a 95% cumulative probability of detection for 
targets within 60 feet of the nearest sensor.  Since the 
maximum distance of a target for all tests was 57 feet, all 
test observations were used for calculating the CPD.  
Therefore, the number of total detections was divided by 
total number of trials and is given in the following 
relationship: 
CPD = (522 / 534) = 0.9775 
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This demonstrates that the CPD of the MSS for all tested 
scenarios is greater than 97%, meeting the threshold set 
forth in the MOP up to a distance of 57 feet. 
The next detection MOP assessed was the ability of the 
MSS to detect at least 99% of targets within 25 feet of the 
nearest sensor.  Twelve individual test scenarios brought 
the target within the required distance.  Once scenarios not 
meeting the 25 foot criteria were screened out, the same 
formula for CPD was used to assess the remaining 
observations and is represented by: 
CPD = (253 / 259) = 0.9768 
This demonstrates that the MSS does not meet the 
requirements of the MOP.  However, it should be noted that 
the CPD for targets within 25 feet of the nearest sensor is 
not significantly different than the CPD for targets within 
60 feet of the nearest sensor.  This indicates that the 
ability of the MSS to detect a target is independent of 
range given that a target remains within 60 feet of deployed 
sensors. 
B. PENETRATION RANGE ANALYSIS 
In order to assess the penetration range of a target 
into the sensor field, linear regression modeling was 
conducted.  Efforts began with proper data selection from 
the trials conducted.  Once an appropriate data set was 





1. Data Selection 
The first step in conducting the analysis was compiling 
an appropriate data set from which a prediction model could 
be generated.  In order to accomplish this, a subset of the 
raw data set was selected.  In particular, we only consider 
observations for which targets are detected, and if 
detected, whose penetration range is within the measurable 
sensor range.  Twelve trials were removed because the target 
was not detected.  Trials consisted of events in which a 
detection was recorded but penetration range was not 
recorded because the target was outside the measurable 
sensor range.  The total number of observations used for the 
prediction model consisted of 511 individual observations. 
2. MOP Analysis 
Three MOPs are selected to assess the range metric.  
The first is a mean penetration depth of less than 75 feet 
for all detected targets.  The mean penetration range is: 
Mean
23789 feet  47 feet511 obsRange = =  
The standard deviation of the 511 penetration ranges is 26.4 
feet.  This demonstrates that the MSS more than meets the 
MOP.  The second MOP was a mean penetration depth of less 
than 50 feet for targets within 30 feet of the nearest 
sensor.  The mean range is then: 
Mean
23293 feet  44 feet301 obsRange = =  
The standard deviation of these 301 penetration ranges 
is 24.7 feet.  Again, this demonstrates that the MSS meets 
the MOP.  The final range MOP is the ability of the MSS to 
detect targets at distances of greater than 50 feet from the 
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nearest sensor.  In accordance with the test plan, the 
greatest target distance from the sensor nodes was nearly 57 
feet.  The MSS was routinely able to detect these targets, 
satisfying the MOP. 
3. Data Distribution 
The next step is to study the distribution of detection 
ranges.  In order to do this, a histogram of the detection 















Figure 18.   Histogram of Penetration Ranges 
 
 
The histogram depicts the heavily right-skewed nature 
of detection ranges.  Likewise, the histogram demonstrates 
the ability of the MSS to detect targets within a short 
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range.  Indeed greater than two-thirds of the detections 
occur at penetration ranges of less than 55 feet.  Perhaps 
the most important insight gained from the histogram is that 
penetration range is decidedly not normally distributed and 
further problems may be encountered because of this during 
regression analysis. 
4. Linear Regression Analysis 
The next step was to conduct a cursory linear 
regression analysis based on all nine independent variables 
in order to determine the relative effects of each on 
predicting the penetration range.  The first model 
considered took the general form: 
0 1 2 3 4
5 6
7 8 9
R a n g e  =  (W e ig h t) (S e x ) (L a ye rs ) (S p e e d )
(T a rg e t D is ta n c e ) (N o d e  to  N o d e  D is ta n c e )
(F o lia g e ) (T e rra in ) (S o il D e n s ity ) ε
β β β β β
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, ,...,β β β are the linear regression parameters and ε  
is the normal error with constant variance.  
Review of diagnostic plots indicate that although the 
distribution of range in Figure 18 is right skewed and 
variability of detection ranges does increase some with 
average detection range, the assumption of homoscedasticity 
of the errors is reasonable.  Thus the response variable 
range is not transformed.  It also appears that in the 
presence of weight, gender is not an important regressor, 
thus gender is removed from subsequent models.  Also, it 
appears from this model that detection range tends to 
decrease with increasing weight. 
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An analysis to check for individual observations with 
high degrees of influence on the model was also conducted.  
Using a Cook’s Distance plot, it was determined that none of 
the 511 individual observations were unduly influencing the 
model.  Indeed, the greatest Cook’s distance was less than 
0.25, significantly less than the value of 1.00 normally 
used to make judgments about observation effects on a model.   
The output of the linear model was also used as a 
baseline assessment for the quality of the model and 
comparison against other models.  The R-Square value of 
0.4313 demonstrates that much of the variability in 
detection ranges unexplained by this model.  Likewise, the 
residual standard error of 20.11 feet is nearly half the 
mean value of the observed range.  These values indicate 
high amounts of variability in detection ranges that cannot 
be explained by the independent variables for accurate 
predictions.  Appendix C gives details of the S-Plus output 
for this regression model. 
5. Linear Regression with Interactions 
The next step taken to improve the prediction model was 
to consider the interaction effects of the independent 
variables.  In order to accomplish this, a stepwise 
regression was performed using Akaike’s Information 
Criterion (AIC) as the criteria for comparing models 
(Montgomery, 2001).  The model resulting in the lowest AIC 
value identified eight interaction terms among the original 
eight independent variables.  The model took the general 
form: 
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As shown in Appendix D, considering interaction effects 
improves the model.  The R-Squared value increased to 0.4947 
and demonstrates that nearly half of the variability of 
detection range was explained by the independent variables.  
Likewise, the residual standard error decreases to 19.09 
feet, but only marginally.  The greatest improvement is seen 
in the AIC, which decreased from about 4500 to 3031.79.  In 
addition, a partial F-test of this model against the null 
hypothesis model which contains no interactions gives an F-
statistic of 7.87 on 8 and 493 degrees of freedom which 
corresponds to a p-value of 5.5 X 10-10.  This demonstrates 
that interactive effects greatly improve the relationship of 
RSS to the number of observations.  However, the prediction 
model still contains a large degree of error. 
6. Split Regression Model 
In order to improve the prediction model a regression 
tree was fit using S-Plus to identify the independent 
variables which maximally distinguish the response variable.  
The tree evaluated the independent variables used in the 
original linear regression model, excluding sex, without 
interactions and with equal weights on the 511 observations.  
As shown in Appendix E, the primary split of the tree occurs 
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on the independent variable Speed.  It is also interesting 
to note that the deviance for jogging targets is more than 
twice that of walking targets for a similar number of 
observations.  For trees with numeric dependent variables 
such as detection range, the deviance is the residual sums 
of squares where the fitted values are average detection 
ranges in each of the terminal nodes.  This indicates that 
the variability in detection ranges for jogging is quite a 
bit less than the variability of detection ranges for 
walking. 
Based on the results of the tree, the data split was 
split into two data subsets for evaluation:  251 jogging 
observations and 260 walking observations.  Using the 
stepwise selection, each subset was evaluated considering 
all two way interactions.  Furthermore, each data subset was 
divided into a training set and a test set for cross 
validation. 
Stepwise selection identified the best model for 
walking targets as: 
0 1 2 3
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As shown in Appendix F, splitting the data into two 
subsets dramatically improves the performance of the 
prediction model for walking targets.  The residual standard 
error decreases dramatically from near 20 feet to 15.56 
feet.  Furthermore, AIC again improves drastically, from a 
value over 3000 to 1165.38.  This demonstrates that 
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interactive effects in conjunction with a split data set 
greatly improve the models behavior for walking targets.   
As with the split for walking targets, stepwise 
selection identified the best model for jogging targets as: 
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Appendix G shows that while the residual standard error 
for the jogging model is not an improvement over previous 
models, the AIC experienced a significant decrease similar 
to that of the walking model.  The AIC was reduced from over 
3000 to 1222.14.  It is also noteworthy that the jogging 
model does not retain Weight as a predictor variable. 
While splitting the data set in to subsets based on 
target speed increased the prediction model’s efficiency, 
there remains a great degree of unexplained variability.  
Initial modeling iterations returned residual standard 
errors of near 20 feet.  The prediction model for the 
walking subset of data was able to reduce this error to 
around 15 feet.  However the best prediction model for the 
jogging data subset demonstrated little improvement. 
7. Model Comparison 
For comparison purposes, a training and test set were 
generated from all 511 collected data points.  The training 
set consisted of approximately 80% of the randomly selected 
observations and was used for generating the model.  The 
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test set made up the remaining 20% of the data and was used 
to evaluate the best model identified by stepwise selection.  
The test set consisted of the remaining 20% of the data.  
Stepwise selection identified the best model as: 
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It should be noted that this model contained all the 
same individual parameters as the linear regression model 
with two way interactions; however, three fewer interaction 
terms were selected.  This is a product of the cross 
validation efforts meant to confirm the initial analysis. 
The two models partitioned by speed and the above model 
were then used to evaluate their respective test sets.  The 
difference between the actual and predicted value was 
squared.  All of the squared terms were then summed and 
further divided by the number of observations to determine 
the mean squared error of each model.  Results for walking, 
jogging and combined models are shown in Appendix F, G and 
H, respectively. 
The results show that the jogging prediction model 
yields approximately 50% more error than the combined model, 
with error sums of squares per observation of approximately 
668 feet when jogging versus 446 feet for the combined 
model.  Likewise, the walking model error sums of squares 
per observation is only 220 feet, three times less than the 
jogging model.  The model for walking produced only half as 
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much mean squared error as the combined model.  The results 
also demonstrate the difficulty of accurately predicting the 
final penetration range with the walking model accurate 
within about 30 feet and the jogging model accurate only to 
within approximately 50 feet. 
C. SYSTEM OPERATIONAL ANALYSIS 
During the conduct of experimentation, the total time 
the system was operational was tracked and recorded to the 
nearest quarter hour.  Likewise, the amount of time spent 
troubleshooting and deploying the MSS components was tracked 
to the nearest five minutes.  This was done to further 
analyze the ease of operating and deploying the MSS within 
the context of the developed MOPs.  Appendix I shows the 
cumulative operational and maintenance times for each 
deployment.  The observed ratio of operational to 
maintenance time is then: 
6240Operational : Maintenance =  = 8.67 : 1720  
where the mean operational time is 416 minutes with a 
standard deviation of 44 minutes and the mean maintenance 
time is 48 minutes with a standard deviation of 21 minutes. 
D. DISCUSSION 
Several of the established MOPs were observation based 
and required no specific analysis to assess.  These MOPs 
included the metrics for power consumption.  Both the sensor 
nodes and base station met their established threshold for 
battery life of six and 15 hours, respectively.  The 
operations based MOPs also included observation based 
analysis.  The MSS was able to operate in climates where 
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temperature was below 30OF and above 100OF.  Additionally, 
the MSS was able to satisfy the MOPs for consecutive system 
operational time as well as operating in various types of 
soil and terrain.  The only operational MOP not met was the 
requirement for system maintenance time to be less than one 
hour for each operational deployment. 
Another primary concern of this analysis was developing 
a prediction model for the behavior of the MSS across a wide 
variety of variables.  The generated prediction models, 
while providing useful insights in to the functionality of 
the MSS, do not adequately predict target penetration depth 
with a high degree of accuracy.  Other modeling conditions 
were explored to improve the model including polynomial 
terms, log transforms and mixed effects models.  However 
none of these considerations improved the model 
significantly. 
By partitioning the data into two types of targets, 
walking or jogging, it was possible to improve the model a 
great deal.  The walking target model particularly benefited 
from this split.  However, there is still a significant 
amount of variance in the observed data.  This may be a 
result of uncontrollable, natural variability or because a 
crucial independent variable was not included in the model. 
One such variable likely to have a significant effect 
on the penetration depth is the system latency time.  
Because the MSS has up to 12 seconds from the time a target 
is detected to indicate that event to the operator, it 
becomes problematic to predict a value for penetration depth 
due to its high dependence on time.  After all, a mobile 
target can cover a significant distance in 12 seconds.  
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Without specific information about the variability in the 
system latency, it is difficult to discern the likely impact 
of latency on penetration depth.  Moreover, in order to 
develop a highly accurate prediction model for target 
penetration depth, system latency would need to be 
consistent with little variability in its time lag. 
Another source of variability may be due to the 
sensor’s detection algorithm.  Since the MSS is necessarily 
required to detect targets with a high degree of certainty 
while maintaining a low probability of false alarm, the 
function of the detection algorithm used by the sensors 
cannot be dismissed.  Seismic sensors essentially function 
by not only detecting waves with a certain amount of force 
but also recognizing patterns consistent with human 
movement.  This pattern requires several steps in order to 
discern. 
Should the intruder alter this pattern in some way, 
such as pausing or changing stride, the sensor would need 
some amount of time to reestablish contact and evaluate the 
altered pattern of movement.  This would effectively add 
some amount of latency to the system’s ability to detect a 
target.  While this experiment sought to mitigate this 
effect by maintaining steady movement patterns of test 
subjects, the effects of target reacquisition due to the 
detection algorithm cannot be ruled out as a possible 


























A. RESEARCH SUMMARY 
This thesis has focused on the operational utility of 
the MicroObserver Sensor System (MSS) in real world 
scenarios and deployment environments.  First, specific 
research was conducted into the challenges of detecting 
seismic wave patterns and how unattended ground sensor 
networks are utilized in a variety of operations.  Chapter 
II reviewed seismic wave propagation.  Specifically, types 
of seismic waves, wave patterns, detection hardware, 
deconvolution and filtering were discussed.  Chapter III 
provided background on different types of unattended ground 
sensors.  Particular attention was paid to the differing 
technologies in the field of sensor networks and the 
relative trade-offs between them.  Finally, the methods and 
challenges of networking individual sensors to function as a 
cohesive entity were discussed. 
Chapter IV provided a detailed description of the MSS.  
First, the chapter introduced the COASTS 2007 research 
project and described the MSS’s role in the context of the 
COASTS scenario.  Next, Chapter IV introduced the specific 
components used for MSS functionality including the sensor 
nodes, base station and operator terminal.  Finally, the 
long distance 802.11 link provided by the Fortress 
Technologies ES520 was discussed. 
Chapter V described the metric selection and 
experimental test procedures used.  The various attributes 
of effective metrics were first discussed.  Next, Chapter V 
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detailed the selected measures of performance and measures 
of effectiveness for which the MSS was to be evaluated.  
Finally, a detailed description of experimental processes 
and data collection procedures for analysis were provided. 
Chapter VI delved into the analysis of the collected 
data.  Each metric was addressed and evaluated based on the 
experimental procedures established.  Regression analysis 
was used to create a prediction model for the behavior of 
the MSS under a variety of different conditions.  Finally, 
specific insights pertaining to the capabilities and 
limitations of the MSS were offered. 
B. LESSONS LEARNED 
Numerous important lessons were learned throughout the 
experimentation process.  Several of these lessons were the 
result of unforeseeable or uncontrollable events.  Other 
lessons pertained to unfamiliarity with the MSS and were 
attributable to the necessary learning curve of the 
operator. 
The first lesson learned was that the ability of the 
sensor node to detect a target was highly dependant on the 
node transmission spike being fully seated in the soil.  
While the node transmission spike did not need to be 
completely driven into the ground in order to detect a 
target, sensor performance was unreliable unless the bottom 
of the node was in contact with the ground, particularly as 
target distance from the sensor node increased.  For this 
reason, a rubber mallet was especially useful in driving the 
transmission spike into the soil until the top of its head 
was flush with the ground.  Use of the rubber mallet ensured 
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the threading of the transmission spike was not damaged.  
Likewise, the application of force was required for fully 
seating the transmission spike in dense or frozen soil. 
Another important lesson learned pertained to the 
batteries in the sensor nodes.  Due to the amount of time 
associated with replacing the batteries of six nodes and 
coalescing the network, it was not worth the operational 
time delay in order to maximize battery usage.  Indeed, an 
experienced operator replacing batteries in six sensors, 
replacing the nodes in the field and restarting the network 
took, on average, approximately 25 minutes.  For this 
reason, fresh batteries were placed in the nodes at the 
beginning of each day and discarded once operations were 
complete, regardless of the length of time the sensors had 
been operating. 
A third important lesson learned regarded the base 
station deployment height above the sensors.  The product 
specifications document calls for a minimum of seven meters 
in elevation difference between the base station and 
sensors.  This height was never achieved during tests and 
would not have been feasible in many of the flat terrain 
deployment areas.  While this elevation difference was not 
met, the MSS still retained all of its functionality.  
However, this should not mitigate the importance of the base 
station attaining proper elevation for line of sight 
communications with the sensors.  Indeed, a considerable 
amount of time was spent on one occasion troubleshooting due 
to the complete inability of the base station to acquire 
more than three of the sensors and maintain communications 
with them for more than a few minutes.  The resulting 
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solution was to increase the base station height from four 
feet above the ground to five feet.  Following this increase 
in elevation, the MSS functioned normally. 
A further lesson learned was that the software 
interface required constant monitoring in order for the 
operator to visually see a detection event and ensure the 
operational status of the sensor field.  This was 
necessitated primarily due to the constraints of the 
software package used to monitor the sensor field.  
Monitoring the network status was problematic because after 
the initial formation of the sensor field no automatic 
indication of any kind was given to the operator if one or 
more of the sensors lost connectivity.  This required 
continual operator diligence in checking the status of each 
individual sensor node to ensure the sensor field displayed 
on the terminal screen was indeed representative of the 
actual field.  Likewise, detection events required very 
close attention in order to see.  The software indicated a 
detection by briefly blinking the sensor detecting the 
target on and off.  This was compounded by the small size of 
the sensor icons and the low intensity of the blinking.  If 
the operator was not staring directly at the terminal 
display screen when the detection occurred, it was highly 
likely the detection would go unnoticed altogether. 
C. FINAL EVALUATION 
Overall, MSS performance was highly satisfactory.  The 
sensor system was able to detect targets with a high degree 
of probability (greater than 97%) when deployed in the 
experimental configurations specified in Chapter V.  
Similarly, more than two thirds of all targets, regardless 
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of profile, were detected within 60 feet of crossing the 
penetration barrier.  Likewise, the MSS provided excellent 
coverage during the COASTS scenarios, detecting every target 
and giving the early warning it was intended to provide.   
The MSS also proved able to maintain a steady state 
sensor network once coalesced.  Indeed, once the MSS was 
initially configured, no sensor ever dropped out of the 
network for any reason other than lack of power.  This 
factor demonstrates the reliability of the established 
communications network employed by the MSS.  Finally, the 
MSS was able to meet a predominance of the prescribed 
measures of performance, as previously discussed in Chapter 
VI and shown in Table 6. 
 
MOP Met 
CPD > 95% for targets within 60 feet of nearest sensor Yes 
CPD > 99% for targets within 25 feet of nearest sensor No 
Mean penetration < 75 feet for all detected targets Yes 
Mean penetration < 50 feet if target within 30 feet of sensor Yes 
Maximum detection range > 50 feet Yes 
Sensor battery life > 6 hours for each operational deployment Yes 
Base station battery life > 15 hours for each deployment Yes 
Operational time > 4 consecutive hours for each deployment Yes 
Maintenance time < 1 hour for each operational deployment No 
Cumulative operational to maintenance time ratio > 8:1 Yes 
System operational when temperature < 30 degrees F Yes 
System operational when temperature > 100 degrees F Yes 
Operate in flat, moderate and hilly terrain Yes 
Operate in loose, moderate and packed soil Yes 
Table 6.  MSS Assessment of MOPs 
 
However the system has two primary drawbacks hindering 
its full operational employment.  The first relates to 
component power consumption.  The longest time the base 
station was required to operate before recharging was 24 
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hours.  However even this experimentally imposed restriction 
resulted in very low battery levels that would not provide 
power for operation more than a few additional hours.  
Likewise, sensor nodes required frequent battery changes 
necessitating complete reformation of the network.  Most 
individual nodes exhausted their power supply between eight 
and nine hours.  This operational time constraint severely 
restricts the MSS’s utility in many circumstances. 
The hindrance to the utility of the MSS is the human-
machine interface.  The software package employed for 
control and monitoring of the sensor network is severely 
limited in its functionality.  Detection display problems 
previously discussed require an incredible attention to 
detail which may not be realistic in other operational 
environments.  In order to be used effectively, the MSS 
software interface virtually requires a dedicated operator. 
Likewise, there is little ability to customize the 
display to suit operator requirements or preferences.  For 
instance, the system displays an icon of a human moving 
across the screen to represent a track.  Without continual 
inputs from the sensors on the target’s position, the track 
defaults to a dead-reckoning type of movement based on the 
last known course and speed.  This icon could be both 
distracting and misleading.  
Despite the limitations of the MSS, its use in certain 
security applications would still be particularly 
beneficial.  Specifically, the MSS would be useful in border 
and perimeter security applications in areas where 
significant traffic is not expected.  Because of its high 
probability of detection, the MSS would significantly 
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enhance the odds of detecting an intruder.  Due to the high 
amount of variability in predicting penetration ranges, the 
MSS would be most effective at increased standoff distances 
from a vital area or structure.  This would allow for 
appropriate planning with regard to patrol response times. 
It is important to note that the limitations imposed by 
the high power consumption and inadequate software package 
are both issues being addressed for the full-scale 
production version of the MSS.  Enhanced operator 
functionality has been included in recent software upgrades.  
Likewise, the full production units of both the base station 
and sensor nodes are capable of operation times on the scale 
of weeks, as opposed to hours, without the need to replace 
the power source. 
D. OPPORTUNITIES FOR FUTURE RESEARCH 
This thesis provided an in depth analysis of the MSS’s 
functionality in an operational environment.  However, many 
aspects of the MSS warrant further consideration and study.  
These areas of research may broadly be categorized as 
effects due to deployment environment, capabilities of the 
sensor system and optimization of sensor allocation. 
The first of the environmental impacts deserving of 
further examination is the effect of soil type on MSS 
operation.  It may be expected that soil type, rather than 
or in addition to soil density, will affect seismic wave 
propagation.  This study was concerned only with sensor 
deployments in regular soil types, i.e. dirt.  The impact of 
varying soil types may significantly contribute to wave 
detection.  Irregular soil types such as clay, sand, rock 
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and urban ground where significant portions of concrete are 
present should be examined for their effect on detection 
capability and penetration range.  From studies in this 
area, it may be possible to determine how dependant on the 
physical system components and detection algorithm the MSS 
actually is versus environmental considerations. 
Another environmental consideration worthy of further 
exploratory analysis is the effect of background noise on 
system operation.  Under the test conditions developed for 
this thesis, background noise was largely mitigated by 
choice of isolated locations.  However many deployment 
environments may not enjoy the same luxury of remoteness.  
It would prove useful to determine the extent of operational 
utility under conditions where seismic activity is highly 
variable, such as in an urban environment.  To a great 
extent, this would measure the effectiveness of the MSS at 
filtering seismic signals of interest from highly convoluted 
wave patterns. 
A primary interest of any sensor performance lies in 
the determination of maximum effective range.  While the 
conducted tests demonstrate the reliability of the MSS in 
detecting targets up to 60 feet away, they do not address 
targets at greater distances.  Rather than employing the 
penetration barrier technique utilized in this thesis, it 
would be useful to observe the performance of the MSS as a 
target approached from a significant distance perpendicular 
to the sensor field.  In this manner, a robust data set 
could be produced to demonstrate the effective detection 
range of a sensor rather than the expected distance a target 
could penetrate a field.  While system latency and natural 
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variance would likely affect experiments of this nature in a 
similar manner encountered during the conduct of field 
trials for this thesis, the results should be sufficient to 
provide a point estimate of detection range as well as 
confidence intervals to allow decision makers to make 
informed judgments of system capabilities. 
A similar system capability in need of further study is 
the maximum effective node-to-node distance, both for 
detection and tracking purposes.  Field experimentation 
determined that the MSS was efficient at detecting targets 
with a node-to-node spacing of up to 20 meters.  However 
deployment spacing patterns beyond this range were not 
tested.  Experimentation focusing on this variable would be 
able to identify lapses and overlaps in sensor field 
coverage.  Likewise, node-to-node spacing directly impacts 
the ability to effectively track a target.  Under certain 
operational circumstances, target detection is a moot point 
if tracking the target is not facilitated.  While this 
thesis did not specifically focus on tracking capabilities, 
it was observed that tracking the target was problematic, 
particularly at higher node-to-node spacing intervals.  As 
with detection, it would be useful for decision makers to 
know what node-to-node distance is required for effective 
tracking prior to sensor field deployment. 
A further area of exploration regarding the MSS would 
be in the field of optimization.  The most efficient 
placement of sensors within fields of varying sizes given 
constraints on available sensors would be particularly 
useful for operational deployments.  Similarly, it would be 
possible to quantify the value added for each additional 
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individual sensor node to a given deployment area when 
combined with CPD analysis based on layer depth or in 
concert with analysis pertaining to target tracking.  For 
instance, it may be determined that adding five additional 
sensors optimally deployed in an area would increase CPD 
from 80% to 99%.  This optimization of sensor node placement 
could also serve as a tactical template for operators. 
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APPENDIX A. MSS PRODUCT REQUIREMENTS DOCUMENT 
(Appendix A has been released as a limited distribution 
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Speed Target Profile Node Distance
1 Single Walk Parallel (7 m) 10 m 
2 Single Walk Parallel (14 m) 10 m 
3 Single Jog Parallel (7 m) 10 m 
4 Single Jog Parallel (14 m) 10 m 
5 Single Walk Parallel (7 m) 15 m 
6 Single Walk Parallel (14 m) 15 m 
7 Single Jog Parallel (7 m) 15 m 
8 Single Jog Parallel (14 m) 15 m 
9 Single Walk Parallel (7 m) 20 m 
10 Single Walk Parallel (14 m) 20 m 
11 Single Jog Parallel (7 m) 20 m 
12 Single Jog Parallel (14 m) 20 m 
13 Dual Walk Middle (8.7 m) 10 m 
14 Dual Walk Parallel (7 m) 10 m 
15 Dual Jog Middle (8.7 m) 10 m 
16 Dual Jog Parallel (7 m) 10 m 
17 Dual Walk Middle (13 m) 15 m 
18 Dual Walk Parallel (7 m) 15 m 
19 Dual Jog Middle (13 m) 15 m 
20 Dual Jog Parallel (7 m) 15 m 
21 Dual Walk Middle (17.3 m) 20 m 
22 Dual Walk Parallel (7 m) 20 m 
23 Dual Jog Middle (17.3 m) 20 m 
24 Dual Jog Parallel (7 m) 20 m 
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APPENDIX C: LINEAR REGRESSION MODEL 
Summary Statistics and ANOVA Table for Linear Regression 
 
Coefficients: 
                   Value Std. Error  t value Pr(>|t|)  
    (Intercept)  80.1152  52.4831     1.5265   0.1275 
             Wt  -0.1976   0.3680    -0.5369   0.5916 
            Sex   6.1029  15.2744     0.3996   0.6897 
         Layers -12.0899   1.9038    -6.3503   0.0000 
          Speed -26.9776   1.7808   -15.1493   0.0000 
    Target.Dist   0.1543   0.0758     2.0339   0.0425 
        NN.Dist   0.6321   0.0815     7.7588   0.0000 
FoliageModerate  -8.2109   3.6715    -2.2364   0.0258 
   FoliageThick -18.8552   5.0665    -3.7216   0.0002 
        Terrain  -9.3691   3.3180    -2.8237   0.0049 
      Soil.Dens  10.0124   3.0483     3.2846   0.0011 
 
Residual standard error: 20.11 on 500 degrees of freedom 
Multiple R-Squared: 0.4313  
F-statistic: 37.92 on 10 and 500 degrees of freedom, the p-
value is 0  
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Residuals vs Fitted Values 
 




















Normal Quantile-Quantile Plot 
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APPENDIX D: LINEAR REGRESSION MODEL WITH 
INTERACTIONS 
  Independent    Standard 
          Variable     Estimate Error       t value Pr(>|t|)  
          (Intercept)  12.8482  15.5844     0.8244   0.4101 
                   Wt   0.0998   0.0631     1.5798   0.1148 
               Layers   6.6047   6.8039     0.9707   0.3322 
                Speed  -1.4664  13.1359    -0.1116   0.9112 
          Target.Dist  -0.0420   0.1083    -0.3878   0.6983 
              NN.Dist   1.4380   0.2225     6.4634   0.0000 
      FoliageModerate  -5.8765   3.0444    -1.9303   0.0541 
         FoliageThick -14.6847   4.7976    -3.0608   0.0023 
              Terrain -55.0013   9.8002    -5.6123   0.0000 
            Soil.Dens  21.3429  17.7571     1.2019   0.2300 
       Layers:Terrain  22.4924   4.6775     4.8087   0.0000 
       Layers:NN.Dist  -0.5584   0.1394    -4.0054   0.0001 
         Wt:Soil.Dens  -0.2826   0.0909    -3.1089   0.0020 
Target.Dist:Soil.Dens   0.6267   0.1796     3.4894   0.0005 
     Layers:Soil.Dens  11.2030   4.3674     2.5651   0.0106 
      Speed:Soil.Dens  -7.7740   3.9572    -1.9645   0.0500 
             Wt:Speed  -0.1458   0.0812    -1.7967   0.0730 
  Target.Dist:Terrain   0.2972   0.1681     1.7680   0.0777 
 
Residual standard error: 19.09 on 493 degrees of freedom 
Multiple R-Squared: 0.4947  
F-statistic: 28.39 on 17 and 493 degrees of freedom, the p-
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APPENDIX E: TREE SPLIT OF PREDICTOR VARIABLES 
Regression tree: 
tree(formula = Range ~ Wt + Layers + Speed + Target.Dist + 
NN.Dist + Foliage + Terrain + Soil.Dens, data = rng, 
na.action = na.exclude, mincut = 25, minsize = 50, mindev = 
0.01) 
Number of terminal nodes:  15  
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APPENDIX F: LINEAR REGRESSION FOR WALKING TARGET 
       Independent      Standard 
          Variable   Estimate Error       t value Pr(>|t|)  
        (Intercept)  21.1977  19.1793     1.1052   0.2704 
                 Wt  -0.0305   0.0627    -0.4868   0.6269 
             Layers  11.1231   7.6959     1.4453   0.1500 
        Target.Dist   0.3674   0.4510     0.8146   0.4163 
            NN.Dist   0.0349   0.2664     0.1312   0.8958 
    FoliageModerate  -1.3893   3.8874    -0.3574   0.7212 
       FoliageThick -13.5295   6.1532    -2.1988   0.0291 
            Terrain -27.1188   8.7574    -3.0967   0.0022 
          Soil.Dens  75.8344  18.2098     4.1645   0.0000 
       Wt:Soil.Dens  -0.4286   0.1112    -3.8548   0.0002 
 Layers:Target.Dist  -0.7935   0.2378    -3.3360   0.0010 
     Layers:Terrain  13.4443   5.1057     2.6332   0.0091 
Target.Dist:NN.Dist   0.0180   0.0081     2.2189   0.0276 
 
Residual standard error: 15.56 on 197 degrees of freedom 
Multiple R-Squared: 0.3595  
F-statistic: 9.214 on 12 and 197 degrees of freedom, the p-
value is 5.174e-014  
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Predicted Versus Actual Range Values 
 
Predicted Actual Difference ^2  Predicted Actual Difference ^2
16.1166 20 15.0808  31.5622 31 0.3161 
19.0460 34 223.6233  31.5622 23 73.3114 
19.8825 31 123.5995  31.7639 49 297.0840 
19.8825 12 62.1333  32.8545 41 58.4530 
20.3705 40 365.9393  34.2040 50 249.5128 
20.4195 35 212.5905  34.2736 8 716.8262 
20.4195 22 2.4979  36.0849 19 291.8926 
20.4195 5 237.7614  36.6204 27 92.5523 
20.9666 27 36.4025  36.6204 23 185.5155 
22.1694 25 8.0123  36.6617 44 53.8511 
23.3516 31 58.4975  36.7781 40 10.3804 
23.6008 26 5.7563  37.4584 5 1053.5490 
24.1363 31 47.1101  37.6283 20 310.7579 
24.4357 16 71.1613  37.6887 48 106.3223 
24.9743 17 63.5900  37.8220 51 173.6585 
25.2046 45 391.8562  37.8220 75 1382.2004 
25.2046 17 67.3162  38.0395 25 170.0278 
25.2158 15 104.3623  38.8904 21 320.0652 
25.8093 44 330.9025  38.8904 50 123.4240 
26.9297 22 26.8292  40.2473 27 175.4911 
30.4382 41 111.5524  46.2343 45 1.5235 
30.4382 39 73.3050  46.2343 25 450.8949 
31.5336 19 157.0902  49.3577 62 159.8272 
31.5464 27 20.6702  62.3748 70 58.1440 
31.5464 25 42.8560  63.4431 23 1635.6441 
      
Sums of Squares: 11011.7215    
SS / # Obs: 220.2344    
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Predicted Versus Actual Plot 







Note: Fitted line shows predicted range on the Y-Axis.  
Points are actual range values. 
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APPENDIX G: LINEAR REGRESSION FOR JOGGING TARGET 
 
  Independent    Standard 
          Variable     Estimate Error       t value Pr(>|t|)  
          (Intercept)   1.9922  18.8560     0.1057   0.9160 
               Layers  19.6814  11.2014     1.7571   0.0805 
          Target.Dist   0.0171   0.1406     0.1220   0.9030 
              NN.Dist   2.3627   0.3728     6.3377   0.0000 
      FoliageModerate -12.5032   5.1134    -2.4452   0.0154 
         FoliageThick -31.4008   7.9895    -3.9303   0.0001 
              Terrain -55.4814  12.9206    -4.2940   0.0000 
            Soil.Dens -56.7779  16.1458    -3.5166   0.0005 
Target.Dist:Soil.Dens   1.2310   0.3078     3.9989   0.0001 
       Layers:NN.Dist  -1.0047   0.2297    -4.3739   0.0000 
       Layers:Terrain  32.2740   7.6853     4.1995   0.0000 
     Layers:Soil.Dens  21.2546   7.7899     2.7285   0.0070 
 
Residual standard error: 20.31 on 189 degrees of freedom 
Multiple R-Squared: 0.4549  
F-statistic: 14.34 on 11 and 189 degrees of freedom, the p-




Predicted Versus Actual Range Values 
 
Predicted Actual Difference ^2  Predicted Actual Difference ^2
34.6704 42 53.7226  60.6788 40 438.0145 
40.8389 76 1236.2996  62.0779 86 572.2685 
46.9697 47 0.0009  62.0779 54 65.2519 
46.9697 21 674.4247  66.4752 45 461.1827 
52.4317 56 12.7329  66.6133 93 696.2586 
53.0113 41 144.2704  67.0060 71 15.9524 
53.0113 54 0.9776  67.0060 39 784.3337 
53.3421 90 1343.8006  75.4809 50 649.2753 
53.3421 80 710.6429  75.4809 94 342.9578 
53.4364 35 339.9017  75.4809 74 2.1930 
53.4364 17 1327.6130  75.4809 48 755.1988 
54.1101 71 285.2680  76.3828 90 185.4290 
54.5028 55 0.2472  76.3828 66 107.8019 
54.5028 50 20.2751  76.3828 67 88.0363 
54.8824 45 97.6624  76.3828 41 1251.9402 
55.7019 20 1274.6272  76.7754 29 2282.4926 
55.7019 33 515.3772  85.0170 43 1765.4319 
55.7019 15 1656.6464  85.0170 66 352.2019 
56.0363 80 574.2593  91.4443 96 20.7541 
56.0363 23 1091.3966  91.4443 29 3930.5796 
56.5504 28 815.1258  98.6554 103 18.8754 
56.5504 57 0.2021  99.0481 33 4362.3495 
56.9431 32 622.1572  101.1286 115 178.7953 
60.6788 68 53.6000  108.6615 107 3.6537 
60.6788 90 874.4561  108.6615 90 338.9819 
      
Sums of Squares: 33395.8979    
SS / # Obs: 667.9180    
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Predicted Versus Actual Plot 









Note: Fitted line shows predicted range on the Y-Axis.  
Points are actual range values. 
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APPENDIX H. LINEAR REGRESSION FOR ALL TARGETS 
Step:  AIC= 2427.36  
Range ~ Wt + Speed + Layers + Target.Dist + NN.Dist + 
Foliage + Terrain + Soil.Dens + Wt:Soil.Dens + 
Layers:Terrain + Layers:NN.Dist + Target.Dist:Soil.Dens + 
Layers:Soil.Dens  
 
                      Df   Sum of Sq      RSS      AIC  
    + NN.Dist:Foliage  1  1695.56283 138610.3 2424.360 
    + Speed:Soil.Dens  1  1304.35837 139001.5 2425.519 
+ Target.Dist:Terrain  1  1302.47672 139003.4 2425.524 
          + Wt:Layers  1   903.97232 139401.9 2426.701 
         + Wt:NN.Dist  1   830.10220 139475.7 2426.919 
+ Target.Dist:Foliage  2  1436.95604 138868.9 2427.127 
           + Wt:Speed  1   745.96353 139559.9 2427.167 
               <none> NA          NA 140305.8 2427.358 
+ Target.Dist:NN.Dist  1   504.19182 139801.6 2427.878 
      + Speed:Terrain  1   491.65136 139814.2 2427.915 
 + Layers:Target.Dist  1   403.69800 139902.1 2428.173 
     + Wt:Target.Dist  1   378.03930 139927.8 2428.249 
      + Speed:NN.Dist  1   354.92993 139950.9 2428.317 
    + NN.Dist:Terrain  1   317.92197 139987.9 2428.425 
       + Speed:Layers  1   304.21187 140001.6 2428.465 
  + NN.Dist:Soil.Dens  1   243.75372 140062.1 2428.643 
         + Wt:Terrain  1    80.18607 140225.7 2429.123 
            - Foliage  2  2017.55133 142323.4 2429.225 
  + Foliage:Soil.Dens  1    23.86748 140282.0 2429.288 
    + Foliage:Terrain  1    23.86748 140282.0 2429.288 
  + Speed:Target.Dist  1    22.15347 140283.7 2429.293 
     + Layers:Foliage  2   506.02512 139799.8 2429.873 
   - Layers:Soil.Dens  1  1803.09896 142108.9 2430.606 
                        Df   Sum of Sq      RSS      AIC  
        + Speed:Foliage  2   154.08106 140151.8 2430.906 
           + Wt:Foliage  2    69.80606 140236.0 2431.153 
- Target.Dist:Soil.Dens  1  2374.82929 142680.7 2432.256 
         - Wt:Soil.Dens  1  3424.96728 143730.8 2435.270 
       - Layers:NN.Dist  1  5317.65043 145623.5 2440.647 
       - Layers:Terrain  1  7993.36123 148299.2 2448.130 
                - Speed  1 67156.92127 207462.8 2586.111 
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Call: 
lm(formula = Range ~ Wt + Speed + Layers + Target.Dist + 
NN.Dist + Foliage + Terrain + Soil.Dens + Wt:Soil.Dens + 
Layers:Terrain + Layers:NN.Dist + Target.Dist:Soil.Dens + 
Layers:Soil.Dens, data = train.all) 
 
Coefficients: 
 (Intercept)         Wt     Speed   Layers Target.Dist   
    17.18601 0.02177701 -25.75549 10.04684   0.1001305  
 
NN.Dist  FoliageModerate FoliageThick   Terrain 
1.434466       -4.588548    -12.35594 -47.42021 
 
Soil.Dens Wt:Soil.Dens Layers:Terrain 
 27.70726   -0.3196985       24.39728    
 
Layers:NN.Dist Target.Dist:Soil.Dens Layers:Soil.Dens 
    -0.5995281             0.4850477         10.86162 
 
Degrees of freedom: 411 total; 396 residual 
Residual standard error: 18.82306 
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Summary Statistics and ANOVA Table for Linear Regression 
 
Call: lm(formula = Range ~ Wt + Speed + Layers + Target.Dist 
+ NN.Dist + Foliage + Terrain + Soil.Dens + Wt:Soil.Dens + 
Layers:Terrain + Layers:NN.Dist + Target.Dist:Soil.Dens + 
Layers:Soil.Dens, data = train.all) 
Residuals: 
    Min     1Q Median    3Q   Max  
 -45.93 -12.49  -1.92 12.04 64.18 
 
  Independent    Standard 
          Variable     Estimate Error       t value Pr(>|t|)  
          (Intercept)  17.1860  15.2912     1.1239   0.2617 
                   Wt   0.0218   0.0531     0.4098   0.6822 
                Speed -25.7555   1.8707   -13.7675   0.0000 
               Layers  10.0468   7.5107     1.3377   0.1818 
          Target.Dist   0.1001   0.0932     1.0742   0.2834 
              NN.Dist   1.4345   0.2435     5.8903   0.0000 
      FoliageModerate  -4.5885   3.3296    -1.3781   0.1689 
         FoliageThick -12.3559   5.2514    -2.3529   0.0191 
              Terrain -47.4202   8.6404    -5.4882   0.0000 
            Soil.Dens  27.7073  20.1213     1.3770   0.1693 
         Wt:Soil.Dens  -0.3197   0.1028    -3.1091   0.0020 
       Layers:Terrain  24.3973   5.1365     4.7498   0.0000 
       Layers:NN.Dist  -0.5995   0.1548    -3.8741   0.0001 
Target.Dist:Soil.Dens   0.4850   0.1874     2.5890   0.0100 
     Layers:Soil.Dens  10.8616   4.8148     2.2559   0.0246 
 
Residual standard error: 18.82 on 396 degrees of freedom 
Multiple R-Squared: 0.4735  
F-statistic: 25.44 on 14 and 396 degrees of freedom, the p-
value is 0  
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Terms added sequentially (first to last) 
                       Df Sum of Sq  Mean Sq  F Value     Pr(F)  
                   Wt   1     519.5   519.51   1.4663 0.2266560 
                Speed   1   67325.8 67325.77 190.0206 0.0000000 
               Layers   1    7662.4  7662.44  21.6265 0.0000045 
          Target.Dist   1    3240.6  3240.61   9.1463 0.0026545 
              NN.Dist   1    5944.6  5944.56  16.7780 0.0000510 
              Foliage   2   12762.6  6381.30  18.0106 0.0000000 
              Terrain   1    9118.6  9118.65  25.7365 0.0000006 
            Soil.Dens   1    3648.0  3647.96  10.2960 0.0014417 
         Wt:Soil.Dens   1    3422.0  3421.98   9.6582 0.0020211 
       Layers:Terrain   1    3719.2  3719.21  10.4971 0.0012966 
       Layers:NN.Dist   1    4580.4  4580.36  12.9276 0.0003647 
Target.Dist:Soil.Dens   1    2430.8  2430.81   6.8607 0.0091496 
     Layers:Soil.Dens   1    1803.1  1803.10   5.0891 0.0246220 
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Predicted Versus Actual Range Values 
 
Predicted Actual Difference ^2  Predicted Actual Difference ^2 
14.8222 8 46.5430  50.9995 15 1295.9626 
20.0089 27 48.8754  50.9995 31 399.9792 
20.5596 45 597.3320  51.1094 35 275.8728 
20.7711 25 17.8836  51.1094 50 1.8480 
21.1873 24 7.9113  51.4052 92 1647.9366 
21.2766 35 188.3313  51.9777 26 674.8425 
21.3373 20 1.7884  51.9777 90 1445.6929 
22.3173 29 44.6586  51.9794 42 99.5894 
24.6318 15 92.7722  52.9520 23 897.1238 
25.1482 20 26.5037  52.9520 80 731.5930 
25.5774 35 88.7850  52.9577 33 398.3097 
25.6497 31 26.0128  52.9577 57 16.3402 
25.8222 45 367.7888  53.4859 48 30.0946 
26.2920 17 91.0493  53.4859 56 6.3209 
26.5844 11 242.8727  53.9199 57 11.0893 
27.1965 17 103.9694  53.9320 46 62.9165 
27.7304 38 105.4654  54.2065 41 167.8700 
28.4926 23 30.1682  55.2507 74 351.5368 
28.4926 18 110.0938  55.9082 81 604.7570 
29.4952 55 650.4950  55.9082 93 1338.9604 
29.6266 20 92.6711  57.6751 46 136.3070 
30.1527 42 128.7611  57.6751 37 427.4581 
30.1527 48 318.5259  58.2446 54 18.0168 
30.3888 43 159.0429  58.2446 91 1072.9149 
31.8770 31 0.7691  58.2446 38 409.8446 
31.8770 23 78.8006  58.4373 59 0.3167 
31.9196 47 227.4193  58.4373 57 2.0657 
32.4891 26 42.1088  59.2246 63 14.2538 
33.4691 19 209.3548  59.2246 86 716.9228 
34.5938 56 458.2267  59.9706 95 1227.0575 
34.5938 29 31.2903  60.0677 64 15.4626 
35.8377 17 354.8595  60.3493 55 28.6145 
36.5081 22 210.4855  60.9506 73 145.1884 
37.7030 12 686.5946  60.9506 47 194.6188 
39.6984 41 1.6940  61.9797 87 601.2427 
40.5777 48 55.0901  62.2636 71 76.3246 
40.5777 20 423.4429  62.2636 53 85.8144 
41.5577 32 91.3495  63.2436 95 1008.4707 
43.5592 58 194.3467  64.8117 44 433.1261 
45.6126 61 236.7733  69.0751 128 3472.1484 
45.6126 62 268.5482  69.3147 45 591.2027 
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45.7644 43 7.6419  71.3680 99 763.5248 
45.7644 30 248.5161  75.6872 85 86.7280 
46.0521 90 1931.4146  79.9620 95 218.6863 
47.0321 76 839.1391  79.9620 117 1371.8169 
49.9317 41 88.9575  85.0610 33 2710.3517 
50.3529 77 710.0657  85.8232 150 4118.6574 
50.9037 56 25.9727  87.7352 78 104.7601 
50.9037 50 0.8166  89.0937 139 2440.9841 
50.9995 74 529.0239  93.3684 102 74.5042 
       
Sums of Squares: 44567.0244     
SS / # Obs: 445.6702     
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Predicted Versus Actual Plot 
 







Note: Fitted line shows predicted range on the Y-Axis.  
Points are actual range values. 
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APPENDIX I. MSS OPERATIONAL AND MAINTENANCE TIMES 
Test Test Op Time Maintenance 
Date Location (hours) (min.) 
11/29/06 Camp Roberts 6.00 80 
11/30/06 Camp Roberts 6.50 75 
12/01/06 Camp Roberts 6.00 55 
01/17/07 Ft Hunter-Liggett 6.00 60 
01/18/07 Ft Hunter-Liggett 6.50 45 
01/19/07 Ft Hunter-Liggett 6.75 65 
01/20/07 Ft Hunter-Liggett 6.25 30 
02/08/07 Ft Hunter-Liggett 7.25 25 
02/09/07 Ft Hunter-Liggett 6.75 50 
03/20/07 Chiang Mai 7.00 80 
03/21/07 Chiang Mai 7.75 40 
03/22/07 Chiang Mai 7.75 25 
03/26/07 Chiang Mai 7.50 20 
03/27/07 Chiang Mai 8.25 40 
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APPENDIX J: MSS TEST DATA 
Date Time Scenario Detect Range Node Weight Sex Foliage Terrain Soil 
11/30/06 919 1 0    140 F Moderate Flat Moderate
11/30/06 921 1 1 29 2 140 F Moderate Flat Moderate
11/30/06 923 1 0    140 F Moderate Flat Moderate
11/30/06 925 1 1 56 3 140 F Moderate Flat Moderate
11/30/06 927 3 0    140 F Moderate Flat Moderate
11/30/06 928 3 1 47 1 140 F Moderate Flat Moderate
11/30/06 929 3 0    140 F Moderate Flat Moderate
11/30/06 931 3 0    140 F Moderate Flat Moderate
11/30/06 932 3 1 58 1 140 F Moderate Flat Moderate
11/30/06 933 3 0    140 F Moderate Flat Moderate
11/30/06 934 3 1 42 2 185 M Moderate Flat Moderate
11/30/06 936 3 1 59 1 185 M Moderate Flat Moderate
11/30/06 940 3 1 48 1,3 185 M Moderate Flat Moderate
11/30/06 941 3 1 42 2 185 M Moderate Flat Moderate
11/30/06 943 3 1 24 1 185 M Moderate Flat Moderate
11/30/06 945 1 1 24 3 185 M Moderate Flat Moderate
11/30/06 946 1 1 24 3 185 M Moderate Flat Moderate
11/30/06 947 1 1 16 1 185 M Moderate Flat Moderate
11/30/06 949 1 1 36 1 185 M Moderate Flat Moderate
11/30/06 1005 1 1 56 3 140 F Moderate Flat Moderate
11/30/06 1007 1 1 42 1 140 F Moderate Flat Moderate
11/30/06 1008 3 1 67* 1 140 F Moderate Flat Moderate
11/30/06 1010 3 1 67* 1 140 F Moderate Flat Moderate
11/30/06 1013 2 1 94* 3 140 F Moderate Flat Moderate
11/30/06 1015 2 0    140 F Moderate Flat Moderate
11/30/06 1017 2 0    140 F Moderate Flat Moderate
11/30/06 1018 4 1 94 1 140 F Moderate Flat Moderate
11/30/06 1020 4 1 74 1 140 F Moderate Flat Moderate
11/30/06 1021 4 1 94* 3 140 F Moderate Flat Moderate
11/30/06 1024 2 1 9 1 185 M Moderate Flat Moderate
11/30/06 1025 2 1 41 1 185 M Moderate Flat Moderate
11/30/06 1026 2 1 39 1 185 M Moderate Flat Moderate
11/30/06 1028 4 1 50 1 185 M Moderate Flat Moderate
11/30/06 1030 4 1 48 1 185 M Moderate Flat Moderate
11/30/06 1031 4 1 88 1 185 M Moderate Flat Moderate
11/30/06 1047 13 1 10 1 140 F Moderate Flat Moderate
11/30/06 1049 13 1 40 1,2,4 140 F Moderate Flat Moderate
11/30/06 1051 13 1 50 3,5 140 F Moderate Flat Moderate
11/30/06 1052 13 1 43 1,2,4 140 F Moderate Flat Moderate
11/30/06 1054 15 1 63 1,2,4 140 F Moderate Flat Moderate
11/30/06 1055 15 1 95 5,6 140 F Moderate Flat Moderate
11/30/06 1057 15 1 44 1 140 F Moderate Flat Moderate
11/30/06 1059 15 1 31 2 140 F Moderate Flat Moderate
11/30/06 1101 13 1 35 2 185 M Moderate Flat Moderate
11/30/06 1103 13 1 20 1 185 M Moderate Flat Moderate
11/30/06 1104 13 1 18 1 185 M Moderate Flat Moderate
11/30/06 1106 13 1 31 6 185 M Moderate Flat Moderate
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11/30/06 1109 15 1 50 2 185 M Moderate Flat Moderate
11/30/06 1110 15 1 72 2 185 M Moderate Flat Moderate
11/30/06 1112 15 1 76 1 185 M Moderate Flat Moderate
11/30/06 1113 15 1 92 1 185 M Moderate Flat Moderate
11/30/06 1115 14 1 12 2 185 M Moderate Flat Packed 
11/30/06 1116 14 1 19 2 185 M Moderate Flat Packed 
11/30/06 1117 14 1 17 1,2 140 F Moderate Flat Packed 
11/30/06 1119 14 1 27 1 140 F Moderate Flat Packed 
11/30/06 1120 16 1 33 1,2 185 M Moderate Flat Packed 
11/30/06 1122 16 1 45 1 185 M Moderate Flat Packed 
11/30/06 1123 16 1 45 1 140 F Moderate Flat Packed 
11/30/06 1124 16 1 66 1,2,4 140 F Moderate Flat Packed 
11/30/06 1440 17 1 18 4 185 M Moderate Flat Moderate
11/30/06 1441 17 1 12 2 185 M Moderate Flat Moderate
11/30/06 1442 17 1 40 4 185 M Moderate Flat Moderate
11/30/06 1443 17 1 40 2 185 M Moderate Flat Moderate
11/30/06 1446 19 1 98 2,4 185 M Moderate Flat Moderate
11/30/06 1448 19 1 66 4 185 M Moderate Flat Moderate
11/30/06 1449 19 1 88 2,4 185 M Moderate Flat Moderate
11/30/06 1451 19 1 83 2,4 185 M Moderate Flat Moderate
11/30/06 1454 17 1 50 2,4 140 F Moderate Flat Moderate
11/30/06 1455 17 1 15 1,4 140 F Moderate Flat Moderate
11/30/06 1456 17 1 35 1,2 140 F Moderate Flat Moderate
11/30/06 1458 19 1 43 1 140 F Moderate Flat Moderate
11/30/06 1459 19 1 110* 4 140 F Moderate Flat Moderate
11/30/06 1501 19 1 88 4 140 F Moderate Flat Moderate
11/30/06 1503 18 1 43 2 140 F Moderate Flat Moderate
11/30/06 1504 18 1 41 2 140 F Moderate Flat Moderate
11/30/06 1506 18 1 24 1 140 F Moderate Flat Moderate
11/30/06 1508 20 1 73 1 140 F Moderate Flat Moderate
11/30/06 1510 20 1 80 1 140 F Moderate Flat Moderate
11/30/06 1511 20 1 68 2 140 F Moderate Flat Moderate
11/30/06 1513 18 1 22 1 185 M Moderate Flat Moderate
11/30/06 1515 18 1 17 4 185 M Moderate Flat Moderate
11/30/06 1516 18 1 26 1 185 M Moderate Flat Moderate
11/30/06 1517 20 1 90 1 185 M Moderate Flat Moderate
11/30/06 1518 20 1 31 1 185 M Moderate Flat Moderate
11/30/06 1519 20 1 40 2 185 M Moderate Flat Moderate
11/30/06 1524 6 1 47 3 185 M Thick Flat Moderate
11/30/06 1526 6 1 33 2 185 M Thick Flat Moderate
11/30/06 1527 6 1 39 2 185 M Thick Flat Moderate
11/30/06 1528 6 1 55 3 185 M Thick Flat Moderate
11/30/06 1530 8 1 89 2 185 M Thick Flat Moderate
11/30/06 1532 8 1 64 2 185 M Thick Flat Moderate
11/30/06 1535 8 1 110* 1 185 M Thick Flat Moderate
11/30/06 1541 6 1 57 2 140 F Thick Flat Moderate
11/30/06 1546 6 1 44 2 140 F Thick Flat Moderate
11/30/06 1547 6 1 49 2 140 F Thick Flat Moderate
11/30/06 1549 8 1 110* 2 140 F Thick Flat Moderate
11/30/06 1551 8 1 110* 2 140 F Thick Flat Moderate
11/30/06 1552 8 1 110* 2 140 F Thick Flat Moderate
12/1/06 922 21 1 40 3 140 F Moderate Flat Moderate
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12/1/06 923 21 1 53 3 140 F Moderate Flat Moderate
12/1/06 925 21 1 150* 3 140 F Moderate Flat Moderate
12/1/06 928 21 1 74 2 140 F Moderate Flat Moderate
12/1/06 930 23 1 115 2 140 F Moderate Flat Moderate
12/1/06 931 23 1 107 3 140 F Moderate Flat Moderate
12/1/06 933 23 1 139 4 140 F Moderate Flat Moderate
12/1/06 935 21 1 26 1 185 M Moderate Flat Moderate
12/1/06 938 21 1 38 1 185 M Moderate Flat Moderate
12/1/06 939 21 1 41 3 185 M Moderate Flat Moderate
12/1/06 940 23 1 90 1 185 M Moderate Flat Moderate
12/1/06 942 23 1 85 1 185 M Moderate Flat Moderate
12/1/06 944 23 1 71 1 185 M Moderate Flat Moderate
12/1/06 947 22 1 71 2 140 F Moderate Flat Moderate
12/1/06 949 22 1 96 2 140 F Moderate Flat Moderate
12/1/06 951 22 1 58 3 140 F Moderate Flat Moderate
12/1/06 952 9 1 87 2 140 F Moderate Flat Moderate
12/1/06 954 9 1 93 2 140 F Moderate Flat Moderate
12/1/06 955 9 1 91 2 140 F Moderate Flat Moderate
12/1/06 957 24 1 45 2 140 F Moderate Flat Moderate
12/1/06 958 24 1 51 1 140 F Moderate Flat Moderate
12/1/06 959 24 1 38 3 140 F Moderate Flat Moderate
12/1/06 1000 11 1 84 2 140 F Moderate Flat Moderate
12/1/06 1001 11 1 96 2 140 F Moderate Flat Moderate
12/1/06 1003 11 1 78 1 140 F Moderate Flat Moderate
12/1/06 1010 22 1 8 1 185 M Moderate Flat Moderate
12/1/06 1012 22 1 42 2 185 M Moderate Flat Moderate
12/1/06 1013 22 1 48 2 185 M Moderate Flat Moderate
12/1/06 1014 9 1 34 1 185 M Moderate Flat Moderate
12/1/06 1015 9 1 19 1 185 M Moderate Flat Moderate
12/1/06 1017 9 1 7 1 185 M Moderate Flat Moderate
12/1/06 1018 24 1 81 1 185 M Moderate Flat Moderate
12/1/06 1019 24 1 93 1 185 M Moderate Flat Moderate
12/1/06 1020 24 1 72 1 185 M Moderate Flat Moderate
12/1/06 1021 11 1 89 1 185 M Moderate Flat Moderate
12/1/06 1023 11 1 70 1 185 M Moderate Flat Moderate
12/1/06 1024 11 1 29 1 185 M Moderate Flat Moderate
12/1/06 1028 10 1 51 2 185 M Thick Flat Moderate
12/1/06 1029 10 1 41 1 185 M Thick Flat Moderate
12/1/06 1030 10 1 42 2 185 M Thick Flat Moderate
12/1/06 1031 12 1 95 3 185 M Thick Flat Moderate
12/1/06 1032 12 1 117 1 185 M Thick Flat Moderate
12/1/06 1034 12 1 115 2 185 M Thick Flat Moderate
12/1/06 1036 10 1 23 3 140 F Thick Flat Moderate
12/1/06 1038 10 0    140 F Thick Flat Moderate
12/1/06 1040 10 0    140 F Thick Flat Moderate
12/1/06 1042 10 1 150* 3 140 F Thick Flat Moderate
12/1/06 1045 12 1 102 3 140 F Thick Flat Moderate
12/1/06 1046 12 1 150* 2 140 F Thick Flat Moderate
12/1/06 1048 12 1 150* 2 140 F Thick Flat Moderate
1/18/07 1402 21 1 55 4 140 F Moderate Moderate Loose 
1/18/07 1404 21 1 20 4 140 F Moderate Moderate Loose 
1/18/07 1405 21 1 26 1 140 F Moderate Moderate Loose 
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1/18/07 1407 21 1 5 1, 4 140 F Moderate Moderate Loose 
1/18/07 1408 23 1 91 6 140 F Moderate Moderate Loose 
1/18/07 1410 23 1 54 3, 5 140 F Moderate Moderate Loose 
1/18/07 1413 23 1 38 5 140 F Moderate Moderate Loose 
1/18/07 1414 23 1 38 4 140 F Moderate Moderate Loose 
1/18/07 1423 21 1 49 6 185 M Moderate Moderate Loose 
1/18/07 1425 21 1 39 1 185 M Moderate Moderate Loose 
1/18/07 1427 21 1 19 4 185 M Moderate Moderate Loose 
1/18/07 1428 21 1 47 6 185 M Moderate Moderate Loose 
1/18/07 1429 23 1 86 4 185 M Moderate Moderate Loose 
1/18/07 1430 23 1 86 3 185 M Moderate Moderate Loose 
1/18/07 1433 23 1 63 3 185 M Moderate Moderate Loose 
1/18/07 1434 23 1 76 5 185 M Moderate Moderate Loose 
1/18/07 1452 22 1 20 1 140 F Thick Moderate Loose 
1/18/07 1453 22 1 35 3 140 F Thick Moderate Loose 
1/18/07 1454 22 1 25 1 140 F Thick Moderate Loose 
1/18/07 1455 22 1 15 1 140 F Thick Moderate Loose 
1/18/07 1456 24 1 100 2 140 F Thick Moderate Loose 
1/18/07 1458 24 1 47 1 140 F Thick Moderate Loose 
1/18/07 1459 24 1 20 1 140 F Thick Moderate Loose 
1/18/07 1500 24 1 48 1 140 F Thick Moderate Loose 
1/18/07 1501 22 1 29 3 185 M Thick Moderate Loose 
1/18/07 1502 22 1 6 1 185 M Thick Moderate Loose 
1/18/07 1503 22 1 34 1 185 M Thick Moderate Loose 
1/18/07 1504 22 1 22 1 185 M Thick Moderate Loose 
1/18/07 1505 24 1 43 4 185 M Thick Moderate Loose 
1/18/07 1506 24 1 45 5, 6, 3 185 M Thick Moderate Loose 
1/18/07 1507 24 1 55 1 185 M Thick Moderate Loose 
1/18/07 1508 24 1 30 4 185 M Thick Moderate Loose 
1/18/07 1518 9 1 5 1 140 F Thick Moderate Loose 
1/18/07 1519 9 1 35 3 140 F Thick Moderate Loose 
1/18/07 1520 9 1 30 1 140 F Thick Moderate Loose 
1/18/07 1521 9 1 22 1, 3 140 F Thick Moderate Loose 
1/18/07 1522 11 1 26 3 140 F Thick Moderate Loose 
1/18/07 1524 11 1 90 3 140 F Thick Moderate Loose 
1/18/07 1525 11 1 28 1 140 F Thick Moderate Loose 
1/18/07 1526 11 1 34 3 140 F Thick Moderate Loose 
1/18/07 1527 9 1 34 3 185 M Thick Moderate Loose 
1/18/07 1528 9 1 15 1 185 M Thick Moderate Loose 
1/18/07 1529 9 1 8 1 185 M Thick Moderate Loose 
1/18/07 1530 9 1 35 3 185 M Thick Moderate Loose 
1/18/07 1531 11 1 57 3 185 M Thick Moderate Loose 
1/18/07 1532 11 1 33 1 185 M Thick Moderate Loose 
1/18/07 1533 11 1 66 3 185 M Thick Moderate Loose 
1/18/07 1534 11 1 20 1 185 M Thick Moderate Loose 
1/18/07 1539 10 1 20 1 140 F Thick Moderate Loose 
1/18/07 1540 10 1 23 1 140 F Thick Moderate Loose 
1/18/07 1541 10 1 55 1 140 F Thick Moderate Loose 
1/18/07 1542 10 1 29 1 140 F Thick Moderate Loose 
1/18/07 1543 12 0    140 F Thick Moderate Loose 
1/18/07 1544 12 1 60 3 140 F Thick Moderate Loose 
1/18/07 1545 12 1 55 3 140 F Thick Moderate Loose 
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1/18/07 1546 12 1 60 3 140 F Thick Moderate Loose 
1/18/07 1547 12 0    140 F Thick Moderate Loose 
1/18/07 1548 12 1 32 1 140 F Thick Moderate Loose 
1/18/07 1549 10 1 55 1 185 M Thick Moderate Loose 
1/18/07 1550 10 1 20 1 185 M Thick Moderate Loose 
1/18/07 1551 10 1 17 1 185 M Thick Moderate Loose 
1/18/07 1552 10 1 43 1 185 M Thick Moderate Loose 
1/18/07 1553 12 1 37 3 185 M Thick Moderate Loose 
1/18/07 1554 12 1 74 1 185 M Thick Moderate Loose 
1/18/07 1555 12 1 74 3 185 M Thick Moderate Loose 
1/18/07 1556 12 1 27 1 185 M Thick Moderate Loose 
1/19/07 1253 17 1 26 1 185 M Moderate Moderate Loose 
1/19/07 1255 17 1 16 1 185 M Moderate Moderate Loose 
1/19/07 1257 17 1 26 4 185 M Moderate Moderate Loose 
1/19/07 1258 17 1 26 4, 2 185 M Moderate Moderate Loose 
1/19/07 1259 19 1 58 5, 2 185 M Moderate Moderate Loose 
1/19/07 1300 19 1 46 5 185 M Moderate Moderate Loose 
1/19/07 1301 19 1 70 3 185 M Moderate Moderate Loose 
1/19/07 1302 19 1 8 2, 3 185 M Moderate Moderate Loose 
1/19/07 1307 18 1 26 1 185 M Moderate Moderate Loose 
1/19/07 1308 18 1 24 1 185 M Moderate Moderate Loose 
1/19/07 1309 18 1 32 1 185 M Moderate Moderate Loose 
1/19/07 1310 18 1 51 1 185 M Moderate Moderate Loose 
1/19/07 1312 20 1 33 4 185 M Moderate Moderate Loose 
1/19/07 1313 20 1 40 1 185 M Moderate Moderate Loose 
1/19/07 1314 20 1 55 1 185 M Moderate Moderate Loose 
1/19/07 1315 20 1 42 1 185 M Moderate Moderate Loose 
1/19/07 1320 5 1 7 1 185 M Moderate Moderate Loose 
1/19/07 1321 5 1 22 1 185 M Moderate Moderate Loose 
1/19/07 1322 5 1 35 3 185 M Moderate Moderate Loose 
1/19/07 1324 5 1 24 3 185 M Moderate Moderate Loose 
1/19/07 1325 5 1 23 1 185 M Moderate Moderate Loose 
1/19/07 1326 7 1 66 3 185 M Moderate Moderate Loose 
1/19/07 1327 7 1 51 2 185 M Moderate Moderate Loose 
1/19/07 1328 7 1 57 3 185 M Moderate Moderate Loose 
1/19/07 1330 7 1 76 3 185 M Moderate Moderate Loose 
1/19/07 1338 6 1 34 3 185 M Thick Moderate Loose 
1/19/07 1338 6 1 19 2 185 M Thick Moderate Loose 
1/19/07 1339 6 1 25 3 185 M Thick Moderate Loose 
1/19/07 1340 6 1 37 1 185 M Thick Moderate Loose 
1/19/07 1341 8 1 52 1 185 M Thick Moderate Loose 
1/19/07 1344 8 1 53 2 185 M Thick Moderate Loose 
1/19/07 1345 8 1 42 3 185 M Thick Moderate Loose 
1/19/07 1346 8 1 32 3 185 M Thick Moderate Loose 
1/19/07 1420 6 1 37 3 140 F Thick Moderate Loose 
1/19/07 1421 6 1 34 2 140 F Thick Moderate Loose 
1/19/07 1422 6 1 8 2 140 F Thick Moderate Loose 
1/19/07 1423 6 1 36 1 140 F Thick Moderate Loose 
1/19/07 1424 8 1 48 1 140 F Thick Moderate Loose 
1/19/07 1426 8 1 34 3 140 F Thick Moderate Loose 
1/19/07 1427 8 1 33 1 140 F Thick Moderate Loose 
1/19/07 1428 8 1 20 1 140 F Thick Moderate Loose 
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1/19/07 1431 5 1 8 1 140 F Moderate Moderate Loose 
1/19/07 1432 5 1 18 2 140 F Moderate Moderate Loose 
1/19/07 1433 5 1 19 2, 1 140 F Moderate Moderate Loose 
1/19/07 1434 5 1 15 2, 3 140 F Moderate Moderate Loose 
1/19/07 1435 7 1 90 3 140 F Moderate Moderate Loose 
1/19/07 1437 7 1 55 2 140 F Moderate Moderate Loose 
1/19/07 1438 7 1 53 2 140 F Moderate Moderate Loose 
1/19/07 1439 7 1 30 3 140 F Moderate Moderate Loose 
1/19/07 1441 18 1 13 2 140 F Moderate Moderate Loose 
1/19/07 1442 18 1 19 3 140 F Moderate Moderate Loose 
1/19/07 1443 18 1 26 2 140 F Moderate Moderate Loose 
1/19/07 1444 18 1 12 2 140 F Moderate Moderate Loose 
1/19/07 1445 20 1 74 2 140 F Moderate Moderate Loose 
1/19/07 1446 20 1 31 3, 2, 1 140 F Moderate Moderate Loose 
1/19/07 1447 20 1 20 1 140 F Moderate Moderate Loose 
1/19/07 1450 20 1 15 2 140 F Moderate Moderate Loose 
1/19/07 1455 17 1 17 1 140 F Moderate Moderate Loose 
1/19/07 1456 17 1 16 1 140 F Moderate Moderate Loose 
1/19/07 1458 17 1 88 2 140 F Moderate Moderate Loose 
1/19/07 1500 17 1 12 4 140 F Moderate Moderate Loose 
1/19/07 1501 19 1 55 4 140 F Moderate Moderate Loose 
1/19/07 1502 19 1 80 4 140 F Moderate Moderate Loose 
1/19/07 1503 19 1 23 2 140 F Moderate Moderate Loose 
1/19/07 1505 19 1 69 4, 1 140 F Moderate Moderate Loose 
1/20/07 1311 13 1 25 3 140 F Bare Flat Loose 
1/20/07 1312 13 1 20 4 140 F Bare Flat Loose 
1/20/07 1313 13 1 19 4, 1 140 F Bare Flat Loose 
1/20/07 1314 15 1 50 5 140 F Bare Flat Loose 
1/20/07 1315 15 1 17 1 140 F Bare Flat Loose 
1/20/07 1316 15 1 56 1, 4 140 F Bare Flat Loose 
1/20/07 1317 13 1 27 3, 5, 6 185 M Bare Flat Loose 
1/20/07 1318 13 1 23 1, 4 185 M Bare Flat Loose 
1/20/07 1319 13 1 59 4, 3, 6 185 M Bare Flat Loose 
1/20/07 1320 15 1 48 4 185 M Bare Flat Loose 
1/20/07 1321 15 1 47 1, 4 185 M Bare Flat Loose 
1/20/07 1322 15 1 75 1, 5 185 M Bare Flat Loose 
1/20/07 1324 14 1 14 4 140 F Bare Flat Loose 
1/20/07 1325 14 1 44 4, 3 140 F Bare Flat Loose 
1/20/07 1326 14 1 8 1, 4 140 F Bare Flat Loose 
1/20/07 1327 16 1 35 1 140 F Bare Flat Loose 
1/20/07 1328 16 1 73 1, 6, 5 140 F Bare Flat Loose 
1/20/07 1329 16 1 80 3 140 F Bare Flat Loose 
1/20/07 1330 14 1 35 1 185 M Bare Flat Loose 
1/20/07 1331 14 1 16 6 185 M Bare Flat Loose 
1/20/07 1332 14 1 15 1 185 M Bare Flat Loose 
1/20/07 1333 16 1 74 1, 4 185 M Bare Flat Loose 
1/20/07 1334 16 1 36 1, 4 185 M Bare Flat Loose 
1/20/07 1335 16 1 90 3 185 M Bare Flat Loose 
1/20/07 1336 1 1 22 3 140 F Bare Flat Loose 
1/20/07 1338 1 1 16 1 140 F Bare Flat Loose 
1/20/07 1339 1 1 59 3 140 F Bare Flat Loose 
1/20/07 1340 1 1 13 1 140 F Bare Flat Loose 
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1/20/07 1341 3 1 93 3 140 F Bare Flat Loose 
1/20/07 1342 3 1 95 1 140 F Bare Flat Loose 
1/20/07 1345 3 1 83 3 140 F Bare Flat Loose 
1/20/07 1347 3 1 72 3 140 F Bare Flat Loose 
1/20/07 1351 1 1 54 3 185 M Bare Flat Loose 
1/20/07 1352 1 1 23 3 185 M Bare Flat Loose 
1/20/07 1353 1 1 21 2 185 M Bare Flat Loose 
1/20/07 1354 1 1 31 1 185 M Bare Flat Loose 
1/20/07 1355 3 1 47 1 185 M Bare Flat Loose 
1/20/07 1356 3 1 71 3 185 M Bare Flat Loose 
1/20/07 1357 3 1 42 2 185 M Bare Flat Loose 
1/20/07 1358 3 1 73 3 185 M Bare Flat Loose 
1/20/07 1401 2 1 22 2, 1 140 F Bare Flat Loose 
1/20/07 1402 2 1 46 1 140 F Bare Flat Loose 
1/20/07 1404 2 1 46 2 140 F Bare Flat Loose 
1/20/07 1405 2 1 44 2, 1 140 F Bare Flat Loose 
1/20/07 1406 4 1 71 1 140 F Bare Flat Loose 
1/20/07 1408 4 1 53 1 140 F Bare Flat Loose 
1/20/07 1409 4 1 41 1 140 F Bare Flat Loose 
1/20/07 1410 4 1 31 1 140 F Bare Flat Loose 
1/20/07 1411 2 1 44 2, 3 185 M Bare Flat Loose 
1/20/07 1413 2 1 22 1 185 M Bare Flat Loose 
1/20/07 1414 2 1 17 1 185 M Bare Flat Loose 
1/20/07 1415 2 1 12 1 185 M Bare Flat Loose 
1/20/07 1416 4 1 97 3 185 M Bare Flat Loose 
1/20/07 1418 4 1 39 1 185 M Bare Flat Loose 
1/20/07 1419 4 1 51 2 185 M Bare Flat Loose 
1/20/07 1420 4 1 95 1 185 M Bare Flat Loose 
1/20/07 1423 13 1 33 4 140 F Bare Flat Loose 
1/20/07 1424 15 1 40 2, 1 140 F Bare Flat Loose 
1/20/07 1425 14 1 17 1 140 F Bare Flat Loose 
1/20/07 1427 13 1 39 1 185 M Bare Flat Loose 
1/20/07 1429 15 1 35 1 185 M Bare Flat Loose 
1/20/07 1431 14 1 48 1 185 M Bare Flat Loose 
1/20/07 1432 16 1 47 1, 4, 6 185 M Bare Flat Loose 
3/22/07 953 13 1 30 5,1,4 140 F Moderate Flat Loose 
3/22/07 954 13 1 18 4,5 140 F Moderate Flat Loose 
3/22/07 955 13 1 45 4,5,3 140 F Moderate Flat Loose 
3/22/07 1014 13 1 13 2,5,4 140 F Moderate Flat Loose 
3/22/07 1015 15 1 30 1,5 140 F Moderate Flat Loose 
3/22/07 1016 15 1 33 1 140 F Moderate Flat Loose 
3/22/07 1017 15 1 22 1 140 F Moderate Flat Loose 
3/22/07 1018 15 1 28 2 140 F Moderate Flat Loose 
3/22/07 1019 13 1 5 6,1 185 M Moderate Flat Loose 
3/22/07 1020 13 1 12 4,5 185 M Moderate Flat Loose 
3/22/07 1031 13 1 31 1 185 M Moderate Flat Loose 
3/22/07 1032 13 1 20 2,5 185 M Moderate Flat Loose 
3/22/07 1035 15 1 43 5 185 M Moderate Flat Loose 
3/22/07 1036 15 1 95 3 185 M Moderate Flat Loose 
3/22/07 1104 15 1 21 5 185 M Moderate Flat Loose 
3/22/07 1105 15 1 69 1,5,2 185 M Moderate Flat Loose 
3/22/07 1108 14 1 24 1 140 F Moderate Flat Loose 
 188
3/22/07 1109 14 1 28 1 140 F Moderate Flat Loose 
3/22/07 1110 14 1 26 1,4,5 140 F Moderate Flat Loose 
3/22/07 1111 14 1 27 6,5,4 140 F Moderate Flat Loose 
3/22/07 1112 16 1 43 1,6,5 140 F Moderate Flat Loose 
3/22/07 1113 16 1 35 5,1 140 F Moderate Flat Loose 
3/22/07 1114 16 1 30 1 140 F Moderate Flat Loose 
3/22/07 1115 16 1 30 1,2,5 140 F Moderate Flat Loose 
3/22/07 1116 14 1 37 2,3 185 M Moderate Flat Loose 
3/22/07 1117 14 1 30 2 185 M Moderate Flat Loose 
3/22/07 1118 14 1 31 2 185 M Moderate Flat Loose 
3/22/07 1119 14 1 25 5,2,3 185 M Moderate Flat Loose 
3/22/07 1120 16 1 32 6,1 185 M Moderate Flat Loose 
3/22/07 1121 16 1 76 2,3 185 M Moderate Flat Loose 
3/22/07 1122 16 1 32 4,2 185 M Moderate Flat Loose 
3/22/07 1123 16 1 35 3 185 M Moderate Flat Loose 
3/22/07 1124 1 1 25 2 140 F Moderate Flat Loose 
3/22/07 1125 1 1 20 2 140 F Moderate Flat Loose 
3/22/07 1126 1 1 27 2 140 F Moderate Flat Loose 
3/22/07 1127 1 1 31 1,2 140 F Moderate Flat Loose 
3/22/07 1128 3 1 68 1 140 F Moderate Flat Loose 
3/22/07 1129 3 1 71 2 140 F Moderate Flat Loose 
3/22/07 1130 3 1 83 3,1 140 F Moderate Flat Loose 
3/22/07 1131 3 1 27 2,3 140 F Moderate Flat Loose 
3/22/07 1134 1 1 43 2,3 185 M Moderate Flat Loose 
3/22/07 1135 1 1 46 1 185 M Moderate Flat Loose 
3/22/07 1136 1 1 20 2,3 185 M Moderate Flat Loose 
3/22/07 1137 1 1 19 2,3 185 M Moderate Flat Loose 
3/22/07 1138 3 1 47 1,3 185 M Moderate Flat Loose 
3/22/07 1139 3 1 31 1 185 M Moderate Flat Loose 
3/22/07 1140 3 1 42 2 185 M Moderate Flat Loose 
3/22/07 1141 3 1 36 3 185 M Moderate Flat Loose 
3/22/07 1144 2 1 41 3 140 F Moderate Flat Loose 
3/22/07 1145 2 1 30 1 140 F Moderate Flat Loose 
3/22/07 1146 2 1 47 1,2 140 F Moderate Flat Loose 
3/22/07 1148 2 1 38 1 140 F Moderate Flat Loose 
3/22/07 1149 4 1 50 1,2 140 F Moderate Flat Loose 
3/22/07 1150 4 1 46 2 140 F Moderate Flat Loose 
3/22/07 1151 4 1 37 3 140 F Moderate Flat Loose 
3/22/07 1152 4 1 35 1 140 F Moderate Flat Loose 
3/22/07 1153 2 1 12 3 185 M Moderate Flat Loose 
3/22/07 1154 2 1 44 1 185 M Moderate Flat Loose 
3/22/07 1155 2 1 50 2 185 M Moderate Flat Loose 
3/22/07 1156 2 1 26 1 185 M Moderate Flat Loose 
3/22/07 1157 4 1 55 1 185 M Moderate Flat Loose 
3/22/07 1158 4 1 57 1 185 M Moderate Flat Loose 
3/22/07 1159 4 1 59 1 185 M Moderate Flat Loose 
3/22/07 1200 4 1 92 2 185 M Moderate Flat Loose 
3/26/07 845 17 1 45 4,5 140 F Moderate Flat Loose 
3/26/07 846 17 1 45 5,2 140 F Moderate Flat Loose 
3/26/07 847 17 1 10 1,4 140 F Moderate Flat Loose 
3/26/07 848 17 1 17 1 140 F Moderate Flat Loose 
3/26/07 849 19 1 39 5 140 F Moderate Flat Loose 
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3/26/07 850 19 1 47 1 140 F Moderate Flat Loose 
3/26/07 851 19 1 36 5,4 140 F Moderate Flat Loose 
3/26/07 852 19 1 21 1 140 F Moderate Flat Loose 
3/26/07 853 17 1 20 5 185 M Moderate Flat Loose 
3/26/07 854 17 1 31 1 185 M Moderate Flat Loose 
3/26/07 855 17 1 9 1 185 M Moderate Flat Loose 
3/26/07 856 17 1 11 4 185 M Moderate Flat Loose 
3/26/07 857 19 1 29 6 185 M Moderate Flat Loose 
3/26/07 858 19 1 54 4 185 M Moderate Flat Loose 
3/26/07 859 19 1 28 1,4 185 M Moderate Flat Loose 
3/26/07 900 19 1 69 2 185 M Moderate Flat Loose 
3/26/07 903 18 1 30 4 140 F Moderate Flat Loose 
3/26/07 904 18 1 25 4 140 F Moderate Flat Loose 
3/26/07 905 18 1 49 1,2 140 F Moderate Flat Loose 
3/26/07 906 18 1 48 2,3 140 F Moderate Flat Loose 
3/26/07 907 20 1 45 4 140 F Moderate Flat Loose 
3/26/07 908 20 1 30 4 140 F Moderate Flat Loose 
3/26/07 909 20 1 80 3,5,6 140 F Moderate Flat Loose 
3/26/07 910 20 1 40 1,2 140 F Moderate Flat Loose 
3/26/07 913 18 1 15 4 185 M Moderate Flat Loose 
3/26/07 914 18 1 26 1 185 M Moderate Flat Loose 
3/26/07 915 18 1 45 1,2 185 M Moderate Flat Loose 
3/26/07 916 18 1 41 2 185 M Moderate Flat Loose 
3/26/07 917 20 1 49 1 185 M Moderate Flat Loose 
3/26/07 918 20 1 78 5,2 185 M Moderate Flat Loose 
3/26/07 919 20 1 70 2 185 M Moderate Flat Loose 
3/26/07 920 20 1 79 2 185 M Moderate Flat Loose 
3/26/07 922 5 1 50 2 140 F Moderate Flat Loose 
3/26/07 923 5 1 21 1 140 F Moderate Flat Loose 
3/26/07 924 5 1 45 2,1 140 F Moderate Flat Loose 
3/26/07 925 5 1 70 2 140 F Moderate Flat Loose 
3/26/07 926 7 1 67 1 140 F Moderate Flat Loose 
3/26/07 927 7 1 82 2 140 F Moderate Flat Loose 
3/26/07 928 7 1 128 2 140 F Moderate Flat Loose 
3/26/07 930 7 1 91 2 140 F Moderate Flat Loose 
3/26/07 933 5 1 75 2 185 M Moderate Flat Loose 
3/26/07 934 5 1 29 1 185 M Moderate Flat Loose 
3/26/07 935 5 1 27 2 185 M Moderate Flat Loose 
3/26/07 936 5 1 51 1,2 185 M Moderate Flat Loose 
3/26/07 937 7 1 66 2 185 M Moderate Flat Loose 
3/26/07 938 7 1 49 2 185 M Moderate Flat Loose 
3/26/07 939 7 1 90 2 185 M Moderate Flat Loose 
3/26/07 940 7 1 41 1 185 M Moderate Flat Loose 
3/26/07 942 6 1 62 2 140 F Moderate Flat Loose 
3/26/07 944 6 1 64 2,3 140 F Moderate Flat Loose 
3/26/07 945 6 1 61 2 140 F Moderate Flat Loose 
3/26/07 946 6 1 39 1 140 F Moderate Flat Loose 
3/26/07 947 8 1 99 2 140 F Moderate Flat Loose 
3/26/07 948 8 1 49 1 140 F Moderate Flat Loose 
3/26/07 949 8 1 93 2 140 F Moderate Flat Loose 
3/26/07 951 8 1 42 2 140 F Moderate Flat Loose 
3/26/07 953 6 1 19 2 185 M Moderate Flat Loose 
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3/26/07 954 6 1 52 2 185 M Moderate Flat Loose 
3/26/07 955 6 1 82 2 185 M Moderate Flat Loose 
3/26/07 956 6 1 41 1 185 M Moderate Flat Loose 
3/26/07 957 8 1 29 1 185 M Moderate Flat Loose 
3/26/07 958 8 1 44 1 185 M Moderate Flat Loose 
3/26/07 959 8 1 50 2 185 M Moderate Flat Loose 
3/26/07 1000 8 1 85 2 185 M Moderate Flat Loose 
3/28/07 1057 21 1 48 4 140 F Moderate Flat Loose 
3/28/07 1058 21 1 27 5 140 F Moderate Flat Loose 
3/28/07 1059 23 1 50 5,1 140 F Moderate Flat Loose 
3/28/07 1100 23 1 57 2 140 F Moderate Flat Loose 
3/28/07 1101 22 1 39 4 140 F Moderate Flat Loose 
3/28/07 1102 22 1 38 4 140 F Moderate Flat Loose 
3/28/07 1103 24 1 40 4,6,1 140 F Moderate Flat Loose 
3/28/07 1104 24 1 50 4 140 F Moderate Flat Loose 
3/28/07 1105 9 1 46 2 140 F Moderate Flat Loose 
3/28/07 1106 9 1 25 1 140 F Moderate Flat Loose 
3/28/07 1107 11 1 108 2 140 F Moderate Flat Loose 
3/28/07 1108 11 1 106 2 140 F Moderate Flat Loose 
3/28/07 1110 10 1 23 1 140 F Moderate Flat Loose 
3/28/07 1111 10 1 98 2 140 F Moderate Flat Loose 
3/28/07 1112 12 1 33 1 140 F Moderate Flat Loose 
3/28/07 1113 12 1 146 3 140 F Moderate Flat Loose 
3/28/07 1122 21 1 23 1 185 M Moderate Flat Loose 
3/28/07 1123 21 1 31 4 185 M Moderate Flat Loose 
3/28/07 1124 23 1 54 4 185 M Moderate Flat Loose 
3/28/07 1125 23 1 41 5,4 185 M Moderate Flat Loose 
3/28/07 1126 22 1 23 4,1 185 M Moderate Flat Loose 
3/28/07 1127 22 1 18 2 185 M Moderate Flat Loose 
3/28/07 1128 24 1 34 1 185 M Moderate Flat Loose 
3/28/07 1129 24 1 51 4 185 M Moderate Flat Loose 
3/28/07 1130 9 1 49 2 185 M Moderate Flat Loose 
3/28/07 1131 9 1 44 1 185 M Moderate Flat Loose 
3/28/07 1132 11 1 103 1 185 M Moderate Flat Loose 
3/28/07 1133 11 1 79 2 185 M Moderate Flat Loose 
3/28/07 1134 10 1 64 2 185 M Moderate Flat Loose 
3/28/07 1135 10 1 70 2 185 M Moderate Flat Loose 
3/28/07 1136 12 1 91 1 185 M Moderate Flat Loose 
3/28/07 1137 12 1 150 2 185 M Moderate Flat Loose 
3/28/07 1138 21 1 25 4,1 185 M Moderate Flat Loose 
3/28/07 1139 21 1 27 4 185 M Moderate Flat Loose 
3/28/07 1141 23 1 60 1 185 M Moderate Flat Loose 
3/28/07 1143 23 1 40 2 185 M Moderate Flat Loose 
3/28/07 1144 22 1 25 1,2,4 185 M Moderate Flat Loose 
3/28/07 1145 22 1 25 4,1 185 M Moderate Flat Loose 
3/28/07 1146 24 1 33 5 185 M Moderate Flat Loose 
3/28/07 1147 24 1 50 2 185 M Moderate Flat Loose 
3/28/07 1148 9 1 49 2 185 M Moderate Flat Loose 
3/28/07 1150 9 1 44 1 185 M Moderate Flat Loose 
3/28/07 1151 11 1 103 1 185 M Moderate Flat Loose 
3/28/07 1152 11 1 79 2 185 M Moderate Flat Loose 
3/28/07 1153 10 1 64 2 185 M Moderate Flat Loose 
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3/28/07 1155 10 1 70 2 185 M Moderate Flat Loose 
3/28/07 1156 12 1 91 1 185 M Moderate Flat Loose 
3/28/07 1157 12 1 150 2 185 M Moderate Flat Loose 
3/28/07 1159 21 1 45 2 140 F Moderate Flat Loose 
3/28/07 1200 21 1 25 1,4 140 F Moderate Flat Loose 
3/28/07 1201 23 1 58 2 140 F Moderate Flat Loose 
3/28/07 1202 23 1 61 2,3 140 F Moderate Flat Loose 
3/28/07 1203 22 1 37 1,4,2 140 F Moderate Flat Loose 
3/28/07 1204 22 1 32 4,2 140 F Moderate Flat Loose 
3/28/07 1205 24 1 48 1 140 F Moderate Flat Loose 
3/28/07 1207 24 1 56 2 140 F Moderate Flat Loose 
3/28/07 1208 9 1 49 2 140 F Moderate Flat Loose 
3/28/07 1209 9 1 45 1 140 F Moderate Flat Loose 
3/28/07 1210 11 1 110 2,3 140 F Moderate Flat Loose 
3/28/07 1211 11 1 101 3 140 F Moderate Flat Loose 
3/28/07 1212 10 1 22 2 140 F Moderate Flat Loose 
3/28/07 1213 10 1 100 2,3 140 F Moderate Flat Loose 
3/28/07 1214 12 1 65 1 140 F Moderate Flat Loose 
3/28/07 1215 12 1 99 3 140 F Moderate Flat Loose 
Note: Ranges with * annotation were maximum distance 
observations beyond the ability to accurately measure and 
were not included in the regression analysis. 
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