ABSTRACT Alternating least squares (ALS) and its variations are the most commonly used algorithms for the PARAFAC decomposition of a tensor. However, it is still troubled for one how to accelerate the ALS algorithm with the reduced computational complexity. In this paper, a new acceleration method for the ALS with a matrix polynomial predictive model (MPPM) is proposed. In the MPPM, a matrix-valued function is first approximated by a matrix polynomial. It is shown that the future value of the function can be predicted by an FIR filter with the coefficients determined offline. By viewing each factor matrix of a tensor as a matrix-valued function, a new ALS algorithm, the ALS-MPPM algorithm, is then given. Analyses show that our ALS-MPPM algorithm is of low computational complexity and a close relation with the existing ALS algorithms. Moreover, to further accelerate the convergence of the proposed algorithm, a new technique called the multi-model (MM) prediction is also introduced. While the analytical results are verified by the numerical simulations, it is also shown that our ALS-MPPM outperforms the existing ALS-based algorithms in terms of the rate of convergence.
I. INTRODUCTION
It is well known that tensors, or multidimensional arrays, are commonly used in many areas such as the Direct SequenceCode Division Multiple Access (DS-CDMA) [1] , Multiple Input Multiple Output (MIMO) radar [2] , [3] , Space Time Adaptive Processing (STAP) [4] , and Multidimensional Harmonic Retrieval (MHR) [5] . To make use of the structural advantages brought by the multidimensional data, tensor based methods for modeling and/or processing them have also been reported for such applications in the recent years [6] [7] , [8] . Among those methods, the PARAllel FACtor (PARAFAC) decomposition [9] , also known as the Canonical Polyadic Decomposition (CPD) [10] , or the CANonical DECOMPosition (CANDECOMP) [11] , is one of the most widely used tools.
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In the PARAFAC decomposition, an N-way array is factorized into the sum of vector outer products. Its essential uniqueness (i.e., the uniqueness with scaling and permutation ambiguity) [12] under mild conditions makes it powerful for many applications. The most commonly used algorithm for the PARAFAC decomposition is the Alternating Least Squares (ALS) [9] , [11] . The ALS updates one factor matrix at a time. All factor matrices are updated alternately. The ALS can intuitively be understood and simply be implemented. Nevertheless, the ALS may take numerous iterations to converge, depending on the data and the used initial condition [13] . The ALS may also run into the so-called two-factor degeneracy (2FD) [14] or the swamp [15] issues, where the algorithm ceases to converge for numerous iterations. To speed up the convergence of ALS, the Line Search (LS) [16] , [17] and Enhanced Line Search (ELS) [18] , [19] approaches have been introduced. At the beginning of each iteration, the (E)LS predicts the factor matrices of a tensor along the direction determined by their previous estimates, resulting in a significant acceleration of the convergence. However, the coefficient in the LS is usually determined empirically, whereas the one in the ELS is obtained by solving a high-degree polynomial equation with a heavy computation load. Recently, a new approach, the Partitioned Alternating Least Squares (PALS) [20] , has been reported. The PALS takes advantage of the multilinear property of the PARAFAC decomposition and partitions the factor matrices into several blocks so that the blocks of different factor matrices can be updated jointly. The PALS reported is much faster than the ALS in some difficult situations. In [21] , another variation of the ALS algorithm based on the randomized projection has been proposed. The randomized ALS algorithm is said to improve the conditioning of the linear system, with the cost of the lost of the monotonicity. Other PARAFAC algorithms include Alternating Slicewise Diagonalization (ASD) [22] , damped Gauss-Newton (dGN) [23] , Direct TriLinear Decomposition (DTLD) [24] , Levenberg-Marquardt (LM) algorithm [25] , etc. The surveys given in [26] , [27] show that the ALS algorithm is still the best one in terms of the quality of the solution. In the past few years, algorithms with prior statistical and/or deterministic information have also been provided for obtaining better estimates in some specific PARAFAC problems [28] . However, these algorithms are application-oriented, such as orthogonal constraints [10] , missing values [29] , and specific prior distributions [30] , which may limit their applications. With the development of neural networks and machine learning, a neural network based algorithm for rank-1 tensor approximation [31] has also been proposed. Unfortunately, the algorithm usually converges to a local minima. Although they earn huge success in their own applications, the ALS-based algorithms are still the most widely used PARAFAC algorithms.
In this paper, a new acceleration technique for the ALS algorithm, called as the Matrix Polynomial Predictive Model (MPPM), is proposed. The MPPM is developed from its scalar version [32] . The scalar version assumes that, when a function is described by a polynomial, its future value can be predicted by its previous ones with an FIR filter. It is, here, shown that any matrix-valued function can also be approximated by our MPPM. Moreover, the optimal coefficients of the filter in the MPPM illustrated can be determined in advance. When our MPPM is incorporated with the ALS algorithm, a new algorithm called as the ALS-MPPM is given. The technical details of our ALS-MPPM algorithm, including the principle of the acceleration of the convergence, the verification and handling of the prediction failures, the relation to the existing ALS-based algorithms, and the computational complexity are analyzed and discussed. In addition, the Multi-Model (MM) prediction strategy is introduced to further accelerate the convergence of the algorithm. Numerical simulations under different scenarios, including a collinear case, are conducted to verify our analytical results. The results show that our ALS-MPPM algorithm outperforms all existing ALS-based algorithms.
The preliminary work of the ALS-MPPM algorithm is reported in a conference paper [33] .
The rest of the paper is organized as follows. The preliminaries of this paper, including the PARAFAC decomposition and the ALS algorithm, are reviewed in Section II. The MPPM, the derivation of its coefficients, and the ALS-MPPM algorithm are introduced in Section III. In Section IV, the technical details of the ALS-MPPM algorithm are analyzed and discussed. The results of the numerical simulations are presented in Section V. Finally, conclusions are drawn in Section VI.
Notation: The lowercase letters x, lowercase boldface letters x, boldface capitals X, and calligraphic letters X denote the scalars, vectors, matrices, and tensors, respectively. The superscripts * , T , and H stand for the conjugate, transpose, and Hermitian transpose respectively. The symbols , and • respectively denote the Khatri-Rao, and vectorouter products. The symbol
A (m) is also employed for Hadamard (entry-wise) products. The norm and determinant of a matrix are denoted by · and | · | respectively. vec(·) indicates the operation that stacks the columns of a matrix or tensor into a long vector. tr(·) stands for the trace of a matrix. diag(x) signifies a diagonal matrix that holds x on its diagonal. I n denotes an n × n identity matrix.
II. PRELIMINARIES A. PARAFAC DECOMPOSITION
Given an N -way tensor X ∈ C I 1 ×···×I N , the PARAFAC decomposition factorizes it into a sum of vector outer product as [12] 
where the minimal positive integer R holding for the equation is called as the rank of X , and a (n) r ∈ C I n , r = 1, · · · , R, n = 1, · · · , N are the components of the decomposition. The PARAFAC decomposition can also be written in an elementwise form as [34] 
Define the factor matrices A (n) by combing the vector components as
R , the PARAFAC decomposition can be turned into a matricized form as [12] 
where X (n) denotes the mode-n matricization of X . The matricization maps tensor element (i 1 , · · · , i N ) to matrix element (i n , j) with
The PARAFAC decomposition can also be compactly expressed as
For other forms of the PARAFAC decomposition, please refer to [12] , [34] for details.
B. ALTERNATING LEAST SQUARES
The goal of the PARAFAC decomposition of X is to find the R components a
, or equivalently, the factor matrices A (1) , · · · , A (N ) that best approximate X . The PARAFAC decomposition can then be written as an optimization problem [12] 
The Alternating Least Squares (ALS) algorithm [9] , [11] updates one factor matrix at a time by keeping the others fixed. All factor matrices are alternately updated until some convergence criterion is met. By doing so, the optimization problem (6) becomes a linear least squares problem. Consider the matricized form of the PARAFAC decomposition (3), the optimization problem can be rewritten in matrix form as min
The optimal solution of (7) is simply given by
which can also be obtained by a faster implementation as
The ALS algorithm for solving the PARAFAC decomposition of an N -way tensor X is summarized in Algorithm 1. The normalization step in the algorithm can be achieved by
where
Algorithm 1 ALS
Input: tensor data X , and tensor rank R Initialize factor matrices A (n)
end for Normalize the factor matrices (optional);
III. MATRIX POLYNOMIAL PREDICTIVE MODEL
In this section, a matrix-valued polynomial model is established. It is shown that the polynomial model can be predicted using an FIR filter, whose coefficients can be determined offline. When the proposed model is incorporated with the ALS algorithm, a new algorithm, the ALS-MPPM, is proposed.
A. MATRIX-VALUED POLYNOMIAL MODEL
Consider a continuous real-valued matrix function
can be approximated by a polynomial P uv according to the Weierstrass approximation theorem [35] . Assume P uv is truncated at degree M and let p uv (0) , · · · , p uv (M ) be the coefficients of the truncated polynomial. Without loss of generality, f uv (x) can be written as
where n uv (x) denotes the error of the approximation. Define
can then be approximated by
If x is uniformly sampled with x k = kT , where T = 1 is a normalized sampling interval, (12) can be turned into a discrete version as
After such a discretization, the elements of F (k), f uv (k), can be predicted by an FIR filter as [36] 
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Following (14), a matrix-valued FIR filter
can be constructed. Equation (15) is called the Matrix Polynomial Predictive Model (MPPM), when F (k) is approximated by a polynomial as shown in (13).
B. COEFFICIENTS DERIVATION
In order to make the MPPM work, the coefficients
L of the FIR filter should be determined first. When F (k) is described as (13), (15) with the MPPM can be rewritten as (15) is substituted by its polynomial approximation (13) . Equation (16) can be further turned into the following two sets of equations
and
By exchanging the summation on the right side of (17), one can obtain M + 1 separate equations as
It is obvious that the equality holds when
which can further be simplified as When L = M + 1, the unknown coefficients h M (l) can be obtained by solving the following equation
On the other hand, (21) is underdetermined when L > M +1.
In such cases, an optimization problem can be constructed by introducing an object function of h M (l). Meanwhile, (21) becomes a set of constraints of such an optimization problem. A viable object function is to minimize the error gain of the prediction filter. Assume that the error in each sample is independent with each other, the power gain for the errors can then be given by
This minimization problem can be solved using the method of the Lagrange multiplier as [37] 
and λ m can be solved from the following equation [38] 
l m . The optimal coefficients for the polynomials with M ≤ 2 are provided here. The simplest case is when M = 0, i.e., the matrix signal is assumed constant. In this situation, the optimal coefficients of the filter are given as [33] 
Meanwhile, F (k) can be predicted by the mean of the previous L values. When M = 1 and 2, the optimal coefficients are respectively given as [38] 
From (28) to (30), it can be seen that the coefficients of the FIR filter can be obtained once L and M are determined, which means that they can be calculated offline. For the same reason, these coefficients may also apply to complex-valued cases. It should also be noted that (28) to (30) are the same solutions as (22) when L = M + 1.
N denote the estimates of the corresponding factor matrices A (n) in the k-th iteration of the ALS. It is intuitive to treat A
k can be approximated by a matrix polynomial as shown in (13) and predicted by its previous L estimates A ( 
k−1 are taken as the known values for the next iteration of the ALS, a new version of the ALS algorithm, denoted as ALS-MPPM, is found. The ALS-MPPM algorithm is summarized in Algorithm 2. The technical details of the ALS-MPPM algorithm will be discussed in the next section.
IV. TECHNICAL DETAILS OF ALS-MPPM
In this section, the technical details of the ALS-MPPM algorithm, including the principle behind the convergence acceleration, the verification and handling of the prediction failure, the relation to the existing ALS-based algorithms and computational complexity will be analyzed and discussed. A new prediction strategy, the Multi-Model (MM) prediction, is also introduced.
A. CONVERGENCE ACCELERATION AND PREDICTION FAILURE
The coefficients of the MPPM are derived by minimizing the power gain for the approximation error. The minimization of the error itself is not guaranteed. Therefore, the performance of the prediction in ALS-MPPM is solely decided by the quality of the polynomial approximation of the factor matrices A (n) , n = 1, · · · , N with their previous estimates A
and A (n) can be 'well' described by the assumed polynomial, the MPPM will deliver a 'good' prediction A (n)− k , which is 'close' to the true value of A (n) . As long as A (n)− k is closer Algorithm 2 ALS-MPPM Input: tensor data X , tensor rank R, degree of the matrix polynomial M , and the length of the FIR filter L.
Initialize factor matrices A
Update
end for Normalize the factor matrices (optional); Calculate ε k ; Update the collection of previous estimates
k−1 , the convergence will be accelerated by replacing A (n) k−1 with A (n)− k in the k-th iteration of ALS. Otherwise, a 'poor' prediction is generated, which is 'farther' from the true value of A (n) than A (n) k−1 . In such cases, the prediction fails. In this sense, the direct way to determine the quality of the polynomial approximation and the prediction is to calculate the squared error
k−1 , the prediction can be viewed as a better one and then the convergence can be accelerated. However, calculating (n)− k inevitably requires the true value of the factor matrices, which is impossible in the PARAFAC decomposition. Instead, the squared error of X (n) can serve as an evaluation criterion to decide the success or failure of the prediction of all the factor matrices by constructing a predicted tensor X
where X − (n),k denotes the mode-n unfolding of X − k . When the prediction fails, the poor predictions will cause a serious performance drawback as illustrated in Figure 1 , where x t k , k = 0, 1, · · · = x denote the true value of x at instant k. As shown in Figure 1 , if failed predictions are used in the ALS-MPPM algorithm, it could take several extra iterations to counteract the increase of the squared error. Therefore, the prediction failures should be avoided at all time. To do so, a validation step is needed after the prediction, as shown in Algorithm 2. The simplest way to handle the prediction failure is to discard the poor prediction, i.e., discard the predicted A
In this case, the effect of the iteration will be the same as the standard ALS algorithm. Since the convergence is accelerated when the prediction succeeds, it is guaranteed that the ALS-MPPM will take less iterations than the standard ALS does.
B. MULTI-MODEL PREDICTION
In our ALS-MPPM algorithm, the MPPM obtained generally employs a fixed degree of the polynomial and length of the FIR filter. When the predictions succeed, the MPPM with a higher degree will approach the convergence faster than the MPPM with a lower one does. Meanwhile, the possibility of prediction failure will also become much higher, which slows down the convergence. Therefore, it may be tricky to find a proper MPPM that provides the best performance at all time. To do so, a prediction strategy called the Multi-Model (MM) prediction is introduced here. Namely, multiple MPPMs with different degrees of the polynomial and different length of the FIR filter are used to predict the factor matrices in parallel.
Assume that P models are used in a MM prediction process. The first step is to predict the factor matrices in parallel. Let the predicted factor matrices of the p-th model be denoted as A 
C. RELATION TO THE EXISTING ALS ALGORITHMS
As a new variant of the ALS-based algorithms, the proposed ALS-MPPM algorithm is closely related to the existing ones.
1) ALS
When M = 0 and L = 1, the coefficient of the MPPM becomes h 0 (1) = 1 according to (28) . In this case, the prediction can be written as
which makes the ALS-MPPM equivalent to the original ALS algorithm. In other words, the ALS can be seen as a special case of the ALS-MPPM.
2) ALS-(E)LS
When M = 1 and L = 2, the coefficients of the MPPM can be calculated by (29) as h 1 (1) = 2 and h 1 (2) = −1. The prediction then becomes
which can be turned into the form of
It can be seen that (34) shares the same form as the (Enhanced) Line Search ((E)LS) techniques given in [16] - [19] with a relaxation factor of 2, which is the maximum number allowed in the LS algorithm. It implies that our ALS-MPPM will converge much faster than the existing LS algorithms. Moreover, the relaxation factor in the LS algorithm is usually chosen empirically, for example, taking k 1/3 as given in [17] or 1.2-1.3 as reported in [16] , while the VOLUME 7, 2019
Algorithm 3 ALS-MPPM-MM Input: Given: tensor data X , tensor rank R, degree of the matrix polynomial M 1 , · · · , M P , and the length of the FIR filter
coefficients in our MPPM are deterministic and mathematically sound. On the other hand, unlike the ELS, the MPPM does not need to solve a high-degree polynomial equation, which means that the MPPM takes less computations than the ELS does in each iteration.
D. COMPUTATIONAL COMPLEXITY
According to the analysis of computational complexity in [18] , the standard ALS update (8) for all N factor matrices takes J . Therefore, the MM prediction takes about P times the multiplications than the MPPM or LS does. In contrast, the prediction step of ELS requires
3 ) multiplications in total. Note that the computation of the Khatri-Rao product is not taken into account in the original paper of the ELS [18] due to the element-wise expressions. The primary burden of the ELS is the calculation of the coefficients of the polynomial equation, which includes 2 N −1 Khatri-Rao products of cross terms, 2 N matrix products for tensor construction, and (N 2 + 3N + 2)/2 vector norms of the vectorized tensor. Therefore, the computational complexity of ELS is about 2 N times of the one of our MPPM. However, the implementation of the ALS-MPPM inevitably includes extra operations, e.g., if-else conditions, for loops, and preallocation of the intermediate variables, which means the ALS-MPPM algorithm may take more time than expected. Such extra computation time depends on the implementation, the architecture of the CPU, the runtime platform and other exterior factors. Therefore, its impact cannot be calculated explicitly. Table 1 shows the summarization of the computational complexity of the ALS-based algorithms.
For instance, given a third-order tensor of size 10×10×10 and rank R = 3, the standard and fast ALS update take 29637 and 10850 multiplications per iteration, respectively, whereas the LS, ELS, and MPPM with M = 2 and L = 3 take 4390, 35415, and 4570 additional multiplications, respectively. Moreover, the convergence determination and normalization step take 4300 and 198 multiplications. In this case, a whole ALS iteration takes about 15348 multiplications. The ALS-MPPM algorithm takes about 30% more time than the ALS algorithm with fast update, while the ALS-ELS algorithm takes about 230% more time.
V. NUMERICAL SIMULATIONS
In this section, several numerical simulations will be conducted to verify the performance of the proposed ALS-MPPM algorithm and the MM prediction. All the simulations are performed in MATLAB R2015b running on an Intel i7-4770 3.4GHz CPU. A 1% truncated mean of the data is taken as the ensemble average for each simulation to rule out the impact of potential numerical issues, e.g. 2FD [14] and swamp [15] , where two or more factors become highly collinear. For each simulation, 2000 tensor samples are randomly generated, which means 20 worst results are discarded. The convergence is considered reached if any of the following criteria is met:
• Normalized Mean Squared Error (NMSE) lower bound ε min = 10 −8 ;
; where the NMSE is calculated by
In addition, number of iterations is limited to K = 5000 to keep the algorithms from 'infinite loop' when they encounter the 2FD or swamp phenomena.
A. DIFFERENCE CONFIGURATIONS
The first scenario is to test the performance of different configurations of the ALS-MPPM algorithm. The test data is generated by
+ V, where V = σV is an additive zero-mean Gaussian noise.V is drawn from a standard Normal distribution and σ is used to simulate different signal-to-noise ratios (SNRs). The SNR (in dB) is defined by
The elements of all factor matrices are drawn from a uniform distribution on [0, 1], i.e., a
Given each tensor sample, the following configurations of ALS-MPPM are applied:
, where the MPPM with M = 0, L = 1 is served as the baseline algorithm, since it is equivalent to the ALS algorithm. All these algorithms are evaluated in two rounds of tests.
In the first test, each data sample is a third-order tensor with I 1 = I 2 = I 3 = 10 and R = 3. The SNR ranges from −10dB to 50dB with a step of 5dB. Figure 2 (a) shows the number of iterations of the aforementioned configurations of the ALS-MPPM algorithm. It can be seen that all other configurations of the ALS-MPPM algorithm take much less iterations to convergence than the baseline does. To be more intuitive, the Acceleration Ratio is defined as
where K baseline and K test stand for the number of iterations of the baseline and the test algorithm, respectively. The fewer iterations an algorithm takes, the higher the Acceleration Ratio will be, as shown in Figure 2 (b) . Among the algorithms, the MPPM-MM is considered the best one in terms of the number of iterations. However, due to its higher complexity, it takes more time than other algorithms, as illustrated in Figure 2 (c). It is also worth noticing that the MPPM with a higher degree or a longer filter does not necessarily guarantee a less number of iterations, mainly due to its higher possibility of prediction failures, as shown in Figure 2 (d) . The second test is to decompose fourth-order tensors with I 1 = I 2 = I 3 = I 4 = 10 and R = 3. The SNR range remains the same as the first test. Figure 3 shows the results of the test. It can be seen that the results are similar to the ones of the first test. The MPPM-MM is still the best algorithm in terms of the number of iterations. However, the increase of the size of the tensor samples means the decrease of the possibility of collinearity in the ALS, which results in the decrease of the acceleration ratio.
B. AGAINST OTHER PARAFAC ALGORITHMS
The second scenario is to test the ALS-MPPM algorithm against other existing ALS-based algorithms. The test conditions are the same as the first test in the previous subsection. For each tensor sample, the following algorithms will be applied in this test:
• ALS: the classic ALS algorithm (baseline); VOLUME 7, 2019 FIGURE 2. Average number of iterations, acceleration ratio, CPU time, and rate of prediction failure of different configurations of ALS-MPPM for third-order tensors under different SNR conditions. All tensors are randomly initialized.
• ALS-MPPM-M1: the ALS-MPPM algorithm with M = 1, L = 2;
• ALS-MPPM-M2: the ALS-MPPM algorithm with M = 2, L = 3; • ALS-MPPM-MM: the ALS-MPPM algorithm with multi-model strategy;
• ALS-LSB: the ALS algorithm with LS acceleration in Bro's method [17] ; • ALS-LSH: the ALS algorithm with LS acceleration in Harshman's method [16] ;
• ALS-ELS: the ALS algorithm with ELS acceleration [18] ;
• PALS-ELS: the Partitioned ALS algorithm with ELS acceleration [20] . Figure 4 shows the results of this test. It can be observed that the ALS-MPPM-MM algorithm is the best in terms of number of iterations in all conditions, while the other two configurations of ALS-MPPM share almost identical results of ALS-LSH. In contrast, ALS-ELS is considered the worst in terms of number of iterations among all accelerative algorithms, whereas the PALS-ELS takes much more time than other algorithms. In our implementation of these algorithms, the baseline ALS algorithm takes about 1.02 × 10 −4 seconds per iteration, while the CPU time for ALS-MPPM, ALS-MPPM-MM, ALS-LSB/LSH, and ALS-ELS are 
C. BOTTLENECKS
A 'bottleneck' situation [39] is when one of the factor matrices in the optimal solution is of two or more collinear columns [18] . When bottleneck happens in multiple factor matrices, such situation is called multiple-bottleneck. Solving PARAFAC decomposition with bottlenecks usually takes more time. Here, a 3-D PARAFAC model with double bottleneck is considered. The size and the rank of the tensor remain the same as the previous tests. Two of the factor matrices are set to have two collinear columns in the following way. VOLUME 7, 2019 Firstly, A (1) and A (2) are randomly generated in size of 10 × 3. Then the third column of these two matrices are transformed as
where c is a free parameter, which is set as c = 0.95 in this test. By doing so, both A (1) and A (2) now have two highly collinear columns. Moreover, A (3) is randomly generated of size 10 × 3. In this test, the maximum number of iterations is extended to K = 10000 for full convergence. The SNR range remains the same as the previous simulations. 50 random tensor samples are generated under each SNR condition. For each tensor, the algorithms start from 100 random initial guesses. The average number of iterations, CPU time, and acceleration ratio are shown in Figure 5 .
Because of the difficulties raised by the double bottleneck situation, the standard ALS algorithm takes much more iterations, and therefore much more time, to converge, resulting in a significant increase of the acceleration ratio. Of all the algorithms, the proposed ALS-MPPM algorithm is still the fastest one in this test, although the performance gap between our ALS-MPPM and other algorithms is greatly reduced.
VI. CONCLUSION
A new acceleration method for the ALS algorithm, called as the MPPM, has been proposed. The MPPM approximates a matrix-valued function by a matrix polynomial. It is shown that the future value of a matrix polynomial can be predicted using an FIR filter, whose coefficients can be determined offline. When the factor matrices in each iteration of ALS are seen as matrix polynomial functions, a new ALS algorithm, the ALS-MPPM algorithm, has been proposed. Analyses show that the speed of the convergence is closely related to the quality of the polynomial approximation. When the prediction fails, a simple solution has been provided to handle such failure. To further accelerate the convergence of the ALS-MPPM algorithm, a Multi-Model prediction technique has also been introduced. Moreover, the relationship between our ALS-MPPM and the existing ALS-based algorithms has been analyzed and discussed. It is illustrated that our ALS-MPPM is of a low computational complexity. The results of numerical simulations show that the proposed ALS-MPPM outperforms the existing ALS-based algorithms in terms of the rate of convergence while the analytical results are verified. (9) and their computational complexities are listed as follows:
• Compute the Khatri-Rao product, which requires IR/I n multiplications;
• Compute the conjugate matrix product, which requires (J − I n )R 2 multiplications;
• Calculate the element-wise product for the results of last step, which requires (N − 1)R 2 multiplications;
• Compute the inverse of the result of last step, which requires no more than O(R 3 ) multiplications;
• Calculate the matrix products, which requires IR + I n R 2 multiplications. In result, the fast implementation of ALS takes about
B. COMPUTATIONAL COMPLEXITY OF MPPM
The steps of the MPPM and their computational complexities are listed as follows:
for all N factor matrices. Each prediction requires I n RL multiplications, which means JRL multiplications are needed in this step;
as the predicted tensor. The Khatri-Rao and matrix product require IR/I n and IR multiplications respectively, which makes it IR + IR/I n multiplications in this step;
• Compute the squared error ε
, which requires I multiplications. As a result, the prediction step of MPPM requires JRL + I + IR + IR/I n multiplications in total. If the MM prediction strategy is deployed with P models, the computational complexity becomes JR(L 1 + · · · + L P ) + P(I + IR + IR/I n ) multiplications.
C. COMPUTATIONAL COMPLEXITY OF ELS
The steps of the ELS and their computational complexities are listed as follows:
• Compute the increments H (n) = A (n)
k−2 , which needs no multiplications;
• Compute the matrix-valued coefficients of the following matrix polynomial
where β is the unknown relaxation factor. Equation (38) can be written as
Computing G n , n = 1, · · · , N requires 2 N IR multiplications for matrix product and 2 N −1 IR/I n multiplications for Khatri-Rao product;
• Compute the scalar-valued coefficients of the following scalar polynomial
which is a polynomial of degree 2N . Equation (40) can be written as
Computing all N g n requires N 2 + 3N + 2 I /2 multiplications;
• Take the derivative of (41) and find its roots, which requires about O (2N − 1) 3 multiplications.;
• Make the prediction of the factor matrices, which requires JR multiplications. Therefore, the prediction step of the ELS requires 2 N IR + 
