n! ?(n + + 1) (z 2 C ): It is easily checked that for radial f 2 L 2 (R n ) with f(x) = F(kxk 2 This theorem emerges as an easy consequence of an uncertainty principle for a generalized Hankel transform of index ?1=2 on R, where in contrast to the situation on 0; 1), we have an appropriate generalization of the usual rst derivative and thus can follow the classical proof via an inequality for non-commuting selfadjoint operators. This generalization of the usual rst derivative is a certain rst-order di erential-di erence operator T on R, which is known as a Dunkloperator. Such operators have been introduced by Dunkl 5, 6, 7] in connection with nite re ection groups on Euclidean spaces. They play an essential role in Dunkl's generalization of spherical harmonics and soon led to further development in harmonic analysis, see e.g. Opdam 12] and de Jeu 9] . In particular, there is a generalized Hankel transform on R (usually called a Dunkl-transform) which intertwines T with the multiplication operator by x. It is based on the eigenfunctions of T , which can be expressed in terms of Bessel functions (see Dunkl 7] ) and may be considered as generalizations of the usual exponential function. These generalized exponential functions have been studied by Rosenblum 17] in connection with generalized Hermite polynomials and a Bose-like oscillator calculus; for the quantum-mechanical background we refer to the literature cited there, especially to 11]. In fact, the generalized exponential functions lead to an associative convolution structure on R; a detailed investigation of this convolution is given in R osler 15]. It is quite similar to a hypergroup convolution -up to the lack of preserving positivity -and allows a far-reaching harmonic analysis. (A general reference to hypergroups is the monograph 2].)
The outline of this paper is as follows: In Section 2 basic properties of the generalized Hankel transform on R and its underlying convolution structure are collected. In Section 3 we introduce generalized Sobolev spaces which provide an appropriate setting for our uncertainty principle. This principle is then stated and proved in Section 4. The functions for which the lower bound is attained are determined there as well. The convolution is given explicitly in 15] as well as in Rosenblum 17 ], (4.3.1). In fact, it determines a signed hypergroup structure on R. (For a general background on signed hypergroups, we refer to R osler 13, 14] .) At the moment we need no details on this convolution; we just mention that for x; y 2 R the product which means that for xed > ?1=2, the lower bound 1=4 of the classical uncertainty principle is attained asymptotically with jbj ! 1:
4. There exist further uncertainty principles for (R;+) which can be extended to the convolution structures above. We here only mention a principle due to Strichartz 18] , as well as the ? -concentration uncertainty principle of Donoho and Stark 4] . The latter may be derived here in the same way as described in Voit 19] ; it is also covered by an ? -concentration principle for certain integral operators proved by de Jeu 10]. 5. We expect that the results given in this paper can be extended to further classes of Dunkl transforms related to nite re ection groups acting on R n .
Proof of Theorem 4.1. Conversely, if f has the form (4.14) with kfk 2 = 1, then it is clear that (4.7) holds, i.e., that the bound is in fact attained.
We still have to compute the normalization constants d ( 
