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Abstract
We present an efficient method for training slack-
rescaled structural SVM. Although finding the
most violating label in a margin-rescaled for-
mulation is often easy since the target func-
tion decomposes with respect to the structure,
this is not the case for a slack-rescaled formula-
tion, and finding the most violated label might
be very difficult. Our core contribution is an
efficient method for finding the most-violating-
label in a slack-rescaled formulation, given an
oracle that returns the most-violating-label in a
(slightly modified) margin-rescaled formulation.
We show that our method enables accurate and
scalable training for slack-rescaled SVMs, reduc-
ing runtime by an order of magnitude compared
to previous approaches to slack-rescaled SVMs.
1 Introduction
Many problems in machine learning can be seen as struc-
tured output prediction tasks, where one would like to pre-
dict a set of labels with rich internal structure [1]. This gen-
eral framework has proved useful for a wide range of appli-
cations from computer vision, natural language processing,
computational biology, and others. In order to achieve high
prediction accuracy, the parameters of structured predictors
are learned from training data. One of the most effective
and commonly used approaches for this supervised learn-
ing task is Structural SVM, a method that generalizes bi-
nary SVM to structured outputs [15]. Since the structured
error is non-convex, Tsochantaridis et al. [15] propose to
replace it with a convex surrogate loss function. They for-
mulate two such surrogates, known as margin and slack
rescaling.
While slack rescaling often produces more accurate pre-
dictors, margin rescaling has been far more popular due to
its better computational requirements. In particular, both
formulations require optimizing over the output space, but
while margin rescaling preserves the structure of the score
and error functions, the slack-rescaling does not. This re-
sults in harder inference problems during training. To ad-
dress this challenge, Sarawagi and Gupta [11] propose a
method to reduce the problem of slack rescaling to a se-
ries of modified margin rescaling problems. They show
that their method outperforms margin rescaling in several
domains. However, there are two main caveats in their ap-
proach. First, the optimization is only heuristic, that is, it
is not guaranteed to solve the slack rescaling objective ex-
actly. Second, their method is specific to the cutting plane
algorithm and does not easily extend to stochastic training
algorithms. More recently, Bauer et al. [2] proposed an ele-
gant dynamic programming approach to the slack rescaling
optimization problem. However, their formulation is re-
stricted to sequence labeling and hamming error, and does
not apply to more general structures.
In this paper we propose an efficient method for solving
the optimization problem arising from slack rescaling for-
mulation. Similar to Sarawagi and Gupta [11] our method
reduces finding the most violated label in slack rescaling
to a series of margin rescaling problems. However, in con-
trast to their approach, our approach can be easily used with
training algorithms like stochastic gradient descent (SGD)
[10] and block Frank-Wolfe (FW) [7], which often scale
much better than cutting plane. We first propose a very sim-
ple approach that minimizes an upper bound on the slack
rescaling objective function, and only requires access to a
margin rescaling oracle. This formulation is quite general
and can be used with any error function and model struc-
ture, and many training algorithms such as cutting plane,
SGD and FW. However, this method is not guaranteed to
always find the most violating label. Indeed, we show that
always finding the most violating label for a slack-rescaled
formulation is impossible using only a margin rescaling or-
acle. To address this, we suggest using a modified oracle,
that is typically as easy to implement as margin rescaling,
and present a more sophisticated algorithm which solves
the slack rescaling formulation exactly, and also enjoys
good approximation guarantees after a small number of it-
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erations. We demonstrate empirically that our algorithm
outperforms existing baselines on several real-world ap-
plications, including hierarchical and multi-label classifi-
cation.
2 Problem Formulation
In this section we review the basics of structured out-
put prediction and describe the relevant training objec-
tives. In structured output prediction the task is to map
data instances x to a set of output labels y ∈ Y . Struc-
tured SVMs use a linear discriminant mapping of the form
y(x;w) = argmaxy∈Y w
>φ(x, y), where φ(x, y) ∈ Rd is
a feature function relating input-output pairs, and w ∈ Rd
is a corresponding vector of weights. Our interest is in
the supervised learning setting, where w is learned from
training data {xi, yi}ni=1 by minimizing the empirical risk.
The prediction quality is measured by an error function
L(y, yi) ≥ 0 which determines how bad it is to predict
y when the ground-truth is in fact yi.
Since optimizing L(y, yi) directly is hard due to its com-
plicated dependence on w, several alternative formulations
minimize a convex upper bound instead. Structural SVM
is an elegant max-margin approach which uses a struc-
tured hinge loss surrogate [15, 14]. Two popular surrogates
are margin and slack rescaling. In particular, denoting the
model score by f(y) = w>φ(x, y) (we omit the depen-
dence on x and w to simplify notation), the margin rescal-
ing training objective is given by:
min
w,ξ
C
2
‖w‖22 +
1
n
∑
i
ξi (1)
s.t. f(yi)− f(y) ≥ L(y, yi)− ξi ∀i, y 6= yi
ξi ≥ 0 ∀i
where C is the regularization constant. Similarly, the slack
rescaling formulation scales the slack variables by the error
term:
min
w,ξ
C
2
‖w‖22 +
1
n
∑
i
ξi (2)
s.t. f(yi)− f(y) ≥ 1− ξi
L(y, yi)
∀i, y 6= yi
ξi ≥ 0 ∀i
Intuitively, both formulations seek to find a w which as-
signs high scores to the ground-truth compared to the other
possible labellings. When y is very different than the true
yi (L is large) then the difference in scores should also be
larger. There is, however, an important difference between
the two forms. In margin rescaling, high loss can occur
for labellings with high error even though they are already
classified correctly with a margin. This may divert training
from the interesting labellings where the classifier errs, es-
pecially when L can take large values, as in the common
case of hamming error. In contrast, in slack rescaling la-
bellings that are classified with a margin incur no loss. An-
other difference between the two formulations is that the
slack rescaling loss is invariant to scaling of the error term,
while in margin rescaling such scaling changes the mean-
ing of the features φ.
In many cases it is easier to optimize an unconstrained
problem. In our case it is easy to write (1) and (2) in an
unconstrained form:
min
w
C
2
‖w‖22 + 1n
∑
i
max
y∈Y
(L(y, yi) + f(y)− f(yi)) (3)
min
w
C
2
‖w‖22 + 1n
∑
i
max
y∈Y
L(y, yi) (1 + f(y)− f(yi)) (4)
Most of the existing training algorithms for structural SVM
require solving the maximization-over-labellings problems
in (4) and (3):
Margin
rescaling : argmaxy∈Y
L(y, yi) + f(y)− f(yi) (5)
Slack
rescaling : argmaxy∈Y
L(y, yi) (1 + f(y)− f(yi)) (6)
To better understand the difference between margin and
slack rescaling we focus on a single training instance i
and define the functions: h(y) = 1 + f(y) − f(yi) and
g(y) = L(yi, y). With these definitions we see that the
maximization (5) for margin rescaling is maxy∈Y h(y) +
g(y), while the maximization (6) for slack rescaling is
maxy∈Y h(y)g(y). It is now obvious why margin rescaling
is often easier. When the score and error functions h and g
decompose into a sum of simpler functions, we can exploit
that structure in order to solve the maximization efficiently
[15, 14, 5]. In contrast, the slack rescaling score does not
decompose even when both h and g do. What we show,
then, is how to solve problems of the form maxy h(y)g(y),
and thus the maximization (6), having access only to an or-
acle for additive problems of the form maxy h(y) +λg(y).
That is, we assume that we have access to a procedure, re-
ferred to as the λ-oracle, which can efficiently solve the
problem:
yλ = O(λ) = argmax
y∈Y
Lλ(y) (7)
whereLλ(y) = h(y)+λg(y). This problem is just a rescal-
ing of (5). E.g., for linear responses it is obtained by scal-
ing the weight vector by 1/λ. If we can handle margin
rescaling efficiently we can most likely implement the λ-
oracle efficiently. This is also the oracle used by Sarawagi
and Gupta [11]. In Section 4, we show how to obtain a
solution to the slack-rescaling problem (6) using such a λ-
oracle. Our method can be used as a subroutine in a variety
of training algorithms, and we demonstrate that it is more
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scalable than previous methods. However, we also show
that this approach is limited, since no procedure that only
has access to a λ-oracle can guarantee the quality of its so-
lution, no matter how much time it is allowed to run.
Therefore, we propose an alternative procedure that can ac-
cess a more powerful oracle, which we call the constrained
λ-oracle:
yλ,α,β = Oc(λ, α, β) = max
y∈Y, αh(y)>g(y), βh(y)≤g(y)
Lλ(y),
(8)
where α, β ∈ R. This oracle is similar to the λ-oracle,
but can additionally handle linear constraints on the values
h(y) and g(y). In the sequel we show that in many inter-
esting cases this oracle is not more computationally expen-
sive than the basic one. For example, when the λ-oracle
is implemented as a linear program (LP), the additional
constraints are simply added to the LP formulation and do
not complicate the problem significantly. Before present-
ing our algorithms for optimizing (6), we first review the
training framework in the next section.
3 Optimization for Slack Rescaling
In this section we briefly survey cutting plane and stochas-
tic gradient descent optimization for the slack rescaled ob-
jective (2) and (4). This will be helpful in understanding
the difference between our approach and that of prior work
on the slack rescaled objective by Sarawagi and Gupta [11].
The cutting plane algorithm was proposed for solving the
structural SVM formulation in [15, 6]. This algorithm has
also been used in previous work on slack rescaling opti-
mization [11, 2]. The difficulty in optimizing (2) stems
from the number of constraints, which is equal to the size
of the output space Y (for each training instance). The cut-
ting plane method maintains a small set of constraints and
solves the optimization only over that set. At each iter-
ation the active set of constraints is augmented with new
violated constraints, and it can be shown that not too many
such constraints need to be added for a good solution to be
found [6]. The main computational bottleneck here is to
find a violating constraint at each iteration, which is chal-
lenging since it requires searching over the output space for
some violating labeling y.
Relying on this framework, Sarawagi and Gupta [11] use
the formulation in (2) and rewrite the constraints as:
1 + f(y)− f(yi)− ξi
L(y, yi)
≤ 0 ∀i, y 6= yi (9)
Hence, to find a violated constraint they attempt to maxi-
mize: solve the problem with substitution of:
argmax
y∈Y′
(
h(y)− ξi
g(y)
)
(10)
where Y ′ = {y|y ∈ Y, h(y) > 0, y 6= yi} and we use our
notation h(y) = 1 + f(y) − f(yi) and g(y) = L(y, yi).
They suggest minimizing a convex upper bound of (10)
which stems from the convex conjugate function of
ξi
g(y)
:
max
y∈Y′
h(y)− ξi
g(y)
= max
y∈Y′
min
λ≥0
(
h(y) + λg(y)− 2
√
ξiλ
)
≤min
λ≥0
max
y∈Y′
F ′(λ, y) = min
λ≥0
max
y∈Y′
F ′(λ, y) = min
λ≥0
F (λ)
(11)
where F (λ) = max
y∈Y′
F ′(λ, y) = maxy∈Y′ h(y) + λg(y)−
2
√
ξiλ. Since F (λ) is a convex function, (11) can be solved
by a simple search method such as golden search over λ
[11].
Although this approach is suitable for the cutting plane al-
gorithm, unfortunately it cannot be easily extended to other
training algorithms. In particular, F ′(λ, y) is defined in
terms of ξi, which ties it to the constrained form (2). On the
other hand, algorithms such as stochastic gradient descent
(SGD) [10, 12], stochastic dual coordinate ascent (SDCA)
[13], or block-coordinate Frank-Wolfe (FW) [7], all opti-
mize the unconstrained objective form (4). These methods
are typically preferable in the large scale setting, since they
have very low per-iteration cost, handling a single exam-
ple at a time, with the same overall iteration complexity as
cutting plane methods. In contrast, the cutting plane algo-
rithm considers the entire training set at each iteration, so
the method does not scale well to large problems. Since
our goal in this work is to handle large datasets, we would
like to be able to use the stochastic methods mentioned
above, working on the unconstrained formulation (4). The
update in these algorithms requires solving the maximiza-
tion problem (6), which is the goal of Section 4. Note that
solving (6) also allows using a cutting plane method if de-
sired.
4 Algorithms
In this section we present our main contribution, a frame-
work for solving the maximization problem (6), which we
write as:
max
y
Φ(y) := max
y
h(y)g(y) (12)
We describe two new algorithms to solve this problem us-
ing access to the λ-oracle, which have several advantages
over previous approaches. However, we also show that any
algorithm which uses only the λ-oracle cannot always re-
cover an optimal solution. Therefore, in Section 4.5 we
proposed an improved algorithm which requires access to
an augmented λ-oracle that can also handle linear con-
straints.
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(a) Φ contour.
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g(y
)
(b) λ contour.
Figure 1: Contour of the two functions considered in R2.
Φ contour is the contour of the objective function, and λ
contour is the contour used by the oracle.
4.1 Binary search
We first present a binary search algorithm similar to the
one proposed by Sarawagi and Gupta [11], but with one
main difference. Our algorithm can be easily used with
training methods that optimize the unconstrained objective
(4), and can therefore be used for SGD, SDCA and FW. The
algorithm minimizes a convex upper bound on Φ without
slack variable ξi. The algorithm is based on the following
lemma (details and proofs are in Appendix A).
Lemma 1. Let F¯ (λ) = 14 maxy∈Y+
(
1
λh(y) + λg(y)
)2
,
then
max
y∈Y
Φ(y) ≤ min
λ>0
F¯ (λ)
and F¯ (λ) is a convex function in λ.
Rather than minimizing this upper bound, we next present
an algorithm that aims to optimize Φ(y) in a more direct
manner, using a geometrical interpretation of mapping la-
bels into R2.
4.2 Geometrical Interpretation of λ-oracle search
To understand the problem better and motivate our meth-
ods, it is useful to consider the following geometrical in-
terpretation of (12): we map each labels y to a vector
~y = [h(y) g(y)] ∈ R2. Let ~Y = {~y ∈ R2|y ∈ Y} be the set
of the all mapped labels. The maximization (12) reduces to
the problem: given a set of points ~Y ⊂ R2, maximize the
product of their coordinates ~y∗ = argmax~y∈~Y [~y]1 · [~y]2.
The contours of our objective function ~Φ(~y) = [~y]1 · [~y]2
are then hyperbolas. We would like to maximize this func-
tion by repeatedly finding points that maximize linear ob-
jectives of the form ~Lλ(~y) = [~y]1 + λ[~y]2, whose contours
form lines in the plane. See Figure 1.
An example of mapping of label into R2 is shown in Ap-
pendix B.
The importance of the R2 mapping is that each yλ revealed
y6
_H
z
y$
C6
S6
_G
Figure 2: Geometric interpretation of the λ-oracle: ~y∗ must
reside between the upper bound Sλ and the lower bound
Cλ, the shaded area. It follows that h(y∗) and g(y∗) reside
in a simple segment H˙ and G˙ respectively.
by the λ-oracle shows that y∗ can only reside in a small
slice of the plane. See figure 2.
Lemma 2. Let Sλ be a line through ~yλ and ~z =
[λ[~yλ]2,
1
λ [~yλ]1], and let Cλ = {~y ∈ R2|[~y]1 · [~y]2 =
~Φ(~yλ)} be the hyperbola through ~yλ. Then, ~y∗ is on or
below line Sλ, and ~y∗ is on or above hyperbola Cλ.
Proof. If there exists a ~y ∈ ~Y which is above Sλ, it con-
tradicts the fact that ~yλ is the argmax point for function
~Lλ. And the second argument follows from ~y∗ being the
argmax label w.r.t. ~Φ, and the area above Cλ corresponds
to points whose ~Φ value is greater than ~yλ.
It follows that h(y∗) and g(y∗) must each reside in a seg-
ment:
Lemma 3. Let H˙ = [min([ ~yλ]1, [~z]1),max([ ~yλ]1, [~z]1)]
and G˙ = [min([ ~yλ]2, [~z]2),max([ ~yλ]2, [~z]2)]. Then,
h(y∗) ∈ H˙, g(y∗) ∈ G˙
Proof. This follows from the fact that Sλ and Cλ intersects
at two points, ~yλ and ~z, and the boundaries, Sλ and Cλ, are
strictly decreasing functions.
4.3 Bisecting search
In this section, we propose a search algorithm which is
based on the previous geometric interpretation. Similar to
the binary search, our method also relies on the basic λ-
oracle.
We next give an overview of the algorithm. We maintain
a set of possible value ranges λ∗ = argmaxλ>0 Φ(yλ),
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h(λ∗), and g(λ∗) as L,H, and G, respectively; all initial-
ized as R. First, for each yλ returned by the oracle, we take
an intersection of G and H with a segment of possible val-
ues of h(y) and g(y), respectively, using Lemmas 2 and 3.
Second, we reduce the space L of potential λ’s based on
the following Lemma (proved in the Appendix).
Lemma 4. h(yλ) is a non-increasing function of λ, and
g(yλ) is a non-decreasing function of λ.
Thus, we can discard {λ′|λ′ > λ} if h(y∗λ) > h(yλ) or
{λ′|λ′ < λ} otherwise from L. Next, we pick λ ∈ L in
the middle, and query yλ. The algorithm continues until at
least one of L,H, and G is empty.
Similar to the binary search from the previous section, this
algorithm can be used with training methods like SGD and
SDCA, as well as the cutting-plane algorithm. However,
this approach has several advantages compared to the bi-
nary search. First, the binary search needs explicit upper
and lower bounds on λ, thus it has to search the entire λ
space [11]. However, the bisecting search can directly start
from any λ without an initial range, and for instance, this
can be used to warm-start from the optimal λ in the pre-
vious iteration. Furthermore, we point out that since the
search space of h and g is also bisected, the procedure can
terminate early if either of them becomes empty.
Finally, in Appendix D we propose two improvements that
can be applied to either the binary search or the bisecting
search. Specifically, we first provide a simple stopping cri-
terion that can be used to terminate the search when the
current solution yλt will not further improve. Second, we
show how to obtain a bound on the suboptimality of the cur-
rent solution, which can give some guarantee on its quality.
So far we have used the λ-oracle as a basic subroutine in
our search algorithms. Unfortunately, as we show next, this
approach is limited as we cannot guarantee finding the opti-
mal solution y∗, even with unlimited number of calls to the
λ-oracle. This is somewhat distressing since with unlimited
computation we can find the optimum of (6) by enumerat-
ing all y’s.
4.4 Limitation of the λ-oracle
Until now, we used only the λ-oracle to search for Φ∗ with-
out directly accessing the functions h and g. We now show
that this approach, searching Φ∗ with only a λ-oracle, is
very limited: even with an unlimited number of queries,
the search cannot be exact and might return a trivial solu-
tion in the worst case (see Appendix E for proof).
Theorem 1. Let Hˆ = maxy h(y) and Gˆ = maxy g(y).
For any  > 0, there exists a problem with 3 labels such
that for any λ ≥ 0, Φ(yλ) = miny∈Y Φ(y) < , while
Φ(y∗) =
1
4
HˆGˆ.
Theorem 1 shows that any search algorithm that can access
Algorithm 1 Bisecting search
1: procedure BISECTING(λ0)
Input: Initial λ for the search λ0 ∈ R+
Output: yˆ ∈ Y.
Initialize: H = G = L = R+, λ = λ0, Φˆ = 0.
2: while H 6= ∅ and G 6= ∅ do
3: y′ ← O(λ)
4: u← [h(y′) λg(y′)], v ← [g(y′) 1λh(y′)]
5: H ← H ∩ {h′|minu ≤ h′ ≤ maxu} .
Update
6: G← G ∩ {g′|min v ≤ g′ ≤ max v}
7: if v1 ≤ v2 then . Increase λ
8: L← L ∩ {λ′ ∈ R|λ′ ≥ λ}
9: else . Decrease λ
10: L← L ∩ {λ′ ∈ R|λ′ ≤ λ}
11: λ← 12 (minL+ maxL)
12: if h(y′)g(y′) ≥ Φˆ then
13: yˆ ← y′, Φˆ← h(y′)g(y′).
the function only through λ-oracle, including the method
of Sarawagi and Gupta [11] and both methods presented
above, cannot be guaranteed to find a label optimizing
Φ(y), even approximately, and even with unlimited ac-
cesses to the oracle. This problem calls for a more powerful
oracle.
4.5 Angular search with the constrained-λ-oracle
The constrained λ-oracle defined in (8) has two inequality
constraints to restrict the search space. Using this modified
algorithm, we can present an algorithm that is guranteed to
find the most violating constraint, as captured by the fol-
lowing guarantee, proved in Appendix F:
Theorem 2. Angular search described in Algorithm 2 finds
the optimum y∗ = argmaxy∈Y Φ(y) using at most t =
2M + 1 iteration where M is the number of the labels.
This is already an improvement over the previous methods,
as at least we are guaranteed to return the actual most vi-
olating label. However, it is still disappointing since the
number of iterations, and thus number of oracle accesses
might actually be larger than the number of labels. This
defies the whole point, since we might as well just enumer-
ate over all M possible labels. Unfortunately, even with
a constrained oracle, this is almost the best we can hope
for. In fact, even if we allow additional linear constraints,
we might still need M oracle accesses, as indicated by the
following Theorem, proved in Appendix E.
Theorem 3. Any search algorithm accessing labels only
through a λ-oracle with any number of linear constraints
cannot find y∗ using less than M iterations in the worst
case, where M is the number of labellings.
Fortunately, even though we cannot guarantee optimizing
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h(y)
g(y)
O
L
L2
R
Q = ~z
M
P = ~y6U
U1
L1=U2
Figure 3: Split procedure.
Φ(y) exactly using a small number of oracle accesses, we
can at least do so approximately. This can be achieved by
Algorithm 2 (see Appendix F), as the next theorem states.
Theorem 4. In angular search, described in Algorithm 2,
at iteration t,
Φ(y∗)
Φ(yˆt)
≤ (v1) 4t+1
where yˆt = argmaxt y
t is the optimum up to t, v1 =
max
{
λ0
∂(y1)
,
∂(y1)
λ0
}
, λ0 is the initial λ used, and y1 is
the first label returned by constrained λ-oracle.
We use ∂(a) = a2a1 to denote the slope of a vector.
With proper initialization, we get the following runtime
guarantee:
Theorem 5. Assuming Φ(y∗) > φ, angular search de-
scribed in algorithm 2 with λ0 =
Gˆ
Hˆ
, α0 =
Gˆ2
φ
, β0 =
φ
Hˆ2
,
finds an -optimal solution, Φ(y) ≥ (1 − )Φ(y∗), in T
queries and O(T ) operations, where T = 4 log
(
GˆHˆ
φ
)
·
1

, and δ-optimal solution, Φ(y) ≥ Φ(y∗)−δ, in T ′ queries
and O(T ′) operations, where T ′ = 4 log
(
GˆHˆ
φ
)
· Φ(y
∗)
δ
.
Here we give an overview of the algorithm with an illus-
tration in Figure 3. The constrained λ-oracle restricts the
search space, and this restriction can be illustrated as a lin-
ear upper bound U and a lower bound L. The search is
initialized with the entire right angle: U = [0 ∞] and
L = [∞ 0], and maintains that ~y∗ is always between U
and L. The constrained λ-oracle is used with U,L and a
certain λ to reduce the potential area where ~y∗ can reside.
Specifically, the search space is reduced using an angle de-
fined by U = OP and L = OQ. In the next iteration,
the constrained λ-oracle is invoked with U1 = OP and
L1 = OM , and also with U2 = OM and L2 = OQ. In-
tuitively, each such query shrinks the search space, and as
the search space shrinks, the suboptimaly bound improves.
This process is continued until the remaining search space
is empty. The angular search algorithm defines the optimal
λ and values to be passed to the constrained λ-oracle.
In Algorithm 2 each angle is dequeued, split, and enqueued
recursively. Each angle maintains its upper bound from
the previous iterations and stops splitting itself and termi-
nate if it is ensured that there exists no label with larger
Φ value within the angle. When the oracle reveals a la-
bel with Φ(yλ) = c, we can safely discard all area corre-
sponding to {~y|Φ(~y) ≤ c}. This works as a global con-
straint which shrinks the search space. Therefore, acquir-
ing a label with high Φ value in the early stages facilitate
convergence. Thus, it is suggested to use a priority queue,
and dequeue the angle with the highest upper bound on Φ.
A similar strategy is to have a label cache, the subset of
previous most violated labels, denoted as C. With the la-
bel cache, we can discard a large part of the search space
{~y|Φ(~y) ≤ maxy′∈C Φ(~y′)} immediately. Algorithm 2
also uses the constrained λ-oracle to avoid returning pre-
viously found labels. Finally, for λ0, we suggest to use
λ0 =
Hˆ
Gˆ
, with Hˆ calculated from the current weights w.
See Appendix G for the illustration of the angular search.
5 Experiments
In this section, we validate our contributions by comparing
the different behaviors of the search algorithms on stan-
dard benchmark datasets, and its effect on the optimization.
Specifically, we show that angular search with SGD is not
only much faster than the other alternatives, but also en-
ables much more precise optimization with slack rescaling
formulation, outperforming margin rescaling.
Unlike the simple structure used in [2], we show applica-
bility to complicated structure. We experiment with multi-
label dataset modeled by a Markov Random Field with
pair-wise potentials as in [5]. Since the inference of margin
scaling is NP-hard in this case, we rely on linear program-
ming relaxation. Note that this complicates the problem,
and the number of labels becomes even larger (adds frac-
tional solutions). Also notice that all of our results in pre-
vious sections apply with mild modification to this harder
setting. Two standard benchmark multi-label datasets,
yeast[4] (14 labels)and RCV1[8], are tested. For RCV1 we
reduce the data to the 50 most frequent labels. For angular
search, we stop the search whenever Φ(yˆ)Φ(y∗) > 0.999 holds,
to avoid numerical issues.
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5.1 Comparison of the search algorithms
Angular Bisecting Sarawagi
Yeast (N=160)
Success 22.4% 16.5% 16.4%
Queries per search 3.8 10.3 43.2
Average time (ms) 4.7 3.6 18.5
RCV1 (N=160)
Success 25.6% 18.2% 18%
Queries per search 4.8 12.7 49
Average time (ms) 4.4 5.2 20.9
Table 1: Comparison of the search algorithm.
Table 1 compares the performance of the search in terms
of the time spend, the number of queries, and the suc-
cess percentage of finding the most violating label. The
cutting-plane algorithm calls the search algorithms to find
the most violating label yˆ, and adds it the active set if the
violation is larger than some margin , i.e., ∆(yˆ, yi)(1 +
f(yˆ) − f(yi)) > ξi + . For cutting-plain optimization,
we compare all three algorithms: Angular search, Bisect-
ing search, and Sarawagi and Gupta’s [11] (but just used
Angular search for the update). Success percentage is the
percentage that the search algorithm finds such a violat-
ing label. As expected from Theorem 1, bisecting and
Sarawagi’s search miss the violating label in cases where
angular search successfully finds one. This is important for
obtaining high accuracy solution. For RCV1 dataset, not
only is angular search more accurate, but it also uses about
2.6 times less queries than bisecting and 10.1 times less
queries than Sarawagi’s search. As for the timing, angular
search is 1.18 times faster than bisecting search, and 4.7
times faster than Sarawagi’s algorithm.
In figure 4, we compare the convergence rate and the accu-
racy of the different optimization schemes using different
search algorithms. Additional plots showing convergence
w.r.t. the number of queries and iterations are in Appendix
I. These show that angular search with SGD converges or-
der of magnitude faster.
Table 2 shows a performance comparison for the multi-
label datasets. For RCV1 dataset it shows a slight perfor-
mance gain, which shows that the benefit of slack rescaling
formulation is greater when the label space is large.
5.2 Hierarchical Multi-label Classification
We further experimented on problem of hierarchical multi-
label classification [3]. In hierarchical multi-label classi-
fication, each label y is a leaf node in a given graph, and
each label y shares ancestor nodes. It can be described
as a graphical model where a potential of a multi-label
Y = {y1, . . . , yk} is the sum of all potentials of its ances-
tors, i.e., Φ(Y ) =
∑
n∈⋃n∈Y Anc(n) Φ(n). We extracted
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Figure 4: Convergence rate and the accuracy. Angular
search with SGD is significantly faster and performs the
others.
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Yeast
Acc Label loss MiF1 MaF1
Slack .54 .205 .661 .651
Margin .545 .204 .666 .654
RCV1
Acc Label loss MiF1 MaF1
Slack .676 .023 .755 .747
Margin .662 .023 .753 .742
Table 2: Results on Multi-label Dataset with Markov Ran-
dom Field.
1500 instances with dimensionality 17944 with a graph
structure of 156 nodes with 123 label from SWIKI-2011.
SWIKI-2011 is a multi-label dataset of wikipedia pages
from LSHTC competition1. We used 750 instances as train-
ing set, 250 instances as holdout set, and 750 instances as
test set. The Hamming distance is used as label loss. We
show that slack rescaling in such large label structure is
tractable and outperforms margin rescaling.
Acc Label loss MiF1 MaF1
Slack .3798 .0105 .3917 .3880
Margin .3327 .0110 .3394 .3378
Table 3: Result on hierarchical multi-label dataset
6 Summary
As we saw in our experiments, and has also been previously
noted, slack rescaling is often beneficial compared to mar-
gin rescaling in terms of predictive performance. However,
the margin-rescaled argmax (5) is often much easier com-
putationally due to its additive form. Margin rescaling is
thus much more frequently used in practice. Here, we show
how an oracle for solving an argmax of the form (5), or per-
haps a slightly modified form (the constrained-λ oracle), is
sufficient for also obtaining exact solutions to the slack-
rescale argmax (6). This allows us to train slack-rescaled
SVMs using SGD, obtaining better predictive performance
than using margin rescaling. Prior work in this direction
[11] was only approximate, and more significantly, only en-
abled using cutting-plane methods, not SGD, and was thus
not appropriate for large scale problems. More recently, [2]
proposed an efficient dynamic programming approach for
solving the slack-rescaled argmax (6), but their approach
is only valid for sequence problems2 and only when using
hamming errors, not for more general structured prediction
problems. Here, we provide a generic method relying on
a simple explicitly specified oracle that is guaranteed to be
exact and efficient even when the number of labels are in-
1http://lshtc.iit.demokritos.gr/
2The approach can also be generalized to tree-structured prob-
lems.
finite and allows using SGD and thus working with large
scale problems.
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Appendix A Details of binary search
Lemma 1. Let F¯ (λ) = 14 maxy∈Y+
(
1
λh(y) + λg(y)
)2
,
then
max
y∈Y
Φ(y) ≤ min
λ>0
F¯ (λ)
and F¯ (λ) is a convex function in λ.
Proof. First, let Y+ = {y|y ∈ Y, h(y) > 0}, then
maxy∈Y Φ(y) = maxy∈Y+ Φ(y), since any solution y
such that h(y) < 0 is dominated by yi, which has zero
loss. Second, we prove the bound w.r.t. y ∈ Y+. In the fol-
lowing proof we use a quadratic bound (for a similar bound
see [9]).
max
y∈Y+
Φ(y) = max
y∈Y+
h(y)g(y) = max
y∈Y+
1
4
(
2
√
h(y)g(y)
)2
=
1
4
(
max
y∈Y+
min
λ>0
{
1
λ
h(y) + λg(y)
})2
≤ 1
4
(
min
λ>0
max
y∈Y+
{
1
λ
h(y) + λg(y)
})2
(13)
To see the convexity of F¯ (λ), we differentiate twice to ob-
tain:
∂2F¯ (λ)
∂λ2
=
1
4
max
y∈Y+
6
1
λ4
h(y)2 + 2g(y)2 > 0
Similar to [11], we obtain a convex upper bound on our
objective. Evaluation of the upper bound F¯ (λ) requires us-
ing only the λ-oracle. Importantly, this alternative bound
F¯ (λ) does not depend on the slack variable ξi, so it can be
used with algorithms that optimize the unconstrained for-
mulation (4), such as SGD, SDCA and FW. As in [11], we
minimize F¯ (λ) using binary search over λ. The algorithm
keeps track of yλt , the label returned by the λ-oracle for in-
termediate values λt encountered during the binary search,
and returns the maximum label maxt Φ(yλt). This algo-
rithm focuses on the upper bound minλ>0 F¯ (λ), and in-
teracts with the target function Φ only through evaluations
Φ(yλt) (similar to [11]).
Appendix B An example of label mapping
Figure 5: A snapshot of labels during optimiation with
Yeast dataset. Each 214 − 1 labels is shown as a point
in the figure 5. X-axis is the 4(y, yi) and Y-axis is
1 + fW (y)− fW (yi).
Appendix C Monotonicity of h and g in λ
Proof. Let g1 = g(yλ1), h1 = h(yλ1), g2 = g(yλ2), and
h2 = h(yλ2).
h1 + λ1g1 ≥ h2 + λ1g2, h2 + λ2g2 ≥ h1 + λ2g1
⇔ h1 − h2 + λ1(g1 − g2) ≥ 0,−h1 + h2 + λ2(g2 − g1) ≥ 0
⇔ (g2 − g1)(λ2 − λ1) ≥ 0
For h, change the role of g and h.
Appendix D Improvements for the binary
search
Appendix D.1 Early stopping
If L = [λm, λM ], and both endpoints have the same label,
i.e., yλm = yλM , then we can terminate the binary search
safely because from lemma 4, it follows that the solution
yλ will not change in this segment.
Appendix D.2 Suboptimality bound
Let K(λ) be the value of the λ-oracle. i.e.,
K(λ) = max
y∈Y
h(y) + λg(y). (14)
Lemma 5. Φ∗ is upper bounded by
Φ(y∗) ≤ K(λ)
2
4λ
(15)
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Proof.
h(y) + λg(y) ≤ K(λ)
⇐⇒ g(y)(h(y) + λg(y)) ≤ g(y)K(λ)
⇐⇒ Φ(y) ≤ g(y)K(λ)− λg(y)2
= −λ
(
g(y)− K(λ)
2λ
)2
+
K(λ)2
4λ
≤ K(λ)
2
4λ
Appendix E Proof of the limitation of the
λ-oracle search
Theorem 1. Let Hˆ = maxy h(y) and Gˆ = maxy g(y).
For any  > 0, there exists a problem with 3 labels such
that for any λ ≥ 0, yλ = argminy∈Y Φ(y) < , while
Φ(y∗) =
1
4
HˆGˆ.Let Hˆ = maxy h(y) and Gˆ = maxy g(y).
For any  > 0 and λ > 0, there exists a problem of 3 labels
that yλ = argminy∈Y Φ(y) < , and Φ(y
∗) − Φ(yλ) =
1
4
HˆGˆ.
Proof. We will first prove following lemma which will be
used in the proof.
Lemma 6. Let A = [A1 A2] ∈ R2, B = [B1 B2] ∈ R2,
and C = [C1 C2] ∈ R2, and A1 < B1 < C1. If B is
under the line AC, i.e.,∃t,0 ≤ t ≤ 1,D = tA + (1 − t)C,
D1 = B1, D2 > B2. Then, @λ ≥ 0, v = [1 λ] ∈ R2, such
that
v ·B > v ·A and v ·B > v · C (16)
Proof. Translate vectors A,B, and C into coordinates of
[0, A2], [a, b], [C1, 0] by adding a vector [−A1,−C2] to
each vectors A,B, and C, since it does not change B − A
or B − C. Let X = C1 and Y = A2.
If 0 ≤ λ ≤ X
Y
, then v·A = λY ≤ X = v·C. v·(B−C) >
0 ⇐⇒ (a − X) + λb > 0 corresponds to all the points
above line AC. Similarly, if λ ≥ X
Y
, (16) corresponds to
a+ λ(b− Y ) > 0 is also all the points above AC.
From lemma 6, if y1,y2 ∈ Y , then all the labels which lies
under line y1 and y2 will not be found by λ-oracle. In the
adversarial case, this holds when label lies on the line also.
Therefore, Theorem 1 holds when there exists three labels,
for arbitrary small  > 0, A = [, Gˆ], B = [Hˆ, ], and
C = [ 12Hˆ,
1
2 Gˆ], Y = {A,B,C}. In this case Φˆ ≈ 0.
Therefore, corollary ?? holds for any problems with any Y
that {A,B,C} ⊆ Y and ∀y ∈ Y , y is on or below AC.
Appendix F Angular search
We first introduce needed notations. ∂⊥(a) be the perpen-
dicular slope of a, i.e., ∂⊥(a) = − 1∂(a) = −a1a2 . For
A ⊆ R2, let label set restricted to A as ~YA = ~Y ∩ A,
and yλ,A = O(λ,A) = argmaxy∈Y,~y∈A h(y) + λg(y)
= argmax~y∈~YA [~y]1 + λ[~y]2. Note that if A = R
2,
yλ,R2 = yλ. For P,Q ∈ R2, define Λ(P,Q) to be the area
below the line PQ, i.e., Λ(P,Q) = {~y ∈ R2|[~y]2− [P ]2 ≤
∂⊥(Q − P )([~y]2 − [P ]2)}. Υλ = {~y ∈ R2|~Φ(~y) =
[~y]1 · [~y]2 ≥ ~Φ(~yλ,A)} be the area above Cλ, and Υλ =
{~y ∈ R2|~Φ(~y) = [~y]1 · [~y]2 ≤ ~Φ(~yλ,A)} be the area below
Cλ.
Recall the constrained λ-oracle defined in (8):
yλ,α,β = Oc(λ, α, β) = max
y∈Y, αh(y)≥g(y), βh(y)<g(y)
Lλ(y)
where α, β ∈ R+ and α ≥ β > 0. Let A(α, β) ⊆ R2 be
the restricted search space, i.e., A(α, β) = {a ∈ R2|β <
∂(a) ≤ α}. Constrained λ-oracle reveals maximal Lλ la-
bel within restricted area defined by α and β. The area is
bounded by two lines whose slope is α and β. Define a pair
(α, β), α, β ∈ R+, α ≥ β > 0 as an angle. The angular
search recursively divides an angle into two different an-
gles, which we call the procedure as a split. For α ≥ β ≥ 0,
let λ =
1√
αβ
, z = ~yλ,α,β and z′ = [λ[z]2, 1λ [z]1].
Let P be the point among z and z′ which has the greater
slope (any if two equal), and Q be the other point, i.e., if
∂(z) ≥ ∂(z′), P = z and Q = z′, otherwise P = z′ and
Q = z. Let R =
[√
λ[z]1 · [z]2
√
1
λ [z]1 · [z]2
]
. Define
split(α, β) as a procedure divides (α, β) into two angles
(α+, γ+) = (∂(P ), ∂(R)) and (γ+, β+) = (∂(R), ∂(Q)).
First, show that ∂(P ) and ∂(Q) are in between α and β,
and ∂(R) is between ∂(P ) and ∂(Q).
Lemma 7. For each split(α, β),
β ≤∂(Q) ≤ ∂(R) ≤ ∂(P ) ≤ α
Proof. β ≤ ∂(z) ≤ α follows from the definition of con-
strained λ-oracle in (8).
∂(z′) =
1
λ2∂(z)
=
αβ
∂(z)
=⇒ β ≤ ∂(z′) ≤ α =⇒ β ≤
∂(Q) ≤ ∂(P ) ≤ α.
∂(Q) ≤ ∂(R) ≤ ∂(P ) ⇐⇒ min
{
∂(z),
1
λ2∂(z)
}
≤
1
λ
≤ max
{
∂(z),
1
λ2∂(z)
}
from ∀a, b ∈ R+, b ≤ a =⇒
b ≤ √ab ≤ a.
After each split, the union of the divided angle (α+, γ) and
(γ, β+) can be smaller than angle (α, β). However, follow-
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ing lemma shows it is safe to use (α+, γ) and (γ, β+) when
our objective is to find y∗.
Lemma 8.
∀a ∈ ~YA(α,β),Φ(a) > Φ(yλ,α,β) =⇒ β+ < ∂(a) < α+
Proof. From lemma 2, ~YA(α,β) ⊆ Λ(P,Q). Let U =
{a ∈ R2|∂(a) ≥ α+ = ∂(P )}, B = {a ∈ R2|∂(a) ≤
β+ = ∂(Q)}, and two contours of function C = {a ∈
R2|~Φ(a) = Φ(yλ,α,β)}, S = {a ∈ R2|Lλ(a) =
Lλ(~yλ,α,β)}. S is the upper bound of Λ(P,Q), and C is
the upper bound of C = {a ∈ R2|~Φ(a) ≤ Φ(yλ,α,β)}.
P and Q are the intersections of C and S. For area of U
and B, S is under C, therefore, Λ(P,Q) ∩ U ⊆ C, and
Λ(P,Q) ∩ B ⊆ C. It implies that ∀a ∈ (Λ(P,Q) ∩ U) ∪
(Λ(P,Q) ∩ B) =⇒ ~Φ(a) ≤ Φ(yλ,α,β). And the lemma
follows from A(α, β) = U ∪ B ∪ {a ∈ R2|β+ < ∂(a) <
α+}.
We associate a quantity we call a capacity of an angle,
which is used to prove the suboptimality of the algorithm.
For an angle (α, β), the capacity of an angle v(α, β) is
v(α, β) :=
√
α
β
Note that from the definition of an angle, v(α, β) ≥ 1. First
show that the capacity of angle decreases exponentially for
each split.
Lemma 9. For any angle (α, β) and its split (α+, γ+) and
(γ+, β+),
v(α, β) ≥ v(α+, β+) = v(α+, γ+)2 = v(γ+, β+)2
Proof. Assume ∂(P ) ≥ ∂(Q) (the other case is follows the
same proof with changing the role of P and Q), then α+ =
∂(P ) and β+ = ∂(Q). ∂(Q) =
1
λ2∂(P )
=
αβ
∂(P )
, v
(α+, β+) = v(∂(P ), ∂(Q)) = λ∂(P ) =
∂(P )√
αβ
. Since α is
the upper bound and β is the lower bound of ∂(P ),
√
β
α
≤
v(∂(P ), ∂(Q)) ≤
√
α
β
. Last two equalities in the lemma
are from v(∂(P ), ∂(R)) = v(∂(R), ∂(Q)) =
√
∂(P )√
αβ
by
plugging in the coordinate of R.
Lemma 10. Let B(a) = 1
4
(
a+
1
a
)2
. The suboptimality
bound of an angle (α, β) with λ =
1√
αβ
is
max~y∈~YA(α,β)
~Φ(~y)
Φ(yλ,α,β)
≤ B(v(α, β)).
Proof. From lemma 2, ~YA(α,β) ⊆ Λ(P,Q) = Λ(z, z′).
Let ∂(z) = γ. From 7, β ≤ γ ≤ α. Let m =
argmaxa∈Λ(z,z′) ~Φ(a). m is on line zz′ otherwise we can
move m increasing direction of each axis till it meets the
boundary zz′ and Φ only increases, thusm = tz+(1−t)z′.
~Φ(m) = maxt ~Φ(tz + (1 − t)z′). ∂
~Φ(tz + (1− t)z′)
∂t
=
0 =⇒ t = 1
2
. m = 12 [z1 + λz2 z2 +
z1
λ ].
max~y∈~YA(α,β)
~Φ(~y)
Φ(yλ,α,β)
=
1
4
(√
z1
λz2
+
√
λz2
z1
)2
=
1
4
√√αβ
γ
+
√
γ√
αβ
2
Since v(a) = v
(
1
a
)
and v(a) increases monotonically for
a ≥ 1,
B(a) ≤ B(b) ⇐⇒ max
{
a,
1
a
}
≤ max
{
b,
1
b
}
If
√
αβ
γ
≥ γ√
αβ
, then
√
αβ
γ
≤
√
α
β
since γ ≥ β.
If
γ√
αβ
≥
√
αβ
γ
, then
γ√
αβ
≤
√
α
β
since γ ≤
α. Therefore,
max~y∈~YA(α,β)
~Φ(~y)
Φ(yλ,α,β)
= B
(√
αβ
γ
)
≤
B(v(α, β)).
Now we can prove the theorems.
Theorem 2. Angular search described in algorithm 2 finds
optimum y∗ = argmaxy∈Y Φ(y) at most t = 2M + 1 iter-
ation where M is the number of the labels.
Proof. Denote yt, αt, βt, zt, z′t,K
1
t , and K
2
t for
y, α, β, z, z′,K1, and K2 at iteration t respectively.
A(αt, βt) is the search space at each iteration t. At the first
iteration t = 1, the search space contains all the labels with
positive Φ, i.e., {y|Φ(y) ≥ 0} ⊆ A(∞, 0). At iteration
t > 1, firstly, when yt = ∅, the search area A(αt, βt) is
removed from the search since yt = ∅ implies there is no
label inside A(αt, βt). Secondly, when yt 6= ∅, A(αt, βt)
is dequeued, and K1t and K
2
t is enqueued. From lemma 8,
at every step, we are ensured that do not loose y∗. By using
strict inequalities in the constrained oracle with valuable s,
we can ensure yt which oracle returns is an unseen label.
Note that split only happens if a label is found, i.e., yt 6= ∅.
Therefore, there can be only M splits, and each split can
be viewed as a branch in the binary tree, and the number of
queries are the number of nodes. Maximum number of the
nodes with M branches are 2M + 1.
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Theorem 4. In angular search described in algorithm 2,
at iteration t,
Φ(y∗)
Φ(yˆ)
≤ (v1) 4t+1
where v1 = max
{
λ0
∂(y1)
,
∂(y1)
λ0
}
, λ0 is the initial λ used,
and y1 is the first label returned by constrained λ-oracle.
Proof. After t ≥ 2r − 1 iteration as in algorithm 2 where
r is an integer, for all the angle (α, β) in the queue Q,
v(α, β) ≤ (v1)21−r . This follows from the fact that since
the algorithm uses the depth first search, after 2r − 1 it-
erations all the nodes at the search is at least r. At each
iteration, for a angle, the capacity is square rooted from the
lemma 9, and the depth is increased by one. And the theo-
rem follows from the fact that after t ≥ 2r−1 iterations, all
splits are at depth r′ ≥ r, and at least one of the split con-
tains the optimum with suboptimality bound with lemma
10. Thus,
Φ(y∗)
Φ(yˆ)
≤ B
(
(v1)
21−r
)
< (v1)
22−r ≤ (v1) 4t+1
Theorem 5. Assuming Φ(y∗) > φ, angular search de-
scribed in algorithm 2 with λ0 =
Gˆ
Hˆ
, α0 =
Gˆ2
φ
, β0 =
φ
Hˆ2
,
finds -optimal solution, Φ(y) ≥ (1−)Φ(y∗), in T queries
and O(T ) operations where T = 4 log
(
GˆHˆ
φ
)
· 1

, and δ-
optimal solution, Φ(y) ≥ Φ(y∗) − δ, in T ′ queries and
O(T ′) operations where T ′ = 4 log
(
GˆHˆ
φ
)
· Φ(y
∗)
δ
.
Proof. Φ(y∗) > φ ⇔ φ
Hˆ2
<
g(y∗)
h(y∗)
= ∂( ~y∗) <
Gˆ2
φ
.
v1 = max
{
λ0
∂(y1)
,
∂(y1)
λ0
}
from Theorem 4. Algorithm
finds y∗ if β ≤ ∂( ~y∗) ≤ α, thus set α = Gˆ
2
φ
and
β =
φ
Hˆ2
. Also from the definition of constrained λ-
oracle, β =
φ
Hˆ2
≤ ∂(y1) ≤ α = Gˆ
2
φ
. Therefore,
v1 ≤ max
{
λ0
∂(y1)
,
∂(y1)
λ0
}
. And the upper bound of
two terms equal when λ0 =
Gˆ
Hˆ
, then v1 ≤ GˆHˆ
φ
. δ
bound follows plugging in the upper bound of v1, and
 =
δ
Φ(y∗)
.
Algorithm 2 Angular search
1: procedure ANGULARSEARCH(λ0, T )
Input: λ0 ∈ R+, and maximum iteration T ∈ R+
Output: yˆ ∈ Y.
Initialize: α0 = ∞, β0 = 0, Empty queue Q, yˆ = ∅.λ ←
λ0
2: ADD(Q, (α, β, 0))
3: while Q 6= ∅ do
4: (α, β, s)← Dequeue(Q)
5: if β 6= 0 then
6: λ← 1√
αβ
7: if s = 0 then
8: y ← Oc(λ, α, β)
9: else
10: y ← Oc(λ, α, β)
11: if Φ(y) > Φ(yˆ) then
12: yˆ ← y
13: if y 6= ∅ then
14: z ← [h(y) g(y)], z′ ← [λg(y) 1
λ
h(y)]
15: r ←
[√
λh(y)g(y)
√
1
λh(y)g(y)
]
16: if z1 = z′1 then
17: return y
18: else if ∂(z) > ∂(z′) then
19: K1 ← (∂(z), ∂(r), 1)
20: K2 ← (∂(r), ∂(z′), 0)
21: else
22: K1 ← (∂(z′), ∂(r), 1)
23: K2 ← (∂(r), ∂(z), 0)
24: ADD(Q,K1) .ADD(Q,K2)
25: t← t+ 1
26: if t = T then . maximum iteration reached
27: return yˆ
Appendix G Illustration of the angular
search
Following figure 6 illustrates Angular search. Block dots
are the labels from figure 5. Blue X denotes the new label
returned by the oracle. Red X is the maximum point. Two
straights lines are the upper bound and the lower bound
used by the constrained oracle. Constrained oracle returns
a blue dot between the upper and lower bounds. We can
draw a line that passes blue X that no label can be above the
line. Then, split the angle into half. This process continues
until the y∗ is found.
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Figure 6: Illustration of the Angular search.
Appendix H Limitation of the constraint
λ-oracle search
Theorem 3. Any search algorithm accessing labels only
through λ-oracle with any number of the linear constraints
cannot find y∗ in less than M iterations in the worst case
where M is the number of labels.
Proof. We show this in the perspective of a game between
a searcher and an oracle. At each iteration, the searcher
query the oracle with λ and the search space denoted as A,
and the oracle reveals a label according to the query. And
the claim is that with any choice of M − 1 queries, for
each query the oracle can either give an consistent label or
indicate that there is no label in A such that after M − 1
queries the oracle provides an unseen label y∗ which has
bigger Φ than all previous revealed labels.
Denote each query at iteration t with λt > 0 and a query
closed and convex set At ⊆ R2, and denote the revealed
label at iteration t as yt. We will use yt = ∅ to denote that
there is no label inside query space At. Let Yt = {yt′ |t′ <
t}.
Algorithm 3 describes the pseudo code for generating such
yt. The core of the algorithm is maintaining a rectangular
areaRt for each iteration t with following properties. Last
two properties are for yt.
1. ∀t′ < t,∀y ∈ Rt,Φ(y) > Φ(yt′).
2. ∀t′ < t,∀y ∈ Rt ∩ At′ , h(yt′) + λt′g(yt′) > h(y) +
λt′g(y).
3. Rt ⊆ Rt−1.
4. Rt is a non-empty open set.
5. yt ∈ Rt ∩ At
6. yt = argmaxy∈Yt∩At h(y) + λtg(y).
Note that if these properties holds till iteration M , we can
simply set y∗ as any label inRM which proves the claim.
First, we show that property 4 is true. R0 is a non-empty
open set. Consider iteration t, and assume Rt−1 is a non-
empty open set. Then R˜ is an open set since Rt−1 is
an open set. There are two unknown functions, Shrink
and FindRect. For open set A ⊆ R2, y ∈ R2, let
Shink(A, y, λ) = A − {y′|Φ(y′) ≤ Φ(y) or h(y′) +
λg(y′) ≥ h(y) + λg(y)}. Note that Shrink(A, y, λ) ⊆
A, and Shrink(A, y, λ) is an open set. Assume now
that there exists a y such that Shrink(Rt−1, y, λt) 6=
∅ and FindPoint(Rt−1, λt) returns such y. Function
FindPoint will be given later. FindRect(A) returns an
open non-empty rectangle inside A. Note that Rect(A) ⊆
A, and since input to Rect is always non empty open set,
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Algorithm 3 Construct a consistent label set Y .
Input: {λt,At}M−1t=1 , λt > 0,At ⊆ R2,Atis closed and
convex region.
Output: {yt ∈ R2}t=M−1t=1 , y∗ ∈ R2
Initialize: R0 = {(a, b)|0 < a, 0 < b},Y0 = ∅.
1: for t = 1, 2, . . . ,M − 1 do
2: if Yt−1 ∩ At = ∅ then
3: y˜ = argmaxy∈Yt h(y) + λtg(y).
4: R˜ = Rt−1∩{y|h(y)+λtg(y) < h(y˜)+λtg(y˜)
or y /∈ At}.
5: else
6: y˜ = ∅, R˜ = Rt−1 −At.
7: if R˜ 6= ∅ then
8: yt = ∅. Rt = FindRect(R˜)
9: else
10: yt = FindPoint(Rt−1, λt).
11: Rt = FindRect(Shrink(Rt−1, yt, λt)).
12: if yt 6= ∅ then
13: Y = Y ∪ {yt}.
14: Pick any y∗ ∈ RM−1
such rectangle exists. Since R0 is non-empty open set,
∀t,Rt is a non-empty open set.
Property 3 and 5 are easy to check. Property 1 and 2 fol-
lows from the fact that ∀t ∈ {t|yt 6= ∅},∀t′ > t,Rt′ ⊆
Shrink(Rt−1, yt, λt−1).
Property 6 follows from the facts that if Yt−1 ∩ At 6= ∅,
R˜ = 0 =⇒ Rt−1 ⊆ {y|h(y) + λtg(y) > h(y˜) + λtg(y˜)
and y ∈ At}, otherwise Yt−1 ∩ At = ∅, andRt−1 ⊆ At.
FindPoint(A, λ) returns any y ∈ A − {y ∈ R2|λy2 =
y1}. Given input A is always an non-empty open set, such
y exists. Shrink(Rt−1, y, λt) 6= ∅ is ensured from the
fact that two boundaries, c = {y′|Φ(y′) = Φ(y)} and d =
{h(y′) + λg(y′) = h(y) + λg(y)} meets at y. Since c is
a convex curve, c is under d on one side. Therefore the
intersection of set above c and below d is non-empty and
also open.
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Figure 7: Additional experiment plot (RCV)
