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Abstract
In this paper, asymptotic results in a long-term growth rate portfolio optimiza-
tion model under both fixed and proportional transaction costs are obtained.
More precisely, the convergence of the model when the fixed costs tend to
zero is investigated. A suitable limit model with purely proportional costs
is introduced and the convergence of optimal boundaries, asymptotic growth
rates, and optimal risky fraction processes is rigorously proved. The results
are based on an in-depth analysis of the convergence of the solutions to the
corresponding HJB-equations.
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1. Introduction
In this article, we study portfolio optimization problems in a Black-Scholes market
using the Kelly-criterion of maximizing the asymptotic growth rate
lim inf
T→∞
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2 Sören Christensen, Albrecht Irle, and Andreas Ludwig
going back to Kelly in [19]. Without transaction costs, the problem can be solved along
the lines of [26] and it can essentially be obtained that the optimal strategy consists of
keeping the fraction of total wealth invested in each asset constant. In Merton’s honor
this fraction is called the Merton ratio or Merton fraction.
It is, however, more realistic that an investor faces different types of costs such as
brokerage and management fees, search and information costs, commissions and many
others. For these kind of costs the notion transaction costs shall be used. There are
basically three different approaches to model transaction costs. The earliest approach
goes back to Magill and Constantinides in [24] and considers proportional transaction
costs, i.e., the investor has to pay a fixed proportion of each trading volume. For the
discounted consumption criterion they conjectured for the case of one stock that the
optimal strategy is to keep the risky fraction process in a certain interval [A,B] ⊂ ]0, 1[
with minimal effort. The resulting process is a reflected diffusion with infinitesimal
trading at the boundaries A,B. This was then proved by Davis and Norman for
the logarithmic and power utility in [9]. Shreve and Soner analyzed rigorously the
optimal strategy in [29] and established the value function as the unique solution
to the Hamilton-Jacobi-Bellman equation, using viscosity solution techniques. The
general case d ≥ 1 was then treated in [1].
The problem of maximizing the asymptotic growth rate under proportional transaction
costs was solved by Taksar, Klass, and Assaf in [31] for one stock, where only selling
stocks was punished. They derived the same structure of the optimal strategy as Davis
and Norman. Using viscosity techniques Akian, Sulem, and Taksar proved existence
of a solution to the HJB-equation, which is of variational form, in the d-stock case in
[2].
Considering fixed transaction costs, i.e. at every transaction a fixed proportion of the
investor’s wealth has to be paid, solves the problem of the rather unfeasible infinitesimal
trading of purely proportional costs and represents a second approach. Here, the so-
called impulse control theory is applied and the strategies are of impulsive form, i.e. they
are given via a sequence (τn, ηn)n∈Nature0 consisting of stopping times τn with respect
to (Ft)t≥0 that denote the trading times and satisfy
(i) 0 = τ0 ≤ τ1 ≤ τ2 ≤ . . . with τn < τn+1 on {τn <∞} for all n ∈ Nature0,
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(ii) P
(
lim
n→∞ τn =∞
)
= 1
and Fτn -measurable Rd-valued random variables ηn, describing the trading volume at
τn. The optimal strategy in the one stock case is to wait until the risky fraction process
reaches the boundary of some interval [A,B] ⊂ ]0, 1[ containing the Merton fraction and
then trade back to some fixed fraction in ]A,B[ near the Merton fraction and restart the
process. This optimal behavior was described for the Kelly criterion in [27]. Bielecki
and Pliska then generalized these results in several ways by characterizing the optimal
strategies in terms of solutions to quasi-variational inequalities in [7], while existence
and uniqueness results for solutions to these HJB-equations in quasi-variational form
were established by Nagai in [28] by applying a coordinate transformation to avoid
degeneracy.
Despite of the feasibility of the optimal trading strategies under fixed transaction
costs, the cost structure seems rather unrealistic from the practitioner’s point of view.
To overcome this problem a combination of fixed and proportional transaction costs was
suggested. In some cases, as in [10], [20], and [4], the fixed component of the transaction
costs is a constant amount not depending on the wealth. Here, the authors derive
solutions for the discounted consumption criterion for the linear utility, asymptotically
for the exponential utility, and existence of optimal strategies, resp. Asymptotic results
for vanishing fixed costs were recently obtained in [3], [12], [25], where in particular
the last paper considers a generalization of our setting. These results are, however,
different in nature to the results obtained in this article as the authors do not show
convergence of the optimal strategies, but construct asymptotically optimal strategies,
which are obviously suboptimal for all fixed positive costs. We also want to mention
[14] where a market with price-impact proportional to a power of the order flow is
considered and asymptotically explicit formulas are obtained. The precise results and
techniques, however, are quite different to ours.
Our attention in the present work will be focused on the cases where the fixed
component of the transaction costs is a fixed proportion of the investor’s wealth, as
described above, under the maximization of the asymptotic growth rate. The trading
strategies are therefore of impulsive form and the costs paid by the investor at time τn
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are of the size
c(Vτn , ηn) = δVτn + γ|ηn|,
where δ ∈ ]0, 1[ denotes the fixed part of the costs, while the proportional part is
described by γ≥ 0 with γ < 1− δ.
Inspired by the results from [27] for purely fixed costs, Irle and Sass introduced in [16]
the class of the so-called constant boundary strategies for the one-dimensional case and
proved their optimality via a solution to the HJB-equation in quasi-variational form,
rigorously constructed in [17]. These strategies can be described via four constants
a < α ≤ β < b ∈ ]0, 1[ such that [a, b] is the continuation region, or the no-trade region,
of the risky fraction process that is then restarted via trading in α, respectively in β,
when it reaches the boundary in a, respectively in b.
These optimal constants may easily be computed numerically, of course depending
on the parameters of the Black-Scholes market and on the transaction costs, see [16],
[17], so these results provide a semi-explicit solution to the problem with fixed and
proportional transaction costs.
For d ≥ 2 stocks it seems very difficult to obtain results on the geometric structure of
the optimal strategy, but results on the existence of an optimal strategy as solutions to
the corresponding HJB-equation were obtained by Tamura. He adapted methods from
[28] to the case d = 1 in [32] and to the general case d ≥ 1 in [33], and derived an optimal
strategy via a solution of the HJB-equation in quasi-variational form. This solution
is obtained by perturbation methods and results on quasi-variational inequalities with
discount factors from [5] and [6], so does not provide any ready insight on the geometric
structure of the no-trade region and on the way, how trading back should be done. A
rough guess would see optimal strategies as given by two surfaces in d-dimensional
space: As soon as the outer surface is reached by the risky fraction process, trading
back occurs to some point at the inner surface. The performance of such strategies was
investigated in [15] but the possible optimality of such strategies was not considered
here.
In this paper, we take as a starting point the model of [17] with transaction costs
c(ν, η) = δν + γ|η|. As described above, an optimal strategy is given by the levels
a < α ≤ β < b:
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b
β
α
a
Trading back from b to β or a to α, resp., causes fixed costs and proportional costs.
For δ becoming smaller, the punishment for frequent trading with small volume gets
less, so we should expect the differences b− β and α− a in the optimal boundaries to
become small. The optimally controlled risky fraction process will have an increasing
number of small trades from b to β and a to α resp., so that in the limit, as δ tends to
zero for fixed γ, a diffusion with reflecting boundaries should turn up.
In this article we shall give the precise mathematical statements and proofs for these
heuristics thus obtaining a connection between the different transaction cost models.
We show the convergence of the model, when the fixed costs δ tend to zero, to a
model with only proportional costs corresponding to that from [31], by proving the
convergence of the optimal boundaries, asymptotic growth rates, and optimal risky
fraction process. The obtained result can also be of interest when only considering the
limiting model with pure proportional costs. As the optimal strategies are of reflection
type, a discretization is needed to make them realizable. Then, constant boundary
strategies with upper- and lower boundaries close to each other are plausible candidates
and the results of this paper provide a rigorous framework to justify this. We want
to remark here that the – on a first view – artificial fixed costs can be interpreted as
opportunity costs for using discretized reflection strategies, see [8].
The article is organized in the following manner. For the sake of completeness,
we introduce in Section 2 the model with fixed and proportional costs from [17] and
combine the results derived in [15] related to the representation of the maximization
problem via risky fraction processes and the subsequent application of coordinate
transformation to the whole space R.
In Section 3, we introduce a suitable model with only proportional costs similar to
that of [31] and state a verification theorem for the corresponding HJB-approach.
The main results can then be found in Section 4. We treat the convergence in case
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of vanishing fixed costs δ and establish that the optimal boundaries
a = a(δ) < α = α(δ) ≤ β = β(δ) < b = b(δ) ∈ ]0, 1[
converge to limits
lim
δ→0
a(δ) = A = lim
δ→0
α(δ), lim
δ→0
β(δ) = B = lim
δ→0
b(δ)
for vanishing fixed costs δ. Furthermore, the values are proved to converge and we
obtain the optimality of the reflected risky fraction process on [A,B] for the limit
model with δ = 0 introduced in Section 3. As a byproduct, this yields the uniqueness
of the optimal boundaries A,B in the problem with pure proportional transaction
costs. Furthermore, the weak convergence of the risky fraction processes to the optimal
reflected risky process is inferred. These results are derived from a careful analysis
of the convergence of the solutions to the corresponding HJB-equations. It should
be noted that the way to prove convergence of the optimal impulse strategies to a
singular control strategy for vanishing fixed transaction costs is rather general in nature
and could be applied to other classes of ergodic problems, too. However, the one-
dimensional nature of the underlying processes is used in our approach, so that it is
not straightforward to, e.g., treat problems with constant costs (not depending on the
wealth) with this technique.
Looking at the transaction costs c(ν, η) = δν + γ|η|, the second natural problem
is to look at the convergence as γ tends to zero for fixed δ. For γ becoming smaller,
trading with large volumes inflicts less costs, so that we expect fewer trades with larger
volumes. It is an immediate conjecture that, as γ tends to zero for fixed δ, the optimal
strategy tends to the optimal strategy in the model with γ as treated in [27], where
α = β. That this conjecture is true may be shown by methods similar to those in this
article but the precise proofs turn out to differ substantially from the arguments in this
paper. In order not to overburden the contents here, we refer this to a further paper;
the key concepts may be found in [23]. That thesis also provides more details on the
results in Sections 2 and 3.
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2. Portfolio model with fixed and proportional transaction costs
2.1. Description of the model and preliminary results
In this subsection we introduce the portfolio model with fixed and proportional
transaction costs from [16], [17], and [15]. We consider a financial market model with
one bond B and one stock S satisfying
dBt = rBtdt, B0 = b0, dSt = µStdt+ σStdWt, S0 = s0 (1)
with constant starting values s0, b0 and a Brownian motionW adapted to the standard
filtration (Ft)t≥0 on a probability space (Ω,F , P, (Ft)t≥0). r ≥ 0 denotes the interest
rate, µ ∈ R denotes the trend and σ > 0 is the volatility. By Xt, respectively Yt, we
denote the amount of money the investor has invested in the bond, respectively the
stock, at time t and define Vt := Xt+Yt to be the wealth or portfolio value. We do not
allow short selling or borrowing and therefore have
Xt ≥ 0 and Yt ≥ 0. (2)
Assuming Vt > 0, we can define the risky fraction process ht by
ht :=
Yt
Vt
and h0t :=
Xt
Vt
for every t ≥ 0. (3)
The assumption Vt > 0 above is not really restrictive, since for all trading strategies
considered in the following it will be a consequence of (2). In our future models the
investor will face fixed and proportional transaction costs, therefore sensible trading
can only occur at discrete times τn, n ∈ Nature0, and we denote by ηn the transaction
volume in the stock at time τn, n ∈ Nature0. Hence the natural class of trading
strategies are impulse control strategies τn, n ∈ Nature0 satisfying
ηn = 0 on {τn =∞} for all n ∈ Nature. (4)
Here, the condition τ0 = 0 introduced in the definition of impulse control strategies
is just for technical reasons and since trading in ∞ will have no effect on the growth
rate in (6), we restrict ourselves to (4) for simplicity. We will later have to define the
class of admissible trading strategies
A := {K : K is an admissible impulse control strategy}, (5)
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which of course will depend on the transaction costs and how they are paid. For every
K ∈ A we consider the corresponding wealth process (V Kt )t≥0 and the expected growth
rate
J(K) := lim inf
T→∞
1
T
E
(
log V KT
)
. (6)
The general aim is to maximize J over all trading strategies, i.e. to find the value
ρ := sup
K∈A
J(K) (7)
and the corresponding maximizing trading strategy K∗, if existing. We assume the
investor faces investment fees, given by the cost function
c : [0,∞[×R→ [0,∞[, (x, η) 7→ δx+ γ|η|, (8)
where δ ∈ ]0, 1[ denotes the fraction of the portfolio value (fixed costs) and γ ∈ [0, 1−δ[
are the fractions of the transaction volume η (proportional costs). For impulse control
strategies (τn, ηn)n∈Nature0 we define that after the n-th trading the assets become
Xτn = Xτn− − ηn − c(Vτn−, ηn), Yτn = Yτn− + ηn, (9)
on {τn <∞} and hence
Vτn = Vτn− − c(Vτn−, ηn), hτn = V −1τn Yτn . (10)
Between the trading times the processes are supposed to evolve according to (1), i.e. the
number of bonds or stocks held by the investor has to be constant. Since we do not
allow short selling or borrowing we can now define admissible trading strategies.
Definition 2.1. An impulse control strategy K = (τn, ηn)n∈Nature0 is an admissible
monetary strategy if the corresponding processes from (9) satisfy
Xτn , Yτn ≥ 0 on {τn <∞} for all n ∈ Nature0. (11)
Since admissibility clearly depends on the starting values v0, h0, we define
Av0,h0 := {K : K is an admissible monetary strategy for v0, h0} (12)
and we will sometimes writeXK,v0,h0 , Y K,v0,h0 and V K,v0,h0 for the processes if needed.
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Given an admissible monetary strategy (τn, ηn)n∈Nature0 and the corresponding risky
fraction process (ht)t≥0 we get
ξn := hτn ∈ [0, 1] on {τn <∞} for all n ∈ Nature0. (13)
Definition 2.2. An impulse control strategy K˜ = (τn, ξn)n∈Nature0 is an admissible
proportional strategy if ξn ∈ [0, 1] on {τn < ∞} for all n ∈ Nature0. In analogy to
Definition 2.1 we define
A˜ :=
{
K˜ : K˜ is an admissible proportional strategy
}
. (14)
Remark 2.3. If we define ξn ≡ 0 on {τn =∞} in (13), we can see that an admissible
proportional strategy can by deduced from an admissible monetary strategy. In fact,
there is a one-to-one correspondence between these two kinds of strategies, see Lemma
2.3 and Theorem 2.4 in [15].
We can reformulate the cost function associated to risky fractions as follows, see
[17].
Proposition 2.1. There exists a constant κ ∈ ]0, 1[ and a Lipschitz continuous func-
tion
C : [0, 1]2 → [0, κ], (15)
such that for every admissible proportional strategy K˜ = (τn, ξn)n∈Nature0
Vτn = (1− δ)(1− C(hτn−, ξn))Vτn− (16)
holds on {τn <∞} for every n ∈ Nature0. More, explicitly,
Ĉ(h, ξ) := (1− δ)(1− C(h, ξ)) =

1−δ+γh
1+γξ , ξ ≥ h1−δ ,
1−δ−γh
1−γξ , ξ <
h
1−δ .
(17)
As described before, the main objective is to find the optimal growth rate
ρv0,h0 = sup
K∈Av0,h0
Jv0,h0(K) = sup
K∈Av0,h0
lim inf
T→∞
1
T
E
(
log V K,v0,h0T
)
, (18)
which we later prove to be independent of v0, h0, and a corresponding maximizing
monetary strategy K∗v0,h0 , if existing, satisfying
ρv0,h0 = Jv0,h0
(
K∗v0,h0
)
. (19)
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Remark 2.3 shows that, by setting J˜v0,h0(K˜) := Jv0,h0(K), we can do this by studying
ρv0,h0 = sup
K˜∈A˜
J˜v0,h0
(
K˜
)
= sup
K˜∈A˜
lim inf
T→∞
1
T
E
(
log V K˜,v0,h0T
)
. (20)
2.2. A transformation of the problem
In [33] a coordinate transformation ψ, already introduced in [28] for a model with
only fixed transaction costs, is applied to the risky fraction process h in order to avoid
degeneracy at the boundary of the state space. The resulting diffusion ψ(h) is then of
a much easier structure and the transformed problem can be solved via the Hamilton-
Jacobi-Bellman approach. We introduce the bijective transformations
ψ :]0, 1[→ R, h 7→ log h− log(1− h), ϕ := ψ−1 : R→]0, 1[, y 7→ exp y1 + exp y . (21)
Note that φ is Lipschitz continuous. We define
f¯ : R→ R, y 7→ f(ϕ(y)) (22)
and the corresponding cost function
C(y, ζ) = C˜(ϕ(y), ϕ(y + ζ)− ϕ(y)) := log(1− δ) + log(1− C(ϕ(y), ϕ(y + ζ))). (23)
Admissible trading strategies are now just common impulse control strategies and
hence independent of the initial values v0, h0. Let v0 > 0, v˜0 > 0, h0 ∈ [0, 1] and y0 ∈
R. It is not hard to see that the optimal growth rates ρv0,h0 and ρ˜v˜0,y0 are independent
of the initial values v0, v˜0, h0, y0 and satisfy ρv0,h0 = ρ˜v˜0,y0 . For some v0 > 0, y0 ∈ Rd,
it suffices to maximize over all admissible strategies K = (τn, ζn)n∈Nature0
J˜v0,y0
(
K
)
= r + lim inf
T→∞
1
T
E
( T∫
0
f˜(ys−)ds+
∞∑
k=0
C(yτk−, ζk)1{τk≤T}
)
.
2.3. Optimal Strategies
The maximization problem (6) was solved by Irle and Sass in [17]. Our main purpose
in this subsection is a brief introduction of the approach and the results from [17] that
are needed later. The main tool is the Hamilton-Jacobi-Bellman approach, i.e., they
explicitly solved the quasi-variational inequality (QVI)
max
{
Du+ f − l,Mu− u} = 0, (24)
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whereMu(x) := sup
y∈[0,1]
u(y) + C˜(x, y) denotes the maximum operator and
D := x(1− x)(µ− r − σ2x) d
dx
+ 12σ
2x2(1− x)2 d
2
dx2
. (25)
Definition 2.4. An impulse control strategy K˜ = (τn, ξn)n∈Nature0 is a (proportional)
constant boundary strategy if there exist a < α ≤ β < b ∈ ]0, 1[ such that ξ0 ∈ ]a, b[ and
τn = inf
{
t > τn−1 : hn−1t /∈ ]a, b[
}
, ξn =
α, h
n−1
τn = a,
β, hn−1τn = b,
where hn−1 is the corresponding risky fraction process. We will refer to K˜ as a
proportional constant boundary strategy given by (a, α, β, b).
In order to find the solution u, a modified version of the cost function is used in [17].
Definition 2.5. We define the modified cost function Γ for all x, y ∈ ]0, 1[ by
Γ(x, y) :=
log
(
1−δ+γx
1+γy
)
, y > x,
log
(
1−δ−γx
1−γy
)
, y ≤ x.
(26)
Now we are able to state a collection of the results from [17], which we will use as
a reference.
Theorem 2.6. Let δ ∈ ]0, 1[, γ ∈ [0, 1− δ[, D as in (25),
f : [0, 1]→ R, h 7→ −12σ
2h2 + (µ− r)h, (27)
Γ as in (26) and let the Merton fraction hˆ := µ−rσ2 satisfy hˆ ∈ ]0, 1[. Then there exist
constants l > 0 and a < α ≤ x0 ≤ β < b ∈ ]0, 1[ such that the function u ∈ C1([0, 1],R)
defined by
u(x) :=

Γ(x, α), x ≤ a,
u(a) +
x∫
a
g(y, x0, l)dy, a < x ≤ b,
u(β) + Γ(x, β), x > b,
(28)
where
g(x, x0, l) :=

( 1−xx )2ηˆ−1
x(1−x)f(1)
((
l − xf(1))( x1−x)2ηˆ−1 − (l − x0f(1))( x01−x0 )2ηˆ−1), ηˆ 6= 12 ,
1
x(1−x)
x∫
x0
(
l
σ2 − y2 (1− y)
) 2
y(1−y)dy, ηˆ =
1
2 ,
(29)
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has the following properties:
(i) Every constant boundary strategy K˜ given by the constants (a, α, β, b) in the
sense of Definition 2.4 is optimal for the modified cost function Γ with the optimal
value J˜
(
K˜
)
= r + l = ρ.
(ii) If a ≤ α(1− δ), then K˜ is also optimal for the original cost function C˜.
(iii) Du(x) + f(x)− l ≤ 0 and u(y)− u(x) + Γ(x, y) ≤ 0 for all x, y ∈ [0, 1].
(iv) Du(x) + f(x)− l = 0 for all x ∈ ]a, b[.
(v) u′(β) = − ∂∂yΓ(b, y)|y=β = − γ1−γβ and u′(α) = − ∂∂yΓ(a, y)|y=α = γ1+γα .
(vi) u′(b) = ∂∂xΓ(x, β)|x=b = − γ1−δ−γb and u′(a) = ∂∂xΓ(x, α)|x=a = γ1−δ+γa .
(vii) ∂∂xg(x, x0, l)|x=β < − γ
2
(1−γβ)2 and
∂
∂xg(x, x0, l)|x=b > − γ
2
(1−δ−γb)2 .
(viii) ∂∂xg(x, x0, l)|x=α < − γ
2
(1+γα)2 and
∂
∂xg(x, x0, l)|x=a > − γ
2
(1−δ+γa)2 .
(ix) g(x, x0, l) < γ1−δ+γx on ]0, a[ and g(x, x0, l) > − γ1−δ−γx on ]b, 1[.
(x) α = β for γ = 0 and α < x0 < β for γ > 0.
Proof. Cf. [17], pp. 929-936 and Remark 9.1.

2.4. Optimal strategies in the transformed space
If we define f¯ := f ◦ ϕ and the cost function C as in (23), then every admissible
strategy K = (τn, ξn)n∈Nature0 ∈ A¯ yields the expected growth rate
J¯
(
K
)
= r + lim inf
T→∞
1
T
E
( T∫
0
f¯(Ys−)ds+
∞∑
k=0
C(Yτk−, ξk)1{τk≤T}
)
, (30)
where Y = ψ(h) and h is the corresponding risky fraction process. Writing
Mv(x) := sup
y∈R
v(y) + C(x, y − x), D := 12σ
2 d
2
dx2
+
(
µ− r − 12σ
2
) d
dx
, (31)
we get the following connection: If a smooth enough function u : [0, 1]→ R is a solution
to the QVI (24) on [0, 1], then u ◦ ϕ is a solution to the QVI
max
{
Dv + f¯ − l,Mv − v} = 0 (32)
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on R. Using that we can translate the results presented before to R with a corre-
sponding notion of a constant boundary strategy. The next Theorem is mainly the
counterpart of Theorem 2.6. We omit the straightforward proof.
Theorem 2.7. Let δ ∈ ]0, 1[, γ ∈ [0, 1− δ[, D as in (31), f¯ = f ◦ ϕ as in (22), Γ as in
(26) and let the Merton fraction hˆ := µ−rσ2 satisfy hˆ ∈ ]0, 1[. Then there exist constants
l > 0 and a < α ≤ β < b ∈ R and a bounded continuous function u : R → [0,∞[
satisfying
(i) α = β ⇔ γ = 0.
(ii) Every constant boundary strategy K = K(a, α, β, b) = (τn, ξn)n∈Nature0 is opti-
mal for the modified cost function Γ with optimal value J¯
(
K
)
= r + l = ρ.
(iii) If ϕ(a) ≤ ϕ(α)(1− δ), then K is also optimal for the original cost function Γ.
(iv) max{f(0), f(1)} < l < f(hˆ).
(v) For every y ∈ ]a, b[ and σ ≤ τ∗(y) := inf{t > 0 : Xyt /∈ ]a, b[}, where Xy is the dif-
fusion corresponding to (31) starting in y, it holds u(y) = E
(
σ∫
0
(
f¯(Xys )− l
)
ds+ u(Xyσ)
)
.
(vi) ‖u‖∞ ≤ ‖Γ‖∞ <∞, u|[a,b] ∈ C2([a, b]), u|R\[a,b] ∈ C2(R\[a, b]).
(vii) There is an x0 ∈
{
y ∈ R : f¯(y) − l ≥ 0} ∩ [α, β] such that u(x0) = ‖u‖∞ and
α < x0 < β ⇔ γ > 0.
(viii) Du(x) + f¯(x)− l ≤ 0 and u(y)− u(x) + Γ(x, y) ≤ 0 for all x, y ∈ R.
(ix) Du(x) + f¯(x)− l = 0 for all x ∈ ]a, b[.
(x) u(β)−u(x)+Γ(x, β) = 0 for all x ≥ b and u(α)−u(x)+Γ(x, α) = 0 for all x ≤ a.
(xi) u′(β) = − ∂∂yΓ(b, y)|y=β = −γϕ
′(β)
1−γϕ(β) and u′(α) = − ∂∂yΓ(a, y)|y=α = γϕ
′(α)
1+γϕ(α) .
(xii) u′(b) = ∂∂xΓ(x, β)|x=b = −γϕ
′(b)
1−δ−γϕ(b) and u′(a) =
∂
∂xΓ(x, α)|x=a = γϕ
′(a)
1−δ+γϕ(a) .
(xiii) For γ > 0 u is strictly increasing on (−∞, 0[ and strictly decreasing on ]0,∞[.
(xiv) For γ = 0 u is strictly increasing on [a, α], strictly decreasing on [α, b] and u ≡ 0
on R \ [a, b].
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(xv) u◦ψ differs only by a constant from its counterpart in Theorem 2.6 while l,ϕ(x0),
ϕ(a), ϕ(α), ϕ(β) and ϕ(b) are equal.
3. A model with only proportional transaction costs
Considering the excluded case δ = 0 in the models of the previous section formally
leads to a model with pure proportional transaction costs. We, however, then leave
the scope of these models, since frequent trading is not punished anymore leaving
the impulse control strategies too restrictive. For δ = 0 continuous trading has to
be considered and the optimal strategy is to keep the risky fraction process in some
bounded interval [A,B] ⊂ ]0, 1[ with minimal effort, i.e. the risky fraction process is
reflected at the boundaries.
To establish the convergences in the following section, we begin by introducing
the model with only proportional transaction costs and show how the corresponding
Hamilton-Jacobi-Bellman approach can be used to solve the optimization problem
in this section. The most similar but not identical models are that of [31], where
transaction costs are only to be paid for selling stocks, and that of [30] or [2], where
the investor’s wealth is considered after liquidation. As, however, the results can
basically be obtained using well-known arguments, we do not give the details here and
refer the interested reader to [23].
Let V,X, Y and h denote the processes describing the portfolio and suppose fixed
starting values (x0, y0) ∈ [0,∞[2 with v0 = x0 + y0 > 0, h0 = y0v0 ∈ ∆ are given.
The transaction costs are now given by a constant γ ∈ ]0, 1[ denoting the fraction of
the transaction volume that has to be paid for every transaction. Since without fixed
transaction costs continuous trading is allowed, we no longer consider only impulse
control strategies as trading strategies but cÃădlÃăg policies.
Definition 3.1. An investment policy is a pair (L,M) of nonnegative, nondecreasing
and cÃădlÃăg processes L = (Lt)t≥0,M = (Mt)t≥0. Here, the cumulative amount of
money transferred from bond to stock up to the time t is denoted by Lt, whereas Mt
is the cumulative amount of money that stocks are sold for up to time t.
Optimal portfolio selection under vanishing fixed costs 15
For an investment policy (L,M) the portfolio-dynamics is given by
dXt = rXs−ds+ (1− γ)dMt − (1 + γ)dLt, dYt = µYs−ds+ σYs−dWs − dMt + dLt.
(33)
We therefore call an investment policy (L,M) admissible for (v0, h0) if there exist
unique processes (Xt)t≥0, (Yt)t≥0 that satisfy (33), Xt, Yt ≥ 0 and Vt = Xt + Yt > 0
for all t ≥ 0. To clarify the dependence we will write X(L,M), Y (L,M) and V (L,M) if
needed.
Furthermore, we denote the set of all admissible investment policies as Av0,h0 .The
objective is again to find an optimal admissible policy (L∗,M∗) that maximizes the
expected growth rate
ρv0,h0 := sup
(L,M)∈Av0,h0
Jv0,h0(L,M) := sup
(L,M)∈Av0,h0
lim inf
T→∞
1
T
E
(
log
(
V
(L,M)
T
))
. (34)
Definition 3.2. A continuous investment policy (L,M) ∈ Av0,h0 with L0 = M0 = 0
is a control limit policy for the limits A < B ∈ ]0, 1[ if the corresponding risky fraction
process h satisfies
Lt =
t∫
0
1{hs=A}dLs, Mt =
t∫
0
1{hs=B}dMs, ht ∈ [A,B] for all t ≥ 0. (35)
The existence and uniqueness of control limit policies was proved in Theorem 9.2 in
[29].
Finally, we can establish a verification theorem.
Theorem 3.3. Let f be as in (27) and let D denote the generator from (25). Assume
there exists some v ∈ C2([0, 1],R) and l ∈ R such that for all x ∈ [0, 1]
(a) Dv(x) ≤ −f(x) + l,
(b) v′(x) ≤ γ1+xγ ,
(c) v′(x) ≥ − γ1−xγ .
Let further A < B ∈ ]0, 1[ and h0 ∈ [A,B]. Suppose v additionally satisfies
(i) Dv(x) = −f(x) + l for all x ∈ [A,B],
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(ii) v′(x) = γ1+xγ for all x ∈ [0, A],
(iii) v′(x) = − γ1−xγ for all x ∈ [B, 1].
Then the control limit policy (L,M) for the limits A,B is optimal.
Now it remains to prove the existence and uniqueness of constants A < B ∈ ]0, 1[
such that the control limit policy for the limits A,B is optimal. Their existence will
be established in Proposition 4.3 of the next section as the limit of the boundaries
(an, αn, βn, bn) of the constant boundary strategies for fixed costs δn → 0. The
following result is essentially used in the next section to establish the uniqueness of the
optimal A,B.
Lemma 3.1. Let A < B ∈ ]0, 1[ and h0 ∈ [A,B]. Suppose the control limit policy
(L,M) for the limits A,B is optimal with the optimal value ρv0,h0 > r. Then the
corresponding value process V satisfies
lim sup
T→∞
1
T
E
( T∫
0
1
Vs
dLs
)
> 0, lim sup
T→∞
1
T
E
( T∫
0
1
Vs
dMs
)
> 0.
Proof. It holds that
ρv0,h0 = Jv0,h0(L,M) = r + lim inf
T→∞
1
T
E
(
−
T∫
0
1 + γ
1− hs
1
Vs
dLs +
T∫
0
1− γ
1− hs
1
Vs
dMs
)
and thus for l := ρv0,h0 − r
0 < l = lim inf
T→∞
1
T
E
(
−
T∫
0
1 + γ
1− hs
1
Vs
dLs +
T∫
0
1− γ
1− hs
1
Vs
dMs
)
≤ lim sup
T→∞
1
T
E
( T∫
0
1− γ
1− hs
1
Vs
dMs
)
= 1− γ1−B · lim supT→∞
1
T
E
( T∫
0
1
Vs
dMs
)
.
Now we assume
lim sup
T→∞
1
T
E
( T∫
0
1
Vs
dLs
)
= 0 (36)
and consider new limits A˜ < B˜ ∈ ]0, 1[ and a new starting value h˜0 ∈ [A˜, B˜] such that
after the transformation from ]0, 1[ to R via ψ(x) := log x1−x the distances remain the
same, i. e.
ψ(B)− ψ(A) = ψ(B˜)− ψ(A˜), ψ(B)− ψ(h0) = ψ(B˜)− ψ(h˜0) (37)
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and B˜ > B. Furthermore, we denote by (L˜, M˜) the control limit policy for the
new limits A˜, B˜. The processes y := ψ(h), where h is the risky fraction processes
corresponding to (L,M), satisfies
yt = y0 +
(
µ− r − σ
2
2
)
· t+ σWt + 1 + γA
A(1−A)
t∫
0
1
Vs
dLs − 1− γB
B(1−B)
t∫
0
1
Vs
dMs, (38)
The corresponding formula for y˜ := ψ(h˜) associated to (L˜, M˜) yields that both are
instantaneous reflections of the same diffusion with different boundaries and different
starting values. Since the processes involved in an instantaneous reflection are unique
(cf. [13], p. 185), (37) yields
1 + γA
A(1−A)
t∫
0
1
Vs
dLs =
1 + γA˜
A˜(1− A˜)
t∫
0
1
V˜s
dL˜s,
1− γB
B(1−B)
t∫
0
1
Vs
dMs =
1− γB˜
B˜(1− B˜)
t∫
0
1
V˜s
dM˜s.
Thus (36) implies
lim sup
T→∞
1
T
E
( T∫
0
1
V˜s
dL˜s
)
= 0
and we therefore get the contradiction
Jv0,h˜0
(
L˜, M˜
)
= r + lim inf
T→∞
1
T
E
(
−
T∫
0
1 + γ
1− h˜s
1
V˜s
dL˜s +
T∫
0
1− γ
1− h˜s
1
V˜s
dM˜s
)
= r + lim inf
T→∞
1
T
E
(
1− γ
1−B
T∫
0
1
Vs
dMs
)
1− γB
B
B˜
1− γB˜ > r + l = ρv0,h0 .

4. Convergence in case of vanishing fixed costs
We now prove the convergence of the boundaries and that of the optimal expected
growth rates for vanishing fixed transaction costs. Moreover, the convergence of the
corresponding QVI-solutions is proved, yielding the uniqueness and optimality of the
limiting constants A,B in the model of the previous section.
4.1. Convergence of boundaries and optimality
In this subsection, we first establish the convergence
lim
δ→0
a(δ) = A = lim
δ→0
α(δ) and lim
δ→0
β(δ) = B = lim
δ→0
b(δ)
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to some constants A,B ∈ ]0, 1[. This is achieved onR via the coordinate transformation
ψ. Then we prove the convergence of the corresponding optimal growth rates and that
of the QVI-solutions u(δ) from Theorem 2.6 to some solution u to the HJB-equation
from Theorem 3.3 with the above A,B. Using that, we finally obtain uniqueness and
optimality of A,B.
Proposition 4.1. Let (δn)n∈Nature ∈ ]0, 1[Nature be a sequence of trading proportions
defining the fixed costs in the sense of (8) for a fixed common γ > 0 defining the
proportional costs and satisfying γ < 1− sup
n∈Nature
δn. Let the Merton fraction hˆ := µ−rσ2
satisfy hˆ ∈ ]0, 1[ and suppose lim
n→∞ δn = 0. Then the corresponding constants an, αn, βn
and bn given by Theorem 2.7 for every n ∈ Nature satisfy
lim
n→∞ |bn − βn| = 0 and limn→∞ |an − αn| = 0.
Proof. Since lim
n→∞ |an−αn| = 0 can be shown the same way, we restrict ourselves to
proving only lim
n→∞ |bn − βn| = 0 here. For that purpose we define for every n ∈ Nature
the function
gn : In := [βn, bn]→ R, x 7→ un(x)− un(βn)− Γn(x, βn),
where un is the solution from Theorem 2.7 and Γn is the cost function with the
corresponding constants γ, δn and the transformation function ϕ.
The proof is based on the following idea: The assumption inf
n∈Nature
|βn − bn| > 0
leads to lim
n→∞ gn = limn→∞ g
′
n = lim
n→∞ g
′′
n = 0 uniformly on a common interval I ⊆ ]βn, bn[,
n ∈ Nature. But since we have Lun = −
(
f¯ − ln
)
on I for every n ∈ Nature, the limit
cost function v(x) = −Γ0(x, y) with δ = 0 has to satisfy Lv = −
(
f¯ − l0
)
on I for some
fixed y ∈ R, which is a contradiction.
a) Let n ∈ Nature. What we show here, is that for all x ∈ [βn, bn]
0 ≤ gn(x) ≤
∣∣∣∣log(1− δn − γ1− γ
)∣∣∣∣ . (39)
Since for every x ∈ ]βn, bn] the inequality
un(βn) + Γn(x, βn) < un(x) + Γn(x, x)
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would imply
un(bn)
2.7(x)= un(βn) + Γn(bn, βn)
(40)
< un(x) + Γn(bn, x) ≤ un(bn),
hence a contradiction, where we used
∂
∂x
Γ(x, y) = −γϕ
′(x)
1− δ − γϕ(x) < 0 and
∂
∂y
Γ(x, y) = γϕ
′(y)
1− γϕ(y) > 0. (40)
Therefore,
un(x)
2.7(viii)
≥ un(βn) + Γn(x, βn) ≥ un(x) + Γn(x, x) = un(x) + log
(
1− δn − γϕ(x)
1− γϕ(x)
)
.
But since Γn(x, x) is strictly decreasing in x on R, (39) follows.
b) Now let ε > 0 and suppose |βn − bn| ≥ 4ε for infinitely many n ∈ Nature and
without loss of generality for all n ∈ Nature.
b1) We first show that there is a constant c = c(µ, σ2, r, γ) such that
sup
n∈Nature
sup
x∈[βn,βn+2ε]
|g′′n(x)| ≤ c. (41)
By (40) we have for n ∈ Nature and x ∈ ]βn, bn[
g′n(x) = u′n(x) +
γϕ′(x)
1− δn − γϕ(x) (42)
and hence
g′′n(x) = u′′n(x) +
γϕ′′(x)
1− δn − γϕ(x) +
(
γϕ′(x)
1− δn − γϕ(x)
)2
, (43)
where by taking derivatives
ϕ′(x) = ϕ(x)− ϕ2(x) and ϕ′′(x) = ϕ′(x)(1− 2ϕ(x)) = ϕ(x)− 3ϕ2(x) + 2ϕ3(x). (44)
Since ϕ(x) ∈ ]0, 1[ for all x ∈ R and γ ∈ ]0, 1 − sup
m∈Nature
δm
[
, it remains by (43) and
(44) to prove the boundedness of u′′n. Since µ − r − 12σ2 = 0 directly implies this, we
only consider the case µ − r − 12σ2 6= 0 here. It was enough to see the boundedness
of u′n in n ∈ Nature on [βn, βn + 2ε]. By Theorem 2.7 un is strictly decreasing on
[βn, bn] and we can find an xn < βn, where un attains its maximum on [an, bn]. In
view of (39), (42) and the mean value theorem applied to gn, we further get for some
ξ ∈ ]βn + 2ε, βn + 3ε[
|u′n(ξ)| ≤
1
ε
∣∣∣∣log(1− δn − γ1− γ
)∣∣∣∣+ γϕ′(ξ)1− δn − γϕ(ξ) . (45)
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Now in the case, where u′n attains its minimum on [xn, ξ] in some x ∈ ]xn, ξ[, we have
u′′n(x) = 0 and hence it is easily seen that
sup
y∈[βn,βn+2ε]
|u′n(y)| ≤ |u′n(x)| ≤
∣∣∣∣ −f¯(x) + lnµ− r − 12σ2
∣∣∣∣ .
If on the contrary the minimum is attained in ξ, we have by (45)
sup
y∈[βn,βn+2ε]
|u′n(y)| ≤
1
ε
∣∣∣∣log(1− δn − γ1− γ
)∣∣∣∣+ γϕ′(ξ)1− δn − γϕ(ξ) .
b2) Here, we show that there exist β < b ∈ R such that I := [β, b] ⊆ ]βn, bn[ for
infinitely many n ∈ Nature.
Theorem 2.7 yields for the constant l¯1 := inf
n∈Nature
ln the boundedness of the set{
x ∈ R : f¯(x) ≥ l¯1
}
in R and for every n ∈ Nature also xn ∈
{
x ∈ R : f¯(x) ≥ l¯1
}
=:
[y0, y1]. Since for all x, y ∈ R we have |un(x)−un(y)|
2.7(vi)
≤ sup
n∈Nature
‖Γn‖∞ <∞, we can
use Theorem 2.7 (v) to get y2 := sup
n∈Nature
|y1− bn| <∞ and thus [βn, bn] ⊆ [y0, y1 +y2]
for all n ∈ Nature. Hence we can find convergent subsequences (βnk)k∈Nature, (bnk)k∈Nature,
which satisfy |βnk − bnk | ≥ 4ε from our previous assumption.
b3) Now we assume by b2) without loss of generality I ⊆ ]βn, bn[ for all n ∈ Nature.
We then can use a) and b1) together with a Landau-type inequality (see [22]) to get
lim
n→∞ ‖g
′
n‖I,∞ = 0. (46)
We define l0 := sup
n∈Nature
ln and get from (46) and (42)
lim
n→∞u
′′
n(x) =
2
σ2
(−f¯(x) + l0)+ 2
σ2
(
µ− r − 12σ
2
) γϕ′(x)
1− γϕ(x) , (47)
uniformly in x ∈ I, and by (43) we therefore have uniformly in x ∈ I
lim
n→∞ g
′′
n(x) =
2
σ2
(−f¯(x)+l0)+ 2
σ2
(
µ−r−12σ
2
) γϕ′(x)
1− γϕ(x)+
γϕ′′(x)
1− γϕ(x)+
(
γϕ′(x)
1− γϕ(x)
)2
.
This implies together with (46) for all x ∈ I
0 = 2
σ2
(−f¯(x)+ l0)+ 2
σ2
(
µ−r− 12σ
2
) γϕ′(x)
1− γϕ(x) +
γϕ′′(x)
1− γϕ(x) +
(
γϕ′(x)
1− γϕ(x)
)2
. (48)
b4) Here, we show that (48) is not possible.
We replace in (48) the functions ϕ′ and ϕ′′ by (44) and the function f¯ by its definition
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and convert the fraction, yielding
4∑
i=0
λiϕ
i(x)(
1− γϕ(x))2 = 0 (49)
for some λi ∈ R, i ∈ {0, 1, 2, 3, 4}, where λ0 = l0. Now since the denominator is
positive, we consider only the numerator and convert (49) by using the definition of ϕ
for all x ∈ I to the form ∑4i=0 µi(ex)i = 0 for some µi ∈ R, i ∈ {0, 1, 2, 3, 4}, where
µ0 = λ0 = l0. Therefore we get
∑4
i=0 µix
i = 0 for all x ∈ [eβ , eb]. Finally, we deduce
by taking derivatives 0 = µ0 = l0 ≥ inf
n∈Nature
ln > f(0) = 0 and hence a contradiction.

Using the result above we can prove the convergence of the boundaries at least for
some subsequence.
Proposition 4.2. Let (δn)n∈Nature ∈ ]0, 1[Nature be a sequence of trading proportions
defining the fixed costs in the sense of (8) for a fixed common γ > 0 defining the
proportional costs and satisfying γ < 1 − sup
n∈Nature
δn. Let the Merton fraction hˆ :=
µ−r
σ2 satisfy hˆ ∈ ]0, 1[ and suppose limn→∞ δn = 0. Then there exist constants a0 <
x0 < b0 ∈ R and a subsequence
(
δnk
)
k∈Nature such that the corresponding constants
xnk , ank , αnk , βnk and bnk given by Theorem 2.7 for every k ∈ Nature satisfy
lim
k→∞
xnk = x0, lim
k→∞
ank = a0 = lim
k→∞
αnk , lim
k→∞
βnk = b0 = lim
k→∞
bnk .
Proof. Theorem 2.7 yields a function un and a constant ln such that
xn ∈
{
y ∈ R : f¯(y)− ln ≥ 0
} ∩ [αn, βn]
and sup
n∈Nature
‖un‖∞ ≤ sup
n∈Nature
‖Γn‖∞ <∞. Therefore we can use Theorem 2.7 (v) to
get
sup
n∈Nature
bn <∞, inf
n∈Nature
an > −∞. (50)
Now as in the proof of Proposition 4.1 we have
sup
n∈Nature,x∈[αn,βn]
|u′n(x)| <∞
and due to Theorem 2.7 (ix) for all x ∈ ]an, bn[
u′′n(x) =
2
σ2
(−f¯(x) + ln)− 2
σ2
(
µ− r − 12σ
2
)
u′n(x)
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and therefore
sup
n∈Nature,x∈[αn,βn]
|u′′n(x)| <∞. (51)
Furthermore, since u′n(xn) = 0 and u′n(βn) = −γ1−γβn by Theorem 2.7, the mean value
theorem together with (51) and (50) yields
inf
n∈Nature
|xn − βn| > 0 and analogously inf
n∈Nature
|xn − αn| > 0. (52)
Finally, Proposition 4.1 implies
lim
n→∞ |bn − βn| = 0 and limn→∞ |an − αn| = 0
and therefore the existence of the desired constants a0 < x0 < b0 ∈ R and of the
subsequence
(
δnk
)
k∈Nature follows.

Remark 4.1. The convergence lim
n→∞ |bn − βn| = 0 and limn→∞ |an − αn| = 0 shown
above is a convergence on R for the transformed boundaries and is therefore a priori
stronger than a convergence on ]0, 1[ before the transformation. It is equivalent if
these sequences stay away from the boundary, since the transformation function ψ is
Lipschitz continuous on every compact subset of ]0, 1[, which is an easy consequence of
ψ ∈ C∞(]0, 1[,R), and its inverse ϕ is also Lipschitz continuous. That these sequences
in fact stay away from the boundary, can be seen in (50).
The next proposition is crucial. It guarantees the existence of a solution u to the
HJB-equation described in Theorem 3.3, which is the limit of the solutions un for
vanishing fixed costs δn. It will also be used for the uniqueness and optimality of the
constants a0, b0 of Proposition 4.2.
Proposition 4.3. Let (δn)n∈Nature ∈ ]0, 1[Nature be a sequence of trading proportions
defining the fixed costs in the sense of (8) for a fixed common γ > 0 defining the
proportional costs and satisfying γ < 1− sup
n∈Nature
δn. Let the Merton fraction hˆ := µ−rσ2
satisfy hˆ ∈ ]0, 1[ and suppose lim
n→∞ δn = 0. Let further a0 < b0 ∈ R and
(
δnk
)
k∈Nature
be from Proposition 4.2 and unk , ρnk be the corresponding functions and optimal growth
rates from Theorem 2.6. Then there exists a function u ∈ C2([0, 1],R) given by
u(x) = lim
k→∞
unk(x) for all x ∈ [0, 1] that satisfies the conditions of Theorem 3.3 for
the constants A := ϕ(a0) < B := ϕ(b0) and l = lim
k→∞
ρnk − r.
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Proof. Let ln, an, αn, x0,n, βn and bn denote the constants and un,Γn denote the
functions given by Theorem 2.6 for every n ∈ Nature and δn. Without loss of generality
we have
lim
n→∞x0,n = x0, limn→∞ an = A = limn→∞αn, limn→∞βn = B = limn→∞ bn (53)
for some 0 < A < x0 < B < 1 by Proposition 4.2. Since for decreasing δn the
corresponding optimal growth rates ρn = r + ln are increasing, we define
l0 := lim
n→∞ ln = supn→∞
ln.
a) Now we define the function u on [0, 1] by
u(x) :=

Γ0(x,A), x ≤ A,
u(A) +
x∫
A
g(y, x0, l0)dy, A < x ≤ B,
u(B) + Γ0(x,B), x > B,
(54)
where Γ0 is the cost function for δ = 0 and g is as in (29). By the definition of g and
(53) we have
lim
n→∞ g(x, x0,n, ln) = g(x, x0, l0) uniformly on [ε, 1− ε]
for some small ε > 0 with [A,B] ⊆ ]ε, 1 − ε[. Using the definition of Γn,Γ0 and (53)
this implies
lim
n→∞un(x) = u(x) uniformly on [0, 1]. (55)
b) We now have to consider the first derivatives. We have by Theorem 2.6
u′n(x) =

γ
1−δn+γx , x ≤ an,
g(x, x0,n, ln), an ≤ x ≤ bn,
− γ1−δn−γx , x ≥ bn,
and define u˜(x) :=

γ
1+γx , x ≤ A,
g(x, x0, l0), A < x ≤ B,
− γ1−γx , x > B.
By (53) and the continuity of u′n we get
γ
1 + γA = limn→∞u
′
n(an) = g(A, x0, l0) and −
γ
1− γB = limn→∞u
′
n(bn) = g(B, x0, l0).
Hence u˜ is continuous on [0, 1] and it follows
lim
n→∞u
′
n(x) = u˜(x) uniformly on [0, 1]. (56)
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(55) together with (56) allows us to conclude u˜ = u′.
c) Here, we want to use the notation g′(x, y, l) instead of ∂∂xg(x, y, l). Since u′ = u˜
is clearly differentiable in [0, 1] \ {A,B}, we need to show the differentiability of u′ in
A,B and calculate u′′. For the second derivatives we have
u′′n(x) =

− γ2(1−δn+γx)2 , x < an,
g′(x, x0,n, ln), an < x < bn,
− γ2(1−δn−γx)2 , x > bn,
where we have discontinuities in an, bn due to (vii) and (viii) of Theorem 2.6. But at
the same time (vii) and (viii) of Theorem 2.6 imply
− γ
2
(1− γB)2 ≤ limn→∞ g
′(bn, x0,n, ln) = g′(B, x0, l0) = lim
n→∞ g
′(βn, x0,n, ln) ≤ − γ
2
(1− γB)2
and
− γ
2
(1 + γA)2 ≤ limn→∞ g
′(an, x0,n, ln) = g′(A, x0, l0) = lim
n→∞ g
′(αn, x0,n, ln) ≤ − γ
2
(1 + γA)2 .
Therefore the function
˜˜u(x) :=

− γ2(1+γx)2 , x ≤ A,
g′(x, x0, l0), A < x ≤ B,
− γ2(1−γx)2 , x > bn,
is continuous. Furthermore, it holds ˜˜u(x) = u′′(x) for every x ∈ [0, 1] \ {A,B}.
But since u′ has left-hand and right-hand derivatives in A,B, which are equal due
to the continuity of ˜˜u, u′ is differentiable on [0, 1] with derivative ˜˜u and therefore
u ∈ C2([0, 1],R).
For every x ∈ [0, 1] \ {A,B} almost all n ∈ Nature satisfy x /∈ {an, bn} and we
therefore have
lim
n→∞u
′′
n(x) = u′′(x). (57)
d) Now (iii) and (iv) of Theorem 2.6 together with (56) and (57) imply
Du(x) + f(x)− l ≤ 0 for all x ∈ [0, 1]
and Du(x) + f(x)− l = 0 for all x ∈ ]A,B[.
Du(x) + f(x)− l = 0 for all x ∈ [A,B]
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then follows from the continuity of u′ and u′′. It remains to show for all x ∈ [0, 1]
u′(x) ≤ γ1 + xγ , u
′(x) ≥ − γ1− xγ .
We only show the latter, due to the analogous proof.
e) Here, we show u′(y) ≥ − γ1−γy for all y ∈ [0, 1]. By Theorem 2.6 we have
u(y)− u(x) + Γ0(x, y) ≤ 0 for all x, y ∈ [0, 1]. (58)
Furthermore, we have ∂∂yΓ0(x, y) =
γ
1−γy for all x > y ∈ ]0, 1[. The assumption
u′(y0) < − γ1− γy0 for some y0 ∈ ]0, 1[
implies
u′(y) < −γ1− γy for all y ∈ ]y0 − ε, y0 + ε[ for some suitable small ε > 0
and therefore
u′(y) + ∂
∂y
Γ0(y0, y) < 0 for all y ∈ ]y0 − ε, y0[. (59)
Now the function h : [0, 1]→ R, y 7→ u(y)− u(y0) + Γ0(y0, y) satisfies
h(y0) = 0 and h(y) ≤ 0 for all y ∈ [0, 1] (60)
due to (58). But (59) implies that h is strictly decreasing on ]y0 − ε, y0], which
contradicts (60).

Now we are able to prove a result, which was already announced in the last section.
To the best of our knowledge there is no uniqueness result for the constants A,B in
the model from Section 3, not even for the similar models in [31] and [2].
Theorem 4.2. Let the Merton fraction hˆ := µ−rσ2 satisfy hˆ ∈ ]0, 1[. Then there exist
unique A < B ∈ ]0, 1[ such that the control limit policy for the limits A,B is optimal.
Proof. Proposition 4.3 guarantees the existence of some A < B ∈ ]0, 1[ and a
function u defined by (54) that satisfies the conditions of Theorem 3.3 for the constants
A,B. Hence the control limit policy (L,M) for the limits A,B is optimal.
Now we take arbitrary A˜ < B˜ ∈ ]0, 1[ such that the control limit policy (L˜, M˜) for
the limits A˜, B˜ is also optimal.
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a) We first show A˜ ≤ A and B˜ ≥ B but we will omit the proof for B˜ ≥ B due to
similarity.
Let l := l0 and g(x) := g(x, x0, l0) denote the constant and function introduced in the
proof of Proposition 4.3, yielding ρ = r + l and u′(x) = g(x) on [A,B]. Let f be as in
(27) and let D = x(1 − x)(µ − r − σ2x) ddx + 12σ2x2(1 − x)2 d2dx2 denote the generator
from (25). We have
Du(x) = −f(x) + l on [A,B], g(A) = γ1 +Aγ , g
′(A) = − γ
2
(1 +Aγ)2 . (61)
What we need to show is
u′(x) < γ1 + γx for all A < x ∈ ]0, 1[. (62)
We note that from Proposition 4.3 we already know that ≤ holds for all x ∈ [0, 1].
and u′(x) < 0 for all x ≥ B, and so we have to consider u′ and hence g on [A,B]. We
further note that u˜(x) :=
x∫
0
g(y, x0, l)dy is a classical solution to Du˜(x) = −f(x) + l
on ]0, 1[ (cf. [17]). Due to u′(x) ≤ γ1+γx , every x ∈ [A,B] with u′(x) = γ1+γx satisfies
u′′(x) = − γ2(1+γx)2 . Now (61) yields
u′′(x) = 1
σ2x2(1− x)2
(
2l − 2(µ− r)x+ σ2x2 − 2x(1− x)(µ− r − σ2x)u′(x)).
To use the same argument as in [17], p. 932, we introduce the function
v(x) := 1
σ2x2(1− x)2
(
2l−2(µ−r)x+σ2x2−2x(1−x)(µ−r−σ2x)( γ1 + γx))+ γ2(1 + γx)2 ,
which coincides with the derivative of x 7→ g(x)− γ1+γx in every x ∈ [A,B] that satisfies
g(x) = γ1+γx . We then calculate that
v(x) = p(x)
σ2x2(1− x)2(1 + γx)2 ,
where p is a polynomial of degree two, since the terms of degree three and four all
cancel. Therefore v(x) = 0 and hence g(x) = γ1+γx has at most two solutions on [A,B].
But a maximum of x 7→ g(x)− γ1+γx on [A,B] other than A would imply at least three
roots of its derivative on [A,B] and hence three roots of v and therefore (62) follows.
Using u we can calculate
Jv0,h˜0
(
L˜, M˜
)
= r + l + lim inf
T→∞
1
T
E
( T∫
0
(
u′
(
h˜s
)(
1 + h˜sγ
)− γ) 1
V˜s
dL˜s
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−
T∫
0
(
u′
(
h˜s
)(
1− h˜sγ
)
+ γ
) 1
V˜s
dM˜s +
T∫
0
(
Du
(
h˜s
)
+ f
(
h˜s
)− l)ds)
≤ r + l + lim inf
T→∞
1
T
E
( T∫
0
(
u′
(
h˜s
)(
1 + h˜sγ
)− γ) 1
V˜s
dL˜s
)
= r + l +
(
u′
(
A˜
)(
1 + γA˜
)− γ) lim sup
T→∞
1
T
E
( T∫
0
1
V˜s
dL˜s
)
.
Therefore A˜ > A would imply Jv0,h˜0
(
L˜, M˜
)
< r + l = ρ due to (62) and Lemma 3.1,
which would pose a contradiction to the optimality of (L˜, M˜).
b) It remains to prove A˜ ≥ A and B˜ ≤ B. Here again, we restrict ourselves to
showing A˜ ≥ A. Instead of u we want to use the function
u˜(x) :=

u(A) +
x∫
A
g(y, x0, l)dy, 0 < x ≤ B,
u(B) + Γ0(x,B), x > B,
(63)
on ]0, 1[, which is a classical solution to Du˜(x) = −f(x) + l due to the proof of
Proposition 4.3. Furthermore, since g is a limit of functions gn that satisfy (ix) of
Theorem 2.6, we have
u˜′(x) = g(x, x0, l) ≤ γ1 + γx for all A 6= x ∈ ]0, 1[. (64)
Now the same argument as in a) applies here and so the inequality in (64) is strict.
We use u˜ instead of u to calculate as above
Jv0,h˜0
(
L˜, M˜
) ≤ r + l + (u˜′(A˜)(1 + γA˜)− γ) lim sup
T→∞
1
T
E
( T∫
0
1
V˜s
dL˜s
)
,
where we have used B˜ ≥ B > A and hence u˜′(B˜)(1−B˜γ)+γ = u′(B˜)(1−B˜γ)+γ ≥ 0.
The strictness of the inequality (64) and Lemma 3.1 therefore yield A˜ = A. 
The following theorem is a main result of this section.
Theorem 4.3. Let (δn)n∈Nature ∈ ]0, 1[Nature be a sequence of trading proportions
defining the fixed costs in the sense of (8) for a fixed common γ > 0 defining the
proportional costs and satisfying γ < 1− sup
n∈Nature
δn. Let the Merton fraction hˆ := µ−rσ2
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satisfy hˆ ∈ ]0, 1[ and suppose lim
n→∞ δn = 0. Then there exist constants a0 < b0 ∈ R and
ρ0 > 0 such that the corresponding constants an, αn, βn and bn given by Theorem 2.7
for every n ∈ Nature together with the optimal growth rates ρn satisfy
lim
n→∞ an = a0 = limn→∞αn, limn→∞βn = b0 = limn→∞ bn, limn→∞ ρn = ρ0
and the control limit policy for the limits A := ϕ(a0), B := ϕ(b0) is optimal for the
optimization problem in the portfolio model with only proportional costs described in
Section 3 with the optimal growth rate ρ0.
Proof. This is now a direct consequence of Proposition 4.2 and 4.3 together with
Theorem 4.2. 
Figure 1: Optimal boundaries and optimal growth rate as a function of δ for r = 0, σ = 0.4,
µ = 0.096, and γ = 0.003
4.2. Weak convergence of the optimal strategies
We have proved so far the convergence of the boundaries an, αn, βn, bn to the limits
a0, b0 and the convergence of the corresponding optimal growth rates ρn to ρ0. Our
aim in this subsection is the weak convergence of the corresponding risky fraction pro-
cesses induced by the proportional constant boundary strategies K˜(an, αn, βn, bn), n ∈
Nature, to the risky fraction process induced by the control limit policy for the limits
a0, b0, which is a diffusion with instantaneous reflection on [a0, b0].
We begin with a characterization of the weak convergence via tightness and conver-
gence in finite-dimensional distributions. For a brief review of the theory we refer to
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[11] and [18]. We will make use of the following
Proposition 4.4. Let (Xn)n∈Nature0 be a sequence of cÃădlÃăg processes defined on
probability spaces (Ωn,An, Pn), n ∈ Nature0. If X0 is continuous, then we have for
every dense subset D ⊆ [0,∞[(
Xn
L(D)−−−−→ X0 and (Xn)n∈Nature tight
)
⇐⇒
(
Xn
L−−→ X0
)
.
Here, L(D) stands for convergence of the finite-dimensional distributions along D and
L for weak convergence. Here, a sequence (Xn)n∈Nature converges weakly to X0 if
the laws L(Xn) converge weakly to L(X0) in the set of probability measures on the
Skorokhod space DR[0,∞).
Since the limiting risky fraction process is a reflected diffusion on [a0, b0], it is also a
continuous process. Instead of proving the tightness of the sequence of our processes we
will prove their C-tightness, which ensures tightness of the sequence and the continuity
of the limiting process. We will not use this continuity but it is not a greater task to
prove.
Definition 4.4. A sequence (Xn)n∈Nature of processes defined on probability spaces
(Ωn,An, Pn), n ∈ Nature, is called C-tight if it is tight and if for every probability mea-
sure P on the Skorokhod space DR[0,∞[ and every subsequence (L(Xnk))k∈Nature that
weakly converges to P , we necessarily have P (C([0,∞[,R)) = 1, where C([0,∞[,R)
denotes the set of continuous functions f : [0,∞)→ R.
Proposition 4.5. For a sequence of processes (Xn)n∈Nature defined on probability
spaces (Ωn,An, Pn), n ∈ Nature, there is equivalence between
(i) (Xn)n∈Nature is C-tight.
(ii) For all N ∈ Nature, ε > 0 and η > 0 there are n0 ∈ Nature and θ > 0 such that
for all n ≥ n0
Pn
(
sup
{|Xns −Xnt | : s, t ∈ [0, N ], |s− t| ≤ θ} > η) ≤ ε.
Using this characterization, we can prove the C-tightness of our sequence of trans-
formed risky fraction processes on R. But since this is only a consequence of the
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convergence of the boundaries, we formulate it therefore independently from the opti-
mality of the involved constant boundary strategies.
Lemma 4.1. Let an < αn ≤ βn < bn, n ∈ Nature0, be a sequence of boundaries in R
and suppose there exist a0 < b0 ∈ R satisfying
lim
n→∞ an = limn→∞αn = a0 < b0 = limn→∞βn = limn→∞ bn. (65)
We denote by Y n the controlled diffusion corresponding to the constant boundary
strategy K(an, αn, βn, bn) = ((τnk , ξnk ))k∈Nature0 with ξn0 = 0 and starting value y0,n ∈
]an, bn[ for every n ∈ Nature. Then the sequence (Y n)n∈Nature is C-tight.
Proof. From the definition of a constant boundary strategy we have
Y nt = y0,n+
(
µ−r−σ
2
2
)
·t+σWt+
∞∑
k=0
ξnk1{τnk ≤t}, ξ
n
0 = 0, ξnk =
αn − an, Y
n
τn
k
= an,
βn − bn, Y nτn
k
= bn.
To prove (ii) of Proposition 4.5 we take N ∈ Nature, ε > 0, η > 0 and define c :=
µ−r− σ22 . From (65) we can assume without loss of generality infn∈Natureβn−αn > 0 and
take for simplicity η < inf
n∈Nature
βn−αn
2 . From the continuity of the paths t 7→ σWt + ct
we can find some θ > 0 such that
P
(
sup
{|σ(Wt −Ws) + c(t− s)| : s, t ∈ [0, N ], |s− t| ≤ θ} < η2) ≥ 1− ε.
Furthermore, we can take by (65) some n0 ∈ Nature such that max{bn−βn, αn−an} ≤
η/2. for all n ≥ n0. For every ω ∈ A :=
{
ω : sup
{|σ(Wt(ω) −Ws(ω)) + c(t − s)| :
s, t ∈ [0, N ], |s − t| ≤ θ} < η2} and every n ≥ n0 and s, t ∈ [0, N ] with |s − t| ≤ θ we
then have
|Y nt (ω)− Y ns (ω)| ≤ max{bn − βn, αn − an}+ |σ(Wt(ω)−Ws(ω)) + c(t− s)| ≤ η,
since there are only jumps in the same direction due to η < inf
n∈Nature
βn−αn
2 and more
than one jump then necessarily cancels some of the distance covered by the process
(σWt + ct)t≥0. Therefore it holds for all n ≥ n0
P
(
sup
{|Y nt − Y ns | : s, t ∈ [0, N ], |s− t| ≤ θ} > η) ≤ 1− P (A) ≤ ε.

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Now we turn our attention to the convergence in finite-dimensional distributions.
Here, it is again only a consequence of the convergence of the boundaries and no
optimality is needed. What we actually will show is lim
n→∞Y
n
t = Yt for the following
limit process Y .
We take A < B ∈ ]0, 1[ and the corresponding control limit policy (L,M) ∈ Av0,h0
for the limits A,B from Definition 3.2. By Itô’s formula we have
Yt = y0 +
(
µ− r − σ
2
2
)
· t+ σWt + 1 + γA
A(1−A)
t∫
0
1
Vs
dLs − 1− γB
B(1−B)
t∫
0
1
Vs
dMs, (66)
where Y = ψ(h), ψ is the transformation function from Section 2.2 and h is the
corresponding risky fraction process. Now we define c := µ− r − σ22 and
Z1t :=
1 + γA
A(1−A)
t∫
0
1
Vs
dLs, Z
2
t :=
1− γB
B(1−B)
t∫
0
1
Vs
dMs,
and thus (66) becomes
Yt = y0 + ct+ σWt + Z1t − Z2t . (67)
The processes Z1, Z2 are nondecreasing and we deduce for a0 := ψ(A) and b0 := ψ(B)
t∫
0
1{Ys>a0}dZ
1
s =
1 + γA
A(1−A)
t∫
0
1{hs>A}
1
Vs
dLs = 0, (68)
since
t∫
0
1{hs>A}dLs = 0 by Definition 3.2, and analogously
t∫
0
1{Ys<b0}dZ
2
s = 0 and Yt ∈ [a0, b0] for all t ≥ 0. (69)
Therefore we are in the framework to explicitly obtain the reflected processes as a
solution to the so-called Skorokhod problem, c.f. Proposition 1.3 and Theorem 1.4 in
[21].
Lemma 4.2. In the situation of Lemma 4.1 let (Y n)n∈Nature be a sequence of con-
trolled processes with starting values y0,n, n ∈ Nature, and let Y denote the process
from (67) with starting value y0 ∈ ]a0, b0[. We assume additionally y0,n = y0 ∈ ]an, bn[
for every n ∈ Nature. Then we have for almost all ω ∈ Ω
lim
n→∞Y
n
t (ω) = Yt(ω) for all t ≥ 0 and hence Y n
L(R≥0)−−−−−−→ Y.
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Proof. From the definition of a constant boundary strategy we have
Y nt = y0 + ct+ σWt +
∞∑
k=0
ξnk1{τnk ≤t}, ξ
n
0 = 0, ξnk =
αn − an, Y
n
τn
k
= an,
βn − bn, Y nτn
k
= bn.
(70)
Now we can take a set D of probability 1 such that the representations in (67), and
(70) hold pathwise for all ω ∈ D with continuity of the involved processes W,Z1, Z2
and all n ∈ Nature.
We define τ0 := 0, τ1 := inf
{
t > 0 : Yt /∈ ]a0, b0[
}
and inductively with inf ∅ =∞
τn := inf
{
t > τn−1 : Yt ∈ {a0, b0} \ {Yτn−1}
}
on {τn−1 <∞} for all n ≥ 2.
Comparing (70) and (67) it suffices to show for a fixed ω ∈ D and all n ∈ Nature0
lim
m→∞
∞∑
k=1
ξmk (ω)1{τmk (ω)≤t} =
(
Z1t − Z2t
)
(ω) for all t ∈ [τn(ω), τn+1(ω)[, τn(ω) <∞.
(71)
We define Zt := Z1t − Z2t and prove (71) by induction on n for this fixed ω ∈ D but
to simplify matters we will suppress it in the following. We also note here that since
the following arguments are pathwise, they are just about (deterministic) continuous
functions and the (deterministic) jump-representation in (70).
a) For n = 0 and t < τ1 we have Ys ∈ ]a0, b0[ and hence Z1s = Z2s = 0 for all s ≤ t
due to (68) and (69). Furthermore, it holds lim
m→∞ am = a0 and limm→∞ bm = b0 and we
can therefore find some m0 ∈ Nature such that for all m ≥ m0
y0+cs+σWs
(67)= Ys ∈ ]am, bm[ for all s ≤ t and hence
∞∑
k=1
ξmk (ω)1{τmk (ω)≤t}
(70)= 0 = Zt.
b) Now we take n ∈ Nature and assume (71) to hold for n − 1 and also τn < ∞.
Without loss of generality we further assume Yτn = a0 and begin with t = τn.
b1) Using the convergence of the boundaries, we can find some ε˜ satisfying
0 < ε˜ < inf
m≥m˜0
bm − am
4 for some m˜0 ∈ Nature. (72)
Since the path s 7→ Ys is continuous, we can then take u˜ < τn such that Ys ∈ ]a0, a0+ ε˜[
for all s ∈]u˜, τn[. Let then u := arg max
s∈[u˜,τn]
Ys, i.e. we have Ys ∈ ]a0, Yu] for all s ∈ [u, τn[.
Now we take ε > 0 such that ε < Yu−a04 and also m˜0 ≤ m0 ∈ Nature such that
|a0 − αm|, |αm − am|,
∣∣Y mu − Yu∣∣ < ε for all m ≥ m0. (73)
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We fix m ≥ m0 and obtain from (72) and (73)∣∣Y mu − αm∣∣ ≤ ∣∣Y mu − Yu∣∣+ |Yu − a0|+ |a0 − αm| < bm − am2 . (74)
By the definition of u, the path of (cs + σWs)s∈[u,τn] covers a distance of at most
|Yu − a0| < ε˜ in the upward direction starting at any time between u and τn. In the
case that there is no jump of Y m in am on [u, τn], we deduce bm − Y mu > |Yu − a0|
from (74) and therefore Y m cannot reach bm on [u, τn]. In the case of jumps in am to
αm however, we obtain bm − αm > |Yu − a0| from (74) and Y m still cannot reach bm
on [u, τn]. Now we need to count the jumps of Y m on [u, τn]. Due to (73) it holds∣∣Y mu − am∣∣ ≥ |Yu − a0| − 2ε.
But starting from any new minimum point s ∈ [u, τn] of Y , e.g. each time Y m reaches
am, the path of (ct+ σWt)t∈[s,τn] covers a distance of at most |Yu − a0| − |Yu − Ys| in
the downward direction on [s, τn] by the definition of u. Therefore, after the first jump
in am, we only have a distance of at most 2ε left for jumping to αm and then returning
to am again. This way we obtain for the number of possible jumps at am of Y m∣∣{k : u < τmk ≤ τn}∣∣ ∈ [0, 2εαm − am + 1
]
. (75)
Finally, we have
Zu = Zτn and
∞∑
k=1
ξmk 1{τmk ≤τn} =
∞∑
k=1
ξmk 1{τmk ≤u} +
∞∑
k=1
(αm − am)1{u<τm
k
≤τn}
and we therefore get from (75)∣∣∣∣ ∞∑
k=1
ξmk 1{τmk ≤τn} − Zτn
∣∣∣∣ ≤ ∣∣∣∣ ∞∑
k=1
ξmk 1{τmk ≤u} − Zu
∣∣∣∣+ ∣∣∣∣ ∞∑
k=1
(αm − am)1{u<τm
k
≤τn}
∣∣∣∣
≤ |Y mu − Yu|+ 2ε+ αm − am ≤ 4ε.
b2) Now let t ∈ ]τn, τn+1[. We note that our path satisfies Z2s = Z2τn for all s ∈
[τn, τn+1] due to Yτn = a0. By (68) and (69) we are in the framework of instantaneous
reflection, see above, and obtain therefore the explicit representation for the path of
the process Z, whose growth from τn onward is given via
Zt − Zτn = − inf
s∈[τn,t]
(
y0 + cs+ σWs + Zτn − a0
)
. (76)
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Let ε > 0 such that ε < b0−a04 . Since Yτn = a0 and Y does not reach b0 on ]τn, τn+1[
we can find by b1) and the convergence of the boundaries some m0 ∈ Nature such that
for all m ≥ m0 the path of Y m does not reach bm on ]τn, τn+1[ and therefore has no
jumps at bm and additionally satisfies∣∣∣∣ ∞∑
k=1
ξmk 1{τmk ≤τn} − Zτn
∣∣∣∣ = ∣∣Y mτn − Yτn ∣∣ < ε and ∣∣Y mτn − am∣∣, |αm − am| < ε. (77)
Between τn and t the path of (cs + σWs)s∈[τn,t] covers a distance of
∣∣Zt − Zτn+1 ∣∣ in
the downward direction by (76) and from any new minimum point s ∈ [t, τn+1[ of Y ,
e.g. each time Y m reaches am, also
∣∣Zs−Zτn+1 ∣∣. Hence, we can calculate the number of
possible jumps of Y m at am by the same method as in b1) and get due to
∣∣Y mτn−am∣∣ < ε∣∣{k : τn < τmk ≤ t}∣∣ ∈ [Zt − Zτn − εαm − am , Zt − Zτnαm − am + 1
]
.
Therefore (77) then implies for all m ≥ m0∣∣∣∣ ∞∑
k=1
ξmk 1{τmk ≤t} − Zt
∣∣∣∣ ≤ ∣∣∣∣ ∞∑
k=1
ξmk 1{τmk ≤τn} − Zτn
∣∣∣∣+ ∣∣∣∣ ∞∑
k=1
(αm − am)1{τn<τmk ≤t} + Zτn − Zt
∣∣∣∣
≤ ∣∣Y mτn − Yτn∣∣+ ε ≤ 2ε.

Now we are able to prove one of the main theorems of this section. It applies
especially for the transformed risky fraction processes in the situation of Theorem 4.3.
Theorem 4.5. In the situation of Lemma 4.2 we have
Y n
L−−→ Y.
Proof. The assertion follows directly from Proposition 4.4, Lemma 4.1 and Lemma
4.2.

The same result is also true for the risky fraction processes on [0, 1]. We use the
transformation function ϕ = ψ−1 : R→ ]0, 1[ from Section 2.2.
Theorem 4.6. In the situation of Lemma 4.2 we have
hn
L−−→ h
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for the corresponding risky fraction processes hnt = ϕ(Y nt ), n ∈ Nature, and ht = ϕ(Yt).
Proof. Since ϕ is Lipschitz continuous, and thus Lemmata 4.1 and 4.2 are also true
for (hn)n∈Nature and h. Proposition 4.4 then yields the assertion.

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