Abstract-The paper describes software implementation research of CRC computation algorithms. Table-driven and matrix-driven algorithms were presented schematically. Also different implementations of the matrix-driven algorithm such as single-byte; two-byte and four-byte were researched. Graphical results of a computer experiment on supercomputer cluster to determine the speed of CRC32 software implementation were described. It is shown that a high-speed four-byte matrix-driven algorithm should be used in embedded systems and industrial data transmission systems. Research of the matrix-driven algorithms acceleration of relative table-driven shows that even two-bytes matrix-driven algorithm ahead of ~29%, while the four-bytes -by ~54%, which is a significant increasing in speed with respect to the table-driven algorithm.
I. INTRODUCTION
There are various algorithms for computing the CRC checksum and methods for their implementation. Classic algorithm involves bit-checksum computation by dividing the polynomial which represents the data on the generator polynomial which is used to compute the CRC in a variety of data transfer protocols (Ethernet, ZigBee) and archivers (Pkzip, WinRAR). There is also a table-driven algorithm [1] , which accelerates the checksum computation using byte offset. Next we will focus on software implementations of algorithms for CRC32 computation which is used in Pkzip, WinRAR, Ethernet [2] [3] [4] [5] .
II. CLASSIC IMPLEMENTATION OF CRC
The basis for this algorithm is polynomial arithmetic [6] . Classic implementation of the checksum computation is a bitwise division of the polynomial which represents the data (file) by the generator polynomial. The generator polynomial is computed depending on the scope of the algorithm. In this case it will be polynomial which is used in Pkzip, WinRAR, Ethernet.
Classic algorithm is implemented by successive iteration in the data shift register with feedback on one bit [1] . The result of this operation in the register is a CRC checksum (Fig. 1 ). The main drawback of this algorithm is that at any one time it is evaluated for one data bit which greatly slows down its operation. Therefore, byte computation is used to speed up the algorithms.
III. TABLE-DRIVEN ALGORITHM
A feature of the table-driven algorithm is that data is read byte by byte, which speeds up the CRC computation. The table with precomputed values by generator polynomial is used when checksum is computed. The generator polynomial 104C11DB7h [7, 8] which is submitted in hexadecimal is used in algorithms Pkzip, WinRAR, Ethernet. Fig. 2 Schematically representation of table-driven algorithm.
IV. MATRIX-DRIVEN ALGORITHM
Process of CRC32 checksum computation in matrix-driven algorithm is produced in the same way as in the table, except that instead of using a table, multiplication operation (extended byte) on matrix by modulo 2 is used [9] (Fig. 3, 4 ). Matrix-driven algorithm with 1 byte shift. Matrix-driven algorithm with 4 byte shift.
Software implementation of matrix-driven algorithm (onebyte offset) requires memory size is 32 bytes (for array storage).
Matrix-driven algorithm can be accelerated up if 2 or 4 bytes offset is used instead of one-byte offset. Shift by 3 bytes of this case is not considered, since for a software implementation data type size of 3 bytes is not available, which causes difficulties and loss of speed in the implementation of the algorithm.
As the number of bytes processed per iteration, the size of the matrix which is used in the computations will increase. For double-byte shift matrix will expand to 64 bytes; for a fourbyte shift -up to 128 bytes.
V. COMPUTER EXPERIMENT

A. Supercomputer description
The supercomputer cluster «SKIF-polytech» is used to put a computer simulation to determine the performance of different software implementations of CRC32 algorithms. Table 1 shows the configuration of the supercomputer cluster «SKIF-polytech» [10] . For getting checksum computation time on a particular file for specific software implementation 50 program executes were made for the data file with size of 10 up to 1010 megabytes with 200 megabytes step. Based on data for 50 runs of each program, average values with confidence intervals were illustrated in Fig. 5 -14 .
B. Computer experiment with 1 MB buffer size
The first stage was conducted research of software implementation for computing CRC32 with buffer 1MB which has been described in source code [11] . Using a supercomputer cluster helps to save time for the experiment and get time estimates with sufficiently high reliability (Fig. 5) . The fig. 6 shows confident intervals for average time computation. The difference for the data in Fig. 5 matrix-driven algorithms for 2-and 4-bytes offset from the one-byte (Fig. 7 ) was calculated to determine the effect of increasing bytes number which are processed per iteration.
Matrix-driven algorithm with 4-bytes shift computes a checksum for ~38 % faster than matrix-driven algorithm with single-byte shift, as can be seen from Fig. 7 .
However, even the 4-bytes matrix-driven algorithm lags by speed from table-driven algorithm on ~44 % (Fig. 8) . Due to the increased number of bytes which is processed per iteration to 4, in matrix-driven algorithm relative speed of table-driven algorithm is reduced to ~ 44 %, but it requires 8 times less memory (128 bytes) for storage matrix than to implement the table-driven algorithm (1024 bytes).
C. Computer experiment with 8 bytes buffer size
The buffer size was decreased to 8 bytes for microcontroller implementation, which has a limit of memory. For 8 byte buffer size results are shown in Fig. 9 . Fig. 9 .
Average time values for CRC32 computation with 8 bytes buffer.
As can be seen from Fig. 10 and 11 reducing the size of the buffer to 8 bytes changed pattern which was obtained previously. For a two-bytes matrix-driven algorithm acceleration increased relative single-byte to an average of ~30%, while for the four-bytes algorithm -to ~45%. Also fig. 11 shows that the single-byte and two-bytes algorithms reduced the lagging by the speed computation to ~61% and ~11% respectively; while four-bytes matrix-driven algorithm has been speed up in average by ~12 % relative to the table-driven. 
D. Computer experiment with 1 byte buffer size
The buffer size was decreased to 1 byte for microcontroller. The results are presented on the fig. 12 -14 . It was found that the acceleration of matrix-driven algorithms relative single-byte matrix-driven algorithm increased to 40.52 and ~61% respectively. Research of the matrix-driven algorithms deceleration of relative table-driven shows that even two-bytes matrix-driven algorithm ahead of ~29%, while the four-bytes -by ~54%, which is a significant increasing in speed with respect to the table-driven algorithm.
The results obtained are characterized by the fact that reducing the buffer to 1 byte has loss computations rate for the table-driven algorithm is much more significant than for the matrix-driven algorithms.
VI. CONCLUSION
The paper describes the results of the performance research for different CRC32 checksum implementations. Computer experiment which was delivered to determine the software implementation speed of the CRC32 algorithm showed that the matrix-driven algorithm suitable for using in microcontrollers, where the available memory is less than 8 bytes. The tabledriven algorithm should be used in systems with more available memory, as implementations for microcontrollers performance of this algorithm decreases significantly.
As a result, it was found that the fastest of the matrix-driven algorithms -four-bytes should be used in embedded systems, industrial data transmission systems that use microcontrollers. Recommendations of matrix-driven algorithms using due to the ease of implementation and significant savings of memory required for the microcontroller's control program and also due to the good speed performance compared to the table-driven algorithm.
