Multilayer perceptrons (MLPs) are widely used for pattern classification and regression problems. Backpropagation (BP) algorithm is known technique in the training of multilayer perceptrons. However for its optimum training convergence, the learning and momentum parameters need to be tuned on trial and error method. Further, sometimes the backpropagation algorithm fails to achieve global convergence. To alleviate these problems we suggest a genetic algorithm based training for MLP network. Both binary coded and real coded genetic algorithm are used and a comparative training performance analysis has been studied. It is observed from simulation results that both the schemes outperform backpropagation algorithm and achieve global convergence. Further the real coded GA based training shows a faster convergence than binary coded GA based training. For simulation datasets are taken from UCI based machine learning repository. Hence real-coded genetic algorithm finds an alternative for back propagation based training algorithm.
INTRODUCTION
Classification is one of the fundamental problems in pattern recognition tasks. Major classification methodologies include statistical methods, neural networks and other machine learning approaches. However, when prior data distributions are known then statistical approach provides good or satisfactory classification results. One of the remarkable achievements of artificial neural network (ANN) is classification using multilayer perceptron (MLP), which represents a generalization of single-layer perceptron. The major objective of pattern classification system is the recognition of data objects of different classes with a minimal rate of misclassification. In designing a classifier initially, a set of patterns with known class labels are used for training (learning). The system is then asked for to classify an unseen pattern based on the information acquired during training. Multilayer perceptron have been applied successfully to model classifier using backpropagation algorithm for approximating all linearly and non-linearly separable complex functions. Multilayer perceptron has popularity in solving several business and scientific problems that involve prediction, and has also a wide range of applications in the classification problems (Denton, Hung, & Osyk [7] , Holmstrom, Koistinen, Laaksonen, & Oja [8] ; Mangiameli West, [9] ; Patwo, Hu, & Hung [10] ; Pendharkar [11] ). But MLP has major problem of getting stuck at the local optimal solutions during training and the weights of the network layers are updated through error backpropagation is time consuming.
Another drawback of the existing backpropagation learning is that the proper decision boundary depends on the sequence of the input data of the training set but not by considering the global effect of the training set. In order to avoid these disadvantages, researchers have proposed many alternatives. Genetic algorithms are efficient alternatives to train neural networks described by XIN YAO [2] , Bornholdt and Graudenz [3] . H.Muhlenbein [4] proposed limitation of multi-layer perceptron network -steps towards genetic neural networks. Whitley et. al. [5] developed a genetic algorithms approach for optimizing connection and connectivity of neural networks. Sankar K. Pal and Dinabandhu Bhandari [1] used binary-coded GA for selection of optimal weights in MLP. Gupta and Sexton [6] , Huang and Chang [12] proposed genetic algorithms that outperform significantly than backpropagation in training the MLP. In this paper, we have proposed a real-coded GA for training the weights of a multilayer perceptron. We have used for illustration purposes the well defined benchmark exclusive-or (XOR) problem and some frequently referred datasets from UCI based machine learning repository. Rate of classification of real-coded GA based training MLP has been compared with conventional backpropagation and binary-coded GA based training MLP. The rest of the paper is organized as follows. Section 2 deals with basic of neural networks and backpropogation algorithm. Section 3 outlines the genetic algorithms in a nutshell. Section 4 describes the real-coded GA based MLP training algorithm. In section 5 experimental results are presented for comparison. Section 6 concludes the paper.
NEURAL NETWORKS:
Neural Networks are simplified models of the biological neural system, they are massively parallel distributed processors made up of simple processing units, which has a natural propensity for storing experiential knowledge and making it available for use. It is very sophisticated modeling technique capable of modeling extremely complex functions. Neural network are also referred to in literature as neurocomputers, connectionist networks, parallel distributed processors, etc [21] . For two class linearly separable problem, the perceptron algorithm is guaranteed to find a separating hyper plane in finite epochs. However if the pattern space is not linearly separable, the perceptron fails. Because of that a single layer perceptron is inadequate for situations with multiple classes and non-linear separating boundaries. This motivated the invention of a multi-layer network is called multilayer perceptron (MLP) with non-linear learning algorithm known as backpropagation (BP) algorithm. This algorithm minimizes an error term by using gradient descent technique. The MLP can produce boundaries for complex non-linearly separable classes [13] .
A schematic representation of multi-layer feedforward neural network is shown in Fig 1. The neurons of this network are organized in three layers: the neurons of the input layer receive inputs from external source, usually in the form of a data file; intermediate neurons constitute one or more hidden layers allow non-linearity in processing; the neurons of the output layer recognize the inputs class level.
Fig 1: Schematic representation of multi layer perceptron
We have used in our experiment, a three layer feedforward neural network with m inputs, k outputs and l hidden neurons. In addition, each neuron posses a bias of 1 as input with associated weight as threshold value. The neurons output of both hidden and output layer are outputs of the activation function, here hyperbolic tangent function has used as the activation function. In general, the input is passed on to the output layer via the hidden layers through connection weights and activation functions to produce output. Let us define total error is obtained by summing instantaneous value of the error over all neurons in the output layer:
∑( )
The mean square error is obtained by summing E over all input training patterns N:
The learning in multilayer perceptron is supervised through the well known backpropagation algorithm based on gradient descent technique. In this method correct set of weights are obtained by reducing the error function. To achieve minimum error, it is required to move in the direction of negative gradient of the error function. By minimizing E, the connection weights will update such that the squared error between the output of the network and the corresponding target value is minimized over all the training set. The algorithm uses a pattern-by-pattern also known as on-line training for adjusting connection weights in the network.
OUTLINES OF GENETIC ALGORITHMS
Genetic Algorithm is an evolutionary search technique based on the mechanism of random selection. The characteristic of evolutionary algorithms are population-based evolution, survival of the fittest, directed stochastic, derivative-free. GAs performs the search process in four stages: initialization, selection, crossover, and mutation [14] . GA is capable of solving wide range of complex optimization problems using genetic operators (reproduction, crossover and mutation) on the coded solutions in a generation fashion. The set of strings are the solutions in a generation called a population. In binary-coded GA, each solution is a binary string can be considered as a chromosomal representation of the parameter set. Goldberg [15] has shown that for large string lengths, larger population size is required which in turn increase the computational cost. To overcome these difficulties related to binary encoding of continuous parameter optimization problems, real coding of chromosomes is used. A real-coded GA treats chromosomes as vectors (points) of real valued numbers and it adapts the genetic operators [16] . In a continuous searching space, real-coded genetic algorithm is more natural than binary-coded genetic algorithm when we make the optimization process of decision variables. In this study, the artificial neural networks are trained with binarycoded genetic algorithm and real-coded genetic algorithm that has been used for the pattern classification problems [17] , [18] . The block diagram of the GA is depicted in Fig. 2 . 
PROPOSED GA BASED NEURAL NETWORK TRAINING ALGORITHM
In this study, we have used GA to optimize the connection weights of the neural networks, so as to overcome the disadvantage of getting struck in local minima easily. Traditional method uses gradient searching technique that tends to get trapped at local minima. GA has good global searching ability and can learn the near optimal solution without using local gradient information of error function. Exploiting global searching feature of GA, we replace back propagation algorithm by GA for training the neural networks. Proposed algorithm consists of three major phases. The first phase is to decide the chromosomal representation of the parameter set i.e., connection weights, either using a binary string form or directly use a real number form. The second phase is the evaluation of the fitness of these connection weights by computing fitness function, here as mean square error function; The third one is applying the evolutionary process such as selection, crossover, and mutation operations by a genetic algorithm according to its fitness.
Encoding connection weights and initial population
In [1] proposed, number of parameters P in the network for L number of layers is P = ∑ Each parameter is represented by fixed size bits, let's consider q, hence length of each string is P*q. Each parameter of length q is then decoded into [-1, 1]. String length must be decided a prior to get a desired degree of precision in the final solution. Larger the string length results in more precise solution. In addition to that more number of chromosomes in the population results in lesser number of generations to be executed for convergence but takes higher processing time for each generation.
Determine fitness function
Decode each chromosome in a population and arrange gene segments of that chromosome into each neuron's connection weights and bias of the neural network. In real-coded GA, the gene segments value of a chromosome are arranged directly as connection weights of the neural networks. So each chromosome in a population represents a neural network structure. Now compute mean square error of each neural network structure of the corresponding chromosome in a population. Here, the network with more error, the fitness value is less and vice versa. To do this, decreasing overall error function F ( ) may be represented as increasing function
where is the total mean square error of individual chromosome. A MSE normalization operation applied on that chromosome's total mean square error.
Fitness scaling or fitness shifting
In order to make GAs work effectively on finite populations, we must modify the way we select individuals for reproduction. The basic idea is to control the number of reproductive opportunities each individual gets, so that it is neither too large, nor too small. One of the ways to control the reproductive opportunity of each individual is fitness scaling or fitness shifting. In this, the maximum number of reproductive trials allocated to an individual is set to a certain value typically 2.0.
Genetic operators
Genetic operators are the basic search mechanisms of the GA for creating new points based on the existing population. Selection operator performs exploitation of promising candidates in every generation. Reproduction of new points (children) from the selected points (parents) using the two genetic operations: crossover and mutation that leads to exploration of new parts of the search space. Crossover produces two new individuals (children) from two existing individuals (parents), whereas mutation alters one individual to produce a single individual. In this work, arithmetic crossover [22] and non-uniform-mutation [22] operators have been used in real-coded genetic algorithms.
Crossover operator
Let us assume that and are two chromosomes selected for the application of crossover operator. For the arithmetic crossover operator then two offspring, = ( , k = 1, 2, are generated, where and . λ is a positive constant and in the experiments, λ is set to 0.28.
Mutation operator
Let us assume the nonuniform mutation operator is applied in a generation r, and is the maximum number of generations, new offspring can obtain as { ∆(r, y) = y (1 -Where is a random number either 0 or 1, b is a parameter that determines the degree of dependence on the number of iterations, in our experiments, b is set to 0.5. The random value rand lies in a range [0, 1].
Training algorithm to optimize the connection weights of the neural network
Step 0: Initialize the population of real values in the domain of [-1, +1] for each neuron's connection weights and bias to its correspondent gene segments
Step 1: While (new_gen is less than equal to Max_Gen) {
Step 2: The fitness of a chromosome is determined by MSE Step 3: Sort minimum fitness values
Step 4: If first fitness value is less than equal to min. error then select optimal weights for MLP
Step 5: Select parents for reproduction based on their fitness
Step 6: new population by crossover and mutation
Step 7: Go to step 1 for new generation}
EXPERIMENTS
In this section numbers of experiments were conducted with standard benchmark data sets of the University of California Irvine (UCI) machine learning repository [23] to test the performance of our proposed algorithm. Table 1 depicts description of benchmark datasets from Proben1 benchmark [19] used in the experiments. We used neural network structure containing one hidden layer for all dataset used to train the network. In the realm of pattern classification problem, Prechelt [19] proposed three different partitions out of the total set of patterns in the dataset, forming the training, validation, and test sets. The validation set is used for testing to evaluate the performance of a network during training. Such evaluation is called cross validation, it is necessary to avoid overtraining phenomenon. In our experiments, classification performances of backpropagation, binary-coded and real-coded genetic algorithms to train neural networks are compared with 10-fold cross validation technique as proposed by Salzberg [20] . The data set was divided into ten subsets, out of these ten different combinations of nine subsets are used for training and one for testing and finally classification accuracy is calculated by taking average of ten testing subsets accuracy results. 
Experimental results
The neural networks are built with one hidden layer and optimized number of neurons in this layer is decided by trial and error method. Maximum number of iterations is chosen as 10000 but it is found that both binary-coded genetic algorithm and real-coded genetic algorithm to train neural networks converged earlier than backpropagation. As genetic algorithm is not a gradient based optimization technique, error convergence of backpropagation algorithm has not compared in our experiments. Number of generations of GA and epochs of backpropagation are different in training neural networks.
In backpropagation training weights of the network varies with respect to errors in every epoch but weight parameters of a chromosome are same in a generation. In GA based training, the parameters of the chromosome are changed in new generation by crossover and mutation operators of GA. Hence MSE of both BP and GA based training are different, it cannot be shown together in Fig. 3 to Fig. 8 . The 10-fold cross validation average accuracy rates and average error are mentioned in Table 2 . Out of ten runs, best run which had highest classification rates for all three training methods were selected to show mean square error convergence with respect to iterations in figures 3,4,5,6, 7 and 8. It is observed that the BP is relatively fast in training and GAbased training consumes two times of BP. But when BP gets stuck in local minima it takes more iteration to converge. In case of XOR problem BP takes more epochs to converge, when it gets stuck in local minimum. In this XOR experiment both genetic algorithms based training converged earlier than backpropagation algorithm. In breast cancer data, the realcoded genetic algorithm achieved higher accuracy in faster rate than other two algorithms with less training mean square error. We also get same results for wine and pima diabetes data also. Except XOR, all dataset in the experiments, realcoded genetic algorithm based training has converged with less error than binary-coded genetic algorithm based training. Ten-fold average rate of classification results are shown in Table 2 . The results from table 2 shows that training using genetic algorithms is more effective for simple problem like XOR problem as well as complex real world benchmark datasets also. It can be observed from Table 2 that the classification results of real-coded genetic algorithm based training are better than other two training methods in all dataset. When data sets are complex due to overlapping, BP based neural networks training is hard to converge; hence real-coded genetic algorithm based training is indeed an alternative method to conventional backpropagation training of neural networks. 
CONCLUSION
This paper demonstrates the training of multilayer perceptron using backpropagation, binary-coded and real-coded genetic algorithms. For the problem of classification, rate of classifications are compared to the backpropagation and genetic algorithms based training of artificial neural networks. It is observed that the real-coded genetic algorithm is superior to other training algorithms in the experiments with six real world data. The experimental results reveal that real-coded genetic algorithm based training overcomes two problems of backpropagation algorithm. First unlike BP, the performance of the genetic algorithms is independent from the sequence of training set. Second for complex data where BP fails because local minima problem, there genetic algorithms based training is an alternative method of training the neural networks. The result of this study concludes that real-coded genetic algorithms converge faster to the desired results without trapping in local optimums and provides an alternative approach in training neural networks. Our proposed real-coded genetic algorithm based training can explore to obtain nearly optimal weights of the neural networks by extending the search space, for complex nonlinearly separable problems.
