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Abstract
We consider two special cases of the connection problem for the second Painleve´ equation
(PII) using the method of uniform asymptotics proposed by Bassom et al.. We give a
classification of the real solutions of PII on the negative (positive) real axis with respect to
their initial data. By product, a rigorous proof of a property associate with the nonlinear
eigenvalue problem of PII on the real axis, recently revealed by Bender and Komijani, is
given by deriving the asymptotic behavior of the Stokes multipliers.
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1 Introduction
The Painleve´ equations are, in general, irreducible in the sense that their solutions cannot be
expressed in terms of elementary functions or the classical special functions. Therefore, the
study on the asymptotic behavior of the Painleve´ functions and their connection problem is
an important topic in the Painleve´ theory. In this paper, we focus on the connection problem
of the homogenous second Painleve´ (PII) equation, i.e. the following equation:
d2q
dt2
= 2q3 + tq, (1.1)
whose solutions are well studied. By collecting the results in the literatures [5, 8, 10, 17],
we know that, when t→ −∞, the asymptotic behaviors of all the real solutions of (1.1) are
divided into three types:
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(N1) If |s1| < 1, the solutions are oscillating around the negative real axis, and satisfying
q(t) = d(−t)− 14 cos
(
2
3
(−t) 32 − 3d
2
4
ln(−t) + φ
)
+O
(
(−t)− 710
)
(1.2)
as t→ −∞, where
d2 = − 1
pi
ln(1− s1s3) and φ = −3
2
d2 ln 2 + arg Γ
(
1
2
id2
)
− arg s1; (1.3)
(N2) If |s1| = 1, the solutions behave like
q(t) = −
√
− t
2
+ h(−t)− 14 e− 2
√
2
3
(−t)3/2
(
1 +O
(
(−t)− 32
))
(1.4)
as t→ −∞, where
h = − s2
27/4
√
pi
, s1 = i; (1.5)
(N3) If |s1| > 1, the solutions have infinite number of poles on the negative real axis and
q(t) =
√−t
sin
(
2
3
(−t)3/2 + 3
2
β ln(−t) + ϕ)+O ((−t)−1/5) (1.6)
as t→ −∞, where
β =
1
2pi
ln(s1s3 − 1)− 1, ϕ = 3β ln 2− arg Γ
(
1
2
+ iβ
)
− arg s1. (1.7)
When t → +∞, the asymptotic behaviors of all the real valued PII functions can also be
separated into two types:
(P1) If s2 6= 0, the solutions (a two-parameter family) satisfy
q(t) = σ
√
t
2
cot
(√
2
3
t3/2 +
3γ
4
ln t+ χ
)
+O(t−1) (1.8)
as t→ +∞ with σ = sgn(s2) = ±1 and
γ =
1
pi
ln |s2|, χ = 7γ
4
ln 2− 1
2
arg Γ
(
1
2
+ iγ
)
− 1
2
arg(1 + s2s3) +
pi
2
; (1.9)
(P2) If s2 = 0, the solutions (a one-parameter family) behave like the Airy functions, i.e.
q(t) = κAi(t)(1 +O(t−3/2)) (1.10)
as t→ +∞, where
κ = − Im s1. (1.11)
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In the above formulas, sk(k = 1, 2, 3) are the Stokes multipliers corresponding to the given
solutions. They are to be given later in (1.19). According to the isomonodromy theory, one
could build the connection formulas between the parameters in the asymptotic behaviors as
t→ +∞ and the ones as t→ −∞. These connection formulas are well studied through the
isomonodromy method [11, 19], the Deift-Zhou nonlinear steepest descent method [5, 6] and
the uniform asymptotics method [2]. See in [8] for the detailed information of the connection
formulas of PII and their applications. Nevertheless, how to connect the asymptotic behav-
iors showing above in (1.2)–(1.11) with the initial data of PII equation still needs further
investigation. Actually, as is well know, it is an open problem proposed by Clarkson in
several occasions.
It seems difficult to completely solve Clarkson’s open problem [13]. Nevertheless, it is
interesting to consider the following initial value problem of (1.1){
d2q
dt2
= 2q3 + tq,
q(0) = a, q′(0) = b,
(1.12)
when the initial data a, b are two real constants and at least one of them is large. Set
a = ξ1/3A(ξ) and b = ξ
2
3B(ξ), where ξ is a large positive real parameter and A(ξ), B(ξ) are
both real and bounded. We would consider the connection problem of (1.12) in the following
two cases:
(i) A(ξ)4 −B(ξ)2 = 1;
(ii) A(ξ)4 −B(ξ)2 = −1. (1.13)
The motivation for these special cases in (1.13) comes from Bender et al.[3, 4], in which
the unstable separatrix solutions of PII on the negative real axis are studied numerically
and analytically. They conclude that for any fixed initial value, say q(0) = 0, there exists a
sequence of initial slopes q′(0) = bn that give rise to separatrix solutions, where the bn’s are
called as the nonlinear eigenvalues with the following asymptotic behavior
bn ∼ BII · n 23 =
[
3
√
2piΓ(3
4
)n
Γ(1
4
)
] 2
3
as n→∞ (1.14)
It is derived by studying the eigenvalue problem associated with the PT -symmetric Hamil-
tonian Hˆ = 1
2
pˆ2 + 1
2
qˆ4. However, part of their argument is based on numerical evidences
(see [3, p. 8]). To give a rigorous proof of their results and to build the connection formulas
between the initial data and the large negative (positive) t asymptotics, further analysis is
needed.
Although more attention of the authors of [3, 4] are paid to the separatrix solutions,
their figures indicate an interesting phenomenon of the PII solutions as the initial slope
varies. It seems that, when b2n < b < b2n+1, the solution with q(0) = 0, q
′(0) = b passes
3
Figure 1: The type (N1) and (N3) solutions of PII with q(0) = 0 and q′(0) = b varies
through n simple poles and then oscillates stably around the negative real axis, while for
b2n−1 < b < b2n, the solution with q(0) = 0, q′(0) = b has infinite number of poles; see Figure
1. It is similar for fixed q′(0) and large q(0); see [3, Figures 14 and 15]. In this paper, instead
of fixing q(0) or q′(0), we would like to regard q(0)4−q′(0)2 as a whole term and only assume
that at least one of q(0), q′(0) is large. As we shall see later, this provides more convenience
in analyzing the nonlinear eigenvalue problem of PII.
The heuristic numerical results of PII equation by Fornberg and Weideman [9] should
also be noted. For example, it can be seen from [9, Figure 5] that the real solutions of PII
equation have n(n = 1, 2, · · · ) poles on the positive real axis when their initial data locate
on the curves marked n+. Similarly, there exists a sequence of regions marked n− such that
the solutions, whose initial data in these regions, possess n poles on the negative real axis.
Hence, a natural question is how to describe these curves and regions theoretically. This
motivates us again to study the precise relationship between the initial data of PII solutions
and their large negative (positive) t asymptotics.
We consider the initial problem (1.12) in the two special cases stated in (1.13). The main
technique is based on the method of uniform asymptotics introduced by Bassom et al. [1],
and further applied by [13, 14, 16, 20, 21, 22, 23].
For convenient to state the main results, we first briefly outline some important informa-
tion in the isomonodromy theory for the PII equation. The reader is referred to [8, 12] for
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more details. One of the Lax pairs for (1.1) is the system of linear ordinary equations{
∂Ψ
∂λ
= {−i(4λ2 + t+ 2q2)σ3 + 4λqσ1 − 2q′σ2}Ψ
∂Ψ
∂t
= (−iλσ3 + qσ1)Ψ.
(1.15)
Here and below the prime denotes the derivative with respect to t, and
σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
are the standard Pauli spin matrices. A direct calculation shows that the compatibility
condition Ψλt = Ψtλ reduces to (1.1). There exist canonical solutions Ψk(λ, t), defined in a
neighborhood of the irregular singular point λ = ∞ of the first equation of the Lax pair,
with the following asymptotics behavior
Ψk(λ, t) =
(
I +O
(
1
λ
))
exp
{
−
(
i
4
3
λ3 + itλ
)
σ3
}
, λ→∞, λ ∈ Ωk, (1.16)
where the canonical sectors are
Ωk =
{
λ ∈ C
∣∣∣(k − 2)pi
3
< arg λ <
kpi
3
}
, k ∈ Z. (1.17)
These canonical solutions are related by
Ψk+1(λ, x) = Ψk(λ, x)Sk, λ ∈ Ωk ∩ Ωk+1, k ∈ Z, (1.18)
where Sk are Stokes matrix defined by
S2j =
(
1 s2j
0 1
)
, S2j−1 =
(
1 0
s2j−1 1
)
, j ∈ Z, (1.19)
where sk are called Stokes multipliers, and independent of λ and t according to the isomon-
odromy condition. The Stokes multipliers are subject to the constraints
sk+3 = −sk k ∈ Z, and s1 − s2 + s3 + s1s2s3 = 0, s1 = s3, s2 = s2. (1.20)
2 Main results
When A(ξ)4 −B(ξ)2 = 1 i.e. a4 − b2 = ξ 43 → +∞, we have the following result.
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Theorem 1. Let q(t; a, b) be any solution of (1.12). There exists a sequence of curves
Γn : a
4 − b2 = fn(a, b), n = 1, 2, · · ·
on the (a, b) plane such that q(t; a, b) belongs to type (P2) solutions of PII when (a, b) lies
on these curves, where
κ := κn =
(−1)ne2ξE1−2E2+o(1)
A(ξ)
(2.1)
as ξ → +∞. As n→∞, we have
fn(a, b) =
[
npi − pi
2
+ 2E3 + o(1)
2E1
] 4
3
(2.2)
Moreover if fn(a, b) < a
4 − b2 < fn+1(a, b), then q(t; a, b) belongs to type (P1) with σ =
sgn((−1)n+1a) and
γ =
1
pi
[−2ξE1 + 2E2 + ln |2A(ξ) cos [2ξE1 − 2E3 + o(1)]|+ o(1)] ,
χ =
7γ
4
ln 2− 1
2
arg Γ
(
1
2
+ iγ
)
− 2ξE1 + 2E3 + o(1)
(2.3)
as ξ → +∞. In the above formulas (2.2) and (2.3), E1, E2 and E3 are defined by
E1 =
1
6
B
(
1
2
,
1
4
)
,
E2 =
1
16
B(ξ)
A(ξ)
B
(
1
4
,
1
2
)
+ <F(ξ),
E3 =
1
16
B(ξ)
A(ξ)
B
(
1
4
,
1
2
)
+
pi
8
+ =F(ξ),
(2.4)
where B(·, ·) is the beta function and
F(ξ) := 2A(ξ)
2 − (B(ξ)/A(ξ))2
8
∫ ∞
1−i
2
1
(s+ B(ξ)
2A(ξ)
)
√
s4 + 1
4
ds.
Specially, in the case that the initial slope y′(0) = b is fixed, noting that ξ is a large
parameter and A(ξ)4 − B(ξ)2 = 1, we find that B(ξ) → 0 and A(ξ) → ±1. Moreover, a
simple calculation yields F(ξ) = pi
8
+o(1) when B(ξ)→ 0. Hence, the following corollary is a
direct consequence of Theorem 1 and is consistent with the corresponding result mentioned
in [4, p11].
Corollary 1. For any fixed b, there exists 0 < a1 < a2 < · · · < an < · · · such that y(t; an, b)
belong to type (P2) solutions of PII, and
a4n − b2 =
[
npi + o(1)
2E1
] 4
3
as n→∞. (2.5)
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Figure 2: Sketch map of the curves Γn and Σn; see the first subplot in [9, Fig.5]
When A(ξ)4 −B(ξ)2 = −1 i.e. a4 − b2 = −ξ 43 → −∞, similar result are obtained.
Theorem 2. Let q(t; a, b) be any solution of (1.12). There exists a sequence of curves
Σn : a
4 − b2 = −gn(a, b), n = 1, 2, · · ·
on the (a, b) plane such that q(t; a, b) belongs to type (N2) solutions of PII equation when
(a, b) lies on these curves, where  = sgn((−1)n−1b) and
h := hn = − 1
27/4
√
pi
B(ξ)e2
√
2E1ξ−2F1+o(1) (2.6)
as ξ → +∞. As n→∞, we have
gn(a, b) =
[
npi − pi + sgn(b) · pi
2
− 2F2 + o(1)
2
√
2E1
] 4
3
. (2.7)
Moreover,
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(i) if g2n−1(a, b) < −a4 + b2 < g2n(a, b), then q(t; a, b) belongs to type (N1) with
d2 = − 1
pi
ln
(
2 cos(2
√
2ξE1 + 2F2)
B(ξ)
)
+
2
√
2ξE1 + 2F1
pi
+ o(1),
φ = −3
2
d2 ln 2 + arg Γ
(
1
2
id2
)
+ 2
√
2ξE1 + 2F2 + o(1)
(2.8)
as ξ → +∞.
(ii) if g2n(a, b) < −a4 + b2 < g2n+1(a, b), then q(t; a, b) belongs to type (N3), where
β =
1
2pi
ln
(
−2 cos(2
√
2ξE1 + 2F2)
B(ξ)
)
− 2
√
2ξE1 + 2F1
2pi
− 1,
ϕ = 3β ln 2− arg Γ
(
1
2
+ iβ
)
+ 2
√
2ξE1 + 2F2 + o(1)
(2.9)
as ξ → +∞.
In the above formulas, E1 is the same as in Theorem 1 and
F1 =
1
2
∫ ∞
1√
2
A(ξ)
B(ξ)
· 1− A(ξ)
2
2A(ξ)
B(ξ)
s+ 1
· 1√
s4 − 1
4
ds− 1
2
∫ ∞
1√
2
s log(2A(ξ)
B(ξ)
s+ 1)(
s2 + 1
2
)√
s4 − 1
4
ds,
F2 =
i
2
∫ ∞
i√
2
A(ξ)
B(ξ)
· 1 + A(ξ)
2
2A(ξ)
B(ξ)
s+ 1
· 1√
s4 − 1
4
ds− i
2
∫ ∞
i√
2
s log(2A(ξ)
B(ξ)
s+ 1)(
s2 − 1
2
)√
s4 − 1
4
ds+
i logB(ξ)
2
.
(2.10)
Corollary 2. For any fixed a, there exist a sequence 0 < b1 < b2 < · · · < bn < · · · such that
y(t; a, bn) belong to type (N2) solutions of PII, and
a4 − b2n = −
[
npi − pi
2
+ o(1)
2
√
2E1
] 4
3
as n→∞. (2.11)
Remark 1. It should be noted that E2, E3 and F1, F2 are all functions of a, b. In fact, a
combination of |a4 − b2| = ξ 43 and a = ξ 13A(ξ) yields A(ξ) = a |a4 − b2|− 14 . Similarly, one
may find thatB(ξ) = b |a4 − b2|− 12 . Moreover, note from (2.10) that F2(a, b) = F2(−a,−b)+pi
for all b > 0. Hence from (2.7), we have gn(a, b) = gn(−a,−b).
3 Proof of the main results
According to the isomonodromy theory, a general idea to solve connection problems is to
calculate the Stokes multipliers of a specific solution in the two specific situations to be
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connected. In the initial problem of PII, this means to calculate all sk when t → ±∞ and
t = 0. When t → ±∞, as stated above in (1.3), (1.5), (1.7), (1.9) and (1.11), the Stokes
multipliers well known. When t = 0, it seems much difficult to find the exact values of
sk. However, inspired by the ideas in Sibuya [18], we are able to obtain their asymptotic
approximations in the special cases considered here, as a step forward. These approximations,
together with (1.3), (1.5), (1.7), (1.9) and (1.11), suffice to prove our theorems.
Lemma 1. When A(ξ)4 − B(ξ)2 = 1, the asymptotic behaviors of the Stokes multipliers
corresponding to the PII solution y(t; a, b) are
s2 = −s−1 = −2A(ξ)e−2ξE1+2E2+o(1) cos [2ξE1 − 2E3 + o(1)] ,
s1 = s3 = −s0 = e
2ξ(1+i)E1−2(E2+iE3)+o(1)
A(ξ)
(3.1)
as ξ → +∞, where E1, E2, E3 are given in Theorem 1.
Corollary 3. There exists a sequence of curves Γn : a
4 − b2 = fn(a, b) on the (a, b) plane
such that the stokes multipliers corresponding to y(t; a, b) satisfy
s2 = s−1 = 0, s1 + s3 = 0.
Moreover, we have (2.2) as n→∞.
Proof of Corollary 3 and Theorem 1 Regard s2 as a function of ξ. Then, from (3.1),
we can define fn(a, b) by the nth zero of s2 on the positive real axis. Moreover, we have the
following two facts: (1) s2 = 0 when a
4− b2 = fn(a, b); (2) arg s1 = npi− pi2 − argA(ξ) + o(1)
as ξ → +∞. It implies (2.2) immediately by substituting these two facts into (3.1).
When s2 = 0, using the constraints of the Stokes multipliers in (1.20), we know that
s1 = s3 and s1 + s3 = 0 . Hence, we obtain Im s1 = sgn((−1)n+1a)|s1|, which implies (2.1)
immediately. When s2 6= 0, it is readily seen from Lemma 1 that sgn(s2) = sgn((−1)n+1a)
if fn(a, b) < a
4 − b2 < fn+1(a, b). Hence, substituting (3.1) into (1.9), we get (2.3). This
finishes the proof of Theorem 1.
Similarly, according to the following lemma and corollary, one can easily get Theorem 2.
Lemma 2. When A(ξ)4 − B(ξ)2 = −1, the asymptotic behaviors of the Stokes multipliers
corresponding to the PII solution y(t; a, b) are
s2 = −s−1 = B(ξ)e2
√
2E1ξ−2F1+o(1),
s1 = s3 = −s0 = e−2
√
2ξiE1−2iF2+o(1)
(3.2)
as ξ → +∞, where E1, F1, F2 are given in Theorem 2.
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As an immediate consequence, we have the following corollary.
Corollary 4. There exists a sequence of curves Σn : a
4 − b2 = −gn(a, b) on the (a, b) plane
such that the Stokes multipliers corresponding to y(t; a, b) satisfy
s1 = s3 = e
−sgn(b)pii
2
−(n−1)pii.
Moreover, we have gn(a, b) =
[
(n−1)pi+sgn(b)·pi
2
−2F2+o(1)
2
√
2E1
] 4
3
as n→∞.
We leave the proofs of Lemmas 1 and 2 to the next section.
4 Uniform asymptotics and proofs of the lemmas
Let Ψk = ((Φk)1, (Φk)2)
T , k ∈ Z be independent solutions of (1.15), and set
φ =
(
4λq − 2iq′
)− 1
2
(Φk)2, (4.1)
we get from (1.15) the second-order linear differential equation for φ(λ)
d2φ
dλ2
=
{−(4λ2 + t+ 2q2)2 + 8iλ+ (4λq + 2iq′)(4λq − 2iq′)
−4iq(4λ
2 + t+ 2q2)
4λq − 2iq′ +
3
4
(4q)2
(4λq − 2iq′)2
}
φ. (4.2)
When t = 0, equation (4.2) is simplified to
d2φ
dλ2
=
{
− (16λ4 + 4a4 − 4b2)+ 4iλ+ 2b
a
+
i((b/a)2 − 2a2)
λ− ib
2a
+
3
4
1
(λ− ib
2a
)2
}
φ. (4.3)
Our task is to derive the uniform asymptotic approximation of the solutions of (4.3) as
ξ → +∞. For convenient, we assume that A(ξ) · B(ξ) > 0, and the analysisis similar when
A(ξ) ·B(ξ) < 0 and only justified in a remark; (see Remark 2).
4.1 Case one: A(ξ)4 −B(ξ)2 = 1
Make the scaling
λ = −iξ 13η (4.4)
and set Y (η, ξ) = φ(λ). A straightforward calculation from (4.3) gives
d2Y
dη2
= ξ2
16(η4 + 14)− 4ηξ − 2B(ξ)ξA(ξ) − 1ξ ·
2A(ξ)2 −
(
B(ξ)
A(ξ)
)2
η + B(ξ)
2A(ξ)
+ g(η, ξ)
Y
:= ξ2G(ξ, η)Y (η, ξ),
(4.5)
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where g(η, ξ) = O
(
1
ξ2
)
as ξ → +∞ uniformly for all η bounded away from − B(ξ)
2A(ξ)
. For
large ξ, it follows from equation (4.5) that there are four simple turning points, say ηj,
j = 1, 2, 3, 4. These turning points are near α1 =
1√
2
e−
pii
4 , α2 =
1√
2
e
pii
4 , α3 =
1√
2
e
3pii
4 and
α4 =
1√
2
e−
3pii
4 respectively with |ηj − αj| = O (ξ−1) , j = 1, 2, 3, 4. Moreover, it also follows
from (4.5) that 1
ηj−αj = O (ξ) , j = 1, 2, 3, 4 as ξ → +∞.
Figure 3: Stokes geometry of G(η, ξ)dη2
According to [7, Figure 5], the limiting state of the Stokes geometry of the quadratic
differential G(η, ξ)dη2 as ξ → +∞ is described in Figure 3. Therefore, following the main
theorem in [1], we can approximate the solutions of (4.5) in terms of the Airy functions.
Actually, if we define two conformal mappings ϑ(η) and ζ(η) by∫ ϑ
0
s1/2ds =
∫ η
η1
G(s, ξ)1/2ds, (4.6)
and ∫ ζ
0
s1/2ds =
∫ η
η2
G(s, ξ)1/2ds, (4.7)
respectively in the neighborhoods of η = η1 and η = η2, then the following lemma is a direct
implication of [1, Theorem 2].
Lemma 3. Given any solution Y (η, ξ) of (4.5), there exist constants C1, C2 and C˜1, C˜2
such that,
Y (η, ξ) =
( ϑ
G(η, ξ)
) 1
4
{
[C1 + o(1)]Ai(ξ
2
3ϑ) + [C2 + o(1)]Bi(ξ
2
3ϑ)
}
, ξ → +∞ (4.8)
uniformly for η on any two adjacent Stokes lines emanating from η1; and
Y (η, ξ) =
( ζ
G(η, ξ)
) 1
4
{
[C˜1 + o(1)]Ai(ξ
2
3 ζ) + [C˜2 + o(1)]Bi(ξ
2
3 ζ)
}
, ξ → +∞ (4.9)
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uniformly for η on any two adjacent Stokes lines emanating from η2.
To calculate the connection martix S−1 and S0 as ξ → +∞, it is necessary to clarify the
asymptotic behavior of ϑ(η) and ζ(η) as ξ, η →∞.
Lemma 4. Let B(·, ·) be the Euler’s beta function. For large ξ and η with η  ξ, we have
2
3
ϑ
3
2 =
4
3
η3 + (1 + i)E1 − 1
2ξ
ln(2η)− E2 + iE3
ξ
+ o
(
1
ξ
)
, (4.10)
and
2
3
ζ
3
2 =
4
3
η3 + (1− i)E1 − 1
2ξ
ln(2η)− E2 − iE3
ξ
+ o
(
1
ξ
)
, (4.11)
where E1 =
1
6
B(1
2
, 1
4
), E2 =
B(ξ)
16A(ξ)
B
(
1
4
, 1
2
)
+ <F(ξ), E3 = B(ξ)16A(ξ)B
(
1
4
, 1
2
)
+ pi
8
+ =F(ξ), and
F(ξ) := 2A(ξ)
2 − (B(ξ)/A(ξ))2
8
∫ ∞
1−i
2
1(
s+ B(ξ)
2A(ξ)
)√
s4 + 1
4
ds.
Specially, when B(ξ) = 0, we find that A(ξ)2 = 1. Then E2 = 0 and E3 =
pi
4
.
The proof of Lemma 4 will be given in Appendix A. It turns to the proof of Lemma 1.
Proof of Lemma 1. According to [1], in order to calculate the Stokes multipliers, one
need to know the uniform asymptotic behaviors of Y (η, ξ) on two adjacent Stokes lines.
Therefore the uniform asymptotic behaviors of the Airy functions is necessary. In fact,
according to [15, Eqs.(9.2.12), (9.7.5), (9.2.10)] (see also [13, Eqs.(4.5), (4.7)]), we know that
Ai(z) ∼ 1
2
√
pi
z−
1
4 e−
2
3
z
3
2 , arg z ∈ (−pi, pi) ;
Ai(z) ∼ 1
2
√
pi
z−
1
4 e−
2
3
z
3
2 +
i
2
√
pi
z−
1
4 e
2
3
z
3
2 , arg z ∈
(
pi
3
,
5pi
3
)
;
Ai(z) ∼ 1
2
√
pi
z−
1
4 e−
2
3
z
3
2 − i
2
√
pi
z−
1
4 e
2
3
z
3
2 , arg z ∈
(−5pi
3
,
−pi
3
) (4.12)
and 
Bi(z) ∼ 1√
pi
z−
1
4 e
2
3
z
3
2 +
i
2
√
pi
z−
1
4 e−
2
3
z
3
2 , arg z ∈
(
−pi
3
, pi
)
;
Bi(z) ∼ 1√
pi
z−
1
4 e
2
3
z
3
2 − i
2
√
pi
z−
1
4 e−
2
3
z
3
2 , arg z ∈
(
−pi, pi
3
)
;
Bi(z) ∼ 1
2
√
pi
z−
1
4 e
2
3
z
3
2 +
i
2
√
pi
z−
1
4 e−
2
3
z
3
2 , arg z ∈
(
pi
3
,
5pi
3
) (4.13)
as z →∞.
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To derive s−1, we should know the uniform asymptotic behaviors of Y (η, ξ) on the two
Stokes lines tending to infinity with arg λ ∼ −2pi
3
and arg λ ∼ −pi
3
. In view of the transforma-
tion λ = −iξ 13η, it is readily seen that, on these two lines, arg η ∼ ∓pi
6
as η →∞. However,
one may find in Figure 3 that the two adjacent Stokes lines γ−1 and γ0 with arg η ∼ ±pi6
emanate from two different turning points. Hence we should build the relations between
(Ai(ξ
2
3ϑ),Bi(ξ
2
3ϑ)) and (Ai(ξ
2
3 ζ),Bi(ξ
2
3 ζ)). Actually, it can be done by matching them on
the Stokes line `12 joining η1 and η2 in a similar way as in [13, p518-p519]. Precisely, we have
ζ
1
4
(
Ai(ξ
2
3 ζ),Bi(ξ
2
3 ζ)
)
∼ ϑ 14
(
Ai(ξ
2
3ϑ),Bi(ξ
2
3ϑ)
)eQ(ξ) −i [eQ(ξ) + e−Q(ξ)]
0 e−Q(ξ)
 (4.14)
as ξ → +∞, uniformly for η ∈ γ0 ∪ γ1 ∪ `12, where
Q(ξ) = ξ
∫ η2
η1
G(s, ξ)
1
2ds (4.15)
and the branches are chosen such that arg(s− η1,2) ∈ (−pi, pi). Note that∫ η2
η1
G(s, ξ)
1
2ds =
∫ η
η1
G(s, ξ)
1
2ds−
∫ η
η2
G(s, ξ)
1
2ds. (4.16)
Then a combination of (4.6), (4.7), (4.10) and (4.11) yields
Q(ξ) = i(2ξE1 − 2E3) + o(1) as ξ → +∞. (4.17)
Now we begin to calculate s−1 via Ψ0(λ) = Ψ−1(λ)S−1 and s0 via Ψ1(λ) = Ψ0(λ)S0. If
λ→∞ with arg λ ∼ −pi
3
, then arg η ∼ pi
6
, which implies that arg ζ ∼ pi
3
. Hence, substituting
(4.11) into [13, Eq.(3.11) and Eq.(3.13)], noting the transform λ = −iξ 13η and observing the
definition of G(η, ξ) in (4.5), we get
√
2λa− ib
(
ζ
G(η,ξ)
) 1
4
Ai(ξ
2
3 ζ) ∼ c1e 4i3 λ3 ,
√
2λa− ib
(
ζ
G(η,ξ)
) 1
4
Bi(ξ
2
3 ζ) ∼ ic1e 4i3 λ3 + 2c2 a2λe−
4i
3
λ3 ,
(4.18)
where
c1 =
a
1
2 e−
pii
4
−ξ(1−i)E1+(E2−iE3)+o(1)
2
√
pi
, c2 = −ξ
1
3 e
pii
4
+ξ(1−i)E1−(E2−iE3)+o(1)
2
√
pia
1
2
. (4.19)
as ξ → +∞. In view of the fact that (Φk)2 = ((Φk)21, (Φk)22) and according to [8, Eq.(8.1.7)],
we know that
(Φ0)21 ∼ a
2λ
e−
4i
3
λ3 , (Φ0)22 ∼ e 4i3 λ3 , λ ∈ Ωk (4.20)
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as λ→∞ with arg λ = arg(−iη) ∼ −pi
3
. Combining (4.18) and (4.20), we have
((Φ0)21, (Φ0)22) =
√
2λa− ib
(
ζ
G(η, ξ)
) 1
4 (
Ai(ξ
2
3 ζ),Bi(ξ
2
3 ζ)
)(− i
2c2
1
c1
1
2c2
0
)
(4.21)
as ξ → +∞. Here and after, the cj’s in (4.21) are not equal but asymptotically equal to the
corresponding ones in (4.19) as ξ → +∞. By a little abuse of notations, we use the same
symbol for the cj’s in these two formulas, since we only care about the asymptotic behavior
of the Stokes multipliers.
If λ → ∞ with arg λ ∼ −2pi
3
, then arg η ∼ −pi
6
, which implies that arg ϑ ∼ −pi
3
. Using a
similar argument in the derivation of (4.21), we get
((Φ−1)21, (Φ−1)22) =
√
2(λ− a)
(
θ
G(η, ξ)
) 1
4
(Ai(ξ
2
3 θ),Bi(ξ
2
3ω))
 i2c˜2 1c˜1
1
2c˜2
0
 , (4.22)
where
c˜1 =
a
1
2 e−
pii
4
−ξ(1+i)E1+(E2+iE3)
2
√
pi
, c˜2 = −ξ
1
3 e
pii
4
+ξ(1+i)E1−(E2+iE3)
2
√
pia
1
2
. (4.23)
as ξ → +∞. A combination of (4.14), (4.21), (4.22) and the fact (Φ0)2 = (Φ−1)2S−1 yields
S−1 =
 i2c˜2 1c˜1
1
2c˜2
0
−1eQ(ξ) −i [eQ(ξ) + e−Q(ξ)]
0 e−Q(ξ)
(− i2c2 1c1
1
2c2
0
)
=
(
1 0
−2i c˜1
c2
cos [−iQ(ξ)] 0
)
.
(4.24)
To get the last equality, one may note the fact that c˜2
c2
= eQ(ξ) which can be directly derived
by (4.19), (4.23) and (4.17). Finally, substituting the explicit expressions of c˜1 and c2 into
(4.24), we obtain s−1 = 2A(ξ)e−2ξE1+2E2+o(1) cos [2ξE1 − 2E3 + o(1)] as ξ → +∞.
For the derivation of s0, we also need the uniform asymptotic behavior of Y (η, ξ) on the
Stokes line γ1. In this case, arg λ = arg(−iη) ∼ 0 as |η| → +∞. In view of (4.11), we find
that arg ζ ∼ pi. Using the asymptotic behaviors of the Airy functions Ai(z),Bi(z) in (4.12)
and (4.13), it is readily seen that
√
2λa− ib
(
ζ
G(η,ξ)
) 1
4
Ai(ξ
2
3 ζ) ∼ c1e 4i3 λ3 + ic2 ia2λe−
4i
3
λ3 ,
√
2λa− ib
(
ζ
G(η,ξ)
) 1
4
Bi(ξ
2
3 ζ) ∼ ic1e 4i3 λ3 + c2 ia2λe−
4i
3
λ3 .
(4.25)
In a similar way of the above argument for deriving (4.21) or (4.22), we obtain
((Φ1)21, (Φ1)22) =
√
2λa− ib
(
ζ
G(η, ξ)
) 1
4
(Ai(ξ
2
3 ζ),Bi(ξ
2
3 ζ))
− i2c2 12c1
1
2c2
− i
2c1
 . (4.26)
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Matching this result to the asymptotic behaviors of (Φ1)21, (Φ1)22 in (4.20), one can imme-
diately get
((Φ1)21, (Φ1)22) = ((Φ0)21, (Φ0)22)
(
1 −i c2
c1
0 1
)
. (4.27)
where c1 and c2 are given in (4.19). This implies s0 = −i c2c1 = − e
2ξ(1−i)E1−2(E2−iE3)+o(1)
A(ξ)
as
ξ → +∞.
Finally, in view of the restrictions to the Stokes multipliers in (1.20), we obtain
s2 = −s−1 = −2A(ξ)e−2ξE1+2E2+o(1) cos [2ξE1 − 2E3 + o(1)] (4.28)
and
s1 = s3 = −s0 = e
2ξ(1+i)E1−2(E2+iE3)+o(1)
A(ξ)
(4.29)
as ξ → +∞.
Remark 2. If A(ξ) ·B(ξ) < 0, the analysis is similar to the above argument, and the results
are the same as the ones in (4.28) and (4.29). To get the corresponding results, the scaling
(4.4) should be replaced by λ = iξ
1
3η. Moreover, one should also note the following fact:
K : =
2A(ξ)2 − (B(ξ)/A(ξ))2
8
∫ ∞
α1
[
1
(s+ B(ξ)
2A(ξ)
)
+
1
(s− B(ξ)
2A(ξ)
)
]
1√
s4 + 1
4
ds
= − log |A(ξ)|+ pii
4
,
(4.30)
where α1 =
1√
2
e−
pii
4 and A(ξ)4 −B(ξ)2 = 1. The proof of (4.30) is left in Appendix C.
4.2 Case two: A(ξ)4 −B(ξ)2 = −1
Make the scaling λ = −iξ 13η and set Y (η, ξ) = φ(λ, ξ). In this case, the second order equation
(4.3) turns to
d2Y
dη2
= ξ2
{
16(η4 − 1
4
)− 8η
ξ
+
1
ξ
8A(ξ)η2 − 4A(ξ)3
2A(ξ)η +B(ξ)
+ gˆ(η, ξ)
}
Y (η, ξ)
:= ξ2Gˆ(η, ξ)Y (η, ξ),
(4.31)
where gˆ(η, ξ) = O
(
ξ−
4
3
)
as ξ → +∞ uniformly for all η provided that 2A(ξ)η + B(ξ) is
bounded away from 0. Note that there are four simple turning points, say ηˆj(j = 1, 2, 3, 4),
near αˆ1 =
1√
2
, αˆ2 =
1√
2
e
pii
2 , αˆ3 = − 1√2 and αˆ4 = 1√2e−
pii
2 respectively. It follows from (4.31)
that 1
ηˆj−αˆj = O(ξ) (j = 1, 2, 3, 4) as ξ → +∞. According to [7], the limiting state of the
Stokes geometry of the quadratic form Gˆ(η, ξ)dη2 as ξ → +∞ is described in Figure 4.
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ηˆ1
ηˆ2
ηˆ3
ηˆ4 γ−1
γ0
γ1
γ3
γ2
γ−2
p r
r
r
rO
Figure 4: Stokes geometry of Gˆ(η, ξ)dη2 .
Therefore, following [1, Theorem 2], we can approximate the solutions of (4.31) via the Airy
functions.
Define two conformal mapping ρ(η) and τ(η) by∫ ρ
0
s1/2ds =
∫ η
ηˆ0
Gˆ(s, ξ)1/2ds, (4.32)
and ∫ τ
0
s1/2ds =
∫ η
ηˆ2
Gˆ(s, ξ)1/2ds, (4.33)
respectively near the neighborhoods of η = ηˆ1 and η = ηˆ2. Then the following lemma is a
consequence of [1, Theorem 2].
Lemma 5. Given any solution φ(η, ξ) of (4.31), there exist constants d1, d2 and d˜1, d˜2 such
that
φ(η, ξ) =
( ρ
Gˆ(η, ξ)
) 1
4
{
[d1 + o(1)]Ai(ξ
2
3ρ) + [d2 + o(1)]Bi(ξ
2
3ρ)
}
, ξ → +∞ (4.34)
uniformly for η on any two adjacent Stokes lines emanating from ηˆ0; and
φ(η, ξ) =
( τ
Gˆ(η, ξ)
) 1
4
{
[d˜1 + o(1)]Ai(ξ
2
3 τ) + [d˜2 + o(1)]Bi(ξ
2
3 τ)
}
, ξ → +∞ (4.35)
uniformly for η on any two adjacent Stokes lines emanating from ηˆ2.
To calculate the connection martix S1 as ξ → +∞, it is necessary to clarify the asymptotic
behavior of ρ(η) and τ(η) as ξ, η →∞.
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Lemma 6. For large ξ and η with |η|  ξ,
2
3
ρ
3
2 =
4
3
η3 −
√
2E1 − 1
ξ
ln(2η) +
1
2ξ
log
2A(ξ)η +B(ξ)
B(ξ)
+
F1
ξ
+ o(ξ−1), (4.36)
and
2
3
τ
3
2 =
4
3
η3 +
√
2iE1 − 1
ξ
ln(2η) +
1
2ξ
log(2A(ξ)η +B(ξ)) +
pii
2ξ
+
iF2
ξ
+ o(ξ−1), (4.37)
where E1 is the same as in Lemma 4 and
F1 =
1
2
∫ ∞
αˆ1
A(ξ)
B(ξ)
· 1− A(ξ)
2
2A(ξ)
B(ξ)
s+ 1
· 1√
s4 − 1
4
ds− 1
2
∫ ∞
αˆ1
s log(2A(ξ)
B(ξ)
s+ 1)(
s2 + 1
2
)√
s4 − 1
4
ds, (4.38)
and
F2 =
i
2
∫ ∞
αˆ2
A(ξ)
B(ξ)
· 1 + A(ξ)
2
2A(ξ)
B(ξ)
s+ 1
· 1√
s4 − 1
4
ds− i
2
∫ ∞
αˆ2
s log(2A(ξ)
B(ξ)
s+ 1)(
s2 − 1
2
)√
s4 − 1
4
ds+
i logB(ξ)
2
. (4.39)
Specially, if A(ξ) = 0, then F1 = 0, and F2 = 0(F2 = −pi2 ) when B(ξ) = 1(B(ξ) = −1).
Remark 3. A more careful calculation to (4.39) yields ImF2 = 0 when A(ξ)
4 −B(ξ)2 = −1.
Actually, we see from (4.39) that
ImF2 = −
∫ +∞
1
(A(ξ)2 + A(ξ)4)
(2A(ξ)2s+B(ξ)2)
√
s2 − 1ds+
1
2
∫ +∞
1
ln(2A(ξ)2s+B(ξ)2)
(s+ 1)
√
s2 − 1 ds
= − A(ξ)
2
A(ξ)2 − 1 logA(ξ)
2 +
A(ξ)2
A(ξ)2 − 1 logA(ξ)
2 = 0.
(4.40)
The proof of Lemma 6 is left in Appendix B. Now we turn to prove Lemma 2, i.e. to
calculate the Stokes s−1 and s0 as ξ → +∞ with A(ξ)4 −B(ξ)2 = −1.
Proof of Lemma 2. It can be seen from Fig.4 that, in order to calculate s−1, we should
consider the uniform asymptotic behaviors of Ai(ξ
2
3ρ) and Bi(ξ
2
3ρ) on the two adjacent
Stokes lines γ−1 and γ0. When arg λ ∼ −2pi3 , we have arg η = arg(iλ) ∼ −pi6 , which implies
arg ρ ∼ −pi
3
as η → ∞. Applying the asymptotic behavior of Ai(z) and Bi(z) in (4.12) and
(4.13), we get 
√
2λa− ib
(
ρ
Gˆ(η,ξ)
) 1
4
Ai(ξ
2
3ρ) ∼ d1e 4i3 λ3 ,
√
2λa− ib
(
ρ
Gˆ(η,ξ)
) 1
4
Bi(ξ
2
3ρ) ∼ −id1e 4i3 λ3 + 2d2 a2λe−
4i
3
λ3
(4.41)
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where
d1 =
ξ
1
6B(ξ)
1
2 e−
pii
4
+ξ
√
2E1−F1+o(1)
2
√
pi
, d2 = −ξ
1
6B(ξ)−
1
2 e
pii
4
−ξ√2E1+F1+o(1)
2
√
pi
. (4.42)
as ξ → +∞. Comparing (4.41) to (4.20), we have
((Φ−1)21, (Φ−1)22) =
√
2λa− ib
(
ρ
Gˆ(η, ξ)
) 1
4
(Ai(ξ
2
3ρ),Bi(ξ
2
3ρ))
 i2d2 1d1
1
2d2
0
 (4.43)
as ξ → +∞. Here and after, the dj’s in (4.21) are also not equal but asymptotically equal
to the corresponding ones in (4.42) as ξ → +∞. By abuse of notations, we use the same
symbol for the dj’s in these two formulas, since we only care about the asymptotic behavior
of the Stokes multipliers.
Similarly, when arg λ ∼ −pi
3
, we have arg η = arg(iλ) ∼ pi
6
, which implies arg ρ ∼ pi
3
.
Making use of the uniform asymptotic behaviors of Ai(z) and Bi(z) again and noting (4.20),
one can immediately obtain
((Φ0)21, (Φ0)22) =
√
2λa− ib
(
ρ
Gˆ(η, ξ)
) 1
4 (
Ai(ξ
2
3ρ),Bi(ξ
2
3ρ)
)(− i
2d2
1
d1
1
2d2
0
)
(4.44)
as ξ → +∞. Hence,
((Φ0)21, (Φ0)22) = ((Φ−1)21, (Φ−1)22)
 i2d2 1d1
1
2d2
0
−1(− i2d2 1d1
1
2d2
0
)
= ((Φ−1)21, (Φ−1)22)
 1 0
−id1
d2
0
 .
(4.45)
This implies s−1 = −id1d2 = −B(ξ)e2
√
2E1ξ−2F1+o(1) as ξ → +∞.
To derive s0, we need to analyze the uniform asymptotic behaviors of Ai(ξ
2
3 τ) and Bi(ξ
2
3 τ)
on the two adjacent Stokes lines γ0 and γ1 as ξ, |η| → +∞. When η → ∞ on γ0, we find
that arg η = pi
6
, which implies arg τ ∼ pi
3
. Then according to (4.12) and (4.13), we obtain
√
2λa− ib
(
τ
Gˆ(η,ξ)
) 1
4
Ai(ξ
2
3 τ) ∼ d˜1e 4i3 λ3 ,
√
2λa− ib
(
τ
Gˆ(η,ξ)
) 1
4
Bi(ξ
2
3 τ) ∼ id˜1e 4i3 λ3 + 2d˜2 a2λe−
4i
3
λ3
(4.46)
where
d˜1 =
ξ
1
6 e−
pii
4
−√2iξE1−pii2 −iF2+o(1)
2
√
pi
, d˜2 =
ξ
1
6 e
pii
4
+
√
2iξE1+
pii
2
+iF2+o(1)
2
√
pi
. (4.47)
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as ξ → +∞. It can be further derived by matching (4.46) to (4.20) that
((Φ0)21, (Φ0)22) =
√
2λa− ib
(
τ
Gˆ(η, ξ)
) 1
4 (
Ai(ξ
2
3 τ),Bi(ξ
2
3 τ)
)(− i
2d˜2
1
d˜1
1
2d˜2
0
)
(4.48)
as ξ → +∞. When η →∞ on γ1, we know that arg η ∼ pi2 , then arg τ ∼ pi. In a similar way
to the above argument, we have
((Φ1)21, (Φ1)22) =
√
2λa− ib
(
τ
Gˆ(η, ξ)
) 1
4 (
Ai(ξ
2
3 τ),Bi(ξ
2
3 τ)
)(− i
2d˜2
1
2d˜1
1
2d˜2
− i
2d˜1
)
(4.49)
A combination of (4.48) and (4.49) yields
((Φ1)21, (Φ1)22) = ((Φ0)21, (Φ0)22)
(
− i
2d˜2
1
d˜1
1
2d˜2
0
)−1(− i
2d˜2
1
2d˜1
1
2d˜2
− i
2d˜1
)
= ((Φ0)21, (Φ0)22)
(
1 −i d˜2
d˜1
0 1
)
.
(4.50)
This means that s0 = −i d˜2d˜1 = −e
2
√
2ξiE1+2iF2+o(1) as ξ → +∞. Finally, in view of the
restriction of the Stokes multipliers in (1.20), we obtain
s2 = −s−1 = B(ξ)e2
√
2E1ξ−2F1+o(1) (4.51)
and
s1 = s3 = −s0 = e−2
√
2ξiE1−2iF2+o(1) (4.52)
as ξ → +∞.
Remark 4. When A(ξ) · B(ξ) < 0, the analysis is similar to the above argument, and the
corresponding results are agreement with (4.51) and (4.52).
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Appendix
A Proof of Lemma 4
The idea to prove Lemma 4 is to compute the asymptotic behavior of the integral on the
right hand side of (4.7) as ξ, η →∞. Here we only show the validity of (4.10). The proof of
(4.11) is similar and hence omitted here.
Choose T ∗ to be a point such that |T ∗ − η1| ∼ ξ− 34 , then∫ η
η1
G(s, ξ)
1
2ds =
∫ T ∗
η1
G(s, ξ)
1
2ds+
∫ η
T ∗
G(s, ξ)
1
2ds := I1 + I2. (A.1)
Since |T ∗ − η1| ∼ ξ− 34 and 1η1−α1 = O (ξ) as ξ → +∞, then |T ∗ − α1| ∼ ξ−
3
4 uniformly for
all s on the integral contour of I2. It implies that I1 = o(ξ
−1) as ξ → ∞. By the Taylor
expansion of G(s, ξ) with respect to 1
ξ
, we have
G(s, ξ)
1
2 = G0(s, ξ)− 1
ξ
G1(s, ξ) +O
 1
ξ
4
3
√
s4 + 1
4
 (A.2)
as ξ → +∞, where G0(s, ξ) = 4
√
s4 + 1
4
and
G1(s, ξ) =
s
2
√
s4 + 1
4
+
B(ξ)
4A(ξ)
1√
s4 + 1
4
+
1
8
2A(ξ)2 − (B(ξ)/A(ξ))2
(s+ B(ξ)
2A(ξ)
)
√
s4 + 1
4
. (A.3)
Hence
I2 =
∫ η
T ∗
[
G0(s, ξ)− 1
ξ
G1(s, ξ)
]
ds+ o(ξ−1) =
∫ η
α1
[
G0(s, ξ)− 1
ξ
G1(s, ξ)
]
ds+ o(ξ−1) (A.4)
as ξ → +∞. To get the final approximation, one may only need to note the facts |T ∗−η1| ∼
ξ−
3
4 and 1
η1−α1 = O (ξ) as ξ → +∞. Furthermore, by integration by parts, we have∫ η
α1
G0(s, ξ)ds =
∫ η
α1
4
√
s4 +
1
4
ds = 2
∫ η
α1
√
4s4 + 1ds (A.5)
= 2η
√
4η4 + 1− 2
∫ η
α1
4
√
s4 +
1
4
ds+ 4
∫ η
α1
1√
4s4 + 1
ds. (A.6)
Hence, we get ∫ η
α1
G0(s, ξ)ds =
2
3
η
√
4η4 + 1 +
4
3
∫ η
α1
1√
4s4 + 1
ds
=
4
3
η3 +
4
3
∫ ∞
α1
1√
4s4 + 1
ds+O
(
1
η
)
=
4
3
η3 + (1 + i)E1 + o(ξ
−1)
(A.7)
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as ξ, η →∞ provided that |η|  ξ, where
E1 :=
4
3(1 + i)
∫ ∞
α1
1√
4s4 + 1
ds =
1
6
B
(
1
4
,
1
2
)
. (A.8)
To derive the asymptotic behavior of
∫ η
α1
G1(s, ξ)ds as ξ → +∞, we still need to calculate∫ η
α1
s√
s4+1/4
ds. As a matter of fact,∫ η
α1
s√
s4 + 1
4
ds =
1
2
ln(s2 +
√
s4 +
1
4
)
∣∣∣η
α1
= ln(2η) +
pii
4
+ o(1) (A.9)
as ξ, η → +∞ with η  ξ. Combining (A.3), (A.8) and (A.9), we have∫ η
α1
G1(s, ξ)ds =
1
2
ln(2η) + E2 + iE3 + o(1) (A.10)
as ξ, η → +∞ with η  ξ and arg η ∈ (−pi
2
, pi
6
)
, where E2 =
B(ξ)
16A(ξ)
B
(
1
4
, 1
2
)
+ <F(ξ),
E3 =
B(ξ)
16A(ξ)
B
(
1
4
, 1
2
)
+ pi
8
+ ImF(ξ), and
F(ξ) := 2A(ξ)
2 − (B(ξ)/A(ξ))2
8
∫ ∞
α1
1
(s+ B(ξ)
2A(ξ)
)
√
s4 + 1
4
ds.
A combination of (A.4), (A.7) and (A.10) yields (4.10). Finally, noting the symmetry prop-
erty ϑ(η) = ζ(η¯) + o(ξ−1) as ξ, η →∞, we get (4.11).
B Proof of Lemma 6
The idea to prove Lemma 6 is to compute the asymptotic behavior of the integral on the
right hand side of (4.32) as ξ, η →∞. Here we only show the validity of (4.36). The proof
of (4.37) is similar and hence omitted here.
Choose T ∗1 to be a point such that |T ∗1 − ηˆ0| ∼ ξ−
3
4 , then∫ η
ηˆ0
Gˆ(s, ξ)
1
2ds =
∫ T ∗1
ηˆ0
Gˆ(s, ξ)
1
2ds+
∫ η
T ∗1
Gˆ(s, ξ)
1
2ds := J1 + J2. (B.1)
Note the fact that Gˆ(s, ξ) = O(ξ 34 ) as ξ → +∞ uniformly on the integration contour of J1.
Then an easy approximation gives that J1 = o(ξ
−1) as ξ → ∞. Since |T ∗1 − ηˆ1| ∼ ξ−
3
4 and
1
ηˆ1−αˆ1 = O(ξ) as ξ → +∞, then |T ∗1 − αˆ1| > cξ−
3
4 for some constant c > 0. By the Taylor
expansion of Gˆ(s, ξ) with respect to 1
ξ
, we have
Gˆ(s, ξ)
1
2 = 4
√
s4 − 1
4
− 1
ξ
s√
s4 − 1
4
+
1
2ξ
2A(ξ)s2 − A(ξ)3
2A(ξ)s+B(ξ)
1√
s4 − 1
4
+O
 1
ξ
4
3
√
s4 − 1
4
 (B.2)
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as ξ → +∞. Making use of the fact |T ∗1 − αˆ1| > cξ−
3
4 again and noting that 1√
s4−1 =
O
(
(s− αˆ1)− 12
)
as s→ αˆ1, we find that
J2 =
∫ η
αˆ1
4
√
s4 − 1
4
ds− 1
ξ
∫ η
αˆ1
s√
s4 − 1
4
ds+
1
2ξ
∫ η
αˆ1
2A(ξ)s2 − A(ξ)
2A(ξ)s+B(ξ)
1√
s4 − 1
4
ds
+
1
2ξ
∫ ∞
αˆ1
A(ξ)− A(ξ)3
2A(ξ)s+B(ξ)
1√
s4 − 1
4
ds+ o(ξ−1)
(B.3)
as ξ, η → ∞ with |η|  ξ. The the first integral of the right hand side in (B.3) can be
calculated as follows:
2
∫ η
αˆ1
√
4s4 − 1ds = 2η
√
4η4 − 1− 4
∫ η
αˆ1
√
4s4 − 1ds− 4
∫ η
αˆ1
1√
4s4 − 1ds, (B.4)
which gives that
2
∫ η
αˆ1
√
4s4 − 1ds = 2
3
η
√
4η4 − 1− 4
3
∫ η
αˆ1
1√
4s4 − 1ds
=
4
3
η3 − 4
3
∫ ∞
αˆ1
1√
4s4 − 1ds
(B.5)
as ξ, η → ∞ provided that |η|  ξ. Next, we compute the integral ∫∞
αˆ1
1√
4s4−1ds explicitly.
Set s = t√
2
, then we have∫ ∞
αˆ1
1√
4s4 − 1ds =
1√
2
∫ ∞
1
1√
t4 − 1dt =
1
4
√
2
B(
1
2
,
1
4
). (B.6)
The last equality can be derived by setting u = t−4 and calculate as∫ ∞
1
1√
t4 − 1dt =
1
4
∫ 1
0
(1− u)− 12u− 34du = 1
4
B(
1
2
,
1
4
). (B.7)
Then, combining (B.5) and (B.6), we obtain∫ η
αˆ1
4
√
s4 − 1
4
ds =
4
3
η3 −
√
2
6
B(
1
2
,
1
4
) + o(ξ−1) (B.8)
as ξ, η →∞ provided that |η|  ξ. The second integral on the right hand side of (B.3) is∫ η
αˆ1
s√
s4 − 1
4
ds =
1
2
∫ η
αˆ1
ds2√
s4 − 1
4
=
1
2
ln(s2 +
√
s4 − 1
4
)
∣∣∣η
αˆ1
= ln(2η) + o(1). (B.9)
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By integration by parts, we find that∫ η
αˆ1
2A(ξ)
(
s2 − 1
2
)
(2A(ξ)s+B(ξ))
√
s4 − 1
4
ds = log(2A(ξ)η +B(ξ))−
∫ ∞
αˆ1
s log(2A(ξ)s+B(ξ))(
s2 + 1
2
)√
s4 − 1
4
ds+ o(ξ−1)
(B.10)
as ξ → +∞ with |η|  ξ.
Finally, combining (B.3), (B.8), (B.9) and (B.10), we obtain
J2 =
4
3
η3 −
√
2
6
B(
1
2
,
1
4
)− 1
ξ
ln(2η) +
1
2ξ
log(2A(ξ)η +B(ξ)) +
1
ξ
F1 + o(ξ
−1)
as ξ → +∞ with |η|  ξ, where
F1 =
1
2
∫ ∞
αˆ1
A(ξ)− A(ξ)3
2A(ξ)s+B(ξ)
1√
s4 − 1
4
ds− 1
2
∫ ∞
αˆ1
s log(2A(ξ)s+B(ξ))(
s2 + 1
2
)√
s4 − 1
4
ds. (B.11)
This completes the proof of Lemma 6.
C Proof of (4.30)
In fact, with the transformation t = 2s2, we have∫ ∞
α1
[
1
(s+ B(ξ)
2A(ξ)
)
+
1
(s− B(ξ)
2A(ξ)
)
]
1√
s4 + 1
4
ds
=2
∫ ∞
e−
pii
2
dt(
t−
(
B(ξ)√
2A(ξ)
)2)√
t2 + 1
=
4A(ξ)2√
B(ξ)4 + 4A(ξ)4
(
pii
2
− 2 log |A(ξ)|
)
.
(C.1)
Making use of the fact A(ξ)4 −B(ξ)2 = 1, we further obtain
K =
2A(ξ)2 − (B(ξ)/A(ξ))2
8
4A(ξ)2√
B(ξ)4 + 4A(ξ)4
(
pii
2
− 2 log |A(ξ)|
)
=
pii
4
− log |A(ξ)|.
(C.2)
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