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In this thesis, we establish the asymptotic analysis of the singularly perturbed
reaction diffusion equation
ut − εTr[AD2xu] −
δ2
ε
Tr[BD2yu] +
1
ε
f(x, y, u) = 0
for (x, y, t) ∈ Rn × Ω × (0, T ). Here Ω ⊂ Rm is a bounded convex set with
smooth boundary and δ = δ(ε) with δ → 0 as ε → 0+. The reaction term f
is of KPP type, i.e., f has two equilibrium states: u = 1 is stable and u = 0
is unstable. Our goal is to characterize the limiting behavior of the solutions
as ε→ 0+ using viscosity solutions methods. Our results establish the specific
dependency on the coefficients of this equation and the size of the parameter
δ with respect to ε. The analyses include the equation subject to Dirichlet
and Neumann boundary conditions. In both cases, the solutions uε converge
locally uniformly to the equillibria of the reaction term f . We characterize the
limiting behavior of the solutions through the viscosity solution of a variational
vi
inequality. To construct the coefficients defining the variational inequality, we
apply concepts developed for the homogenization of elliptic operators. In
chapter two, we derive the convergence results in the Neumann case. The
third chapter is dedicated to the analysis of the Dirichlet case.
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Chapter 1
Preliminaries
1.1 Introduction
The reaction diffusion equations of KPP type
ut − Δu+ f(u) = 0 in R × (0, T )
u(x, 0) = 1(−∞,0] in R
were introduced by Kolmogorov-Petrovsky-Piskhunov [1] and Fisher [14] to
study the expansion of advantageous genes. Later this kind of equations
appeared modelling phenomena from physics, biology and chemical kinetics
[8, 12, 19, 20].
The reaction term f(u) = u(1 − u) provides this equation with two
equilibria u = 0 (unstable) and u = 1 (stable). It was shown that the long
time behavior of the solutions tend to the shape of the travelling wave solutions
with velocity c connecting both equilibria. Hence, the solutions of the KPP
equations posses an asymptotical speed of propagation defined through the
speed of their travelling wave solutions. The properties of travelling waves for
KPP equations have been studied extensively since the early 1900’s (see [21]
and references therein).
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To investigate the existence of asymptotic speeds for KPP equations in
nonhomogeneous media, Freidlin [3] considered equations with slowly changing
media. For small parameter ε, he proposed the following problem
ut − Tr[A(εx)D2xu] + f(εx, u) = 0 for (x, t) ∈ R × (0,∞)
For ε > 0 sufficiently small, the coefficients of this equation vary slowly.
Let the function uε be defined by uε(x, t) = u(x
ε
, t
ε
). Then uε satisfies
ut − εTr[AD2xu] +
1
ε
f(x, u) = 0 for (x, t) ∈ Rn × (0,∞). (1.1.1)
The question addressed by Freidlin for equation (1.1.1) is: what is the behavior
of uε as ε → 0 ? Using large deviation techniques, Freidlin [3, 4] established
that uε converges to a piecewise constant function attaining the two equilibria
of this equation. He characterized the regions of convergence to each equilibria
as the zero and positive set of a nonnegative action functional J(x, t).
A different approach to analyze the asymptotics of (1.1.1) was intro-
duced by Evans and Souganidis [15]. They analyzed the asymptotic behavior
of the solutions using only PDE techniques. In [15], uε is shown to have the
following formal expansion
uε(x, t) = e−
Iε(x,t)
ε for (x, t) ∈ Rn × (0, T ).
It is established that Iε → I locally uniformly in Rn × (0, T ) and the function
I(x, t) is characterized, using the stability property of viscosity solutions, as
the solution of a variational inequality. The function I determines the regions
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where uε converge to each of the equilibria in the following way: uε → 0 locally
uniformly on {I > 0} and uε → 1 locally uniformly on Int {I = 0}.
In a later paper, Friedlin [4] considers, for ε and δ > 0, the asymptotic
behavior of the solutions uε,δ of
ut − εTr[AD2xu] −
δ2
ε
Tr[BD2yu] +
1
ε
f(u) = 0 (1.1.2)
in a smooth infinite cylinder C = {(x, y, t) ∈ R × Ω × (0, T )}, where Ω is
bounded, and δ = δ(ε) with δ → 0+ as ε→ 0+. His analysis include Neumann
and Dirichlet boundary conditions. In each case, Freidlin established the exis-
tence of a continuous nonnegative function J(x, t) with the property that, in
the Neumann case, uε → 0 on {J > 0} × Ω and uε → 1 in Int {J = 0} × Ω.
In the case of Dirichlet boundary conditions [3], with δ = 1 and homogeneous
coefficients, he showed that uε → ϕ(y) in Int {J = 0} × Ω where ϕ satisfies
−Tr[BD2ϕ] + f(ϕ) = 0 in Ω
ϕ = 0 in ∂Ω
0 < ϕ ≤ 1 in Ω
and uε → 0 on {J > 0} × Ω.
In this thesis, we establish the asymptotic behavior of uε, the solution
of (1.1.2), using only PDE techniques. We restrict our attention to the cases
where δ = εα and α ∈ (0, 1). The case α ≥ 1 follows from similar arguments as
in [15]. It is rigourously established that uε has a formal asymptotic expansion
uε,δ(x, y, t) = e−
1
ε
vε(x,y,t).
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The function vε satisfies an equation of the following type:
vt − εTr[AD2xv] −
δ2
ε
Tr[BD2yv] + Tr[ADxv ⊗Dxv] +
δ2
ε2
Tr[BDyv ⊗Dyv]
+ c(x, y) − be− vε = 0 (1.1.3)
for some b > 0 and c(x, y) to be defined in terms of the nonlinearity f . Our
choice for δ provides equation (1.1.3) with unbounded coefficients as ε →
0+. This fact requires us to introduce ideas from homogenization of elliptic
operators to analyze the effects of the unbounded terms in this equation as
ε→ 0.
Homogenization of differential operators deals with the analysis of pro-
cesses which take place in heterogenous media such as composite materials. In
such media there are two length scales: a microscopic one and a macroscopic
one. The mathematical models describing the phenomena in heterogenous me-
dia are given by microscopic laws that involve a small parameter ε > 0. This
small parameter represents the ratio between the two scales. Homogenization
theory is interested in deriving macroscopic approximations which consider the
local effects. Such macroscopic effects are derived by establishing the asymp-
totics of the model as the small parameter ε tends to zero. Homogenization
problems have been studied extensively (see for example [18] and references
therein). Homogenization techniques involving viscosity solutions, were devel-
oped in [13] for first order operators and for second order elliptic operators in
[2]. The main tool is to study an associated equation called the cell problem.
The cell problem provides the law for the limiting macroscopic effects for the
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phenomena under study.
Our formal asymptotic expansion for vε, as defined in (1.1), is
vε(x, y, t) = V (x, t) +
δ
ε
χδ(y),
where χδ is the solution of an appropriate cell problem. The above expansion
for vε implies, in every case, that vε(x, y, t) converges locally uniformly to a
continuous function V (x, t) since δ
ε
→ 0 as ε → 0. The limit function V de-
scribes the sets where the collection of functions uε converge locally uniformly
to the equilibria of equation (1.1.2).
Previous research involving singularly perturbed equations includes the
analysis from Bardi et al. [11] on Hamilton-Jacobi-Bellman-Isaacs equations.
They considered uε as the solution of
ut +H(x, y,Dxu,
1
ε
Dyv,D
2
xu,
1
ε
D2yu) = 0 for (x, y, t) ∈ Rn × Rm × (0, T )
u(x, y, 0) = h(x, y)
where
H(x, y, p, q,X, Y ) = max
α∈A
min
β∈B
{Lα,β(x, y, p, q,X, Y )},
Lα,β(x, y, p, q,X, Y ) is a collection of linear operators periodic in the y variable,
and A and B are compact control sets. In [11], a general analysis of the
asymptotics of such equations is developed. Under certain assumptions on
Lα,β, uε → u(x, t) locally uniformly. The function u satisfies a second order
parabolic equation with finite initial data h. The quadratic growth in the
gradient in (1.1.3) introduces the following crucial technical issue not present
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in [11]. In order to establish the convergence of the solutions to (1.1.2), new
bounds for vε and its gradient, uniform in ε, must be provided. Due to the
diverging terms in the derivatives of the transversal variable y in (1.1.3), the
gradient bounds obtained in [15] can not be extended to our case. The gradient
bounds are obtained for each boundary condition. The role of the gradient
bounds in this case are necessary to provide the equations involved in our
analysis with comparison principles.
The organization of this thesis is the following: in Chapter 1 we intro-
duce the mathematical background required through our analysis. A descrip-
tion of our assumptions and results are included. Chapter 2 and 3 deal with
the asymptotic behavior of (1.1.2) under Neumann and Dirichlet boundary
conditions, respectively. In each case, the first step is to obtain uniform in ε
bounds in W 1,∞loc for the solutions of (1.1.3). The variational inequality satis-
fied by V is established through the analysis of the appropriate cell problem.
The properties of the cell problems are discussed under each boundary condi-
tion. These two steps provide us with local uniform limits of the solutions to
(1.1.3). Through this limit function, the asymptotic behavior of the solutions
to (1.1.2) is established. The appendix is devoted to provide gradient bounds
used for the cell problem in each case.
1.2 Mathematical background
1.2.1 Notation
We start by introducing the notation used throughout the manuscript.
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• Int Ω is the set of interior points of Ω ⊂ Rn.
• Ω denotes the closure of the set Ω.
• K ⊂⊂ Ω if K is a compact subset of Ω.
• Br(x) is the open ball of radius r with center in x.
• Tr[A] is the trace of a matrix A.
• Sn is the set of n× n symmetric matrices.
• supp f denotes the support of a real valued function f .
• 1Ω is the characteristic function of the set Ω.
• For 0 < t < T define Qt,T = Rn × Ω × (t, T ).
• QT = Q0,T .
• ∂QT = Rn × ∂Ω × (0, T ).
• For Ω ⊂ Rn bounded define |Ω| as the diameter of Ω.
• For a function f : A ⊂ Rn → R define f+(x) = max[f(x), 0] and f−(x) =
min[f(x), 0].
1.2.2 Viscosity solutions
In this section the notion of viscosity solutions used in this manuscript
is discussed. The discussion does not attempt to present this topic in full gen-
erality. Only viscosity solutions for continuous operators are presented. For
7
an extensive exposition on viscosity solutions, the User’s Guide [7] is recom-
mended.
To state the notion of viscosity solutions, consider the following equa-
tion
F (D2u,Du, u, x) = 0 in Ω, (1.2.1)
where Ω ⊂ Rn is open. The assumptions on F are:
A1) F (X, p, r, x) is continuous in Sn × Rn × R × Ω.
A2) F is degenerate elliptic i.e. for X ≤ Y then ∀(p, r, x) ∈ Rn × R × Ω,
F (X, p, r, x) ≥ F (Y, p, r, x).
A3) ∀(X, p, x) ∈ Sn × Rn × Rn, F (X, p, ·, x) is increasing in r.
For any function u : Ω → R ∪ {±∞} define u∗ and u∗ to be the upper and
lower envelope of u to be defined by{
u∗(x) = limr→0 sup{u(y)|y ∈ Ω, |x− y| < r}
u∗(x) = limr→0 inf{u(y)|y ∈ Ω, |x− y| < r}
The upper envelope u∗ of a function u is the lowest upper continuous func-
tion such that u ≤ u∗. Similarly, the lower envelope u∗ is the largest lower
continuous function such that u ≥ u∗.
Definition 1.2.1. A function u : Ω → R is a viscosity subsolution of (1.2.1)
if
F (D2φ(x0), Dφ(x0), u
∗(x0), x0) ≤ 0.
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whenever φ : Ω → R is smooth and u∗ − φ has a local maximum at x0 ∈ Ω.
Similarly, u is a viscosity supersolution of (1.2.1) if
F (D2φ(x0), Dφ(x0), u∗(x0), x0) ≥ 0.
whenever φ : Ω → R is smooth and u∗ − φ has a local minimum at x0 ∈ Ω.
In the case of parabolic equations
ut + F (D
2u,Du, u, x, t) = 0 in Ω × (0, T ), (1.2.2)
assume that the function F satisfies properties A1) and A2). Assumption A3)
can be weakened for parabolic equations as follows:
A3’) There exist a constant K ≥ 0 such that ∀(X, p, x, t) ∈ Sn ×Rn ×Ω×R,
F (X, p, r, x, t) +Kr is increasing in r.
Definition 1.2.2. A function u : Ω× (0, T ) → R is a viscosity subsolution of
(1.2.2) if
φt + F (D
2φ,Dφ, u∗, x, t) ≤ 0 at (x0, t0)
whenever φ : Ω × [0, T ] → R smooth and u∗ − φ has a local maximum at
(x0, t0) ∈ Ω × (0, T ). Similarly, a function u : Ω × (0, T ) → R is a viscosity
supersolution of (1.2.2) if
φt + F (D
2φ,Dφ, u∗, x, t) ≥ 0 at (x0, t0)
whenever φ : Ω × [0, T ] → R is smooth and u∗ − φ has a local minimum at
(x0, t0) ∈ Ω × (0, T ).
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The definition of viscosity solutions can be extended to include boundary value
problems
F (D2u,Du, u, x) = 0 in Ω (1.2.3)
B(Du, u, x) = 0 in ∂Ω. (1.2.4)
The boundary of Ω is assumed to be smooth. The boundary operators con-
sidered are
B(p, r, x) = 〈p, n(x)〉 Neumann B.C.
B(p, r, x) = r − ψ(x) Dirichlet B.C.
B(p, r, x) =
{
〈p, n(x)〉 x ∈ Γ1 Mixed B.C.
r − ψ(x) x ∈ Γ2
where n(x) is the unit outward normal vector field at ∂Ω and ∂Ω = Γ1 ∪ Γ2,
where Γ2 is open.
Definition 1.2.3. A function u : Ω → R is a viscosity subsolution of (1.2.3)
with boundary conditions (1.2.4), if
min
[
F (D2φ,Dφ, u∗, x0), B(Dφ, u∗, x0)
] ≤ 0 if x0 ∈ ∂Ω
F (D2φ,Dφ, u∗, x0) ≤ 0 if x0 ∈ Ω
whenever φ : Ω → R smooth and u∗ − φ has a local maximum at x0 ∈ Ω.
Similarly, u is a viscosity supersolution of (1.2.3) if
max
[
F (D2φ,Dφ, u∗, x0), B(Dφ, u∗, x0)
] ≥ 0 if x0 ∈ ∂Ω
F (D2φ,Dφ, u∗, x0) ≥ 0 if x0 ∈ Ω
whenever φ : Ω → R smooth and u∗ − φ has a local minimum at x0 ∈ Ω.
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In all the above cases, a function u is a viscosity solution if it is both a
subsolution and a supersolution. It is important to mention that an equivalent
definition of viscosity subsolution and supersolutions can be formulated replac-
ing the terms local maximum and local minimum for strict local maximum and
strict local minimum.
The main ingredient to obtain a uniqueness results is comparison prin-
ciples. A comparison principle is a statement of the following type: if u and v
are a subsolution and a supersolution satisfying
0 = sup
x∈∂Ω
[u∗ − v∗] (1.2.5)
then u ≤ v on Ω. Similar version can be formulated in the parabolic case
replacing ∂Ω by ∂Ω × [0, T ] ∪ Ω × {0} in (1.2.5).
The existence of viscosity solutions is obtained via Perron’s Method.
To use this method, it is necessary to construct a subsolution u and a su-
persolution v that satisfy the boundary conditions at the boundary. Then
comparison principle would imply the existence of the unique viscosity solu-
tion to the problem satisfying the boundary conditions.
In the special case of viscosity solutions of variational inequalities
min[ut +H(x,Du), u] = 0 in R
n × (0, T ) (1.2.6)
u = h in Rn
where the hamiltonian H(x, p) is assumed to satisfy:
H1) For every x ∈ Rn, p→ H(x, p) is convex.
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H2) For each R > 0, there exists a constant CR > 0 such that for all x, y
∈ Rn and p, q ∈ BR(0)
|H(x, p) −H(x, q)| ≤ CR|p− q|(|p| + |q|)
holds and
|H(x, p) −H(y, p)| ≤ CR|x− y||p|2
H3) There exist constants A ≥ a > 0 and B ≥ b > 0, such that for all
x, p ∈ Rn
a|p|2 − b ≤ H(x, p) ≤ A|p|2 +B.
Definition 1.2.4. A continuous function u : Rn×[0, T ] → [0,∞) is a viscosity
subsolution of (1.2.6) if for all φ : Rn × (0, T ) → R smooth, if u−φ has a local
maximum at (x0, t0) ∈ Rn × (0, T ) then
ut +H(x,Du) ≥ 0 at (x0, t0)
and, if for all φ : Rn × [0, T ] → R smooth, if u − φ has a local minimum at
(x0, t0) ∈ Rn × (0, T ) with u(x0, t0) > 0 then
ut +H(x,Du) ≤ 0 at (x0, t0).
The existence and uniqueness of viscosity solutions of this type of equation is
established in [15].
Next, we give a representation formula for the unique viscosity solutions
of variational inequalities like (1.2.6). Let
L(x, q) = sup
p∈Rn
{q · p−H(x, p)}
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be the Lagrangian associated to the hamiltonian H. Fix T > 0 and for 0 ≤
t ≤ T define the space L2(t) = L2((t, T ),Rn). An element z(·) ∈ L2(t) is called
a control function.
A stopping time after t is a function γ : L2(t) → [t, T ], such that for
all s ∈ [t, T ], and z,z̄ ∈ L2(t), if z(τ) = z̄(τ) for almost every τ ∈ [t, s] and
γ[z(·)] ≤ s, then γ[z̄(·)] = γ[z(·)]. Let denote by Γ(t) be the set of all stopping
times after t.
Then, for each x ∈ Rn and 0 ≤ t < t+ τ ≤ T
V (x, t) = sup
γ∈Γ(t)
inf
z(·)∈N(t)
[∫ min[t+τ,γ[z(·)]]
t
L[x(s),−z(s)]ds (1.2.7)
+1{γ[z(·)]≥t+τ}V (x(t+ τ), t+ τ)
]
where
x(s) ≡ x+
∫ s
t
z(τ)dτ (t ≤ s ≤ T )
Then V (x, t) is a Lipschitz continuous viscosity solution of
max[Vt +H(x,DV ), V ] = 0 in R
n × (0, T ).
For a proof of this fact, see appendix in [15].
1.3 The convergence results
Let Ω ⊂ Rm be a convex bounded set with sufficiently smooth bound-
ary. The parameter δ > 0 is given by δ = εα with ε > 0 and α ∈ (0, 1). Let
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uε(x, y, t) be the solution of
ut − εTr[AD2xu] −
δ2
ε
Tr[BD2yu] +
1
ε
f(x, y, u) = 0 in Rn × Ω × (0, T )
(1.3.1)
u(x, y, 0) = u0(x, y) in R
n × Ω
where u0 is a smooth function satisfying
• 0 ≤ u0 ≤ 1 in Rn × Ω.
• supp u0 ⊂⊂ Rn × Ω.
Two type of boundary conditions in Rn × ∂Ω × (0, T ) are considered
u = 0 Drichlet
〈Dyu, n〉 = 0 Neumann
where (0, n(y)) is the unit outward normal vector at ∂Ω. The nonlinearity f
is smooth of KPP type, i.e. for each (x, y) ∈ Rn+m{
f(x, y, u) > 0 for u ∈ (0, 1)
f(x, y, u) < 0 for u ∈ (−∞, 0) ∪ (1,∞) (1.3.2)
and
∂f
∂u
(x, y, 0) = sup
0≤u≤1
f(x, y, u)
u
= sup
0≤u≤1
c(x, y, u) = c(x, y), (1.3.3)
where c(x, y) is smooth, bounded and Lipschitz continuous.
The matrices A and B are symmetric, smooth, bounded, Lipschitz,
positive definite. There exist two positive constants μ and Λ such that
μI ≤ A,B ≤ ΛI for (x, y) ∈ Rn × Ω.
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Under the following change of variable
vε = −ε log uε, (1.3.4)
then vε satisfy
vt − εTr[AD2xv] −
δ2
ε
Tr[BD2yv] + Tr[ADxv ⊗Dxv] +
δ2
ε2
Tr[BDyv ⊗Dyv]
+c(x, y, e−
v
ε ) = 0 (1.3.5)
v(x, y, 0) =
{
−ε log u0(x, y) (x, y) ∈ Int{ supp g }
∞ otherwise.
The boundary conditions for vε on Rn × ∂Ω × (0, T ) are
vε = ∞ (Drichlet case) (1.3.6)
〈Dyv, n〉 = 0 (Neumann case). (1.3.7)
In the case of the Neumann boundary condition, it is shown that there exist a
Lipschitz continuous function V (x, t) such that vε → V (x, t) locally uniformly
in Rn × Ω × (0, T ). For the case of infinite Drichlet boundary conditions, the
convergence of vε to V is locally uniformly in Rn×Ω×(0, T ). The convergence
of vε is established by obtaining uniform in ε gradient bounds. The function
V = V (x, t) in each case (1.3.6), (1.3.7) is shown to be viscosity solution of
the variational inequality
min[Vt +H(x,DV ), V ] = 0 in R
n × (0, T ){
0 x ∈ Int{x| there exist y s.t. u0(x, y) > 0}
∞ x ∈ {x| there exist y s.t. u0(x, y) > 0}c
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where H(x, p) = limδ→0Hδ(x, p) and the hamiltonian Hδ(x, p) is defined
through an associated cell problem. In the case of infinite Drichlet bound-
ary condition the convergence of Hδ is established up to subsequences. Once
established the existence of a unique lipschitz continuous function V , the con-
vergence results for uε is stated in the following theorems.
Theorem 1.3.1. (Neumann B.C.) Let uε be the solution to (1.3.1) and
(1.3.7). Then if δ = εα with α ∈ (0, 1
2
), A = A(x) and B a constant ma-
trix then
uε −→
{
1 locally uniformly in Int{V = 0} × Ω
0 locally uniformly in {V > 0} × Ω
and if δ = εα with α ∈ [1
2
, 1), A = A(x) and B = B(x, y) then
uε −→
{
1 locally uniformly in Int{V = 0} × Ω
0 locally uniformly in {V > 0} × Ω.
In the case of Drichlet boundary conditions, the convergence holds up
to subsequences
Theorem 1.3.2. (Drichlet B.C) Let uε be the solution to (1.3.1) with (1.3.6).
Then there is δj = ε
α
j where α ∈ (0, 12), A = A(x) and B a constant matrix
then
uεj −→
{
1 locally uniformly in Int{V = 0} × Ω
0 locally uniformly in Int{V > 0} × Ω
and if δ = εα with α ∈ [1
2
, 1), A = A(x) and B = B(x, y) then
uεj −→
{
1 locally uniformly in Int{V = 0} × Ω
0 locally uniformly in Int{V > 0} × Ω.
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Chapter 2
Neumann boundary conditions
2.1 Asymptotics of the Neumann B.C.
The first case to be considered is the asymptotic behavior of the solu-
tions uε of
ut − εTr[AD2xu] −
δ2
ε
Tr[BD2yu] +
1
ε
f(x, y, u) = 0 in QT
〈Du, n〉 = 0 in ∂QT
u = u0(x, y) in R
n × Ω.
Under the logarithmic change of variable (1.3.4), the functions vε satisfy the
equation (1.3.5). Given the assumptions made (1.3.2) and (1.3.3) on f , it is
sufficient to consider the particular case c̄(x, y, u) = c(x, y)− bu for b > 0 and
c(x, y) given by (1.3.3) .
For ε > 0, let L be the operator defined by
L[v] = vt − εTr[AD2xv] −
δ2
ε
Tr[BD2yv] + Tr[ADxv ⊗Dxv] (2.1.1)
+
δ2
ε2
Tr[BDyv ⊗Dyv] + c(x, y) − be− vε
17
and vε be the solutions of
L[v] = 0 in QT (2.1.2)
〈Dyv, n〉 = 0 in ∂QT
v(x, y, 0) =
{
−ε log u0(x, y) (x, y) ∈ Int{ supp u0}
∞ otherwise.
For T > 0 define
QT = (R
n × Ω × (0, T )) ∪ ({supp u0} × {0}).
The first step is to establish that vε(x, y, t) converges to V (x, t) locally uni-
formly in QT . Holder estimates for the family {vε}ε>0 uniform in ε are ob-
tained. In the case of HJBI equation analyzed by Bardi et al [11], this type of
estimates are not necessary since a comparison principle suffices. In our case,
these type of estimates are essential for our analysis. Without the uniform
in ε Holder estimates for vε, comparison principles between viscosity solutions
can not be guaranteed. The Holder regularity of vε is established in the next
theorem.
Theorem 2.1.1. For any K ⊂⊂ QT , there exist CK and 0 < α1 ≤ 1 such
that
‖vεt‖Cα1 (K) + ‖vε‖∞,K + ‖Dxvε‖∞,K +
δ
ε
‖Dyvε‖∞,K ≤ CK
uniformly in ε.
The proof of this theorem is divided in the following two lemmas.
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Lemma 2.1.1. For any K ⊂⊂ QT , there exist a constant CK such that
‖vε‖∞,K ≤ CK
uniformly in ε.
Proof. Without loss of generality, assume (0, 0) ∈ supp u0 and take r > 0
such that Br(0, 0) ⊂⊂ {supp u0}. On Br(0, 0), define
z1(x, y, t) =
1
r2 − |x|2 +
λ
r2 − |y|2 + αt+ β,
where the value of the parameters λ, α, β > 0 of z1 will be chosen later. Then
plugging z1 into L
L[z1] = α− ε
[
2Tr[A]
(r2 − |x|2)2 +
8Tr[Ax⊗ x]
(r2 − |x|2)3
]
+
4Tr[Ax⊗ x]
(r2 − |x|2)4
−δ
2λ
ε
[
2Tr[B]
(r2 − |y|2)2 +
8Tr[By ⊗ y]
(r2 − |y|2)3
]
+
δ2λ2
ε2
[
4Tr[By ⊗ y]
(r2 − |y|2)4
]
+c(x, y) − be− 1ε z1
≥ α
2
− εC
[
1
(r2 − |x|2)2 +
|x|2
(r2 − |x|2)3
]
+
4μ|x|2
(r2 − |x|2)4
+
δ2λ2
ε2
[
−εC
λ
(
1
(r2 − |y|2)2 +
|y|2
(r2 − |y|2)3
)
+
4μ|y|2
(r2 − |y|2)4
]
≥ 0.
for λ = ε
δ
and α = αr sufficiently large independent of ε. Choose
β = −ε log
[
inf
Br(0,0)
u0
]
then, the maximum principle implies z1 ≥ vε on Br(0, 0) × (0, T ) and then
|vε| ≤ C on B r
2
(0, 0) × (0, T ).
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On B r
2
(0, 0)c × (0, T ), define
z2 =
ρ
t
[
|x|2 + ε
δ
e|y|
2
]
+ αt+ β.
The convexity of Ω leads that for (x, y, t) ∈ Rn × ∂Ω × (0, T )
〈Dz2, n〉 ≥ ερ
δt
e|y|
2〈y, n〉 ≥ 0.
Plugging z2 into equation (2.1.2) yields
L[z2] ≥ I + II + III
where
I = α+ c(x, y) − be− zε
II =
ρ
t2
[−2εtTr[A] + 4ρTr[Ax⊗ x] − |x|2]
III =
ρ
t2
e|y|
2
[
−2δtTr[B] + 4ρτe|y|2Tr[By ⊗ y] − ε
δ
]
.
For α sufficiently large, we obtain I ≥ 0. In {|x| > r} × Ω × (0, T ), the
positivity of the matrix B yields
II ≥ ρ
t2
[−2εTΛ + |x|2(4μρ− 1)] ≥ ρ
t2
[−2εTΛ + 2ρr2μ] ≥ 0
III ≥ −2ρ
t
e|Ω|
2
δΛ
for ρ sufficiently large and ε sufficiently small. Then on {|x| > r}×Ω× (0, T )
I + II + III ≥ ρ
t2
[ρr2μ− 2Te|Ω|2δΛ] ≥ 0
for a large value of ρ. In {|x| ≤ r} × {|y| > r} × (0, T )
III ≥ ρ
t2
[
−2δTΛe|Ω|2 + 4ρe2r2r2 − ε
δ
]
≥ ρ
2
t2
II ≥ −2εTΛ ρ
t2
,
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for sufficiently large ρ. On {|x| ≤ r} × {|y| > r} × (0, T )
I + II + III ≥ ρ
t2
[ρ− 2εTΛ] ≥ 0
for ε sufficiently small. Therefore z2 is a supersolution in (B r
4
(y0, x0))
c×(0, T ).
Thus the maximum principle implies that
vε ≤ max[z1, z2] in Rn × Ω × (0, T ),
and the local bound for ‖vε‖∞ in Rn×Ω×(0, T ) uniform in ε > 0 follows. The
proof of the bound up to t = 0 follows directly from the arguments in [15].
Once we have shown that {vε}ε is uniformly bounded in compact sub-
sets of QT , local gradient bounds can be obtained through the classical Bern-
stein method.
Lemma 2.1.2. Let vε be the solution to (1.3.5)-(1.3.7) . Let K be a compact
subset of QT , then there exists CK > 0 and 0 < α
′ < 1 such that
‖vt‖Cα′ (K) + ‖Dxvε‖∞,K +
δ
ε
‖Dyvε‖∞,K ≤ CK
uniformly in ε.
Proof. Let Br(x0, t0) ⊂ Rn × (0, T ), and η(x, t) be a smooth function satis-
fying
• supp η = Br(x0, t0).
• 0 ≤ η ≤ 1 in Br(x0, t0).
• η = 1 in B r
2
(x0, t0).
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Take ζ(x, y, t) = η(x, t)4e−λv where λ > 0 will be determined later. For τ > 0,
let
z = ζ[|Dxv|2 + τ |Dyv|2] = ζ|Dvτ |2.
At the boundary, the Neumann condition satisfied by vε leads to
〈Dyz, n(y)〉 = −λη4e−λv|Dvτ |2〈Dyv, n(y)〉 + 2ζ[vxkvxkyini + τvykvykyini]
= 2ζ[vxkvxkyini + τvykvykyini]. (2.1.3)
Since for y ∈ ∂Ω there is a γ ≥ 0 such that
0 = Dxi [〈Dyv, n〉] = vykxink
γni = Dyi [〈Dyv, n(y)〉] = vykyink + vyknk,yi ,
then (2.1.3), the Neumann boundary conditions, and the convexity of Ω yield
〈Dyz, n(y)〉 ≤ −2τζnk,yivykvyi ≤ 0.
Hence z does not attain a maximum at Rn × ∂Ω × (0, T ). Plugging z into
L1[z] = zt − εTr[AD2xz] −
δ2
ε
[BD2yz]
we obtain that at an interior maximum (xε, yε, tε) of z
L1[z]e
λv = I + II + III + IV + V ≥ 0 (2.1.4)
where
I = 2η4[vxk(vt − εAijvxixj −
δ2
ε
Bijvyiyj)xk + τvyk(vt − εAijvxixj −
δ2
ε
Bijvyiyj)yk ]
+ 2η4[vxk(εAij,xkvxixj +
δ2
ε
Bij,xkvyiyj) + τvyk(εAij,ykvxixj +
δ2
ε
Bij,ykvyiyj)],
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and
II = −2η4[εAij(vxkxjvxkxi + τvykxjvykxi) +
δ2
ε
Bij(vxkyjvxkyi + τvykyjvykyi)],
III = −λη4[vt − εAijvxi,xj −
δ2
ε
Bijvyiyj ]|Dvτ |2,
IV = [(η4)t − εAij[(η4)xixj − 2λ(η4)xivxj ]]|Dvτ |2,
V = −λ2η4[εAijvxivxj +
δ2
ε
Bijvyivyj ]|Dvτ |2
V I = −εAij[(η4)xj [vxkvxkxi + τvykvykxi ]]
−2λη4(−εAijvxj [vxkvxkxi + τvykvykxi ] −
δ2
ε
Bijvyj [vxkvxkyi + τvykvykyi ])
Since vε satisfies (2.1.2) and A and B are symmetric matrices, then we have
that I = I1 + I2 where
I1 = −4η4[Aij(vxixkvxk + τvxiykvyk)vxj +
δ2
ε2
Bij(vyixkvxk + τvyiykvyk)vyj ]
I2 ≤ −2η4[Aij,xkvxivxjvxk +
δ2
ε2
Bij,xkvyivyjvxk
+τvyk(Aij,ykvxivxj +
δ2
ε2
Bij,ykvyivyj)]
+2η4[vxk(εAij,xkvxixj +
δ2
ε
Bij,xkvyiyj)
+τvyk(εAij,ykvxixj +
δ2
ε
Bij,ykvyiyj)]
−2η4〈Dc,Dvτ 〉.
Denote by Ax = ‖DxA‖, Ay = ‖DyA‖, Bx = ‖DxB‖ and By = ‖DyB‖. Using
Cauchy-Schwartz, we can find constants C and c sufficiently small independent
of the parameter ε, such that the second order terms in the above expression
can be estimated by
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I2 ≤ Cη4[Ax|Dxv|2 + δ
2
ε2
Bx|Dyv|2|Dxv| + τ(Ay|Dyv||Dxv|2 + δ
2
ε2
By|Dyv|3)
|Dxv|2(εAx + δ
2
ε
Bx) + τ |Dyv|2(εAy + δ
2
ε
By) + |Dvτ |]
+ c(1 + τ)η4(ε|D2xv|2 +
δ2
ε
|D2yv|2).
Since at an interior maximum point of z we have
2ζ4[vxmvxmxn + τvyivyjxn ] = −(η4)xn|Dvτ |2 + λvxn|Dvτ |2 (2.1.5)
2ζ4[vxmvxmyn + τvymvymyn ] = −(η4)yn|Dvτ |2 + λvyn|Dvτ |2, (2.1.6)
then plugging (2.1.5) and (2.1.6) into I1 we obtain
I1 ≤ Cη3|Dvτ |2|Dxv| − 2λη4(Aijvxivxj +
δ2
ε2
Bijvyivyj)|Dvτ |2.
The strict positivity of A and B yield
I ≤ Cη3|Dvτ |2|Dxv| − 2λμη4[|Dxv|2 + δ
2
ε2
|Dyv|2]|Dvτ |2.
Since vε satisfies (2.1.2) then
III ≤λ[Aijvxivxj +
δ2
ε2
Bijvyivyj + c(x, y) − be−
v
ε ]|Dvτ |2
≤λη4[Aijvxivxj +
δ2
ε2
Bijvyivyj ]|Dvτ |2 + λCη4|Dvτ |2.
Now IV can be estimated by
IV ≤ Cη3|Dvτ |2 + εCλη3|Dxv||Dvτ |2
and
V ≤ −λ2η4μ[ε|Dxv|2 + δ
2
ε2
|Dyv|2]|Dvτ |2
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Using Cauchy-Schwartz inequality again at VI
V I ≤εCη3|Dvτ |2 + εcη4[|D2xv|2 + τ |D2xyv|2] + λCη4|Dvτ |2[ε|Dxv|2 +
δ2
ε
|Dyv|2]
+ λcη4[ε(|D2xv|2 + τ |D2xyv|2) +
δ2
ε
(|D2xyv|2 + τ |D2yv|2)].
Choosing c sufficiently small, the terms with second derivatives in I2 and V I
are cancelled by II. The previous estimates at (xε, yε, tε) and (2.1.4) yield, for
ε sufficiently small,
λμη4[|Dxv|2 + δ
2
ε2
|Dyv|2]|Dvτ |2 ≤ Cη4[Ax|Dxv|2 + δ
2
ε2
Bx|Dyv|2|Dxv|
+ τ(Ay|Dyv||Dxv|2 + δ
2
ε2
By|Dyv|3)
+ |Dxv|2(εAx + δ
2
ε
Bx) + τ |Dyv|2(εAy + δ
2
ε
By)].
For λ > 0 sufficiently large and τ = δ
2
ε2
, define X = |Dxv| and Y = δε |Dyv|
evaluated at (xε, yε, tε). Then
λμη4(X2 + Y 2)2 ≤ B1 +B2,
where
B1 = BxY
2X +
δ
ε
AyX
2Y +
δ2
ε
BxX
2 +
δ2
ε
ByY
2
and
B2 = AxX
2 +
ε
δ
ByY
3 + εAxX
2 + εAyY
2.
Then the gradient bound
X + Y = |Dxv| + δ
ε
|Dxv| ≤ C (2.1.7)
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holds for A = A(x) and B a constant positive matrix. If we restrict the size of
δ with respect to ε, the gradient bounds can be obtained under more general
coefficients. If δ = εα with α ∈ [1
2
, 1), i.e δ
2
ε
remains bounded as ε → 0 and
consider A = A(x) and B = B(x, y), then (2.1.7) holds at the maximum of z.
By Lemma 2.1.1, vε is locally bounded, hence
|Dxv| + δ
ε
|Dxv| ≤ C in K = B r
2
(x0, t0) × Ω. (2.1.8)
The interior Holder estimate in t can be established as in [6] and [16] using
(2.1.8).
Theorem 2.1.2 establishes the existence of a subsequence vεj → V lo-
cally uniformly in QT . The function V = V (x, t) is Lipschitz in x and Holder
continuous with exponent α1 in t. In the next section, the function V is
characterized as the unique solution of a variational inequality.
2.1.1 Cell problems
In order to formulate the equation satisfied by V , it is necessary to de-
fine the hamiltonian in the variational inequality. To define H(x, p) in (2.1.21),
the following cell problems should be considered.
For x0, p0 ∈ Rn and δ > 0 define
F δ(D2w,Dw, y) = −δTr[BD2w] + Tr[BDw ⊗Dw] + h(y)
where the function h is defined by
h(y) = Tr[A(x0)p0 ⊗ p0] + c(x0, y) in Ω.
26
For δ, r > 0 and φ : Rn × [0, T ] → R smooth, define
F δr(Y, q, y) = min
Br(x0,t0)
{−δTr[BY ] + Tr[Bq ⊗ q] + Tr[ADφ⊗Dφ] + c(x, y)}
(2.1.9)
and
F
δ
r(Y, q, y) = max
Br(x0,t0)
{−δTr[BY ] + Tr[Bq ⊗ q] + Tr[ADφ⊗Dφ] + c(x, y)}.
(2.1.10)
Consider χδ as the solution of
F δ(D2χ,Dχ, y) = Hδ(x0, p0) in Ω (2.1.11)
〈Dχ, n〉 = 0 on ∂Ω,
χδr to be the solution to
F
δ
r(D
2χ,Dχ, y) = Hδr (x0, p0) in Ω (2.1.12)
〈Dχ, n〉 = 0 on ∂Ω,
and χδ
r
be the solution to
F δr(D
2χ,Dχ, y) = Hδr (x0, p0) in Ω (2.1.13)
〈Dχ, n〉 = 0 on ∂Ω.
To show the existence of solutions to the cell problems (2.1.11)- (2.1.13), con-
sider the following approximate cell problems.
For problem (2.1.11) and λ > 0, let χλ,δ solve
λχ− δTr[BD2yχ] + Tr[BDχ⊗Dχ] + h(y) = 0 in Ω (2.1.14)
〈Dχ, n〉 = 0 on ∂Ω.
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For problem (2.1.12), let χλ,δr be the solution of
λχ+ F
δ
r(D
2χ,Dχ, y) = 0 in Ω (2.1.15)
〈Dχ, n〉 = 0 on ∂Ω
and for problem (2.1.13), let χλ,δ
r
be the solution of
λχ+ F δr(D
2χ,Dχ, y) = 0 in Ω (2.1.16)
〈Dχ, n〉 = 0 on ∂Ω.
Before establishing the existence of solutions for the above cell problems, we
need gradient bound results used to obtain the properties needed for the cell
problems.
Theorem 2.1.2. There exist a C > 0 independent of λ > 0 and δ > 0 such
that if χδ,λ satisfies
λχ+ F δ(D2χ,Dχ, y) = 0 in Ω
〈Dχ, n〉 = 0 on ∂Ω
then
‖χδ,λ‖W 1,∞(Ω) ≤ C.
Proof. Under the assumption that for all λ, the term λχ is bounded inde-
pendently of λ in Ω. The proof follows from similar arguments as in [10].
The properties of the solutions to the cell problems introduced above
are stated in the following lemma
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Lemma 2.1.3. For δ > 0, r > 0
a) There exist a unique χλ,δ ∈ C2,α(Ω̄) satisfying (2.1.14).
b) There exist a locally Lipschitz continuous functions χδ,λr and χ
δ,λ
r
satis-
fying (2.1.15) and (2.1.16) in the viscosity sense.
c) For a point y0 ∈ Ω, χλ,δ − χλ,δ(y0) is bounded in W 1,∞(Ω) uniformly in
λ and δ. For y0 ∈ Ω, x0, p0 ∈ Rn and fixed δ, χλ,δ(y) − χλ,δ(y0) → χδ(y)
uniformly in Ω, and −λχλ,δ → Hδ(x0, p0) uniformly in Ω as λ→ 0+.
d) For r > 0 and y0 ∈ Ω, χλ,δr −χλ,δr (y0) is bounded in W 1,∞(Ω) uniformly in
λ and δ. For y0 ∈ Ω, x0, p0 ∈ Rn and fixed δ, χλ,δr (y) − χλ,δr (y0) → χδr(y)
uniformly in Ω, and −λχλ,δr → Hδr(x0, p0) uniformly in Ω as λ → 0+.
Similar properties can be established for χλ,δ
r
, χλ,δ and H
δ
r(x0, p0).
e) Hδr (x0, p0) → Hδ(x0, p0) as r → 0+. There exist a constant H(x0, p0)
such that Hδ(x0, p0) → H(x0, p0) as δ → 0+.
f) The function H(x, p) satisfies the assumptions (H1-H3) in section 1.2.2.
Proof. Fix δ > 0. The existence of a unique χλ,δ ∈ C2,α(Ω) follows by [17].
The existence of χλ,δr follows from Perron’s method, since
w = 0 and w = −max
Ω
h(y)
λ
(2.1.17)
are a supersolution and a subsolution of (2.1.14)- (2.1.16) respectively. To
obtain a bound for χλ,δ in L∞(Ω) uniformly on λ and δ, take y0 ∈ Ω, and let
zλ,δ =
χ− χ(y0)
‖χ− χ(y0)‖∞,Ω̄
.
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Then for all δ, λ, zλ,δ satisfies ‖z‖∞ = 1, z(y0) = 0 and
λ(τz + zλ) − τδTr[BD2z] + τ 2Tr[BDz ⊗Dz] + h(y) = 0 in Ω
〈Dz, n〉 = 0 in ∂Ω
where τ = ‖χλ − χλ(y0)‖∞,Ω̄ and zλ = χλ(y0). If we assume that τλ → ∞ as
λ→ 0+. By the uniform in λ and δ lipschitz bounds for zλ,δ in Ω given in the
Theorem 2.1.2, then zλi,δ → Zδ uniformly in Ω, and Zδ satisfies
Tr[BDZ ⊗DZ] = 0 in Ω
〈DZ, n〉 = 0 in ∂Ω.
Since zλ,δ(y0) = 0 for all λ, then Z
δ(y0) = 0. This implies Z
δ = 0 in Ω̄. This
contradicts the fact that ‖zλ,δ‖∞ = 1 and zδ,λ → Zδ. Hence the function
W λ,δ = χλ,δ − χλ,δ(y0) is bounded in Ω independent of λ and δ. Now W λ,δ
satisfies
λ(W + zλ) − δTr[BD2W ] + Tr[BDW ⊗DW ] + h(y) = 0 in Ω
〈DW,n〉 = 0 on ∂Ω.
The uniform in λ and δ gradient bound for W λ,δ in Ω̄ follows from the lipschitz
bounds in [15]. Since {λχδ,λ(y0)}λ>0 is bounded, then there exist a sequence
λj → 0 for which −λχλ,δ(y0) → Hδ . Let C be the Lipschitz constant for
W λ,δ, then
|λχ(y) − λχ(y0)| = λ|W δ(y) −W δ(y0)| ≤ λC|y − y0| → 0 in Ω
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as λ → 0. Then −λχλ,δ → Hδ uniformly in Ω as λj → 0. The uniqueness of
Hδ follows by similar arguments as the uniqueness proof for H shown below.
Hence −λwλ,δ → Hδ uniformly in Ω. Similar arguments as in the case of
equation (2.1.14) establish the existence of a uniqueHδr . The stability property
of viscosity solutions implies that Hδr → Hδ as r → 0+. Since w ≤ χδ,λ ≤ w
in Ω, where w and w are given by (2.1.17), then 0 ≤ λχδ,λ ≤ ‖h‖∞,Ω. The
boundedness of h in Ω implies Hδ is bounded uniformly in δ. The gradient
bounds in Theorem 2.1.2 imply that there exist a sequence δj → 0 such that
χδ converge locally uniformly to χ in Ω and Hδj → H. The function χ satisfies
Tr[BDχ⊗ χ] + h(y) = H in Ω (2.1.18)
〈Dχ, n〉 = 0 in ∂Ω. (2.1.19)
Let (χ1, H1) and (χ2, H2) be two solutions to (2.1.18) and (2.1.19). Assume
that H2 < β < H2. Since χ1 and χ2 are bounded and Lipschitz in Ω, by
adding a constant if needed, assume χ1 > χ2 in Ω. For ε > 0 sufficiently small
χ1 satisfies
Tr[BDχ1 ⊗ χ1] + h(y) + εχ1 ≤ β in Ω
〈Dχ1, n〉 ≤ 0 in ∂Ω,
and χ2 satisfies
Tr[BDχ2 ⊗ χ2] + h(y) + εχ2 ≥ β in Ω
〈Dχ1, n〉 ≥ 0 in ∂Ω.
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Hence χ1 and χ2 are Lipschitz continuous subsolution and supersolution to
Tr[BDχ⊗ χ] + h(y) + εχ = β in K
〈Dχ, n〉 = 0 in ∂K.
Then a comparison principle for Lipschitz continuous viscosity solutions of this
equation establish that χ1 ≤ χ2 in Ω, a contradiction. Hence there is a unique
value H, such that limδ→0+ Hδ = H.
To show f), define for fixed y ∈ Ω, the function
G(x, p) = Tr[Ap⊗ p] + c(x, y).
Then it is easy to check that G satisfies H1-H3. Let h(y) = G(x, p) in (2.1.14)
then by similar arguments as in [5], these properties hold for H(x, p)
In the particular case that c = c(x), for δ > 0, consider the function
ϕ = e−
1
δ
wδ , where wδ is the solution to the cell problem (2.1.11). Then ϕ
satisfies
−δ2Tr[BD2ϕ] = λϕ in Ω (2.1.20)
〈Dϕ, n〉 = 0 in ∂Ω.
and ϕ > 0 in Ω. Hence in this case, the Hamiltonian Hδ is given by
Hδ(x, p) = Tr[Ap⊗ p] + c(x) − λδ(x).
where λδ(x) is the constant defined by the eigenvalue problem (2.1.20).
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2.1.2 Asymptotical behavior of vε
Using the results in the last subsection, we can establish the equation
satisfied by each one of the uniform limits of vε. The next theorem character-
izes all the locally uniform limits of the collection {vε}ε>0.
Theorem 2.1.3. Let vε be the solution of (1.3.5), then if vεj converges uni-
formly to V , V is a viscosity solution of
max[Vt +H(x,DV ), V ] = 0 in R
n × (0, T ) (2.1.21)
V (x, 0) =
{
0 x ∈ Int{x| there exist y s.t. u0(x, y) > 0}
∞ x ∈ {x| there exist y s.t. u0(x, y) > 0}c,
where H(x, p) = limδ→0Hδ(x, p), and Hδ(x, p) is defined through equation
(2.1.11).
Proof. From Theorem 2.1.1, for all (x0, t0) ∈ Int{ supp u0} we have
vε(x, y, t) ≤ min
[
1
r2 − |x− x0|2 +
ε
δ
1
r2 − |y − y0|2 ,
ρ
t
[
|x− x0|2 + ε
δ
e|y−y0|
2
]]
+ αt+ β
on Br(x0) ×Br(y0) × (0, T ).
For (x, y, t) ∈ (Br(x0) ×Br(y0))c × (0, T )
−βε ≤ vε(x, y, t) ≤ ρ
t
[
|x− x0|2 + ε
δ
e|y−y0|
2
]
+ αt+ β
then
V (x, 0) = lim
t→0+
lim
ε→0
vε(x, y, t) = 0
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in {x ∈ Rn | ∃y ∈ Ω such that(x, y) ∈ Int { supp u0}}. Let R > 0 and x0 ∈ Rn
be such that
supp u0 ⊂ BR(x0) × Ω.
Assume that x0 = 0. Define for ρ > 0
z(x, y, t) =
ρ
t
[|x|2 −R2] − 2εβ.
Then
L[z] ≤ ρ
t2
[(4ρ− 1)|x|2 +R2] + c(x, y) ≤ 0
on {|x| > R1 > R} ×Ω× (0, t) and for sufficiently small t > 0 and ρ = ρ(R1).
Hence z(x, y, t) = max[z(x, y, t),−εβ] is a subsolution for the operator L. This
establishes
V (x, 0) = lim
t→0+
lim
ε→0
vε(x, y, t) = ∞
on {|x| > R}.
To establish the subsolution condition, let V − φ have a strict local
maximum at (x0, t0) ∈ {V > 0}, with t0 > 0 and (V −φ)(x0, t0) = 0 . Suppose
that at (x0, t0) we have
φt +H(x0, Dφ) ≥ β > 0.
Pick δ > 0 sufficiently small so that
|Hδ(x0, p0) −H(x0, p0)| < β
10
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where p0 = Dφ(x0, t0). Take r > 0 sufficiently small such that
|Hδr(x0, p0) −Hδ(x0, p0)| <
β
10
‖φt − φt(x0, t0)‖∞,Br(x0,t0) <
β
10
‖D2φ(x, t) −D2φ(x0, t0)‖∞,Br(x0,t0) <
β
10
.
Let φε = φ(x, t) + ε
δ̄
χ(y), where χ = χδ
r
. We claim that φε is a supersolution
of (2.1.2) in Br(x0, t0) × Ω. Let (x̄, ȳ, t̄) be a local minimum of φε − ψ in
Br(x0, t0)×Ω. Then ȳ is a local minimum of χ(y)− ψ̄(y) in Ω̄, where ψ̄(y) =
δ
ε
(ψ(x̄, y, t̄) − φ(x̄, t̄)).
If ȳ ∈ ∂Ω, then 〈Dψ̄, n〉 ≥ 0. This implies that at (x̄, ȳ, t̄) we have
〈Dψ, n〉 ≥ 0. If ȳ ∈ Ω, then
F δr(
δ
ε
D2yψ,
δ
ε
Dyψ, y) ≥ Hδr(x0, p0).
Plugging ψ evaluated at (x̄, ȳ, t̄) into equation (2.1.2), the above inequality
leads to
L[ψ] ≥ φt − εTr[AD2φ] − be−
φε
ε + F δ(
δ
ε
D2yψ,
δ
ε
Dyψ, ȳ)
≥ φt(x0, t0) + F δr(
δ
ε
D2yψ,
δ
ε
Dyψ, ȳ) − 3β
5
≥ φt(x0, t0) +Hδr(x0, p0) −
3β
5
≥ φt(x0, t0) +H(x0, p0) − β ≥ 0.
For the second inequality, the fact that (x0, t0) ∈ {V > 0} is used to estimate
the exponential term. Since χδ is bounded in Ω uniformly in δ, then there
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exist α > 0 such that vε − ψε < −α in ∂Br(x0, t0) × Ω. Since vε and ψε are
subsolution and supersolution of (2.1.2) , then vε − ψε < −α in Br(x0, t0)×Ω
by a comparison principle for Lipschitz subsolutions and supersolutions of this
equation. The last estimate yields
0 = (V − φ)(x0, t0) = lim
ε→0+
(x.t)→(x0,t0)
(vε − ψε) < −α,
a contradiction. Hence V satisfies
Vt +H(x,DV ) ≤ 0 in {V > 0}
in the viscosity sense.
The proof for the supersolution case follows from similar arguments. In
this case, ψε is constructed using χ = χδr. Since the proof follows the similar
arguments as the subsolution case, we omit its proof.
Since V is Lipschitz, the same considerations as in [15] establish that
V is given by the formula (1.2.7).
2.1.3 Asymptotics of uε
The following theorem establishes the asymptotic behavior uε which
satisfies
ut − εTr[AD2xu] −
δ2
ε
Tr[BD2yu] +
1
ε
f(x, y, u) = 0 in QT
〈Du, n〉 = 0 in ∂QT
u = u0(x, y) in R
n × Ω
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Theorem 2.1.4. If δ = εα with α ∈ (0, 1
2
), A = A(x) and B a constant matrix
then
uε −→
{
1 locally uniformly in Int {V = 0} × Ω
0 locally uniformly in {V > 0} × Ω,
and if δ = εα with α ∈ [1
2
, 1), A = A(x) and B = B(x, y) then
uε −→
{
1 locally uniformly in Int {V = 0} × Ω
0 locally uniformly in {V > 0} × Ω
where V is the viscosity solution of
max[Vt +H(x,DV ), V ] = 0 in R
n × (0, T )
V (x, 0) =
{
0 x ∈ Int{x| there exist y s.t. u0(x, y) > 0}
∞ x ∈ {x| there exist y s.t. u0(x, y) > 0}c
and H(x, p) = limδ→0Hδ(x, p) where Hδ is defined by the cell problem (2.1.11).
Proof. Fix τ > 0 and define f̄ : Rn × Ω × R → R by
f̄(x, y, u) = (c(x, y) + τ)u− bu2
then for τ ≥ 0, f̄(x, y, u) ≥ f(x, y, u) for (x, y) ∈ Rn ×Ω and 0 ≤ u ≤ 1. If uετ
is the solution to
ut−εTr[AD2xu] −
δ2
ε
Tr[BD2yu] +
1
ε
f̄(x, y, u) = 0 in QT
〈Dyu, n〉 = 0 in ∂QT .
u(x, y, 0) = u0(x, y) in R
n × Ω
by the maximum principle we have
uετ ≥ uε in Rn × Ω × [0, T ]. (2.1.22)
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Take vετ = −ε log uετ . By Theorem 2.1.3, there exist a function v̄τ such that
vετ → vτ locally uniformly in Rn × Ω × (0, T ) as ε → 0+. On {vτ > 0} × Ω,
uετ → 0+ locally uniformly. Now as τ → 0+, the stability property of viscosity
solutions imply vτ → V locally uniformly in Rn × (0, T ). By (2.1.22) and
the fact that uετ → 0 locally uniformly in {v̄τ > 0} × Ω then uε → 0 locally
uniformly in {v̄τ > 0} × Ω for all τ > 0. Hence
uε → 0 on {V > 0} × Ω.
To analyze the behavior of uε in compact subsets of Int {V = 0} × Ω, define
f : Rn × Ω × R → R by
f(x, y, u) = c(x, y)u− bu2
where
b =
1
2
sup{|fuu(x, y, u)||(x, y) ∈ Rn × Ω, 0 ≤ u ≤ 1}.
Then
f(x, y, u) ≥ f(x, y, u) for (x, y) ∈ Rn × Ω and 0 ≤ u ≤ 1.
Let uε be the solution to
ut − εTr[AD2xu]−
δ2
ε
Tr[BD2yu] +
1
ε
f(x, y, u) = 0 in QT
〈Dyu, n〉 = 0 in ∂QT
u(x, y, 0) = u0(x, y) in R
n × Ω.
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Using the same arguments from the Theorem 2.1.3 the convergence of vε to
V uniformly on compact subsets of QT is obtained. First, we show that on
compacts sets C × Ω of Int {V = 0} × Ω, there exist α > 0 such that
lim inf uε ≥ α > 0 uniformly in C × Ω. (2.1.23)
Take (x0, t0) ∈ Int {V = 0} and assume C = Br(x0) × (t0, t0 + r) for some
r > 0 such that C ⊂⊂ Int {V = 0} . Define
φε(x, t) = φ(x, t) + ε[1 − d(y)]
where φ(x, t) = |x− x0|2 + (t− t0)2 . Let d(y) be a nonnegative function that
equals to the distance function to ∂Ω in a neighborhood of ∂Ω, with 0 < d < 1
in Ω. Then vε−φε has a local maximum at (xε, yε, tε) ∈ Int C×Ω. If yε ∈ ∂Ω,
then
〈Dyφε, n〉 ≥ ε > 0
for sufficiently small ε > 0. Hence at (xε, yε, tε)
φεt − εTr[AD2xφε] −
δ2
ε
Tr[BD2yφ
ε] + Tr[ADxφ
ε ⊗Dxφε]+
δ2
ε2
Tr[BDyφ
ε ⊗Dyφε] ≤ buε − c. (2.1.24)
By the construction of φε, there exist m > 0 such that
uε(xε, yε, tε) ≥ 1
b
[ inf
C×Ω
c− oε(1)] > α1.
Since (vε − φε)(xε, yε, tε) ≥ (vε − φε)(x0, y, t0) then we obtain
vε(xε, yε, tε) ≥ vε(x0, y, t0) − ε(1 − d(y)).
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Since vε = −ε ln uε then we get
uε(x0, y, t0) ≥ uε(xε, yε, tε)e−(1−d(y)) ≥ m > 0. for y ∈ Ω.
The maximum principle implies
uε(x0, y, t0) ≥ uε(x0, y, t0) ≥ m > 0 in Ω.
The value of m is independent of (x0, t0), then (2.1.23) holds. The hypothesis
on f imply that for η ∈ (m
2
, 1), there is a β = βm,η > 0 such that
f(x, y, u) ≤ β(1 − η − u)
for u ∈ [m
2
, 1] and (x, y) ∈ Br(x0) × Ω. Let φ(x) be a smooth function that
satisfies:
• 0 < φ < 1 in Br(x0).
• supp φ = Br(x0).
• φ(x) = 1 for x ∈ B r
2
(x0).
Define f ε(t) = 1 − η − e− τε (t−t0), where η′ ∈ (1
2
, 1), and
zε(x, y, t) = f ε(t)φ(x) − εγ(t− t0).
Let wε satisfy
wt − εTr[AD2xw] −
δ2
ε
Tr[BD2yw] +
β
ε
[w − 1 + η] = 0 in C × Ω (2.1.25)
〈Dyw, n〉 = 0 in C ∩ ∂Ω
w = 0 in ∂C × Ω.
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We claim that zε is a subsolution to this equation in C ×Ω. On the boundary
of Ω, we have that 〈Dyzε, n〉 = 0. By construction of z, zε ≤ 0 for any
(x, y, t) ∈ (∂Br(x0) × Ω × (t0, t0 + r)) ∪ (Br(x0) × Ω × {t0}). On the interior
of C × Ω, we have
zεt − εTr[AD2xzε] −
δ2
ε
Tr[BD2yz] +
β
ε
[zε − 1 + η] = −εγ − εf εTr[AD2xφ]
+
β
ε
[f εφ− εγ(t− t0) − 1 + η] + τ
ε
φe−
τ
ε
(t−t0)
≤ −εγ +O(ε) + τ
ε
φ[−f ε + 1 − η] + β
ε
[f εφ− εγ(t− t0) − 1 + η].
For sufficiently large γ > 0 and for 0 < τ < β
zεt − εTr[AD2xzε] −
δ2
ε
Tr[BD2yz] +
β
ε
[zε − 1 + η] ≤ −τ
ε
(1 − η)[1 − φ]
+
β − τ
ε
[fφ− 1 + η] ≤ −τ
ε
(1 − η)[1 − φ] ≤ 0.
Hence zε is a subsolution to (2.1.25) in C×Ω. The maximum principle implies
uε ≥ wε ≥ zε in C × Ω.
Hence
lim inf
ε→0
uε ≥ lim inf
ε→0
zε ≥ (1 − η) in B r
2
(x0) × Ω × (t0, t0 + r).
Since η is arbitrary, then
lim inf
ε→0
uε ≥ 1
locally uniformly in B r
2
(x0)×Ω× (t0, t0 +r). The fact that uε ≤ 1 in Rn×Ω×
[0, T ] allows to conclude that uε → 1 locally uniformly in Int {V > 0}×Ω.
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Chapter 3
Dirichlet boundary conditions
3.1 Asymptotic under Dirichlet conditions
Let the function uε be the unique solution to the equation
ut − εTr[AD2xu] −
δ2
ε
Tr[BD2yu] +
1
ε
f(x, y, u) = 0 in QT (3.1.1)
u(x, y, t) = 0 in ∂QT (3.1.2)
u(x, y, 0) = u0(x, y) in R
n × Ω.
Consider the function vε that satisfies
L[v] = 0 in QT (3.1.3)
vε = ∞ in ∂QT
v(x, y, 0) =
{
−ε log u0(x, y) (x, y) ∈ Int{ supp u0}
∞ otherwise,
where the operator L is defined as in (2.1.1). The Dirichlet boundary condi-
tions introduce a new difficulty not present in the Neumann boundary condi-
tion case. For t > 0, the function vε(x, y, t) is not bounded in compact sets
containing ∂Ω. Then, gradient bounds of the type of Theorem 2.1.1, do not
hold up to the boundary of the cylinder. This fact limit our convergence result
to hold only up to subsequences of vε. In the next theorem the local interior
W 1,∞loc bounds for v
ε uniform in ε are established.
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Theorem 3.1.1. For any K ⊂⊂ QT , there exist constants CK and 0 < α1 < 1
such that
‖vt‖Cα1 (K) + ‖vε‖∞,K + ‖Dxvε‖∞,K + δ
ε
‖Dyvε‖∞,K ≤ CK
uniformly in ε.
The proof of this theorem is presented in the following two lemmas.
Lemma 3.1.1. Let vε be the solution to (3.1.3). Let K ⊂⊂ QT , then there
exists C = CK > 0 such that ‖vε‖∞,K ≤ C uniformly in ε.
Proof. Suppose (0, 0) ∈ Int supp u0, and choose r > 0 such that the ball
Br(0, 0) ⊂⊂ Int supp u0. Take z1(x, y, t) to be the supersolution of (2.1.2)
constructed in Lemma 2.1.1 in Br(0, 0) × [0, T ]. Then z1 provides a uniform
bound in ε for vε in B r
2
(0, 0)×[0, T ]. To obtain bounds for vε outside B r
2
(0, 0)×
[0, T ], let γ > 0 and define Ωγ = {y ∈ Ω| dist(y, ∂Ω) < γ} , where γ will be
chosen later. Take d(y) to be a smooth function such that d(y) = dist(y, ∂Ω)
in Ωγ . Take α and β as in Lemma 2.1.1. Then for M , ρ > 0 to be determined
later, define z(x, y, t) by
z =
1
t
[
M |x|2 + ε
δ
eτ |y|
2
d(y)
]
+ αt+ β. (3.1.4)
Plug z into equation (3.1.3)
L[z] = I + II + III
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where
I = α+ c(x, y) − be zε > 0,
II = −εTr[AD2xz] + Tr[ADxz ⊗Dxz] −
M
t2
|x|2
=
4M2
t2
Tr[Ax⊗ x] − M
t2
|x|2 − 2εM
t
Tr[A]
≥ M
t2
[(4μM − 1)|x|2 − 2εTΛn] ≥ M
2
t2
[|x|2 −O(ε)],
and
III = −δ
2
ε
Tr[BD2yz] +
δ2
ε2
Tr[BDyz ⊗Dyz] − ε
δ
1
t2d(y)
eτ |y|
2
≥ e
τ |y|2
t2d4
[−δt[2dTr[BDd⊗Dd] − 4τd2Tr[BDd⊗ y] − d2Tr[BD2d]]
+ eτ |y|
2
μ|2τd(y)y −Dd|2].
The convexity of Ω implies that for sufficiently small γ, 〈y,−Dd〉 > c > 0 on
R
n × Ωγ . This shows that
|2τd(y)y −Dd|2 > c0 > 0 on Rn × Ωγ × (0, T )
for any value of τ > 0. Then
III ≥ e
τ |y|2
t2d4
[O(δ) + μeτ |y|
2
c20] ≥
c20e
2τr2
t2d4
II ≥ −εC
t2
.
Hence I + II + III > 0, for ε sufficiently small on Rn × Ωγ × (0, T ). Choose
τ >
maxΩ |Dd|
γr
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then it follows that
|2τd(y)y −Dd| > c1 > 0
on Rn × ({d(y) ≥ γ}∩{|y| > r})× (0, T ) and we obtain I + II + III > 0. For
x ∈ {|x| > r}, y ∈ {|y| < r} and t ∈ (0, T )
II ≥ M
2r2
t2
and III ≥ −δ e
τ |y|2
tγ4
and for M = Mτ,γ sufficiently large, I+II+III > 0. Then z is a supersolution
in Br(0, 0)
c × [0, T ]. By the maximum principle
vε ≤ min[z1, z] on Rn × Ω × [0, T ].
This establishes the local bound for vε uniformly in ε.
The next lemma establishes the bounds on the space and time deriva-
tives of vε.
Lemma 3.1.2. Let vε be the solution to (3.1.3) . Let K be a compact subset
of QT , then there exists CK > 0 such that
‖vt‖Cα1 (K) + ‖Dxvε‖∞,K + δ
ε
‖Dyvε‖∞,K ≤ CK
uniformly in ε.
Proof. Let Br(x0, t0) ⊂ Rn × (0, T ). Take η and τ as in Lemma 2.1.2
and z(x, y, t) = η(x, t)4e−λe
v
[|Dxv|2 + τ |Dyv|2] = η(x, t)4e−λev |Dvτ |2. Since
|Dvε| → ∞ as y → ∂Ω. The first step is to show that for ε > 0, z is bounded
above in Rn ×Ω× (0, T ). In order to achieve this, we need to obtain upper an
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lower boundary estimates for vε and |Dvε|. From the estimates in the previous
lemma, we have that
lim sup
y→∂Ω
d(y)vε(x, y, t) ≤ CK for K ⊂⊂ Rn × Ω × (0, T )
where d is the distance function to the boundary of Ω . Define for C > 0
w(x, y, t) = −ε2 log
[
2d(y)
ε
]
Then for all ε > 0, limy→∂Ωw = ∞. Now plugging w into (3.1.3) we have that
for ε sufficiently small
L[w] =
εδ2
d2
[ε(dTr[BD2d] − Tr[BDd⊗Dd]) + ε2Tr[BDd⊗Dd]
+
ε
δ2
d2(c(x, y) − be−wε )]
≤ε
2δ2
d2
[−μ+ εΛ + ε
2
δ2
c(x, y)] ≤ 0
on {d(y) < ε} × Rn × (0, T ). Since
w = −ε2 log 2 < 0 ≤ −ε log ‖u0‖ in Rn × {d(y) = ε} × (0, T )
then w = max[w,−ε log ‖u0‖] is a subsolution to (3.1.3) in Rn × Ω × [0, T ].
Maximum principle implies that
vε ≥ w in Ω × Rn × [0, T ] (3.1.5)
Hence close enough to ∂Ω, the above estimate leads to
zε(x, y, t) ≤ Ke−λ( 2εd )
ε2
d(y)−4
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for some K > 0 independent of ε. Then z → 0 as y → ∂Ω. Since v is locally
bounded in Ω×Rn×(0, T ), then for each ε, z is bounded above. Let (xε, yε, tε)
be a maximum of z in supp η × Ω. If yε ∈ ∂Ω then |Dv| = 0 in supp η × Ω.
Then we can assume that yε ∈ Ω. Plugging z into (3.1.3) we obtain
L[z]eλe
v
= I + II + III + IV + V + V I
where
I = 2η4[vxk(vt − εAijvxixj −
δ2
ε
Bijvyiyj)xk
+τvyk(vt − εAijvxixj −
δ2
ε
Bijvyiyj)yk ]
+2η4[εAij,xkvxixjvxk + τvyk(εAij,ykvxixj +
δ2
ε
Bij,ykvyiyj)]
II = −2η4[εAij(vxkxjvxkxi + τvykxjvykxi) +
δ2
ε
Bij(vxkyjvxkyi + τvykyjvykyi)]
III = −λevη4[vt − εAijvxi,xj −
δ2
ε
Bijvyiyj ]|Dvτ |2
IV = [(η4)t − εAij[(η4)xixj − 2λev(η4)xivxj ]]|Dvτ |2
V = −λev(λev − 1)η4[εAijvxivxj +
δ2
ε
Bijvyivyj ]|Dvτ |2
V I = −εAij[(η4)xj [vxkvxkxi + τvykvykxi ]]
−λevη4(−εAijvxj [vxkvxkxi + τvykvykxi ] −
δ2
ε
Bijvyj [vxkvxkyi + τvykvykyi ]).
Similar computations as in Lemma 2.1.2 yield that if A = A(x), B is a constant
matrix and δ = εα with α ∈ (0, 1
2
) or A = A(x), B = B(x, y) and α ∈ [1
2
, 1),
then there exist a C > 0 independent of ε such that
η(|Dxv| + τ |Dyv|) ≤ C at (xε, yε, tε).
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Since v is locally bounded in Ω × Rn × (0, T ), then for each K ⊂⊂ Ω there
exist a cK > 0 such that
eλe
−vε ≥ cK in K ×Br(x0, t0)
Then for all ε sufficiently small
|Dxvε| + τ |Dyvε| ≤ C in K ×B r
2
(x0, t0),
under the above conditions in A, B and δ.
Theorem 3.1.1 establishes that there exist a sequence εj → 0+ such
that vεj converges V locally uniformly in QT .
3.1.1 Cell problems
To construct the hamiltonian in the variational inequality (2.1.21) sat-
isfied by the limits of vε, consider the following cell problems. Due to the
unbounded behavior of vε near ∂Ω, we must consider the cell problems on sets
K satisfying K ⊂⊂ Ω and supp u0 ⊂⊂ K × Rn. For fixed x0, p0 ∈ Rn, let χδK
a solution of
F δ(D2χ,Dχ, y) = HδK(x0, p0) in K (3.1.6)
χ = ∞ on ∂K
We also consider for r > 0, φ(x, t) smooth, the solution χδ
r,K
of
F δr(D
2χ,Dχ, y) = Hδr,K(x0, p0) in K (3.1.7)
χ = ∞ on ∂K.
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and χδr,K of
F
δ
r(D
2χ,Dχ, y) = H
δ
r,K(x0, p0) in K (3.1.8)
χ = ∞ on ∂K,
where
p0 = Dφ(x0, t0) and h(y) = Tr[A(x0)p0 × p0] + c(x0, y)
and F δr, F
δ
r are defined as the homogeneous operators in (2.1.9) and (2.1.10).
The approximate cell problems to be considered in the case of Dirichlet bound-
ary conditions are listed below.
For λ > 0, let χλ,δK solve
λχ+ F δ(D2χ,Dχ, y) = 0 in K (3.1.9)
χ = ∞ on ∂K.
Let χλ,δ
r,K
be the solution of
λχ+ F δr(D
2χ,Dχ, y) = 0 on K (3.1.10)
χ = ∞ on ∂K,
and χλ,δr,K be the solution of
λχ+ F
δ
r(D
2χ,Dχ, y) = 0 on K
χ = ∞ on ∂K.
For the case of Dirichlet boundary conditions, we need interior gradient bounds
to obtain the properties of the cell problem in this case. The next theorem
establishes the gradient bounds for the solutions of the cell problem.
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Theorem 3.1.2. For any compact K ⊂ Ω, there exist a CK > 0 independent
of λ > 0 and δ > 0 such that if χδ,λ satisfies
λχ+ F δ(D2χ,Dχ, y) = 0 in Ω
χ = ∞ in ∂Ω
then
‖χδ,λ‖W 1,∞(K) ≤ CK
Proof. We follow the arguments in [9]. Take φ ∈ C∞0 such that
|D2φ| ≤ Cφθ |Dφ| ≤ Cφθ
0 ≤ φ ≤ 1 on Ω and φ = 1 on Ωδ,
for some θ ∈ (0, 1). Let z = φ|Dw|2, and consider the operator
L[z] = −δTr[BD2z] + 2Tr[B(Dw ⊗Dz)] + 2δ
φ
Tr[B(Dz ×Dφ)] + 2λz
+2δφTr[BD2wD2w].
At a maximum point y0 of z we have
2δφTr[BD2wD2w] ≤ C|Dw|2φθ + C|Dw|3φ θ2 + μδφ|D2w|2. (3.1.11)
Since B is bounded in Ω and B ≥ μI, then
δTr[BD2wD2w] ≥ C
δ
(δTr[BD2w])2 ≥ C
δ
(μ|Dw|2 + C1)2, (3.1.12)
where C1 is a lower bound for λw+h(y). Using (3.1.11) and (3.1.12) we obtain
φ|Dw|4 ≤ δ(C|Dw|2φθ + C|Dw|3φ θ2 ). (3.1.13)
Hence maxΩ φw = φw(y0) ≤ C
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Lemma 3.1.3. The following are the properties of the solution of each cell
problem:
a) There exist a unique viscosity solution χλ,δK satisfying (3.1.9).
b) For δ > 0, r > 0, there exist locally a Lipschitz continuous functions
χδ,λr,K and χ
δ,λ
r,K
satisfying (3.1.10) and (3.1.9) in the viscosity sense.
c) For a point y0 ∈ K, χλ,δK − χλ,δK (y0) is bounded in W 1,∞loc (K) uniformly in
λ and δ. For y0 ∈ K, x0, p0 ∈ Rn and fixed δ, χλ,δK (y)−χλ,δK (y0) → χδK(y)
locally uniformly in K, and λχλ,δK → HδK(x0, p0) uniformly in K as λ →
0+.
d) For r > 0, consider and a point y0 ∈ K, χλ,δr,K − χλ,δr,K(y0) is bounded in
W 1,∞loc (K) uniformly in λ and δ. For x0, p0 ∈ Rn and fixed δ, χλ,δr,K(y) −
χλ,δr,K(y0) → χδr,K(y) locally uniformly in K, and −λχλ,δr,K → H
δ
r,K(x0, p0)
uniformly in K as λ → 0+. Similar properties can be proved for χλ,δ
r,K
,
χδ
r,K
(y) and Hδr,K(x0, p0).
e) For δ > 0, H
δ
r,K(x
0, p0), Hδr,K(x
0, p0) → HδK(x0, p0) as r → 0+. There
exist a constant HK(x
0, p0) such that HδK(x
0, p0) → HK(x0, p0) as δ →
0+.
f) For each γ > 0 there exist a K ′ ⊂⊂ Ω such that for each x, p ∈ Rn,
0 ≤ H(x, p) −HK(x, p) < γ for all K satisfying K ′ ⊂⊂ K.
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Proof. The existence of χλ,δ
K
, χλ,δ
r,K
and χλ,δr,K follows from Perron’s method
once a subsolution z and a supersolution z is constructed. Both z and z must
satisfy
lim
y→∂K
z(y) = ∞ (3.1.14)
lim
y→∂K
z(y) = ∞. (3.1.15)
Let A > 0 and γ > 0 constants to be chosen later. Define for {d(y) < γ}
z1(y) = −Aδ log
[
d(y)
γ
]
− 2‖h‖
λ
where d(y) =dist(y, ∂K). Then
λz1 − δTr[BD2χ] + Tr[BDχ⊗Dχ] + h(y) ≤
A2δ2
d(y)2
[(
1 − 1
A
)
μ+
γ
A
|B||(D2d)+| + γ
2
A2δ2
‖h‖ + λγCγ
δA
]
for some Cγ > 0. Take γ = cδ, where c > 0 will be chosen later, then
λz1 − δTr[BD2z − 1] + Tr[BDz1 ⊗Dz1] + h(y) ≤
A2δ2
d(y)2
[(
1 − 1
A
)
μ+
cδ
A
|B||(D2d)+| + c
2
A2
‖h‖ + λcCγ
A
]
≤ 0
in K for δ, λ small and for fixed 0 < A < 1, choose c = c(‖h‖, A) sufficiently
small. To extend z1 to K, notice that by its construction z1(y) < −‖h‖λ on
{d(y) > γ}. Hence the function
z(y) = max
[
z1(y),−‖h‖
λ
]
is a subsolution to (3.1.9) in K and satisfies (3.1.14). To construct z(y),
consider
z(y) = −Aδ log d(y)
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where A is a constant to be determined later and d(y) satisfies:
• d is a smooth function equal to the distance function to ∂Ω on {dist(x, ∂K) <
γ} for some γ > 0 sufficiently small,
• 0 < d(y) < 1 on K,
• d satisfies |Dd| = 1 on {dist(x, ∂Ω) < γ}.
The above properties yield
λz + F δ(D2z,Dz, y) ≥ A
2δ2
d(y)2
[(
1 − 1
A
)
μ− |B||(D
2d)−|
A
]
≥ 0
for A sufficiently large. On {dist(x, ∂Ω) ≥ γ}, we have
λz + F δ(D2z,Dz, y) ≥ −Aδ
2
γ2
|B||(D2d)−| + inf
Ω
h(y) ≥ 0
in K for δ sufficiently small. Then z is a supersolution to (3.1.9) in K and
satisfies (3.1.15). Thus the existence of χλ,δ
K
is established.
Since all the arguments in the constructions of z and z are independent
of the x dependencies of B and h, then Perron method establishes the existence
of χλ,δ
r,K
. The interior local bounds from the theorem 3.1.2 and analogous
arguments in [9] establish c) and d). To prove e), we need to recall that the
stability property of viscosity solutions establishes that χδ,λ
r,K
and χδ,λr,K converge
locally uniformly to χδ,λK in K as r → 0. Then Hδr,K and H
δ
r,K converge to H
δ
K
as r → 0. Since z ≤ χδ,λK ≤ z in K, then
|λχδ,λK | ≤ 2|h| + Cδλ log[d(y)]. (3.1.16)
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Then for every K ′ ⊂⊂ K, there exist a λ0 > 0 such that for all λ < λ0
‖λχδ,λK ‖∞,K′ ≤ 3h. Since h is bounded in Ω then HδK is bounded independently
of K ⊂⊂ Ω and δ > 0. The gradients bounds for the approximate cell problem
in the appendix imply that if HδK → HK as δ goes to zero and χδK converge
locally uniformly to χK as δ → 0 in K, then χK satisfies
Tr[BDχ⊗ χ] + h(y) ≥ HK in K (3.1.17)
Tr[BDχ⊗ χ] + h(y) ≤ HK in K. (3.1.18)
The lack of boundary conditions in the above equation prevents us from ap-
plying the uniqueness arguments for the hamiltonian as in Lemma 2.1.3.
Remark 3.1.1. In the rest of the chapter, ε = εj where the sequence εj is
defined by the property vεj → V .
3.1.2 Convergence of the vε
In this section, the limits of vε are characterized as the unique viscosity
solution of a variational inequality involving the hamiltonian constructed in
the previous subsection. The next theorem establishes the equation satisfied
by each limit of vε.
Theorem 3.1.3. Let vε to be the solution to (3.1.3). If vεj → V , then V is a
viscosity solution of
max[Vt +H(x,DV ), V ] = 0 in R
n × (0, T ) (3.1.19)
V (x, 0) =
{
0 x ∈ Int{x| there exist y s.t. u0(x, y) > 0}
∞ x ∈ {x| there exist y s.t. u0(x, y) > 0}c.
(3.1.20)
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Proof. To analyze the small time behavior of vε, we use the following esti-
mate from Lemma 3.1.1
O(ε) ≤ vε ≤ min
[
1
t
[
M |x|2 + ε
δ
eτ |y|
2
d(y)
]
,
1
r2 − |x|2 +
ε
δ
1
r2 − |y|2
]
+ Cε
on Rn × Ω × [0, ε]. Hence, (3.1.20) holds.
First we establish the viscosity subsolution condition for V
vt +H(x,Dv) ≤ 0 in {V > 0}.
Suppose that V − φ has a local maximum at (x0, t0) with (V − φ)(x0, t0) = 0
and
φt +H(x,Dφ) = β > 0 at (x0, t0).
Take K ⊂⊂ Ω such that
|H(x0, p0) −HK(x0, p0)| < β
10
.
Choose ε > 0 sufficiently small such that
|HδK(x0, p0) −HK(x0, p0)| <
β
10
be−
1
ε
V (x0,t0) <
β
10
.
Take r > 0 sufficiently small such that
‖φt − φt(x0, t0)‖∞,Br(x0,t0) <
β
10
‖D2φ−D2φ(x0, t0)‖∞,Br(x0,t0) <
β
10
|Hδr,K(x0, p0) −HδK(x0, p0)| <
β
10
.
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Define φε = φ(x, t) + ε
δ
χ(y) in K × Br(x0, t0) where χ = χδr,K be the solution
of (3.1.7). We claim that φε is a supersolution of (3.1.3) in K × Br(x0, t0).
Plugging φε into (3.1.3) we get
L[φ] = φt − εTr[AD2φ] + F δ[χ] − be−
φε
ε ≥ φt + F δr[χ] −
3β
10
≥ φt +Hδr,K(x0, p0) −
6β
10
≥ φt +H(x0, p0) − 7β
10
= β − 7β
10
> 0.
Since φε → ∞ as y → ∂K and vε is locally bounded independent of ε in
K ×Br(x0, t0), then there exist α > 0 independent of ε and K such that
vε − φε < −α on ∂(K ×Br(x0, t0)).
Then the maximum principle implies vε−φε < −α on K×Br(x0, t0). For y0 ∈
Int K,
0 = (V − φ)(x0, t0) =
∗
lim
Bε(x0,y0,t0)
[vε − φε] < −α
a contradiction. Therefore V satisfies
Vt +H(x0, DV ) ≤ 0 in {V > 0}
in the viscosity sense.
To show that V is a supersolution, suppose that V − φ has a local
minimun at (x0, t0) with (V − φ)(x0, t0) = 0 and
φt +H(x0, Dφ) = −β < 0.
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Take ε > 0 sufficiently small such that
|Hδ(x0, p0) −H(x0, p0)|∞,Br(x0,t0) <
β
10
and r > 0 sufficiently small such that
‖φt − φt(x0, t0)‖∞,Br(x0,t0) <
β
10
‖D2φ−D2φ(x0, t0)‖∞,Br(x0,t0) <
β
10
|Hδr(x0, p0) −Hδ(x0, p0)| <
β
10
.
Define φε = φ+ εχ, where χ = χδr. We show that φ
ε is a subsolution to (3.1.3)
in Ω ×Br(x0, t0).
L[φε] ≤ φt + F δ[χ] − 2β
10
≤ φt + F δr[χ] −
2β
10
≤ φt +Hδr(x0, p0) −
2β
10
≤ φt +H(x0, p0) − 4β
10
≤ φt +H(x0, p0) − 5β
10
≤ β − 5β
10
< 0.
Since V −φ have a local minimum at (x0, t0), then there exist a constant α > 0
such that V − φ > 2α on ∂Br(x0, t0). Choose compact sets K ′ ⊂ K ⊂⊂ Ω
such that supp u0 ⊂⊂ K ′ ×Rn and
vεK − vε <
α
4
in K ′ ×Br(x0, t0)
where vεK is the solution to (3.1.3) in R
n × K × [0, T ]. Since vεK ≥ vε on
K × Br(x0, t0) then for ε sufficiently small vε − φε > α on ∂Br(x0, t0) × K.
This implies vεK − φε > α2 in ∂(Br(x0, t0) ×K), then the maximum principle
implies
vεK − φε >
α
2
in Br(x0, t0) ×K.
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Hence
0 = (V − φ)(x0, t0) =
∗
lim
ε→0
[vε − φε] =
∗
lim
ε→0+
[vεK − φε] +
∗
lim
ε→0+
[vε − vεK ] >
α
4
,
a contradiction. Therefore V is a supersolution to (3.1.19).
3.1.3 Convergence of uε
Once we have shown the convergence of the functions vε, we establish
the convergence of uε the solutions of
ut − εTr[AD2xu] −
δ2
ε
Tr[BD2yu] +
1
ε
f(x, y, u) = 0 in Rn × Ω × (0, T )
u(x, y, t) = 0 in Rn × ∂Ω × [0, T ]
u(x, y, 0) = u0(x, y) in R
n × Ω
Theorem 3.1.4. There is δj = ε
α
j where α ∈ (0, 12), A = A(x) and B a
constant matrix then
uεj −→
{
1 locally uniformly in Int{V = 0} × Ω
0 locally uniformly in Int{V > 0} × Ω (3.1.21)
and if δ = εα with α ∈ [1
2
, 1), A = A(x) and B = B(x, y) then
uεj −→
{
1 locally uniformly in Int{V = 0} × Ω
0 locally uniformly in Int{V > 0} × Ω
where V is the viscosity solution of the equation (3.1.19) with the hamiltonian
H(x, p) given by H(x, p) = lim j → ∞Hδ(εj)(x, p).
Proof.
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The same argument as in Theorem 2.1.4 establishes that uε → 0 locally
uniformly in {V > 0}. The next step is to show that for any compact subset
C of Int{V = 0} × Ω we have
lim inf
ε→0+
uε > mC > 0. (3.1.22)
Let (x0, t0) ∈ Int{V = 0} and r > 0 such that Br(x0, t0) ⊂⊂ Int{V = 0}. Take
φ(x, t) = |x − x0|2 + (t − t0)2, then V − φ has a local maximum at (x0, t0) in
Br(x0, t0). Take K ⊂⊂ Ω be an open set and let dK(y) be a smooth function
equal to distance(x, ∂K) in a neighborhood of ∂K, such that 0 < dK(y) < 1
in K. Define on K ×Br(x0, t0)
φε(x, y, t) = φ(x, t) +
ε
dK(y)
.
Then let (xε, yε, tε) be the local maximum of v
ε − φε in Br(x0, t0) ×K. Since
{vε}ε>0 is uniformly bounded in K×Br(x0, t0) and φε = ∞ on Br(x0, t0)×∂K,
then yε ∈ Int K. Similarly, the fact that vε → 0 uniformly in K × Br(x0, t0)
and φε ≥ φ implies that (xε, tε) /∈ ∂Br(x0, t0), then
φεt−εTr[AD2xφε]−
δ2
ε
Tr[BD2yφ
ε]+Tr[ADxφ
ε⊗Dxφε]+δ
2
ε2
Tr[BDyφ
ε⊗Dyφε] ≤
buε − c(xε, yε).
Since (xε, tε) → (x0, t0) as ε→ 0+, then
uε(xε, yε, tε) ≥ 1
b
[
c(xε, yε) +O(ε) +
δ2
d2
Tr[BD2d] − 2δ
2
d3
Tr[BDd⊗Dd]
+
δ2
d4
Tr[BDd⊗Dd]
]
. (3.1.23)
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If yε → ∂Ω as ε→ 0+, then there exist a sufficiently small γ > 0 such that for
sufficiently small ε, yε ∈ {dK < γ} and (3.1.23) implies
uε(xε, yε, tε) ≥ inf
K×Br(x0,t0)
1
b
[c+O(ε)] ≥ m > 0
for some m > 0. If yε ∈ {dK ≥ γ}, then (3.1.23) implies that for ε sufficiently
small
uε(xε, yε, tε) ≥ inf
K×Br(x0,t0)
1
b
[c+O(ε) +O(δ2)] ≥ m > 0.
Hence uε(xε, yε, tε) ≥ m > 0 for sufficiently small ε. For y ∈ K
(vε − φε)(xε, yε, tε) ≥ (vε − φε)(x0, y, t0)
since φε ≥ 0 and φ(x0, t0) = 0 then the above implies
vε(xε, yε, tε) ≥ vε(x0, y, t0) − ε
d(y)
.
Using the fact that vε = −ε log uε, we obtain
uε(x0, y, t0) ≥ uε(xε, yε, tε)e
−1
d(y) ≥ me −1d(y) .
Hence for K ′ ⊂⊂ K
lim inf
ε→0+
uε(x0, y, t0) ≥ m′K in K ′.
This establishes (3.1.22). To show
lim inf
ε→0
uε = 1 locally uniformly in Int{V = 0} × Ω,
let y0 ∈ Ω and r > 0 such that Br(x0) × (t0, t0 + T ) ⊂⊂Int{V = 0} and
Br(y0) ⊂⊂ Ω. For any η ∈ [α, 1], there exist a β = β(m, η) > 0 such that
f(x, y, u) ≤ β[u− 1 + η]
60
in (u, x, y) ∈ [m
2
, 1] ×Br(x0) ×Br(y0). Consider the equation
wt − εTr[AD2xw] −
δ2
ε
Tr[BD2w] +
β
ε
[w − 1 + η] = 0 (3.1.24)
in Br(x0) ×Br(y0) × (t0, t0 + T )
w = 0 in Br(x0) × ∂Br(y0) × (t0, t0 + T )
w = uε in ∂Br(x0) ×Br(y0) × (t0, t0 + T ).
Define for λ > 0 and 0 < η′ < 1
φ1(y) =
2
π
tanh[λ(r2 − |y − y0|2)] − η′.
Then −1 − η′ ≤ φ ≤ 1 − η′ and for sufficiently large λ
−Tr[BD2φ1] ≤ 2λ
[
2λR2 tanh +νn
cosh2
]
≤ λ2C1
where C1 > 0 does not depend on λ. Define
ϕ(y) =
{
ϕ1(y) in K
0 otherwise,
then ϕ is a viscosity subsolution of
−δ
2
ε
Tr[BD2ϕ] = λ2C1
δ2
ε
in Ω (3.1.25)
ϕ = 0 in ∂Ω.
Let
zε(x, y, t) = f ε(t)ϕ(y)φ(x) − εγ(t− t0)
where f ε and φ are defined as in Theorem 1.3.1. Next, it is shown that zε is
a viscosity solution of (3.1.24). First, by construction of φ and ϕ,
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• z is continuous Br(x0) ×Br(y0) × [t0, t0 + T ].
• zε ≤ 0 on Br(x0) × ∂Br(y0) × [t0, t0 + T ].
• zε ≤ uε on ∂Br(x0) ×Br(y0) × [t0, t0 + T ].
Let zε−ψ have a local maximum at (xε, yε, tε) ∈ Br(x0)×Br(y0)× (t0, t0 +T ),
then by (3.1.25)
ψt − εTr[AD2xψ] −
δ2
ε
Tr[BD2yψ] +
β
ε
[zε − 1 + η] ≤ β − τ
ε
[f(t)ϕ(y)φ(x) + η − 1]
−τ
ε
(1 − η)[1 − φϕ] + λ2C1 δ
2
ε
≤ 1
ε
[−τ(1 − η)η′ + λ2C1δ2] ≤ 0
for δ sufficiently small. Then maximum principle implies
uε ≥ wε ≥ zε in Br(x0) ×Br(y0) × [t0, t0 + T ]
and
lim inf
ε→0
uε ≥ lim inf
ε→0
zε ≥ (1 − η)(1 − η′) in B r
2
(x0) ×Br(y0) × (t0, t0 + T ).
As η, η′ and λ are arbitrary
lim inf
ε→0
uε ≥ 1
on B r
2
(x0) × Br(y0) × (t0, t0 + T ). The opposite inequality holds since uε ≤ 1
in Rn × Ω × [0, T ], then (3.1.21) holds.
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