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1. SETTING OF THE PROBLEM. STATEMENT OF RESULTS 
Like [l], this paper is motivated largely by the subject of linear program- 
ming, though neither paper assumes any knowledge of that subject on the 
part of the reader. In [l] we studied the diameters of polyhedral graphs, a 
topic related to various search processes that might be employed to solve 
a system of linear inequalities (or to find an optimal solution) by moving from 
one vertex to another along the edges of the polyhedral region determined 
by the system (the feasible region). The present paper is more directly related 
to the simplex method of linear programming, in which the admissible 
moves always involve an improvement in the value of the linear function 
which is to be maximized or minimized. Our main definitions and theorems 
are stated below, and the proofs appear in Sections 2 and 3. 
Two vertices of a convex polytope P are said to be adjacent provided they 
are joined by an edge of P. A path in P is a finite sequence (x,, , xi , ..., xg) 
of vertices in which successive ones xi-t and xi are adjacent (1 < i < K), 
and the length of such a path is one less than the number of vertices 
(length = K). When # is a real-valued function defined on the vertices of P, 
a path (x0 , xi, ..., xk) in P will be called a qLpath provided 
+(x0) < VW < .‘. < JK%). 
A #-path (x0 , xi , ..., xJ in P will be called a strict $-path provided 
9W = m= MY> : Y a vertex of P adjacent to xi-i} (1 <i < k). 
Relative to a given norm 11 // for the space in which P is situated, a #-path 
(x0 r Xl , ..., xk) in P will be called a steep #-path provided 
&I - $(Xi-1) = max NY) - $%x-l) 
II xi - xi-1 II i 
-- : y  a vertex of P adjacent to xi-i 
IIY - xi-1 II 
(1 < i <R). 
176 
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The height v(P) of P is the largest number that is realized as the length of a 
#-path in P for any linear function 1,4 on the containing space. The strict 
height u(P) and the steep height c(P) are similarly defined with respect to 
strict #-paths and steep #-paths. (Of course, the steep height of P will generally 
depend on the choice of a norm for the containing space, but our results 
here are independent of that choice.) Note that U(P) < 7(P) and c(P) < q(P). 
The functions 7, C, and 5 are related to three different rules which might 
be employed in linear programming for maximizing a linear objective function 
by moving along the edges of the feasible region. The first rule says: from the 
vertex v, survey the adjacent vertices until a vertex w is found for which 
I/(V) C:*(W); then move to w and continue the process. The second rule says: from 
the vertex v, survey all of the adjacent vertices in order to find one, say w, at which 
# has the greatest value; then move to w and continue the process. Under the 
third rule, one moves from v  to an adjacent vertex w for which the slope 
(#(w) - z/(v))/11 w - v  11 has the greatest possible value. For a given poly- 
tope P, 17(P) is the maximum path-length that may be encountered under the 
first rule in linear programming problems for which P is the feasible region; 
the functions u and 5 are similarly related to the second and third ru1es.r 
Henceforth, E will denote a d-dimensional real linear space, with a fixed 
but arbitrary norm. The class of all d-dimensional convex polytopes in E 
(henceforth called d-polytopes) will be denoted by P, , while the subclasses 
P,” and P,f consist respectively, of the d-polytopes that are simple (each 
vertex is incident to d edges) and those that are simplicial (each (d - 1)-face 
is a simplex). We are interested in the maxima of 7(P), u(P), and c(P) as P 
ranges over various subclasses of P, , and especially in the relationship of 
7(P), u(P) and c(P) to the numbers d and f?(P), where fT(P) denotes the num- 
ber of r-faces of P. Let us define 
H,(d, n) . = max {7(P) : P E Pd and f?(P) < n}, 
S,(d, n) . = max{u(P) : P EP~ andf,(P) < n}, 
Z,(d, n) . = max {c(P) : P E Pd andf,(P) < n}, 
and similarly define H,“, S,” and ZTV (where Pd is replaced by PdD) as well 
as well as H,f, S,f and Zrw (where P, is replaced by P,f). (Equality by defini- 
tion will be indicated by = or = .) 
Our attention here is confined to two possible values for r-namely, r = 0 
and r = d - 1. The functions thus arising are all of some interest in con- 
nection with linear programming, for each describes, under certain natural 
restrictions, the maximum number of “moves” that may be required to 
solve a linear programming problem by means of one of the three rules 
1 See note 1 added at end of paper. 
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described above. In a practical problem, one has much more information 
about the number of (d - 1)-faces of the feasible region than about the num- 
ber of its O-faces (vertices); further, the linear constraints which define the 
feasible region can always be perturbed slightly to yield a new feasible region 
which is simple. Thus the functions Fd-i and F&i (where F = H, S or 2) are 
especially relevant to linear programming. However, the various functions 
are interrelated, and the functions which are less relevant appear to be more 
tractable. 
For n > d > 1, we establish the following results, where [t] denotes the 
greatest integer < t. 
f&,(4 n) = H;(d, n) = n - 1 = Z;(d, n) = Z,(d, n). (1) 
S,(d, n) = S,f(d, n) = n - d. (2) 
fG(d, 4 3 (d - 1) ri)] + 1 d Z:(d, 4, 
with equality throughout if d < 3 or n G 2 mod (d - 1). 
(3) 
(4) 
with equality if d = 2, and also if d = 3 and n is even. 
fL(d, n) 2 HL(d, n) 2 (d - 1) (n - d) $- 1 < Z,“-,(d, n) < Z,-,(d, n), 
with equality throughout if d < 3. 
(5) 
S&d, n) >, S:-_,(d, n) 3 2(n - d) - 1 if d >, 4; 
S,(3, n) = S,“(3, n) = [F] - 4; S,(2, n) = n - 2. (6) 
f&,(4 n) 3 [s] + d - 1 < Z;-,(d, n), (7) 
with equality throughout if d < 3. 
with equality if d < 3. 
Note that the functions are all fully determined when d < 3, but many 
problems remain in the higher-dimensional cases, and especially for the 
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functions most closely related to linear programming. For d 3 4, weak 
upper bounds for HdAl(d, n), A’,-,(d, n), and Z,-,(d, n) can be obtained from 
(1) and (2) in conjunction with results of Gale [2] and Klee [3] that limit 
the number of vertices of a d-polytope in terms of the number of its (d - l)- 
faces. Though differing from them in emphasis and approach, the present 
geometric study is similar in aim to the experimental studies of Wolfe- 
Cutler [4] and Kuhn-Quandt [5], and to the heuristic discussions of Field- 
house [6] and Saaty [7]. 
2. PROOFS OF (l), (2), (7), AND (8) 
We will show that if n > d 3 2, then the d-dimensional normed linear 
space E contains a simplicial d-polytope P, such that 
fo(P9J = % fd-dPn) = (n - d) (d - 1) + 2, 
q(PJ = n - 1 = WA, u(P,) = n - d. 
Suppose for the moment that this has been done, and let us see how to prove 
Cl), (2), (7), and (8). 
For (I), note that 
n -. 1 < H,f(d, n) < H&d, n) < n - 1 > Z,,(d, n) > Z&d, n) > n - 1, 
where the end inequalities follow from the existence of P, and the others are 
obvious. For (2), note that 
n - d < S,f(d, n) < S,(d, n) Q n - d, 
where the first inequality follows from the existence of P, and the second 
is obvious. To establish the third inequality, we must show that if P EP~ 
with f,(P) = n, # is a linear function on E, and (x0 , ..., zck) is a strict #-path 
in P, then k < 12 - d. Note that there are at least d - 1 vertices y of P that 
are adjacent to x0 and different from x1 Such a vertex y cannot be one of the 
xi’s, for x0 # y # x1 and yet 4(y) 6 $(x1). Hence (K + 1) + (d - 1) < YZ. 
For (7) and (8), consider an arbitrary integer n > d and let 
so thtj(d - 1) + 2 < n. With m * = j f d, we have 
fd-dPm) < 71, q(P,) = j + d - 1, and u(P,) = j, 
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whence follow the inequalties of (7) and (8). Equality is obvious for d == 2. 
For d = 3, note that if P is a simplicial 3-polytope withf,(P) < n, then 
whence (using (2)) 
u(P) < s,f (3, g-q) = rq] - 3 = r+] . 
This completes the proof of (8), and equality in (7) when d = 3 is treated 
similarly with the aid of (1). 
We still must construct the polytopes P, as described. Let # be a nontrivial 
linear function on the d-dimensional normed linear space E and let 
L . = (x E E : z/G(x) = 0}, 
a (d - 1)-dimensional linear subspace of E. Let M be a (d - 2)-dimensional 
linear subspace of L. Let u EL N M and v E E -L, with #(v) = 1, so that 
each point x E E admits a unique expression in the form 
x = 3 + ff& + pzv 
with 3 EM and Q , & E %i; further, #(x) = /&. Let v be a strictly concave 
increasing function on the ray [ - 1, co[, with 
cp(- 1) = d and b~ixp(a) = d + 1. 
In selecting the vertices x,, , .“, xn-r of P, , we commence with 
xg . = 0 and x1.=-u+v. 
For d = 2, it is easy to produce an increasing sequence 
0 < 012 < 013 < ... < an--1 
such that if 
and 
Xi . = oliu + &) v (2<i<n-1) 
P;=con{xj:O<j<n-1}, 
then (x,,,xr,xs;.., x,+r) is a steep #-path in P, and (x1 , x2, ..., xn-r) 
is a strict #-path in P, . (See Fig. 1.) Th is completes the discussion of the 
case d = 2. As we shall see, the general case is similar but more complicated. 
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FIG. 1 
We assume henceforth that d > 3. For each pair of points p, q E E with 
$MP> <: 9x4), let 
K(pJ)*=~~~E: ,,x-p,, ’ t&) - 0) > 9%) - NJ) IIQ - PII 1 * 
Then K(p, q) is a closed convex cone which has vertex p, contains the ray 
p + [0, co [v, has q as a boundary point, and intersects each translate of L 
in a bounded set. Let R, , R, , **., R, be open rays in M, all issuing from the 
origin 0, such that A4 = con Uts Ri . Since the intersection 
KC+, ,x11 n CR, + 24 
is bounded, there exists r2 E R, such that 
~2 + 293 = * xz $ K(x, ,x1); 
continuing in a similar way, we choose points rj E Rj such that 
xj+U o<i<i~K(xi > xi’), 
where 
(*I 
xj * = Y, +jv (2 <j < 4. 
The set con (x0 , .a., xd} is a d-simplex in which (x0, x1 , x2, ..., xd) is a 
steep #-path and (xr , xd) is a strict #-path. 
By the choice of the rays Rj , the origin must be a strictly positive convex 
combination of the points rj-say 
2 Oljrj = 0 with OLj > 0 and 2 aj = 1. j=z j=2 
But then 
EV = cljxj 3 with 4$Yj>2. 
j=2 j=2 
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Since x0 = 0, it follows that 
IO, EZ)[ C int,..., con {x0, x2, ..., xd}. 
Now we may define 
Xj . = olju + q+xj) ‘u (d<j<n - 1). 
where the numbers 01~ are chosen subject to the following three conditions: 
0 < ad+1 < md+2 < “’ < “n-1; 
lx1 7 xd+l 1 n lo,4 f 4; (t) 
the condition (*) holds for 2 < j < n - 1. 
Let 
P, . = con {xj : 0 < i < n - l}. 
It can be verified that each point xi lies on a hyperplane which has all of the 
remaining xi’s strictly on one side of it, and hence each xj is a vertex of the 
polytope P, . Since the set (xd+r , xd+a , ... q-r , x,, , .q} lies in the plane 
‘%u + !XV, we see with the aid of (t) and other details of the construction that 
two vertices of this set are adjacent in P, if and only if they are next to each 
other in the ordering just given. Recalling that each vertex of a d-polytope 
is on at least d edges and on at least d (d - 1)-faces, and that each edge is on 
at least d - 1 (d - I)-faces, we see that for 0 < i < j < n - 1, the segment 
[q , xj] is an edge of P, if and only if one of the following four conditions is 
satisfied: 
i<j<d; 2<i<d<j; d<i=j-1; i=O and j=n-1. 
In conjunction with other details of the construction, this shows that 
1 Xl, x2, ..., x%-r) is a steep #-path of length n - 1 in Pm and 
;::,Xd,rd+l. ..., q-i) is a strict +-path of length TZ. - d in P, . We see also 
that the (d - 1)-faces of P, are exactly the simplices having the following 
sets of vertices: 
x1 together with d - 1 points from {x,, , xa , ..., x,}; 
(xi , xi+r} together with d - 2 points from {~a , e-m, xd} (d < i < n - 1); 
hl ? x+r} together with d - 2 points from {xa , .a., x,}; 
(xZ , “‘7 xd , %d+l}. 
Hence 
f&l(Pn) = d + (n - d) (d - 1) + (d - 1) + 1 = (R - d) (d - 1) + 2, 
and the proof of (I), (2), (7), and (8) is complete. 
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3. PROOFS OF (3), (4), (5), AND (6) 
We conjecture that 
e&,(4 n) = fcl(d, 4 and &-I(4 4 = %(d, 4, 
but are able to prove this only for d < 3. The pushing process of [l, 31 or the 
pulling process of [8] might be useful in attacking the general case. 
When d = 2, the results (3)-(6) all reduce to (1) or (2), so we assume hence- 
forth that d > 3. 
(3), (5). We will show that for n > d > 3, the d-dimensional normed linear 
space E contains a simple d-polytope Qn such that 
fdQ3 = (d - 1) (n - 4 + 2, fez-dQ,J = 71, 
1(Qn) =fXQJ - 1. 
Suppose for the moment that this has been done, and let us see how to prove 
(3) and (5). 
For (3), note that if n > d and m * = [(n - 2)/(d - l)] + d, then 
fo(Q)m) = (d - 1) re;] + 2 < n. 
Thus we have 
Cd - 1) rs] +l~Z~(d,n)dH~(d,n)~H,(d,n)=n-1, (*) 
where the first inequality comes from the fact that ((Q,) =fs(Q,,J - 1, the 
next two inequalities are obvious, and the equality comes from (1). Clearly 
equality holds throughout (*) when n = 2 mod (d - 1). To complete the 
proof of (3) for the case d = 3, we note that a simple 3-polytope must have 
an even number of vertices; hence for odd n > 3 it is true that 
H,“(3, n) = H,“(3, n - 1) = 2 g]qq. 
The inequality in (5) is obvious from the existence of Q,, . For equality 
when d = 3, note that a 3-polytope with n 2-faces has at most 2n - 4 vertices, 
and consequently 
2(n - 3) + 1 < Hl(3, n) < I&(3, n) < H,(3,2n - 4) = 2n - 5. 
Similarly for 2. 
We still must construct the polytopes Qn as described. For each n > d, 
let g(n) . = (d - 1) (n - d) + 2. Let 9 b e a nontrivial linear function on the 
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d-dimensional normed linear space E, with d > 3. Let the hyperplane L, 
the point V, and the points x,, , ..., xd be as in Section 2, so that #(xi) -~=j 
and (x0, ..., xd) is a steep $-path of length d in the simplex con {x,, , ..., x~), 
There exists E I.‘-> 0 such that whenever the points A$+’ are within E of xj.r 
for 0 <j < d, then (~pl, “‘, a?-’ d+l) is a steep #-path in the simplex 
con {xtcl, ..., 3zd+l d+l}. Thus when n = d -I- 1, we can choose g(n) points 
.X1%, ..., Xyn((,) of E such that each is a vertex of the simple d-polytope 
Qn . = con {X; : 1 < j < g(n)}, 
fd-l(Qn) = n, the sequence (x1=, ..., x:(,) ) is a steep #-path of length g(n) - 1 
in Qn, the d vertices x;(,)_~ , ..., x~(,)-r are all adjacent to xrr,) in Qn , and 
x:(,) is separated from the remaining vertices of Qn by a hyperplaneL, parallel 
to L such that (f) distinct positive distances are realized among the d points 
at which L,, is intersected by the d segments [x!,,)-~ , x;(,~] (1 < k ,( d). 
(To achieve this last condition it might have been necessary to perturb the 
points xj d+l from their original positions xj-r.) We will show that when such a 
construction has been eh’ected for some n, then it can also be carried out for 
II f  1; the existence of all the polytopes Qn then follows by mathematical 
induction. 
Let us consider first the case in which the unit ball of E is rotund (no line 
segments in its boundary), for this restriction avoids a technicality which 
arises in the general case. For 1 <i < g(n), let $+l = xjn. For 1 < k < d, 
let yr be the point at which L, is intersected by the segment [x:(,)_~ , a$(,~]. 
Let yr’ . = yr , and let (y2’, “‘, yd’) be a permutation of (ya , ..., yd) such that 
ya’ is the unique point of {ya’, ..., yd’} which is nearest to yr , ya’ is the unique 
point of {ya’, ..., yd’) which is nearest to ya’, etc. (The existence of such a 
permutation follows from the inductive hypothesis concerning L,.) There 
exists 6 > 0 such that if jl xlz - yk’ /I < 8 for 1 < k < d, then 
Further, there are nondegenerate closed segments [plc , qR] in [yk’, x8”cn,] 
such that for every way of choosing zlc E [pk , plc] (1 < k < d), the following 
conditions are all satisfied: 
II z?c -YYk’ll < 8 (1 <k < 4; 
(l<k<k+l<Z<d--1). 
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For every such choice of the xR’s, we could set 
x;t,‘,+k-l ’ = zk (1 <A e 4, 
and the desired conditions would all be satisfied except perhaps for the 
existence of L,+l . For every such selection of the points a$$‘), “‘, x,“;n:r, 
(. = z,), the last of these points is separated from the set 
by the hyperplane 
{XY” : 1 Gi <& + 1)) 
L n+l . = (3 E E : $64 = h/4!& + hN.~d); 
we will show that the points can be selected so that this Ln+l has the other 
required property. 
For each point z below L,+l , let W(Z) denote the point at which L,,, is 
intersected by the segment [z, p,]. Let us fix 
$?n:l, * = Pa > 
n+1 
%7(n) . = Pl , XX)+1 . = P2 * 
Now suppose that 2 < j < d - 1, and that for 0 < h < j the points x:& h 
have been chosen so that 
distinct distances are realized in the set 
As zi ranges over [pi , qJ, the point w(zj) ranges over a nondegenerate 
segment in L,,, , and since E is currently assumed to be rotund, the distance 
of w(zj) from any given point of E ranges continuously over a nondegenerate 
interval of nonnegative numbers. Thus it clearly is possible to choose 
Xn+l s(n)+j E [pj , qj] so that (E) holds with j replaced by j + 1. Continuing in this 
way, we complete the desired construction of Qn+r , and the induction carries 
through under the assumption that E (or even L) is rotund. 
To treat the case in which E is not rotund, we introduce a Euclidean norm 
in E in order to talk about rotations. Let U denote the unit sphere of L with 
respect to the original norm (U . = (x EL : 11 x 11 = l}), and let S be the 
Euclidean unit sphere in L. Let D denote the set of all points s E S such that 
the segment [0, s] is parallel to some segment in U. Then D is of the first 
category in 5’ (McMinn [9], Besicovitch [lo], Ewald [Ill).” From this it 
follows that for every finite subset F of S, there are rotations of S which 
carry F into S - D and are arbitrarily close to the identity mapping on S. 
2 See note 2 added at end of paper. 
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Now in the construction of Qn+r from Qll , we proceed as before through 
the definition of L,+1 . LetF be the set of ail points s E S such that the segment 
[0, s] is parallel to one of the segments [w&J, w(qk)] (1 < k < d) in L,,, . 
For each E > 0, let pE be a Euclidean rotation of E which keeps v fixed, carries 
S onto itself, moves each point of S by less than E, and carries F into S N D. 
Let all of the points in the earlier construction (xjn’s, pk’s, qk’s) be replaced by 
their images under pE . Then for E sufficiently small, these points will have all 
of the properties which were employed when E was rotund, including the 
property that none of the segments [U&J, w&)] is parallel to any segment 
in U. The construction is then continued as before, completing the proof of 
(3) and (5). 
(4), (6). We will show that for n > d 3 3, the d-dimensional linear space 
E contains a simple d-polytope T, such that 
fdT,J = (d - 1) (n - 4 + 2, fd--l(Tn) = n, 
[ 




4 if d=3 
4Tn) 3 . 
2(n - d) - 1 if da4 
Suppose for the moment that this has been done, and let us see how to prove 
(4) and (6). 
For (4), note that if n > d and m . = [(n - 2)/(d - l)] + d, thenf,,( T,) < n 
and hence Sl(d, n) 3 u(T,). This implies that 
if d > 4, and 
S:(3) n) 2 [Jn 2 2)/2 ] . 
Now we will show that 
SW, n) < [-$* 1 , 
and since 
3(n - 2) 
[+-- I=[ 3(?2 - 2)/2 4 2 I 
when 71 is even, this will complete the proof of (4) for the case d = 3 as well. 
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Consider a simple d-polytope P having < n vertices, and let K . = u(P). 
Then for some linear function # on E, there is a strict &path (x,, , ..., xk) 
of length K in P. Let G denote the set of all edges of P which have exactly 
one end point among the xi’s, From the definition of strictness it follows that 
if 0 < i < j < k and the vertices xi and xj are adjacent in P, then j = i + 1; 
this implies that card G > (k + 1) (d - 2) + 2, and in fact equality holds 
for P is simple. On the other hand, there are at most n - k - 1 vertices of P 
which are not among the xi’s, and since each of these is incident to only d 
edges it follows that card G < d(n - k - 1). Hence 
and 
(k + 1) (d - 2) + 2 < d(n - K - 1) 
The inequality in (6) is obvious from the existence of T, . For equality 
when d = 3, note that a simple 3-polytope with n 2-faces has 2n - 4 vertices 
and consequently (using (4)) 
S,“(3, n) = S,“(3, 2n - 4) = [%A] = [F] - 4. 
We still must construct the polytopes T, as described. For n > d 3 3, 
define 
define 
g(n) * = (d - 1) (n - d) + 2; 
h(n) * = rq-q - 4 
and 
Note that 
h(n) . = 2(n - d) - 1 
h(n + 1) - h(n) = 2 
and also if d = 3 and n is even, while 
h(n t 1) - h(n) = 1 
if d=3 
if d > 4. 
if da4 
if d=3 
and n is odd. Let # be a nontrivial linear function on E and let Tdfl be a 
d-simplex in E having vertices x1 , *.-, x~+~ such that 
Yw < (G&J < ..* < $4%+1). 
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Then for n = d + 1, we have produced a simple d-polytope T, satisfying 
the following conditions: 
foo(Tn) = id4 and f&Tn) = n; 
there is a strict #-path (&, ..., qFtnJ of length h(n) in T, such that 
9tdh) = max #Qn; 
when 
h(n + 1) - h(n) = 2, 
there is a vertex q*n of T, , adjacent in T, to both qLcn,-l and q;ttn, , such that 
To complete the proof of (4) and (6), we will show that when such a con- 
struction has been carried out for a given n > d, then it can be effected also 
for n + 1. 
Suppose first that h(n + 1) - h(n) = 1, whence d = 3. Let zr , za and za 
be the three vertices of T, that are adjacent to qzcn, , with zr . = qicn,-l . 
Choose the points yj E ]zi , qtfnj [ such that 
and let the polytope T,,, be defined by the condition that 
ex T,,, = tex Tn - Md) u {rl , y2 T ~~1, 
where “ex” indicates the set of extreme points (vertices). Then Tn+l is a 
simple 3-polytope having the proper number of vertices and 2-faces. Further, 
the sequence (qt, ..., q$nj-l , yr , ya) is a strict #-path of length h(n + 1) 
in T,+, , andy, can serve as q”,” . 
Suppose, finally, that h(n + 1) - h(n) = 2. Let zr , z2 , ..., zd be the d 
vertices of T, that are adjacent to q;tcn, , with z1 . = q;2tn,-1 and .za . = q.+n. 
Then choose the points yj E ]zi , qztn, [ such that 
%&a,-1) < YTYl) < Y%*“) < P(Y2) -=c #(Y3) -=L *** < 9(Yah 
and let the simple d-polytope T,,, be such that 
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Again, Tn+l is as required. In particular, (q:, a.., qicnjel, qan,yz ,yd), is a 
strict $-path of length h(n + 1) in T, . When d 3 4, y3 can serve as qz+‘; 
when tZ = 3, no q:+l is required because 
h(?z + 2) - h(n + 1) = 1. 
For the case d = 3, T4 is depicted in Fig. 2. 
, 
FIG. 2 
Notes added in proof 1. Although all three of these rules have been used for the 
solution of linear programming problems, it should be emphasized that none of 
them is the pivot rule which is most commonly employed. The latter is a maximum 
slope procedure (like the third rule considered here), but in it the slope is maximized 
relative to the “space of nonbasic variables” which changes from one iteration to 
the next. (See [12], and pp. 156-160 of [13].) By means of a construction which is 
quantitatively different but combinatorially the same as one of those employed here, 
the author [12] has recently proved the existence, for arbitrary n > d > I, of a 
nondegenerate linear programming problem whose feasible region is a d-polytope 
having n facets, and which with the worst choice of an initial feasible vertex requires 
(d - l)(n - d) + 1 of the usual simplex iterations to reach an optimal vertex. 
2. This is evident when dim E = 2, and for dim E = 3 it has been proven in 
[9] and [lo]. For dim E > 4, it is implied by an assertion in [l l] whose proof seems 
unconvincing. Nevertheless, we proceed on the assumption that S -D is dense 
in S, because this assumption is certainly satisfied in any case of interest for linear 
programming and because the assumption can be avoided by an argument which is 
similar to the present one though more complicated. 
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