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Le groupe des traces de Poisson de la varie´te´ quotient h⊕ h∗/W
en rang 2
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Moulin de la Housse - BP 1039 - 51687 REIMS Cedex 2, France
1 Introduction
1.1. Soit V un espace vectoriel symplectique sur C, dimC V = 2l, et soit G un sous-groupe fini de
Sp(V ). Posons S = C[V ]. L’alge`bre des fonctions re´gulie`res invariantes SG he´rite naturellement d’une
structure d’alge`bre de Poisson induite et munit ainsi la varie´te´ quotient X = V/G d’une structure de
varie´te´ de Poisson. On peut alors conside´rer la de´formation non commutative de X de´finie par l’alge`bre
des invariants Al(C)
G, ou` Al(C) de´signe l’alge`bre de Weyl de rang l. Il existe une litte´rature re´cente abon-
dante sur l’e´tude des de´singularisations (symplectiques) de X , le calcul des (co)homologies e´quivariantes
de X et les alge`bres de re´flexions symplectiques qui en fournissent les de´formations les plus riches (voir
[AF00, EG02, Fu05, BG03]).
1.2. Il existe deux familles particulie`res d’exemples de la situation de´crite en 1.1. La premie`re consiste
a` commencer avec un sous-groupe fini Γ de SL(2,C), a` conside´rer V = (C2)n, n ∈ N∗, et a` prendre pour
G le produit en couronne de Γ par Sn, produit semi-direct de Γ
n par le groupe syme´trique Sn. Comme
cas particulier, nous avons ici les surfaces dites de Klein, XΓ = C
2/Γ, pour Γ de type An, Dn, E6,7,8. La
deuxie`me famille consiste a` commencer avec une alge`bre de Lie simple g, une sous-alge`bre de Cartan h,
conside´rer V = h⊕ h∗ et prendre pour G le groupe de Weyl W avec l’action diagonale.
1.3. Conforme´ment a` l’esprit des de´formations alge´briques, la question standard consiste a` compa-
rer la (co)homologie de Poisson de X a` la (co)homologie de Hochschild de Al(C)
G. Le the´ore`me 6.1 de
[AFLS00] donne le calcul complet de la (co)homologie de Hochschild de Al(C)
G. Si ak de´signe le nombre
de classes de conjugaison de G agissant dans la repre´sentation V avec un sous-espace de points fixes de
dimension k, 0 ≤ k ≤ 2l, alors, dimCHHk(Al(C)
G) = ak. Curieusement, le calcul de la (co)homologie de
Poisson de X se re´ve`le bien plus complique´ : cela est duˆ au fait qu’en ce qui concerne Al(C)
G, on dispose
d’une e´quivalence de Morita qui rame`ne les calculs a` ceux relatifs au produit croise´ Al(C)) 6=6 G qui se
preˆte beaucoup mieux aux calculs (co)homologiques. Pour le calcul de la (co)homologie de Poisson, nous
n’avons actuellement que la me´thode directe.
1.4. Dans la ge´ne´ralite´ du paragraphe 1.1, on de´montre dans [BEG04] que HP0(X ) est de dimension
finie. Le but de cette note est de pre´senter le calcul du groupe d’homologie de Poisson de X en degre´
ze´ro, HP0(X ), dans diffe´rents cas ou` HP0(X ) a meˆme dimension que HH0(Al(C)
G). Cette co¨ıncidence
de dimensions peut eˆtre interpre´te´e comme e´tant le reflet d’une bonne de´formation, comme c’est le cas
pour les surfaces de Klein ([AL98]). Pour les trois exemples en rang 2 de la deuxie`me famille, on trouve
ainsi :
The´ore`me. Avec les notations pre´ce´dentes, on a l’e´galite´ :
dimCHP0(h⊕ h
∗/W ) = dimCHH0
(
Al(C)
W
)
et cette dimension commune vaut 1 en type A2, 2 en type B2 et 3 en type G2.
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La me´thode est la suivante : dans les diffe´rents cas e´tudie´s, la composante homoge`ne de degre´ 2 de
C[V ]G, munie du crochet de Poisson, est une alge`bre de Lie que nous noterons g, agissant sur C[V ]G
de manie`re semi-simple. De plus, les composantes isotypiques non triviales de C[V ]G sous l’action de g
sont inclus dans {g,C[V ]G} ; par suite, le calcul de HP0(X ) se restreint a` calculer la composante isoty-
pique triviale de C[V ]G et son intersection avec {C[V ]G,C[V ]G}. Dans les exemples de la deuxie`me partie
(groupes cycliques) et de la dernie`re partie (sous-groupes de (Z/3Z)n), l’alge`bre de Lie g est abe´lienne.
Dans les exemples de la troisie`me partie (groupes de Weyl de rang 2), il s’agit de sl(2). Dans les exemples
de la cinquie`me partie (sous-groupes de (Z/2Z)n), il s’agit de sl(2)
⊕n
.
1.5. Le papier s’organise de la manie`re suivante : nous conside´rons d’abord une famille d’exemples
simples, puis nous continuons en effectuant une e´tude commune des trois groupes de Weyl de rang 2 en
pre´sentant les de´tails d’un calcul base´ essentiellement sur le ple´thysme des repre´sentations de sl(2) ; nous
poursuivons par une remarque-question sur le fait que l’ide´al de´rive´ de Poisson de C[X ], alge`bre de fonc-
tions re´gulie`res sur la varie´te´ quotient affine X , est e´galement un ide´al associatif. A notre connaissance, les
premiers exemples ou` cela ne se produit pas sont les cas B2 et G2. Nous donnons ensuite une pre´sentation
de ces trois alge`bres d’invariants. La partie suivante expose une famille d’exemples pour lesquels ces deux
dimensions diffe`rent. Nous terminons par l’e´tude d’une famille d’exemples qui montrent que la diffe´rence
des deux dimensions conside´re´es dans le the´ore`me principal peut eˆtre arbitrairement grande.
Remerciements. Le premier auteur tient a` remercier Y. Berest, D. Farkas, B. Fu et T. Lambre pour
des conversations fructueuses a` l’origine de ce travail.
2 Une famille d’exemples simples
2.1. Soit n ≥ 2 et soit G = Cn = (σ) le groupe cyclique d’ordre n, agissant sur C
2 par le caracte`re
ζ = e2ipi/n et donc sur V = C2 ⊕ (C2)∗. Soit S = S(V ) l’alge`bre syme´trique de V , A l’alge`bre de Weyl
A2(C), avec pour coordonne´es respectives x1, x2, y1, y2 et p1, p2, q1, q2. L’action de G sur S et A est
alors donne´e par :
x1 x2 y1 y2
σ ζx1 ζx2 ζ
n−1y1 ζ
n−1y2
et
p1 p2 q1 q2
σ ζp1 ζp2 ζ
n−1q1 ζ
n−1q2
On note SG et AG les alge`bres d’invariants respectives. Par la structure symplectique standard, S est
une alge`bre de Poisson et G agit sur S par automorphismes de Poisson, ce qui implique que SG est une
sous-alge`bre de Poisson de S. Autrement dit, SG est une alge`bre de Poisson commutative et peut eˆtre
conside´re´e comme l’alge`bre des fonctions re´gulie`res sur une varie´te´ de Poisson alge´brique affine.
2.2. D’autre part, S est (en tant qu’alge`bre de Poisson) gradue´e par le degre´ total, le crochet de Poisson
e´tant homoge`ne de degre´ −2. Comme G agit de manie`re homoge`ne sur S, SG est une sous-alge`bre de
Poisson gradue´e de S. On note SG(n) sa composante homoge`ne de degre´ n. En particulier, SG(2) munie
du crochet de Poisson est une alge`bre de Lie et l’identite´ de Jacobi implique que SG est un SG(2)-module.
Remarquons que x1y1 et x2y2 appartiennent a` S
G(2) et que g = V ect(x1y1, x2y2) est une sous-alge`bre
de Lie abe´lienne de SG(2). Par suite, SG est un g-module. Pour tout (α1, α2, β1, β2) ∈ N
4 :
{x1y1, x
α1
1 y
β1
1 x
α2
2 y
β2
2 } = (β1 − α1)x
α1
1 y
β1
1 x
α2
2 y
β2
2 ,
{x2y2, x
α1
1 y
β1
1 x
α2
2 y
β2
2 } = (β2 − α2)x
α1
1 y
β1
1 x
α2
2 y
β2
2 ,
donc S est une somme directe de g-modules de dimension 1 : g agit de manie`re semi-simple sur S.
De´composons S en composantes isotypiques :
S =
⊕
(i,j)∈Z2
S(i,j),
avec :
S(i,j) = {X ∈ S / {x1y1, X} = iX, {x2y2, X} = jX}
= V ect(xα11 y
β1
1 x
α2
2 y
β2
2 / β1 − α1 = i, β2 − α2 = j).
De plus, pour tous (i, j), (k, l) ∈ Z2, S(i,j)S(k,l) ⊆ S(i+k,j+l) et {S(i,j), S(k,l)} ⊆ S(i+k,j+l) : S est ainsi
Z-gradue´e en tant qu’alge`bre de Poisson.
2.3. De´crivons maintenant SG :
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Proposition 1 i) Pour tout (i, j) ∈ Z2, posons SG(i,j) = S
G ∩ S(i,j). Alors S
G =
⊕
(i,j)∈Z2
SG(i,j).
ii) Si i+ j ≡/ 0[n], alors SG(i,j) = 0.
iii) Si i+ j ≡ 0[n], alors SG(i,j) = S(i,j).
iv) SG(0,0) = C[t1, t2], avec t1 = x1y1 et t2 = x2y2.
v) SG est engendre´e par t1 = x1y1, t2 = x2y2, x
n
1 , y
n
1 , x
n
2 , y
n
2 , x
α
1x
n−α
2 (1 ≤ α ≤ n − 1), y
α
1 y
n−α
2
(1 ≤ α ≤ n− 1), x1y2 et x2y1.
Preuve. i) Comme g ⊆ SG, SG est un sous-g-module de S et donc se de´compose selon les composantes
isotypiques de S, d’ou` le premier point.
ii) et iii) Pour tout (α1, α2, β1, β2) ∈ N
4, σ.xα11 y
β1
1 x
α2
2 y
β2
2 = ζ
α1−β1+α2−β2xα11 y
β1
1 x
α2
2 y
β2
2 . Par suite :
SG = V ect(xα11 y
β1
1 x
α2
2 y
β2
2 / α1 − β1 + α2 − β2 ≡ 0[n]).
Les points ii) et iii) s’en de´duisent imme´diatement.
iv) On a :
SG(0,0) = V ect
(
xα11 y
β1
1 x
α2
2 y
β2
2 / β1 − α1 = β2 − α2 = 0
)
= V ect
(
tα11 t
α2
2 / (α1, α2) ∈ N
2
)
= C[t1, t2].
v) Notons S′ la sous-alge`bre de S engendre´e par les e´le´ments de´crits dans l’e´nonce´ de la proposition.
De manie`re imme´diate, ces ge´ne´rateurs propose´s sont dans SG, donc S′ ⊆ SG.
Soit X = xα11 y
β1
1 x
α2
2 y
β2
2 , avec α1 − β1 + α2 − β2 ≡ 0[n]. Suivant les valeurs de α1, β1 et de α2, β2, on
peut alors e´crire X sous l’une des formes suivantes :
X = tγ11 t
γ2
2 x
α′
1
1 x
α′
2
2 ou X = t
γ1
1 t
γ2
2 x
α′
1
1 y
β′
2
2 ou X = t
γ1
1 t
γ2
2 y
β′
1
1 x
α′
2
2 ou X = t
γ1
1 t
γ2
2 y
β′
1
1 y
β′
2
2 .
En effectuant une division euclidienne par n, on peut e´crire X sous l’une des formes suivantes :
X = tγ11 t
γ2
2 (x
n
1 )
δ1(xn2 )
δ2x
α′′
1
1 x
α′′
2
2 , 0 ≤ α
′′
1 , α
′′
2 < n
ou X = tγ11 t
γ2
2 (x
n
1 )
δ1(yn2 )
δ2x
α′′
1
1 y
β′′
2
2 , 0 ≤ α
′′
1 , β
′′
2 < n
ou X = tγ11 t
γ2
2 (y
n
1 )
δ1(xn2 )
δ2y
β′′
1
1 x
α′′
2
2 , 0 ≤ β
′′
1 , α
′′
2 < n
ou X = tγ11 t
γ2
2 (y
n
1 )
δ1(yn2 )
δ2y
β′′
1
1 y
β′′
2
2 , 0 ≤ β
′′
1 , β
′′
2 < n.
Dans le premier cas, on a α′′1 + α
′′
2 ≡ 0[n] et donc α
′′
1 + α
′′
2 = 0 ou n. Par suite, soit X est de la
forme tγ11 t
γ2
2 (x
n
1 )
δ1(xn2 )
δ2 , soit X est de la forme tγ11 t
γ2
2 (x
n
1 )
δ1(xn2 )
δ2
(
x
α′′
1
1 x
n−α′′
1
2
)
, avec 0 < α′′1 < n. Donc
X ∈ S′. De meˆme, dans le quatrie`me cas, Soit X est de la forme tγ11 t
γ2
2 (y
n
1 )
δ1(yn2 )
δ2 , soit X est de la forme
tγ11 t
γ2
2 (y
n
1 )
δ1(yn2 )
δ2
(
y
β′′
1
1 y
n−β′′
1
2
)
, avec 0 < β′′1 < n, donc X ∈ S
′.
Dans le deuxie`me cas, on a α′′1 − β
′′
2 ≡ 0[n], donc α
′′
1 = β
′′
2 et X s’e´crit :
X = tγ11 t
γ2
2 (x
n
1 )
δ1(yn2 )
δ2(x1y2)
α′′
1 .
Par suite, X ∈ S′. De meˆme, dans le troisie`me cas, on montre que X ∈ S′ et donc SG = S′. ✷
2.4. Soit M un sous-g-module simple non trivial de SG. Alors g.M est un sous-module non nul de M ,
donc est e´gal a` M . Par suite, M = g.M = {g,M} ⊆ {SG, SG}. Donc les composantes isotypiques non
triviales de SG sont incluses dans {SG, SG}. On en de´duit :⊕
(i,j)∈Z2−{(0,0)}
SG(i,j) ⊆ {S
G, SG},
SG = SG(0,0) + {S
G, SG},
HP0(S
G) =
SG(0,0)
SG(0,0) ∩ {S
G, SG}
.
Nous pouvons maintenant montrer que HP0(S
G) est de dimension n− 1.
The´ore`me 2 On a l’galit dimC HP0(S
G) = n− 1.
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Preuve. Utilisons l’identite´ ge´ne´rale suivante, valable pour toute alge`bre de Poisson, et qui est une
application directe de l’identite´ de Leibniz :
{ab, c} = {a, bc}+ {b, ca}.
En utilisant cette identite´ autant que ne´cessaire et le point v) de la proposition 1 :
{SG, SG} = {t1, S
G}+ {t2, S
G}+ {x1y2, S
G}+ {x2y1, S
G}
+{xn1 , S
G}+ {yn1 , S
G}+ {xn2 , S
G}+ {yn2 , S
G}
+
n−1∑
α=1
(
{xα1x
n−α
2 , S
G}+ {yα1 y
n−α
2 , S
G}
)
.
Par homoge´ne´ite´ du crochet de Poisson :
{SG, SG} ∩ SG(0,0) = {t1, S
G
(0,0)}+ {t2, S
G
(0,0)}+ {x1y2, S
G
(1,−1)}+ {x2y1, S
G
(−1,1)}
+{xn1 , S
G
(n,0)}+ {y
n
1 , S
G
(−n,0)}+ {x
n
2 , S
G
(0,n)}+ {y
n
2 , S
G
(0,−n)}
+
n−1∑
α=1
(
{xα1x
n−α
2 , S
G
(α,n−α)}+ {y
α
1 y
n−α
2 , S
G
(−α,α−n)}
)
= {t1, S
G
(0,0)}+ {t2, S
G
(0,0)}+ {x1y2, S
G
(1,−1)}+ {x2y1, S
G
(−1,1)}
+
n∑
α=0
(
{xα1x
n−α
2 , S
G
(α,n−α)}+ {y
α
1 y
n−α
2 , S
G
(−α,α−n)}
)
.
S(0,0) = C[t1, t2] e´tant la composante isotypique triviale de S
G, {t1, S
G
(0,0)} = {t2, S
G
(0,0)} = (0). D’autre
part,
SG(1,−1) = V ect(x
α1
1 y
β1
1 x
α2
2 y
β2
2 / β1 − α1 = 1, β2 − α2 = −1)
= V ect(tα11 t
β2
2 y1x2 / α1, β2 ∈ N)
= y1x2C[t1, t2].
Calculons :
{x1y2, y1x2t
α1
1 t
α2
2 } = (1 + α1)t
α1
1 t
α2+1
2 − (1 + α2)t
α1+1
1 t
α2
2 .
Par suite :
{x1y2, S
G
(1,−1)} = V ect
(
(1 + α1)t
α1
1 t
α2+1
2 − (1 + α2)t
α1+1
1 t
α2
2 /α1, α2 ∈ N
)
.
Un calcul semblable montre que {x2y1, S
G
(−1,1)} = {x1y2, S
G
(1,−1)}.
Fixons 0 ≤ α ≤ n.
SG(α,n−α) = V ect
(
xα11 y
β1
1 x
α2
2 y
β2
2 / β1 − α1 = α, β2 − α2 = n− α
)
= V ect
(
tα11 t
α2
2 y
α
1 y
n−α
2 / α1, α2 ∈ N
)
= yα1 y
n−α
2 C[t1, t2].
Calculons :
{xα1 x
n−α
2 , y
α
1 y
n−α
2 t
α1
1 t
α2
2 } = α(α+ α1)t
α−1+α1
1 t
n−α+α2
2 + (n− α)(n− α+ α2)t
α+α1
1 t
n−α−1+α2
2 .
En particulier, pour α = 0 et α = n :
{xn2 , y
n
2 t
α1
1 t
α2
2 } = n(n+ α2)t
α1
1 t
n−1+α2
2 , {x
n
1 , y
n
1 t
α1
1 t
α2
2 } = n(n+ α1)t
n−1+α1
1 t
α2
2 .
Par suite,
{x1y2, S
G
(1,−1)}+ {x2y1, S
G
(−1,1)}+
n∑
α=0
{xα1x
n−α
2 , S
G
(α,n−α)}
= V ect
(
(1 + α1)t
α1
1 t
α2+1
2 − (1 + α2)t
α1+1
1 t
α2
2 /α1, α2 ∈ N
)
+ tn−11 C[t1, t2] + t
n−1
2 C[t1, t2].
On obtient un re´sultat semblable pour {yα1 y
n−α
2 , S
G
(−α,α−n)}.
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On a donc :
{SG, SG} ∩ SG(0,0)
= V ect
(
(1 + α1)t
α1
1 t
α2+1
2 − (1 + α2)t
α1+1
1 t
α2
2 /α1, α2 ∈ N
)
+ tn−11 C[t1, t2] + t
n−1
2 C[t1, t2]
= V ect
(
(1 + α1)t
α1
1 t
α2+1
2 − (1 + α2)t
α1+1
1 t
α2
2 /α1 + α2 < n− 1
)
+ V ect (tα11 t
α2
2 / α1 + α2 ≥ n− 1) .
Une base de SG(0,0)/{S
G, SG} ∩ SG(0,0) est donc donne´e par
(
t01, . . . , t
n−2
1
)
, d’ou` SG(0,0)/{S
G, SG} ∩ SG(0,0)
est de dimension n− 1. ✷
2.5. Remarques.
i) a) Si n = 2, {SG, SG} est l’ide´al d’augmentation de SG.
b) Si n = 3, SG(0,0)/{S
G, SG} ∩ SG(0,0) est V ect(t1 − t2) + V ect (t
α1
1 t
α2
2 / α1 + α2 ≥ n− 1) et est donc
l’ide´al de SG(0,0) engendre´ par t1 − t2, t
2
1, t
2
2 et t1t2.
c) Si n ≥ 4, t1 − t2 ∈ {S
G, SG} ∩SG(0,0) et (t1 − t2)t2 /∈ {S
G, SG}∩ SG(0,0), donc {S
G, SG} n’est pas un
ide´al de SG.
ii) Si n ≥ 3, alors SG(2) = g. Si n = 2, alors SG(2) = S(2) est isomorphe a` sl(2)⊕ sl(2). On peut alors
en de´duire une preuve plus rapide du the´ore`me 2 en utilisant la composante isotypique triviale de
SG sous l’action de sl(2) ⊕ sl(2) plutoˆt que l’action de g. En effet, cette composante isotypique
SG
sl(2)⊕sl(2) ve´rifie :
SGsl(2)⊕sl(2) ⊆ Ker({x
2
1, .}) ∩Ker({x
2
2, .}) ∩Ker({y
2
1 , .}) ∩Ker({y
2
2, .})
⊆ Ker
(
x1
∂
∂y1
)
∩Ker
(
x2
∂
∂y2
)
∩Ker
(
y1
∂
∂x1
)
∩Ker
(
y2
∂
∂x2
)
⊆ C[x1, x2, y2] ∩ C[x1, x2, y1] ∩ C[x2, y1, y2] ∩ C[x1, y1, y2]
⊆ C,
donc SG
sl(2)⊕sl(2) = C. Par suite, S
G = C+ {SG, SG} et on ve´rifie aise´ment que C∩{SG, SG} = (0).
3 Me´thode utilise´e pour les trois groupes de Weyl de rang 2
3.1. Nous montrerons par la suite que, dans le cas des groupes A2, B2 et G2, les hypothe`ses suivantes
sont ve´rifie´es :
Hypothe`ses
a) S = S(V ), avec V de dimension 4, gradue´e avec les e´le´ments de V homoge`nes de degre´ 1. La com-
posante homoge`ne de degre´ n de S est note´e S(n). De plus, S est munie d’un crochet de Poisson
{−,−} homoge`ne de degre´ −2.
b) G est un groupe fini agissant par automorphismes de Poisson homoge`nes de degre´ 0 sur S. On note
SG l’ensemble des e´le´ments de S invariants sous l’action de G ; c’est une sous-alge`bre de Poisson
gradue´e de S.
c) Il existe trois e´le´ments non nuls de SG(2) note´s E,F,H ve´rifiant :
{E,F} = H, {H,E} = 2E, {H,F} = −2F.
Autrement dit, V ect(E,F,H) muni de {−,−} est une alge`bre de Lie isomorphe a` sl(2). Alors sl(2)
agit sur S de la manie`re suivante : pour tous P ∈ S, X ∈ sl(2),
X.P = {X,P}.
Cette action est homoge`ne de degre´ 0. Par suite, pour tout n ∈ N, S(n) est somme directe d’espaces
de poids :
S(n) =
⊕
i∈Z
S(n)i,
ou` S(n)i = {P ∈ S(n) / H.P = iP}.
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d) S(1) se de´compose en deux sous-espaces de poids S(1)1 et S(1)−1, tous deux de dimension 2.
3.2. Notations. Soit M un sl(2)-module. On note Msl(2) sa composante isotypique triviale :
Msl(2) = {P ∈M / ∀X ∈ sl(2), X.P = 0}.
Dans le cas de S, comme E, F et H sont G-invariants, l’action de sl(2) et l’action de G commutent et
donc :
(SG)sl(2) = (Ssl(2))
G.
Nous noterons par la suite SG
sl(2) cette sous-alge`bre de Poisson.
3.3. Soit M un sous-sl(2)-module simple de SG. Si M n’est pas trivial, alors sl(2).M est un sous-
module non nul de M , donc est e´gal a` M . Par suite, M ⊆ {SG, SG}. Les composantes isotypiques non
triviales de SG sont donc incluses dans {SG, SG} et par suite :
SG = SGsl(2) + {S
G, SG},
HP0(S
G) =
SG
sl(2)
{SG, SG} ∩ SG
sl(2)
.
Nous nous inte´ressons donc maintenant a` SG
sl(2) et a` {S
G, SG} ∩ SG
sl(2).
Proposition 3 i) L’espace vectoriel Ssl(2)(2) est de dimension 1. On notera D un ge´ne´rateur fixe´ de
cet espace.
ii) La sous-alge`bre Ssl(2) est engendre´e par D.
iii) Il existe N ∈ N∗, tel que SG
sl(2) soit la sous-alge`bre de S engendre´e par D
N .
Lemme 4 Les applications m : S ⊗ S −→ S et {−,−} : S ⊗ S −→ S, respectivement donne´es par le
produit et le crochet de Poisson de S, sont des morphismes de sl(2)-modules.
Preuve. Soient X ∈ sl(2), P,Q ∈ S.
m(X.(P ⊗Q)) = m(X.P ⊗Q+ P ⊗X.Q)
= {X,P}Q+ P{X,Q}
= {X,PQ}
= X.m(P ⊗Q),
{X.(P ⊗Q)} = {X.P ⊗Q+ P ⊗X.Q}
= {{X,P}, Q}+ {P, {X,Q}}
= {X, {P,Q}}
= X.{P ⊗Q}.
(On a utilise´ l’e´galite´ de Jacobi pour l’avant dernie`re e´galite´). Donc m et {−,−} sont des morphismes de
sl(2)-modules. ✷
Preuve de la proposition 3. Graduons S sur N2 en mettant les e´le´ments de S(1)1 homoge`nes
de degre´ (1, 0) et les e´le´ments de S(1)−1 homoge`nes de degre´ (0, 1). On note S(i, j) les composantes
homoge`nes de S pour cette graduation. Alors la se´rie formelle de Poincare´-Hilbert Φ(x, y) de S est :
Φ(x, y) =
∑
i,j
dimC S(i, j) x
iyj =
(
1
1− x
)2(
1
1− y
)2
=
∑
i,j
(i+ 1)(j + 1)xiyj .
Comme m est un morphisme de sl(2)-modules, m est homoge`ne pour le poids et le degre´. Autrement
dit, pour tous i, j ∈ Z, m,n, j ∈ N, S(m)iS(n)j ⊆ S(m+ n)i+j . D’autre part, on remarque que S(1, 0) =
S(1)1 et S(0, 1) = S(1)−1. Comme S est engendre´e par S(1) = S(1, 0)⊕ S(0, 1), si i, j ∈ N :
S(i, j) = S(1, 0)iS(0, 1)j = S(1)i1S(1)
j
−1 ⊆ S(i+ j)i−j .
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On en de´duit :
S(n)k =
⊕
i+j=n,i−j=k
S(i, j). (1)
On note χn le caracte`re du sl(2)-module S(n) :
χn(q) =
∑
k∈Z
dimC S(n)k q
k.
On pose alors :
χ(q, h) =
∞∑
n=0
χn(q)h
n =
∑
n,k
dimC S(n)k h
nqk.
Par (1) :
χ(q, h) =
∑
k∈Z,n∈N
dimC S(n)kh
nqk
=
∑
k∈Z,n∈N
∑
i+j=n, i−j=k
dimC S(i, j)h
nqk
=
∑
i,j∈N
dimC S(i, j)h
i+jqi−j
=
∑
i,j∈N
dimC S(i, j)(hq)
i
(
h
q
)j
= Φ(hq, h/q)
=
∑
i,j
(i + 1)(j + 1)hi+jqi−j .
Comme la dimension de S(n)sl(2) est la diffe´rence du terme constant et du terme en q
2 de χn, cherchons
ces deux coefficients. Il faut donc prendre :
1. Pour le terme constant de χn :
{
i+ j = n
i− j = 0,
⇐⇒


i =
n
2
j =
n
2
.
2. Pour le terme en q2 de χn :
{
i+ j = n
i− j = 2,
⇐⇒


i =
n
2
+ 1
j =
n
2
− 1,
Par suite, si n est impair, ces deux coefficients sont nuls et donc S(n)sl(2) = (0). Si n = 2l est pair, le
terme constant est (l + 1)2 et le terme en q2 est l(l + 2), donc :
dimC S(n)sl(2) = (l + 1)
2 − l(l + 2) = 1.
En particulier, S(2)sl(2) est de dimension 1, ce qui implique le premier point. Comme m est un morphisme
de sl(2)-modules, pour tout l ∈ N, Dl est un e´le´ment non nul de S(2l)sl(2) et donc forme une base de
S(2l)sl(2). Par suite, Ssl(2) = C[D].
Comme G agit de manie`re homoge`ne sur Ssl(2) et que Ssl(2)(2) est de dimension 1, il existe un unique
caracte`re κ de G tel que pour tout σ ∈ G, σ.D = κ(σ)D. Comme SG
sl(2) est une sous-alge`bre gradue´e de
Ssl(2) :
SGsl(2) = V ect(D
k / ∀σ ∈ G, σ.Dk = Dk)
= V ect(Dk / ∀σ ∈ G, κ(σ)k = 1)
= V ect(Dk / κk = 1)
= V ect(Dk / o(κ) | k).
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(Comme G est fini, son groupe de caracte`res est fini et donc o(κ) est fini). Posons N = o(κ). Alors
Ssl(2) = V ect(D
k / N | k) = K[DN ]. ✷
3.4. Par homoge´ne´ite´, les composantes homoge`nes de Ssl(2) e´tant nulles ou de dimension 1,
{SG, SG} ∩ SGsl(2) = V ect
(
DkN / DkN ∈ {SG, SG}
)
.
De´crivons maintenant un proce´de´ permettant de construire des e´le´ments de {SG, SG} ∩ SG
sl(2) :
Proposition 5 Soit P ∈ SG un vecteur de plus haut poids β homoge`ne de degre´ α1 et Q ∈ S
G un
vecteur de plus haut poids β homoge`ne de degre´ α2. On pose α = (α1+α2−2)/2, qu’on supposera entier.
On de´finit par re´currence sur i :
P (β) = P, P (β−2i) = {F, P (β−2i+2)},
Q(β) = Q, Q(β−2i) = {F,Q(β−2i+2)}.
Alors il existe deux scalaires λ, µ ∈ C tels que pour tout k ∈ N,
β∑
i=0
(−1)i{P (β−2i), Q−(β−2i)Dk} = (λ+ kµ)Dα+k.
En particulier, si N | α+ k, (λ+ kµ)Dα+k ∈ {SG ⊗ SG} ∩ SG
sl(2).
Preuve.
Montrons d’abord que l’e´le´ment suivant est dans (S ⊗ S)sl(2) :
P =
β∑
i=0
(−1)iP (β−2i) ⊗Q−(β−2i).
Comme P et Q sont des vecteurs de plus haut poids β, pour tout i, P (β−2i) et Q(β−2i) sont des vecteurs
de poids β − 2i et {F, P (−β)} = {F,Q(−β)} = 0. On a donc :
H.P =
β∑
i=0
(−1)i{H,P (β−2i)} ⊗Q−(β−2i) +
β∑
i=0
(−1)iP (β−2i) ⊗ {H,Q−(β−2i)}
=
β∑
i=0
(−1)i(β − 2i)P (β−2i) ⊗Q−(β−2i) −
β∑
i=0
(−1)i(β − 2i)P (β−2i) ⊗Q−(β−2i)
= 0,
F.P =
β∑
i=0
(−1)i{F, P (β−2i)} ⊗Q−(β−2i) +
β∑
i=0
(−1)iP (β−2i) ⊗ {F,Q−(β−2i)}
=
β−1∑
i=0
(−1)iP (β−2i−2) ⊗Q−(β−2i) +
β∑
i=1
(−1)iP (β−2i) ⊗Q−(β−2i+2)
= 0,
donc P est un vecteur de plus bas poids 0, donc est un e´le´ment de (S ⊗ S)sl(2). Par suite, pour tout
k ∈ N, P ⊗Dk ∈ (S ⊗ S ⊗ S)sl(2).
Comme m et {−,−} sont des morphismes de sl(2)-modules, {−,−} ◦ (Id⊗m)(P ⊗Dk) ∈ Ssl(2). Par
homoge´ne´ite´, il s’agit d’un e´le´ment homoge`ne de degre´ α1+α2+2k− 2 = 2(α+k), donc il existe λk ∈ C,
{−,−} ◦ (Id⊗m)(P ⊗Dk) = λkD
α+k. En particulier, posons λ = λ0.
De la meˆme manie`re, D ⊗ P ∈ (S ⊗ S ⊗ S)sl(2), homoge`ne de degre´ 2α + 4, donc en appliquant
m ◦ ({−,−}⊗ Id), il existe µ ∈ C,
β∑
i=0
(−1)i{D,P (β−2i)}Q−(β−2i) = −µDα+1.
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D’autre part,
{−,−} ◦ (Id⊗m)(P ⊗Dk) =
β∑
i=0
(−1)i{P (β−2i), Q−(β−2i)Dk}
=
β∑
i=0
(−1)i{P (β−2i), Q−(β−2i)}Dk
+
β∑
i=0
(−1)i{P (β−2i), D}kQ−(β−2i)Dk−1
= λDαDk + kµDα+1Dk−1
= (λ+ kµ)Dα+k,
donc λk = λ+ kµ. ✷
3.5. Remarques.
i) Les scalaires λ et µ sont de´termine´s par :
β∑
i=0
(−1)i{P (β−2i), Q−(β−2i)} = λDα,
β∑
i=0
(−1)i{P (β−2i), D}Q−(β−2i) = µDα+1.
ii) On peut e´ventuellement prendre P = Q.
iii) Pour k = 0, l’e´le´ment
∑
(−1)i{P (β−2i), Q−(β−2i)} peut eˆtre repre´sente´ a` l’aide d’arbres de la manie`re
suivante, en utilisant l’anti-syme´trie de {−,−} :
 
 
...
 
 ❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
P F F F F Q
+
 
 
...
 
 ❅
❅
❅
❅
❅
  ❅
❅
❅
❅
❅
❅
P F F F F Q
+
 
 
...
 
 ❅
❅
❅
❅
❅
   
 
❅
❅
❅
P F F F F Q
+ . . .
. . .+
❅
❅
...
❅
❅  
 
 
 
 
   
 
 
 
 
❅
P F F F F Q
+
❅
❅
...
❅
❅  
 
 
 
 
   
 
 
 
 
 
 
 
 
P F F F F Q
3.6. Nous avons donc un proce´de´ permettant de montrer que certains Dk appartiennent a` {SG, SG}.
Donnons maintenant un crite`re permettant de montrer que Dk /∈ {SG, SG} :
Proposition 6 Soit k ∈ N. On suppose que :

(
k+1∑
i=0
SG(2k + 2− i)⊗ SG(i)
)
sl(2)

 = 0.
Alors Dk /∈ {SG, SG}.
Preuve. Supposons Dk ∈ {SG, SG}. Comme {−,−} est un morphisme de sl(2)-modules, {−,−}
envoie les composantes isotypiques de SG ⊗ SG sur les composantes isotypiques de S correspondantes,
donc Dk posse`de un ante´ce´dent dans (SG ⊗ SG)sl(2). Par homoge´ne´ite´, il posse`de alors un ante´ce´dent
dans (SG ⊗ SG)sl(2)(2k + 2). Par antisyme´trie de {−,−}, il posse`de un ante´ce´dent dans :
k+1∑
i=0
(SG(2k + 2− i)⊗ SG(i))sl(2) =
(
k+1∑
i=0
SG(2k + 2− i)⊗ SG(i)
)
sl(2)
.
Donc l’image par {−,−} de ce sous-espace de SG ⊗ SG est non nulle. ✷
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4 Calculs pour B2
4.1. Fixons tout d’abord les notations. Soit S = C[x1, x2, y1, y2], muni du crochet de Poisson donne´
par :
{−,−} x1 y1 x2 y2
x1 0 1 0 0
y1 −1 0 0 0
x2 0 0 0 1
y2 0 0 −1 0
Le groupe G = B2 = (±1)
2 ⋊ S2 agit par automorphismes de Poisson homoge`nes sur l’alge`bre S de
la manie`re suivante :
x1 y1 x2 y2
(ǫ, ǫ′, id) ǫx1 ǫy1 ǫ
′x2 ǫ
′y2
(ǫ, ǫ′, (12)) ǫ′x2 ǫ
′y2 ǫx1 ǫy1
Lemme 7 Conside´rons les e´le´ments de S suivants :
E =
x21 + x
2
2
2
, F = −
y21 + y
2
2
2
, H = −(x1y1 + x2y2).
Alors (E,F,H) ve´rifie l’hypothe`se c).
Preuve. Calculs directs. ✷
Les e´le´ments E, F et H agissent par de´rivation sur S. Donnons leur action sur les ge´ne´rateurs :
x1 y1 x2 y2
E 0 x1 0 x2
F y1 0 y2 0
H x1 −y1 x2 −y2
Par suite, l’action de E, F et H est donne´e par :
{E,−} = x1
∂
∂y1
+ x2
∂
∂y2
,
{F,−} = y1
∂
∂x1
+ y2
∂
∂x2
,
{H,−} = x1
∂
∂x1
+ x2
∂
∂x2
− y1
∂
∂y1
− y2
∂
∂y2
.
On a donc S(1)1 = V ect(x1, x2) et S(1)−1 = V ect(y1, y2), donc l’hypothe`se d) est satisfaite.
4.2. On conside`re l’e´le´ment suivant de S :
D =
∣∣∣∣ x1 x2y1 y2
∣∣∣∣ = x1y2 − y1x2.
Alors {E,D} = {F,D} = {H,D} = 0. D’apre`s la proposition 3, Ssl(2) = C[D]. De plus,
(ǫ1, ǫ2, σ).D = ǫ1ǫ2ε(σ)D,
donc, avec les notations de la proposition 3, N = 2 et SB2
sl(2) = C[D
2].
4.3. Nous pouvons maintenant de´montrer le the´ore`me suivant :
The´ore`me 8 On a l’e´galite´ dimC HP0(S
B2) = 2.
Preuve. On conside`re les e´le´ments suivants :
P = x41 + x
4
2,
Q = x41x2y2 + x1y1x
4
2 − x
3
1y1x
2
2 − x
2
1x
3
2y2.
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Alors P,Q ∈ SB2 . De plus :
{E,P} = 0, {H,P} = 4P, {E,Q} = 0, {H,Q} = 4Q.
Donc P est un vecteur de plus haut poids 4 homoge`ne de degre´ 4 et Q est un vecteur de plus haut poids
4 homoge`ne de degre´ 6. Appliquons la proposition 5. Par un calcul direct, on trouve :
4∑
i=0
(−1)i{P (β−2i), Q−(β−2i)} = (−48× 6)D4,
4∑
i=0
(−1)i{P (β−2i), D}Q−(β−2i) = (−48)D5.
Donc pour tout k ∈ N, −48(6 + 2k)D4+2k ∈ {SB2 , SB2}. Autrement dit, pour tout l pair supe´rieur ou
e´gal a` 4, Dl ∈ {SB2 , SB2}.
Reste a` e´tudier le cas de 1 et D2. Comme dans le paragraphe 3, graduons S sur N2 en mettant x1
et x2 en degre´ (1, 0) et y1 et y2 en degre´ (0, 1). Soient S(i, j) les composantes homoge`nes pour cette
graduation. On pose :
Φ(x, y) =
∑
i,j
dimC S
B2(i, j) xiyj .
Posons H = (±1)2 et K = S2. Comme B2 = H ⋊ K, S
B2 = (SH)K . Une base de SH est donne´e
par les monoˆmes xα11 y
β1
1 x
α2
2 y
β2
2 , α1, β1 ayant la meˆme parite´, α2, β2 ayant la meˆme parite´. Soit ξi,j le
caracte`re du S2-module S
H(i, j) et posons :
ξ(x, y) =
∑
i,j
ξi,jx
iyj.
Comme le groupe S2 agit par permutation sur les monoˆmes, ξi,j(σ) est le nombre de monoˆmes de S
H de
degre´ (i, j) fixe´s par σ. En conse´quence :
a) Pour σ = id, les monoˆmes fixe´s par id sont les monoˆmes xα11 y
β1
1 x
α2
2 y
β2
2 , α1, β1 ayant la meˆme parite´,
α2, β2 ayant la meˆme parite´. Donc ξ(id) est la se´rie de Poincare´-Hilbert de l’alge`bre N
2-gradue´e
C[x21, y
2
1, x1y1, x2y2] :
ξ(id) =
(
1 + xy
(1− x2)(1 − y2)
)2
.
b) Pour σ = (12), les monoˆmes fixe´s par (12) sont les monoˆmes (x1x2)
α(y1y2)
β , α, β ayant la meˆme parite´.
Donc ξ((12)) est la se´rie de Poincare´-Hilbert de l’alge`bre N2-gradue´e C[(x1x2)
2, (y1y2)
2, x1y1x2y2] :
ξ((12)) =
1 + x2y2
(1− x4)(1 − y4)
.
Par suite, comme dimC(S
H(i, j)) =
ξi,j(id) + ξi,j((12))
2
:
Φ(x, y) =
ξ(id) + ξ((12))
2
=
1 + xy + 2x2y2 + xy3 + x3y + x3y3 + x4y4
(1 + x2)(1− x)2(1 + x)2(1 + y2)(1− y)2(1 + y)2
.
On note χn le caracte`re du sl(2)-module S
B2(n). On pose alors :
χ(q, h) =
∞∑
n=0
χn(q)h
n =
∑
n,k
dimC S
B2(n)k h
nqk.
De manie`re semblable a` la preuve de la proposition 3 :
χ(q, h) = Φ(hq, h/q) =
q6 + h2q6 + h4q4 + 2h4q6 + h4q8 + h6q6 + h8q6
(h2q2 + 1)(h2 + q2)(hq + 1)2(q − h)2(h+ q)2(hq − 1)2
.
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En de´veloppant cette fraction rationnelle en se´rie relativement a` h :
χ0(q) = 1,
χ2(q) = q
2 + 1 + q−2,
χ4(q) = 2q
4 + 2q2 + 3 + 2q−2 + 2q−4,
χ6(q) = 2q
6 + 3q4 + 4q2 + 4 + 4q−2 + 3q−4 + 2q−6.
(Notons que SH(n) = (0) si n est impair, donc SB2(n) = 0 si n est impair).
Appliquons la proposition 6 pour k = 0. Le caracte`re de SB2(2)⊗SB2(0)+SB2(1)⊗SB2(1) est χ2(q),
donc
(
SB2(2)⊗ SB2(0) + SB2(1)⊗ SB2(1)
)
sl(2)
= (0), donc 1 /∈ {SB2 , SB2}.
Appliquons la proposition 6 pour k = 2. Le caracte`re de SB2(6)⊗SB2(0)+SB2(5)⊗SB2(1)+SB2(4)⊗
SB2(2) + SB2(3)⊗ SB2(3) est :
χ6(q) + χ4(q)χ2(q) = 4q
6 + 7q4 + 11q2 + 11 + 11q−2 + 7q−4 + 4q−6,
donc
(
SB2(6)⊗ SB2(0) + SB2(5)⊗ SB2(1) + SB2(4)⊗ SB2(2) + SB2(3)⊗ SB2(3)
)
sl(2)
= (0), donc D2 /∈
{SB2 , SB2}.
En conclusion, seuls les polynoˆmes 1 et D2 n’appartiennent pas au sous-espace {SB2 , SB2}. Donc
dimC HP0(S
B2) = 2. ✷
5 Calculs pour A2 et G2
5.1 Calculs pour A2
5.1.1. Soit S′ = C[x1, x2, x3, y1, y2, y3], muni du crochet de Poisson donne´ par :
{−,−} x1 y1 x2 y2 x3 y3
x1 0 1 0 0 0 0
y1 −1 0 0 0 0 0
x2 0 0 0 1 0 0
y2 0 0 −1 0 0 0
x3 0 0 0 0 0 1
y3 0 0 0 0 −1 0
Le groupe G = A2 = S3 agit par permutation des indices. S est la sous-alge`bre de S
′ engendre´e par
x1 − x2, x1 − x3, y1− y2 et y1− y3. C’est une sous-alge`bre de Poisson gradue´e et un sous A2-module ; en
fait :
S′ = C[x1 + x2 + x3, y1 + y2 + y3]⊗ S.
Comme x1 + x2 + x3 et y1 + y2 + y3 sont A2-invariants :
(S′)A2 = C[x1 + x2 + x3, y1 + y2 + y3]⊗ S
A2 .
De plus, S est l’alge`bre des polynoˆmes en les e´le´ments :
a1 = 2x1 − x2 − x3,
a2 = −x1 + 2x2 − x3,
b1 = 2y1 − y2 − y3,
b2 = −y1 + 2y2 − y3.
On pose e´galement :
a3 = −x1 − x2 + 2x3, b3 = −y1 − y2 + 2y3,
de sorte que :
a) le groupe A2 agit sur a1, a2 et a3 par permutation des indices ;
b) le groupe A2 agit sur b1, b2 et b3 par permutation des indices ;
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c) on a les e´galite´s a1 + a2 + a3 = 0 et b1 + b2 + b3 = 0.
Le crochet de Poisson de S est donne´ par le tableau suivant :
{−,−} a1 b1 a2 b2
a1 0 6 0 −3
b1 −6 0 3 0
a2 0 −3 0 6
b2 3 0 −6 0
5.1.2. Mettons en e´vidence la copie de sl(2) de SA2 :
Lemme 9 Conside´rons les e´le´ments de S suivants :
E =
a21 + a
2
2 + a
2
3
18
=
a21 + a
2
2 + a1a2
9
,
F = −
b21 + b
2
2 + b
2
3
18
= −
b21 + b
2
2 + b1b2
9
,
H = −
a1b1 + a2b2 + a3b3
9
= −
2a1b1 + a1b2 + b1a2 + 2a2b2
9
,
Alors (E,F,H) ve´rifie l’hypothe`se c).
Preuve. Comme A2 agit par permutation des indices, E, F et H sont A2-invariants. Le reste se
de´montre par des calculs directs. ✷
Les e´le´ments E, F et H agissent par de´rivation sur S. Donnons leur action sur les ge´ne´rateurs :
a1 b1 a2 b2
E 0 a1 0 a2
F b1 0 b2 0
H a1 −b1 a2 −b2
Par suite, l’action de E, F et H est donne´e par :
{E,−} = a1
∂
∂b1
+ a2
∂
∂b2
,
{F,−} = b1
∂
∂a1
+ b2
∂
∂a2
,
{H,−} = a1
∂
∂a1
+ a2
∂
∂a2
− b1
∂
∂b1
− b2
∂
∂b2
.
D’autre part, on a donc S(1)+1 = V ect(a1, a2) et S(1)−1 = V ect(b1, b2), donc l’hypothe`se d) est
satisfaite.
5.1.3. On conside`re l’e´le´ment suivant de S :
D =
1
27
∣∣∣∣∣∣
1 1 1
x1 x2 x3
y1 y2 y3
∣∣∣∣∣∣ = a1b2 − b1a2.
Alors {E,D} = {F,D} = {H,D} = 0. D’apre`s la proposition 3, Ssl(2) = C[D]. De plus, σ.D = ε(σ)D,
donc, avec les notations de la proposition 3, N = 2.
5.1.4. Nous pouvons maintenant de´montrer le the´ore`me suivant :
The´ore`me 10 On a l’e´galite´ dimC HP0(S
A2) = 1.
Preuve. On conside`re l’e´le´ment suivant :
P = −
a31 + a
3
2 + a
3
3
3
= a21a2 + a1a
2
2.
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Comme le groupe A2 agit par permutation des indices, P ∈ S
A2 . De plus, {E,P} = 0 et {H,P} = 3,
donc P est un vecteur de plus haut poids 3, homoge`ne de degre´ 3. Utilisons la proposition 5, avec P = Q.
Par un calcul direct, on trouve :
3∑
i=0
(−1)i{P (β−2i), P−(β−2i)} = (−36× 4)D2,
3∑
i=0
(−1)i{P (β−2i), D}P−(β−2i) = (−36)D3.
Donc pour tout k ∈ N, −36(4 + 2k)D2+2k ∈ {SA2 , SA2}. Autrement dit, pour tout l pair supe´rieur ou
e´gal a` 2, Dl ∈ {SA2 , SA2}.
Reste a` e´tudier le cas de 1. On proce`de comme pour B2, avec des notations semblables. Comme dans
le paragraphe 3, S′ est gradue´e en mettant x1, x2 en degre´ (1, 0) et y1, y2 en degre´ (0, 1). On pose :
Φ′(x, y) =
∑
i,j
dimC (S
′)A2(i, j) xiyj , Φ(x, y) =
∑
i,j
dimC S
A2(i, j) xiyj.
Une base de S′ est donne´e par les monoˆmes xα11 y
β1
1 x
α2
2 y
β2
2 x
α3
3 y
β3
3 . Soit ξ
′
i,j le caracte`re du A2-module
S′(i, j) et posons :
ξ′(x, y) =
∑
i,j
ξ′i,jx
iyj .
Comme A2 agit par permutation sur les monoˆmes, ξ
′
i,j(σ) est le nombre de monoˆmes de S
A2 de degre´
(i, j) fixe´s par σ. En conse´quence :
a) Pour σ = id, les monoˆmes fixe´s par id sont les monoˆmes xα11 y
β1
1 x
α2
2 y
β2
2 x
α3
3 y
β3
3 . Donc ξ
′(id) est la se´rie
de Poincare´-Hilbert de l’alge`bre N2-gradue´e C[x1, x2, x3, y1, y2, y3] :
ξ′(id) =
(
1
(1− x)(1 − y)
)3
.
b) Pour σ = (12), les monoˆmes fixe´s par (12) sont les monoˆmes (x1x2)
α(y1y2)
βxα33 y
β3
3 . Donc ξ
′((12)) est
la se´rie de Poincare´-Hilbert de l’alge`bre N2-gradue´e C[x1x2, x3, y1y2, y3] :
ξ′((12)) =
1
(1− x2)(1− y2)(1 − x)(1 − y)
.
c) Pour σ = (123), les monoˆmes fixe´s par (123) sont les monoˆmes (x1x2x3)
α(y1y2y3)
β . Donc ξ′((123))
est la se´rie de Poincare´-Hilbert de l’alge`bre N2-gradue´e C[x1x2x3, y1y2y3] :
ξ′((123)) =
1
(1− x3)(1− y3)
.
Par suite, comme dimC(S
′(i, j)) =
ξ′i,j(id) + 3ξ
′
i,j((12)) + 2ξ
′
i,j((123))
6
, on a :
Φ′(x, y) =
ξ′(id) + 3ξ′((12)) + 2ξ′((123))
6
.
Comme (S′)A2 = S[x1 + x2 + x3, y1 + y2 + y3]⊗ S
A2 , Φ′ =
1
(1− x)(1 − y)
Φ et donc :
Φ(x, y) =
1 + xy + xy2 + x2y + x2y2 + x3y3
(x+ 1)(x2 + x+ 1)(1− x)2(y + 1)(y2 + y + 1)(1 − y)2
.
Comme pour B2, en notant χn le caracte`re du sl(2)-module S
A2(n), on obtient :
∞∑
n=0
χn(q)h
n = Φ(hq, h/q) =
q5 + h2q5 + h3q4 + h3q6 + h4q5 + h6q5
(hq + 1)(h+ q)(h2 + hq + q2)(h2q2 + hq + 1)(h− q)2(1− hq)2
.
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En de´veloppant cette fraction rationnelle en se´rie relativement a` h, il vient :
χ0(q) = 1,
χ1(q) = 0,
χ2(q) = q
2 + 1 + q−2,
χ3(q) = q
3 + q + q−1 + q−3,
χ4(q) = q
4 + q2 + 2 + q−2 + q−4,
χ5(q) = q
5 + 2q3 + 2q + 2q−1 + 2q−3 + q−5,
χ6(q) = 2q
6 + 2q4 + 3q2 + 3 + 3q−2 + 2q−4 + 2q−6,
χ7(q) = q
7 + 2q5 + 3q3 + 3q + 3q−1 + 3q−3 + 2q−5 + q−7,
χ8(q) = 2q
8 + 3q6 + 4q4 + 4q2 + 5+ 4q−2 + 4q−4 + 3q−6 + 2q−8,
χ9(q) = 2q
9 + 3q7 + 4q5 + 5q3 + 5q + 5q−1 + 5q−3 + 4q−5 + 3q−7 + 2q−9,
χ10(q) = 2q
10 + 3q8 + 5q6 + 5q4 + 6q2 + 6 + 6q−2 + 5q−4 + 5q−6 + 3q−8 + 2q−10.
Appliquons la proposition 6 pour k = 0. Le caracte`re de SA2(2) ⊗ SA2(0) + SA2(1) ⊗ SA2(1) est χ2(q),
donc
(
SA2(2)⊗ SA2(0) + SA2(1)⊗ SA2(1)
)
sl(2)
= (0), d’ou` 1 /∈ {SA2, SA2}.
En conclusion, seul le polynoˆme 1 n’appartient pas a` {SA2, SA2}. Donc dimC HP0(S
A2) = 1. ✷
5.2 Calculs pour G2
5.2.1. On reprend les notations du paragraphe pre´ce´dent. Comme G2 = A2×(±Id), S
G2 =
(
SA2
)(±Id)
et par suite :
SG2 =
∞⊕
k=0
SA2(2k).
Donc E,F,H,D2 ∈ SG2 . Par suite, SG2
sl(2) = C[D
2].
5.2.2. Nous pouvons maintenant de´montrer le the´ore`me suivant :
The´ore`me 11 On a l’e´galite´ dimC HP0(S
G2) = 3.
Preuve. On conside`re les e´le´ments suivants de S :
P = a61 + a
6
2 + a
6
3
= 2a61 + 2a
6
2 + 6a
5
1a2 + 15a
4
1a
2
2 + 20a
3
1a
3
2 + 15a
2
1a
4
2 + 6a1a
5
2,
Q = a61(a2b2 + a3b3) + a
6
2(a1b1 + a3b3) + a
6
3(a1b1 + a2b2)
−a51b1(a
2
2 + a
2
3)− a
5
2b2(a
2
1 + a
2
3)− a
5
3b3(a
2
1 + a
2
2)
= −2a61a2b2 − 2a1b1a
6
2 − 5a
5
1a
2
2b2 + 2a
5
1b1a
2
2 + 5a
3
1a
4
2b2 + 5a
4
1b1a
3
2 + 2a
2
1a
5
2b2 − 5a
2
1b1a
5
2.
Comme le groupe A2 agit par permutation sur les indices, P et Q sont A2-invariants. Comme ils sont
homoge`nes de degre´s pairs, ils sont dans SG2 . De plus :
{E,P} = 0, {H,P} = 6P, {E,Q} = 0, {H,Q} = 6Q,
donc P et Q sont des vecteurs de plus haut poids 6. Utilisons la proposition 5. Par un calcul direct, on
trouve :
6∑
i=0
(−1)i{P (β−2i), Q−(β−2i)} = (25 920× 8)D6,
6∑
i=0
(−1)i{P (β−2i), D}Q−(β−2i) = (25 920)D7.
Donc pour tout k ∈ N, 25 920(8 + 2k)D6+2k ∈ {SG2, SG2}. Autrement dit, pour tout l pair supe´rieur ou
e´gal a` 6, Dl ∈ {SG2 , SG2}.
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Reste a` e´tudier les cas de 1, D2 et D4. Comme 1 /∈ {SA2, SA2}, 1 /∈ {SG2, SG2}. Appliquons la
proposition 6 pour k = 4. Nous avons calcule´ le caracte`re de SA2(n) pour n ≤ 10 dans la section
pre´ce´dente et donc le caracte`re χn(q) de S
G2(n) :
χ0(q) = 1,
χ2(q) = q
2 + 1 + q−2,
χ4(q) = q
4 + q2 + 2 + q−2 + q−4,
χ6(q) = 2q
6 + 2q4 + 3q2 + 3 + 3q−2 + 2q−4 + 2q−6,
χ8(q) = 2q
8 + 3q6 + 4q4 + 4q2 + 5 + 4q−2 + 4q−4 + 3q−6 + 2q−8,
χ10(q) = 2q
10 + 3q8 + 5q6 + 5q4 + 6q2 + 6+ 6q−2 + 5q−4 + 5q−6 + 3q−8 + 2q−10.
(Si n est impair, χn(q) = 0). Par suite, le caracte`re de S
G2(6)⊗ SG2(0) + SG2(4)⊗ SG2(2) est :
χ6 + χ2χ4 = 3q
6 + 4q4 + 7q2 + 7+ 7q−2 + 4q−4 + 3q−6,
donc
(
SG2(6)⊗ SG2(0) + SG2(4)⊗ SG2(3)
)
sl(2)
= (0). Par suite, D2 /∈ {SG2 , SG2}.
Appliquons la proposition 6 pour k = 4. Le caracte`re de SG2(10) ⊗ SG2(0) + SG2(8) ⊗ SG2(2) +
SG2(6)⊗ SG2(4) est :
χ10(q) + χ8(q)χ2(q) + χ6(q)χ4(q)
= 6q10 + 12q8 + 23q6 + 28q4 + 35q2 + 35 + 35q−2 + 28q−4 + 23q−6 + 12q−8 + 6q−10,
donc
(
SG2(10)⊗ SG2(0) + SG2(8)⊗ SG2(2) + SG2(6)⊗ SG2(4)
)
sl(2)
= (0). Par suite, D4 /∈ {SG2, SG2}.
Enfin, seuls les polynoˆmes 1,D2 etD4 n’appartiennent pas a` {SG2 , SG2}. Donc dimCHP0(S
G2) = 3. ✷
5.2.3. Remarques.
a) Le sous-espace {SA2 , SA2} est un ide´al : c’est l’ide´al d’augmentation de SA2 .
b) Le sous-espace {SB2 , SB2} n’est pas un ide´al de SB2 . En effet, E = 12{H,E}, F = −
1
2{H,F} et
H = {E,F}, donc E, F et H appartiennent a` {SB2 , SB2}. Un calcul direct montre que :
H2 + 4EF = D2.
Or D2 /∈ {SB2 , SB2}, ce qui montre que ceci n’est pas un ide´al.
c) Le sous-espace {SG2 , SG2} n’est pas un ide´al de SG2 . En effet, E = 12{H,E}, F = −
1
2{H,F} et
H = {E,F}, donc E, F et H appartiennent a` {SG2, SG2}. Un calcul direct montre que :
H2 + 4EF =
−1
27
D2.
Or D2 /∈ {SG2 , SG2}, ce qui montre que ceci n’est pas un ide´al.
6 Pre´sentations des alge`bres d’invariants par ge´ne´rateurs et re-
lations pour les trois groupes de Weyl de rang 2
6.1 Cas de A2
6.1.1. Reprenons les notations du paragraphe 5.1. Rappelons que SA2 est N2-gradue´e en mettant a1,
a2 homoge`nes de degre´ (1, 0) et b1, b2 homoge`nes de degre´ (0, 1). La se´rie formelle de Poincare´-Hilbert
de SA2 est :
Φ(x, y) =
1 + xy + xy2 + x2y + x2y2 + x3y3
(1− x2)(1 − x3)(1 − y2)(1− y3)
.
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6.1.2. Conside´rons les e´le´ments suivants de SA2 :
S1 = −
a1a2 + a2a3 + a1a3
9
=
a21 + a
2
2 + a1a2
9
,
T1 = −
a1a2a3
9
=
a1a
2
2 + a2a
2
1
9
,
U1 = −
a1b
2
1 + a2b
2
2 + a3b
2
3
9
=
2a1b1b2 + 2a2b1b2 + a1b
2
2 + a2b
2
1
9
,
S2 = −
b1b2 + b2b3 + b1b3
9
=
b21 + b
2
2 + b1b2
9
,
T2 = −
b1b2b3
9
=
b1b
2
2 + b2b
2
1
9
,
U2 = −
a21b1 + a
2
2b2 + a
2
3b3
9
=
2a1a2b1 + 2a1a2b1 + a
2
1b2 + a
2
2b1
9
,
H = −
a1b1 + a2b2 + a3b3
9
= −
2a1b1 + a1b2 + a2b1 + 2a2b2
9
.
Comme A2 = S3 agit sur (a1, a2, a3) et (b1, b2, b3) par permutation des indices, ces e´le´ments sont bien dans
SA2 . On note R = C[S1, T1, S2, T2]. Par la the´orie des fonctions syme´triques, S1 et T1 sont alge´briquement
inde´pendants et S2 et T2 sont alge´briquement inde´pendants. Par suite, R est une alge`bre de polynoˆmes
a` quatre variables et sa se´rie de Poincare´-Hilbert est :
1
(1− x2)(1− x3)(1 − y2)(1− y3)
.
Lemme 12 Tout e´le´ment de SA2 s’e´crit de manie`re unique :
P0 + P1H + P2H
2 + P3H
3 +Q1U1 +Q2U2,
avec P0, P1, P2, P3, Q1, Q2 des e´le´ments de R. Autrement dit, S
A2 est un R-module libre de base (1, H,H2, H3, U1, U2).
Preuve. Unicite´. Supposons que Q ∈ SA2 s’e´crive :
Q = P0 + P1H + P2H
2 + P3H
3 +Q1U1 +Q2U2,
avec P0, P1, P2, P3, Q1, Q2 des e´le´ments de R. On introduit l’action de A2 par automorphismes d’alge`bre
sur S suivante : pour tout σ ∈ S3,
σ ⋆ ai = σ.ai = aσ(i), σ ⋆ bi = bi.
Comme S1, T1, S2 et T2 sont invariants sous cette action, les e´le´ments de R sont invariants sous cette
action. Par suite, pour tout σ ∈ S3 :
σ ⋆ Q = P0 + P1(σ ⋆ H) + P2(σ ⋆ H
2) + P3(σ ⋆ H
3) +Q1(σ ⋆ U1) +Q2(σ ⋆ U2).
On a donc :

1 H H2 H3 U1 U2
(12) ⋆ 1 (12) ⋆ H (12) ⋆ H2 (12) ⋆ H3 (12) ⋆ U1 (12) ⋆ U2
(23) ⋆ 1 (23) ⋆ H (23) ⋆ H2 (23) ⋆ H3 (23) ⋆ U1 (23) ⋆ U2
(123) ⋆ 1 (123) ⋆ H (123) ⋆ H2 (123) ⋆ H3 (123) ⋆ U1 (123) ⋆ U2
(132) ⋆ 1 (132) ⋆ H (132) ⋆ H2 (132) ⋆ H3 (132) ⋆ U1 (132) ⋆ U2
(13) ⋆ 1 (13) ⋆ H (13) ⋆ H2 (13) ⋆ H3 (13) ⋆ U1 (13) ⋆ U2




P0
P1
P2
P3
Q1
Q2

 =


Q
(12) ⋆ Q
(123) ⋆ Q
(132) ⋆ Q
(13) ⋆ Q

 .
Le de´terminant de la matrice du membre de gauche est :
−1
97
(a1 − a2)
3(a1 − a3)
3(a2 − a3)
3(b1 − b2)
3(b1 − b3)
3(b2 − b3)
3
=
−1
97
(a1 − a2)
3(2a1 + a2)
3(a1 + 2a2)
3(b1 − b2)
3(2b1 + b2)
3(b1 + 2b2)
3.
Il est donc non nul. Par suite, les Pi et les Qj sont entie`rement de´termine´s en multipliant le vecteur du
membre de droite par l’inverse de la matrice du membre de gauche.
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Existence. D’apre`s ce qui pre´ce`de, le R-module M engendre´ par 1, H , H2, H3, U1 et U2 est libre de
base (1, H,H2, H3, U1, U2). Par suite, sa se´rie de Poincare´-Hilbert est :
1 + xy + xy2 + x2y + x2y2 + x3y3
(1− x2)(1 − x3)(1− y2)(1 − y3)
.
C’est e´galement la se´rie de Poincare´-Hilbert de SA2 . Comme M ⊆ SA2 , M = SA2 . ✷
6.1.3. Remarque. La preuve du lemme pre´ce´dent est algorithmique et permet donc de calculer ex-
plicitement la de´composition des e´le´ments de SA2 dans la base (1, H,H2, H3, U1, U2).
6.1.4. Nous pouvons maintenant donner une pre´sentation de SA2 :
The´ore`me 13 SA2 est engendre´e par S1, T1, U1, S2, T2, U2 et H et les relations suivantes :
H4 = −4S21S
2
2 − 3T1T2H + 5S1S2H
2 − T1S2U1 − S1T2U2,
HU1 = −3S1T2 − S2U2,
HU2 = −3T1S2 − S1U1,
U21 = 12S1S
2
2 − 3S2H
2 + 3T2U2,
U22 = 12S
2
1S2 − 3S1H
2 + 3T1U1,
U1U2 = 9T1T2 − 12S1S2H + 3H
2.
Preuve. D’apre`s le lemme pre´ce´dent, SA2 est engendre´e par S1, T1, U1, S2, T2, U2 et H . Les relations
entre ces e´le´ments sont donne´es en de´composant les produits des e´le´ments de la base (1, H,H2, H3, U1, U2)
du R-module SA2 dans cette meˆme base. Des calculs directs utilisant l’algorithme de la preuve du lemme
pre´ce´dent donnent le re´sultat annonce´. ✷
6.1.5. Le tableau suivant donne le crochet de Poisson entre les ge´ne´rateurs de SA2 :
S1 S2 T1 T2 H U1 U2
S1 0 −H 0 U1 −2S1 2U2 3T1
S2 H 0 −U2 0 2S2 −3T2 −2U1
T1 0 U2 0 −6S1S2 + 3H
2 −3T1 −6S1H 6S
2
1
T2 −U1 0 6S1S2 − 3H
2 0 3T2 −6S
2
2 6S2H
H 2S1 −2S2 3T1 −3T2 0 −U1 U2
U1 −2U2 3T2 6S1H 6S
2
2 U1 0 −30S1S2 + 3H
2
U2 −3T1 2U1 −6S
2
1 −6S2H −U2 30S1S2 − 3H
2 0
En particulier, H = {S2, S1}, U1 = {S2, T2} et U2 = {T1, S2}.
6.1.6. Enfin, on peut aise´ment montrer que les formules pre´ce´dentes de´finissent un crochet de Poisson
sur l’alge`bre de polynoˆmes C[S1, , T1, U1, S2, T2, U2, H ]. (Il suffit de ve´rifier l’identite´ de Jacobi sur les
sept ge´ne´rateurs, ce qui se fait par un calcul direct long, mais sans difficulte´).
6.2 Pre´sentations de SG2 et SB2
6.2.1. Reprenons les notations du paragraphe 5.2. Comme SG2 est la somme directe des composantes
homoge`nes de degre´ pair de SA2 , on de´duit imme´diatement les re´sultats suivants :
The´ore`me 14 i) SG2 est engendre´e par S1, T
′
1 = T
2
1 , S2, T
′
2 = T
2
2 , Z = T1T2, H, U11 = T1U1,
U12 = T1U2, U21 = T2U1 et U22 = T2U2.
ii) Posons R′ = C[S1, T
′
1, S2, T
′
2]. Tout e´le´ment de S
G2 s’e´crit de manie`re unique :
Q = P0 + P1H + P2H
2 + P3H
3
+Q0Z +Q1ZH +Q2ZH
2 +Q3ZH
3
+Q11U11 +Q21U21 +Q12U12 +Q22U22,
ou` les Pi, les Qj et les Qkl sont des e´le´ments de R
′.
18
iii) SG2 est engendre´e par S1, T
′
1, S2, T
′
2, Z, H, U11, U12, U21 et U22 et les relations suivantes :
Z2 = T ′1T
′
2,
H4 = −4S21S
2
2 − 3ZH + 5S1S2H
2 − S2U11 − S1U22,
HU11 = −3S1Z − S2U12,
HU12 = −3S2T
′
1 − S2U11,
HU21 = −3S1T
′
2 − S2U22,
HU22 = −3S2Z − S2U21,
U211 = 12S1S
2
2T
′
1 − 3S2T
′
1H
2 + 3T ′1U22,
U11U12 = 9ZT
′
1 − 12S1S2T
′
1H + 3T
′
1H
3,
U11U21 = 12S1S
2
2Z − 3S2ZH
2 + 3ZU22,
U11U22 = 9Z
2 − 12S1S2ZH + 3ZH
3,
U212 = 12S
2
1S2T
′
1 − 3S1T
′
1H
2 + 3T ′1U11,
U12U21 = 9Z
2 − 12S1S2ZH + 3ZH
3,
U12U22 = 12S
2
1S2Z − 3S1ZH
2 + 3ZU11,
U221 = 12S1S
2
2T
′
2 − 3S2T
′
2H
2 + 3T ′2U22,
U21U22 = 9ZT
′
2 − 12S1S2T
′
2H + 3T
′
2H
3,
U222 = 12S
2
1S2T
′
2 − 3S1T
′
2H
2 + 3T ′2U11,
ZU11 = T
′
1U21,
ZU12 = T
′
1U22,
ZU21 = T
′
2U11,
ZU22 = T
′
2U12.
6.2.2. Reprenons les notations du paragraphe 4. Par une me´thode semblable a` celle utilise´e pour A2,
on montrerait le re´sultat suivant :
The´ore`me 15 i) SB2 est engendre´e par S1 = x
2
1 + x
2
2, S2 = x
2
1x
2
2, T1 = y
2
1 + y
2
2, T2 = y
2
1y
2
2,
Z1 = x1y1 + x2y2, Z2 = x1y1x2y2, Z3 = x1y
3
1 + x2y
3
2 et Z4 = x
3
1y1 + x
3
2y3.
ii) Posons R = C[S1, T1, S2, T2]. Il s’agit d’une alge`bre de polynoˆmes a` quatre variables. Tout e´le´ment de
SB2 s’e´crit de manie`re unique :
Q = P0 + P1Z1 + P2Z
2
1 + P3Z
3
1 + P4Z
4
1 +Q2Z2 +Q3Z3 +Q4Z4,
ou` les Pi et les Qj sont des e´le´ments de R.
iii) SB2 est engendre´e par S1, T1, S2, T2, Z1, Z2, Z3 et Z4 et les relations suivantes :
Z51 = 16S2T2 − 5S2T
2
1 − 5S
2
1T2 +
S21T
2
1
2
+
3S1T1
2
Z21
+
(
4S2T1 −
S21T1
2
)
Z3 +
(
4S1T2 −
S1T
2
1
2
)
Z4,
Z1Z2 =
S1T1
4
Z1 +
1
4
Z31 −
S1
4
Z3 −
T1
4
Z4,
Z1Z3 = −S1T2 + T1Z
2
1 − T1Z2,
Z1Z4 = −S2T1 + S1Z
2
1 − S1Z2,
Z22 = S2T2,
Z2Z3 =
(
S1T
2
1
4
− S1T2
)
Z1 +
T1
4
Z31 −
S1T1
4
Z3 +
(
T2 −
T 21
4
)
Z4,
Z2Z4 =
(
S21T1
4
− S2T1
)
Z1 +
S1
4
Z31 +
(
S2 −
S21
4
)
Z3 −
S1T1
4
Z4,
Z23 = −S1T1T2 + (T
2
1 − T2)Z
2
1 + (4T2 − 2T
2
1 )Z2,
Z3Z4 = 4S2T2 −
5S2T
2
1
4
−
5S21T2
4
+
5S1T1
4
Z21 −
1
4
Z41 −
3S1T1
2
Z2,
Z24 = −S1S2T1 + (S
2
1 − S2)Z
2
1 + (4S2 − 2S
2
1)Z2.
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7 Sous-groupes de (±1)n
7.1. Soit maintenant G un sous-groupe de (±1)n agissant sur S = C[x1, . . . , xn, y1, . . . , yn] et sur
l’alge`bre de Weyl A = An(C) de la manie`re suivante : en notant p1, . . . , pn, q1, . . . , qn les coordonne´es de
An(C),
(ǫ1, . . . , ǫn).xi = ǫixi,
(ǫ1, . . . , ǫn).yi = ǫiyi ;
(ǫ1, . . . , ǫn).pi = ǫipi,
(ǫ1, . . . , ǫn).qi = ǫiqi.
7.2. Nous avons le the´ore`me suivant :
The´ore`me 16
dimC HP0(S
G) =
{
0 s’il existe i tel que G ⊆ (±1)i−1 × {1} × (±1)n−i,
1 sinon.
dimC HH0(A
G) =
{
0 si (−1, . . . ,−1) /∈ G,
1 sinon.
Preuve. Pour tout 1 ≤ i ≤ n, gi = V ect(x
2
i , xiyi, x
2
i ) est inclus dans S
G est forme une alge`bre de Lie
isomorphe a` sl(2). Par suite, comme dans les exemples pre´ce´dents, avec g = g1⊕ . . .⊕ gn, la composante
isotypique triviale SGg de S
G sous l’action de g est un comple´mentaire de {SG, SG}. D’autre part :
SGg ⊆
n⋂
i=1
Ker({x2i , .}) ∩
n⋂
i=1
Ker({y2i , .})
⊆
n⋂
i=1
Ker
(
xi
∂
∂yi
)
∩
n⋂
i=1
Ker
(
yi
∂
∂xi
)
⊆
n⋂
i=1
Ker
(
∂
∂yi
)
∩
n⋂
i=1
Ker
(
∂
∂xi
)
⊆ C[x1, . . . , xn] ∩ C[y1, . . . , yn]
⊆ C.
Donc SGg = C et S
G = C+ {SG, SG}. Par suite, dimC HP0(S
G)P = 0 si 1 ∈ {SG, SG} et 0 sinon.
Supposons qu’il existe i tel que G ⊆ (±1)i−1×{1}×(±1)n−i. Alors xi et yi ∈ S
G et donc 1 = {xi, yi} ∈
{SG, SG}. Sinon, G agit sans points fixes sur V ect(x1, . . . , xn, y1, . . . , yn) et donc la composante homoge`ne
de SG de degre´ 1 est nulle. Comme {, } est homoge`ne de degre´ −2, 1 /∈ {SG, SG}.
Enfin, rappelons que dimC HH0(A
G) est le nombre de classes de conjugaison de G agissant sur
V ect(x1, . . . , xn) sans points fixes. Le seul e´le´ment de (±1)
n agissant sans points fixes e´tant (−1, . . . ,−1),
le re´sultat sur dimC HH0(A
G) est imme´diat. ✷
7.3. Remarque. Dans tous les cas, on a dimC HP0(S
G) ≥ dimC HH0(A
G). Ces deux nombres ne
sont pas ne´cessairement e´gaux, comme le montre le troisie`me exemple ci-dessous :
i) Pour G = (±1)n−1 × (1), alors dimC HP0(S
G) = dimC HH0(A
G) = 0.
ii) Pour G = {(ǫ1, . . . , ǫn) ∈ (±1)
n / ǫ1 . . . ǫn = 1}, avec n pair, dimC HP0(S
G) = dimC HH0(A
G) = 1.
iii) PourG = {(ǫ1, . . . , ǫn) ∈ (±1)
n/ǫ1 . . . ǫn = 1}, avec n impair supe´rieur ou e´gal a` 3, dimCHP0(S
G) = 1
et dimC HH0(A
G) = 0.
7.4. En particulier, pour l’exemple iii), les constantes sont dans [AG, AG]. Voici une manie`re de les
exprimer :
Proposition 17 Dans AG, avec les notations de l’exemple iii) ci-dessus :∑
(xi,yi)=(pi,qi) ou (qi,pi)
(−1)αx,y [x1 . . . xn, y1 . . . yn] = 2,
ou` αx,y de´signe le nombre de xi e´gaux a` qi.
Par exemple, pour n = 1 et pour n = 3 :
2 = [p1, q1]− [q1, p1],
2 = [p1p2p3, q1q2q3]− [q1p2p3, p1q2q3]− [p1q2p3, q1p2q3]− [p1p2q3, q1q2p3]
+[p1q2q3, q1p2p3] + [q1p2q3, p1q2p3] + [q1q2p3, p1p2q3]− [q1q2q3, p1p2p3].
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Preuve.
Premie`re e´tape. Dans A, on pose, pour tout 1 ≤ i ≤ n :
Ei =
p2i
2
, Fi = −
q2i
2
, Hi = −
piqi + qipi
2
.
Alors gi = V ect(Ei, Fi, Hi) munie du crochet [, ] est une sous-alge`bre Lie de A isomorphe a` sl(2). En
posant g = g1 + . . .+ gn, g est une sous-alge`bre de Lie de A isomorphe a` sl(2)
⊕n
. Elle est de plus incluse
dans AG, donc AG est ainsi muni d’une structure de g-module. De manie`re semblable a` la preuve du
the´ore`me 16, la composante isotypique triviale de AG est C.
Deuxie`me e´tape. Conside´rons l’e´le´ment suivant de l’alge`bre A⊗A :
X = (p1 ⊗ q1 − q1 ⊗ p1) . . . (pn ⊗ qn − qn ⊗ pn).
En de´veloppant :
X =
∑
(xi,yi)=(pi,qi) ou (qi,pi)
(−1)αx,yx1 . . . xn ⊗ y1 . . . yn,
donc X ∈ AG ⊗AG. D’autre part, g agit par de´rivation sur A et donc agit e´galement par de´rivation sur
A⊗A. Par suite, pour tout 1 ≤ i ≤ n :
Ei.X = (p1 ⊗ q1 − q1 ⊗ p1) . . . Ei.(pi ⊗ qi − qi ⊗ pi) . . . (pn ⊗ qn − qn ⊗ pn) + 0
= (p1 ⊗ q1 − q1 ⊗ p1) . . . (Ei.pi ⊗ qi + pi ⊗ Ei.qi − Ei.qi ⊗ pi − qi ⊗ Ei.pi) . . . (pn ⊗ qn − qn ⊗ pn)
= (p1 ⊗ q1 − q1 ⊗ p1) . . . (0 + pi ⊗ pi − pi ⊗ pi − 0) . . . (pn ⊗ qn − qn ⊗ pn)
= 0,
Fi.X = (p1 ⊗ q1 − q1 ⊗ p1) . . . Fi.(pi ⊗ qi − qi ⊗ pi) . . . (pn ⊗ qn − qn ⊗ pn) + 0
= (p1 ⊗ q1 − q1 ⊗ p1) . . . (Fi.pi ⊗ qi + pi ⊗ Fi.qi − Fi.qi ⊗ pi − qi ⊗ Fi.pi) . . . (pn ⊗ qn − qn ⊗ pn)
= (p1 ⊗ q1 − q1 ⊗ p1) . . . (qi ⊗ qi + 0− 0− qi ⊗ qi) . . . (pn ⊗ qn − qn ⊗ pn)
= 0,
Hi.X = (p1 ⊗ q1 − q1 ⊗ p1) . . . Hi.(pi ⊗ qi − qi ⊗ pi) . . . (pn ⊗ qn − qn ⊗ pn) + 0
= (p1 ⊗ q1 − q1 ⊗ p1) . . . (Hi.pi ⊗ qi + pi ⊗Hi.qi −Hi.qi ⊗ pi − qi ⊗Hi.pi) . . . (pn ⊗ qn − qn ⊗ pn)
= (p1 ⊗ q1 − q1 ⊗ p1) . . . (pi ⊗ qi − pi ⊗ qi + qi ⊗ pi − qi ⊗ pi) . . . (pn ⊗ qn − qn ⊗ pn)
= 0,
donc X est dans la composante isotypique triviale de AG ⊗AG.
Troisie`me e´tape. L’identite´ de Jacobi montre que [, ] : AG ⊗ AG −→ AG est un morphisme de g-
modules. Par suite, [X ] est dans la composante isotypique triviale de AG, c’est-a`-dire dans C. Pour
calculer [X ], il suffit donc de calculer le terme constant de chacun des [x1 . . . xn, y1 . . . yn] dans la base
(pα11 . . . p
αn
n q
β1
1 . . . q
βn
n )αi,βi∈N de A. Trois cas se pre´sentent.
i) Il existe i, j ∈ {1, . . . , n} tel que xi = pi et yj = pj . Alors :
[x1 . . . xn, y1 . . . yn] = x1 . . . xny1 . . . yn︸ ︷︷ ︸
∈piA
− y1 . . . ynx1 . . . xn︸ ︷︷ ︸
∈pjA
∈ piA+ pjA.
Or une base de piA + pjA est (p
α1
1 . . . p
αn
n q
β1
1 . . . q
βn
n )αi>0 ou αj>0. Par suite le terme constant de
[x1 . . . xn, y1 . . . yn] est nul.
ii) Tous les xi sont e´gaux a` pi. Une re´currence montre que pour tout k ∈ N
∗, dans l’alge`bre de Weyl
Ak(C) :
[p1 . . . pk, q1 . . . qk] =
k−1∑
j=0
∑
1≤i1<...<ij≤k
(−1)k−j−1pi1 . . . pijqi1 . . . qij .
Par suite, le terme constant de [p1 . . . pn, q1 . . . qn] est (−1)
n−1−0 = 1 car n est impair.
iii) Tous les xi sont e´gaux a` qi. Par antisyme´trie de [, ], le terme constant de [q1 . . . qn, p1 . . . pn] est −1.
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En conclusion, le terme constant de [X ] est 1 + (−1)n(−1) = 2. Comme [X ] ∈ C, [X ] = 2. ✷
7.5. Remarque. On a montre´ au passage que S et A sont deux sl(2)
⊕n
-modules. On peut montrer
que le morphisme de syme´trisation de S dans A est un isomorphisme de sl(2)
⊕n
-modules ; comme il
commute a` l’action de G, il induit un isomorphisme de sl(2)
⊕n
-modules de SG dans AG.
8 Sous-groupe de
(
Z
3Z
)n
8.1. Soit n ∈ N, plus grand que 2. Conside´rons le sous-groupe suivant de
(
Z
3Z
)n
:
G =
{
(k1, . . . , kn) ∈
(
Z
3Z
)n
/ k1 + . . .+ kn = 0
}
.
Ce groupe agit sur S = C[x1, . . . , xn, y1, . . . , yn] munie du crochet de Poisson standard et sur l’alge`bre de
Weyl A = An(C) de la manie`re suivante : en notant p1, . . . , pn, q1, . . . , qn les coordonne´es de An(C),
(k1, . . . , kn).xi = ζ
kixi,
(k1, . . . , kn).yi = ζ
−kiyi ;
(k1, . . . , kn).pi = ζ
kipi,
(k1, . . . , kn).qi = ζ
−kiqi,
ou` ζ = e
2ipi
3 .
8.2. Nous avons le the´ore`me suivant :
The´ore`me 18
dimC HP0(S
G) = 2n − 2,
dimC HH0(A
G) =
2
3
(
2n−1 − (−1)n−1
)
.
Preuve.
Premie`re e´tape. Pour tout i ∈ {1, . . . , n}, conside´rons ti = xiyi ∈ S
G et posons g = V ect(t1, . . . , tn) ;
il s’agit d’une sous-alge`bre de Lie de SG. De plus :
{ti, x
α1
1 . . . x
αn
n y
β1
1 . . . y
βn
n } = (βi − αi)x
α1
1 . . . x
αn
n y
β1
1 . . . y
βn
n .
Donc g agit de manie`re semi-simple sur S et donc aussi sur SG. Sa composante isotypique triviale est
C[t1, . . . , tn]. Comme dans les exemples pre´ce´dents, on en de´duit :
SG = C[t1, . . . , tn] + {S
G, SG},
HP0(S
G) =
C[t1, . . . , tn]
C[t1, . . . , tn] ∩ {SG, SG}
.
De plus, dans SG, si (α1, . . . , αn) ∈ N
n :
{tα11 . . . t
αn
n x
3
i , y
3
i } = {x
α1
1 . . . x
αi+3
i . . . x
αn
n , y
3
i }y
α1
1 . . . y
αn
n
= 3(αi + 3)x
α1
1 . . . x
αi+2
i . . . x
αn
n y
α1
1 . . . y
αi+2
i . . . y
αn
n
= tα11 . . . t
αi+2
i . . . t
αn
n .
Donc < t21, . . . , t
2
n >⊆ C[t1, . . . , tn] ∩ {S
G, SG}. Par suite :
HP0(S
G) =
C[t1, . . . , tn]
< t21, . . . , t
2
n >
C[t1, . . . , tn] ∩ {S
G, SG}
< t21, . . . , t
2
n >
.
On pose R =
C[t1, . . . , tn]
< t21, . . . , t
2
n >
. Il s’agit d’une alge`bre ayant pour base (tα11 . . . t
αn
n )0≤αi≤2, donc de dimen-
sion 2n. On pose J =
C[t1, . . . , tn] ∩ {S
G, SG}
< t21, . . . , t
2
n >
, de sorte que HP0(S
G) = R/J .
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Deuxie`me e´tape. SG est engendre´e par les monoˆmes fixe´s par G. Soient (α1, . . . , αn) et (β1, . . . , βn) ∈
Nn. Alors :
xα11 . . . x
αn
n y
β1
1 . . . y
βn
n ∈ S
G
⇐⇒ ∀(k1, . . . , kn) ∈ G, k1(α1 − β1) + . . .+ kn(αn − βn) ≡ 0[3]
⇐⇒ ∃λ ∈ {0, 1, 2}, ∀i ∈ {1, . . . , n}, αi − βi ≡ λ[3].
On a donc :
C[t1, . . . , tn] ∩ {S
G, SG}
= V ect
(
{xα11 . . . x
αn
n y
β1
1 . . . y
βn
n , x
γ1
1 . . . x
γn
n y
δ1
1 . . . y
δn
n } /
xα11 . . . x
αn
n y
β1
1 . . . y
βn
n , x
γ1
1 . . . x
γn
n y
δ1
1 . . . y
δn
n ∈ S
G, ∀i, αi − βi + γi − δi = 0
)
= V ect


n∑
i=1
(αiγi − βiδi)t
α1+γ1
1 . . . t
αi+γi−1
i . . . t
αn+γn
n /
∃0 ≤ λ ≤ 2, ∀i, αi − βi ≡ λ[3], αi − βi + γi − δi = 0

 .
Supposons qu’il existe i, tel que αi, βi, γi ou δi soit supe´rieur ou e´gal a` 3. Alors tous les monoˆmes
apparaissant dans {xα11 . . . x
αn
n y
β1
1 . . . y
βn
n , x
γ1
1 . . . x
γn
n y
δ1
1 . . . y
δn
n } sont dans < t
2
1, . . . , t
2
n >. Par suite :
J = V ect


n∑
i=1
(αiγi − βiδi)t
α1+γ1
1 . . . t
αi+γi−1
i . . . t
αn+γn
n /
∃0 ≤ λ ≤ 2, ∀i, αi − βi ≡ λ[3], αi − βi + γi − δi = 0, 0 ≤ αi, βi, γi, δi ≤ 2

 .
Par la suite, nous noterons J cet espace. Conside´rons un e´le´ment ge´ne´rateur de J pour lequel λ = 0.
Comme pour tout i, αi − βi ≡ 0[3] et −2 ≤ αi − βi ≤ 2, ne´cessairement αi = βi. De meˆme, γi = δi, donc
(αiγi − βiδi) = 0. Par suite :
J = V ect


n∑
i=1
(αiγi − βiδi)t
α1+γ1
1 . . . t
αi+γi−1
i . . . t
αn+γn
n /
∃1 ≤ λ ≤ 2, ∀i, αi − βi ≡ λ[3], αi − βi + γi − δi = 0, 0 ≤ αi, βi, γi, δi ≤ 2

 .
Troisie`me e´tape. Conside´rons un e´le´ment ge´ne´rateur de J pour lequel λ = 1. Comme pour tout i,
αi − βi ≡ 1[3] et −2 ≤ αi − βi ≤ 2, ne´cessairement :{
αi = βi + 1,
γi = δi − 1
ou
{
αi = βi − 2,
γi = δi + 2
a) Dans le premier cas, on obtient (αi, βi, γi, δi) ∈ {(1, 0, 0, 1), (1, 0, 1, 2), (2, 1, 0, 1), (2, 1, 1, 2)}. Quatre
sous-cas apparaissent :
i) Il existe j tel que (αj , βj , γj , δj) = (2, 1, 1, 2). Alors tous les monoˆmes apparaissant dans le
ge´ne´rateur ont une puissance en tj supe´rieur ou e´gale a` 2, donc sont dans < t
2
1, . . . , t
2
n > : le
ge´ne´rateur est nul.
ii) Il existe j, k distincts tels que (αj , βj , γj , δj) et (αk, βk, γk, δk) sont des e´le´ments de {(1, 0, 1, 2), (2, 1, 0, 1)}.
Alors tous les monoˆmes apparaissant dans le ge´ne´rateur ont une puissance en tj ou en tk
supe´rieur ou e´gale a` 2, donc sont dans < t21, . . . , t
2
n > : le ge´ne´rateur est nul.
iii) Il existe j tel que (αj , βj , γj, δj) ∈ {(1, 0, 1, 2), (2, 1, 0, 1)} et si k 6= j, (αk, βk, γk, δk) = (1, 0, 0, 1).
Alors le ge´ne´rateur vaut 2t1 . . . tn.
iv) Si pour tout j, (αj , βj , γj , δj) = (1, 0, 0, 1), alors le ge´ne´rateur vaut
n∑
i=1
t1 . . . ti−1ti+1 . . . tn.
b) Dans le second cas, pour tout i, (αi, βi, γi, δi) = (0, 2, 2, 0) et donc tous les monoˆmes apparaissant dans
le ge´ne´rateur ont une puissance en t1 ou en t2 supe´rieur ou e´gal a` 2, donc sont dans < t
2
1, . . . , t
2
n > :
le ge´ne´rateur est nul.
Le cas ou` λ = 2 se traite de la meˆme manie`re, en permutant les roˆles de (αi, βi) et (γi, δi). On obtient
donc :
J = V ect
(
t1 . . . tn,
n∑
i=1
t1 . . . ti−1ti+1 . . . tn
)
.
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Il s’agit donc d’un espace de dimension 2. Comme HP0(S
G) = R/J , HP0(S
G) est de dimension 2n − 2.
Quatrie`me e´tape. La dimension de HH0(A
G) est le nombre de classes de conjugaison de G agissant
sans points fixes, c’est-a`-dire le nombre d’e´le´ments de G sans composantes nulles. On pose, pour n ≥ 1 :
an = card
({
(k1, . . . , kn) ∈
(
Z
3Z
− {0}
)n
/ k1 + . . .+ kn = 0
})
.
On pose e´galement a0 = 1. On a alors :
|G| = 3n−1 = 1 +
∑
i=1
(
n
i
)
ai.
Par suite, en passant aux se´ries ge´ne´ratrices exponentielles :
+∞∑
n=1
3n−1
n!
xn =
(
+∞∑
n=0
an
n!
xn
)(
+∞∑
n=0
xn
n!
)
− 1.
Par suite :
1
3
e3x −
1
3
= ex
(
+∞∑
n=0
an
n!
xn
)
− 1,
1
3
e2x +
2e−x
3
=
+∞∑
n=0
an
n!
xn.
Donc an = dimC HH0(A
G) =
1
3
(2n + 2(−1)n) =
2
3
(
2n−1 − (−1)n−1
)
. ✷
8.3. Remarque. Par suite,
dimC HP0(S
G)− dimC HH0(A
G) =
2
3
(
2n + (−1)n−1 − 3
)
.
Cette diffe´rence tend donc vers +∞ quand n tend vers +∞.
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