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Abstract
We discuss the restructuring of the BPS spectrum which occurs on certain subman-
ifolds of the moduli/parameter space { the curves of the marginal stability (CMS) {
using quasiclassical methods. We argue that in general a ‘composite’ BPS soliton swells
in coordinate space as one approaches the CMS and that, as a bound state of two ‘pri-
mary’ solitons, its dynamics in this region is determined by supersymmetric quantum
mechanics with a short range potential. Near the CMS the bound state resembles a
deuteron with a wave function which is highly spread out. Precisely on the CMS the
bound state level reaches the continuum, the composite state delocalizes in coordinate
space, and restructuring of the spectrum can occur. We present a detailed analysis of
this behavior in a two-dimensional N= 2 Wess-Zumino model with two chiral elds,
and then discuss how it arises in the context of ‘composite’ dyons near weak coupling
CMS curves in N = 2 supersymmetric gauge theories. We also consider exceptional
cases where some states become massless on the CMS.
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Centrally extended supersymmetry algebras admit a special class of massive represen-
tations which preserve some fraction of the supersymmetry of the vacuum, and conse-
quently form mutiplets which are smaller than a generic massive representation. The
states lying in these shortened (or BPS) multiplets are extremely useful probes of the
theory because on one hand their spectrum is determined almost entirely by kinemati-
cal constraints, while on the other the multiplet stucture ensures their generic stability.
More precisely, the fact that BPS states lie in short multiplets implies that they must
remain BPS, unless one can somehow create a degeneracy of several BPS multiplets
which could then combine to form a generic massive multiplet. In the absence of such
an exotic scenario, the dynamics of the BPS sector forms a closed subsystem.
There is a second aspect of the stability of BPS (particle) states which is that the
formula for the mass is determined by the superalgebra to be the expectation value of
the central charge Z. Since the central charges Zi are additive, this implies via the










Even at points where this equality is saturated there is no phase space for a physical
decay. Thus one concludes that BPS particles are indeed stable.
However, the existence of special submanifolds of the moduli/parameter space where
the inequality (2) is saturated allows for discontinuities of the spectrum with respect
to changes in these moduli. Such changes are ‘unphysical’ in the sense that one shifts
between dierent superselection sectors. Nonetheless, one is often interested in con-
sidering such an evolution, as it may correspond to the extrapolation from a weakly
coupled to a strongly coupled regime. In this case, the stability of BPS states can
often be used to infer information about the strongly coupled region. The caveat of
course is that one does not cross a submanifold where (2) is saturated, and where
restructuring of the spectrum may occur and BPS states may for example disappear.
Such submanifolds are consequently known as curves of marginal stability (CMS), and
are generically of co-dimension one in the moduli/parameter space. Examples of the
corresponding discontinuities of the spectrum have been known for some time in two
dimensional models [1], N=2 supersymmetric gauge theories in four dimensions [2{4],
and more recently in the context of string compactications on manifolds with non-
trivial cycles [5].
In order to illustrate this discussion with a particular example, we recall that the
notion of marginal stability arises, in particular, in the Seiberg-Witten solution [2] of
N= 2 supersymmetric (SUSY) gauge theories (see e.g. [4]). In the simplest example
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of pure super Yang-Mills with gauge group SU(2), there is a one dimensional elliptical

































Figure 1: A schematic representation of the moduli space for N=2 SYM with gauge group
SU(2) in terms of the vev u = htrφ2i of the adjoint scalar φ. The W bosons only exist outside
the shaded region, which consequently determines their stability domain.
by varying the moduli a restructuring of the spectrum of BPS states takes place. For
instance, the electrically charged vector bosons W only exist outside the CMS, and
disappear from the spectrum in the interior region. To make these notions a little more
general, we can dene a \stability domain" as a submanifold of the moduli space in
which a particular BPS state exists. This domain will always be bounded by a CMS.
In this example, the W boson has a stability domain in the exterior region illustrated
in Fig. 1. On crossing the CMS from the stability domain, it is usually stated that the
W bosons \decay" into a two particle state consisting of a monopole and a dyon with
unit electric charge. This interpretation is a little awkward because for a particle to
properly decay it must exist in the spectrum, at least as a quasistationary state, and
this is not true after crossing the CMS. The question then arises as to exactly what
happens on the CMS resulting in the apparent discontinuity of the BPS spectrum.
In this paper we will suggest a physical interpretation of this phenomenon, which
we summarize below. For this purpose, its convenient to continue with the W boson
example to make the ideas more concrete. However, one should bear in mind that this
system is not directly accessible to the semi-classical techniques that are used in this
paper, because the CMS curve lies at strong coupling. Nonetheless, we will argue that
there are several constraints ensuring, at least qualitatively, the generality of this be-
havior. Specically, the emerging picture is that when the moduli approach the CMS,
the W states swell in coordinate space (becoming a loosely bound \deuterium-like"
state). Near the CMS, but still within the stability domain, one can interpret the
W as a composite particle built from two primary constituents (a monopole and a
dyon of electric charge one), whose interaction can be described by a nonrelativistic
(super)potential depending on the relative separation, within the framework of su-
persymmetric quantum mechanics (SQM) [6]. This superpotential is of an attractive
short range form, characterized by its support for a single bound state which is also the
unique supersymmetric ground state. As one approaches the CMS, the separation of
the two primary constituents diverges, while the bound state level reaches the contin-
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uum (i.e. the binding energy vanishes). Further motion after crossing the CMS leads
to an SQM superpotential with no supersymmetric ground state; the ground state is
non-supersymmetric and corresponds to a ‘long’ multiplet. In other words, the W
boson is no longer the ground state in this quantum number sector, the ground state
in this sector is now non-BPS.
We will argue that this picture is the general situation for CMS curves associated with
BPS particle states. Namely, whenever a discontinuity occurs in the BPS spectrum at
a point in the parameter space, then certain BPS states delocalize in coordinate space.
Indeed, the phenomenon of marginal stability of BPS states involves, by denition,
the alignment of central charges of primary states in such a way that the binding
energy vanishes. In this context it is quite natural that crossing the CMS involves
infrared eects, and the ‘size’ of the marginally stable state should diverge as the CMS
is approached. However, within this general picture of delocalization one can identify
at least two dierent mechanisms underlying this behavior:
(1) The rst and most generic is when the primary states are massive, and conse-
quently one can describe their interactions using non-relativistic collective coordinate
dynamics. For a large class of systems (including the ones to be considered here),
its possible to limit attention to just one collective coordinate { the relative separa-
tion r of the primary solitons. We shall consider systems such as ‘composite’ dyon
congurations which certainly have more than one collective coordinate. Nonetheless,
this simplication is possible because once one has xed all conserved quantities, the
interaction potential depends only on r.
Indeed, we shall argue that near the CMS, one can describe the eective dynamics
in terms of quantum mechanics associated with the coordinate r a linear realization
of supersymmetry. Interestingly it seems that the details of this quantum mechanical
description vary little between dierent models, the dominant interaction being short
range. Of course, in models where there are also additional long range forces the
quantum dynamics of the solitons in regions away from the CMS will dier signicantly
from those in which there is a gap for all excitations. However, the important point is
that near the CMS it is always the short range force which is relevant for restructuring.
In particular, the relative separation r then becomes a quasi-modulus on the CMS.
The arguments leading to the dominance of short range forces near the CMS will be
elaborated in Sec. 2, but we note that this conclusion is a direct consequence of the
form of the BPS mass spectrum.
(2) The second delocalization mechanism arises when one or more of the primary
states is massless. This scenario may be taken as a special case of (1) in that massless
points arise generically as co-dimension one submanifolds on the CMS curve. In this
case it is not possible to reduce the eective dynamics to non-relativistic quantum
mechanics, and one must consider the eective theory of the massless state. We note
that more exotic examples of this behavior may arise at Argyres-Douglas points [7]
in N = 2 SYM, or more generally at second order critical points in supersymmetric
theories.
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In this paper we focus rst on class (1) and present an exhaustive study of a partic-
ular two dimensional Wess Zumino model [8] with N= 2 supersymmetry of the type
considered previously [9] in a related context. This is the simplest model which exhibits
composite solitons (kinks) and a corresponding CMS curve accessible to quasiclassical
techniques. Thus it serves as an ideal arena to study in detail the eective SQM which
determines the presence or otherwise of the composite soliton. The model involves
two weakly interacting chiral elds. In the decoupling limit there are ‘primary’ BPS
kinks for each eld, which when quantized lead to short BPS multiplets containing
one bosonic and one fermionic state (plus antiparticles). There are also ‘composite’
solitons which are combinations of the primary congurations.
Switching on an interaction between the elds we see that the primary BPS solitons
exist throughout the parameter space, while the composite solitons exhibit a nite
stability domain bounded by the CMS. We analyze in detail the eective SQM which
exhibits the composite soliton as a supersymmetric bound state, and verify the behavior
described earlier with regard to the approach to the CMS. Its worth noting that in this
model the structure of the stability domain is quite complex. In particular, there are
dierent dynamical regimes depending on which part of the CMS curve is crossed.
In most cases, a composite state only exists on one side of the CMS. However, there
are cases where stability domains for particular composite states meet on a CMS, and
consequently (in general dierent) composite states can exist on either side.
The advantage of dealing with the Wess-Zumino model is that all the features of the
non-relativistic quantum dynamics can be calculated analytically, and one can study for
example the form of the bound state wavefunction right onto the CMS. Moreover, the
qualitative features are apparently rather model independent due to the constraints
imposed by the BPS spectrum. Thus one expects to obtain similar conclusions in
more complicated models. As a check on this expectation we consider explicitly N=
2 SYM with gauge group SU(3) which contains a spectrum of ‘primary’ and composite
monopole (dyon) solutions. The two ‘primary’ monopole solutions are embedded along
each of the simple roots of the algebra. An embedding along the additional positive
root leads to a ‘composite’ dyon which becomes marginally stable on a CMS which is
present in the semiclassical region. The major dierence between the monopole case in
four dimensions in comparison to the two-eld model in two dimensions is the presence
of massless exchanges resulting in a long range Coulomb interaction. Recently there has
been considerable interest in this system [10{16], as the composite dyon conguration
is an example of a 1/4-BPS state in N = 4 SYM. Most work on the moduli space
formulation of the low energy dynamics has centered on the form of the long range
interaction. We observe that, in accord with the general expectations of Sec. 2, this
long range force vanishes on the CMS. Thus by moving close enough to the CMS,
this interaction becomes subleading with respect to short range interactions associated
with the monopole cores. It is then this interaction which determines the restructuring
of the spectrum on the CMS. Although we will not determine the superpotential in
detail, general arguments suggest that qualitatively the dynamics in the small region
near the CMS is quite analogous to the kink model discussed above.
The layout of the paper is as follows: In Sec. 2 we present some general arguments
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for systems in class (1) constraining the dynamics of primary solitons near a CMS.
Using this result we discuss, in a simplied setting, the underlying mechanism involved
in restructuring the spectrum, introducing the necessary notation and denitions in
passing. In this section, we also consider the embedding of the eective SQM superal-
gebra within the superalgebra of the eld theory. As a specic example, we consider
the realization of the N = 2 superalgebra with central charges in two dimensions in
the two soliton sector. In this regard its worth remarking that this embedding shows
explicitly how the presence of eld theoretic central charges is crucial in allowing a
linear realization of supersymmetry in the eective non-relativistic dynamics.
Sec. 3 presents a detailed analysis of the (quasiclassical) solitons in the two-eld
Wess Zumino model with regard to their BPS properties. We calculate the form of the
CMS, and prove that outside the stability domain the BPS solution corresponding to
the composite state ceases to exist. In Sec. 4 we derive and discuss the SQM which
describes the interaction between the primary solitons in the vicinity of CMS and
determines whether or not a supersymmetric bound state exists. We obtain analytic
solutions for the superpotential and the bound state wavefunction.
In Sec. 5 we consider the more complex situation of monopoles and dyons in N=2
SYM with gauge group SU(3), and verify in particular the absence of long range forces
on the CMS, in agreement with the general arguments of Sec. 2.
In Sec. 6 we turn to the second delocalization mechanism (2) discussed above, which
involves the presence of a massless state. We consider a restriction of the two-eld
model, discussed in Sec. 3 which, when perturbed by a term which breaks N= 2 to
N=1 supersymmetry, provides a simple example of this phenomenon. We then turn to
a manifestation in N=2 SYM with one massive flavor, where monopole-quark bound
states arise [17, 18], and the spectrum is rearranged on passing through a point where
the quarks are massless.
We collect some concluding remarks in Sec. 7, and discuss in particular the applica-
bility of our results to marginal stability of the W boson, and also subtleties associated
with extended BPS objects.
2 Soliton Dynamics near the CMS
Before considering a specic model in detail, we rst discuss some simple but quite
general constraints which are useful in providing a qualitative guide to the dynamics
appropriate to the near-CMS regime.
2.1 Short range interactions
Consider the dynamics of two primary BPS solitons with masses M1 and M2 near a
CMS curve for the composite BPS soliton with mass M1+2. From the CMS condition
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that the binding energy vanish, M1+2 = M1 + M2, its clear that by going suciently
close to the CMS, the relevant energy scales { kinetic and binding energy { can be
made much smaller than the soliton masses. The system is then non-relativistic, and
naturally inherits the supersymmetry associated with eld theory generators unbroken
by the BPS soliton conguration. The eective dynamics is then supersymmetric
quantum mechanics on the space of collective coordinates of the conguration. With
spherically symmetric interactions, the relevant part of this system can be reduced to
one dimensional SQM associated with the relative separation r between the primary
solitons.
What is perhaps a little more surprising is that in a (possibly small) domain near
a given CMS curve this superpotential is constrained to be of short range form. This
is trivial in systems where there is a mass gap, but we argue that even in cases where
there are long range interactions between solitons at generic points in the moduli space,
the corresponding long range potential plays no role suciently close to the CMS.
This result follows straightforwardly from the incompatibility of the BPS mass spec-
trum with the structure of the energy levels associated with a Coulomb-like potential.
Indeed the quantum mechanical spectrum associated with any long range potential
will exhibit towers of closely spaced bound states, only the lowest of which can be BPS
saturated. For example, the Coulomb wavefunctions   rne−mr lead to bound state
levels of the form   −1=n2. In contrast, we know from the form of the BPS mass
spectrum that on the CMS the lowest level in the tower must reach the continuum.
Clearly the only way this can happen is if the long-range interaction vanishes on the
CMS.
In other words, if long range forces are generically present, there must be a coecient
which we may identify as the distance to the CMS,
V (r) = grr (W 0(r))2 r!1−! const− (q2 − q2CMS)
1
r
+    ; (3)
where W is the quantum mechanical superpotential, which we shall discuss in more
detail below, grr is the Ka¨hler metric, and q is used to denote the appropriate charge
which will be a function of the moduli. Consequently, we deduce that there always ex-
ists a region close enough to the CMS, i.e. where q2−q2CMS is suciently small, in which
the Coulomb interaction is negligible and can be ignored relative to the (generically
subleading) short range forces.
One might wonder whether this argument is valid in situations where there is a non-
trivial Ka¨hler metric for the moduli. For the dynamics of solitons at large separations,
as appropriate for the CMS region, it is clear that the leading correction to the Ka¨hler
metric for the kinetic term for r will also be of Coulomb form. (Indeed, one natu-
ral possibility is that the Coulomb potential itself can arise purely through the metric
V (r)  grr(W 0)2 if W 0 is constant.) However, the O(1=r) correction to the kinetic term
may be viewed as a relativistic correction, and will be subleading as far as the Coulomb
term in the potential is concerned. This is a consequence of moving close to the CMS
where the binding energy is small relative to the soliton masses. Consequently, such
behavior is irrelevant for the discussion above.
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It is important to note, however, that we are considering long range potentials in
coordinate space. In some examples, such as the dyons to be considered in Sec. 5, there
are additional bosonic moduli and one can formulate the low energy dynamics in the
extended space of all the bosonic collective coordinates, where certain potentials may
be realized as kinetic terms as in the original Kaluza-Klein construction. In such cases,
we emphasize that it is only the long range forces in coordinate space that must vanish
on the CMS. In the space of all bosonic moduli, additional long range potential terms
may survive in such a way that they precisely cancel corresponding potentials which
are realized as kinetic terms. We shall discuss this in more detail in Sec. 5.
In conclusion, we deduce that close to the CMS the dynamics is determined by purely
short range static interactions. We shall consider an explicit example below, but its
worth noting that potentials of short range or exponential form are entirely consistent
with the structure of the BPS spectrum provided they exhibit at most a single (possibly
degenerate) bound state level, which can approach the continuum on the CMS. Such
features are however quite generic and do not place signicant additional constraints
on the dynamics. The nal constraint which is imposed by supersymmetry has to do
with the dynamics near the CMS and will be discussed below.
2.2 The restructuring mechanism
To understand what happens to the spectrum in the near-CMS regime it will be useful
to present a simple model which exhibits the relevant features. Specically, we consider
below the mechanism via which a restructuring of the spectrum can occur.
Assume that the model under consideration contains a set of parameters (to be
denoted generically as fg), and admits BPS solitons at a certain value f0g. The
parameters fg can be moduli, or some parameters in the action. The question is how
can BPS solitons disappear from the spectrum under continuous variations of fg?
Generally speaking, we would expect that if the BPS state exists at f0g, it remains
in the spectrum at least in some nite domain in the vicinity of f0g.
The argument is based on the multiplicity of the corresponding supermultiplet. In-
deed, in the models to be considered below, the number of states in the BPS multiplet
is twice smaller than the number of states in the non-BPS multiplet (this type of ‘short-
ening’ is typical). This means that if a BPS state is to become non-BPS, a factor of
two jump in the number of states must occur. Generally speaking, this will not hap-
pen under continuous deformations of fg, unless from the very beginning we had two
BPS multiplets which become degenerate at a certain point in the parameter space
and combine together to leave the BPS spectrum as a joint non-BPS multiplet.
We are more interested in another scenario { when a BPS state becomes non-BPS at
a certain critical point fg, without the pre-arranged doubling of the type mentioned
above. Are we aware of any simple analogs of this phenomenon?
The answer is yes, a simple example has been known for a long time. We will discuss
8
it here for two reasons: rstly, it nicely illustrates the generalities of the dynamical phe-
nomenon discussed in the preceding subsection; and secondly, we will need to introduce
the corresponding notation later anyway. The example can be found in supersymmetric
quantum mechanics (SQM) with two supercharges introduced by Witten [6]. Consider









where p = −id=dx, and W is a function of x with the prime denoting dierentiation
by x. Moreover, 3 is the third Pauli matrix corresponding to the fact that [1; 2]
forms an appropriate representation of the Grassmann bilinear. The function W will





0 2 ; Q2 =
pp
2
2 −W 0 1 : (5)
They form the following superalgebra,
(Q1)
2 = (Q2)
2 = H ; fQ1; Q2g = 0 : (6)
If W 0 has a zero then the ground state of the system (4) is supersymmetric (i.e. the
supercharges annihilate it) and unique. This is the analog of the BPS soliton. If W 0
has no zeros, the ground state is doubly degenerate and is not annihilated by the super-
charges. The ground states in this case are analogs of non-BPS solitons. The unique
versus doubly degenerate ground state in the problem (4) imitates \multiplet shorten-
ing". The transition from the rst case to the second under continuous deformations




(ln cosh x− x) ; W 0 = 1p
2
(tanh x− ) : (7)
At  = 0 the derivative of the superpotential vanishes at the origin. As  grows
(remaining positive), the point where W 0 vanishes shifts to the right, towards large
positive values of x. The ground state wave function is supersymmetric and unique,
Ψ0 = e
−p2W (x) j #i = e
µx
cosh x
j #i : (8)
As one approaches  = 1 from below this wave function becomes flatter on the right
semi-axis; representing a swelling of the bound state in coordinate space. The corre-
sponding scalar potential
V (x) = (W 0)2 − 1p
2
W 00
at  = 0:98 and the ground state wave function are depicted in Fig. 2.
The point  = 1 is critical. At  > 1 the wave function (8) at E = 0 becomes
non-normalizable, and the true ground state, coinciding with the continuum threshold,




Figure 2: The potential V (x) in the problem (4), (7) (solid line) and the corresponding
ground state wave function (dashed line). The parameter µ = 0.98. The units on the vertical
and horizontal axes are arbitrary.
through delocalization in that the zero of W 0, the equilibrium point x0, escapes to
innity. Note that dynamically the SQM problem under consideration is similar to
that of deuterium. The potential well in Fig. 2 is at x < 1, but the tail of the wave
function stretches very far to the right due to the fact that the E = 0 level is very close
to the continuum spectrum.








where x0 is the classical minimum of the potential: W
0(x0) = 0.  may be interpreted
as measuring the quantum curvature of the potential at the classical equilibrium point.
i.e. the system is essentially classical if   1, while it is highly quantum if   1.
In the current example, we nd that as we approach the critical point,
  1p
2 (1− ) +    ; (10)
and so the system indeed becomes highly quantum in this regime. In fact this feature
is quite generic for short range potentials and may be viewed as an artifact of the
remnant supersymmetry. Specically, since the mass term VF  W 00(x) is linear in
the superpotential, while the bosonic potential is quadratic, VB  (W 0(x))2, for short
range interactions the fermionic contribution in (9) will dominate for large separations.
This is despite the fact that the fermionic term is a quantum eect (in eld theory
it corresponds to the 1-loop correction to the eective potential through integrating
out the fermions). Thus, although the system becomes more and more weakly bound,
in the CMS region the system enters a highly quantum regime where the classical
minimum of the bosonic potential need not be relevant. Below we will see that exactly
the same phenomenon occurs for BPS solitons near the CMS.
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2.3 Embedding of SQM within the field theory superalgebra
To establish a link between the eld-theoretical description of solitons on the one hand
and the supersymmetric quantum mechanics of two nonrelativistic primary states on
the other, we now consider the manner in which the quantum mechanical supercharges
emerge from the full eld-theoretical superalgebra. The fact that supersymmetry is
realized linearly in the two soliton sector may be reinterpreted as the existence of a
straightforward embedding of the SQM supercharges. Moreover, near the CMS the
system becomes essentially nonrelativistic and we need keep only the leading term in
an expansion in velocities.
Although the arguments apply more generally, we consider for deniteness the re-
alization of N=2 supersymmetry in two dimensions in the two soliton sector. Recall
that the algebra contains four supercharges Qα, Q
y
α ( = 1; 2) and has the form [19,1]
fQα; Qyβg = 2 (γµγ0)αβ Pµ ; fQα; Qβg = 2 i (γ5γ0)αβ Z ; fQyα; Qyβg = 2 i (γ5γ0)αβ Z ;
(11)
where P µ = (H;P ) are the energy-momentum operators and Z is a complex central
charge. We use the Majorana basis for 22 γ-matrices,
γ0 =2 ; γ
1 = i 3 ; γ
5 = γ0γ1 = −1 : (12)
Modulo addition of the central charge, the algebra (11) can be viewed as a di-
mensional reduction of the N = 1 algebra in four dimensions. The SO(3,1) Lorentz
symmetry in 3+1 dimensions reduces in 1+1 to the product SO(1,1)U(1)R where
U(1)R is a global symmetry associated with the fermion charge. More precisely, the

























where the phase factor e−i α/2 contains an arbitrary parameter , which we will x
momentarily. In terms of Qiα the algebra (11) has the form:
fQiα; Qjβg = 2 ij(γµγ0)αβ Pµ + 2 i (γ5γ0)αβ Z ij ; (15)
where the 2  2 real matrix of central charges Z ij is symmetric and traceless. It is
related to the original complex Z as follows,
Ze−i α = Z11 − iZ12 : (16)
To consider representations of the algebra we use a Lorentz boost in 1+1 to put the
system in the rest frame where P1 ! 0 and P0 ! M =
√
PµP µ. Moreover, we can
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always choose the basis in O(2)R to put Z ij in the form Z ij = jZj  ij3 . This amounts
to xing the phase  to be equal to the phase of the central charge, Z = jZj ei α. Then















= M − jZj ; (17)
with all other anticommutators vanishing, so that the algebra splits into two indepen-
dent subalgebras.
From (17) we see that jZj is a lower bound for the mass, M  jZj. When M > jZj
the irreducible representation has dimension four { two bosonic and two fermionic
states. The BPS states saturate the lower bound, MBPS = jZj, and in this case the
second subalgebra becomes trivial and the representation is two-dimensional { one
bosonic and one fermionic state. [19]
How do all of these generalities help us with the problem of constructing the SQM
near the CMS? In the vicinity of the CMS the dierence M −jZj is small as compared
to jZj and can be identied with the nonrelativistic Hamiltonian,1
HSQM = M − jZj : (18)
The second subalgebra in Eq. (17) with supercharges Q11 and Q
2
2 then coincides with
that of the standard SQM, see Eq. (6). In the rst subalgebra the operator M+jZj can
be substituted by 2 jZj up to relativistic corrections. Consequently, the rst subalgebra
just leads to a generic multiplet structure (in this case just duplication) for every state
found in the SQM.
In Sec. 4 we will nd all the supercharges in this 1+1 example as explicit functions
of the moduli from eld-theoretic solutions for two solitons, u and v. Near the CMS,
where their relative motion is nonrelativistic, the result can be compared with the
quantum mechanical realization of the superalgebra (17). For HSQM = M − jZj we









where the superpotential W depends on the separation s = zu − zv, the conjugate





Then a realization of the superalgebra can be chosen in the form (i and i are two
sets of Pauli matrices):
Q11 =
√
2 jZj 1 ⊗ 3 ; Q22 =
√
2 jZj 2 ⊗ 3 ;











2 −W 0(s) 1
]
: (21)
1Note that we view M as a Hilbert space operator.
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The realization (21) explicitly indicates a factorization of both the bosonic and
fermionic degrees of freedom associated with the center of mass of the system. We












where tanh  = P1=
√
M2 + P 21 .
A couple of comments are now in order. Firstly, its clear from this construction that
the SQM can only be realized linearly in BPS sectors with a non-vanishing central
charge. Otherwise, one has Q =
p
M  (with  a fermionic operator) in the nonrela-
tivistic limit, implying a nonlinear realization. Secondly, we note that the expressions
for Q11 and Q
2
2 in the rst line of Eq. (21) represent the leading terms in the nonrela-
tivistic v=c expansion. It is not dicult to include higher order terms in this expansion
as follows,
























where the square root is to be understood as an expansion in 1=jZj.
In concluding this section, we note that within the context of the present N=2
system one can formulate a general statement: given the subalgebra (6) with two
supercharges it is always possible to elevate it to a superalgebra with four supercharges
and a central charge Z by adding the two additional supercharges (23).
3 An N=2 WZ Model in Two Dimensions
3.1 Introducing the model
With the aim of concretely illustrating the general arguments of the previous section, we
now consider a specic model. A suitable example exists in two dimensions, obtained
by dimensional reduction of a four-dimensional Wess-Zumino model with two chiral
superelds. The latter is the deformation of a model considered previously in Ref. [9].
The superpotential is





3 − X2 + mX2 + m
2

 X ; (24)
where  and X are two chiral superelds, m is a mass parameter,  is the coupling
constant, while  and  are deformation parameters. By an appropriate phase rotation
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of elds and the superpotential one can always make m and  real and positive. The
parameters  and  are in general complex,
  1 + i2 ;   1 + i2 : (25)
The four real dimensionless parameters 1, 2, 1 and 2 will form our parameter space
fg. For technical reasons the parameter   1 + i2 will be assumed to be small in
what follows, 1,2  1. Furthermore, we will consistently work in the approximation
in which the superpotential is linear in ; this corresponds to terms of O(2) in the
scalar potential. This limitation is not a matter of principle but, rather, for technical
convenience. In the limit of small  we can obtain all formulae in closed form. We
will also take the coupling constant  to be small, so that a quasiclassical treatment is
applicable (except on some exceptional submanifolds in the parameter space).
As a two-dimensional model, this theory has extended N= 2 supersymmetry, and
exhibits solitonic kinks interpolating between the distinct vacua. In two dimensions
they are particles (in four dimensions they would be domain walls). The dimensionality





(U + V ) ; X =
m
2
(U − V ) ; (26)













d2x d2W(U; V ) + h:c:
)}
; (27)
where the dimensionless superpotential W is
W(U; V ) = U − 1
3





(U − V )2 +  (U − V ) : (28)
The vacua of the model are dened by @W=@u = 0, @W=@v = 0,
1 +  − u2 +  (u− v) = 0 ;
1−  − v2 −  (u− v) = 0 : (29)
For real  and  the solutions to these equations dene four dierent vacua with
real values of the elds and real values of the superpotential W(u; v). The vacuum
structure is illustrated in Fig. 3 for small . One of these vacua (denoted as f++g in
Fig. 3 ) corresponds to a maximum of the real function W(u; v) on the real section of
the variables u and v, the other vacuum (denoted as f−−g) corresponds to a minimum
of W(u; v), and the remaining two vacua (f+−g and f−+g) are saddle points. In this
situation there exists [9] a continuous family of real BPS solitons, i.e. of solutions to




























Figure 3: Structure of vacua and solitons in the Reu, Re v plane for real ν and µ .
interpolating between the f−−g vacuum with Wmin at z = −1 and the f++g vacuum
with Wmax at z = 1. All these solitons are degenerate in mass: M = Wmax −Wmin,
and can be viewed as a superposition of non-interacting primary solitons: one going
from the vacuum with Wmin to one of the saddle points, and the other soliton going
from the saddle point to the vacuum with Wmax. The parameter labeling the solutions
in this family can be interpreted in terms of the distance between the basic solitons,
and thus the degeneracy in energy implies that there is no interaction between the
basic solitons at real  and , at least for some nite range of the these parameters.
The decoupling of the dynamics of the primary solitons at  = 0 is trivial, as the
superelds U and V are also decoupled within the underlying eld theory. However, at
1 6= 0, there is no such decoupling within the eld theory but, nevertheless, the pri-
mary solitons do not interact at rest (provided  and  are real). This is a manifestation
of the nontrivial \no-force" condition for BPS states.
3.2 Decoupled solitons, µ=0 case
At  = 0 the model is extremely simple: the elds U and V are not coupled. Their
vevs are
u =  + ; v =  −; (31)
where we introduce the notation
 =
p
1  : (32)
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∣∣∣nu3+ + nv3−∣∣∣ ; (33)
where the topological charges are nu,v = 0;1 (see Fig. 3).
However, as noted in [9], not all combinations of charges are realized. For a generic
value of the complex parameter  only the f1; 0g and f0; 1g solitons and their antipar-
ticles exist as BPS states. To have a BPS state with both nu and nv nonvanishing,
one needs to align in the complex plane the two terms, 3+ and 
3
−, contributing to the














> 0 : (34)











Figure 4: The curve of marginal stability in the complex plane of ν.
is the curve of marginal stability for the model. In the case under consideration, with
no interaction, the CMS coincides with stability domains for composite solitons, they
only exist on this curve.
The curve in Fig. 4 consists of three parts which can be parametrized as
 = tanh ; Im  = 0; 
3
: (35)
The part sitting on the real axis between  = 1 (corresponding to Im = 0) is the
stability domain for the f1; 1g composite solitons (and their antiparticles). The other
two parts, Im  = =3, give the stability domain for the f1;−1g and f−1; 1g solitons.
The bifurcations at  = 1 are due to the vanishing of the mass of one of the primary
solitons at these points. It is explained by the degeneracy of vacua at these values {
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instead of four vacua only two remain at  = 1 (strictly speaking there are still four,
but they coalesce in pairs). These are simple analogs of the Argyres-Douglas points [7]
in gauge theories.
3.3 Stabilization by µ
The model at  = 0 is a very degenerate case. Indeed, the extra f 1; 1g states
exist only on the CMS and are nothing but systems of two noninteracting f 1; 0g
andf0;1g solitons. The relative separation between the primary solitons is an extra
classical modulus, on quantum level the f 1; 1g solitons are not localized states.
As we will show, the introduction of a nonvanishing Im = 2 expands the domain
of stability for the extra BPS state which then occupies a nite area near the original
curve. Thus, setting 2 nonzero leads to an attraction of the primary solitons.
Using  as a perturbation parameter we nd the vevs and values of the superpotential
W for the four vacua to rst order in .



















3− +  (1− −+) ;




















3− +  (1 + +−) ;





















3− +  (1 + +−) ;


















3− +  (1− +−) : (36)
The BPS masses are given by jWij −Wi′j′j and the alignment conditions which dene
the CMS to rst order in  become (c.f. Eq. (34)),
Im
(
2− −  +
2+ +  −
)3/2
= 0 ; Im
(
2− +  +
2+ −  −
)3/2
= 0 ; (37)
where the conditions clearly dier only by a choice of the branch of the square root in
the terms linear in . Analytical expressions for the CMS are simpler in terms of the
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complex parameter of  (related to  by Eq. (35)). In the complex -plane the CMS
is given by the curves





























where the indices 1 and 2 refer to the real and imaginary parts,  = 1 + i2.
The curves of marginal stability in the  plane are presented in Fig. 5. They form
the boundaries of the stability domains for the composite BPS states marked in the







Figure 5: The domains of stability for the composite BPS states (shown for µ2 = 0.2).
The hatched region along the real axis is the stability domain for the f1, 1g solitons and its
antiparticles, in the cross hatched one the f1,−1g solitons and its antiparticles are stable.
the CMS: crossing some boundaries leads to disappearance of the BPS state from the
spectrum, on others the original BPS state disappears but a new one appears.
The gure also shows exceptional points on the CMS, where two stability subdomains
of the same BPS soliton touch each other. We shall address a dynamical scenario at
such points in Sec. 4.4. Note also four points of bifurcation (the Argyres-Douglas
points) where a pair of the vacuum states collide.
3.4 A loosely bound composite BPS state
In this subsection we will nd a solution to the BPS equations for the composite f1; 1g
soliton. The construction explicitly demonstrates that in the vicinity of the CMS this
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soliton is a loosely bound state of the primary constituents. For deniteness we choose





























We will use perturbation theory in . The part of the CMS chosen for consideration
at zeroth order in  corresponds to real : −1 < 1 < 1, 2 = 0. Then, at this order,
 = 0 and the solution for u and v reads
u(0) = 1+ tanh [1+m (z − zu)] ; v(0) = 1− tanh [1−m (z − zv)] ; (41)
where 1 =
p
1  1 (see Eq. (32)) and the parameters zu and zv are arbitrary and
denote the positions of the centers of the u- and v-solitons.
At rst order in , the soliton solutions become complex. With an expansion about
the leading order solutions u(0), v(0) of the form
u = u(0) + (u1 + iu2) +    ; v = v(0) + (v1 + iv2) +    ; (42)

























































Let us consider the equation for u2. The function cosh
2[1+m(z − zu)] is the solution
of the homogenous part of this equation, and the full solution is
u2(z) = cosh













cosh2 [1+m (x− zu)]
(45)
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consistent with Im u−− in Eq. (36) at the order considered here. As z !1 the solution












cosh2 [1+m (x− zu)]
= 0 (47)
is fullled. Once this relation is met the z ! 1 boundary condition u2 ! Im u++ is
also satised.
The relation (47) can be viewed as a constraint ensuring orthogonality of the in-
homogeneous part in the u2-equation and the zero mode cosh
−2 [1+m (z − zu)] in u1.
This approximate zero mode corresponds to a shift of the u-soliton center and at the
same time also represents the spatial dependence of the corresponding fermionic zero
mode 2. The relation (47) then xes the separation zu− zv of the two primary solitons
and can be presented in the form:





























It is important that the condition (48) also ensures that the solution for v2,
v2(z) = cosh













cosh2 [1−m (x− zv)]
; (51)
is nite at both z ! +1 and z ! −1, and thus satises the proper boundary
conditions. As for the solutions for the real parts, u1 and v1, described by the rst
pair of equations in (43), these solutions always exist, due to the existence of real BPS
solitons in the model with real parameters [9], as discussed in Section (3.1). Thus no
additional constraint arises.
2In the next section we will show that this orthogonality condition is equivalent to the vanishing
of a particular supercharge.
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Here we make a few remarks on the properties of the function wν(s), dened by the
integral (50). The symmetry properties of this function can easily be seen by writing






dz f1− tanh [+mz] tanh [−m (z + s)]g ; (52)
which is symmetric under separate reversal of the sign of  or s. Thus wν(s) is even
in the index : w−ν(s) = wν(s), and is odd in the variable s: wν(−s) = −wν(s), and
is monotonically increasing from wν(s! −1) = −1 to wν(s ! +1) = +1. At large
positive s its asymptotic behavior is given by
wν(s) = 1− + + −

[ + exp(−2 −ms)− − exp(−2 +ms)] +    ; (53)
where the ellipses stands for higher powers and mixed products of the two exponents:
exp(−2 −ms) and exp(−2 +ms). At  = 0 the integral in equation (50) can be
expressed in terms of elementary functions,
w0(s) = cothms− ms
sinh2ms
; (54)
and the asymptotic behavior of w0(s) as s! +1:
w0(s) = 1− (4ms+ 2) e−2m s + : : : (55)
is in agreement with the  ! 0 limit of the expression (53). Plots of wν(s) for a few
values of  are shown in Fig. 6.







Figure 6: Plots of wν(s) at ν = 0 (solid), ν = 0.8 (dashed), ν = 0.95 (dot-dashed), s is
measured in units of 1/m.
The limited magnitude of wν(s), jwν(s)j  1, means that the BPS solution we
consider only exists in the range
j2j  j2j  : (56)
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As expected the boundaries of this range coincide with the part of CMS found previ-
ously by algebraic means near the real  axis.
It is then simple to nd the value for the distance s0 between the primary solitons
in the BPS composite state. Say, for 1 = 0, we have when j2j − j2j  j2j
em js0j =  ln ; where  =
√√√√ j2j
j2j − j2j : (57)
4 Quantum Mechanics of Two Solitons
The BPS state which connects the vacua f++g and f−−g and exists within the sta-
bility domain can be viewed as a bound state of one u-soliton, located at z = zu, and
one v-soliton, located at z = zv. The equilibrium separation between the solitons,
s = zu − zv, at which the minimum is achieved at given 2 and 2, is determined from
the equation (48). In this section we consider the supersymmetric quantum mechanics
of the two soliton system. The SQM system describes the BPS bound state (which
is the ground state in the problem) within the stability domain, as well as low-lying
non-BPS exited states.
The formulation of this problem refers to an eective description of the two solitons
as heavy particles with masses Mu and Mv in terms of their coordinates zu and zv. This
approximation is natural near the CMS where the binding energy is small relative to
the soliton masses. For slowly moving solitons j _zuj; j _zvj  1 the nonrelativistic energy







+ U(s) ; (58)
where the dot denotes the time derivative, and U(s) is the interaction potential de-
pending on the separation s = zu − zv between the solitons. Separating out the center





+ U(s) : (59)
The supersymmetric generalization of this Hamiltonian is given in Eq. (19) which
depends on the superpotential W (s). Below we will nd the expression for this SQM
superpotential by comparing the eld theoretic supercharges evaluated on the soliton
solutions with the SQM realization in Eq. (21). An alternative derivation of W 0 based
solely on conventional bosonic considerations is presented in an Appendix.
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4.1 SQM superpotential from field-theoretic supercharges








@tu  + @zu γ
0γ1 + im @u¯W γ0  + (u! v ;  ! )
]
; (60)
where u,  α and v, α are the bosonic and fermionic components of the U and V super-
elds, andW(u; v) is the superpotential of the model. The two remaining supercharges
Qα are just the complex conjugates of Qα.
Let us rst evaluate the supercharges for the u-soliton in the leading approxima-
tion, i.e. when 2 = 1 = 2 = 0. The eld u is given by Eq. (41), u = u
(0) =
1+ tanh [1+m (z − zu)], while v is a constant, v = −1−. For the fermionic elds we
substitute zero modes, two of which are in the eld  α, and there are none in α,









In this expression Mu = (4m
3=32)31+ is the mass of the u-soliton, au and bu are real
fermionic operators entering as coecients of the normalized zero modes, and their
algebra is xed by canonical quantization,
a2u = b
2
u = 1 ; fau; bug = 0 : (62)









which can be rewritten in terms of real charges (see Eq. (14) in Sec. 2.3 for denitions),
Q11 =
√








1 = 0 : (64)
The result for the supercharges matches the general construction of Sec. 2.3 wherein
the operators au and bu can be realized as Pauli matrices, e.g. au = 1 and bu = 2.
Now let us nd the supercharges corresponding to the f1; 1g conguration of the u-
and v-solitons at 2 =1 =2 =0. We choose boosted soliton solutions,


















where p is their relative momentum, and the total momentum is zero. The fermions
are given by Eq. (61) for  and by a similar expression for  with the substitution
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u ! v, where u- and v-fermions anticommute. With time-dependent solutions the
terms @tu , @tv  now contribute to the supercharges (60),
Q11 =
√








(−au sin  + av cos ) ; Q21 =
pp
2Mr
(−bu sin  + bv cos ) ; (66)
where we have dened cos  =
√
Mu=(Mu +Mv). We observe that the relative motion
implies that the ‘composite’ state is non-BPS in the absence of any interaction between
the solitons.
In order to switch on the interaction we consider nonzero  and 2. To obtain the
result to rst order in these parameters it is enough to substitute the same leading
order expressions for the bosonic and fermionic elds accounting for the terms linear
in  and 2 in the expression (60) for the supercharges, as well as for the phase  of






 (u(0) − v(0))− i2
]
γ0(  − ) (67)
in (60). The phase  is also linear in 2 (see Eq. (44)), and needs to be taken into
account in Eq. (14) when relating Qα with Q
1,2
α .
The resulting supercharges are (Q11, Q
2












~a+W 0(s) ~b ; Q21 =
pp
2Mr
~b−W 0(s) ~a ; (68)
where we denote
a = au cos  + av sin  ; b = bu cos  + bv sin  ;
~a = −au sin  + av cos  ; ~b = −bu sin  + bv cos  : (69)
The quantum-mechanical superpotential (more precisely its derivative W 0) is then



























and the function wν(s) is dened by Eq. (50).
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+ (W 0(s))2 − ip
2Mr
W 00(s) ~a~b : (72)
An explicit matrix realization of the four operators au,v and bu,v, satisfying the Clif-
ford algebra, can apriori be chosen in the factorized form: au = 1 ⊗ 3, bu = 2 ⊗ 3,
av =I ⊗ 1, and bv =I ⊗ 2. This factorized form of the fermionic operators realizes a
description in terms of two independent particles. This choice is perfectly acceptable
and realizes the N=2 superalgebra (17). However, it diers from the specic realiza-
tion (21) by an orthogonal rotation of angle . In order to match the conventions used
in Eq. (21) for a description of the two-soliton system, one has to use an equivalent
representation of these operators, obtained by the inverse rotation:
au = 1 ⊗ 3 cos  − I ⊗ 1 sin  ; bu = 2 ⊗ 3 cos  − I ⊗ 2 sin  ;
av = 1 ⊗ 3 sin  + I ⊗ 1 cos  ; bv = 2 ⊗ 3 sin  + I ⊗ 2 cos  : (73)



















with Mr given in Eq. (71) and we use the matrix representation (73) for the fermions
(omitting the tensor product with unity in HSQM ).
It is worth noting a couple of limits in which the potential simplies, and can be
expressed in terms of elementary functions. Recall rst of all that when 1 = 0 the
function w0(s) is known analytically (see Eq. (54)). If 1 is not too large, i.e. 1  0:5,
there also exists a convenient simplied form in which the superpotential is very closely





2Mr [2 tanh(ms)− 2 ] ; (75)
where the reduced mass Mr is taken at 1 = 0. In this superpotential we recognize the
simplied model discussed in Sec. 2.2 (see Eq. (7)). Another simple case arises when








(2ms− 2) : (76)
The potential in this case reduces to that of the harmonic oscillator.
In the limit of large separation, the potential energy in the Hamiltonian (74) tends
to a constant which depends in the sign of s,






(Note, however, that the spin dependent 3 term does not contribute). These constants
denote the energy levels at which the continuum states appear while the ground state,
which is the f1; 1g BPS soliton, is a zero energy eigenfunction of HSQM.
The origin of the two continuum thresholds is that at nonzero  the classication
for solitons we introduced at  = 0 is no longer sucient | the u-soliton interpolating
between the f−+g and f++g vacua (see Fig. 3) is dierent from the ~u-soliton inter-
polating between the f−−g and f+−g vacua, and a similar distinction arises between
the v- and ~v-solitons. Thus, the system under consideration at large s describes two
channels: the u plus v solitons at positive s, and the ~u plus ~v at negative s. It is
straightforward to verify this by calculating the two binding energies,
E+ = M1,1 −Mu −Mv = m
3
2
[ jW++ −W−−j − jW++ −W−+j − jW−+ −W−−j ] ;
(78)
E− = M1,1 −Mu˜ +Mv˜ = m
3
2
[ jW++ −W−−j − jW+− −W−−j − jW++ −W+−j ] ;
from which we observe that E = −U. Note that, although the quantities E
are of second order in 2 and 2, it is sucient to use the expressions (36) which are
only valid to rst order in  (and are formally exact in ) for the values of Wij . This
is due to the fact that for real  and  the values of Wij are real and E vanishes.
Thus E arises as an eect quadratic in the imaginary parts of the dierences of Wij
which by themselves are linear in 2 and 2.
Finally, we also write down the asymptotic behavior of the potential as s! 1,
U(s) −! U +K exp(−21−mjsj) +    ; (79)





−6Mr (2 2) + 3 (1− 21) 1− 2
]
: (80)
We have made the assumption here that 1− < 1+. We see that the characteristic
distance s is dened by 1=m1− which as expected is the wavelength for the lightest
particle in the model. We also observe that the spin dependent term contributes to the
exponential tail. Moreover, on the CMS where 22 = 0, it is the only contribution.






The eect of this regime of enhanced quantum corrections near the CMS will be con-
sidered in more detail in the next subsection.
4.2 Properties of the two-soliton system
As expected, the second term in the potential in Eq. (74) is of higher order than the
rst in the loop expansion parameter . However the second term is of lower order in
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the small parameter 2 and, by tuning 2, one can study this potential both in the
classical limit corresponding to 2  2=m2 and in the quantum limit 2  2=m2, or
anywhere in between as long as the condition for validity of the formula (74), 2  1,
is maintained. Upon a slightly more detailed inspection of classical vs quantum eects
in the Hamiltonian (74) one can readily see that in fact the quasiclassical parameter





introduced in section 2, where s0 is the classical equilibrium separation determined by
(48). Recall that  measures the quantum correction to the curvature of the potential
near the classical minimum, the system being essentially classical for   1, and highly
quantum for   1.





Near the CMS the equilibrium distance s0 becomes large, and the derivative w
0
ν1(ms0) is
exponentially small. Thus we arrive at the conclusion that on approach to the CMS the
behavior of the system always becomes essentially quantum, although it still remains
tractable in terms of the eective quantum mechanics described by the Hamiltonian
(74).
When the system admits a supersymmetric ground state, the corresponding wave
function  0(s) can always be found as














where for deniteness we again assume 2 > 0, and gν(s), dened by Eq. (52), is
the integral of wν(s). Independently of the quasiclassical parameter  the maximum
of  0(s) is always located at s0. However the spread of the wave function, i.e. the
dispersion of the distance between the solitons in the BPS bound state, essentially
depends on the parameter . As  ! 0 the full potential has a minimum at s = s0, and
the system is classically located at the minimum. At larger  the minimum of the full
potential shifts towards s = 0, reaching s = 0 in the limit   1, but the maximum
of the wave function is still at s = s0. In the latter extreme quantum limit the system
resembles the deuteron: the wave function spreads over distances much larger than
the size of the interaction region. In the two-soliton system this behavior is even more
drastic at large  than in the deuteron: the wave function reaches its maximum far
beyond the interaction region. The classical and the quantum behavior of the system
at dierent values of  is illustrated by a series of plots in Fig. 7, 8.
One may also note that in general the interaction of the two solitons is strong only
at distances of order m−1 near s = 0: the potential is asymmetric in s and changes
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Figure 7: Plots of the full potential U(s) (arbitrary units) for several values of ξ, corre-
sponding to the same value ν2/µ2=0.95 (the classical equilibrium point is at ms 2.56 and
is shown by heavy dot). Fig. a: details of the potential near minimum for ξ = 0.01 (solid),
ξ = 1 (dashed), and for ξ = 5 (dotted). Fig. b: the potential shown at a larger scale. The
curves for ξ  5 are practically unresolvable and coincide with the solid curve, the dashed
curve corresponds to ξ = 100. It can be noticed that the latter value of ξ still corresponds to
moderate values of λ/m: λ2/m2  7.7µ2.
rapidly near s = 0, i.e. the force is strongest where the solitons collide. A weak
attraction, exponentially decreasing at large s, either creates an essentially quantum
state, resembling a deuteron, or in the extreme classical case of very heavy solitons, the
attraction at large distances creates an exponentially shallow minimum of the potential,
where the classical bound state is located. The latter situation, however requires the
parameters of the original eld theory to be well inside the stability domain. As
these parameters approach the CMS, only the former, essentially quantum, picture is
realized.
Once one crosses the CMS, the wave function (84) is no longer normalizable, and







Figure 8: Plots of the ground state wave function ψ0(s) for ξ = 20 (dashed) and ξ = 200
(solid). As above, these parameters correspond to ν2/µ2 = 0.95 and the classical equilibrium
point is at ms  2.56.
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the physical ground state of the system is non-supersymmetric. The broadening of
the wave function for the bound state near the CMS is exhibited in Fig. 8. Thus, as
discussed in Sec. 2.2 the bound state level reaches the continuum on the CMS, where
it completely delocalizes, and on crossing the CMS the f1; 1g bound state is no longer
present in the physical spectrum.
4.3 Another dynamical regime: Composite states on both
sides of the CMS
In the example considered above with 2 6= 0, the approach to the CMS was determined
by Eq. (48). In the ‘interior’ domain, j2j < j2j, the equationW 0(s) = 0 has a solution
and consequently the composite soliton was BPS saturated. Upon approach to the
CMS, the zero of W 0(s) runs to innity and, after crossing the CMS at j2j > j2j,
there is no longer a solution to W 0(s) = 0 and hence no BPS soliton (see Fig. 9a).
(a)
BPS States
 C, P, P
BPS States
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Figure 9: Possible scenarios for the BPS spectrum, taken from a small region of Fig. 5,
where P1 and P2 refer to the two primary solitons, while C refers to the composite kink: (a)
A composite bound state C exists only on one side of the CMS; (b) a bound state exits on
both sides of the CMS.
The same model allows us to consider a dierent dynamical regime, where, in both
the ‘interior’ and ‘exterior’ regions, the spectrum of BPS states is the same (although
possibly rearranged), while on the CMS one still has delocalization, although only for
the wave function in this case as there is no diverging (classical) separation of the
constituents. To this end let us set  = 0 (i.e. discard the term linear in U; V in the
superpotential (24)). As explained in Sec. (3.1), at  = 0 the CMS is very simple,
Im  2 = 0: (85)








where w0(s) was dened in (54). For our purposes it is important that w0(0) = 0,
and that there are no other zero of W0(s). Thus the solitons always overlap classically.
However, as one approaches the CMS the wave function still spreads out due to the
fact that 2 ! 0. In particular, at large jsj,
w0(s) −! sgn(s); (87)
and one observes that the zero energy bound state exists for both positive and negative









times either j #i or j "i depending on the eigenvalue of 3. As j2j ! 0 the bound state
level approaches the continuum spectrum while the wave function swells. At 2 = 0 the
wave function is completely delocalized and there is no binding (in fact, no interaction
as the potential vanishes).
This dynamical regime is distinct from that considered previously where W 0 did not
vanish on the CMS; rather the CMS was characterized by the escape of the root of
W 0(s) = 0 to innity. In contrast, in the example considered in this section the root
of the equation W 0(s) = 0 does not shift at all. Despite this one may note that  still
diverges near the CMS due to its inverse dependence on 2.
5 Dyons in SU(3) N=2 SYM
We turn now to consider similar phenomena in N= 2 SYM. To study a model which
exhibits a CMS in the weak coupling region, one approach is to extend the gauge
group to rank greater than one. Here we shall consider the simplest example of this
kind with gauge group SU(3). This theory exhibits dyon solutions of two kinds: those
whose magnetic charge is aligned along a simple root { ‘fundamental monopoles’ { and
those whose magnetic charge is aligned along the non-simple root. These ‘composite
monopoles’ generically possess CMS curves at weak coupling, and so their dynamics in
this regime is amenable to a semi-classical consideration.
We shall not attempt to present a detailed analysis of the dynamics in this system,
but will concentrate on emphasizing the apparent similarity with the kink model dis-
cussed above. The long range interactions of dyons in these theories have recently been
studied in some detail [10, 12{16,20]. The crucial point we emphasize in section 5.3 is
that the apparent long range forces actually cancel on the CMS so that, as argued in
more general terms in Section 2, it is the short range core interactions which control
the dynamics of the composite bound state near the CMS.
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5.1 The BPS mass formula
We rst review the features of the classical BPS mass formula for N= 2 SYM with
higher rank gauge groups (see e.g. Hollowood et al. [21]). For the consideration of








~E2 + ~B2 + jjD0I jj2 + jj ~DI jj2 + [1; 2]2
)
; (89)
where ~E and ~B are the electric and magnetic elds, and I are the two real adjoint
scalars which may be rotated by an SO(2)R symmetry for which I is the corresponding
index, which will be implicitly summed below.
Completing the square in the conventional manner, and using the Bianchi identity
to integrate by parts, leads to the Bogomol’nyi bound for the mass of bosonic cong-
urations,
M  IQIE + IQIM (90)















The most stringent bound is obtained via an appropriate choice of the vectors I and
I . Specically, they must lie in the plane determined by QIE and Q
I
M , and if  is the
angle between the charge vectors, then the angle  between I and QIM is given by [22]
tan  =
jjQIEjj cos
jjQIM jj+ jjQIEjj sin
: (92)
The bound is saturated by congurations which satisfy the Bianchi identity, ~D  ~B = 0,
and the equations
D0
I = 0; I ~E + I ~B = ~DI ; (93)
with the vev of I required to lie in the Cartan subalgebra, I = φI H. Note that the
remaining Weyl freedom may be xed by demanding that φ1  βa  0 for a given set
of simple roots fβag. This denes a region which for jβa  (φ1 + iφ2)j   coincides
with the semiclassical moduli space of the theory.
From the charge vectors, one can then extract dimensionless charges q and g, via
QIe = φ
I  q; QIm = φI  g (94)











3Note that we set the vacuum theta–angle to zero.
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Here e is the gauge coupling, and nam and n
a
e are magnetic and electric quantum num-
bers. From these denitions, it will prove convenient to follow [10] and dene rotated
Higgs elds
aθ = 
II ; bθ = 
II ; (96)
where the subscript emphasizes that the rotation depends upon the charges of the
conguration through the required choice of the angle  in (92). In terms of these
variables, the BPS mass formula then has the simple form
M = aθ  q + bθ  g: (97)
Before we turn to consider possible CMS curves, we note that the advantage of
considering gauge groups of rank two or larger becomes apparent if we \lift" the system
to N = 4 SYM. The N = 4 SUSY algebra admits two central charges Z given by
Z = (Q1e Q2m) + i(Q1m Q2e): (98)
It is generally the case that jZ+j 6= jZ−j, and states which saturate the Bogomol’nyi
bound M  MaxjZj will preserve 1/4 of the supersymmetry. If, however, Z+ =
Z−, states which saturate this bound will preserve 1/2 of the supersymmetry. The
possibility of having 1/4 BPS states, which only occurs for rank > 1, dramatically
increases the number of CMS curves accessible to semiclassical analysis, since 1/4 BPS
states generically exhibit regions in the parameter space where they become marginally
stable with respect to \decay" into 1/2 BPS states. In this sense it is useful to think
of 1/4 BPS congurations as composite.
This discussion has been framed within N = 4 SYM, but this was simply for orien-
tation. In order to preserve any fraction of supersymmetry, four of the six real adjoint
scalars must vanish asymptotically, and thus the congurations discussed above all
\descend" to give BPS congurations in N=2 SYM. The dierence is that now only
Z− remains as a central charge [16] and all of these states are 1/2 BPS states from the
point of view of the N=2 SUSY algebra. The Bogomol’nyi bound we reviewed above
leads precisely to the BPS mass formula M = jZ−j as expected.
Restricting our attention now to the gauge group SU(3), then on the Coulomb branch
the gauge group is broken down to U(1)2 and there can be eld congurations which
are electrically and magnetically charged under either of these U(1)’s [23]. We can
associate a simple root with each U(1), β1 and β2, and following Weinberg [23] we
use the term ‘fundamental dyons’ to refer to those congurations whose charges are
aligned along one of these simple roots. Congurations whose charges are aligned
along non-simple roots (i.e. β1 + β2) will be referred to as ‘composite’. We shall focus
on a particular composite conguration which has received considerable attention in
the recent literature { namely the (1,1) dyon which has equal magnetic and diering
electric charges along both simple roots.
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5.2 Marginal stability
The BPS mass formula for the (1,1) dyon takes the form,
M(1,1) = j(φ1 + iφ2)  [(q1 + ig)β1 + (q2 + ig)β2]j; (99)
where g = g1 = g2 = 4=e. This conguration has a CMS curve where it is marginally
stable with respect to two fundamental dyons with charges (q1; g) and (q2; g) aligned
along the simple roots β1 and β2 respectively.
To represent the marginal stability condition it is helpful in this case to borrow some
geometric notation from the realization of these congurations in terms of Type IIB
string junctions [24,10]. Specically, using simple roots of unit length for convenience,
we can represent the charges as SO(2) unit-vectors R^i. In particular, the electric and
magnetic charges of the fundamental dyons have the form
~QiM = giR^
i; ~QiE = qiR^
i: (100)
For the (1,1) state above, the marginal stability condition: M(1,1) = M1 + M2 then
takes the geometric form






where ! is the obtuse angle between R^1 and R^2. The conguration is represented in
Fig. 10. Away from the CMS one has [10] R^1  R^2  cos( − !) and thus ! represents
the minimal misalignment between the charge vectors. Recall, that if the electric mass
term is ignored (which is a good approximation at weak coupling) the CMS condition
reduces to the usual collapse of the triangle of magnetic charges to a line.
R ω1 R 2
Figure 10: The triangle formed by the charge vectors. The base corresponds to the magnetic
contribution to the mass of the (1,1) configuration.
5.3 Zero modes and moduli spaces
In order to understand the low energy dynamics near the CMS, we rst recall some
details regarding the zero mode structure of dyon solutions in N= 2 SYM. The un-
broken N=1 supersymmetry pairs bosonic and fermionic zero modes [25] so we shall
focus here just on the bosonic modes. Generic dyon solutions, corresponding to the
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embedding of the SU(2) monopole along some root of SU(3) have four bosonic zero
modes [21] parametrizing the moduli space,
M1 = R3  S1: (102)
These modes are naturally identied as the centre of mass position in R3 and the
S1 is an isometry associated with the unbroken U(1) gauge symmetry which shifts the
electric charge via its action on A0. This isometry implies in particular that the electric
charge is a well-dened conserved quantity for the dyon.
For dyons embedded along a simple root, this is the moduli space for all choices of
eld-theoretic moduli. However, if we consider composite dyons, then there will be co-
dimension one curves in the space of eld-theoretic moduli where the monopole moduli
space M enlarges to a space of dimension eight, as is compatible with separating the
constituents into two isolated fundamental dyons [21, 22]. This result was obtained
in [21] using the index calculations of Weinberg [23] for real Higgs elds. The curves
on which the moduli space enlarges were shown [21] to coincide with the CMS curves
for these states, as one might anticipate.
At this point we note that the important feature of the composite dyon congurations
that we are considering here, which involve mis-aligned charges, is that they must also
satisfy a nontrivial equation of motion for A0 which in the rotated basis takes the
form [10] (in A0 = −aθ gauge)
D2aθ = e
2[bθ; [bθ; aθ]]: (103)
A crucial observation which allows progress on the problem of low energy dynamics for
composite congurations is that for a given monopole associated with the vev bθ, there
is a unique solution to (103) for each vev aθ [10], and consequently the bosonic moduli
space of the composite congurations coincides with the moduli space of monopoles
with the relevant magnetic charge.
For the case at hand, the magnetic charge is g = g(1 + 

2) and asymptotically, the
eight dimensional moduli space on the CMS is simply M1 M1. However, its exact
form has also been deduced in [26{28],
M2 = R3  RMTN
Z
: (104)
The rst factor corresponds to the centre of mass, while the second corresponds to
overall gauge rotations changing the total electric charge. The corresponding metric
is flat. The relative moduli space MTN is positive mass Taub-NUT space (which is
asymptotically R3S1) and describes the relative separation ~r and the relative phase





















(d+ ~w(~r)  d~r)2 (106)
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where ~w(~r) is the Dirac potential, r ~w(~r) = −~r=r3,  has period 4, and the discrete
identication Z acts on    + 4m=m1. Note that Taub-NUT has a U(1) isometry
@=@ implying that there is a well-dened conserved quantity which we can identify
as the relative electric charge. This is in contrast to the relative moduli space of two
SU(2) monopoles, the Atiyah-Hitchin manifold [29], which has no such isometry and
indeed such a system in general allows for charge exchange in the low-energy dynamics.
5.4 Low-energy dynamics
We reviewed the structure of the moduli spaces in some detail, because we recall that
in the Manton approximation [30], the low-energy dynamics of the solitons may be
understood as geodesic motion on the moduli space. The diculty with developing
this approach for the (1,1) state is that, as we have reviewed [21,22], the moduli space
which is generically M1 enlarges on CMS curves to M2.
In practice, there should be no discontinuity and the resolution of this point is that
the dynamics cannot be described purely as geodesic motion, but that one should
consider the dynamics on M2 with a potential which will generically x the relative
moduli for the constituents. As mentioned earlier, the (1,1) state is an example of
a 1/4 BPS state in N = 4 SYM and there has recently been considerable work on
extracting the form of this potential, and the corresponding low energy dynamics,
both in N = 4 [10{15] and N= 2 SYM [16]. We shall focus here just on the regime
very close to the CMS.
Absence of long range forces on the CMS
The enlargement of the moduli space on the CMS makes it clear that we should
expect no long range forces between the constituents on this curve, but that these
forces may be responsible for the freezing of moduli away from this curve. This picture
ts the general discussion of Section 2, and we now consider in detail how this happens.
For this purpose, its convenient to ignore the discussion of the full moduli space and
treat the constituent dyons as point particles. They carry electric and magnetic charge,
and will interact at rest through electrostatic, magnetostatic, and Higgs exchange.
Dyon 2 in the background eld of dyon 1 will experience the Higgs exchange as a shift
to its mass. Recall that the Higgs eld far from dyon 1 has a Coulomb correction to
its vev,





1 H : (107)
For large separations, the superposition of the two dyon solutions will linear, and the
eect of the background Higgs eld of dyon 1 will be to shift the scalar vev at dyon 2 [22]
according to the correction in (107). Consequently, there is an additional contribution
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where r = jx2−x1j. From this we obtain the Coulomb potential associated with Higgs
exchange. There are also the straightforward electrostatic and magnetostatic Coulomb
potentials leading to an eective Coulomb interaction given by,
Veff = − 1
8r
(









Similar expressions have appeared in [22] and [13]. If the charges were aligned, i.e.
R^1  R^2 = 1, we see that to quadratic order, the potential depends only on the electric
charge dierence, V / (q2− q1)2. This is also the standard result for SU(2) dyons [31],
with the distinction that the interaction here is repulsive rather than attractive [32].
What is of more interest here is that on the CMS, R^1  R^2 is given by (101), and on
substituting this expression into (109) we nd that,
V CMSeff = 0; (110)
up to exponential corrections that we shall consider shortly. Thus, as expected, the
Coulomb interaction has a coecient which we may interpret as the distance to the
CMS, and thus in some small neighborhood we can ignore these long range forces for
the purpose of understanding the behavior of the (1,1) bound state in the CMS region.
We have discussed the vanishing of long range interactions in the point particle limit,
as this seems the most transparent approach. However, its also of interest to connect
this picture with the formulation in terms of moduli space dynamics. The picture above
is then clouded somewhat by the fact that the electric charges are realized as Kaluza-
Klein momenta along additional S1 directions in the moduli space. More precisely, the
total charge is directly conjugate to such a cycle, but the relative charge is somewhat
more involved as Taub-NUT space has an S1 bred nontrivially over the base space
R3. Consequently, the relative charge is realized as a conserved quantity within the
moduli space dynamics, but its value depends on the relative separation. One nds
that a Coulomb potential associated with the dierence of the two electric charges of
the constituents, V / (q)2 is then realized geometrically, and enters the kinetic term























( _+ ~w(~r)  _~r)2
)
: (111)
The second term determines the eective Coulomb interaction through the fact that






( _+ ~w(~r)  _~r) = q; (112)
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which exhibits the explicit r{dependence noted above.
The second contribution to the Coulomb potential is associated with mis-alignment




a _zb − U(r): (113)
Clearly we expect that this potential must contain a Coulomb component which can
cancel the contribution from the metric on the CMS. The origin and form of this (long
range) potential has been addressed in detail recently in [10{16], and we will note here
only the origin of the required Coulomb term.
The most transparent way to see this follows the work of Tong [12] (see also [33]),
where it was shown that the electric contribution to the BPS mass, aθ  q, can be
expressed as a non-constant function on the bosonic moduli space. Specically, it
inherits a dependence on the equilibrium relative separation r0 through the fact that
this separation is classically xed for a given choice of vevs. It was pointed out in [12]
that aθ  q can be written in terms of large gauge transformations under the unbroken
gauge group, with the gauge parameter chosen as aθ. This gauge invariance is realized
within the collective coordinate dynamics as a set of U(1) isometries of the bosonic
moduli space. Consequently, if we denote the corresponding Killing vectors as Ka, one
nds [12] aθ  q = jjaθ Kjj2, where the norm is taken with the moduli space metric.
To represent this expression in a convenient form, we note that within the compos-
ite system there are two U(1) isometries conjugate to the two electric charges of the
asymptotic constituents, or equivalently a linear combination of the total and relative
electric charge. For the specic case of the Taub-NUT metric, one obtains an explicit
expression for the electric mass of the form [12],








where (aθ  q)tot refers to the (constant) contribution associated with the total electric
charge, while (aθ  q)CMS refers to the value of the electric mass on the CMS. The r0
dependence actually arises directly from the metric, gχχ, and the critical relative charge
qc is dened as the value at which the equilibrium relative separation r0 diverges, as
is apparent from (114). Using for example the results of [10] one can readily check that
this delocalization arises precisely on the CMS.
Although, this expression has not been derived as a potential, one can check that
precisely on the CMS, it cancels the Coulomb interaction hidden within the kinetic
term in (111).
Short Range Interactions
We have argued that in a suitably small region near the CMS, the long range inter-
actions are suppressed, and the formation of the (1,1) bound state is then determined
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by the short range interactions of the two constituent dyon cores. A full solution for
the (1,1) conguration was obtained in [10], from which one can in principle determine
the potential by substitution into the action. However, we will limit ourselves here to
a few remarks, as it follows from the absence of long range forces near the CMS, and
the structure of the BPS mass spectrum, that the dynamics should be qualitatively
quite similar to that of the kink model discussed in Section 4. In particular, in the rest
frame the SQM Hamiltonian can be represented in the form
HSQM = fQ1; Q1g = fQ2; Q2g = M − jZj; (115)
where Q1 and Q2 are appropriate real linear combinations of the eld theoretic super-
charges [13{16] as in Section 2 (note that the eld theory now involves eight super-
charges). The vacuum state for this system will correspond to the (1,1) bound state if
it is supersymmetric, which will be the case on only one side of the CMS.
It is straightforward to check that the leading exponential correction to the potential
does not vanish on the CMS. To see this we can extend the point particle analysis above
to include the leading short range correction. The electric and magnetic elds have
leading corrections of O(e−mr) with m the appropriate mass scale, while the Higgs eld
has a subleading correction of O(e−2mr). Consequently, there can be no cancellation
as for the leading Coulomb terms on the CMS. It is worth noting that purely geodesic
dynamics on Taub-NUT space is not sensitive to short range interactions, they enter
only via the superpotential. In contrast, for SU(2) dyons, the Atiyah-Hitchin manifold
[29] exhibits such corrections explicitly in the Ka¨hler metric.
As a nal point we note that if (as seems likely) the SQM superpotential W depends
only on the relative separation of the constituents, the classical potential will also
inherit a Coulomb dressing from the Taub-NUT metric, which may be interpreted as
a relativistic correction to the dynamics which becomes important outside the narrow
CMS region. The potential will have the form,






where we expect W 02  O(e−mr) up to constant terms which contribute to the binding
energy away from the CMS, but vanish on it according to (115).
6 Delocalization via Massless Fields
On particular submanifolds of the CMS, the discussion we have presented above may be
incomplete because certain elds may become massless precisely on these submanifolds.
Indeed, generically there will be particular points on the CMS where states which are
stable on both sides are massless. The presence of these singularities in moduli space
can then be thought of as the ‘origin’ of the CMS since marginally stable states may not
be single valued on traversing a contour around the singularity, and so a discontinuity
38
in the spectrum becomes necessary for consistency. For example, this point of view
provided one of the rst arguments for the fact that the W boson must be removed
from the spectrum inside the strong coupling CMS in N=2 SYM [3].
In this section we shall discuss the behavior of BPS states near these singular points.
We rst discuss a simple 2D Wess-Zumino model, and then turn to the formally quite
similar case of monopole-quark bound states in N= 2 SYM with one massive flavor
near the point where the quark becomes massless. We will nd in both examples that
the discontinuity of the BPS spectrum is explained by the delocalization of fermionic
zero modes of the soliton on the CMS.
6.1 Breaking N= 2 to N= 1 and the restructuring of WZ
solitons
In this section we will consider a simplied version of the N = 2 Wess-Zumino model [8]
in two dimensions considered in Section 3. We shall set the second eld X to zero,
but consider a new perturbation which breaks N=2 down to N= 1 . This setup was
introduced in Ref. [34] (see Sec. 8).
The superpotential prior to perturbation is then of the standard Landau-Ginzburg
form, and its worthwhile recalling a few pertinent details of these theories. A general
classication of the N = 2 Landau-Ginzburg{type theories in two dimensions was
given in [1], while construction of the representations of the N= 2 superalgebra with
central charges was presented in Refs. [19]. It was shown that the supermultiplet of
BPS soliton states is shortened, and this shortened multiplet consists of two states
fu; dg as we discussed earlier in Sec. 3. In particular, in N=2 theories there exists a
conserved fermion charge f . The fermion charge of the u and d states is fractional but
the dierence is unity, fu − fd = 1.
What changes on passing to N=1 in two dimensions? The irreducible representation
of theN=1 algebra for BPS states is now one-dimensional (to the best of our knowledge
this was rst noted in Ref. [34]). The only remnant of the fermion charge is a discrete
subgroup Z2 which is spontaneously broken.
It is natural then to expect a restructuring of the BPS spectrum when N=2 is broken
down to N=1. We will study the manner in which restructuring occurs by considering
the spectrum of fermionic zero modes of a soliton solution as we vary the soft breaking
parameter . We observe that for small  the BPS spectrum remains the same as in
the unbroken N=2 theory. However, starting at a critical value  { corresponding to
a ‘point of marginal stability’ { half the BPS states disappear from the spectrum. This
occurs because quasiclassically the counting of states in the supermultiplet is related to
the counting of zero modes of the soliton and when  reaches  some of the fermionic
zero modes become non-normalizable. To follow their fate one can introduce a large
box. Then the number of states does not change, but at  =  the identication of
states with zero modes implies that half the BPS states spread out all over the box
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while for  >  they lie on the boundary of the box and are removed from the physical
Hilbert space. This picture is quite analogous to the quantum mechanical discussion
in Section 2. However, as we shall see, the quantum description is complicated here by
the presence of a massless eld.
We take the Ka¨hler metric to be canonical and the cubic superpotential of the model
is conveniently represented in terms of real bosonic variables ’i, i = 1; 2,








In fact, W(’1; ’2) is harmonic
@2W
@’i@’i
= 0 for N = 2 : (118)
as it is the imaginary part of the four dimensional superpotential which is analytic in
’1 + i’2. This is therefore a reflection of N=2 supersymmetry in two dimensions.
Now, to break N = 2 down to N = 1 we consider a more general, nonharmonic,
superpotential W (’1; ’2),
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but the second exists only for  > m, and vacua collide when  = m.
This model exhibits a classical kink solution which interpolates between the rst set







; ’2 = 0: (121)







The zero modes corresponding to this kink are as follows:





in the eld ’1 corresponds to (the spontaneous breaking of) translational invariance,
0 / d’1=dz :
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The constant C in Eq. (123) is a normalization constant; its explicit numerical value is
not important. (Below the normalization constants in the zero modes will be omitted.)
(b) two fermionic modes: By virtue of N=1 supersymmetry the rst zero mode in the
eld  1,2 (the indices number the superelds and fermionic components in the basis
where γ0 = 2, γ






appears in the eld  2,1. At  = 0 the existence of this mode is a consequence of the
N=2 SUSY, and 0 coincides with 0. At nonvanishing , when the extended SUSY is
broken, this zero mode is maintained by virtue of the Jackiw-Rebbi index theorem [17].
An interesting feature of the zero mode 0 is that it is asymmetric in z for  6= 0.
Moreover, this mode is normalizable only for
 < m : (125)
This is readily seen from its asymptotics,
0(z !1)  e−(µ+m)z ; 0(z ! −1)  e−(µ−m)z ; (126)
The explicit form of the zero mode for few values of  is exemplied in Fig. 11. The







Figure 11: The kink profile (solid line), with the zero mode ξ0 for µ/m = 0 (dotted line),
µ/m = 0.8 (short-dashed line), and µ/m = 1 (long-dashed line). Note that the vertical scale
has been altered for ease of presentation.







in one of the vacua between which the soliton solution interpolates. In other words,
one of the vacuum states has gapless excitations at this point. Indeed, in the z ! −1
vacuum, the eigenvalues of the fermion mass matrix are: m and −m, and thus indeed
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at the point  = m where the vacuum branches meet, there is a massless eld. This
system represents a simplied analog of an Argyres-Douglas point in that the massless
eld arises through the collision of vacua. Furthermore, we see that this infrared eect
destabilizes one of the fermionic zero modes of the soliton.
To study the infrared behavior in detail let us put the system in a large box, i.e.
impose boundary conditions at z = L=2 where L is large but nite. We choose
these conditions in a form which preserves the remnant supersymmetry in the soliton














= 0 ;  i 1
∣∣∣
z=L/2= 0 ; (127)
(see Ref. [34] for details). It is easy to check that the soliton solution (121) as well
as the zero modes (123), (124) are not deformed by these boundary conditions, i.e.
(121) remains a solution of the classical BPS equations with the appropriate boundary
conditions at nite L.
In the nite box there is no problem with normalization; the zero mode (124) remains
a solution of the Dirac equation in the soliton background for all . However, at  > m
the mode is localized on the left wall of the box instead of sitting on the soliton as is
the case at  < m. Thus, at  = m the critical phenomenon of delocalization starts.
As we will show below, upon quantization this means that some BPS soliton states
have disappeared from the physical Hilbert space.
Quantization
We shall not present a detailed analysis of the quantization of the system here as
it requires a somewhat dierent treatment to the supersymmetric quantum mechanics
we have considered thus far. In this case, one needs to consider the dynamics of the
light eld in addition to the collective coordinates of the soliton.
However, provided we only consider a region somewhat away from the CMS, the
spectrum is easily determined. As usual, the remnant N = 1 supersymmetry pairs
the nonzero modes (one bosonic to two fermionic) around the soliton (see e.g. Sec. 3G
of [34]), and the relevant contributions cancel. Thus the soliton spectrum is determined
by the zero modes, corresponding to which we have one bosonic collective coordinate z0
corresponding to the centre of the kink, and two real Grassmann collective coordinates
1 and 2 determined by the zero modes,  1,2 = 10(z) +    and  2,1 = 20(z) +
  . Combining them into one complex parameter  = (1 + i2)=
p
2, the collective
coordinate dynamics at  = 0 is determined by the quantum mechanical system
Leff = −M + 1
2
M _z20 + iM  _; (128)
where M is the physical kink mass, which we can set to one.
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The quantization is carried out in the standard manner. If z0 and  are the canonical
coordinates, we introduce the canonical momenta
z0 = _z0 ; η = −i ; (129)
and impose the (anti)commutation relations
[z0 ; z0] = −i ; fη; g = −i : (130)
One then proceeds to construct the raising and lowering operators in the standard
manner. From Eqs. (129) and (130) it is clear that  can be viewed as the lowering
operator, while  is the raising operator. One then denes the ‘vacuum state’ in the
kink sector by the condition that it is annihilated by ,
j‘vac0i = 0 :
The application of  produces a state which is degenerate with the vacuum state.
j‘vac0i and j‘vac0i are two quantum states which form a (shortened) representation of
N=2 supersymmetry (at  = 0). It is clear that these two states, which are degenerate
in mass, have fermion numbers diering by unity.
What happens at  6= 0? At  < m the situation is exactly the same as at  = 0
(apart from the fact that the fermion number is not conserved now and we must classify
the states with respect to their Z2 properties). We have two degenerate quantum states,
both are spatially localized and belong to the physical sector of the Hilbert space. At
 = m only the vacuum state is localized. The spatial structure of the second state
j‘vac0i has a flat component, which extends to the boundaries of the box. At  > m
this component is peaked at the boundary. The easiest way to see this is to introduce
an external source coupled to "ij  i j . Thus, the state j‘vac0i disappears from the
physical sector of the Hilbert space. The supercharge Q1 acting on the state j‘vac0i
produces this state itself, rather than another state. (We recall that Q2 annihilates
j‘vac0i.) Formally this looks like a spontaneous breaking of the remnant supersymmetry.
6.2 4D fermionic monopole states in N=2 SYM
The behavior observed in the Wess-Zumino model above is mirrored in N=2 SYM with
gauge group SU(2) and one massive quark hypermultiplet. In particular, this system
exhibits an Argyres-Douglas point when the singularities associated with monopole
and quark vacua collide. Unfortunately, this occurs at strong coupling and is out of
the range of our semi-classical analysis. However, it is also of interest to consider the
vicinity of the quark singularity itself. In contrast to the dyon singularities encountered
in Section 5, this singularity can be placed at weak coupling by choosing a large quark
mass. It will be convenient in this case to limit our discussion to a one dimensional
submanifold of the moduli space which contains the point where the quark becomes
massless.
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We rst review the relevant details of this model. In N=2 SYM with Nf massless
hypermultiplets in the fundamental representation, there is an SO(2Nf ) global sym-
metry rotating the hypermultiplets. Turning on one N=2 invariant mass term breaks
this to SO(2Nf − 2)SO(2), and the charges under the abelian factor allow new con-
tributions to the central charge. Specically, for Nf = 1 massive flavor the BPS mass





2j (ne + nmcl) a+ Smj; (131)
where a = h3i 2C. The electric (ne), magnetic (nm), and quark number (S) charges
in this expression are integral, while cl = 8i=g
2 following the normalization of [35],
and the quark masses have been rescaled by a factor of
p
2 to simplify some of the
later formulae.
In general, the dyonic states then lie in spinor representations of the SO(2Nf) sym-
metry due the presence of fermionic zero modes in this background. However, these
zero modes may delocalize on marginal stability curves. To be specic we can x unit
electric, magnetic, and quark charges, and there is then a marginal stability condition
for a fermionic monopole conguration,
ja+ cla+mj = jclaj+ ja+mj; (132)
which we may therefore interpret as a bound state of a monopole and a quark, which
are the two states on the right hand side of this relation. The semiclassical moduli
space is parametrized by a, where jaj  , and we mod out by the action of the Weyl
group by ensuring that Re(a) > 0. Thus the condition for marginal stability (132)
reduces to the existence of a zero eigenvalue for Re(+m), i.e.
Det[Re(+m)] = 0: (133)
The relation between this constraint and the existence of fermionic zero modes for
the hypermultiplet quarks has been studied by Henningson [18], the main points of
which we now briefly review. One needs to count the number of normalizable solutions
of the Dirac equation,
(iγµDµ −Re(+m) + iγ5Im(+m)) = 0: (134)
Since the R-charges of  and m are the same, its convenient to rotate Im(+m) ! 0,
and we can restrict attention to the line in moduli space where  + m is real. Note
that this includes the point where the quarks are massless +m = 0, which is also the
intersection of this submanifold of the moduli space with the CMS constraint (133).
Consequently, we have only a ‘point of marginal stability’ in this subspace, which is
where the quarks are massless.
With a suitable basis of γ{matrices, this equation then has the 22 form (A0 = 0









D = iiDi − iRe(+m): (136)
The number of fermionic monopole states is then 2n where n is the number of nor-
malizable solutions. Zero modes are given by D − = 0 and Dy + = 0, and thus
their number is dim Ker(D)+dim Ker(Dy). One may readily check that as the radial
distance from the monopole centre tends to innity,
DDy −! −@2 + (Re(+m))2: (137)
Here we have used the BPS equation Bk = Dk, and knowledge that Ai(r !1) ! 0
in the monopole solution. Thus we see that DDy is a positive operator asymptotically,
and thus has no normalizable zero modes4. Consequently, since kerDy  kerDDy, we
deduce that Dy has no normalizable zero modes, and so counting the number of zero
modes can be reformulated as the calculation of the index, dim Ker(D)-dim Ker(Dy).
From the Callias index theorem [36],




Tr(U dU ^ dU); (138)
where U = −jRe( + m)j−1Re( + m), this result is constant provided Re( + m) >
0. Henningson [18] has shown that when an e-value crosses zero, the jump in the
index is given by (index(D)) = Q  Q0, where we consider the wave function of a
particle with charge vector Q in the presence of charges Q0 at the origin (Q Q0 denotes
the symplectic product qeq
0
m − qmq0e). Thus the jump in the number of states in the
monopole background is 2QQ
′
as we cross the CMS.
For our purposes it will be enough to consider the case of quarks in the background
of a unit charge monopole, for which the above results can be deduced by explicit
analysis of the asymptotics of the Dirac equation following Jackiw and Rebbi [17]. The
background eld conguration for the monopole is
 = x^ii(r) A0 = 0 Ai = ijk
jx^kA(r); (139)
where x^i = xi=r and r2 = xixi. This solution is invariant under angular momentum,
spin, and isospin rotations, and asymptotically A(r) ! 0 and (r) ! a = h3i. The
spinors   contain SU(2) doublet and spinor indices, and so it is natural following [17]
to to decompose the spinor into singlet and triplet contributions since the spin of the
nal conguration is integral. Assuming the ground state respects the symmetries of
the monopole conguration a natural decomposition is [18]
 κα = 
κ
α s(r) + x^
i(i)κα v(r); (140)
where  and  are respectively SU(2) and spinor indices, and D − = 0 and Dy + = 0
then reduce to radial equations.
(@r + 2A Re()) s  Re(m) v = 0 (141)
(@r + 2r
−1 − 2A Re()) v  Re(m) s = 0: (142)
4This conclusion follows directly in the absence of a hypermultiplet mass term where this operator
is positive for all r [23]
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When m = 0, these equations decouple and there is a normalizable asymptotic mode
for  −s and  
−
v . However,  

v has no regular solution near r = 0, and thus there is
a single solution corresponding to  −s which is the well known result of Jackiw and
Rebbi [17].
When m 6= 0, the asymptotics are a linear combination of the modes,
exp(Re(a−m)r); exp(Re(a+m)r); (143)
of which only two are normalizable as r ! 1. Without loss of generality, we take a
and m to be real and positive. Then for a > m, the situation is as before and one can
construct a single normalizable zero mode. However, when a < m, the asymptotics for
 s and  v contain a linear combination of normalizable and non-normalizable modes,
and one cannot construct a normalizable solution which is regular near r = 0.
For the purposes of the present discussion, it is convenient to assume that we have
imposed supersymmetry preserving boundary conditions on a large radius sphere, as
in the previous subsection. The asymptotic form of the localized zero mode for m < a
is then given by,
c1e
−(a+m)r + c2e−(a−m)r ; (144)
with some subleading coecients c1 and c2. In this case we see that at a = m there
is a transition, and the mode acquires a delocalized component which migrates to the
boundary, and is peaked there for a < m. Thus the multiplet associated with the
presence of this zero mode delocalizes at a = m, which is precisely the CMS (133) for
our choice of gauge. This discontinuity of the spectrum is then in agreement with the
analysis of the index.
Although the spectrum associated with the monopole background does exhibit a
discontinuity, its important to note that a compensating shift in the spectrum associ-
ated with an anti-monopole background also occurs on the same CMS curve. For the
anti-monopole, the roles of the Dirac operators D and Dy are interchanged, and conse-
quently the number of states in the combined monopole and anti-monopole background
is invariant. Crossing the CMS can then be interpreted as causing a rearrangement of
the spectrum.
7 Concluding Remarks
Using quasiclassical methods we have argued that the underlying dynamics of mar-
ginally stable solitons is determined (generically) by non-relativistic supersymmetric
quantum mechanics with a potential of ‘deuterium’ type, i.e. with only short range
interactions, and a delocalized bound state wave function. Composite BPS states were
found to disappear on the CMS through a process of delocalization in coordinate space.
Within the quantum mechanical description this process was associated with the bound
state level reaching the continuum, while further progress beyond the CMS leads to a
potential with a non-supersymmetric ground state. Despite the fact that the binding
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energy went to zero on the CMS, the transition was nontrivial within the eective
dynamics because the system entered a highly quantum regime.
One of the crucial feature allowing a detailed investigation of the eective quantum
mechanical dynamics, was the linear realization of supersymmetry in the two-soliton
sector of the nonrelativistic SQM system. Such features are not new and have also
been apparent in studies of the eective dynamics of two BPS dyons in N = 2 and
N = 4 supersymmetric gauge theories [13{16]. Note that this is rather less trivial than
observing a linear realization in the one-soliton sector. However, caution must be used
in interpreting the results for higher non-BPS excited states in the spectrum, as the
the eective nonrelativistic system has a limited regime of applicability, which is near
the CMS.
One may wander whether some of the conclusions noted above regarding the behavior
of composite bound states near the CMS might not be artifacts of the quasiclassical
approximation. In particular, returning to pure N=2 SYM with gauge group SU(2),
the classic example of marginal stability with which we started this discussion is that
of the W bosons on a CMS curve at strong coupling [4], for which our methods are not
directly applicable. However, we can present two suggestive arguments which imply
that this phenomenon involves delocalization in the same manner as the examples we
have discussed.
(1) The rst observation involves duality. Recall that the weakly coupled description
in the vicinity of the monopole singularity is a dual version of QED in which the
monopoles are light hypermultiplets [2]. The states carrying electric charge are solitonic
from the point of view of this magnetic theory. Thus if we view the monopoles as
dual quarks and the (ne; nm) = (1;−1) dyon as a state which also carries solitonic
(electric) charge, there is a bound state of the two which is just the W boson, and
which is much heavier than the monopoles provided we remain close to the monopole
point. From this viewpoint, the ‘decay’ of the W is remarkably similar to that of the
monopole-quark bound state discussed earlier, with the roles of electric and magnetic
charge reversed. One can also introduce a ‘dual quark number’ corresponding to the
SO(2) rotation symmetry of the monopole hypermultiplet. However, the analogy is not
complete because the spin structures (and thus the multiplet structures) are clearly
rather dierent in this case as the W boson has spin one.
(2) The second observation involves the realization of BPS states in terms of string
junctions in Type IIB string theory and the extension to F-theory which is relevant for
capturing quantum eects in N=2 SYM [37]. We recall that all three of the marginally
stable monopole congurations discussed here, dyons in SU(3) [24,10], monopole-quark
bound states [38], and also the W boson [39], may be realized as three{ or four{string
junctions within this framework. Although there is still a subtlety with this realiza-
tion, specically concerning a mismatch between eld- and string-theoretic counting
of bosonic moduli [11], its worth noting that a simple qualitative picture exists which
implies delocalization for all marginally stable states (including the W boson) which
can be realized in this way. The crucial point is that, in all cases, the behavior asso-
ciated with approach to the CMS is that one or two of the \prongs" of the junction
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shrink to zero length, suggesting that the underlying phenomenon is universal. Fur-
thermore, it has recently been pointed out [40] that this implies delocalization within
the worldvolume gauge theory, due to the fact that the equilibrium separation of the
two constituent states is inversely proportional to the length of the shrinking prongs.
As a nal remark, its worth commenting on additional subtleties which arise when
considering extended BPS objects. In particular, although we concentrated here on
BPS particles, the notion of marginal stability is more general as supersymmetry al-
gebras may also admit central charges supported by extended BPS objects such as
strings and domain walls. Indeed, our classical analysis in Sections 3 may be lifted
to four dimensions where the kink solutions describe BPS domain walls. However, we
concentrated on particle states specically for the reason that quantization in this case
leads to quantum mechanics, which is of course well-understood. The main technical
diculty in extending these arguments to solitons such as domain walls is that in ad-
dition to the dynamics of relative collective coordinates, one also needs to consider the
massless sector of the eld theory on the worldvolume of the soliton.
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Appendix: Classical soliton potential
In this appendix we present an alternative derivation of the classical potential (W 0(s))2
entering the SQM Hamiltonian. This approach is purely bosonic, but requires knowl-
edge of the composite soliton solutions obtained in Section 3.




3 (2 − 2 )2
 1+1−
: (A.1)
(For 2=2 < 0 the relative sign between 2 and 2 in this expression must be reversed.)
The formula (A.1) gives the minimum of U(s)−U+, where U+ is the value of potential
at s = 1, while the position of the minimum in s is given by Eq. (48). We can
combine these two results in order to nd the classical expression for U(s) by using
the standard Legendre transform approach. We introduce a source term in the original
superpotential (24), thus replacing W(; X) by
~W(; X; j) = W(; X)− m
2

j X ; (A.2)
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where j is a dimensionless (and in general complex) parameter corresponding to the
strength of the source. For a static classical conguration described by this super-
potential the calculation of the energy in fact gives the minimum of the functional
E(j):








dz d2 X(x; ) + h:c:
)
; (A.3)
where E(j) is the value of the original energy on the conguration which extremizes
the action at a given source strength j, and X(x; ) is the X supereld evaluated on
that conguration. (In fact, being static, X does not depend on time.)
Clearly the eect of the source term is equivalent to a shift in :  !  + j and for
our purposes it is sucient to consider a purely imaginary source, j = i j2. Then the
s dependent part of the functional E(j) for the two-soliton static conguration is read




3 (2 + j2 − 2 )2
 1+1−
; (A.4)
and the relation between the j dependent equilibrium position s and the value of j is
derived from Eq. (48)
2 + j2 = 2 wν1(ms) : (A.5)
The quantity of interest for us here, however, is not the functional E(j) as a function
of j, but rather the binding energy E as a function of s. The latter is found in the
standard way from the relation
E = E(j)− jdE
dj
(A.6)
with the variable j being eliminated in favor of s, using the relation (A.5). Performing
this simple operation on the expressions (A.4) and (A.5) one nds
E(s) = U(s)− U+ = m
3
2





3 (2 − 2 )2
 1+1−
; (A.7)
which represents the classical interaction energy of two primary solitons separated by a
distance s. Naturally, the minimum of E(s), as found from this expression, coincides
with that given by equation (A.1) at the separation s determined by (48).
Comparing the last term on the right hand side of Eq. (A.7) with the expression




3 (2 − 2 wν1(ms))2
 1+1−
; (A.8)
where the subscript reminds us that this is the potential found at the classical level.
This result correctly reproduces the energy dierence between the asymptotic states at
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both innities. With this normalization, one may readily check that the the minimum
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