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Abstract
The paper extends an impulsive control-theoretical framework towards dynamical systems
in the space of measures. We consider a transport equation describing the time-evolution
of a conservative “mass” (probability measure), which represents an infinite ensemble of
interacting particles. The driving vector field contains nonlocal terms and is affine in
control variable. The control is assumed to be common for all the agents, i.e., it is a
function of time variable only. The main feature of the addressed model is the admittance
of “shock” impacts, i.e. controls, which can be arbitrary close in their influence on each
an agent to Dirac-type distributions. We construct an impulsive relaxation of this system
and of the corresponding optimal control problem. For the latter we establish a necessary
optimality condition in the form of Pontryagin’s Maximum Principle.
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1 Introduction
Transport equations with nonlocal terms are extensively studied in the recent years. This
is mainly inspired by the two reasons: On one hand, such equations give a natural concept
of dynamical system in the space of probability measures. On the other hand, they can
often be viewed as certain limits of ordinary systems describing ensembles of indistinguishable
interacting “particles” (multi-agent systems), as the number of such particles tends to infinity.
The latter feature entails the appearance of this sort of distributed systems when modeling
collective behaviour in mathematical biology and social science [16,17,20,22,30].
Along with modeling issues, various control problems for transport equations (including
optimal control and dynamic games) naturally arise. A significant progress in analysing such
problems has been made in the last few years, mainly thanks to modern achievements in
geometry and analysis on metric spaces of probability measures [3, 39]. The existing works
are mainly concentrated in two directions: one collection of studies is devoted to necessary
optimality conditions [8–10, 20, 33], another part is focused on the dynamic programming
approach [5, 6, 18, 28]. In all cited papers, the driving vector field is assumed to be L∞
bounded in time variable, which makes the problem relatively regular. On the other hand, in
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some applications it is reasonable to deal with “unbounded” vector fields (e.g., constrained
in L1). For example, in opinion formation models [1, 38], different types of “chock” events
(financial defaults, acts of terrorism etc.) are sometimes unavoidable and should be taken
into account. These shocks can produce “almost discontinuous” trajectories of the modelled
dynamic processes; here, the reader can easily imagine (or remember) a situation when the
public opinion, social environment or economic indicators change dramatically in a very short
time period. Our goal is to investigate such “impulsive” phenomena in the control-theoretical
context.
More precisely, we study the transport equation
∂t µt +∇ · (vt µt) = 0, t ∈ [0, T ], µ0 = ϑ, (1.1)
actuated by a nonlocal vector field
vt(x) = f0(x) +
m∑
i=1
ui(t) fi(x) + (g ∗ µt)(x). (1.2)
Here, t 7→ µt is a one-parametric family of probability measures, [0, T ] is a given time interval,
and ϑ is a given initial probability measure; g ∗µ denotes the convolution of a function g and
a measure µ, defined by
(g ∗ µ)(x) .=
∫
Rn
g(x− y) dµ (y), x ∈ Rn.
In the setup of multi-agent systems, µt represents the portion of “individuals” occupying a
subset of the state space Rn at a time moment t. Function f0 : R
n 7→ Rn represents the
influence of the media (natural drift), fi : R
n 7→ Rn, i = 1,m, are control vector fields, and
g : Rn 7→ Rn models the communication of the agents.
Controls u = (u1, . . . , um) are chosen from the class U of Borel measurable1 essentially
bounded functions [0, T ] 7→ Rm, which are integrally constrained by a given constant M > 0:
F|u|(T ) =
∫ T
0
m∑
i=1
∣∣ui(t)∣∣ dt ≤M (1.3)
(hereinafter, Ff (t)
.
=
∫ t
0 f(s) ds denotes the cumulative distribution of f on [0, T ]; we agree
that Ff (0
−) = 0).
This choice of the set of admissible controls leads to the ill-posedness of the model (1.1)–
(1.3) in the sense that the tube of its trajectories is not closed in the space of continuous
measure-valued curves, which causes, in particular, the absence of solutions to associated
optimal control problems. Thus, one requires an appropriate mathematical technique for
describing “limit” control processes with possibly discontinuous trajectories.
Such techniques were developed for control ODEs, whose trajectories may jump (change
very fast) [12,23,26,31,35,40–42] or “vibrate” rapidly [13]. The most common approach here
is based on the so-called discontinuous time reparameterization [29], which “extends” instants
of jumps of a limit trajectory into intervals and associates the limit trajectory to a trajectory
1Since we shall deal with different measures on [0, T ], not necessarily absolutely continuous with respect to
the Lebesgue measure, we always assume all the functions Borel measurable not to care about their measura-
bility with respect to a concrete measure.
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of certain auxiliary ODE (the reduced equation) “living” on the extended time scale. In turn,
the reduced equation can be transformed into an object called the generalized differential
equation, which is controlled by first-order distributions (vector-valued Borel measures) and
admits discontinuous trajectories of bounded variation.
In this paper, we adapt the time reparameterization approach to control system (1.1)–
(1.3). As a byproduct, we construct a relaxation of the Mayer type optimal control problem
inf
{∫
Rd
ℓ(x) dµT (x) : µ is a trajectory of (1.1)–(1.3)
}
. (P )
This relaxation takes the form of an optimal control problem for the reduced transport equa-
tion. Its solutions, which do always exist, characterize the minimizing sequences of (P ).
Finally, we provide a necessary optimality condition in the form of Pontryagin’s Maximum
Principle for the relaxed problem.
The study extends our recent works [36,37] to the nonlocal case.
Outline. The manuscript is organized as follows: The introductory Section 1 performs
a very brief state of the art, and organization of the paper. Section 2 collects notations
and a few preliminaries related to measure theory (§ 2.2) and nonlocal transport equations
(§ 2.3). Section 3 is devoted to the relaxation of control system (1.1)–(1.3) and minimization
problem (P ). In § 3.1, we establish the well-posedness (i.e. the continuous dependence
of a distributional solution on both control input and initial data) of the Cauchy problem
for nonlocal transport equations with bounded vector fields. Next, in § 3.2, we reduce our
pre-impulsive model to an auxiliary PDE with measurable uniformly bounded inputs. § 3.3
exposes the actual extension of the original control system and its specification in the tradition
of impulsive control theory. § 3.4 discusses a representation of the impuslive control system
in the case of commutative control vector fields, and § 3.5 establishes the connection between
the extremal problems, stated over the reduced and impulsive equations. The main result of
the paper — the necessary optimality condition for the relaxed control problem in the form of
Pontryagin’s Maximum Principle (PMP) — is presented in Section 4 (§ 4.4), preceded by some
reasonings, such as the approximate PMP for the case of purely atomic initial distribution
(§§ 4.1, 4.2) and analysis of the Hamiltonian system (§ 4.3). In concluding Section 5, we
discuss possible applications of the obtained results to numeric analysis of ensemble and
mean-field control problems and mention their natural generalizations. In order to clarify the
presentation, the (most bulky) proofs of two auxiliary theorems — the well-posedness and
approximate Maximum Principle — are given in Appendices A and B.
2 Preliminaries
2.1 Notations
N the set of positive integers
R
n the n-dimensional arithmetic space
| · | the Manhattan norm on Rn
R+ the set of nonnegative reals
C∞c (U) the space of smooth functions with compact support lying in U ⊂ Rm
Lipκ(R
m) the space of κ-Lipschitz functions Rm 7→ R, κ ≥ 0
C0(Rm;Rn) the space of continuous functions Rm 7→ Rn
C1(Rm;Rn) the space of continuously differentiable functions Rm 7→ Rn
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C0([0, T ];X ) the space of continuous curves R ⊃ [0, T ] 7→ X in a metric space (X , d)
BV([0, T ];X ) the set of functions [0, T ] 7→ X with bounded variation
BV+([0, T ];X ) the set of BV functions which are right continuous on [0, T )
L1([0, T ];Rn) the Lebesgue space of integrable functions [0, T ] 7→ Rn
L∞([0, T ];Rn) the Lebesgue space of essentially bounded measurable maps [0, T ] 7→Rn
L∞w the space L
∞ equipped with the weak-∗ topology σ(L∞,L1)
∗
⇀ the weak-∗ convergence
P1 = P1(Rn) the set of Borel probability measures with finite first moment
Ln the n-dimensional Lebesgue measure
F♯µ the push-forward of a measure µ through a function F : R
n 7→ Rm
∇F the derivative of F : Rn 7→ Rm
µ, ν, γ probability measures
µ, ν, γ curves [0, T ] 7→ P1 in the space of probability measures
2.2 Facts from measure theory
Recall that P1 is the set composed of all measures with finite first moment, i.e., such that∫
Rn
|x|dµ (x) <∞.
This set admits a natural structure of complete separable metric space [39] when it is endowed
with the so-called Wasserstein distance W1 defined through the Kantorovich norm (see [7])
as follows
W1(µ, ν) = ‖µ − ν‖K = sup
{∫
Rn
ϕd(µ− ν) : ϕ ∈ Lip1(Rn)
}
.
We always assume that P1 is equipped with the metric W1. Remark that µj → µ in P1 iff∫
ϕdµj →
∫
ϕdµ ,
for all sublinear continuous functions ϕ : Rn → R, i.e., continuous functions such that |ϕ(x)| ≤
C(1 + |x|) for some C > 0 (see [39, Chapter 6]).
Given a probability measure µ on Rm and a Borel measurable F : Rm 7→ Rn, the push-
forward of µ through F , denoted by F♯µ, is a probability measure on R
n such that
F♯µ(E)
.
= µ
(
F−1(E)
)
for any Borel E ⊂ Rn.
For any F♯µ-integrable function ϕ : R
n → R, the following change of variables formula holds:∫
Rn
ϕ(y) dF ♯ µ(y) =
∫
Rm
(ϕ ◦ F )(x) dµ (x).
Given an abstract metric space X .= (X , d) and a closed interval [0, T ] ⊂ R+, a function
F : R 7→ X is said to have bounded variation (BV) on [0, T ] iff
Var[0,T ] F
.
= sup
N−1∑
i=1
d
(
Fti , Fti+1
)
<∞,
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where sup is taken over all finite partitions {ti}i=0,N ⊂ [0, T ], ti < ti+1, t0 = 0, tN = T of
[0, T ]. Note that, for any BV function F(·), the set ∆F ⊂ [0, T ] of its discontinuity points
(“jump points”) is at most countable.
On the set BV+([0, T ];X ) of right continuous BV functions we introduce the following
notion of convergence: Fk ⇁ F iff Fk(t) → F (t) at all continuity points of F and at the
boundary points of the interval [0, T ] 2. In the special case where X = R and all Fk are
monotone, the convergence Fk ⇁ F is equivalent to the weak convergence of the respective
(nonnegative or nonpositive) Lebesgue-Stieltjes measures dFk → dF .
Finally, recall that any F ∈ BV+([0, T ];Rn) admits a unique Lebesgue decomposition
F = F c+F d
.
= F ac+F sc+F d, where F ac and F sc are the absolutely continuous and singular
continuous (with respect to L1) functions, and F d is the sum of jumps F (τ)−F (τ−), τ ∈ ∆F .
2.3 Basic assumptions
In what follows, we accept the standard structural hypotheses
(A1) There exist C,L > 0 such that
m∑
i=0
∣∣∣fi(x)∣∣∣+ g(x) ≤ C for all x ∈ Rn, and
m∑
i=0
∣∣∣fi(x1)− fi(x2)∣∣∣+ ∣∣∣g(x1)− g(x2)∣∣∣ ≤ L |x1 − x2| for any x1, x2 ∈ Rn.
These assumptions guarantee that (1.1), (1.2) admits a unique solution, for any u ∈
L∞([0, T ];Rm) and ϑ ∈ P1 (see [32] or Theorem 3.1 below). Recall that solutions of (1.1), (1.2)
shall be understood in the weak sense, i.e., as absolutely continuous curves µ : [0, T ] 7→ P1
satisfying the relations: µ0 = ϑ,∫ T
0
∫
Rn
(
∂t ϕ(t, x) +
〈
vt(x),∇x ϕ(t, x)
〉)
dµt(x) dt = 0
for all ϕ ∈ C∞c ((0, T ) × Rn), and (1.2) for all x ∈ Rn and a.e. t ∈ [0, T ].
We abbreviate system (1.1)–(1.3) as (S), and denoted the set of its distributional solutions
by M. Here, we shall stress again that the set M of all such curves is not closed inside
C0([0, T ];P1). Indeed, put f0 = g ≡ 0, fj = 1, j = 1,m, ϑ = δ, and take a sequence
{uk} ⊂ U such that ukLm → δ narrowly. Then the respective trajectories of (1.1) converge
to a discontinuous function, which is not admitted by (S).
3 Impulsive relaxation
The forthcoming construction of a desired relaxation relies on the discontinuous time reparam-
eterization technique [29], which is a standard workhorse of the finite-dimensional impulsive
2This convergence is well-defined. Indeed, let F ′, F ′′ ∈ BV+ be such that Fk ⇁ F
′ and Fk ⇁ F
′′. By the
definition of “⇁”, F ′(t) = F ′′(t) as soon as t ∈ {0, T} or t ∈ (0, T ) is a continuity point of both F ′ and F ′′.
Fixed an arbitrary τ ∈ (0, T ), consider a sequence of points tj ∈ (0, T ) such that tj > τ , limj→∞ tj = τ , and
tj are continuity points of both F
′ and F ′′ (such a sequence does exist because the set of continuity points of
a BV-function is dense in (0, T )). Since both F ′ and F ′′ are right continuous, and F ′(tj) = F
′′(tj) for all tj ,
we have that F ′(τ ) = limj→∞ F
′(tj) = limj→∞ F
′′(tj) = F
′′(τ ). Thus, F ′ = F ′′ on the whole [0, T ].
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control theory, first adapted to the framework of transport equations in [36]. Such a reparam-
eterization reduces system (S), driven by an “unbounded” vector field v, to an auxiliary PDE,
actuated by another control-affine vector field w with geometrically constrained inputs. In
view of this, prior to the announced time reparameterization, we establish the well-posedness
of solutions to a certain general nonlocal transport equation, controlled by uniformly bounded
input signals.
3.1 Bounded controls: well-posedness
Consider a general nonlocal transport equation
∂t µt +∇ ·
(
V
[
µt, u(t)
]
µt
)
= 0, t ∈ [0, T ], µ0 = ϑ, (3.1)
where V : P1 ×Rm → C0(Rn;Rn) is a function which maps states and control parameters to
vector fields. Note that the choice V [µ, υ] = f0+
∑m
i=1 υi fi+ g ∗ µ boils equation (3.1) down
to (1.1), (1.2).
Here we assume that the controls u are taken from the class U˜ .= L∞([0, T ];U) produced
by a compact convex set U ⊂ Rm, which means that U˜ is bounded in L∞, in contrast to U .
Theorem 3.1. Suppose that V meets the following assumptions:
(1) There exist C,L > 0 such that, for all x, x′ ∈ Rn, µ, µ′ ∈ P1, and υ ∈ U , one has∣∣V [µ, υ](x)∣∣ ≤ C(1 + |x|), ∣∣V [µ, υ](x) − V [µ, υ](x′)∣∣ ≤ L |x− x′|,∣∣V [µ, υ](x) − V [µ′, υ](x)∣∣ ≤ L ‖µ − µ′‖K .
(2) For any curve µ ∈ C0([0, T ];P1) and any u ∈ U˜ , the time dependent vector field v
constructed by the rule vt
.
= V [µt, u(t)] is measurable in t. Moreover, u
k ∗⇀ u implies
vk(·)(x)
∗
⇀ v(·)(x) for any x, whenever u
k ∈ U˜ , vkt .= V [µt, uk(t)], and k ∈ N.
Then, for any u ∈ U˜ and ϑ ∈ P1, equation (3.1) has a unique solution µ[u, ϑ]. Furthermore,
the map (u, ϑ) 7→ µ[u, ϑ] is continuous as a function U˜ × P1 7→ C0([0, T ];P1), where U˜ is
equipped with the weak-∗ topology of L∞.
The proof of Theorem 3.1 is rather standard, so we defer it to Appendix A.
For each N ∈ N, define the map fN : R(N+1)n × U → Rn as follows:
fN (x, y1, . . . , yN , υ)
.
= V

 1
N
N∑
j=1
δyj , υ

 (x), υ ∈ U, x, yj ∈ Rn, j = 1, N.
By the first assumption of Theorem 3.1, fN is sublinear and Lipschitz in x and all yj with
some constant independent of N , while, thanks to the second assumption, the map t 7→
fN (x, y1, . . . , yN , u(t)) is measurable for any u ∈ U˜ . Furthermore, one can note that fN is
symmetric in yj, that is
fN
(
x, yσ(1), . . . , yσ(N), υ
)
= fN(x, y1, . . . , yN , υ),
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for any permutation σ of {1, . . . , N}. Hence, the following system of ODEs
x˙k(t) = fN
(
xk(t), x1(t), . . . , xN (t), u(t)
)
, k = 1, N, (3.2)
is well-defined in the sense that it has a unique solution for any initial point (x01, . . . , x
0
N ).
Proposition 3.2 (Discrete initial data). Under the assumptions of Theorem 3.1, the solution
of (3.1) corresponding to u ∈ U˜ and ϑN = 1
N
∑N
k=1 δx0k
takes the form
µ
N
t [u, ϑ
N ] =
1
N
N∑
k=1
δxk(t), t ∈ [0, T ],
where
(
x1(·), . . . , xN (·)
)
satisfies (3.2) with initial conditions xk(0) = x
0
k, k = 1, N .
The proof of Proposition 3.2 is given in Appendix A as well.
Remark 3.3. In view of Theorem 3.1 and Proposition 3.2, one can consider (3.1) as a limit
form of (3.2) as N → ∞. Indeed, for any fixed u ∈ U˜ , the ODE (3.2) allows to construct
ϑN and µN in the way of Proposition 3.2. Now, suppose that ϑN converges in the weak-∗
topology to some ϑ ∈ P1. Then, by Theorem 3.1, µN converges uniformly to µ[u, ϑ], i.e., to
the unique solution of (3.1) corresponding to the initial measure ϑ.
3.2 Unbounded controls: time rescaling and system relaxation
Consider the following reduced control continuity equation (Sˆ), “living” in the extended time
scale [0, S], S
.
= T +M :
∂s νs +∇ · (ws νs) = 0, s ∈ [0, S], ν0 = ϑ, (3.3)
ws(x)
.
= α(s)
(
f0(x) + (g ∗ νs)(x)
)
+
m∑
i=1
fi(x)βi(s), (3.4)
(α, β) ∈ Uˆ , β .= (β1, . . . , βm), (3.5)
Uˆ .=
{
(α, β) ∈ L∞([0, S];A) :
∫ S
0
α(s) ds = T
}
,
A
.
=
{
(a, b) ∈ R1+m : a ≥ 0, a+
m∑
j=1
|bj| ≤ 1
}
.
Remark 3.4. As is easily checked, the map V [ν, υ] = α(f0 + g ∗ ν) +
∑m
i=1 fiβi with υ =
(α, β), satisfies all the assumptions of Theorem 3.1. According to this theorem, for each
(α, β) ∈ Uˆ and ϑ ∈ P1, equation (3.3), (3.4) has a unique solution ν[α, β, ϑ]. Moreover, the
map (α, β, ϑ) 7→ ν[α, β, ϑ] is continuous as a function Uˆ × P1 7→ C0([0, S];Rn) when Uˆ is
equipped with the weak-∗ topology. In other words, control system (Sˆ) is well-posed.
The original system (S) is naturally embedded in (Sˆ) by the change of variable t = ξ(s),
where ξ is the inverse of
Ξ(t)
.
= t+
∫ t
0
m∑
i=1
|ui(ς)| dς , t ∈ [0, T ].
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Indeed, setting
α(s)
.
=
d
ds
ξ(s) =
1
1 +
∑m
i=1 |ui(t)|
∣∣∣∣∣
t=ξ(s)
and βi(s)
.
=
ui(t)
1 +
∑m
i=1 |ui(t)|
∣∣∣∣∣
t=ξ(s)
, (3.6)
one observes that (α, β) ∈ Uˆ , more precisely, α > 0 and α +∑mj=1 |βj | = 1 L1-a.e. on [0, S].
Furthermore, suppose that (µ, u) and (ν, α, β) are related by (3.6) and νs = µξ(s). Then
(µ, u) satisfies (S) iff (ν, α, β) satisfies (3.3), (3.4) (see, e.g. [2]). Note that ξ meets
ξ(s) =
∫ s
0
α(ς) dς , s ∈ [0, S], (3.7)
and ξ(S) = T .
Taken an arbitrary control (α, β) ∈ Uˆ , define ξ = ξ[α] by (3.7). Now, the function
t 7→ ξ(t) is not strictly monotone anymore, and its inverse Ξ = ξ−1 is undefined. Still, one
can introduce the pseudo-inverse ξ← of ξ as
ξ←(t) =

inf
{
s ∈ [0, S] : ξ(s) > t
}
, t ∈ [0, T ),
S, t = T.
The following assertion claims that, along with control processes of (S), reduced system
(Sˆ) also describes all their limits if the convergence is understood in an appropriate sense.
Theorem 3.5. Suppose that a sequence (µk, uk) of control processes of (S) converges to some
(µ,U) ∈ BV+([0, T ];P1) × BV+([0, T ];Rm) in the sense that µk ⇁ µ and Fuk ⇁ U. Let
(νk, αk, βk) be the control processes of (Sˆ) associated with (µk, uk), i.e., (αk, βk) are defined
by (3.6) with u = uk, and νk is the corresponding solution of (3.3), (3.4). Then
(1) the sequence (νk, αk, βk) has at least one cluster point (ν, α, β) in C0([0, T ];P1) ×
L∞w ([0, T ];R
m+1);
(2) each cluster point (ν, α, β) is a control process of (Sˆ);
(3) each cluster point (ν, α, β) satisfies the following identities:
µt = νξ←(t), U(t) =
∫ ξ←(t)
0
β(s) ds , t ∈ [0, T ], (3.8)
where ξ is defined by (3.7).
Proof. Since Uˆ ⊂ L∞ is closed and convex, it is also closed in the weak (and thus in
the weak-∗) topology of L∞. Now, it follows from the Banach-Alaoglu theorem that Uˆ is
compact in L∞w . This fact and the continuity of the input-output map (α, β) 7→ ν[α, β, ϑ]
imply assertions (1) and (2).
Let us prove assertion (3). Without loss of generality, we can assume that (νk, αk, βk)
converges to (ν, α, β). Consider the distribution functions ξk, ζk, ξ, ζ of controls αk, βk, α,
β, and denote by Ξk the inverse of ξk. In view of (3.6), one has
ζk
(
Ξk(t)
)
=
∫ Ξk(t)
0
βk(s) ds =
∫ Ξk(t)
0
βk(s)
αk(s)
dξk (s)
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=∫ t
0
βk
αk
∣∣∣
s=Ξk(ς)
dς =
∫ t
0
uk(ς) dς = Fuk(t).
By assumptions of the theorem, Fuk ⇁ U. Now, the convergence ζ
k ◦ Ξk ⇁ ζ ◦ ξ← would
imply the identity U(t) =
∫ ξ←(t)
0 β(s) ds. Analyzing the inequality∣∣∣ζk ◦ Ξk(t)− ζ ◦ ξ←(t)∣∣∣ ≤ ∣∣∣ζk ◦ Ξk(t)− ζ ◦ Ξk(t)∣∣∣+ ∣∣∣ζ ◦ Ξk(t)− ζ ◦ ξ←(t)∣∣∣ ,
we conclude that, after passing to the limit, the first term from the right-hand side vanishes
because ζk → ζ uniformly, while the second term vanishes at all continuity points of ξ← and
at T since Ξk ⇁ ξ← due to [29, Lemma 2.5]. This gives ζk ◦ Ξk ⇁ ζ ◦ ξ←.
Since ξ← is right continuous and BV, we deduce that νξ← ∈ BV+([0, T ];P1) and it has
the same set of continuity points as ξ←. It remains to show that µk ⇁ νξ← . To this end,
recall that µkt = ν
k
Ξk(t)
and consider the inequality
∥∥∥νkΞk(t) − νξ←(t)∥∥∥
K
≤
∥∥∥νkΞk(t) − νΞk(t)∥∥∥
K
+
∥∥∥νΞk(t) − νξ←(t)∥∥∥
K
.
Again, passing to the limit as k → ∞, the first term in the right-hand side tends to zero
because νk → ν uniformly (this follows from Theorem 3.1 applied to (Sˆ)), and the second
term tends to zero at all points of continuity of νξ← since Ξ
k ⇁ ξ←. 
Remark 3.6. (i) Any sequence (µk, uk) of control processes of (S) contains a subsequence
converging to some (µ,U) in the sense of Theorem 3.53.
(ii) The sequence (νk, αk, βk) may contain many cluster points. But all of them are
“projected” by the discontinuous time change ξ← to the same point (µ,U).
The next result can be considered as an inverse of Theorem 3.5.
Theorem 3.7. Let (ν, α, β) be a control process of the reduced system (Sˆ). Then the pair
(µ,U) defined by (3.8) is a limit point for some sequence (µk, uk) of control processes of (S).
Proof. One just needs to approximate (α, β) in L∞w by a sequence (α
k, βk) ∈ Uˆ satisfying
αk > 0 L1-a.e. on [0, S], and recruit the same arguments as in proof of Theorem 3.5. An
appropriate approximation can be designed as in [29, Proof of Lemma 5.2]. 
3.3 Impulsive control theory formalism
The following definition, extending [36], is an infinite-dimensional version of the notion [29]
of generalized solution to a control system:
Definition 3.8. A function µ ∈ BV+([0, T ];P1) is called a generalized solution of (S) if
there is a sequence {µk} ⊂ M such that µk ⇁ µ.
3Indeed, by the classical Helly’s selection principle, {Fuk} contains a subsequence {Fukj } converging point-
wise to a BV function F . By changing F at its discontinuity points, we obtain a right continuous function U
such that F
u
kj ⇁ U. Consider the sequence (ν
kj , αkj , βkj ) of control processes of (Sˆ) associated to (µkj , ukj ).
Theorem 3.5 says that there is a cluster point (ν, α, β) being a control process of (Sˆ). Recalling the arguments
from the proof of assertion (3) of Theorem 3.5, one ensures that µkj ⇁ νξ← . It remains to define µ by (3.8).
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The set of generalized solutions is denoted by M. By construction, this is the sequential
closure ofM in
(
BV+([0, T ];P1),⇁
)
. Moreover, Theorems 3.5 and 3.7 say that the trajec-
tories of the reduced system (Sˆ), after an appropriate discontinuous time reparameterization,
produce exactly the set M.
Below, we obtain an alternative representation of M through a specific impulsive system
on P1, i.e., a “measure-driven equation in the space of measures” (see equation (3.11)).
Consider a generalized solution µ produced by a sequence {µk} ⊂ M of admissible arcs of
(S). Let {uk} ⊂ U be the corresponding control sequence. We can always assume that cumu-
lative distributions (Fuk , F|uk|) converge in
(
BV+([0, T ],R
m+1),⇁
)
to a function (U,V),4
and agree that (U,V)(0−)
.
= 0 ∈ Rm+1. Note that |U| ≤ V (not necessarily “=”), and
V(T ) ≤M .
Proposition 3.9. Let µ be a generalized solution produced by a control sequence {uk} ⊂ U ,
and (Fuk , F|uk|) ⇁ (U,V). Assume that V
sc = 0, and (at most countable) set ∆V
.
= {τ ∈
[0, T ] : V(τ)−V(τ−) 6= 0} is naturally ordered, i.e., ∆V = {0 ≤ τ1 < τ2 < . . . < τj < τj+1 <
. . . ≤ T}.5 Then there exist
• measurable functions uτi : [0, Tτ ] 7→ R, τ ∈ ∆V, i = 1,m, Tτ .= V(τ)−V(τ−), satisfying
m∑
i=1
|uτi | = 1;
∫ Tτ
0
ui(ς) dς = Ui(τ)− Ui(τ−), i = 1,m, (3.9)
• absolutely continuous curves mτ : [0, Tτ ] 7→ P1 with the property
m
τ
0 = µτ− , m
τ
Tτ = µτ , τ ∈ ∆V, (3.10)
such that µ satisfies the following equation
0 =
∫ T
0
∫
Rn
(
∂t ϕ(t, x) +
[
f0(x) +
m∑
i=1
U˙aci (t) fi(x)
]
· ∇ϕ(t, x)
)
dµt (x) dt
+
∑
τ∈∆V
∫ Tτ
0
∫
Rn
(
∂ς ϕ
τ (ς, x) +
[ m∑
i=1
uτi (ς) fi(x)
]
· ∇ϕτ (ς, x)
)
dmτς (x) dς (3.11)
for all collections Φ = (ϕ, {ϕτ }τ∈∆V) of test functions ϕ : (0, T )×Rn 7→ R, ϕτ : [0, Tτ ]×Rn 7→
R, τ ∈ ∆V, with the properties:
• ϕ is right continuous in t for all x ∈ Rn, and is C∞c on each (τj , τj+1)× Rn;
• all ϕτ , τ ∈ ∆V, are C∞c on the respective sets (0, Tτ )× Rn, and
• ϕ(τ−, x) = ϕτ (0, x) and ϕ(τ, x) = ϕτ (Tτ , x), for all τ ∈ ∆V and x ∈ Rn.
4Again, if it is not the case, we can pass to a pointwise converging subsequence of {F(uk,|uk|)}, whose
existence is guaranteed by the Helly’s selection principle, and make it right continuous.
5The natural ordering of jump points of V, as well as the triviality of the singular continuous part Vsc, are
rather artificial assumptions, which are hard to be guaranteed a priori. Meanwhile, this situation takes place
in all known to us applications of impulsive control theory (see e.g. [12,23,29,42]) etc.
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Proof. In accordance with Theorem 3.5, there exist a control process (ν, α, β) of (Sˆ) such
that (µ,U,V) are related to (ν, α, β) by the formulas
µt = νξ←(t), U(t) =
∫ ξ←(t)
0
β(s) ds , V(t) =
∫ ξ←(t)
0
∣∣β(s)∣∣ ds , ξ(s) = ∫ s
0
α(ς) dς .
We observe that U and V are combinations of a continuous function (the Lebesgue integral
of a measurable function with variable upper limit) and a BV function ξ←, which implies
that ∆U = ∆V ⊆ ∆ξ← , and the (possibly, trivial) jumps of U and V at points τ ∈ ∆ξ← are
calculated as follows:
U(τ)− U(τ−) =
∫ ξ←(τ)
ξ←(τ−)
β(s) ds, V(τ)−V(τ−) =
∫ ξ←(τ)
ξ←(τ−)
∣∣β(s)∣∣ ds.
At the same time, by the definition of ξ←, its jumps correspond to disjoint closed intervals
[ξ←(τ−), ξ←(τ)] of constancy of ξ.
In view of the assumption Vsc = 0 (which immediately implies Usc = 0), we find out that
there could be no set Ω ⊂ [0, S] satisfying the following three conditions: i) Ω is nowhere
dense, ii) α = 0 L1-a.e. on Ω, and iii) L1(Ω ∩ spt |β|) > 0.
Let S denote the maximal in inclusion (existing due Zorn’s lemma) subset of [0, S] with
properties i), ii), on which α = |β| = 0 L1-a.e. Since the vector field ws of the reduced system
(Sˆ) is linear in (α, β), we have ws = 0 for L1-a.e. s ∈ S. Hence, the corresponding solution
s 7→ νs[α, β, ϑ] stays in rest along S. This means that we can exclude S by an appropriate
time rescaling such that the respective measure-valued arc remains continuous, or just assume
S = ∅.
Now, the set {s ∈ [0, S] : α = 0} is nothing more than the unification of intervals
[ξ←(τ−), ξ←(τ)] over τ ∈ ∆ξ←, up to an L1-null set. Therefore, the remaining continuous
part Uc = Uac of U is represented as
Uac(t) =
∫ ξ←(t)
0
χ{α>0}(s)β(s) ds
(χ{α>0} stands for the characteristic function of the set {s ∈ [0, S] : α(s) > 0}, with a certain
fixed representative of α), and the classical Lebesgue theorem on the change of variables under
the sign of the Lebesgue-Stieltjes integral gives:
Uac(t) =
∫ ξ←(t)
0
β(s)α(s)⊕
(
χ{α>0}(s)α(s) ds
)
=
∫ ξ←(t)
0
β(s)α(s)⊕ dξ (s)
=
∫ t
0
(
β α⊕
)∣∣∣
s=ξ←(ς)
dς ⇔ U˙ac =
(
β α⊕
)
◦ ξ←. (3.12)
Here, the operation ⊕ is defined as follows: a⊕
.
=
{
a−1, if a 6= 0,
0, if a = 0.
Now, the definition of the distributional solution writes
0 =
∫ S
0
∫
Rn
(
∂s ψ(s, x) +
〈
α(s) f0(x) +
∑
βi(s) fi(x),∇ψ(s, x)
〉)
dνs(x) ds = I1 +
∑
τ∈∆V
Iτ2 ,
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where
I1
.
=
∫ S
0
I(s) χ{α>0}(s)α(s) ds, I(s)
.
=
∫
Rn
q(s, x) dνs(x),
q(s, x)
.
= α(s)⊕∂s ψ(s, x) +
〈
f0(x) +
∑
βi(s)α(s)
⊕ fi(x),∇ψ(s, x)
〉
(again, (α, β) is an arbitrary fixed representative), and
Iτ2
.
=
∫ ξ←(τ)
ξ←(τ−)
∫
Rn
(
∂s ψ(s, x) +
〈∑
βi(s) fi(x),∇ψ(s, x)
〉)
dνs(x) ds.
By the change of variable s = ξ←(t) we derive:
I1 =
∫ ξ←(T )
0
J(s) dξ(s) =
∫ T
0
J
(
ξ←(t)
)
dt.
Let ϕ(t, x)
.
= ψ
(
ξ←(t), x
)
, for all t ∈ (0, T ) and x ∈ Rn, and note that, on
{
s ∈ [0, S] :
α(s) > 0
}
, it holds
q(s, x) = ξ˙←(t)
∣∣∣∣
t=ξ(s)
∂s ψ(s, x) +
〈
f0(x) +
∑
U˙
ac
i
(
ξ(s)
)
fi(x),∇ψ(s, x)
〉
,
while ∂t ϕ(t, x)
.
= ddt ψ
(
ξ←(t), x
)
= ξ˙←(t) ∂s ψ(s, x)
∣∣∣
s=ξ←(t)
and ∇ϕ(t, x) = ∇ψ(s, x)
∣∣∣
s=ξ←(t)
.
In view of (3.12), we come to the representation
I1 =
∫ T
0
∫
Rn
(
∂t ϕ(t, x) +
〈
f0(x) +
m∑
i=1
U˙
ac
i (t) fi(x),∇ϕ(t, x)
〉)
dµt(x) dt.
Set υ(s) =
∫ s
0
∣∣β(ς)∣∣ dς, Υτ (ς) .= inf{s : υ(s) −V(τ−) > ς}, ϕτ (ς, x) .= ψ(Υτ (ς), x), for
all ς ∈ [0, Tτ ] and x ∈ Rn. As is simply checked, the collection Φ = (ϕ, {ϕτ }τ∈DV) meets all
the hypotheses of the theorem.
Introduce functions uτi , i = 1,m, τ ∈ ∆V, as uτi .= (βi |β|⊕) ◦ Υτ , and curves ς 7→ mτς ,
τ ∈ ∆V, by compositions mτς = νΥτ (ς), ς ∈ [0, Tτ ]. Clearly, mτ0 .= νξ←(τ−) .= µτ− and
m
τ
Tτ
.
= νξ←(τ)
.
= µτ by construction.
Substitution ς = υ(s) − V(τ−) maps [ξ←(τ−), ξ←(τ)] to [0, Tτ ], and its pseudo-inverse
s = Υτ (ς) gives:
Iτ2 =
∫ Υτ (Tτ )
Υτ (0)
J
τ (s) ds =
∫ Tτ
0
J
τ
(
Υτ (ς)
)
d
(
Υτ
)−1
(ς) =
∫ Tτ
0
J
τ
(
Υτ (ς)
) ∣∣∣β(s)∣∣∣⊕∣∣∣∣
s=Υτ (ς)
dς ,
where
Jτ (s)
.
=
∫
Rn
(
∂s ψ(s, x) +
〈∑
βi(s) fi(x),∇ψ(s, x)
〉)
dνs(x).
Again, noted that ∂ς ϕ
τ (ς, x)
.
= ddς ψ
(
Υτ (ς), x
)
= dΥ
τ (ς)
dς ∂s ψ(s, x)
∣∣∣
s=Υτ (ς)
and ∇ϕτ (ς, x) =
∇ψ(s, x)
∣∣∣
s=Υτ (ς)
, we come to
Iτ2 =
∫ Tτ
0
∫
Rn
(
∂ς ϕ
τ (ς, x) +
〈 m∑
i=1
uτi (ς) fi(x),∇ϕτ (ς, x)
〉)
dmτς (x) dς,
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as desired. It remains to observe that uτi , i = 1,m, enjoy conditions (3.9) by their definition,
which finishes the proof. 
Remark 3.10. In the tradition of impulsive control theory [4,11,27,29], collection {mτ}τ∈∆V
is naturally named the graph completion of a discontinuous curve t 7→ µt. The main idea
behind the notion of graph completion is to regard each a jump of µ as a sort of “fast motion”,
connecting the one-sided limits µτ− and µτ at a point τ ∈ ∆V. From (3.11), we see that
the time-lapse representation of such a fast motion in given by the curve ς 7→ mτς being a
distributional solution on the interval [0, Tτ ] of a linear PDE, to be named the limit transport
equation: ∫
Rn
ϕτ (Tτ , x) dµτ (x)−
∫
Rn
ϕτ (0, x) dµτ− (x) =∫ Tτ
0
∫
Rn
(
∂ς ϕ
τ (ς, x) +
[ m∑
i=1
uτi (ς) fi(x)
]
· ∇ϕτ (ς, x)
)
dmτς (x) dς. (3.13)
We also note that the actual input of the relaxed system (3.10), (3.11) is not only function
U but the collection (U,V, {uτ}), i.e., an Rm-valued function of bounded variation (or rather,
vector measure on [0, T ]), accompanied by a certain majorant of its total variation and some
additional “attached” measurable controls uτ , which drive the above mentioned fast motions
ς 7→mτς . It is natural to call collections (U,V, {uτ}) satisfying (3.9) impulsive controls.
3.4 The case of commutative vector fields
Looking at (3.13), we observe that the nonlocal part g ∗µ of the driving vector field does not,
actually, participate in the phase of jump (during fast motions). As is well-known, a solution
of (3.13) can be represented in terms of the pushforward of the initial measure µτ− through
the flow Φτ of the respective characteristic system
κ˙ =
m∑
i=1
uτi fi(κ), κ(0) = x, (3.14)
that is,
m
τ
ς = Φ
τ
0,ς ♯
µτ−.
Now, assumed that vector fields fi commute, i.e.,
[fi, fj]
.
= (fi)x fj − (fj)x fi = 0, i, j = 1,m, i 6= j,
by the well-known Frobenius theorem, a solution of (3.14) takes the form [14] (see also [29,
Lemma 2.7 and Section 4.2.2]):6
κ
τ (ς) = Xn
(
Fuτn(ς),Xn−1
(
Fuτn−1(ς), . . . ,X1(Fuτ1 (ς), x)
))
,
where ς 7→ Xi(ς, x) is a solution of
κ˙ = fi(κ), κ(0) = x. (3.15)
6By the Frobenius theorem, this representation takes place only for sufficiently small t > 0, but assumptions
(A1) enable to extend it to the whole [0, Tτ ].
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Thus, we come to the following representation of jump exit points µτ
.
=mτTτ of µ:
m
τ
Tτ =
(
Ψn0,ωτn ◦Ψ
n−1
0,ωτn−1
◦ . . . ◦Ψ10,ωτ1
)
♯
µτ−, (3.16)
where Ψi0,ς denotes the flow x 7→ Xi(ς, x) of (3.15) along [0, ς], and ωτi .=
∫ Tτ
0
uτi (ς) dς =
U(τ) − U(τ−) (recall (3.9)). We observe that (3.16) does not involve the actual information
about fast-time controls uτ , and depends only on U. This means that, in the case of com-
mutative control vector fields, the limiting curve µ does not depend on the approximating
sequence {µk}. The picture is, thus, pretty same as in the finite-dimensional case [29].
3.5 Relaxation of the optimal control problem
Now we shall state the following optimal impulsive control problem:
min
{∫
ℓ dµT : µ ∈ M
}
, (P¯ )
which, by the definition of M, is an extension of problem (P ). Based on the results of
Subsections 3.2 and 3.3, one transforms (P ) into the following optimal control problem stated
on trajectories of the reduced system (Sˆ):
min
{∫
ℓ dνS : ν is a trajectory of (Sˆ)
}
. (Pˆ )
Theorem 3.11. Assume that (A1) holds, and ℓ is sublinear and continuous. Then, problems
(P¯ ) and (Pˆ ) have solutions. Moreover, min(P¯ ) = min(Pˆ ) = inf(P ).
Proof. The cost function in (Pˆ ), i.e., (α, β) 7→ ∫ ℓ dνS[α, β, ϑ], can be expressed as the
composition of maps
(α, β) 7→ νS [α, β, ϑ] and ν 7→
∫
ℓ dν
The first one is continuous as L∞w ([0, T ];R
m+1) 7→ P1 due to Theorem 3.1 applied to (Sˆ); the
second one is continuous as P1 7→ R by an equivalent definition of W1 convergence (see §2.2).
We have mentioned, in the proof of Theorem 3.5, that Uˆ is compact in L∞w ([0, T ];Rm+1).
Thus, (Pˆ ) admits a solution by the Weierstrass theorem. Now, according to Theorems 3.5
and 3.7, (P¯ ) has a solution as well, moreover min(Pˆ ) = min(P¯ ). Finally, min(P¯ ) = inf(P )
follows from the very definition of M. 
Theorems 3.5 and 3.11 imply that any solution of (Pˆ ) can be transformed to a solution
of (P¯ ) (or rather to a minimizing sequence of (P )); such a transformation can be made by
explicit formulas similar to [29, Proof of Theorem 4.7]. In turn, minimizers for (Pˆ ) can be
characterized by a necessary optimality condition which we shall derive in the next section.
4 Necessary optimality condition
The necessary optimality condition that we are going to establish (Theorem 4.7) can be
formally deduced from a general result by B. Bonnet and F. Rossi [9], who reproduced the
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standard proof of Pontryagin’s Maximum Principle [12] (based on the needle variation) in the
context of control systems in the space of probability measures. We propose an alternative
(less demanding, in our opinion) approach employing discretization of the initial measure and
the application of Ekeland’s variational principle.
Hence, we start our analysis by assuming that the initial distribution is a discrete measure.
In this case, (Pˆ ) boils down to a finite-dimensional optimal control problem. For this problem,
we can write down an approximate version of Pontryagin’s Maximum Principle (ε-Maximum
Principle).
4.1 Approximate Pontryagin’s Maximum Principle
Consider the following optimal control problem

Minimize I = q (x(S)) subject to
x˙(t) = f
(
x(t), α(t), β(t)
)
, t ∈ [0, S], x(0) = x0,
(α, β) ∈ Uˆ ,
(OCP )
where
f(x, a, b)
.
= a g0(x) +
m∑
i=1
bi gi(x).
Suppose that f : Rn×A 7→ Rn and q : Rn 7→ R are C1 in x, and there exists K > 0 such that∣∣∣q(x)∣∣∣+ ∣∣∣∇x q(x)∣∣∣+ ∣∣∣f(x, a, b)∣∣∣+ ∣∣∣∇x f(x, a, b)∣∣∣ ≤ K ∀(x, a, b) ∈ Rn ×A. (4.1)
The Hamiltonian of (OCP ) takes the form
H(x, p, λ, a, b) = aλ+ ap · g0(x) +
m∑
i=1
bi p · gi(x),
where p ∈ Rn and λ ∈ R. Simple computations give:
max
(a,b)∈A
H (x, p, λ, a, b) = max
{
p · g0(x) + λ, max
1≤i≤m
|p · gi(x)|
}
.
Theorem 4.1 (Pontryagin’s ε-maximum principle). Given ε > 0, let (α¯, β¯) ∈ Uˆ satisfy
I[α¯, β¯] ≤ inf(OCP ) + ε. (4.2)
Then there exists another pair (αε, βε) ∈ Uˆ such that
(1) I[αε, βε] ≤ I[α¯, β¯];
(2) ‖α¯− αε‖∞ +
∑m
i=1 ‖β¯i − βεi ‖∞ ≤
√
ε;
(3) there exist λε ∈ [λ−, λ+] and absolutely continuous arcs xε, pε : [0, T ] 7→ Rn satisfying
the Hamiltonian system{
x˙(t) = f
(
x(t), αε(t), βε(t)
)
x(0) = x0,
p˙(t) = −p(t)∇x g
(
x(t), p(t), αε(t), βε(t)
)
, p(S) = −κ∇q (x(T )) ,
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together with the approximate maximum condition∫ S
0
[
max
(a,b)∈A
H
(
xε(t), κ−1pε(t), λε, a, b
)
−H
(
xε(t), κ−1pε(t), λε, αε(t), βε(t)
) ]
dt ≤ 2√ε.
Here λ−, λ+ are finite constants depending only on K, S, and T , while κ is an arbitrary
positive real.
The proof of Theorem 4.1 can be found in Appendix B.
A pair (α, β) is said to be ε-optimal if it meets inequality (4.2), and ε-extremal, if it satisfies
assumption (3) of Theorem 4.1. In this terminology, the classical Pontryagin Maximum
Principle says that any 0-optimal pair (α, β) is 0-extremal.
4.2 Discrete initial distribution
From now on, in addition to (A1), we assume the following:
(A2) g ∈ C1(Rn;Rn) and ∇g(−x) = −∇g(x) for all x ∈ Rn;
(A3) ℓ ∈ C1(Rn;R) and |ℓ(x)|+ |∇x ℓ(x)| ≤ C for all x ∈ Rn.
Suppose that ν0 = ϑ =
1
N
N∑
k=1
δxk , where all xk ∈ Rn are distinct points. Then (see
Proposition 3.2) the reduced equation (3.3), (3.4) is equivalent to the following system of
ODEs
y′k = α
(
f0(yk) +
1
N
N∑
j=1
g(yk − yj)
)
+
m∑
i=1
βifi(yk), yk(0) = xk, k = 1, N, (4.3)
(prime denotes the derivative in s), while (Pˆ ) turns into the finite-dimensional optimal control
problem (PˆN ):
min

 1N
N∑
k=1
ℓ
(
yk(S)
)
: y ∈ C0([0, S];RnN ) satisfies (4.3), (3.5)

 .
Now, we shall apply the ε-Maximum Principle (Theorem 4.1) to problem (PˆN ). The
Hamiltonian HˆN of (PˆN ) takes the form
HˆN (y, p, λ, a, b) = aλ+ a
(∑
k
pkf0(yk) +
1
N
∑
k,j
pkg(yk − yj)
)
+
∑
i
bi
∑
k
pkfi(yk),
where λ ∈ R and p = (p1, . . . , pN ) ∈ RnN . By (A2), we have
∇ys

∑
k,j
pk g(yk − yj)

 =∑
i
(ps − pi)∇g(ys − yi).
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This enables us to calculate the partial derivative of HˆN in yk as
∇ykHˆN =
a
N
∑
i
(pk − pi)∇g(yk − yi) + pk
(
a∇f0(yk) +
∑
i
bi∇fi(yk)
)
.
Thus, the Hamiltonian system takes the form

y′k =
1
N
∑
j g(yk − yj) + αf0(yk) +
∑
i βifi(yk),
p′k = − αN
∑
j(pk − pj)∇g(yk − yj)− pk
(
α∇f(yk) +
∑
i βi∇fi(yk)
)
,
k = 1, N. (4.4)
Recall the initial condition:
yk(0) = xk, k = 1, N. (4.5)
As for the terminal condition, we have certain freedom in selecting it (see Appendix B). By
our option, we choose the following one:
pk(S) = −∇ℓ
(
yk(S)
)
, k = 1, N. (4.6)
This corresponds to the choice κ = N in Theorem 4.1, in which case the approximate maxi-
mum condition turns to contain the corrected Hamiltonian HˆN (y, p/N, λ, a, b).
Taken (α, β) ∈ Uˆ , let (y, p) be the associated solution of the Hamiltonian system (4.4)
satisfying boundary conditions (4.5), (4.6). Clearly, by setting
γ
N
s
.
=
1
N
N∑
j=1
δ(yj(s),pj(s)),
we can rewrite the Hamiltonian system in the form

yk
′ = α
∫
g(yk − z) dπ1♯γNs (z) + αf0(yk) +
∑
i βifi(yk),
pk
′ = −α ∫ (pk − q)∇g(yk − z) dγNs (z, q)− pk(α∇f0(yk) +∑i βi∇fi(yk)).
Next, we introduce the map ~H : P1(R2n)×A 7→ C0(R2n;R2n) as
~H[γ, a, b](y, p)
.
=

 a
∫
g(y − z) dπ1♯ γ (z, q) + af0(y) +
∑
k bkfk(y)
−a ∫ (p− q)∇g(y − z) dγ(z, q) − p(a∇f0(y) +∑k bk∇fk(y))

 (4.7)
and note that the right-hand side of (4.4) can be expressed as ~H
[
γ
N
s , α(s), β(s)
]
(yk, pk). One
may easily check that ~H meets the assumptions of Theorem 3.1. Therefore, by Proposition 3.2,
the curve γN : [0, S]→ P1(R2n) satisfies the nonlocal continuity equation
∂sγs +∇(y,p) ·
(
~H
[
γs, α(s), β(s)
]
γs
)
= 0. (4.8)
Moreover, the flow Φ0,T of the vector field vs = ~H
[
γ
N
s , α(s), β(s)
]
pushes the measure
1
N
∑
k δ(yk(0),pk(0)), whose projection on x is
1
N
∑
k δxk , to the measure
1
N
∑
k δ(yk(S),pk(S)),
whose projections are connected by the identity
1
N
∑
k
δpk(S) =
1
N
∑
k
δ−∇ℓ(yk(S)) = (−∇ℓ)♯
(
1
N
∑
k
δyk(S)
)
.
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In other words, in addition to (4.8), γN satisfies the boundary conditions
π1♯γ0 = ϑ, π
2
♯γS = (−∇ℓ)♯
(
π1♯γS
)
. (4.9)
Finally, introduce the map H : P1(R2n)× R×A 7→ R as
H(γ, λ, a, b) = a
2
∫∫
(p − q)g(y − z) dγ(z, q) dγ(y, p) + aλ
+ a
∫
pf0(y) dγ(y, p) +
∑
k
bk
∫
pfk(y) dγ(y, p) , (4.10)
and note that
HˆN
(
y(s), p(s)/N, λ, α(s), β(s)
)
= H
(
γ
N
s , λ, α(s), β(s)
)
.
The above computations allow us to formulate the ε-Maximum Principle for (PˆN ) in the
following form:
Theorem 4.2. Given ε > 0, let (α¯, β¯) ∈ Uˆ be ε-optimal for (PˆN ). Then there exists (αε, βε) ∈
Uˆ such that
(1) (αε, βε) is also ε-optimal;
(2) ‖α¯− αε‖∞ +
∑m
j=1 ‖β¯j − βεj‖∞ ≤
√
ε;
(3) there exists λε ∈ [λ−, λ+] and an absolutely continuous arc γε : [0, S] 7→ P(R2n)
satisfying the Hamiltonian system (4.8), where α = αε and β = βε, together with
boundary conditions (4.9) and the approximate maximum condition
∫ S
0
[
max
(a,b)∈A
H(γεs , λε, a, b) −H
(
γ
ε
s , λ
ε, αε(s), βε(s)
)]
ds ≤ 2√ε.
Here λ−, λ+ are finite constants depending only on C, L, S, and T .
4.3 Hamiltonian system
Prior to exhibiting the main result, we shall comment on the Hamiltonian system (4.8), (4.9).
First, remark that, in general, this system admits infinite many solutions, unless the initial
measure ϑ is purely atomic. Below, we construct a particular solution γ = γ[α, β, ϑ], which
depends continuously on all its parameters (α, β, ϑ).
Let F and G denote the components of ~H, i.e.
~H[γ, a, b] =
(
F [π1♯ γ, a, b]
G[γ, a, b]
)
.
Lemma 4.3. If γ ∈ C0([0, S];P1(R2n)) satisfies (4.8) then ν ∈ C0([0, S];P1(Rn)), defined
by νs = π
1
♯γs, satisfies
∂sνs +∇x ·
(
F
[
νs, α(s), β(s)
]
νs
)
= 0. (4.11)
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Proof. Fix some ϕ ∈ C∞c ((0, T ) × Rn) and consider test functions of the form (s, x, p) 7→
ϕ(s, x)ψR(p), where ψR ∈ C∞c (Rn) is such that 0 ≤ ψ ≤ 1, |∇pψR| ≤ 1 on Rn, and ψR = 1
inside BR(0), the ball of radius R centered at 0. It follows from (4.8) that
∫ S
0
∫
R2n
(
∂sϕ(s, x)ψR(p) + F
[
π1♯ γs, α(s), β(s)
]
∇xϕ(s, x)
+G
[
γs, α(s), β(s)
]∇pψR(p)
)
dγs(x, p) ds = 0. (4.12)
We are done if we show that the quantity
I
.
=
∫ S
0
∫
R2n
(
∂sϕ(s, x) + F
[
π1♯γs, α(s), β(s)
]
∇xϕ(s, x)
)
dγs(x, p) ds
vanishes. Note that the difference between I and the left-hand side of (4.12) equals to
I =
∫ S
0
∫
R2n\BR(0)
(
∂sϕ(s, x)
(
1− ψR(p)
)−G [γs, α(s), β(s)]∇pψR(p)
)
dγs(x, p) ds = 0.
Recalling (A1) and the definition of G, we conclude that
|I| ≤ K
∫ S
0
∫
R2n\BR(0)
(
1 + |p|) dγs(x, p) ,
for some K > 0. Passing to the limit as R→∞ gives |I| = 0, as desired. 
Remark 4.4. In the language of geometric control theory, one can say that s 7→ γs is a lift
of s 7→ νs from P1(Rn) to P1(R2n).
Lemma 4.5. For any (α, β) ∈ Uˆ and ϑ ∈ P1(Rn), there exists a curve s 7→ γs[α, β, ϑ]
satisfying (4.8), (4.9). The mapping (α, β, ϑ) 7→ γ[α, β, ϑ] is continuous as a function Uˆ ×
P1(Rn) 7→ C0
(
[0, S];P1(R2n)
)
, where Uˆ is equipped with the weak-∗ topology.
Proof. Let ν = ν[α, β, ϑ] be a solution of (4.11) with initial condition ν0 = ϑ, and γ˜ =
γ˜[α, β, γ] be a solution of (4.8) with terminal condition γ˜S = γ. By Theorem 3.1, both curves
depend continuously on all the parameters. Hence their composition
γ[α, β, ϑ]
.
= γ˜
[
α, β, νS [α, β, ϑ] ⊗ (−∇ℓ)♯νS [α, β, ϑ]
]
is continuous as well. By construction, γ[α, β, ϑ] satisfies (4.8) together with the terminal
condition
π2♯γS = (−∇ℓ)♯(π1♯γS).
Now, by Lemma 4.3, we conclude that ν˜s
.
= π1γs meets (4.11). Since ν˜S = νS , Theorem 3.1
implies that ν˜s = νs for all s. In particular, ν˜0 = π
1
♯γ0 = ϑ. 
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Lemma 4.6. If ϑ = 1
N
∑N
k=1 δxk then system (4.8), (4.9) has a unique solution.
Proof. Let γ : [0, S] 7→ P1(R2n) satisfy (4.8), (4.9) and νs = π1♯γs. Lemma 4.3 together with
Proposition 3.2 imply that νS =
1
N
∑
k δyk(S), where yk are solutions to the first equation of
the Hamiltonian system and yk(0) = xk. Hence, the second projection of γS is also a discrete
measure:
π2♯γS =
1
N
∑
k
δ−∇ℓ(yk(S)).
Therefore, γS is uniquely defined as
γS =
1
N
∑
k
δ(
yk(S),−∇ℓ(yk(S))
). (4.13)
Finally, by Proposition 3.2, there is no other curve satisfying both (4.8) and (4.13). 
With Lemmas 4.5 and 4.6 at hand, one easily deduces the following fact: if ϑ is atomic
then the solution γ[α, β, ϑ] of (4.8), (4.9) from Lemma 4.5 is unique.
4.4 Necessary optimality condition
Now we are ready to exhibit a version of Pontryagin’s Maximum Principle for problem (Pˆ ).
Theorem 4.7. Assume that (A1,2) hold and let (α¯, β¯) ∈ Uˆ be optimal for (Pˆ ). Then there
exist λ ∈ R and an arc γ : [0, S] 7→ P1(R2n) satisfying the Hamiltonian system

∂sγs +∇(y,p) ·
(
~H
[
γs, α¯(s), β¯(s)
]
γs
)
= 0,
π1♯γ0 = ϑ, π
2
♯γS = (−∇ℓ)♯
(
π1♯γS
)
,
such that the following maximum condition holds for L1-a.e. s ∈ [0, S]:
H (γs, λ, α¯(s), β¯(s)) = max
(a,b)∈A
H(γs, λ, a, b) .= max
{
H1(γs, λ),H0(γs)
}
. (4.14)
Here,
H1(γ, λ) .= 1
2
∫∫
(p− q)g(y − z) dγ (z, q) dγ (y, p) +
∫
pf0(y) dγ (y, p) + λ,
and
H0(γ) .= max
1≤i≤m
∣∣∣∣
∫
pfi(y) dγ (y, p)
∣∣∣∣.
Proof. 1. The continuity of (α, β, ϑ) 7→ ∫ ℓ(x) dνS [α, β, ϑ](x) (which follows from Theo-
rem 3.1) implies the continuity of
ϑ 7→ min
(α,β)∈Uˆ
∫
ℓ(x) dνS [α, β, ϑ](x) .
Now, since discrete measures with rational coefficients are dense in P1 [39, Theorem 6.18], we
deduce that, for each ε > 0, there exists Nε ∈ N and a discrete measure ϑε = 1Nε
∑Nε
k=1 δxk
such that ‖ϑε − ϑ‖K ≤ ε and (α¯, β¯) is ε-optimal for problem (PˆNε) associated with ϑε.
2. By Theorem 4.2, there exist (αε, βε) ∈ Uˆ , λε ∈ [λ−, λ+], and γε ∈ C0([0, T ];P1(R2n))
with the following preperties:
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(a) (αε, βε) is ε-optimal for (PˆNε);
(b) ‖α¯− αε‖∞ +
∑m
j=1 ‖β¯j − βεj‖∞ ≤
√
ε;
(c)


∂sγ
ε
s +∇(y,p) ·
(
~H
(
γ
ε
s , α
ε(s), βε(s)
)
γ
ε
s
)
= 0,
π1♯γ
ε
0 = ϑ, π
2
♯γ
ε
S = (−∇ℓ)♯
(
π1♯γ
ε
S
)
;
(d)
∫ S
0
[
max(a,b)∈AH(γεs , λε, a, b)−H
(
γ
ε
s , λ
ε, αε(s), βε(s)
)]
ds ≤ 2√ε.
3. We are going to pass to the limit as ε → 0. Without loss of generality, it can be
assumed that λε converges to some λ ∈ [λ−, λ+]. We easily obtain that ϑε → ϑ in P1,
(αε, βε) → (α¯, β¯) in L∞, γε .= γ[αε, βε, ϑε] → γ[α¯, β¯, ϑ] .= γ in C0 (the latter follows from
Lemmas 4.5 and 4.6). It remains to show that passage to the limit in (d) gives
∫ S
0
[
max
(a,b)∈A
H(γs, λ, a, b) −H
(
γs, λ, α¯(s), β¯(s)
)]
ds = 0, (4.15)
because then (4.14) would follow due to the nonnegativity of the integrand.
4. Let us prove (4.15). Since H depends on a and b linearly (see (4.10)), it suffices to
show that∫∫
(p− q)g(y − z) dγεs(z, q) dγεs(y, p)→
∫∫
(p − q)g(y − z) dγs(z, q) dγs(y, p) ,∫
pf0(y) dγ
ε
s(y, p)→
∫
pf0(y) dγs(y, p) ,
∫
pfk(y) dγ
ε
s(y, p)→
∫
pfk(y) dγs(y, p)
pointwise. But this fact follows from the convergence γεs
P1→ γs because all the integrands are
sublinear. 
5 Conclusion
Together with [36], this article presents a “gentleman’s set” of very basic results for optimal
impulsive control of distributed multi-agent systems.
There are at least two natural directions of future work. The first one is an interpretation
of our necessary condition in terms of the impulsive control system (3.11), which seems to be
just a technical exercise.
Another challenging issue could be developing a numeric algorithm based on the necessary
optimality condition. As a motivation, we shall point out that the direct approach (reduction
to a mathematical programming problem through discretization in time and space) seems to
be totally unworkable for such models, even in the case of local vector fields. At the same time,
certain positive experience in applying necessary optimality conditions for numeric analysis
of optimal control problems involving the linear transport equation [34] gives us a portion of
hope. Here, a crucial difficulty is due to “fast” (numerically efficient) computation of solutions
to nonlocal transport equations.
As a final note we stress that, by now, our consideration had been landed on models of
homotypic crowds. A very straightforward generalization then is to study the case of non-
uniform population. Towards this, one can deal with a system of nonlocal transport equations,
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involving the cross-interaction of different “species” [21], or follow a pretty novel approach
based on the concept of “graphone” [15].
Acknowledgements. Nikolay Pogodaev thanks the Russian Science Foundation (project
No. 17-11-01093), Maxim Staritsyn thanks the Russian Foundation for Basic Research
(project No. 18-31-20030) for partial financial support.
A Proof of Theorem 3.1
The proof is based on the following version of the Banach contraction mapping theorem
Theorem A.1 ( [12]). Let (X , d) be a complete metric space, Λ a metrizable topological space,
and F a function Λ× X → X . Assume that
1. the map λ 7→ F (λ, x) is continuous for all x ∈ X , and
2. the map x 7→ F (λ, x) is uniformly contractive, i.e., there exists 0 ≤ κ < 1 such that
d
(
F (λ, x), F (λ, y)
) ≤ κd(x, y) ∀λ ∈ Λ, x, y ∈ X .
Then, for each λ ∈ Λ, there exists a unique point x(λ) ∈ X with the property:
x(λ) = F
(
λ, x(λ)
)
.
Furthermore, the map λ 7→ x(λ) is a continuous function Λ 7→ X .
Proof of Theorem 3.1. 1. We are going to apply Theorem A.1 to the metric space
(X , d) =
(
C0([0, T ];P1), ‖ · ‖γ
)
and the parameter space Λ = U˜ ×P1. Here the norm ‖ · ‖γ is
given by
‖µ‖γ = max
t∈[0,T ]
e−γt‖µt‖K ,
and it is equivalent to the usual supremum norm. Let us also note that U˜ , equipped with the
topology σ(L∞,L1), is metrizable, because U˜ belongs to a closed ball of L∞.
2. Consider two auxiliary operators V and T . The first one maps a control u ∈ U˜ and a
curve µ ∈ C0([0, T ];P1) into a time dependent vector field v by the rule vt = V [u,µ]. The
second one maps a probability measure ϑ and a time dependent vector field v to the solution
µ of the continuity equation
∂tµt +∇ · (vtµt) = 0, µ0 = ϑ.
Recall that µt = T (ϑ, v)t = Φ0,t♯ϑ, where Φ is the flow of v. We are able now to construct
the final ingredient for Theorem A.1 — an appropriate map Λ×X → X — by formula
F
(
u, ϑ,µ
)
.
= T
(
ϑ,V
(
u,µ
))
.
3. First, let us ensure the contraction property. Take a control u ∈ U˜ , a measure ϑ ∈ P1,
and two continuous curves µ1,µ2 : [0, T ] 7→ P1 with µ10 = µ20 = ϑ. Consider the associated
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vector fields v1 = V [u,µ1], v2 = V [u,µ2] and the corresponding flows Φ1, Φ2. We shall
estimate the norm
‖F(u, ϑ,µ1)−F(u, ϑ,µ2)‖γ = max
t∈[0,T ]
e−γt‖Φ10,t♯ϑ−Φ20,t♯ϑ‖K .
Note that
‖Φ10,t♯ϑ− Φ20,t♯ϑ‖K = sup
ϕ∈Lip1(R
n)
{∫
ϕd(Φ10,t♯ϑ− Φ20,t♯ϑ)
}
= sup
ϕ∈Lip1(R
n)
{∫ (
ϕ
(
Φ10,t(ξ)
)
− ϕ
(
Φ20,t(ξ)
))
dϑ (ξ)
}
≤
∫ ∣∣∣Φ10,t(ξ)− Φ20,t(ξ)∣∣∣ dϑ (ξ), (A.1)
and set
xi(t)
.
= Φi0,t(ξ) = ξ +
∫ t
0
vis
(
xi(s)
)
ds , i = 1, 2.
Thanks to assumption (1), we derive
|x1(t)− x2(t)| ≤
∫ t
0
∣∣∣v1s(x1(s))− v2s(x2(s))∣∣∣ ds
=
∫ t
0
∣∣∣V [µ1s, u(s)](x1(s))− V [µ2s, u(s)](x2(s))∣∣∣ ds
≤ L
∫ t
0
|x1(s)− x2(s)|ds+ L
∫ t
0
‖µ1s − µ2s‖K ds .
The Gro¨nwall inequality then gives∣∣∣Φ10,t(ξ)−Φ20,t(ξ)∣∣∣ = |x1(t)− x2(t)| ≤ LeLt
∫ t
0
‖µ1s − µ2s‖K ds .
Since the right-hand side of the latter inequality does not depend on ξ, we conclude that
‖Φ10,t♯ϑ− Φ20,t♯ϑ‖K ≤
∫
|Φ10,t(ξ)− Φ20,t(ξ)|dϑ (ξ) ≤ LeLt
∫ t
0
‖µ1s − µ2s‖K ds .
Hence,
‖Φ10,t♯ϑ− Φ20,t♯ϑ‖K ≤ LeLt
∫ t
0
eγse−γs‖µ1s − µ2s‖K ds
≤ LeLt
∫ t
0
eγs‖µ1 − µ2‖γ ds
≤ L
γ
eLt(eγt − 1)‖µ1 − µ2‖γ
≤ L
γ
e(L+γ)t‖µ1 − µ2‖γ .
Multiplying both sides by e−γt and taking maximum over t ∈ [0, T ], we obtain
‖Φ10,·♯ϑ− Φ20,·♯ϑ‖γ ≤
L
γ
eLt‖µ1 − µ2‖γ .
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Thus, the choice γ > LeLt ensures the desired estimate:
‖F(u, ϑ,µ1)−F(u, ϑ,µ2)‖γ ≤ κ‖µ1 − µ2‖γ , κ < 1.
4. Before passing to the next property, let us look closely at the image of F . Given µ ∈
C0([0, T ];P1) and u ∈ U˜ , consider the vector field v = V (u,µ) and its flow Φ. Assumptions
(1) and (2) imply that v is measurable in t, Lipschitz continuous in x, and sublinear, that is
|vt(x)| ≤ C(1 + |x|), |vt(x)− vt(y)| ≤ L|x− y| for all t, x, y.
By the standard arguments from ODE theory, one can easily deduce that, for all s, t ∈ [0, T ]
and x, y ∈ Rn,
|Φ0,s(x)− Φ0,t(x)| ≤ C
(
1 +
(|x|+ CT ) eCT) |s− t|, |Φ0,t(x)− Φ0,t(y)| ≤ eLt|x− y|. (A.2)
The computations similar to (A.1) and the first inequality in (A.2) give∥∥Φ0,s♯ϑ− Φ0,t♯ϑ∥∥K ≤
∫
|Φ0,s(x)−Φ0,t(x)|dϑ (x) ≤M
(
1 +
∫
|x|dϑ (x)
)
,
where
M
.
= C(1 + CTeCT + eCT )
In other words, each curve t 7→ F(u, ϑ,µ)t is Lipschitz with constant M
(
1 +
∫ |x|dϑ (x)).
5. It remains to establish the continuity of the mapping (u, ϑ) 7→ F(u, ϑ,µ). Fix a curve
µ ∈ C0([0, T ];P1) and a sequence (uj , ϑj) ∈ U˜×P1, j ∈ N, converging to some (u, ϑ) ∈ U˜×P1.
As before, we construct the corresponding vector fields v = V (u,µ), vj = V (uj,µ), j ∈ N,
and their flows Φ, Φj, j ∈ N. Let us show that
lim
j→∞
‖Φj0,t♯ϑj − Φ0,t♯ϑ‖K = 0 ∀t ∈ [0, T ]. (A.3)
To that end, observe that, for any t ∈ [0, T ],
‖Φj0,t♯ϑj − Φ0,t♯ϑ‖K ≤ ‖Φj0,t♯ϑj − Φj0,t♯ϑ‖K + ‖Φj0,t♯ϑ− Φ0,t♯ϑ‖K .
By (A.2), the first term from the right-hand side is majorated by the quantity eLt‖ϑj − ϑ‖K ,
and therefore, converges to 0. It follows from (2) that vj(·)(x)
∗
⇀ v(·)(x), for each x ∈ Rn.
Hence, by Lemma 2.8 [33], the second term also vanishes. Thus, (A.3) does hold, and it says
that t 7→ F(u, ϑ,µ)t is a pointwise limit of t 7→ F(uj , ϑj ,µ)t. Recall that ϑj → ϑ implies∫ |x|dϑj (x)→ ∫ |x|dϑ (x). Now, it follows from step 4 that there exists a common Lipschitz
constant for all curves from
{
F(uj , ϑj ,µ)
}
. As a result, the sequence forms a relatively
compact subset of C0([0, T ];P1), and thus converges uniformly. 
Proof of Proposition 3.2. Consider the curve µNt =
1
N
∑N
k=1 δxk(t), which generates the
vector field
V
[
u, ρN
]
(t, x) = fN
(
x, x1(t), . . . xN (t), u(t)
) .
= vt(x).
Since T [ϑN , v]t, defined in the proof of Theorem 3.1, is the pushforward of ϑ
N through the
flow Φ0,t of v, we conclude that
F(u, ϑN ,µN )t = T [ϑN , v]t = 1
N
N∑
k=1
δxk(t) = µ
N
t ,
which completes the proof. 
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B Proof of Theorem 4.1
The ε-Maximium Principle, formulated as Theorem 4.1, is a corollary of the famous Ekeland
variational principle [24], proved by I. Ekeland for free-endpoint optimal control problems.
Below, the general scheme of Ekeland’s proof remains intact, while the integral constraint∫ S
0 α dt = T is treated by applying the following corollary of the classical Kuhn-Tucker
theorem.
Lemma B.1. Let K be a convex subset of a real vector space, ϕ : K 7→ R be convex, and
ψ : K → R be affine. Suppose that infK ϕ and supK ϕ are finite and there are x1, x2 ∈ K with
ψ(x1) > 0 and ψ(x2) < 0. If x∗ solves the minimization problem
min
{
ϕ(x) : ψ(x) = 0, x ∈ K}
then there exists
infK ϕ(x) − supK ϕ(x)
ψ(x1)
≤ λ ≤ infK ϕ(x) − supK ϕ(x)
ψ(x2)
(B.1)
such that
ϕ(x) + λψ(x) ≥ ϕ(x∗) ∀x ∈ K. (B.2)
Proof. By the Kuhn-Tucker theorem [19, Theorem 9.4], there exists a nontrivial pair (η, λ) ∈
R
2 such that η ∈ {0, 1} and
(η ϕ+ λψ) (x) ≥ (η ϕ+ λψ) (x∗) ≥ η ϕ(x∗) ∀x ∈ K.
Note that η cannot vanish. Indeed, η = 0 implies λ 6= 0 and
λψ(x) ≥ 0 ∀x ∈ K.
Since λψ(x1) and λψ(x2) have different signs, we come to a contradiction.
Taken η = 1, we immediately come to (B.2). Putting x = x1 and x = x2 in (B.2), one has
λ ≥ ϕ(x∗)− ϕ(x1)
ψ(x1)
, λ ≤ ϕ(x∗)− ϕ(x2)
ψ(x2)
.
Thus, (B.1) does hold, as desired. 
Proof of Theorem 4.1. 1. First, let us note that the quantity H
(
xε(t), κ−1pε(t), λε, a, b
)
does not depend on κ. This follows from the fact that the second equation in the Hamiltonian
system is linear, while H is affine in p. Thus, it suffices to prove our theorem for κ = 1.
2. We are going to apply the Ekeland variational principle to the map I : Uˆ 7→ R. To
that end, we equip Uˆ with the topology of L∞. This turns Uˆ into a complete metric space,
and guarantees the continuity of I. Ekeland’s principle [24] says that, if (α¯, β¯) is ε-optimal,
then there exists (αε, βε) such that
I(αε, βε) ≤ I(α¯, β¯), ‖αε − α¯‖∞ +
m∑
i=1
‖βεi − β¯i‖∞ ≤
√
ε,
I(αε, βε)− I(α, β) ≤ √ε
(
‖αε − α‖∞ +
m∑
i=1
‖βεi − βi‖∞,
)
∀(α, β) ∈ Uˆ . (B.3)
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Thus, assumptions (1) and (2) of Theorem 4.1 are fulfilled, and it remains to show that (B.3)
implies assumption (3).
3. Given (α, β) ∈ Uˆ , consider the following variation of (αε, βε):
(αετ , β
ε
τ )
.
= (αε, βε) + τ (α− αε, β − βε), τ ∈ [0, 1].
Note that (αετ , β
ε
τ ) ∈ Uˆ for any τ ∈ [0, 1]. By inserting this variation into (B.3), we derive
I(αε, βε)− I(αετ , βετ ) ≤ τ
√
ε
(
‖αε − α‖∞ +
m∑
i=1
‖βεi − βi‖∞
)
≤ 2τ√ε.
Thus,
d
dτ
I(αετ , βετ )
∣∣∣∣
τ=0
≥ −2√ε.
It is well-known [12] that the derivative in the left-hand side exists and equals∫ S
0
pε(t) ·
(
f
(
xε(t), αε(t), βε(t)
)
− f
(
xε(t), α(t), β(t)
))
dt ,
where (xε, pε) satisfies the Hamiltonian system. Thus, for all (α, β) ∈ Uˆ , we have∫ S
0
pε(t) ·
(
f
(
xε(t), α(t), β(t)
)
− f
(
xε(t), αε(t), βε(t)
))
dt ≤ 2√ε. (B.4)
4. Since the latter inequality holds for any (α, β) ∈ Uˆ it should be also satisfied for
maximizers of the following extremal problem
max
(α,β)∈Uˆ
∫ S
0
pε(t)·f
(
xε(t), α(t), β(t)
)
dt=max
α∈A
max
β∈B(α)
∫ S
0
pε(t)·f
(
xε(t), α(t), β(t)
)
dt , (B.5)
where
α ∈ A .=
{
α ∈ L∞([0, S];R) : α(t) ∈ [0, 1],
∫ S
0
α(t) dt = T
}
,
β ∈ B(α) .=
{
β ∈ L∞([0, S];Rm) :
m∑
i=1
|βi(t)| ≤ 1− α(t)
}
.
By Filippov’s lemma [25], problem (B.5) can be rewritten as
max
α∈A
∫ S
0
max
‖b‖1≤1−α(t)
pε(t) · f
(
xε(t), α(t), b
)
dt ,
or briefly
max
α∈A
∫ S
0
σ
(
t, α(t)
)
dt , (B.6)
where
σ(t, α) = αh0(t) + (1− α) max
1≤i≤m
|hi(t)|, hi(t) .= pε(t) · gi(xε(t)), j = 0,m.
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5. It is easy to see that (B.6) is equivalent to the minimization problem
Minimize ϕ(α)
.
= −
∫ S
0
σ
(
t, α(t)
)
dt subject to
ψ(α)
.
=
∫ S
0
α(t) dt− T = 0, α ∈ A˜ .= L∞ ([0, S]; [0, 1]) .
Let us show that this problem satisfies all the assumptions of Lemma B.1. Indeed, for α1 ≡ 1
and α2 ≡ 0, we have ψ(α2) = S − T > 0 and ψ(α1) = −T < 0. Finally, (4.1) implies that
‖hi‖∞, i = 0, 1, . . . , n, can be bounded from above by certain constant depending only on M .
Thus, there exist λ− and λ+, depending only on M , T and S, such that
λ− ≤
infA˜ ϕ− supA˜ ϕ
ψ(α1)
,
infA˜ ϕ− supA˜ ϕ
ψ(α2)
≤ λ+.
6. By Lemma B.1, there exists λε ∈ R such that
max
α∈A
∫ S
0
σ
(
t, α(t)
)
dt = max
α∈A˜

∫ S
0
σ
(
t, α(t)
)
dt+ λε
(∫ S
0
α(t) dt− T
)
 .
Since T =
∫ S
0
αε(t) dt, by Filippov’s lemma again, we conclude that the right-hand side of
the latter identity takes the form∫ S
0
max
a∈[0,1]
(
σ(s, a) + λε
(
a− αε(s)
))
ds.
Here, the integrand is calculated as follows:
max
a∈[0,1]
(
a
(
h0(t) + λ
ε
)
+ (1− a) max
1≤j≤m
|hj(t)|
)
− λε αε(t) =
max
{
h0(t) + λ
ε, max
1≤j≤m
|hεj(t)|
}
− λε αε(s).
Finally, plugging the latter expression into (B.4), we obtain
∫ S
0
[
max
{
h0(t) + λ
ε, max
1≤j≤m
|hεj(t)|
}
− αε(t) (h0(t) + λε)+ m∑
j=1
βεj (t)hj(t)
]
dt ≤ 2√ε,
as desired. 
References
[1] G. Albi, L. Pareschi, and M. Zanella. Boltzmann-type control of opinion consensus through lead-
ers. Philosophical Transactions of the Royal Society A: Mathematical, Physical and Engineering
Sciences, 372(2028), 2014.
[2] L. Ambrosio, N. Fusco, and D. Pallara. Functions of bounded variation and free discontinuity
problems. Oxford Mathematical Monographs. The Clarendon Press Oxford University Press,
New York, 2000.
27
[3] L. Ambrosio, N. Gigli, and G. Savare´. Gradient flows in metric spaces and in the space of
probability measures. 2nd ed. Basel: Birkha¨user, 2nd ed. edition, 2008.
[4] A. V. Arutyunov, D. Y. Karamzin, and F. L. Pereira. On constrained impulsive control problems.
Journal of Mathematical Sciences, 165(6):654–688, 2010.
[5] Y. Averboukh. Krasovskii–Subbotin Approach to Mean Field Type Differential Games. Dynamic
Games and Applications, 2018.
[6] Y. Averboukh. Viability Theorem for Deterministic Mean Field Type Control Systems. Set-Valued
and Variational Analysis, 26(4):993–1008, 2018.
[7] V. I. Bogachev. Weak convergence of measures, volume 234. Providence, RI: American Mathe-
matical Society (AMS), 2018.
[8] M. Bongini, M. Fornasier, F. Rossi, and F. Solombrino. Mean-Field Pontryagin Maximum Prin-
ciple. Journal of Optimization Theory and Applications, 175(1), 2017.
[9] B. Bonnet and F. Rossi. A Pontryagin Maximum Principle in Wasserstein Spaces for Constrained
Optimal Control Problems. (to appear in ESAIM COCV), 2019.
[10] B. Bonnet and F. Rossi. The Pontryagin Maximum Principle in the Wasserstein Space. Calculus
of Variations and Partial Differential Equations, 58(1):11, 2019.
[11] A. Bressan and M. Mazzola. Graph completions for impulsive feedback controls. Journal of
Mathematical Analysis and Applications, 412(2):976–988, 2014.
[12] A. Bressan and B. Piccoli. Introduction to the mathematical theory of control, volume 2 of AIMS
Series on Applied Mathematics. American Institute of Mathematical Sciences (AIMS), Springfield,
MO, 2007.
[13] A. Bressan and F. Rampazzo. On differential systems with quadratic impulses and their applica-
tions to Lagrangian mechanics. SIAM J. Control Optim., 31(5):1205–1220, 1993.
[14] R. W. Brockett. Lie algebras and lie groups in control theory. In D. Q. Mayne and R. W.
Brockett, editors, Geometric Methods in System Theory, pages 43–82, Dordrecht, 1973. Springer
Netherlands.
[15] P. E. Caines and M. Huang. Graphon mean field games and the gmfg equations. In 2018 IEEE
Conference on Decision and Control (CDC), pages 4129–4134, Dec 2018.
[16] J. A. Carrillo, Y.-P. Choi, and M. Hauray. The derivation of swarming models: Mean-field limit
and Wasserstein distances, pages 1–46. Springer Vienna, Vienna, 2014.
[17] J. A. Carrillo, M. Fornasier, G. Toscani, and F. Vecil. Particle, kinetic, and hydrodynamic models
of swarming. In Mathematical modeling of collective behavior in socio-economic and life sciences,
pages 297–336. Boston, MA: Birkha¨user, 2010.
[18] G. Cavagnari, A. Marigonda, K. T. Nguyen, and F. S. Priuli. Generalized Control Systems in the
Space of Probability Measures. Set-Valued and Variational Analysis, 26(3):663–691, 2018.
[19] F. H. Clarke. Optimization and nonsmooth analysis, volume 5 of Classics in Applied Mathematics.
Society for Industrial and Applied Mathematics (SIAM), Philadelphia, PA, second edition, 1990.
[20] R. M. Colombo, M. Herty, and M. Mercier. Control of the continuity equation with a non local
flow. ESAIM: Control, Optimisation and Calculus of Variations, 17(2):353–379, 2011.
[21] R. M. Colombo and M. Le´cureux-Mercier. Nonlocal Crowd Dynamics Models for Several Popu-
lations. Acta Mathematica Scientia, 2012.
[22] F. Cucker and S. Smale. Emergent behavior in flocks. IEEE Trans. Autom. Control, 52(5):852–
862, 2007.
28
[23] V. A. Dykhta and O. N. Samsonyuk. Optimalnoe impulsnoe upravlenie s prilozheniyami. Fizmatlit
“Nauka”, Moscow, 2000.
[24] I. Ekeland. On the variational principle. Journal of Mathematical Analysis and Applications,
47(2):324 – 353, 1974.
[25] A. F. Filippov. On certain questions in the theory of optimal control. J. SIAM Control Ser. A,
1:76–84, 1962.
[26] V. I. Gurman. Optimally controlled processes with unbounded derivatives. Autom. Remote
Control, 33:1924–1930, 1972.
[27] D. Y. Karamzin, V. A. de Oliveira, F. L. Pereira, and G. N. Silva. On the properness of an
impulsive control extension of dynamic optimization problems. ESAIM Control Optim. Calc.
Var., 21(3):857–875, 2015.
[28] A. Marigonda and M. Quincampoix. Mayer control problem with probabilistic uncertainty on
initial positions. Journal of Differential Equations, 264(5):3212–3252, 2018.
[29] B. M. Miller and E. Y. Rubinovich. Impulsive control in continuous and discrete-continuous
systems. Kluwer Academic/Plenum Publishers, New York, 2003.
[30] A. Mogilner and L. Edelstein-Keshet. A non-local model for a swarm. Journal of Mathematical
Biology, 38(6):534–570, 1999.
[31] M. Motta and F. Rampazzo. Space-time trajectories of nonlinear systems driven by ordinary and
impulsive controls. Differential Integral Equations, 8(2):269–288, 1995.
[32] B. Piccoli and F. Rossi. Transport equation with nonlocal velocity in Wasserstein spaces: con-
vergence of numerical schemes. Acta Appl. Math., 124(1):73–105, 2013.
[33] N. Pogodaev. Optimal control of continuity equations. NoDEA, Nonlinear Differ. Equ. Appl.,
23(2):24, 2016.
[34] N. Pogodaev. Numerical Algorithm for Optimal Control of Continuity Equations. In OPTIMA
2017: Optimization and Applications, pages 467–474. CEUR Workshop Proceedings, 2017.
[35] R. W. Rishel. An extended Pontryagin principle for control systems whose control laws contain
measures. J. Soc. Indust. Appl. Math. Ser. A Control, 3:191–205, 1965.
[36] M. Staritsyn. On “discontinuous” continuity equation and impulsive ensemble control. Systems
and Control Letters, 118:7783, 2018.
[37] M. V. Staritsyn and N. I. Pogodaev. On a class of impulsive control problems for continuity equa-
tions. IFAC-PapersOnLine, 51(32):468 – 473, 2018. 17th IFACWorkshop on Control Applications
of Optimization CAO 2018.
[38] G. Toscani. Kinetic models of opinion formation. Communications in Mathematical Sciences,
4(3):481–496, 2006.
[39] C. Villani. Optimal transport. Old and new, volume 338 of Grundlehren der Mathematischen Wis-
senschaften [Fundamental Principles of Mathematical Sciences]. Springer-Verlag, Berlin, 2009.
[40] R. B. Vinter and F. L. Pereira. A maximum principle for optimal processes with discontinuous
trajectories. SIAM J. Control Optim., 26(1):205–229, 1988.
[41] J. Warga. Variational problems with unbounded controls. J. Soc. Indust. Appl. Math. Ser. A
Control, 3:424–438, 1965.
[42] S. T. Zavalishchin and A. N. Sesekin. Dynamic impulse systems, volume 394 of Mathematics and
its Applications. Kluwer Academic Publishers Group, Dordrecht, 1997. Theory and applications.
29
