The creative process generally produces order from disorder. Bense proposed a general schema that characterizes artistic production by the transition from the repertoire to the final product. He assigned a complexity to the repertoire, or palette, and an order to the distribution of its elements on the artistic product.
This article, an extended and revised version of earlier work, 6 presents a set of measures that conceptualizes Birkhoff's aesthetic measure from an informational viewpoint. These measures describe complementary aspects of the aesthetic experience and are normalized for comparison. We show the measures' behavior using three sets of paintings representing different styles that cover a representative feature range: from randomness to order. Our experiments show that both global and compositional measures extend Birkhoff's measure and help us understand and quantify the creative process.
Information theory and Kolmogorov complexity
Some basic notions of information theory, 4 Kolmogorov complexity, 7 and physical entropy 8 serve as background for our work.
Information-theoretic measures
Information theory deals with information transmission, storage, and processing. 4 Researchers in fields such as physics, computer science, statistics, biology, image processing, and learning use information theory.
Let X be a finite set and X be a random variable taking values x in X with distribution p(x) = Pr [X = x] (that is, the probability that variable X takes value x). Likewise, let Y be a random variable taking values y in Y. We characterize an information channel X → Y between two random variables (input X and output Y) by a probability transition matrix that determines the output distribution given the input. We define the Shannon entropy H(X) of a random variable X by The Shannon source-coding theorem is a fundamental result of information theory. This theorem encodes an object to store or transmit it efficiently. The theorem expresses that an optimal code's minimal length (for instance, a Huffman code) fulfills
where � is the expected length of the optimal binary code for X.
Related Work in Informational Aesthetics
Eighty years ago, Birkhoff formalized the notion of beauty by introducing the aesthetic measure, defined as the ratio between order and complexity.
1 According to this measure, "the complexity is roughly the number of elements that the image consists of and the order is a measure for the number of regularities found in the image." 2 Birkhoff suggested that aesthetic feelings stem from the harmonious interrelations inside the object and that the aesthetic measure is determined by the order relations in the object. He identified three successive phases in the aesthetic experience:
A preliminary effort of attention, which is necessary for the act of perception and increases proportionally to the object's complexity (C). The feeling of value or aesthetic measure (M) coming from this effort. The verification that the object is characterized by certain harmony, symmetry, or order (O), which seems necessary for the aesthetic effect.
From these considerations, Birkhoff defined the aesthetic measure as M =O/C.
Birkhoff understood the impossibility of comparing objects of different classes and accepted that the aesthetic experience depends on the observer. So, he proposed restricting the group of observers and applying the measure only to similar objects.
Using information theory, Bense proposed both the redundancy and Shannon entropy to quantify, respectively, an artistic object's order and complexity.
3 According to Bense, any artistic creation process involves a determined repertoire of elements (such as colors, sounds, and phonemes) that is transmitted to the final product. The creative process is selective (that is, to create is to select). For instance, if the repertoire is given by a palette of colors with a probability distribution, the final product (in our case, a painting) is a selection (a realization) of this palette on a canvas. Although the distribution of elements of an aesthetic state has a certain order, the repertoire shows a certain complexity. Bense also distinguished between a global complexity, formed by partial complexities, and a global order, formed by partial orders.
Other authors have also introduced measures to 4 So, looking for the most attractive design, M = 2 −l(p) /t(p) defines the aesthetic measure. Machado and Cardoso established that an aesthetic visual measure depends on the ratio between image complexity and processing complexity.
5 They estimated both using real-world compressors (JPEG and fractal, respectively). They considered that images that are simultaneously visually complex and easy to process have a higher aesthetic value.
Greenfield 6 and Hoenig 7 provide excellent overviews of the history of the aesthetic measures.
Another interesting property of the entropy is the Jensen-Shannon inequality, which is expressed by 
Kolmogorov complexity and the similarity metric
The Kolmogorov complexity K(x) of a string x is the length of the shortest program to compute x on an appropriate universal computer. 6 Essentially, a string's Kolmogorov complexity is the length of its ultimate compressed version and is machine-independent up to an additive constant. The conditional complexity K(x|y) of x relative to y is defined as the length of the shortest program to compute x given y as an auxiliary input to the computation. The joint complexity K(x, y) represents the length of the shortest program for the pair (x, y). The Kolmogorov complexity is also called algorithmic information or algorithmic randomness.
Information distance is defined as the length of the shortest program that computes x from y and y from x.
7 Up to an additive logarithmic term, the information distance is given by E(x, y) = max{K(y|x), K(x|y)}. This measure is a metric. Long strings that differ by a small amount are intuitively closer than short strings that differ by the same amount. Hence, the necessity to normalize the information distance arises. Li and colleagues 7 define a normalized version of E(x, y), called the normalized information distance or the similarity metric:
NID is also a metric and takes values in [0, 1]. It's universal in the sense that if two strings are similar according to the feature described by a particular normalized admissible distance (not necessarily a metric), they're also similar in the sense of the normalized information metric. Because of the Kolmogorov complexity's noncomputability, a feasible version of NID, called normalized compression distance, is defined as
where C(x) and C(y) represent the length of compressed string x and y, respectively, and C(x, y) the length of the compressed pair (x, y). Therefore, NCD approximates NID by using a standard realworld compressor.
Physical entropy
Looking at a system from an observer's angle, Zurek 8 defined the physical entropy as the sum of the missing information (Shannon entropy) and the algorithmic information content (Kolmogorov complexity) of the available data:
where d is the system's observed data, K(d) is the Kolmogorov complexity of d, and H(Xd) is the conditional Shannon entropy or our ignorance about the system given d. Physical entropy reflects the fact that measurements increase our knowledge about a system. In the beginning, we have no knowledge about the system's state, so the physical entropy reduces to the Shannon entropy, reflecting our total ignorance. If the system is in a regular state, physical entropy decreases as we make more measurements. In this case, we increase our knowledge about the system and might be able to efficiently compress the data. If the state isn't regular, we can't achieve compression, and the physical entropy remains high. According to Zurek, we can view this compression process from the perspective of an information-gathering and using system entity, such as a Maxwell's demon, capable of measuring and modifying its strategies based on the measurements' outcomes.
Global aesthetic measures
We consider three basic concepts of Bense's creative process:
the initial repertoirethe basic states (in our case, a wide range of colors that we assume are finite and discrete); the used palette (selected repertoire)the range of colors selected by the artist with a given probability distribution; and the final color distributionthe arrangement of the palette colors on a physical support (canvas).
Our set of measures uses these concepts to extend Birkhoff's measure using information theory and Kolmogorov complexity. 
Shannon's perspective
Bense proposed using redundancy to measure order in an aesthetic object (see the "Related Work" sidebar on page 25). When we apply this idea to an image or painting, the absolute redundancy Hmax − Hp expresses the reduction of uncertainty due to the choice of a palette with a given color probability distribution instead of a uniform distribution. Thus, we can express the aesthetic measure as the relative redundancy:
From a coding perspective, this measure represents the gain from using an optimal code to compress the image (Equation 1). The redundancy expresses one aspect of the creative process: the artist's selected palette. Table 2 shows significant differences in the MB values for the set of paintings in Figure  1 . To obtain these results, we computed a pixel's entropy using Hp = H(Xrgb) (thus, Hmax = 24). From Mondrian-1 (Figure 1a ) to van Gogh-3 ( Figure  1i ), the results reflect the high color homogeneity in Mondrian's paintings and the major color diversity in Seurat's and van Gogh's paintings. This measure only reflects the palette information and doesn't account for colors' spatial distribution on canvas. Thus, the geometry (Mondrian), pointillism's randomness (Seurat), and landscape elements (van Gogh and Seurat) are compositional features perceived by a human observer but not captured by MB. The measures described in the following sections address these features.
Kolmogorov's perspective
From a Kolmogorov complexity perspective, we can measure the order in an image by the difference between the image size (obtained using a constant length code for each color) and its Kolmogorov complexity. This corresponds to the space saving defined as the size reduction relative to the uncompressed size. The order's normalization gives us the aesthetic measure:
MK takes values in [0, 1] and expresses the image's degree of order without any prior knowledge of the palette (the higher the image's degree of order, the higher the compression ratio). Because of K's noncomputability, we use real-world compressors to estimate it (that is, we approximate K's value by the size of the corresponding compressed file). A compressor exploits both the selected palette's degree of order and the color position in the canvas. We selected the JPEG compressor because of its ability to discover patterns, in spite of (or thanks to) losing information that's imperceptible by the human eye. This is closer to the aesthetic experience than using lossless compressors, which usually have lower compression ratios so keep all the original information, including information that human observers can't distinguish. Nevertheless, to avoid losing significant information, we Table 1 . Size of the original files and size and compression ratio for the paintings in Figure 1 , using JPEG compression with the maximum quality option. use a JPEG compressor with the maximum quality option (see Table 1 ). For the results in Table 2 , we calculated MK using Hmax = 24. Although a strict ordering on MK values mixes paintings of different artists, the averages of the three sets of paintings are clearly separate. In descending order, the groups are Mondrian, van Gogh, and Seurat. The pairs of paintings (Mondrian-3, van Gogh-2) and (van Gogh-3, Seurat-3) have similar MK values. This is probably because the compressor can detect more homogeneity (or heterogeneity) than the human eye. For instance, the interior of some regions in the Mondrian-3 painting is more heterogeneous than it appears at first glance.
Frieder Nake, a Bense disciple and pioneer in algorithmic art (that is, art explicitly generated by an algorithm), considered a painting as a hierarchy of signs, where at each level of the hierarchy we could determine the statistical information content. He conceived the computer as a universal picture generator capable of "creating every possible picture out of a combination of available picture elements and colors." 9 Nake's theory of algorithmic art fits well with Kolmogorov's perspective, because you can consider a painting's Kolmogorov complexity as the length of the shortest program generating it.
Zurek's perspective
We developed a new version of Birkhoff's measure based on Zurek's physical entropy. 8 Zurek's work lets us look at the creative process as an evolutionary process from the initial uncertainty (Shannon entropy) to the final order (Kolmogorov complexity). We can interpret this approach as a transformation of the color palette's initial probability distribution to the algorithm describing the final painting.
Inspired by physical entropy (Equation 5), we define a measure given by the ratio between the reduction of uncertainty (because of the compression achieved by Kolmogorov complexity) and the image's initial information content. Assuming that each pixel's Shannon entropy times the number of pixels (NHp) gives an image's information content, we have
This normalized ratio quantifies the degree of order created from a given palette. For Table 2 , we computed MZ using the JPEG compressor, Hp = H(Xrgb), and Hmax = 24. Taking the average of MZ for each artist gives us the same ordering as in the previous measure MK. The low values for Seurat's paintings are due to their low compression ratio because of the pointillist style (see Table 1 ).
The plots in Figure 2 express, for three paintings, the physical entropy's evolution as we take more measurements. To simulate this evolution, we progressively discover each painting's content (columns from left to right), reducing the missing information (Shannon entropy) and compressing the discovered information (Kolmogorov complexity). The Mondrian paintings show on average a greater order than the van Gogh paintings, and the van Gogh paintings more than the Seurat paintings. So, we can more efficiently compress or comprehend our progressive knowledge about the paintings in the Mondrian case than in the other cases.
Quantifying the creative process. We can understand the global measures from the initial repertoire's complexity (logarithm of the number of repertoire states), the selected palette (Shannon entropy), and the final distribution (Kolmogorov complexity). From these complexities, we obtain the order, measuring the differences between them:
in MB, Hmax − Hp is the palette redundancy; in MK, NHmax − K is the compression achieved from the product's order; and in MZ, NHp − K is the reduction of uncertainty produced while observing or recognizing the final product.
These differences quantify the creative process: the first represents the selection process from the initial repertoire, the second captures the order in the color distribution, and the third expresses the transition from the palette to the artistic object.
Compositional aesthetic measures
Bense considered the creative act a transition process from an initial repertoire to the distribution of its elements on the physical support (such as a canvas). Here, we introduce measures to analyze an image's composition (that is, the spatial distribution of colors from a given palette).
Order as self-similarity
To analyze an image's composition, the measures used must quantify the degree of correlation or similarity between image parts. The Jensen-Shannon divergence and the similarity metric can capture the spatial order.
Shannon's perspective. From Shannon's viewpoint, we can compute the similarity between an image's parts using the Jensen-Shannon divergence (Equation 2), which is a measure of discrimination between probability distributions. We can use this divergence to calculate the dissimilarity between diverse regions' ■ ■ ■ intensity histograms. Thus, for a given decomposition of an image, the Jensen-Shannon divergence will quantify the spatial heterogeneity.
Although the ratio between the image's JensenShannon divergence and the initial uncertainty Hp expresses the degree of dissimilarity, we define its complementary value as a measure of self-similarity:
where n is the resolution level (that is, number of regions desired), πi is the area of region i, pi represents the probability distribution of region i, and H(pi) is its entropy. The self-similarity measure takes values in [0, 1] , decreasing the value with a finer partition. For a random image and a coarse resolution, the value should be close to 1. Table 3 shows the values of Mj for the set of paintings. In our tests, we decomposed the paintings in a 4 × 4 regular grid and computed the histograms using the luminance Y709. The high similarity between the palettes of the parts of a Seurat painting fits with the high values of Mj. On the other hand, Mondrian-2's lower selfsimilarity is due to the presence of regions with different palettes.
Kolmogorov's perspective. To measure the similarity between two parts of an image, we use the normalized information distance (Equation 3). As we described earlier, the information distance between two subimages is the length of the shortest program needed to transform the two subimages into each other. If we consider an image's degree of order as the self-similarity, we can measure it from the average NID between each subimage pair: 
where n is the number of regions or subimages provided by a given decomposition, and NID(i, j) is the distance between subimages Ii and Ij. This value ranges from 0 to 1 and expresses the degree of order inside the image. For Table 3 , we calculate the values of Mk for the set of paintings using a 4 × 4 regular grid and NCD(i, j) (Equation 4) as an approximation of NID (i, j) . For our case, we computed the values of C(Ii) and C(Ii, Ij) in NCD ignoring the rest of the canvas information (that is, zero luminance in I − Ii and I − Ii − Ij, respectively). As in the previous compositional measure, Mj, we classified the paintings according to the artist, but in reverse order. This is because, whereas Mj only measures the similarity between regions' palettes, Mk also measures the spatial distribution similarity of the palettes on the canvas.
Interpreting Bense's channel
We can further understand the creative process described by Bense as the realization of an information channel between the palette and the image's regions.
From a Shannon perspective, we present an algorithm that progressively partitions the image, extracting all its information until the painting is completely revealed. The information extraction's rate will depend on the painting's degree of order. For instance, if a painting was created by randomly distributing the colors on the canvas, any possible partition will obtain a small information gain. However, if the painting shows a certain degree of structure, we'll probably find a partition that will give us a larger information gain.
We construct this partitioning algorithm from an information channel B → R between the random variables B (input) and R (output), which represent, respectively, the set of intensity bins B and the set of regions R of an image. A conditional probability matrix defines this channel. This matrix expresses how the pixels corresponding to each intensity bin are distributed in the image's regions. Given Nb intensity bins and Nr regions in the image I of N pixels, the channel's three basic elements comprise
The conditional probability matrix p(R|B), which represents the transition probabilities from each bin of the histogram to the image's regions, is defined by p(rj|bi) = nij/ni, where nij is the number of pixels of bi into the region rj, and ni is the number of pixels of bi. Conditional probabilities fulfill
The input distribution p(B), which represents the probability of selecting each intensity bin, is defined by p(bi) = ni/N. The output distribution p(R), which represents the normalized area of each region r, is given by
where nj is the number of pixels of region rj.
We adopt a greedy mutual-information-based algorithm 10 that splits the image in quasihomogeneous regions. The procedure takes the full image as the unique initial partition and progressively subdivides it (for example, in a binary space partition or quadtree) according to the maximum mutual information gain for each partitioning step. The algorithm generates a partitioning tree T(I) for a given ratio of mutual information gain or a predefined number of regions (Nr is the number of tree leaves).
We can visualize this process from
where R is the random variable that represents the set of regions of the image and varies after each new partition. Information acquisition increases I B R ( ,ˆ) (data processing inequality 4 ) and decreases H B R ( ,ˆ), producing an uncertainty reduction due to the regions' equalization. The maximum mutual information that we can achieve is H(B).
We consider that the resulting tree captures the image's structure and hierarchy, and the mutual information gained in this decomposition process quantifies an image's capacity to be ordered or the feasibility of an observer decomposing it. Thus, varying the output from the single image until the lowest level (that is, the pixels) lets us study the information in the image's composition. The further down the regions we must go to achieve a given ■ ■ The mutual information gained in this decomposition process qualifies an image's capacity to be ordered or the feasibility of an observer decompositing it.
level of information, the more complex the image.
Similarly to Bense's communication channel between the repertoire and the final product, the channel we introduced can serve as the information (or communication) channel that expresses color distribution on a canvas. So, given an initial entropy or uncertainty of the image and a predefined level of resolution n, the evolution of the ratio
represents the distribution process. Note that n ranges 1 ≤ ≤ ≤ n N N r r max , where Nr max is the minimum number of regions that provide all the image information (that is, M N s r ( ) max = 1 ). Figure 3 shows the evolution of Ms building a binary space partitioning (BSP) for each painting in Figure 1 . The capacity of extracting order from each painting coincides with the behavior expected by an observer. Note the grouping of the three different painting styles. Table 3 shows Ms values for n = 16 for the set of paintings. Although the partitioning reflects the geometry and randomness of Mondrian's and Seurat's paintings, respectively, it also finds the landscape elements in van Gogh's paintings (see Figure 4) . Finally, Figure 5 shows a sequence of decompositions of van Gogh-1 obtained for several values of n, and only accounting for the luminance. Each region is painted with the average color corresponding to that region. With relatively few regions, the painting's composition is already visible (see Figures 5c and 5d ), although the details aren't sufficiently represented.
We studied the image composition using an adaptive algorithm that partitions the image using a BSP structure driven by the maximum information gain at each partition. This algorithm shows us how the image's composition (macro-aesthetic description) appears clearly after relatively few partitions. On the contrary, the details or forms in the painting appear when we reach a refined mesh (microaesthetic description).
Our three compositional measures capture the spatial order in an image from an informational viewpoint. The first two measures, Mj and Mk, measure similarities between predefined regions using the information content (Shannon entropy) and the algorithmic complexity (Kolmogorov complexity), respectively. The third measure, Ms, based on shared information (mutual information), goes one step further by dynamically evolving as the structure is discovered.
Conclusion
Further work will explore the use of higher-order Shannon measures, such as entropy rate and excess entropy, which can help us to understand a painting's compositional aspects. Following Zurek's work, 8 we'll also analyze the artistic process from the viewpoint of a Maxwell's demon-type artist or observer, capable of selecting and classifying the information contained in an object. We'll test our measures against a broader collection of paintings and other artwork, such as artistic photography. We'll conduct experiments within and across styles or painters. Our aim is to investigate the possibility of using these measures for classifying styles, or for distinguishing periods within a given artist's life. An interesting experiment will be to compare the automatic classification obtained by our measures with human experts' classification. We believe that we're on a promising track with a sound theoretical basis, which not only extends but will further develop Birkhoff's and Bense's aesthetics studies. We need a total of 789,235 regions to achieve the total information (that is, Nr max = 789,235).
