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The Fisher-Rao metric from Information Geometry is related to phase transition phenomena in
classical statistical mechanics. Several studies propose to extend the use of Information Geometry
to study more general phase transitions in complex systems. However, it is unclear whether the
Fisher-Rao metric does indeed detect these more general transitions, especially in the absence of a
statistical model. In this paper we study the transitions between patterns in the Gray-Scott reaction-
diffusion model using Fisher information. We describe the system by a probability density function
that represents the size distribution of blobs in the patterns and compute its Fisher information with
respect to changing the two rate parameters of the underlying model. We estimate the distribution
non-parametrically so that we do not assume any statistical model. The resulting Fisher map
can be interpreted as a phase-map of the different patterns. Lines with high Fisher information
can be considered as boundaries between regions of parameter space where patterns with similar
characteristics appear. These lines of high Fisher information can be interpreted as phase transitions
between complex patterns.
I. INTRODUCTION
Phase transitions are ubiquitous in nature. They are a
dramatic change in a system’s properties triggered by a
minuscule shift in its environment. Phase transitions are
often associated with spontaneous symmetry breaking,
where the transition is between an unordered phase and
an ordered, less symmetric phase [1]. In simple models of
phase transitions an order parameter is defined, which is
zero in the unordered phase and non-zero in the ordered
phase [1–3]. This is the basis for a mean-field approach
to phase transitions, where an expansion of the free en-
ergy in the order parameter is performed. Many power-
ful methods have been developed over the years to study
phase transitions, especially in the study of universality
in so-called second order (or critical) transitions, such as
the Landau-Ginzburg theory [3, 4] and Wilson’s Renor-
malization Group approach [1, 2, 5]. For those transitions
the order parameter is continuous, thermodynamic quan-
tities obey scaling laws in the vicinity of the critical point,
and there is a diverging correlation length. For first or-
der transitions, on the other hand, there is a jump in the
value of the order parameter, there is no diverging corre-
lation length and thus no scaling of the thermodynamic
functions near the transition point. During the transi-
tion there can be a mixed phase with a stable interface
between the two phases [1]. The study of first order tran-
sitions is very important for complex systems, especially
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social or ecological complex systems, because the sudden
jump between two phases (which is discontinuous) can
be quite dramatic [6].
While the Ginzburg-Landau-Wilson approach has been
tremendously successful in explaining universality in
second-order phase transitions, it requires the definition
of an order parameter. Different approaches, which do
not require an order parameter, can be useful for cases
where an order parameter is difficult to identify, or does
not exist (e.g. [7]). In one such approach we study the
probabilistic description of the system while changing the
parameters to bring the system across a transition. The
statistical properties of the system in the different phases
are very different. Therefore, at the phase transition the
shape of the probability distribution function will change
drastically. This is captured by the Fisher information
matrix (FIM) through the Crame´r-Rao bound [8–11]. A
compelling differential-geometric framework to study the
changes that the probability distribution undergoes is In-
formation Geometry (IG) [12]. In IG the family of prob-
ability distributions that are parametrized by a set of
continuous parameters (designated here as the vector θ)
is seen as a differential manifold. The parameters form
a coordinate system on the manifold, and distances are
measured by the Fisher-Rao metric:
gµν(θ) = 〈∂µ ln p ∂ν ln p〉 (1)
which is a positive semi-definite, symmetric matrix
that changes covariantly under reparametrizations of the
probability distribution p(x; θ). Here ∂µ ≡ ∂/∂θµ is a
derivative with respect to one of the parameters, indexed
by µ. The IG of many models in statistical mechanics
has been studied, e.g., in [13–26]. Of particular interest
in these studies is the role of the scalar (Riemannian)
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2curvature. It was shown to diverge at critical transition
points and on the spinodal curve [25, 26], thus effectively
preventing geodesics from crossing into the unphysical
area of phase space [27]. See also [28] for a general renor-
malization group analysis of IG near criticality.
A connection between phase transitions in IG and the
Ginzburg-Landau-Wilson approach can be made when an
order parameter φµ is the derivative of a thermodynamic
potential with respect to some thermodynamic variable
θµ. Then there exists a collective variable Xµ(x) such
that φµ = −kBT 〈Xµ〉 [4, 29] and the Fisher information
matrix can be shown to obey [29]:
gµν = −∂〈Xµ〉
∂θν
= β
∂φµ
∂θν
(2)
where β = (kBT )
−1 is the inverse temperature, kB being
Boltzmann’s constant. At second order phase transitions
in the thermodynamic limit this derivative diverges and
therefore a corresponding entry of the FIM also diverges.
When the system is finite, the Fisher information does
not diverge but rather attains a maximum. The max-
imum of the Fisher information has been used to ac-
curately find the phase transition point in finite sys-
tems [29, 30] and as a definition of criticality in living
systems [31].
We have two main goals for the current work: first to
test a conjecture set forth by Prokopenko et al. in [29]
that a divergence (or maximization) of the entries of the
FIM can detect phase transitions even in the absence of
an order parameter.
Second, to measure the Fisher information matrix
without resorting to the underlying dynamics of the sys-
tem and without assuming a specific parametric model
for equation (1). This addresses the problem that of-
ten the microscopic dynamics of complex systems are
unknown, and an analytic description of the probability
density function is missing.
To accomplish these two goals we chose to study
the specific example of the two dimensional Gray-Scott
(GS) reaction diffusion model [32]. We chose the
GS model for its rich variety of spatial and spatio-
temporal patterns [33] and we consider the transitions
between the different patterns as critical transitions.
Among the different types of patterns one can find self-
replicating spots [34–36], spatio-temporal chaos [37], and
labyrinthine patterns [38]. These were first systemati-
cally classified by Pearson [33]. Our goal is to use the
Fisher information matrix to construct a phase map for
the Gray-Scott model, where we expect areas with high
values of the Fisher information to demarcate the differ-
ent patterns. As a probabilistic description for the sys-
tem we chose the blob-size distribution, which we take to
be a function of the control parameters of the model F
and k and which we estimate non-parametrically by using
image processing on the resulting spatial V concentration
from our simulations.
The paper is organized as follows: in Section II we
discuss the relationship between Fisher information and
criticality, which forms the motivation for our approach.
We revisit the arguments in [29] and extend them to our
case. In Section III we introduce the Gray-Scott model
and discuss some of its properties. In Section IV we
present the results of the computations and in Section V
we explain the methods we used to compute the Fisher
information in this settings. Last we discuss our results
in Section VI.
II. FISHER INFORMATION AND
CRITICALITY
In this section we summarize the derivation performed
in [29] leading to Eq. (2) that relates order parameters
and the entries of the Fisher information matrix. This
derivation leads to the conjecture [29] that it is enough
to consider the Fisher information matrix entries rather
than order parameters and is presented here because it
is important for our exposition.
The Gibbs ensemble can be generically written in the
following way:
p(x; θ) =
1
Z(θ)
exp [−θµXµ(x)] (3)
with Z(θ) set by normalization and with summation con-
vention over repeated indices, which we use throughout
the paper. For this distribution, the Fisher information
Eq. (1) is [29]:
gµν(θ) = ∂µ∂ν lnZ(θ) = ∂µ∂ν(−βG) (4)
where G is the Gibbs free energy. Performing the deriva-
tives we obtain Eq. (2).
For many systems, the order parameter can be defined
by introducing an external field h to the free energy that
couples to the order parameter φ [1]. The canonical ex-
ample being the magnetization that couples to the exter-
nal magnetic field, so that M = − (∂A∂h )T . The external
field being one of the external parameters θµ. We then
have:
φ = −
(
∂G
∂h
)
T
. (5)
Setting θµˆ = h for a particular µˆ we obtain:
φµˆ = − ∂G
∂θµˆ
= −kBT 〈Xµˆ〉. (6)
The meaning of Eq. (6) is that if an order parameter φµˆ
is a derivative of the free energy G, then there exists a
collective variable Xµˆ(x) whose average is proportional
to the order parameter [29]. It is important to note that
many models exist whose order parameter is indeed the
average of a collective variable [4, 29].
Combining equations (4) and (6) we obtain Eq. (2).
This links the value of the entries of the Fisher infor-
mation with the derivatives of the order parameters φµ
3of the system. Since at phase transitions the order pa-
rameter or its derivatives becomes non-analytic we can
expect the Fisher information matrix to have diverging
entries at the phase transition point. For example, at
a ferromagnetic transition point, with (θ1, θ2) = (h, T ),
the diagonal elements of the Fisher information matrix
are given by [29]:
kBTg11(h) =
(
∂φ
∂h
)
T
= −
(
∂2G
∂h2
)
T
≡ χT ; (7)
kBTg22(T ) =
(
∂S
∂T
)
h
= −
(
∂2G
∂T 2
)
h
≡ Ch
T
. (8)
Since g11 and g22 are proportional to the magnetic sus-
ceptibility χT and heat capacity Ch respectively, we ex-
pect both entries to diverge at the point of the magnetic
second order phase transition [29]. More generally, it is
easy to show that [29]
gµν(θ) = 〈XµXν〉 − 〈Xµ〉〈Xν〉. (9)
This is also called the generalized susceptibility in statis-
tical mechanics [31]. This derivation led Prokopenko to
propose that the maximization of the appropriate Fisher
information matrix can detect phase transitions, without
explicitly defining an order parameter [29].
The relation (2) suggests the introduction of an order
parameter derived from the Fisher information by inte-
grating it from one phase to the next, in the following
way:
θ2∫
θ1
gµν(θ)dθ
ν =
θ2∫
θ1
∂φµ
∂θν
dθν =
θ2∫
θ1
dφµ = φµ(θ1, θ2). (10)
We absorbed the inverse temperature in the definition of
θ, and the integration path starts at θ1 which is in one
phase and ends at θ2 which is in the other phase. In
general this will depend on the integration path and the
end-points.
While the derivation above assumes the form (3) for
the probabilistic description of the system, the idea
of Fisher information maximization at phase transition
points can be generalized for other probabilistic descrip-
tions based on the Crame´r-Rao bound [9–11] that states
that the variance an unbiased estimator θˆ(x) is bounded
from below by the inverse of the Fisher information. We
make the following heuristic argument: when a system is
said to undergo a phase transition, it means that there is
an observable change in some aspect of the system (often
having to do with the symmetries of the system). This
means that the statistical properties of the system in the
two phases differ significantly. For example, if we sample
the energy per spin of an Ising spin system repeatedly in
the high-temperature phase, we will obtain a broad dis-
tribution of energies. Conversely, at the low-temperature
phase the energy distribution is very narrow, since in the
low-temperature phase the spins are aligned and the sys-
tem is in the ground state [5]. Thus, if we look at the
probability density function describing these observables
change as a function of the control parameter, it under-
goes a drastic change in its functional form. This, in
turn, implies that we can estimate the value of the con-
trol parameter at the phase transition point accurately,
because of the large change in the behavior of the density
function. According to the Crame´r-Rao inequality, the
inverse of the value of the Fisher information serves as
a lower bound on the variance of the estimated parame-
ter. If this parameter can be estimated accurately then
this implies a high value of the Fisher information. We
therefore surmise that under very general circumstances
the Fisher information is maximized at phase transition
points.
III. THE GRAY-SCOTT MODEL
The Gray-Scott model is a non-linear reaction-diffusion
model of two chemical species U and V with the reactions
U + 2V → 3V (11)
V → P.
U is constantly supplied into the system and the inert
product P removed.
We can simulate the reaction using the law of mass ac-
tion [39], where we assume that the rate of each reaction
is proportional to the concentration of the reactants at
each point. The resulting non-linear coupled differential
equations are:
∂u
∂t
= Du∇2u− uv2 + F (1− u) (12)
∂v
∂t
= Dv∇2v + uv2 − (F + k)v
where u = u(t,x), v = v(t,x) are the (dimensionless)
concentrations of the two chemical species, ∇2 is the
Laplacian with respect to x, Du and Dv are diffusion
coefficients of u and v respectively, F represents the rate
of the feed of U and the removal of U , V and P from the
system and k is the rate of conversion of V to P . In prac-
tice this is a model of chemical species in a gel reactor
where the rate F can be relatively easily modified, and
k is dependent on the temperature of the system. Du
and Dv are more difficult to change and we will consider
them constant, with Du/Dv = 2.
A. Linear stability analysis
We start with the standard stability analysis for the
homogeneous system (i.e. without diffusion). The Gray-
Scott model has a trivial homogeneous steady state solu-
tion, referred to as the red state, at [uR, vR] = [1, 0] which
is always linearly stable for positive F and k [33, 40]. Un-
der the condition that
d = 1− 4(F + k)2/F > 0 (13)
4two additional homogeneous steady states solutions ap-
pear:
[uB , vB ] =
[
1
2
(1−
√
d),
1
2
F
F + k
(1 +
√
d)
]
(14)
[uI , vI ] =
[
1
2
(1 +
√
d),
1
2
F
F + k
(1−
√
d)
]
. (15)
These are referred to as the blue state and the inter-
mediate state respectively [40]. Linear stability analysis
shows that when these states exist, the intermediate state
is always unstable whereas the blue state can be stable.
The two states appear through a saddle-node bifurcation
which in the F − k plane is defined by the curve:
FSN (k) =
1
8
[
1− 8k ±√1− 16k
]
. (16)
Under certain conditions [40] the blue state undergoes a
Hopf bifurcation at
FH(k) =
1
2
[√
k − 2k −
√
k(1− 4
√
k)
]
. (17)
For more details see [35, 36, 40, 41]. The bifurcation
curves are plotted in Fig. 1 together with the area where
we performed our simulations.
0.040 0.045 0.050 0.055 0.060 0.065 0.070
k
0.00
0.02
0.04
0.06
0.08
0.10
0.12
0.14
0.16
F
(a)
(b)
(c)
(d)
(e)
(f)
SN bifurcation
Hopf bifurcation
Simulated area
FIG. 1. Bifurcation diagram of the Gray-Scott model. The
solid line indicates the saddle-node bifurcation and the dashed
line the Hopf bifurcation. The highlighted area is where we
perform our simulations. The blue dots are the position in
parameter space of the patterns that appear in Fig. 2.
B. Complex patterns
In the vicinity of the bifurcations a variety of inhomo-
geneous patterns may appear [40]. These can be observed
by setting the initial state of the system to the red state
and adding a finite perturbation that allows the system
to reach a different attractor (for details see Sec. V). The
first to systematically study these patterns in two dimen-
sions was Pearson [33]. Pearson classified the patterns in
12 types and designated them with Greek letters. In this
paper we use the same parameters Pearson used for his
simulations, except that we will vary the simulation lat-
tice size to include larger patterns, as will be described
later. The different patterns appear close to each other
in the F − k space and often mix on the boundaries of
regions of different patterns. One of the patterns that
was first discovered by Pearson [33] is that of the self-
replicating spots (e.g. Fig. 2a). A single spot of high V
with a well defined boundary grows until at a certain
point it will split into two spots. The process continues
until the whole simulation area is covered with spots [34].
Depending on the parameters, the self-replicating spots
will either reach an asymptotic fixed point or will start
to flicker in what is known as spatio-temporal chaos [34–
36, 42, 43]. Wang and Ouyang [37] derived a probabilis-
tic description of the spot count in the chaotic regime as
a function of the rate of spot creation and annihilation
which were found to linearly depend on the spot-count.
Another group of patterns are the worm-like patterns
(Fig. 2b) which grow and fill the entire simulation lattice
and then are fixed. In the parameter space, between the
stable self-replicating spots and the worm-like patterns,
a mixed pattern appears which contains both spots and
stripes. This pattern (Fig. 2c) is reminiscent of a first
order phase transition, where phase co-existence appears
in the transition region. The degree of mixing gradually
increases and then decreases again across the transition.
In the examples in Fig. 2, (a), (b), (c) and (f) patterns
are at a fixed point of the dynamics. The patterns (d) and
(e), on the other hand, are a snapshot of patterns that
do not reach a fixed-point. The patterns that appear in
the Gray-Scott are examples of self-organization because
they are macroscopic patterns that appear through the
local interactions of the U and V substances [44].
C. Probabilistic description
In order to construct a phase map using the Fisher
information matrix, we follow Wang [37] in construct-
ing our probabilistic description of the patterns. Wang
treated each spot as an entity and computed the proba-
bility for a number of spots to appear at a unit time. We
separate the pattern into similar entities, but regard not
only the self-replicating spots but also the stripes and the
labyrinthine patterns as entities, which we call “blobs”.
We take the lattice of V values (the U value lattice is
usually very similar to the V one) and treat it as an
5(a) Self-replicating spots after replication
is finished. F = 0.0392, k = 0.0649
(Pearson λ pattern).
(b) Worm-like patterns.
F = 0.0416, k = 0.0625 (Pearson µ
pattern).
(c) “Mixed-phase” between the
self-replicating spots and the worm-like
pattern. F = 0.0404, k = 0.0638 (Pearson
η pattern).
(d) Spatio-temporal chaos (never reaches
steady-state).F = 0.0208, k = 0.0576
(Pearson  pattern).
(e) F = 0.0175, k = 0.0504 (Pearson α
pattern).
(f) Labyrinthine pattern.
F = 0.0295, k = 0.0561 (Pearson θ
pattern).
FIG. 2. Example of patterns found in the Gray-Scott model. These represent the concentration of V . All simulations performed
with a grid size of 400× 400, and Du/Dv = 2.
image. To identify a blob we first binarize the image us-
ing Otsu’s method[45]. We use the find_blobs method
from the image processing python library SimpleCV [46]
to label continuous clusters in the binarized image. We
extract the size of each blob (in pixels) and use a non-
parametric estimation procedure to obtain a PDF of the
sizes of the blobs. We assume that the blob sizes are
characteristic of the different patterns and that by ob-
serving their distribution we could, with a high degree
of certainty, deduce the type of pattern. We therefore
expect the Fisher information to become large when a
PDF changes rapidly and therefore we will be able to de-
tect the transitions between the patterns. The density
extraction process is depicted in Fig. 3.
We assume that the extracted PDF is a function of the
parameters F and k and that we can therefore compute
derivatives of it with respect to these parameters by us-
ing a finite difference scheme. We use a centered finite
difference scheme and the integration is performed by use
of scipy.integrate.quad [47]. The expression we use
for the Fisher information is:
gµν(θ) =
∫
ln p(x|θ + ∆θµ)− ln p(x|θ −∆θµ)
2∆θµ
× (18)
× ln p(x|θ + ∆θ
ν)− ln p(x|θ −∆θν)
2∆θν
p(x; θ) dx.
In this expression ∆θµ represents a small increment in
either F or k, keeping the other fixed (so, for exam-
ple, θ + ∆θF is interpreted as the probability density
at F + ∆F, k). Following [30] we set the expression un-
der the integration to zero whenever any of the densities
was zero for a given x. An extended discussion about the
use of non-parametric density estimation (such as Kernel
Density Estimations) and using finite difference schemes
in the computation of the Fisher information is given
in [48].
Since our premise is that the distribution of blob sizes
is typical to the different patterns, we use the Shannon
6(a) Original image. (b) Image with detected blobs
superimposed.
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(c) Histogram of blob areas with density
estimation.
(d) Original image. (e) Image with detected blobs
superimposed.
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FIG. 3. Two examples of the density extraction process. The original images 3a and 3d are binarized and a blob detection
algorithm is run. This results in a set of blobs (depicted in 3b and 3e) from which a histogram of blob sizes is computed
and a Gaussian kernel density estimation is used to obtain the final density function (plotted in 3c and 3f). First picture at
F = 0.0413; k = 0.0628 and second picture at F = 0.0335; k = 0.0644.
entropy, defined as:
H[p](θ) ≡
∫
p(x; θ) ln
1
p(x; θ)
dx. (19)
as a way to validate our method. The Shannon en-
tropy (19) is a measure of uncertainty in the outcome
of a random variable which is distributed according to
p(x; θ). In our case it represents our uncertainty about
the size of one of the blobs in the pattern. In the stable
spots pattern, for example, the uncertainty is relatively
low and so is the Shannon entropy. At the stripe pattern
it is high, since any given blob can belong to a short or
a long stripe. This gives us a sort of an order parame-
ter which, however, is not necessarily related to a change
in the symmetry of the system. This allows us to com-
pare the predictions from the Fisher information to that
of the Shannon entropy. We will typically expect a line
of high Fisher information where the Shannon entropy
undergoes a large change.
IV. RESULTS
A. Two dimensional phase map
To get an overview of where in parameter space each
patterns is located, we first plot the Shannon entropy of
the blob-size PDF. The Shannon Entropy map for a sim-
ulation grid of 800×800 is shown in Fig. 4. The Shannon
entropy shows a clear demarcation between different re-
gions in the parameter space near the saddle-node bifur-
cation curve. There are two areas with low entropy (blue
regions, one above and one below the saddle-node curve).
Both blue areas have stable localized spots of roughly
the same size, but only the spots in the area contain-
ing the (a) pattern are created through self replication.
The other spots are created with a different mechanism,
see the Supplemental Material at for movies showing the
evolution of these two patterns. When we move from the
area containing (a) to the area containing (d) there is a
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FIG. 4. Shannon entropy of the blob size distribution. The
black continuous line is the saddle-node bifurcation curve and
the dashed line is the Hopf bifurcation. The Shannon Entropy
was calculated for a simulation on an 800 × 800 grid. The
location of the different patterns from Fig. 2 are indicated
with ×. The color-bar is in logarithmic scale. Gray indicates
areas with no inhomogeneous patterns.
well defined boundary where the blue region ends and
where the spatio-temporal chaotic regime begins. The
Shannon entropy increases slowly as one moves towards
lower values of F and k since the size of the spots be-
comes less certain and since half formed spots are counted
as blobs with smaller and more variable areas. We refer
to this transition as “Transition I”. A second interesting
transition occurs when moving from (a) to (b). In this
transition the spots from pattern (a) mix with the stripes
of pattern (b) to a varying degree, until there are no more
spots and only stripes remain. As we can see the Shannon
entropy increase is much steeper in this transition, since
the blobs turn into stripes of wildly different lengths. We
will refer to this transition as “Transition II”. Examples
of transitions I and II can be seen in Figs. 6 and 7 re-
spectively.
The different components of the Fisher information
matrix and its trace and eigenvalues are plotted in Fig-
ure 5. At each point we computed the eigenvalues and
plotted separately the larger eigenvalue (Fig. 5e) and the
smaller one (Fig. 5f).
The main features of the Fisher information maps we
see in Fig. 5 are that there are many curves with high val-
ues of the Fisher information (“ridges”) which separate
areas of lower FI. Most ridges follow the general curve
of the saddle-node bifurcation line, except for the notice-
able ridge separating the self-replicating spots pattern
region (a) and the spatio-temporal chaotic area (d) (i.e.
the ridge representing Transition I). Almost all versions
of the Fisher map show this ridge, but with a varying
degree of clarity. Transition II is also clearly represented
by a ridge which appears in almost all representations of
the FIM (except for the GFk component). This is the
rather wide ridge where pattern (c) resides.
B. One dimensional transitions
We constructed the two dimensional phase map by sim-
ulating the different patterns that appear in all the differ-
ent parameter values we were interested in. Often we do
not have complete knowledge of the surrounding patterns
and only observe one instance of the system at a time. In
these cases, it can be useful to look at a one dimensional
plot of the Fisher information along a given trajectory.
This can happen, for example, when we observe a natural
system over time. Then we could treat the observation
time as the parameter θ and compute how much we know
about the observation time from the distribution p. As
an example we plot the Shannon Entropy and the Fisher
information interval along two trajectories. One cross-
ing Transition I and the other Transition II. We define
the Fisher information interval in analogy with special
relativity [49]:
ds2 = Gµνdθ
µdθν . (20)
It is an invariant measure that represents the squared
distance along the path described by dθµ. To com-
pute the interval we first defined the start and end of
the path p1 = (k1, F1) and p2 = (k2, F2) respectively,
then computed the unit vector connecting p1 and p2:
drˆ = (p2 − p1)/||p2 − p1||. And finally the vector
dθµ = (dk, dF ) · drˆ. dk and dF are the lattice spac-
ings in parameter space and || · || is the usual norm in
R2.
1. Transition I: self replicating spots to spatiotemporal
chaos
The first one dimensional transition we analyze is
Transition I, which we define between the stable, self-
replicating, spots and the chaotic spots. One such tra-
jectory crossing the transition is plotted in Fig. 6. Point
(a) (at parameter values k = 0.06141, F = 0.027136) is
located within the fixed spots area close to the transition
and point (d) (at parameter values F = 0.0238191, k =
0.05869347) is located within the chaotic spots area, also
not far from the boundary. On the top left of Fig. 6 we
plot the Fisher interval going from point (a) to point (d).
At point (b) the interval starts increasing and at point
(c) it reaches a maximum, after which is slowly decreases
again. On the same graph we plot the Shannon entropy
of the blob size PDF. The Shannon entropy is lower in
the stable phase than in the spatio-temporal chaos, as
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FIG. 5. The different components of the Fisher information matrix obtained for simulations with grid size 800 × 800 and
periodic boundary conditions. As can be seen from 5c, the off diagonal component is mostly negligible. The color in all figures
is in logarithmic scale.
can also be seen in Fig. 4. This is due to the increased
uncertainty in blob sizes in the chaotic regime.
We inspected the patterns on both sides of the transi-
tion visually and as a function of time and it does indeed
seem to capture the transition in the correct location.
To verify this quantitatively we define an order param-
eter. Since the nature of the transition is dynamic (i.e.
the time dependence of the pattern is different in both
phases) we simulate the system further in time. We di-
vide the trajectory from (a) to (d) to 100 points at each
point run the simulation for 50, 000 warm-up time steps
for it to reach the state in which we computed the Fisher
information. We then continue the simulation an addi-
tional 2, 000 time steps, computing the blob-count every
20 time steps. From these samples we compute the stan-
dard deviation of the blob count. The rationale is that
for the stable spots the variability of blob count should
be zero and at the chaotic regime it is non-zero. This
is plotted on the bottom left in Fig. 6, below the Fisher
interval plot. We also plotted vertical lines that indicate
the position of points (b) and (c). Because of the de-
manding computation time we performed the validation
run on a 400× 400 grid as opposed to the 800× 800 grid
from which the Fisher interval is computed. The blob-
count indeed remains constant between (a) and (b). It
then gradually becomes more variable as we go deeper
into the chaotic regime. The increase in blob-count vari-
ability coincides with the rise in Fisher interval which
we interpret as a verification that indeed the transition
begins at this point.
2. Transition II: self-replicating spots to stripes
The second trajectory we chose crosses what we term
Transition II. As the first transition, it starts in the self-
replicating spots area (at a different point (a) which is
located at parameter values k = 0.0652 and F = 0.0395)
and crosses to the area of the stripe patterns to point
(d) which is located at k = 0.0632, F = 0.0428. Along
the trajectory the patterns evolve from completely spots
to a mixed spot-stripe region and finally reach a region
without any spots. Again we plot the trajectory in Fig. 7,
along with the Fisher interval and Shannon entropy (top
left). The Fisher interval clearly increases between points
(b) and (c) which this time designate visually selected
points of the start and end of the region where the Fisher
interval is high. The Shannon entropy again increases
across the transition and is higher in the stripe phase in
comparison with the self-replicating spot phase. Below
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FIG. 6. One dimensional snapshot of Transition I, starting from point (a) to point (d), crossing the ridge defining the
transition. Point (b) represents the onset of the rise of the Fisher information and point (c) represents the maximum of the
Fisher information along the line. Top left figure - the line element ds2 = Gµνdθ
µdθν connecting (a) and (c), and the Shannon
entropy along the line. Bottom left plot represents the standard deviation in the blob count from a continued simulation along
the line, as explained in the main text. The vertical dashed line in both plots represents the position of (b) and (c). The plot
on the right is the same line element ds2 plotted for the entire simulation region. The blue line is the line plotted on the left.
Points (a), (b), (c), and (d) are also indicated.
the Fisher interval and Shannon entropy plots we draw a
part of the patterns that appear at points (a) through (d).
This helps to provide a visual verification of the position
of the transition. Point (b) is the first point with stripes
appearing together with the spots and point (c) is one of
the last with spots.
3. Shannon Entropy and Fisher Information
It is tempting to compare the Shannon entropy and
Fisher information in terms of how well they capture the
transition. Both can be used as indicators, the Shan-
non entropy indicates a transition when its average value
changes significantly and the Fisher information by rise
and subsequent decrease in its value. We would like to
note that, following the discussion earlier, the Fisher in-
formation acts as a susceptibility measure (as the mag-
netic susceptibility would act in an Ising model) and the
Shannon entropy as an order parameter (as the magne-
tization would in an Ising model). We can however hy-
pothesize that it is possible to find a transition between
patterns in which the Shannon entropy is constant but
the Fisher information peaks. For example, if the aver-
age blob size changes abruptly but the variance in blob
sizes remains fixed. In that case the Shannon entropy
would not catch the transition but the Fisher informa-
tion would.
C. Effect of the simulation grid size
The size of the simulation grid, which we varied in
our experiments from 256 × 256 up to 1600 × 1600 has
a large effect on the resulting phase map. Small grid
sizes result in a fairly noisy Fisher map, whereas larger
ones give a smoother map with better defined “ridges”
which demarcate the different phases. We suspect this is
a result of too few blobs appearing in the smaller grids.
Because simulating large grid sizes requires considerable
computation time (the 1600× 1600 took about a month
on a cluster running on approximately 800 cores simul-
taneously), one has to find a balance between accuracy
and computational time. We found that a grid size of
800× 800 provided good results.
In order to compare the results obtained for each of
the grid sizes, we plot the trace of the Fisher information
matrix obtained from the computation of the different
grid sizes. This is presented in Fig. 8. At 256 × 256
there is quite some noise from large peaks of the Fisher
information. The 400×400 grid already provides a much
better resolution of the ridges, which improves even more
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FIG. 7. One dimensional snapshot of Transition II. Top left is a plot of the interval ds2 = Gµνdθ
µdθν and the Shannon entropy
along the line connecting point (a) in the stable self-replicating spots area and (d) in the stripes area. Points (b) and (c)
represent the onset of increase of Fisher information and the point where the Shannon Entropy reached its maximal value. The
images on the bottom represent zoomed-in depictions of the patterns appearing in all indicated points.
at the 800× 800 grid. The 800× 800 grid also shows the
highest contrast in Fisher information between “ridge”
and “valley” regions. As we go to the largest grid size we
used, 1600× 1600, it seems that some of the well-defined
ridges become less well defined. We suspect that this
might happen because the system did not have sufficient
time to reach equilibrium, even though each simulation
was run for 200, 000 time steps.
V. METHODS
The Fisher information is obtained by performing sim-
ulations on the parameter range where inhomogeneous
patterns appear in the Gray-Scott model. The parame-
ter space was divided into an evenly spaced 200×200 grid
with F ∈ [0, 0.06]; k ∈ [0.04, 0.07]. The diffusion coeffi-
cients were held constant at Du = 0.16; Dv = 0.08 such
that Du/Dv = 2. We performed a simulation at each
point of parameter space, starting with identical initial
conditions (same seed) and repeated for the same num-
ber of time steps (depending on the simulation grid size).
The simulation was started with an initial condition of
the red state (u, v) = (1, 0) with a finite perturbation in
the form of a 20 × 20 square in the center of the simu-
lation grid in the state (u, v) = (0.5, 0.25) and an addi-
tional Gaussian noise with an amplitude of 0.05 covering
the entire simulation grid. This initial state was then
evolved by integrating numerically Eq. (12) using an Eu-
ler scheme until the final state was reached. We repeated
the experiment with different simulation grid sizes, rang-
ing between 200×200 up to 1600×1600. The simulation
times ranged from 50, 000 time steps (for the smallest
grid sizes) to 200, 000 for the 1600× 1600 grid. This was
chosen such that the self-replicating stable spots will fill
in the entire simulation window. The simulations were
performed on the Lisa cluster run by SurfSara [50]. The
python code to perform the simulation is based on the
code found at [51].
For each simulation we extracted the PDF by following
the steps described in Section III C. We used the Python
package SimpleCV for the binarization and blob detec-
tion of the images and scipy.stats.gaussian_kde for
the computation of the PDF from the blob sizes. The
computation of the Fisher information from the PDF
followed the description in [48] and the code for this
computation is available online at [52]. As mentioned
in Sec. IV we also computed the Shannon entropy for
each PDF we obtained. This was done by simple integra-
tion of the PDF using Eq. (19) and the Python function
scipy.integrate.quad.
In addition to the Gaussian KDE, we used the novel
density estimation method DEFT [53], and tried two dif-
ferent ways to integrate Eq. (18) - once as it is written
in Eq. (18) and once by first performing the differenti-
ation of the logarithm (replacing ∂µ ln p with [1/p]∂µp)
before defining the finite difference scheme. As is de-
scribed in [48], the first method yields better results for
Gaussian KDE and the second for DEFT. We eventu-
ally used the results obtained from the Gaussian KDE
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FIG. 8. Comparison of different grid sizes. Trace of the FIM.
rather than the DEFT ones because finding the correct
parameters for DEFT for all parameter values was diffi-
cult, since both the range of blob sizes and the number of
blobs in each simulation in each parameter value varied
too much.
VI. CONCLUSIONS
In this paper we explore the use of the Fisher infor-
mation matrix to capture transitions between different
patterns in the Gray-Scott model. The use of Fisher in-
formation for this purpose is inspired by an analogy with
phase transitions in thermodynamic systems and follows
the work by Prokopenko et al. [29]. The main purpose
of the study was to test whether such a description is
feasible in a system whose probabilistic description is not
derived from the microscopic dynamics and where no sta-
tistical model is assumed. We find that at least in the
case of the GS model with the choice of blob-size PDF
as a probabilistic description, this seems to be indeed
possible.
The main difficulty in using this approach to produce
the entire phase map is that it is computationally very
demanding. The very smooth phase map only really ap-
pears at grid sizes of 800× 800 which requires long com-
putation runs. A more conceptual difficulty is that once
we obtain the maps, their exact interpretation is not triv-
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ial. The value of the Fisher information ranges over many
orders of magnitude (between 103 and 109) and there is
no theoretical value to compare with.
The strength of the method lies in that it manages to
capture various types of transitions with the same metric.
We did not have to define specific order parameters for
the different patterns. It also captures our intuitive un-
derstanding of a “phase transition” as a large change in
the statistical properties of a system when the underlying
“external” parameters are changed.
In the one-dimensional cases, it seems that the Fisher
information does indeed capture essential features of
“pattern transitions” in that it gives a clear signal in the
form of a peak between two regions of low Fisher infor-
mation. It is especially interesting to note that the Fisher
information predicts an exact position for the transition
to spatio-temporal chaos, as depicted in Fig. 6, since this
transition is dynamic in nature. Further mathematical
analysis similar to the one done in [42, 43] for the two-
dimensional Gray-Scott model might be able to confirm
the exact position of the transition line and compare it
to the one detected by the FI.
Our results suggest that Fisher information can indeed
serve as a generalized susceptibility measure in the study
of complex systems. Because very few assumptions about
the underlying dynamics are necessary it is an ideal tool
for detecting different regimes even in the absence of an
assumed statistical model.
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