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MOCK THETA FUNCTIONS AND WEAKLY HOLOMORPHIC
MODULAR FORMS MODULO 2 AND 3
SCOTT AHLGREN AND BYUNGCHAN KIM
Abstract. We prove that the coefficients of the mock theta functions
f(q) =
∞∑
n=1
qn
2
(1 + q)2(1 + q2)2 · · · (1 + qn)2
and
ω(q) := 1 +
∞∑
n=1
q2n
2
+2n
(1 + q)2(1 + q3)2 . . . (1 + q2n+1)2
possess no linear congruences modulo 3. We prove similar results for the moduli 2 and 3 for
a wide class of weakly holomorphic modular forms and discuss applications. This extends
work of Radu on the behavior of the ordinary partition function modulo 2 and 3.
1. Introduction
The arithmetic properties of Fourier coefficients of modular forms are involved in many
areas of number theory, and they have formed the topic of a vast amount of research. A
prototypical modular form is the Dedekind eta function
η(z) := q1/24
∞∏
n=1
(1− qn), q := e2πiz,
whose inverse generates the partition function (the prototypical function of additive number
theory) via the well-known relation
1
η(z)
= q−1/24
∞∑
n=0
p(n)qn. (1.1)
Most of what is known about the arithmetic properties of p(n) stems from the interpretation
of (1.1) as a weakly holomorphic modular form of weight −1/2. Although there are far too
many results to mention individually, we mention Ono’s paper [24] and the subsequent work
[3] which show that Ramanujan’s famous congruence
p(5n+ 4) ≡ 0 (mod 5) (1.2)
has an analogue for any modulus M coprime to 6 (see also the recent work of Folsom, Kent
and Ono [16]). Treneer [30], [31] has extended these results to cover any weakly holomorphic
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modular form. In the other direction, the first author and Boylan [1] showed that there are
no congruences as simple as (1.2) for primes ≥ 13.
The situation has been less clear for the primes which divide 24. Parkin and Shanks [26]
conjectured that
# {n ≤ x : p(n) 6≡ 0 (mod 2)} ∼ x
2
,
and there is an analogous folklore conjecture modulo 3. The current results are far from
this expectation; for example the best result for the number of odd values of p(n) is due to
Nicolas [23], who obtained the bound
√
x(log log x)K/ log x for any K. An old conjecture
of Subbarao [29] states that there are no linear congruences for p(n) modulo 2. In striking
recent work, Radu [28] has proved Subbarao’s conjecture, as well as its analog modulo 3,
with clever and technical arguments. In this paper we will adapt the methods of Radu’s
paper to prove non-vanishing results for the coefficients of mock theta functions and weakly
holomorphic modular forms of certain types.
The function
f(q) =
∞∑
n=0
a(n)qn = 1 +
∞∑
n=1
qn
2
(1 + q)2(1 + q2)2 · · · (1 + qn)2
is a prototypical mock theta function (see, for example, works of Zwegers [33], Bringmann
and Ono [10], and Zagier [32]). Using a standard argument and [30], [31], one deduces that
there are linear congruences a(mn+ t) ≡ 0 (mod ℓj) for any prime power ℓj with ℓ ≥ 5. The
function f(q) coincides modulo 2 with the generating function for partitions. To see this,
define the rank of a partition λ as λ1− ℓ(λ), where λ1 is the largest part of λ and ℓ(λ) is the
number of parts. Define Ne(n) and No(n) as the number of partitions of n with even and
odd ranks, respectively. Then we have
f(q) :=
∞∑
n=0
a(n)qn = 1 +
∞∑
n=1
(Ne(n)−No(n)) qn. (1.3)
Since p(n) = Ne(n) + No(n), we have a(n) ≡ p(n) (mod 2) for all n, and Radu’s result
implies that there are no linear congruences for a(n) modulo 2. Here we will prove
Theorem 1. For any positive integer m and any integer t we have∑
a(mn + t)qn 6≡ 0 (mod 3).
The mock theta function
ω(q) := 1 +
∞∑
n=1
q2n
2+2n
(1 + q)2(1 + q3)2 . . . (1 + q2n+1)2
=
∞∑
n=0
c(n)qn
appears naturally with f(q) as the component of a vector-valued mock modular form (see,
for example, [33]). Andrews [6] gives a partition theoretic interpretation for c(n) as the
number of partitions of n+1 into nonnegative integers such that every part in the partition,
with the possible exception of the largest part, appears as a pair of consecutive integers. For
example, there are 6 such partitions of 5:
5, 4+(1+0), 3+(1+0)+(1+0), 2+(2+1), 2+(1+0)+(1+0)+(1+0), (1+0)+· · ·+(1+0).
This function behaves quite differently modulo 2. In fact, Andrews [6, Theorem 31] has
shown that c(n) is odd if and only if n = 6j2+4j for some integer j. For the modulus 3, we
will prove
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Theorem 2. For any positive integer m and any integer t we have∑
c(mn + t)qn 6≡ 0 (mod 3).
It is natural to ask how these results extend to more general classes of modular forms. In
this direction, we investigate the class
S(B, k,N, χ) := {ηB(z)F (z) : F (z) ∈ M !k(Γ0(N), χ)} ,
where k is an integer or half-integer and M !k(Γ0(N), χ) is the space of weakly holomorphic
modular forms of weight k and level N with character χ (see Section 2 for definitions). If
f(z) ∈ S(B, k,N, χ), then we have
f(z) = qB/24
∑
n≥n0
af(n)q
n.
We show that certain forms of this type do not possess linear congruences modulo 2 or 3.
If m is a positive integer and B is an integer with 6 ∤ B, then write m = 2r3sm′ with
(m′, 6) = 1, and define a divisor of m by
Qm,B =


m′ if (B, 6) = 1,
2rm′ if (B, 6) = 2,
3sm′ if (B, 6) = 3.
(1.4)
Theorem 3. Suppose that ℓ = 2 or ℓ = 3. Suppose that f ∈ S(B, k,N, χ) and that f
has a pole at infinity and leading coefficient equal to 1. Suppose that ℓ ∤ BN and that the
coefficients of f are ℓ-integral rational numbers. Then for any positive integers m and t with
(Qm,B, N) = 1, we have ∑
af (mn+ t)q
n 6≡ 0 (mod ℓ).
Remark. The analogous statement will hold for forms with algebraic coefficients, where ℓ is
replaced by any prime ideal over ℓ.
As an application, we consider eta-quotients, which we express in the standard form
f(z) =
∏
δ|N
η(δz)rδ . (1.5)
Writing
B = Bf :=
∑
δrδ, (1.6)
we have
f(z) = q
B
24
∑
af (n)q
n. (1.7)
Corollary 4. Suppose that f(z) is an eta-quotient as in (1.5)–(1.7) and that f has a pole
at infinity. Suppose that ℓ = 2 or ℓ = 3 and that ℓ ∤ B. Write N = ℓsN ′ with ℓ ∤ N ′. Then
for any positive integers m and t with (Qm,B, N
′) = 1, we have∑
af (mn+ t)q
n 6≡ 0 (mod ℓ).
Remark. The hypotheses are satisfied if ℓ ∤ BN and (m,N) = 1.
We give some examples involving Corollary 4.
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Example 1. A k-multipartition of n is a k-tuple of partitions (π1, π2, . . . , πk) such that |π1|+
|π2|+ · · ·+ |πk| = n. The generating function for k-multipartitions is
∞∑
n=0
pk(n)q
n−k/24 = η−k(z).
Various congruences for pk(n) have been studied (see, for example, [7], [17], [18]). For
example, Andrews [7] showed that for each prime p ≥ 5 there are (p+ 1)/2 values of b with
1 ≤ b ≤ p for which pp−3(pn+ b) ≡ 0 (mod p). Corollary 4 shows that if ℓ = 2 or ℓ = 3 and
ℓ ∤ k, then there are no linear congruences for pk(n) modulo ℓ.
Example 2. A cubic partition of n is a bi-partition (π1, π2) such that π2 contains no odd
part. For example, the cubic partitions of 3 are
(3,∅), (2 + 1,∅), (1 + 1 + 1,∅), (1, 2).
The generating function for these partitions is
fcu(z) =
∞∑
n=0
cu(n)qn−3/24 = η−1(z)η−1(2z).
In this case, the quantity B from (1.6) is a multiple of 3. So Corollary 4 does not apply for
the prime ℓ = 3. In fact, H.-C. Chan [12] has shown that
cu(3n+ 2) ≡ 0 (mod 3).
Corollary 4 implies that there is no linear congruence for cu(n) modulo 2.
Example 3. To explain Ramanujan’s congruences for p(n), the crank of a partition was in-
troduced by Andrews and Garvan [8]. LetMe(n) andMo(n) denote the number of partitions
of n with even and odd crank, respectively. As a counterpart to (1.3), we have
∞∑
n=0
(Me(n)−Mo(n))qn−1/24 = η
3(z)
η2(2z)
.
In [13], Choi, Lovejoy and Kang showed that
Me(5n+ 4)−Mo(5n+ 4) ≡ 0 (mod 5).
Here B = −1, so Corollary 4 guarantees that there are no linear congruences modulo 2 or 3.
Example 4. Andrews [5] introduced the generalized Frobenius symbol cφ2 and showed that
∞∑
n=0
cφ2(n)q
n−1/12 =
η5(2z)
η4(z)η2(4z)
.
Andrews [5, Cor 10.1 and Thm 10.2] proved that
cφ2(2n+ 1) ≡ 0 (mod 2) and cφ2(5n+ 3) (mod 5),
and many congruence properties of these symbols have since been investigated (see, for
example, [21], [27], and [9]). Corollary 4 shows that there is no linear congruence of the form
cφ2(mn + t) modulo 3 with odd m (it is likely that an adaptation of these methods can be
used to remove the restriction on m in this case).
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Example 5. The assumption that f has a pole at infinity is necessary. The function η(z) =
q
1
24
∑
(−1)kq k(3k+1)2 provides a simple example. For another example, the generating function
for the number of 4-core partitions of n is given by
∞∑
n=0
c4(n)q
n+15/24 =
η4(4z)
η(z)
,
and M. Hirschhorn and J. Sellers [19] have shown that
c4(9n+ 2) ≡ 0 (mod 2).
Example 6. The assumption that (Qm,B, N) = 1 is also necessary in general. For example,
if we define a(n) by
∞∑
n=0
a(n)qn−5/24 = η−1(5z),
then we have a(5n+ 1) ≡ a(5n+ 2) ≡ · · · ≡ a(5n + 4) ≡ 0 (mod 2).
The first author and Boylan [2] proved that if ℓ is prime and f =
∑
a(n)qn is a weakly
holomorphic modular form with f 6≡ 0 (mod ℓ), then then
# {n ≤ x : af (n) 6≡ 0 (mod ℓ)} ≫f,K
√
x
log x
(log log x)K (1.8)
for any positive integer K. In each situation where the results described above imply that∑
a(mn + t)qn 6≡ 0 (mod ℓ), the lower bound (1.8) applies to the number of non-zero
coefficients (this will be clear from the method of proof).
The proofs follow the outline given by Radu [28], and require a careful analysis of the
integrality properties of the functions
∑
a(mn+ t)qn at various cusps. In Section 2, we give
some background on modular forms and mock modular forms. In Sections 3 and 4, we prove
Theorems 1 and 2. In Section 5, we prove Theorem 3 and its corollary.
2. Preliminaries
We recall the definitions of harmonic weak Maass forms and mock modular forms (see, for
example, [11], [25] or [32] for details). Given k ∈ 1
2
Z \Z, z = x+ iy with x, y ∈ R, 4 | N and
a Dirichlet character χ modulo N , a harmonic weak Maass form of weight k with Nebentypus
χ on Γ0(N) is a smooth function F : H→ C satisfying the following:
(1) For all ( a bc d ) ∈ Γ0(N) and all z ∈ H, we have
F
(
az + b
cz + d
)
=
( c
d
)
ǫ−2kd χ(d) (cz + d)
k F (z),
where
ǫd :=
{
1 if d ≡ 1 (mod 4),
i if d ≡ 3 (mod 4).
(2) ∆k(F ) = 0, where ∆k is the weight k hyperbolic Laplacian, given by
∆k := −y2
(
∂2
∂x2
+
∂2
∂y2
)
+ iky
(
∂
∂x
+ i
∂
∂y
)
.
(3) The function F has at most linear exponential growth at the cusps of Γ0(N).
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We denote by Hk (Γ0(N), χ) the space of harmonic weak Maass forms of weight k with
Nebentypus χ on Γ0(N). We denote the subspace of weakly holomorphic forms (i.e., those
meromorphic forms whose poles are supported at the cusps of Γ0(N)) by M
!
k (Γ0(N), χ),
and the space of holomorphic forms by Mk (Γ0(N), χ) (if χ is trivial, then we drop it from
the notation). Each harmonic weak Maass form F decomposes uniquely as the sum of a
holomorphic part F+ and a non-holomorphic part F−. The holomorphic part, which is
known as a mock modular form, is a power series in q with at most finitely many negative
exponents.
Now define
F (z) = (F0(z), F1(z), F2(z))
T :=
(
q−1/24f(q), 2q1/3ω(q1/2), 2q1/3ω(−q1/2))T (2.1)
and
G := (g1, g0,−g2)T ,
where the gi(z) are theta functions defined by
g0(z) =
∑
n∈Z
(−1)n (n+ 1
3
)
q
3
2(n+
1
3)
2
,
g1(z) = −
∑
n∈Z
(
n+ 1
6
)
q
3
2(n+
1
6)
2
,
g2(z) =
∑
n∈Z
(
n+ 1
3
)
q
3
2(n+
1
3)
2
.
(2.2)
Zwegers [33] showed that
T (z) := F (z)− 2i
√
3
∫ i∞
−z
G(τ)
(−i(z + τ)) 12 dτ (2.3)
transforms as
T (z + 1) =

ζ−124 0 00 0 ζ3
0 ζ3 0

T (z),
T (−1/z) = √−iz

0 1 01 0 0
0 0 −1

T (z).
(2.4)
We also require the incomplete gamma function, given by
Γ(α, x) :=
∫ ∞
x
e−ttα−1 dt.
3. Proof of Theorem 1
We work with the function
M(z) = F0(z)− 2i
√
3
∫ i∞
−z
g1(τ)
(−i(z + τ)) 12 dτ.
A computation using (2.1), (2.2) and (2.3) shows that M(z) has the form
M(z) = q−1/24
∑
a(n)qn + q−1/24
∑
b(n)Γ
(
1
2
, 4πy(n+ 1
24
)
)
q−n,
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where
b(n) = 0 unless n =
k(3k + 1)
2
for some integer k. (3.1)
For ease of notation we will write
M(z) = H(z) +NH(z), (3.2)
where
H(z) = F0(z) = q
−1/24
∑
a(n)qn, (3.3)
and NH(z) is the non-holomorphic part.
Suppose thatm is a positive integer and that t is a non-negative integer. Setting ζm := e
2pii
m ,
we define
Mm,t :=
1
m
m−1∑
λ=0
Mλ,m,t (3.4)
where
Mλ,m,t := ζ
−λ(t−1/24)
m M
((
1 λ
0 m
)
z
)
. (3.5)
Using notation in analogy with (3.2), we write
Mm,t = Hm,t +NHm,t.
A calculation gives
Hm,t = q
t−1/24
m
∑
a(mn + t)qn (3.6)
and
NHm,t = q
t−1/24
m
∑
b(mn − t)Γ
(
1
2
, 4πy · (n+ 1/24−t
m
)
)
q−n. (3.7)
In order to prove Theorem 1 we must show that for any progression t (mod m) we have
Hm,t 6≡ 0 (mod 3). (3.8)
We call a progression t (mod m) good if for some p | m we have
(
1−24t
p
)
= −1. By (3.1)
and (3.7) we see that if t (mod m) is good, then NHm,t = 0. Suppose that the progression
t (mod m) is not good. In this case we pick a prime p ≥ 5 with p ∤ m and a quadratic
non-residue x (mod p), and we find a solution to the system of congruences
T ≡ t (mod m)
T ≡ 1− x
24
(mod p).
After replacing t (mod m) by the sub-progression T (mod mp), we are reduced in proving
(3.8) to considering progressions which are good.
The next two propositions describe the transformation properties of the formsMm,t. Given
a positive integer m, we define
Nm :=


2m if (m, 6) = 1,
8m if (m, 6) = 2,
6m if (m, 6) = 3,
24m if (m, 6) = 6.
(3.9)
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Proposition 5. Suppose that t (mod m) is good. Then
M24mm,t = H
24m
m,t ∈ M !12m(Γ1(Nm)).
Now if A =
(
a b
c d
)
∈ Γ0(Nm) has 3 ∤ a then we define tA to be any integer with
tA ≡ a2t+ 1− a
2
24
(mod m). (3.10)
Proposition 6. Suppose that t (mod m) is good. Then for every A =
(
a b
c d
)
∈ Γ0(Nm)
with 3 ∤ a we have
M24mm,t |12mA = M24mm,tA . (3.11)
In each case, the matrices A as above with 3 ∤ a generate Γ1(Nm). Therefore Proposition 5
follows immediately from Proposition 6. For Proposition 6 we require a transformation law
from the work of Bringman and Ono [10, p. 251]. In particular, for A :=
(
a b
c d
)
∈ Γ0(2)
with c > 0, we have
M
(
az + b
cz + d
)
= w(A) · (cz + d) 12M(z), (3.12)
where w(A) is the root of unity given by
w(A) := i−
1
2 · e−πis(−d,c) · (−1) c+1+ad2 · e2πi(− a+d24c − a4+ 3dc8 ) (3.13)
and s(d, c) is the Dedekind sum defined by
s(d, c) =
c−1∑
r=1
(
r
c
−
⌊r
c
⌋
− 1
2
)(
dr
c
−
⌊
dr
c
⌋
− 1
2
)
. (3.14)
For any A ∈ SL2(Z), we have the following (see, e.g., [20, p. 247]):
12s(−d, c) + a+ d
c
∈ Z, (3.15)
and so
w(A)24 = 1. (3.16)
We also require a transformation law which follows from Lemma 2 of Lewis [20] (we have
corrected a sign error in the statement of that lemma).
Lemma 7. Let m be a positive integer. Then for every A =
(
a b
c d
)
∈ Γ0(Nm) with c > 0
and 3 ∤ a we have
s(d+ c,mc) = s(d,mc) +
1− a2
12m
+ even integer.
Proof of Proposition 6. Suppose that A =
(
a b
c d
)
∈ Γ0(Nm) has 3 ∤ a. We may suppose
that c > 0. For each λ (mod m), (3.5) gives
Mλ,m,t(Az) = ζ
−λ(t−1/24)
m M
((
1 λ
0 m
)
Az
)
= ζ−λ(t−1/24)m M
(
Aλ
(
1 λ′
0 m
)
z
)
, (3.17)
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where
Aλ =
(
a+ cλ −λ
′cλ−λ′a+b+dλ
m
mc d− cλ′
)
, (3.18)
and λ′ ∈ {0, 1, . . . , m− 1} is chosen with
aλ′ ≡ b+ dλ (mod m). (3.19)
Note that λ′ travels the residue classes mod m with λ.
Using (3.17) and recalling the definitions (3.5) and (3.10), we obtain
Mλ,m,t(Az) = (cz + d)
1
2w(Aλ)ζ
−λ(t−1/24)
m ζ
λ′(tA−1/24)
m Mλ′,m,tA(z). (3.20)
We find that
w(Aλ)ζm
−λ(t−1/24)ζλ
′(tA−1/24)
m
= i−
1
2 e−πis(−d+cλ
′,mc) · (−1)mc+1+(a+cλ)(d−cλ
′)
2 · e2πi(− a+d24mc− a+cλ4 + 3mc(d−cλ
′)
8
)ζ−λt+λ
′tA
m
= ζ1(A,m)e
−πis(−d+cλ′,mc) · (−1)−acλ
′+cdλ
2 · e2πi(− a+d24mc− cλ4 − 3mc
2λ′
8
)ζ−λt+λ
′tA
m ,
where ζ1(A,m) is a 24th root of unity which depends only on A and m (and not on λ). We
see that
(−1)−acλ
′+cdλ
2 · e2πi(− cλ4 − 3mc
2λ′
8
) = 1 (3.21)
by writing c = 2c0 and separating cases according to the parity of c0 (note that if c0 is odd
then m is odd). Therefore we have
w(Aλ)ζ
−λ(t−1/24)
m ζ
λ′(tA−1/24)
m = ζ1(A,m)e
−πis(−d+cλ′,mc) · e2πi(− a+d24mc )ζ−λt+λ′tAm .
We apply Lemma 7 iteratively to the matrices(−a b− ja
c −d+ jc
)
∈ Γ0(Nm), 1 ≤ j ≤ λ′ − 1
to find that
s(−d+ λ′c,mc) = s(−d,mc) + λ′1− a
2
12m
+ an even integer.
Also, since
(
a(1− bc) −b2c/m
mc d
)
∈ SL2(Z), we see from (3.15) that
12s(−d,mc) + a+ d
mc
− ab
m
∈ Z.
It follows from the last three equations that
w(Aλ)ζ
−λ(t−1/24)
m ζ
λ′(tA−1/24)
m = ζ2(A,m)e
−2πiλ′ 1−a
2
24m ζ−λt+λ
′tA
m , (3.22)
where ζ2(A,m) is a 24m
th root of unity which depends only on A and m.
Recalling (3.10) and the fact that λ ≡ a2λ′ − ab (mod m), we find that
ζ−λt+λ
′tA
m = ζ
abt
m ζ
λ′ 1−a
2
24
m . (3.23)
Combining (3.22) and (3.23), we conclude that
w(Aλ)ζ
−λ(t−1/24)
m ζ
λ′(tA−1/24)
m = ζ3(A,m), (3.24)
where ζ3(A,m) is a 24m
th root of unity which depends only on A and m. Proposition 6
follows immediately from (3.24), (3.20), and (3.4). 
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Lemma 8. Suppose that t (mod m) is good. Write m = 2s3rQ with (Q, 6) = 1. If∑
a(mn + t)qn ≡ 0 (mod 3)
then ∑
a(Qn + t)qn ≡ 0 (mod 3).
Proof. The arithmetic progression t (mod Q) is the disjoint union of the arithmetic progres-
sions
t + ℓQ (mod m), 0 ≤ ℓ < 2s3r. (3.25)
By the argument in [28, Theorem 4.2], we see that as a ranges over integers with (a, 6m) = 1,
the quantity
tA ≡ ta2 + 1− a
2
24
(mod m)
covers each of the progressions in (3.25).
Let ∆ be the usual normalized cusp form of level one and weight 12. By Proposition 5
there is a positive integer j such that
M24mm,t ∆
j ∈M12(m+j)(Γ1(Nm)).
If A =
(
a b
c d
)
∈ Γ0(Nm) has 3 ∤ a then by Proposition 6 we have
M24mm,t ∆
j
∣∣
12(m+j)
A = M24mm,tA∆
j . (3.26)
We require a fact proved by Deligne and Rapoport (see [14, VII, Corollary 3.12] or [28,
Corollary 5.3]): If f ∈Mk(Γ1(N)) has coefficients in Z[ζN ] then the same is true of f |kγ for
each γ ∈ Γ0(N).
It follows from (3.26) that if Mm,t ≡ 0 (mod 3), then for each tA with (a, 6m) = 1 we have
Mm,tA ≡ 0 (mod 3). By (3.25) we conclude that MQ,t ≡ 0 (mod 3), as desired. 
After Lemma 8 we are reduced to proving that if Q is a positive integer with (Q, 6) = 1
and t (mod Q) is good, then
MQ,t 6≡ 0 (mod 3). (3.27)
By Proposition 5 we see that for sufficiently large j, we have
h := M24QQ,t ∆
j ∈ M12(Q+j)(Γ1(2Q)). (3.28)
We compute the first term in the expansion of h at the cusp 1/2.
Proposition 9. Let h be the modular form defined in (3.28). Then we have
h
∣∣
12(Q+j)
(
1 0
2 1
)
= Q−12Qq−Q
2+j + · · · .
Proof. By (3.4) and (3.5) we have
MQ,t
((
1 0
2 1
)
z
)
=
1
Q
Q−1∑
λ=0
ζ
−λ(t−1/24)
Q M
((
1 λ
0 Q
)(
1 0
2 1
)
z
)
. (3.29)
We find that (
1 λ
0 Q
)(
1 0
2 1
)
= Cλ
(
1 λ′
0 Q/dλ
)(
dλ 0
0 1
)
,
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where
dλ := (1 + 2λ,Q),
λ′ ∈ {0, 1, 2, . . . , Q
dλ
− 1} is uniquely defined by the congruence
1 + 2λ
dλ
λ′ ≡ λ (mod Q/dλ),
and
Cλ :=
(
1+2λ
dλ
− 1+2λ
dλ
λ′+λ
Q/dλ
2Q/dλ −2λ′ + dλ
)
∈ Γ0(2).
By (3.12), we obtain
M
(
Cλ
dλz + λ
′
Q/dλ
)
= w(Cλ) · (dλ(2z + 1))1/2M
(
dλz + λ
′
Q/dλ
)
. (3.30)
Since M = q−1/24+ . . . , we see from (3.29) and (3.30) that the leading term in the expansion
of
(2z + 1)−1/2MQ,t
((
1 0
2 1
)
z
)
(3.31)
arises from those λ with dλ = Q. The only such λ is λ0 = (Q− 1)/2, in which case we have
λ′0 = 0 and Cλ0 :=
(
1 (Q− 1)/2
2 Q
)
. Therefore the leading term in (3.31) is
1√
Q
w(Cλ0)ζ
( 1−Q2 )(t−1/24)
Q · q
−Q
24 + . . . .
Proposition 9 follows immediately from (3.28) and (3.16). 
Theorem 1 now follows quickly.
Proof of Theorem 1. Deligne and Rapoport ([14, Corollary 3.13 and §4.8] or [15, §12.3.5])
proved that if f ∈ Mk(Γ1(N)) has coefficients in Z[ 1N , ζN ], then the same is true of its
expansion at each cusp.
Suppose by way of contradiction that (3.27) is false. Then the modular form 3−24Qh ∈
M12(Q+j)(Γ1(2Q)) has integral coefficients. It follows that the coefficients of
3−24Qh
∣∣
12(Q+j)
(
1 0
2 1
)
lie in Z[ 1
2Q
, ζ2Q]. This contradicts Proposition 9, and Theorem 1 is proved. 
4. Proof of Theorem 2
The flow of the argument is similar to that of the last section. We now work with the
function
Ω(z) = 2q2/3ω(q)− 2i
√
3
∫ i∞
−2z
g0(τ)
(−i(2z + τ)) 12 dτ.
A computation shows that
Ω(z) = 2q2/3ω(q) + q−1/3
∑
d(n)Γ
(
1
2
, 4π(n+ 1
3
)y
)
q−n,
where
d(n) = 0 unless n = 3k2 + 2k for some integer k.
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To isolate arithmetic progressions, we define
Ωm,t :=
1
m
m−1∑
λ=0
ζ−λ(t+2/3)m Ω
((
1 λ
0 m
)
z
)
.
A calculation gives
Ωm,t = q
t+2/3
m
∑
c(mn+ t)qn + q
t+2/3
m
∑
d(mn− t− 1)Γ
(
1
2
, 4π
(
n− t+ 2/3
m
)
y
)
q−n.
In this case, we call the arithmetic progression t (mod m) good if(−3t− 2
p
)
= −1 for some prime p | m.
If t (mod m) is good, then Ωm,t is weakly holomorphic. As in the last section, it suffices to
prove that when t (mod m) is good we have
Ωm,t 6≡ 0 (mod 3).
The transformation properties of Ω(z) are described in work of Andrews [4, Theorems 2.1
and 2.4]. Using these results with (2.4), we find that for A =
(
a b
c d
)
∈ SL2(Z) with c > 0,
we have
Ω(Az) =
{
w1(A)(cz + d)
1/2Ω(z) if c is even,
w2(A) · 2−1/2(cz + d)1/2M(z/2) if d is even,
(4.1)
where w1(A) and w2(A) are the roots of unity defined by
w1(A) := (−i)1/2(−1)(a−1)/2e−πis(−d,c/2)e2πi(
3ab
4
− a+d
12c ),
w2(A) := i
1/2(−1)(32a−d)/24ce−πis(−d/2,c)e−pii2 (2a+b−3−3ab+3a/c).
(4.2)
Note that we have fixed a sign error in [4, Theorem 2.1].
Proposition 10. Suppose that t (mod m) is good. Let Nm be as defined in (3.9). For every
A =
(
a b
c d
)
∈ Γ0(2Nm) with 3 ∤ a we have
Ω24mm,t |12mA = Ω24mm,tA , (4.3)
where
tA := ta
2 + 2
3
(a2 − 1).
Proof of Proposition 10. Write
Ωλ,m,t(z) = ζ
−λ(t+2/3)
m Ω
((
1 λ
0 m
)
z
)
.
Suppose that A ∈ Γ0(2Nm) with 3 ∤ a. Then
Ωλ,m,t(Az) = ζ
−λ(t+2/3)
m Ω
(
Aλ
(
1 λ′
0 m
)
z
)
,
where Aλ and λ
′ are defined as in (3.18) and (3.19). Using (4.1), we find that
Ωλ,m,t(Az) = (cz + d)
1
2w1(Aλ)ζ
−λ(t+ 2
3
)
m ζ
λ′(tA+
2
3
)
m Ωλ′,m,tA(z) (4.4)
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Note that 4m | c and that ad ≡ 1 (mod 4m). Moreover, from Lemma 7 and (3.15) we have
s(−d+ λ′c,mc/2) = s(−d,mc/2) + λ′1− a
2
6m
+ an even integer,
and
s(−d,mc/2) + a+ d
6mc
− ab
6m
∈ Z/12.
Therefore,
w1(Aλ) = (−i)1/2(−1)(a+cλ−1)/2e−πis(−d+cλ′,mc/2)e2πi
(
3(a+cλ)(−λ′cλ−λ′a+b+dλ)
4m
− a+d
12mc
+λ
′
−λ
12m
)
= ω1 · e−πis(−d+cλ′,mc/2)e
2πi
(
3(−λ′a2+λ)
4m
− a+d
12mc
+λ
′
−λ
12m
)
= ω2 · e
2πi
(
3(−λ′a2+λ)
4m
+λ′ a
2
−1
12m
+λ
′
−λ
12m
)
where ω1, etc. denote 24m
th roots of unity which depend only on A, m, and t.
Using this together with the fact that λ ≡ a2λ′ − ab (mod m), we obtain
w1(Aλ)ζ
−λ(t+ 2
3
)
m ζ
λ′(tA+
2
3
)
m = ω2 · ζ−λt+λ
′(tA−
2
3
(a2−1))
m
= ω3 · ζλ
′(tA−a
2t− 2
3
(a2−1))
m
= ω3.
Proposition 10 follows immediately from this together with (4.4). 
In this case we cannot pull out powers of 2 from the arithmetic progressions in question.
We have
Lemma 11. Suppose that t (mod m) is good. Write m = 3rQ with (Q, 3) = 1. If∑
c(mn + t)qn ≡ 0 (mod 3)
then ∑
c(Qn + t)qn ≡ 0 (mod 3).
Proof. The arithmetic progression t (mod Q) is the disjoint union of the arithmetic progres-
sions
t+ ℓQ (mod m), 0 ≤ ℓ < 3r. (4.5)
By the argument in [28, Theorem 4.2], we see that as a ranges over integers with 3 ∤ a, the
quantity
tA ≡ ta2 + 2
3
(1− a2) (mod m)
covers each of the progressions in (4.5).
By Proposition 10 there is a positive integer j such that
Ω24mm,t ∆
j ∈ S12(m+j)(Γ1(2Nm)).
If A =
(
a b
c d
)
∈ Γ0(2Nm) has 3 ∤ a then by Proposition 10 we have
Ω24mm,t ∆
j
∣∣
12(m+j)
A = Ω24mm,tA∆
j .
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If Ωm,t ≡ 0 (mod 3), then the fact recorded after (3.26) shows that for each tA with 3 ∤ a we
have Ωm,tA ≡ 0 (mod 3). By (4.5) we conclude that ΩQ,t ≡ 0 (mod 3), as desired. 
By Proposition 10 we see that for sufficiently large j, we have
hΩ := Ω
24Q
Q,t ∆
j ∈M12(Q+j)(Γ1(4Q)). (4.6)
In this case, we compute the first term in the expansion of hΩ
∣∣ (1 0
1 1
)
.
Proposition 12. Let hΩ be the modular form defined in (4.6). Then we have
hΩ
∣∣
12(Q+j)
(
1 0
1 1
)
= (−1)Q · (2Q)−12Qq−Q
2
2
+j + · · · .
Proof. Recall that
ΩQ,t
((
1 0
1 1
)
z
)
=
1
Q
Q−1∑
λ=0
ζ
−λ(t+2/3)
Q Ω
((
1 λ
0 Q
)(
1 0
1 1
)
z
)
. (4.7)
We find that (
1 λ
0 Q
)(
1 0
1 1
)
= Dλ
(
1 λ∗
0 Q/dλ
)(
dλ 0
0 1
)
,
where
dλ := (1 + λ,Q),
λ∗ is chosen to satisfy the congruence
1 + λ
dλ
λ∗ ≡ λ (mod Q/dλ),
and
Dλ :=
(
1+λ
dλ
− 1+λ
dλ
λ∗+λ
Q/dλ
Q/dλ −λ∗ + dλ
)
∈ SL2(Z).
Moreover, we may choose the values of λ∗ in such a way that
−λ∗ + dλ is even whenever Q/dλ is odd.
By (4.1), we obtain
Ω
(
Dλ
dλz + λ
∗
Q/dλ
)
=


w1(Dλ) · (dλ(z + 1))1/2 Ω
(
dλz+λ
∗
Q/dλ
)
if Q/dλ is even,
w2(Dλ) ·
(
dλ
2
(z + 1)
)1/2
M
(
dλz+λ
∗
2Q/dλ
)
if Q/dλ is odd.
(4.8)
Since M = q−1/24+ . . . and Ω = q2/3+ . . . , we see from (4.7) and (4.8) that the leading term
in the expansion of
(z + 1)−1/2ΩQ,t
((
1 0
1 1
)
z
)
(4.9)
arises from those λ with dλ = Q.
The only such λ is λ0 = Q − 1. We may choose λ∗0 = Q, so that Dλ0 :=
(
1 −1
1 0
)
.
Therefore the leading term in (4.9) is
1√
2Q
w2(Dλ0)ζ
(1−Q)(t+2/3)
Q e
−2piiQ
48 · q−Q48 + . . . ,
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and Proposition 12 follows from (4.2). 
Theorem 2 follows by the argument used to prove Theorem 1 in the last section.
5. Proof of Theorem 3 and Corollary 4
Recall that
S(B, k,N, χ) := {ηB(z)F (z) : F (z) ∈ M !k(Γ0(N), χ)} .
Suppose that ℓ = 2 or ℓ = 3 and that
f(z) = qB/24
∞∑
n=n0
af(n)q
n = qn0+B/24 + · · · ∈ S(B, k,N, χ) (5.1)
has rational, ℓ-integral coefficients and a pole at infinity. Given m and t we define
fm,t :=
1
m
m−1∑
λ=0
fλ,m,t :=
1
m
m−1∑
λ=0
ζ−λ(t+B/24)m f
((
1 λ
0 m
)
z
)
.
A calculation as in (3.6) reveals that
fm,t = q
t+B/24
m
∑
af (mn+ t)q
n.
We recall the transformation formula of the eta function (see. e.g. [20]).
Lemma 13. Suppose that A =
(
a b
c d
)
∈ Γ0(1) has c > 0. Then
η(Az) = exp
(
πi
12
(
a+ d
c
− 12s (d, c)
))√
−i(cz + d) · η(z),
where s(d, c) is the Dedekind sum defined in (3.14).
Define
Nm :=


m if (m, 6) = 1,
8m if (m, 6) = 2,
3m if (m, 6) = 3,
24m if (m, 6) = 6
(5.2)
(this differs slightly from the definition of Nm in Section 3). Suppose that A =
(
a b
c d
)
∈
Γ0(NNm) has (a, 6) = 1, and let Aλ and λ
′ be as defined in (3.18) and (3.19).
Suppose that k is an integer. Then we have
fλ,m,t(Az) = ζ
−λ(t+B/24)
m f
((
1 λ
0 m
)
Az
)
= ζ−λ(t+B/24)m f
(
Aλ
(
1 λ′
0 m
)
z
)
=
√
−i(cz + d)B(cz + d)kχ(d− cλ′)eBpii12
(
a+d
mc
+λ−λ
′
m
−12s(d−cλ′,mc)
)
· ζ−λ(t+B/24)m f
((
1 λ′
0 m
)
z
)
=
√
−i(cz + d)B(cz + d)kχ(d)eBpii12 ( a+dmc −12s(d−cλ′,mc))ζ−λt+λ′tAm fλ′,m,tA,
(5.3)
16 SCOTT AHLGREN AND BYUNGCHAN KIM
where
tA ≡ ta2 − B(1− a
2)
24
(mod m). (5.4)
From Lemma 2 of [20] (correcting the sign error), we find that
s(d− cλ′, mc) = s(d,mc)− λ′1− a
2
12m
+ an even integer,
and that
12s(d,mc)− a + d
mc
+
ab
m
∈ Z.
Since λ ≡ a2λ′ − ab (mod m), (5.3) reduces to
fλ,m,t(Az) = ζ
Φ(A,B,m,t)
24m χ(d)
√
−i(cz + d)B(cz + d)kfλ′,m,tA,
where Φ(A,B,m, t) is an integer depending only on A, B, m, and t. We conclude that for
A ∈ Γ0(NNm) with (a, 6) = 1 we have
(fm,t(Az))
24mN = (cz + d)24mN(k+B/2)(fm,tA(z))
24mN . (5.5)
If k is not an integer, then the factor χ(d)(cz + d)k in (5.3) is replaced by(
mc
d− cλ′
)
ǫ−2kd−cλ′χ(d)(cz + d)
k.
We have ǫd−cλ′ = ǫd since c is a multiple of 4. To show that
(
mc
d−cλ′
)
is independent of λ′,
write mc = 2ep1 . . . pt with odd primes pi. For each i we have
(
pi
d−cλ′
)
= (−1) p
2
i−1
2
d2−1
2
(
d
pi
)
.
If 8 | c then ( 2e
d−cλ′
)
=
(
2e
d
)
, while if 8 ∤ c then m is odd, so that e = 2. Thus, we can conclude
(5.5) in this case as well.
By (5.5), there is a positive integer j such that
f 24mNm,t ∆
j ∈ S24mN(k+B/2)+12j (Γ1(NNm)),
and if A =
(
a b
c d
)
∈ Γ0(NNm) has (a, 6) = 1 then
f 24mNm,t ∆
j
∣∣A = f 24mNm,tA ∆j .
Now recall the definition (1.4) of Qm,b, and write Q = Qm,B for simplicity. The argument
in [28, Theorem 4.2] shows that as A ranges over elements of Γ0(NNm) with (a, 6) = 1, the
quantity tA in (5.4) covers each of the progressions
t+ jQ (mod m), 0 ≤ j < m/Q.
So if fm,t ≡ 0 (mod ℓ) we may conclude as before that fQ,t ≡ 0 (mod ℓ), where (Q,N) = 1.
To obtain a contradiction we calculate the expansion of fQ,t at the cusp 1/N . We have
fQ,t
((
1 0
N 1
)
z
)
=
1
Q
Q−1∑
λ=0
ζ
−λ(t+B/24)
Q f
((
1 λ
0 Q
)(
1 0
N 1
)
z
)
=
1
Q
Q−1∑
λ=0
ζ
−λ(t+B/24)
Q f
(
C ′
(
1 λ′
0 Q/dλ
)(
dλ 0
0 1
)
z
)
,
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where dλ = gcd(1 + λN,Q), λ
′ is a solution of 1+λN
dλ
λ′ ≡ λ (mod Q
dλ
), and
C ′ =
(
1+λN
dλ
−
(
1+λN
dλ
)
λ′+λ
Q/dλ
NQ/dλ −Nλ′ + dλ
)
∈ Γ0(N).
Since f has a pole at infinity, we see that the leading term of
(Nz + 1)−k−B/2fQ,t
arises from the unique λ0 with dλ0 = Q. Since λ
′ = 0, the coefficient of this term is
ξQB/2+k−1,
where ξ is a 24QN th root of unity. We have f 24QNQ,t ∆
j ∈ Sj(Γ1(NNQ)). Note that if ℓ ∤ B
then ℓ ∤ NQ by (1.4) and (5.2). Therefore ℓ ∤ NNQ, so we obtain a contradiction as before,
and Theorem 3 is proved. 
We finish by treating the case of eta-quotients.
Proof of Corollary 4. Suppose that f is the η-quotient
f(z) =
∏
δ|N
η(δz)rδ
and recall that
B =
∑
δ|N
δrδ. (5.6)
If ℓ | δ for some δ, then, writing δ = ℓsδ′, we replace the factor η(δz)rδ by the factor η(δ′z)ℓsrδ .
These factors are congruent modulo ℓ, and the value of B is not affected by this replacement.
After this discussion, we may assume that ℓ ∤ N .
Write
f(z) = ηB(z)
f(z)
ηB(z)
.
and set
k =
1
2

∑
δ|N
rδ − B

 . (5.7)
Suppose first that ℓ = 2. In this case N is odd, so B and
∑
δ|N rδ have the same parity,
and k is an integer. We have
N2

∑
δ|N
rδ
δ
−B

 ≡ 0 (mod 24) (5.8)
(to see this, consider the cases 3 ∤ N and 3 | N separately). In view of (5.6) and (5.8), a stan-
dard criterion [22] applies to show that f(z)/ηB(z) ∈M !k(Γ0(N2), χ) for some character χ. If
ℓ = 3 and k is an integer, then a similar argument shows that f(z)/ηB(z) ∈ M !k(Γ0(N4), χ)
for some χ.
Finally, suppose that k is not an integer. Then (5.7) and (5.6) show that N must be even.
So we again have f(z)/ηB(z) ∈M !k(Γ0(N4), χ) for some χ. In each of the cases, Corollary 4
follows from Theorem 3. 
18 SCOTT AHLGREN AND BYUNGCHAN KIM
References
[1] Scott Ahlgren and Matthew Boylan. Arithmetic properties of the partition function. Invent. Math.,
153(3):487–502, 2003.
[2] Scott Ahlgren and Matthew Boylan. Odd coefficients of weakly holomorphic modular forms. Math. Res.
Lett., 15(3):409–418, 2008.
[3] Scott Ahlgren and Ken Ono. Congruence properties for the partition function. Proc. Natl. Acad. Sci.
USA, 98(23):12882–12884, 2001.
[4] George E. Andrews. On the theorems of Watson and Dragonette for Ramanujan’s mock theta functions.
Amer. J. Math., 88:454–490, 1966.
[5] George E. Andrews. Generalized Frobenius partitions. Mem. Amer. Math. Soc., 49(301):iv+44, 1984.
[6] George E. Andrews. Partitions, Durfee symbols, and the Atkin-Garvan moments of ranks. Invent. Math.,
169(1):37–73, 2007.
[7] George E. Andrews. A survey of multipartitions: congruences and identities. In Surveys in number
theory, volume 17 of Dev. Math., pages 1–19. Springer, New York, 2008.
[8] George E. Andrews and F. G. Garvan. Dyson’s crank of a partition. Bull. Amer. Math. Soc. (N.S.),
18(2):167–171, 1988.
[9] Nayandeep Deka Baruah and Bipul Kumar Sarmah. Congruences for generalized Frobenius partitions
with 4 colors. Discrete Math., 311(17):1892–1902, 2011.
[10] Kathrin Bringmann and Ken Ono. The f(q) mock theta function conjecture and partition ranks. Invent.
Math., 165(2):243–266, 2006.
[11] Jan. H. Bruinier and Funke J. On two geometric theta lifts. Duke Math J., 125(1):45–90, 2004.
[12] Hei-Chi Chan. Ramanujan’s cubic continued fraction and an analog of his “most beautiful identity”.
Int. J. Number Theory, 6(3):673–680, 2010.
[13] Dohoon Choi, Soon-Yi Kang, and Jeremy Lovejoy. Partitions weighted by the parity of the crank. J.
Combin. Theory Ser. A, 116(5):1034–1046, 2009.
[14] P. Deligne and M. Rapoport. Les sche´mas de modules de courbes elliptiques. In Modular functions
of one variable, II (Proc. Internat. Summer School, Univ. Antwerp, Antwerp, 1972), pages 143–316.
Lecture Notes in Math., Vol. 349. Springer, Berlin, 1973.
[15] Fred Diamond and John Im. Modular forms and modular curves. In Seminar on Fermat’s Last Theorem
(Toronto, ON, 1993–1994), volume 17 of CMS Conf. Proc., pages 39–133. Amer. Math. Soc., Providence,
RI, 1995.
[16] Amanda Folsom, Zachary A. Kent, and Ken Ono. ℓ-adic properties of the partition function. Adv. Math.,
229(3):1586–1609, 2012. Appendix A by Nick Ramsey.
[17] F. G. Garvan. Biranks for partitions into 2 colors. In Ramanujan rediscovered, volume 14 of Ramanujan
Math. Soc. Lect. Notes Ser., pages 87–111. Ramanujan Math. Soc., Mysore, 2010.
[18] Paul Hammond and Richard Lewis. Congruences in ordered pairs of partitions. Int. J. Math. Math.
Sci., (45-48):2509–2512, 2004.
[19] Michael D. Hirschhorn and James A. Sellers. Two congruences involving 4-cores. Electron. J. Combin.,
3(2):Research Paper 10, approx. 8 pp. (electronic), 1996. The Foata Festschrift.
[20] Richard Lewis. The components of modular forms. J. London Math. Soc. (2), 52(2):245–254, 1995.
[21] Jeremy Lovejoy. Ramanujan-type congruences for three colored Frobenius partitions. J. Number Theory,
85(2):283–290, 2000.
[22] M. Newman. Construction and application of a class of modular functions ii. Proc. London Math. Soc.
(3), 9:373–387, 1959.
[23] Jean-Louis Nicolas. Parite´ des valeurs de la fonction de partition p(n) et anatomie des entiers. In
Anatomy of integers, volume 46 of CRM Proc. Lecture Notes, pages 97–113. Amer. Math. Soc., Provi-
dence, RI, 2008.
[24] Ken Ono. Distribution of the partition function modulo m. Ann. of Math. (2), 151(1):293–307, 2000.
[25] Ken Ono. Unearthing the visions of a master: harmonic Maass forms and number theory. In Current
developments in mathematics, 2008, pages 347–454. Int. Press, Somerville, MA, 2009.
[26] Thomas R. Parkin and Daniel Shanks. On the distribution of parity in the partition function. Math.
Comp., 21:466–480, 1967.
MOCK THETA FUNCTIONS MODULO 3 19
[27] Peter Paule and Cristian-Silviu Radu. The Andrews-Sellers Family of Partition Congruences. Advances
in Mathematics, pages 819–838, 2012.
[28] Cristian-Sylvie Radu. A proof of Subbarao’s conjecture. J. reine angew. Math., 672:161–175, 2012.
[29] M. V. Subbarao. Some remarks on the partition function. Amer. Math. Monthly, 73:851–854, 1966.
[30] Stephanie Treneer. Congruences for the coefficients of weakly holomorphic modular forms. Proc. London
Math. Soc. (3), 93(2):304–324, 2006.
[31] Stephanie Treneer. Quadratic twists and the coefficients of weakly holomorphic modular forms. J. Ra-
manujan Math. Soc., 23(3):283–309, 2008.
[32] Don Zagier. Ramanujan’s mock theta functions and their applications (after Zwegers and Ono-
Bringmann). Aste´risque, (326):Exp. No. 986, vii–viii, 143–164 (2010), 2009. Se´minaire Bourbaki. Vol.
2007/2008.
[33] S. P. Zwegers. Mock θ-functions and real analytic modular forms. In q-series with applications to combi-
natorics, number theory, and physics (Urbana, IL, 2000), volume 291 of Contemp. Math., pages 269–277.
Amer. Math. Soc., Providence, RI, 2001.
Department of Mathematics, University of Illinois, Urbana, IL 61801
E-mail address : sahlgren@illinois.edu
School of Liberal Arts, Seoul National University of Science and Technology, 172
Gongreung 2 dong, Nowongu, Seoul,139-743, Korea
E-mail address : bkim4@seoultech.ac.kr
