The convergence theorems for the stochastic approximation (SA) algorithm with expanding truncations are first presented, which the system identification methods discussed in the paper are essentially based on. Then, the recursive identification algorithms are respectively defined for the multivariate errors-in-variables systems, Hammerstein systems, and Wiener systems. All estimates given in the paper are strongly consistent.
researchers in statistics and in system and control (see, e.g., [6, 7, 9, 17, 24-26, 28-30, 32, 36] among others) is aimed at seeking roots of an unknown function, when the function can be observed at any point in its region of definition, but the observations may be corrupted by noise.
This paper concerns identification of the Hammerstein systems, Wiener systems, and errors-in-variables systems. It is interesting to note that although there are enormous number of papers on this issue, almost all of them are on block algorithms and only a few of them concern a.s. convergence. To fill the gap the author with co-authors for recent years have been working on recursive and a.s. convergent identification algorithms for such kind of systems. We have applied the SA method developed in [9] to identifying various systems and succeeded in providing recursive and strongly consistent identification algorithms. These results published in a set of papers are summarized here with key points of the proof outlined.
The rest of the paper is arranged as follows. The SA algorithm with expanding truncations, which the identification algorithms of the paper are essentially based on, is introduced in Section 2. The recursive identification for multivariate EIV systems is presented in Section 2, while the corresponding results for Hammerstein and Wiener systems in Sections 3 and 4, respectively. Some concluding remarks are given by the end of the paper.
2. SA Algorithms with Expanding Truncations. Let J be the root set of a function f (·) : R l → R l , J △ = {x ∈ R l : f (x) = 0}. Assume f (·) is unknown, but it can be observed at any x ∈ R l , and the observations are noise-corrupted. Let x k denote the kth approximation to the root set J, and let the observation be carried out at this point, i.e., the (k + 1)th observation is y k+1 = f (x k ) + ǫ k+1 with ǫ k+1 being the observation noise.
(1)
For the single root case, i.e., for the case where J = x 0 the classical Robbins-Monro (RM) algorithm [31] proposes to estimate x 0 by the following recursion
However, for the desired convergence x k − −−− → k→∞ x 0 a set of restrictive conditions [29, 31] on f (·) and ǫ k+1 are needed, which, unfortunately, are hardly to be satisfied for many problems.
To overcome the difficulty we modify the RM algorithm by truncating it at expanding bounds. Let {M k } be a sequence of positive numbers increasingly diverging to infinity, and let x * be a fixed point in R l . Arbitrarily fix an initial value x 0 , and recursively define x k by the following SA algorithm with expanding truncations:
where I [A] is the indicator of an ω−set A:
The observation noise ǫ k+1 may depend on x k Let us list conditions to be used.
A2. There exists a continuously differentiable function (not necessarily being
A3. f (·) is measurable and locally bounded.
be a measurable function defined on the product space, and the noise ǫ k+1 be given by
A4. For the fixed sample path ω under consideration the following limit takes place:
along the subscripts {n k } of any convergent subsequences x n k (ω), where
The algorithm (1)-(3) is considered for a fixed ω, but ω in x i (ω) is often suppressed.
General Convergence Theorem (GCT). Let {x k } be given by (1)-(3) with a given initial value x 0 . Assume A1-A3 hold. Then, the distance between x k and J, d(x k , J) − −−− → k→∞ 0 for any sample paths (ω) for which A4 holds.
For the proof of the theorem we refer to [9] . The idea of expanding truncation was originally proposed in [17] . The method has further been developed incorporating with the trajectory subsequence (TS) analysis method, which makes it possible to verify A4 only along n k of any convergent subsequences {x n k } rather than along the whole sequence {x k }. Due to such a relaxation, SA algorithms with expanding truncations with TS analysis method have successfully solved a series of problems arising from systems and control [10] [11] [12] [13] 15] .
for the sample path under consideration, where {x k } is recursively given by (2),(3).
This is because by (2) and (3)
where a ∨ b means the maximum of a and b. Example. We now give an example showing that the RM algorithm fast diverges even though the observations are free of noise, while the SA algorithm with expanding truncations is convergent. Let f (x) = −(x − 10) 3 , a k = 1 k+1 , and y k+1 = f (x k ). According to the RM algorithm x k+1 = x k − 1 k y k+1 , the computation gives x 0 = 0, x 1 = −1000, x 2 = 515149400, . . . . In contrast to this, the SA algorithm with expanding truncations converges to the root 10 of −(x − 10) 3 even in the noise environment: y k+1 = f (x k ) + ǫ k+1 , ǫ k+1 − 0.9ǫ k = w k+1 + 0.5w k , w k ∈ N (0, 0.1).
With M k = 2 k+1 , x * = 0.5, the computation gives x 0 = 0, x 100 = 9.26, x 400 = 9.61, . . . .
Consider the linear function case
at the right-hand side of the algorithm (2) the sign "+" is for a k , it is convenient to As v(x) required in A2 we may take
It is clear that (4) holds and v(J) = 0. Condition A2 is automatically satisfied if F + F = I. If F + F = I, then J is a connected but unbounded set in R m , and hence the condition v(x * ) < inf x =c0 v(x) may not be satisfied however large c 0 is taken.
From (9) it is seen that {V x k } is uniformly bounded for those sample paths for which the following condition S5 holds.
Consequently, (7) is satisfied for those ω for which A5 holds.
It is worth noting that the following A6 implies both A4 and A5:
. Moreover, if for some ω A6 holds, then x k converges to some point in J as k tends to infinity.
This theorem follows from GCT as explained above except the last assertion, which is given in [18] .
Multivariate EIV Systems.
Consider the multi-input multi-output
where z is the backward-shift operator, and u 0 k and y 0 k are m-input and n-output, respectively. They are observed with additive noises ξ k and η k :
The problem is to estimate the coefficients contained in the matrix polynomials
and
on the basis of the noisy observations {u k } and {y k }.
Identification of EIV systems has been attracting a considerable attention from
researchers of control and statistics, e.g., [1, 2, 16, 33, 34] among others, but in the existing literature almost all estimates are for SISO systems and generated by block algorithms. We intend to give recursive and strongly consistent estimates for the matrix coefficients in (12) (13) . For this we first list conditions to be used.
B2. A(z) and P (z) are stable, i.e., all roots of detA(z) and detP (z) are outside the closed unit disk.
Let us present the n + m− observation process
where A(z), B(z), P (z), and Q(z) are given by (12), (13), (14) , and (15), respectively.
Then the observation process satisfies the following equation:
We now derive the multivariate Yule-Walker equation [35, 37] of the observation process. Noticing that the dimension of ∆ k is n + 2m while the dimension of z k is n + m, we see that (18) is not a standard multivariate ARMA process.
Since G(z) is stable by B2 and ∆ k is iid with E ∆ k 2 < ∞ by B3 , {z k } is a stationary and ergodic process with E z k 2 < ∞. Hence,
. Then by (10), (11) , and (14) we have
By (19) it follows that
By B3 and by noticing s q ≤ λ we have
Consequently, by (22)-(24) we derive the multivariate Yule-Walker equation:
Remark 5. The Yule-Walker equation (25) is equivalent to
and the solution to (26) composes a set:
In order to estimate coefficients of A(z), B(z), and P (z), it suffices to estimate G,
We estimate G T by Θ k given by the SA algorithm with expanding truncations as follows. Let M k = k 1 2 −δ with any δ ∈ (0, 1 2 ). Recursively define
with arbitrary initial values Γ 0 , W 0 , Θ 0 , and σ 0 = 0.
Theorem 1. Assume B1-B3 hold. Then {Θ T k } given by (30) converges to a matrix belonging to J given by (27) , the solution set of the Yule-Walker equation (26) a.s. as k → ∞.
Proof. We only outline the key points, for the detailed proof we refer to [11] .
First of all, (28) and (29) present the time averages of φ k−1 ψ T k−λ−1 and z k ψ T k−λ−1 , respectively. By ergodicity we have
where Γ and W are given by (23) and (24), respectively.
Comparing (30) with (2) we find that x * and y k+1 in (2) correspond to 0 and
where
Thus, the conclusion of the theorem follows from GCT for Linear Functions given in Section 2 if it can be shown that
Introducing
we express z k given by (18) in the state space form
I, 0, · · · , 0 ]}(n + m).
By stability of F and B3 it can be shown that
Since z k = Hπ k , from (36) it follows that
As pointed out in Remark 3 by (30) 
which in turn implies (35) .
By Theorem 1 Θ k given by (30) is a strongly consistent estimate for G T whenever ΓΓ T is nondegenerate. We now give conditions guaranteeing the required nondegeneracy.
B4. detA λ = 0, detP λ = 0.
Theorem 2. Assume B1-B5 hold and R ∆ > 0. Then Γ is of row-full-rank, and Θ k given by (30) converges to G T a.s.
Proof. Denote by ζ k the (n + m)−dimensional process S(z)∆ k , i.e.,
By using the innovation representation [3] it can be shown that ζ k can be represented as
By [37] the rank of Γ is λ(n + m) if and only if G(z) and D(z) have no common left-factor and rank[G λ . . .D λ ] = n + m. The latter is guaranteed by B4.
Noticing that
by B5 we find G(z) and D(z) have no common left-factor, and hence Γ is of row-fullrank. This proves the theorem, for details we refer to [11] .
4. Hammerstein Systems. We now consider identification of the SISO Hammerstein system, which consists of a static nonlinearity f (·) followed by an ARMA type linear subsystem. Here we restricted to the MA type linear subsystem. The
Hammerstein system and the Wiener system to be discussed in the next section are important in practice, and their identification issue has attracted much attention from both researchers and practitioners, e.g., [4, 5, 19-23, 38, 39] among others. The block diagram of Hammerstein system is presented in Figure 1 . Fig. 1 . Hammerstein system.
The system input, output, and observation are respectively denoted by u k , y k , and z k :
where ǫ k is the observation noise.
The coefficients d i , i = 1, · · · , r of the linear subsystem and the function f (·) are unknown and to be estimated. Since f (·) is not parameterized, we intend to estimate f (u) at any given u.
Reference [20] probably is the first attempt to identify Hammerstein systems by SA method, but the obtained there estimates still contain some unknown parameters and thus the system cannot be identified completely. We now apply the SA algorithm with expanding truncations to solve the problem. In order to uniquely define f (u) and Ev k we need a condition to guarantee that the response of the linear subsystem to a nonzero constant input is nonzero:
Let a k = 1 k and let {M k } be a sequence of increasing real numbers diverging to infinity:
σ 0 (i) = 0 with an initial value θ 0 (i), i = 0, 1, . . . , r, where θ k (0) is used to estimate ρ ∆ = Eu 1 v 1 , while θ k (i), i = 1, . . . , r are used to estimate ρd i , i = 1, . . . , r, respectively.
For estimating Ef (u 1 ) and f (u) we define
with an initial value γ 0 , and
λ 0 (u) = 0 with an initial value µ 0 (u), where w k is a kernel function Proof. We outline the key points of the proof.
Rewrite (45) as follows:
The algorithm (57) is for the linear function −x + d i ρ, which corresponds to −F x + b
in GCT for Linear Functions with F = 1 and b = d i ρ. Consequently, V = 0 and A5 is automatically satisfied. The root set J in the present case consists of a singleton d i ρ. Therefore, by GCT for Linear Functions, for (53) it suffices to verify A4 for ǫ k (i), i = 0, · · · , r given by (58). This can be done by using the convergence theorem for martingale difference sequences.
Next, rewrite (47) (48) as
Again, by verifying that A4 holds with ǫ k+1 replaced by δ k+1 , we apply GCT for Linear Functions to (59)(60) and conclude (54).
Finally, for (55) we rewrite (49) as
It is clear that the algorithm (61) is for the linear function
Similar to the argument given above for (55) it suffices to verify A4 for e k+1 (u), then the conclusion follows from GCT for Linear Functions.
However, it is worth noting that A4 may be verified for ǫ k+1 (i) and δ k+1 along the whole sequence of subscripts k, while the direct verification of A4 for e k+1 (u) is feasible only along subscripts n k for which x n k converges. This is because only along convergent subsequences it can be shown that for all large enough k and sufficiently small T > 0
where c is a constant independent of k but may depend on sample path ω. For verifying A4 with ǫ k replaced by e k (u) it is important to have (64)(65), which, roughly speaking, mean that for s not far from n k µ s (u) is close to µ n k (u) and the algorithm suffers from no truncation. For details we refer to [10] . Remark 6. The linear subsystem is not necessarily restricted to be an MA process. The results may be extended to ARMA systems.
Wiener Systems.
We now consider identification of the SISO Wiener system, which is also a linear system cascaded with a static nonlinearity similar to the Hammerstein system but in the reverse order. The block diagram of Wiener systems is presented in Figure 2 .
As in Section 4 the input, output, and observation are respectively denoted by u k , y k , and z k :
The problem is to recursively estimate the coefficients d i , i = 1, . . . , r of the linear subsystem and the value f (v) at any v on the basis of the observations {z k } and appropriately designed inputs {u k }.
We now define the system input {u k }. Let {η k } be a sequence of iid Gaussian random variables η k ∈ N (0, 1) independent of the observation noise {ǫ k }. Define functions T k (·):
Fig. 2. Wiener system
It is clear that |T k (x)| ≤ k δ and the range of T k (x) unboundedly increases as k → ∞.
Define the system input u k as
Let us define sequences of real numbers to be used in the algorithms:
where α > 0, β > 0 M 0 > 0, 3α + β + δ < 1/2, where δ > 0 is the one given in (68).
For estimating the linear subsystem as in Section 4 we apply the SA algorithms with expanding truncations:
with any initial values θ 0 (i), i = 0, 1, . . . , r.
Set
Note that θ k (0) is used for estimating ρ, and θ k (i) θ k (0) for d i , i = 1, . . . , q, wherever ρ = 0. Denote by d ik the k-th estimate for d i . Then the output v k and its standard deviation of the linear subsystem are respectively estimated bŷ
In order to estimate f (v) we introduce the following kernel function
By (74), w k is naturally estimated bŷ
With any initial value µ 0 (v), f (v) is estimated by µ k (v), which is recursively calculated according to the following SA algorithm with expanding truncations:
Let us list conditions to be used. Further, if, in addition, ρ = 0, then
Proof. We outline the key points of the proof. For estimating the linear subsystem (71) is rewritten as
whereǭ k+1 (i) = −u k z k+i+1 + ρd i , i = 0, 1, . . . , r. (82) By verifying A4 satisfied byǭ k+1 (i), (79) follows from GCT for Linear Functions.
Further, rewrite (77) as
Noticing that f (v) is the root of √ π(x − f (v)), by GCT for Linear Functions, for (80) it suffices to verify A4 for e k (v). It is important to note that A4 is verifiable along subscripts n k of any convergent subsequences, but not along the whole sequence of subscripts k. For details we refer to [23] .
Remark 7. Theorem 4 can be extended to the case where the linear subsystem is an ARMA process and f (·) is unbounded but with some growth rate restriction.
6. Concluding Remarks. The SA algorithms with expanding truncations incorporating with TS method was successfully applied to solving a set of problems arising from systems and control. This paper demonstrates that the method is also a powerful tool for system identification. By this method the recursive and strongly consistent estimates are given for multivariate EIV systems, Hammerstein systems and Wiener systems with non-parameterized nonlinearity f (·). By the way, the Hammerstein and Wiener systems with f (·) being a piece-wise linear function have also been recursively identified recently by the author with co-authors giving the strongly consistent estimates for all unknown system parameters.
A set of examples have been computed according to the algorithms given in the paper for various systems, and the numerical simulation results are consistent with theoretical analysis. The general picture is that some fluctuations appear at the first steps and then estimates approach to the true values.
For further research it is of interest to consider more general inputs u k , more complicated nonlinearities, and possibly the adaptive control problems.
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