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Abstract
For a graph G, let k(G) be the minimum degree sum of an independent set of k vertices. Ore showed that if G is a graph of order
n3 with 2(G)n then G is hamiltonian. Let (G) be the connectivity of a graph G. Bauer, Broersma, Li and Veldman proved
that if G is a 2-connected graph on n vertices with 3(G)n + (G), then G is hamiltonian. On the other hand, Bondy showed
that if G is a 2-connected graph on n vertices with 3(G)n + 2, then each longest cycle of G is a dominating cycle. In this paper,
we prove that if G is a 3-connected graph on n vertices with 4(G)n + (G) + 3, then G contains a longest cycle which is a
dominating cycle.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
In this paper, we consider only ﬁnite undirected graphs without loops or multiple edges. We denote the degree of a
vertex x in a graph G by dG(x). Let (G), (G) and (G) be the minimum degree, the independence number and the
connectivity of a graph G, respectively. For a graph G, we deﬁne
k(G) =
⎧⎨
⎩
min
{
k∑
i=1
dG(xi): {x1, x2, . . . , xk} is an independent set of G
}
if (G)k,
+∞ if (G)< k.
We often simply write , ,  and k instead of (G), (G), (G) and k(G), respectively.
In 1960, Ore gave a degree sum condition for the existence of a hamiltonian cycle.
Theorem A (Ore [8]). Let G be a graph of order n3. If 2n, then G is hamiltonian.
In 1989, Bauer et al. [1] gave a degree sum condition concerning the order and connectivity of a graph.
Theorem B (Bauer et al. [1]). Let G be a 2-connected graph on n vertices. If 3n + , then G is hamiltonian.
Theorem B is a generalization of the following result.
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Theorem C (Häggkvist and Nicoghossian [5]). Let G be a 2-connected graph on n vertices. If (n + )/3, then G
is hamiltonian.
Theorem B is best possible in a sense. Let 2 and (n +  − 1)/3m(n − 1)/2. We consider the graph
G1=(Km+mK1)∪Kn−2m by joining  vertices ofKm and each vertex ofKn−2m. Then (G1)=, 3(G1)=n+−1
and G1 is not hamiltonian.
A cycle C of a graph G is said to be a dominating cycle if V (G − C) is an independent set of G. In 1980, Bondy
showed the following theorem for a dominating cycle.
Theorem D (Bondy [2]). Let G be a 2-connected graph on n vertices. If 3n + 2, then each longest cycle of G is a
dominating cycle.
Motivated by the above observations, we extend Theorem D just as TheoremA is extended to Theorem B. However,
the extension of Theorem D was already established by Sun, Tian and Wei.
Theorem E (Sun et al. [9]). Let G be a 3-connected graph on n vertices. If 4n + 2, then G contains a longest
cycle which is a dominating cycle.
In this paper, we improve Theorem E as follows:
Theorem 1. Let G be a 3-connected graph on n vertices. If 4n+ + 3, then G contains a longest cycle which is a
dominating cycle.
Theorem 1 is the best possible by considering the following graph G2. Let 3 and (n+− 2)/4m(n− 2)/3.
We consider the graph G2 = (Km + mK2) ∪ Kn−3m by joining  vertices of Km and each vertex of Kn−3m. Then
(G2) = , 4(G2) = n +  + 2 and no longest cycle of G2 is a dominating cycle. The following corollary can be
derived easily.
Corollary 2. Let G be a 3-connected graph on n vertices with 4n + + 3. If , then G is hamiltonian.
Corollary 2 is an improvement of the following theorem.
Theorem F (Nikogosyan [7]). Let G be a 3-connected graph on n vertices. If  max{(n + 2)/4, }, then G is
hamiltonian.
A cycle C of a graph G is said to be a D-cycle if |H |<  for any component H of G−C. Note that a D1-cycle is a
hamiltonian cycle and a D2-cycle is a dominating cycle. Fraisse showed the following theorem for the existence of a
D-cycle.
Theorem G (Fraisse [4]). Let G be a k-connected graph on n vertices, where k1 and n3. If k+1n+ k(k − 1),
then G contains a Dk-cycle.
In [9], Sun et al. proposed the following question: Replacing the condition k+1(G)n + k(k − 1) of Theorem G
by the stronger condition k+1(G)n + (k − 1), can we replace k of the conclusion of Theorem G by k − 1?
Conjecture H (Sun et al. [9]). LetG be a k-connected graph on n vertices, where k2 and n3. Ifk+1n+(k−1),
then each longest cycle of G is a Dk−1-cycle.
On the other hand, we propose the following conjecture.
Conjecture 3. Let G be a k-connected graph on n vertices, where k2 and n3. If k+1n + + k(k − 2), then G
contains a longest cycle which is a Dk−1-cycle.
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Conjecture 3 has been veriﬁed for k = 2 ( Theorem B) and k = 3 (Theorem 1). Conjecture 3 is best possible, if it is
true, by considering the following graph G3. Let k and (n+ − k + 1)/(k + 1)m(n− k + 1)/k. We consider
the graph G3 = Km + mKk−1 ∪ Kn−km by joining  vertices of Km and each vertex of Kn−km. Then (G3) = ,
k+1(G3) = n + + k(k − 2) − 1 and no longest cycle of G3 is a Dk−1-cycle.
In 2005, Lu, Liu and Tian proved the following Theorem. Theorems B and I show that Conjecture H holds when
k = 2 and 3.
Theorem I (Lu et al. [6]). Let G be a 3-connected graph on n vertices. If 4n+ 2, then each longest cycle of G is
a dominating cycle.
For standard graph-theoretic terminology not explained in this paper, we refer the reader to [3].We write a cycle C
with a given orientation by −→C . For x, y ∈ V (C), we denote by x−→C y a path from x to y on −→C . The reverse sequence
of x−→C y is denoted by y←−C x. For x ∈ V (C), we denote the hth successor and the hth predecessor of x on −→C by x+h
and x−h, respectively. We abbreviate x+1 and x−1 by x+ and x−, respectively. A path P joining x and y is denoted
by xPy. For a subgraph H of G, a path xPy is called an H-path if V (xPy) ∩ V (H) = {x, y} and E(H) ∩ E(P ) = ∅.
For a cycle −→C and X ⊂ V (C), we deﬁne X+ : ={x+: x ∈ X} and X− : ={x−: x ∈ X}. For a vertex x of a graph G,
we denote the neighborhood of x in G by NG(x). For a subgraph H of G and a vertex x ∈ V (G) − V (H), we also
denoteNH(x) : =NG(x) ∩ V (H) and dHx : =|NH(x)|. For X ⊂ V (G), NG(X) denote the set of vertices in G − X
which are adjacent to some vertex in X. Furthermore, for a subgraph H of G and X ⊂ V (G) − V (H), we sometimes
write NH(X) : =NG(X) ∩ V (H). If there is no fear of confusion, we often identify a subgraph H of a graph G with
its vertex set V (H). For example, we often write G − H instead of G − V (H).
2. Proof of Theorem 1
The proof of Theorem 1 is based on [9]. To prove Theorem 1, we use the following theorem.
Theorem J (Zou [10]). Let G be a 3-connected graph on n vertices. If 4n+6, then each longest cycle is aD3-cycle.
Proof of Theorem 1. Let G be a graph on n vertices satisfying the hypothesis of Theorem 1. Suppose that Theorem 1
fails to hold, then no longest cycle of G is a dominating cycle. Let 2(G) denote the number of components of order
2 of G. Choose a cycle C such that
(C1) C is a longest cycle of G, and
(C2) 2(G − C) is as small as possible, subject to (C1).
By Theorem J, each component H of G−C has at most 2 vertices. If 2(G−C)= 0, then C is a dominating cycle,
contradicting the assumption. Hence there exists a component H of G − C such that V (H) = {v1, v2} with v1 
= v2.
Let NC(H) = {x1, x2, . . . , xt }. We give an orientation to C. Let ui = x+i and T = NC(H)+. By (C1), we obtain the
following claim.
Claim 1 (Sun et al. [9, Claim 2]).
(1) For any ui ∈ T , ui /∈NC(H).
(2) For any ui, uj ∈ T , there exists no C-path joining ui and uj .
(3) For any ui, uj ∈ T and w ∈ ui−→C xj , if there exists a C-path joining ui and w, there exists no C-path joining uj
and w−.
By Claims 1 (1) and (2), the following facts are plain.
Fact 1. T ∪ {v1} and T ∪ {v2} are independent sets.
Fact 2.
∑
ui∈T dG−C(ui)n − |C| − |H | = n − |C| − 2.
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Furthermore, by (C1), (C2) and the degree condition, we obtain the following claim.
Claim 2 (Sun et al. [9, Claim 3]).
(1) For any ui ∈ T , u+i /∈NC(H).
(2) For any ui, uj ∈ T , there exists no C-path joining ui and u+j .
(3) For any ui, uj ∈ T and w ∈ u+i −→C xj , if there exists a C-path joining ui and w+, there exists no C-path joining uj
and w−.
Claim 3 (Sun et al. [9, Claim 4]). Let ui, uj , uk ∈ T and X ⊆ (NC(v1) ∩ NC(v2)) − NC({ui, uj , uk}). Then
dG(ui) + dG(uj ) + dG(uk)n − |X| + 1.
Proof. Without loss of generality, we may assume that ui , uj and uk appear in the consecutive order along
−→
C . Let
C1 = ui−→C xj , C2 = uj−→C xk and C3 = uk−→C xi . First we show that for h = 1, 2, 3,
dCh(ui) + dCh(uj ) + dCh(uk) |Ch| − |X ∩ Ch| + 1.
We consider only the case h = 1. The case h = 2, 3 can be proved similarly. Since X ⊆ (NC(v1) ∩ NC(v2)) −
NC({ui, uj , uk}), we have w1 /∈NC1(ui)−2 ∪NC1(uj )∪NC1(uk)− for any w1 ∈ C1 ∩X. Thus NC1(ui)−2 ∪NC1(uj )∪
NC1(uk)
− ⊆ C1 − (C1 ∩X)∪{xi}. By Claims 1 (3) and 2 (3),NC1(ui)−2,NC1(uj ) andNC1(uk)− are pairwise disjoint.
Hence we have dC1(ui) + dC1(uj ) + dC1(uk) |C1| − |C1 ∩ X| + 1. Thus, we obtain
dC(ui) + dC(uj ) + dC(uk)
3∑
h=1
(|Ch| − |X ∩ Ch| + 1) = |C| − |X| + 3.
By Fact 2, we have dG(ui) + dG(uj ) + dG(uk)n − |X| + 1. 
Claim 4 (Sun et al. [9, Claim 5]). dC(v1)+ 1.
Proof. Let u1, u2, u3 ∈ T . By Claim 3, we obtain dG(u1) + dG(u2) + dG(u3)n + 1 letting X = ∅. By Fact 1 and
the degree condition, we have dG(v1)+ 2. From dH (v1) = 1, we have dC(v1)+ 1. 
Let S be any vertex cut set with |S| = , and B1, B2, . . . , Bp the components of G − S, where p is the number of
components of G − S. Assume that |B1 ∩ T | |B2 ∩ T | · · ·  |Bp ∩ T |.
Claim 5. |NC(H)+ − S|3 or |NC(H)− − S|3.
Proof. By Claim 4, we have |NC(H)| + 1. By Claim 2 (1), NC(H)+ ∩ NC(H)− = ∅. This implies |NC(H)+ −
S| + |NC(H)−S| |NC(H)+| + |NC(H)−| − |S|2( + 1) −  =  + 25. Thus, either |NC(H)+ − S|3 or
|NC(H)− − S|3 holds. 
By symmetry, we may assume that |T − S| = |NC(H)+ − S|3.
Claim 6. T ⊂ B1 ∪ S.
Proof. First, we show that T ⊂ B1 ∪B2 ∪ S. Suppose that Bh ∩ T 
= ∅ for h= 1, 2, 3. Without loss of generality, we
may assume that uh ∈ Bh ∩ T for h = 1, 2, 3. By Claims 1(1), (2) and 2(2), we have
dG(uh) |Bh| + |S| − |(Bh ∪ S) ∩ (H ∪ T ∪ T + − {u+h })|.
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By Claim 4, |S| + 1 |T |. Since NG(v1) ⊂ T − ∪ H − {v1}, we have dG(v1) |T | + |H | − 1. Thus, we obtain
dG(u1) + dG(u2) + dG(u3)

3∑
h=1
|Bh| + 3|S| −
3∑
h=1
|(Bh ∪ S) ∩ (H ∪ T ∪ T + − {u+h })|
n + 2|S| −
p∑
h=4
|Bh| −
3∑
h=1
|(Bh ∪ S) ∩ (H ∪ T ∪ T + − {u+h })|
n + 2|S| − (|H | + |T | + |T +| − 3)n + − dG(v1) + 1.
Hence dG(u1) + dG(u2) + dG(u3) + dG(v1)n + + 1, a contradiction.
Next, we show that T ⊂ B1 ∪ S. Suppose that Bh ∩ T 
= ∅ for h = 1, 2. By Claim 5, suppose that u1, u2 ∈ B1 ∩ T
and u3 ∈ B2 ∩ T . Without loss of generality, we may assume that u1, u2 and u3 appear in the consecutive order along−→
C . Let C1 = u1−→C x2, C2 = u2−→C x3, C3 = u3−→C x1, Bh2 =B2 ∩Ch and Th = T ∩Ch. By Claims 1 and 2, we obtain the
following statement.
(i) NC1(u1)− and NC1(u2) are disjoint, and NC1(u1)− ∪NC1(u2) ⊆ (C1 − (B12 ∪ (T1 −{u1}))∪C′1,where C′1 ={y ∈
B12 : y
+ ∈ NC1(u1)}.
(ii) NC2(u2)− andNC2(u1) are disjoint, andNC2(u2)− ∪NC2(u1) ⊆ (C2 − (B22 ∪ (T2 −{u2}))∪C′2, whereC′2 ={y ∈
B22 : y
+ ∈ NC2(u2)}.
(iii) NC3(u1)+ and NC3(u2) are disjoint, and NC3(u1)+ ∪ NC3(u2) ⊆ (C3 ∪ {u1} − {u3} − (B32 ∪ T +3 )) ∪ C′3, where
C′3 = {y ∈ B32 : y− ∈ NC3(u1)}.
By (i)–(iii), the following inequality holds:
dC(u1) + dC(u2) |C| + |{u1}| − |{u3}| − |B2 ∩ C| − |T1 ∪ T2 ∪ T +3 − {u1, u2}|
+ |B2 ∩ (T1 ∪ T2 ∪ T +3 )| +
3∑
h=1
|C′h|
 |C| − |B2 ∩ C| − |T | + 2 + |B2 ∩ (T1 ∪ T2 ∪ T +3 )| +
3∑
h=1
|C′h|.
By Claim 1 (2), NC(u3)∩ Th =∅ for h= 1, 2. By Claim 2 (2), NC(u3)∩ (T +3 −{u+3 })=∅. By Claim 1 (3), we have
NC(u3) ∩ C′h = ∅ for h = 1, 2, 3. We show that C′3 ∩ T +3 = ∅ and C′h ∩ Th = ∅ for h = 1, 2. If C′3 ∩ T +3 
= ∅, then by
the deﬁnition of C′h, NC(u1)∩ T 
= ∅, contradicting Claim 1 (2). If C′h ∩ Th 
= ∅ for h= 1, 2, then NC(u1)∩ T + 
= ∅,
contradicting Claim 2 (2). Hence we obtain
dC(u3) |B2 ∩ C| + |S ∩ C| − |B2 ∩ (T1 ∪ T2 ∪ T +3 − {u+3 })| −
3∑
h=1
|C′h|
= |B2 ∩ C| + |S ∩ C| − |B2 ∩ (T1 ∪ T2 ∪ T +3 )| + 1 −
3∑
h=1
|C′h|.
Thus, we have dC(u1)+ dC(u2)+ dC(u3) |C| + |S ∩C| − |T | + 3 |C| + − |T | + 3. Therefore, it follows from
Fact 2 that
dG(u1) + dG(u2) + dG(u3)n + − |T | − |H | + 3n + − (dG(v1) + 1) + 3,
and so dG(u1) + dG(u2) + dG(u3) + dG(v1)n + + 2, a contradiction. 
Claim 7. V (H) ∩ B2 = ∅.
T. Yamashita / Discrete Mathematics 308 (2008) 1620–1627 1625
Proof. Suppose that v1 ∈ V (H)∩B2. By Claim 6, we haveNC(v1)+ ⊆ B1∪S. Hence (NC(v1)+∩B1)−∪(NC(v1)+∩
S) ⊆ S. By Claim 4, we have + 1 |NC(v1)+| |S| = , a contradiction. 
Since |T −S|3, Claim 6 implies |B1 ∩T |3.Without loss of generality, we may assume that u1, u2 ∈ B1 ∩T . Let
x1PHx2 be a C-path with V (x1PHx2)∩V (H) 
= ∅. Let C1 : =u1−→C x2, C2 : =u2−→C x1, Bh2 : =B2 ∩Ch, Th : =T ∩Ch
and Dh : ={y ∈ Bh2 : y+ ∈ NCh(uh)} for h = 1, 2. By Claims 1 and 2, we obtain
(I) NC1(u1)− and NC1(u2) are disjoint, and NC1(u1)− ∪ NC1(u2) ⊆ C1 − (B12 ∪ T1 − {u1}) ∪ D1.
(II) NC2(u1) and NC2(u2)− are disjoint, and NC2(u1) ∪ NC2(u2)− ⊆ C2 − (B22 ∪ T2 − {u2}) ∪ D2.
By (I) and (II), we have dC(u1) + dC(u2) |C| − |B2 ∩ C| − |T | + 2 +∑2h=1|Dh|. On the other hand, since
u1, u2 ∈ B1, Fact 2 and Claim 7 yields that dG−C(u1)+ dG−C(u2)n−|C|− |H |− |B2 ∩ (G−C)|. Thus, we obtain
dG(u1) + dG(u2)n − |B2| − |T | − |H | +
2∑
h=1
|Dh| + 2
n − |B2| − (dG(vi) + 1) +
2∑
h=1
|Dh| + 2,
and so
dG(u1) + dG(u2) + dG(vi)n − |B2| +
2∑
h=1
|Dh| + 1, (1)
for i = 1, 2.
Claim 8. B2 − (NG(v1) ∩ NG(v2)) 
= ∅.
Proof. Suppose that B2 − (NG(v1)∩NG(v2))=∅. Since |B1 ∩T |3, we may assume that u1, u2, u3 ∈ B1 ∩T . Then
B2 ⊂ (NC(v1) ∩ NC(v2)) − NC({u1, u2, u3}). Hence we obtain dG(u1) + dG(u2) + dG(u3)n − |B2| + 1 letting
X = B2 in Claim 3. Let y ∈ B2. Since dG(y) |B2| + |S| − 1, we have dG(u1) + dG(u2) + dG(u3) + dG(y)n + ,
a contradiction. 
Without loss of generality, we may assume y0 ∈ B2 − NG(v1). Note that {u1, u2, v1, y0} is an independent set and
dG(y0) |B2| + |S| − 1. We divide into three cases.
Case 1. D1 = D2 = ∅. It follows from the inequality (1) that dG(u1) + dG(u2) + dG(v1)n − |B2| + 1. Therefore
dG(u1) + dG(u2) + dG(v1) + dG(y0)n + |S| = n + , a contradiction.
Case 2.D1 
= ∅ andD2 
= ∅.Without loss of generality, wemay assume that |D1| |D2|. For each vertex y ∈ D1, we
deﬁne y∗ as follows: ifNG−C(y)−NG−C(D1∩V (u1−→C y−)) 
= ∅, then let y∗ ∈ NG−C(y)−NG−C(D1∩V (u1−→C y−));
otherwise y∗ = y−. We deﬁne D∗1 : ={y∗: y ∈ D1}. Note that D∗1 ⊂ B2 ∪ S, since D1 ⊂ B2. Let y2 ∈ D2. By Claim 1
(2), we have y2 /∈NG(v1). Hence, {u1, u2, v1, y2} is an independent set.
Claim 9. NG(y2) ∩ (D1 ∪ D∗1) = ∅.
Proof. If y1 ∈ NG(y2) ∩ D1, then x1←−C y+2 u2−→C y2y1←−C u1y+1 −→C x2PHx1 is longer than C, contradicting (C1). Hence
NG(y2) ∩ D1 = ∅. Next, suppose that NG(y2) ∩ D∗1 = ∅, say y∗1 ∈ NG(y2) ∩ D∗1 . If y∗1 ∈ V (G − C), then
x1
←−
C y+2 u2
−→
C y2y
∗
1y1
←−
C u1y
+
1
−→
C x2PHx1 is longer than C, a contradiction. Therefore, suppose that y∗1 ∈ V (C). If
NG−C(y1) = ∅, then C′ = x1←−C y+2 u2−→C y2y∗1←−C u1y+1 −→C x2PHx1 is a cycle with |V (C′)| |V (C)|. By (C1), we have|V (C′)|=|V (C)|. Since V (C)−V (C′)={y1} andNG−C(y1)=∅, we have2(G−C′)<2(G−C). This contradicts
(C2). If NG−C(y1) 
= ∅, then NG−C(y1) ∩ NG−C(z1) 
= ∅ for some z1 ∈ D1 ∩ V (u1−→C y−1 ), say z′1 ∈ NG−C(y1) ∩
NG−C(z1). Note that z+1 ∈ u+1 −→C y−1 since u1 ∈ B1 and y1 ∈ B2. Hence, C′ = x1←−C y+2 u2−→C y2y∗1←−C z+1 u1−→C z1z′1y1−→
C x2PHx1 is a cycle with |V (C′)|> |V (C)|, contradicting (C1). Thus, we obtain NG(y2) ∩ (D1 ∪ D∗1) = ∅. 
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By the deﬁnition of D∗1 , we obtain D1 ∩ D∗1 = ∅ and |D1| = |D∗1 |. Therefore, it follows from Claim 9 that
dG(y2) |B2| + |S| − (|D1 ∪ D∗1 |)
 |B2| + |S| − 2|D1|
 |B2| + |S| −
2∑
h=1
|Dh|.
Hence the inequality (1) yields dG(u1) + dG(u2) + dG(v1) + dG(y2)n + |S| + 1 = n + + 1, a contradiction.
Case 3. Exactly one of D1 and D2 is empty.
By symmetry,wemay assume thatD1 
= ∅ andD2=∅.We deﬁne D˜1={w ∈ V (C−B2): y ∈ D1, V (w+−→C y) ⊆ B2}.
Note that |D1| = |D˜1| since (D+1 ∪ {u1}) ∩ B2 = ∅. Because D˜+1 ⊆ B2, we have D˜1 ∩ NC(u1)− = ∅. Thus, it follows
from (I) and (II) that
dC(u1) + dC(u2) |C| − |B2 ∩ C| − |T | + 2 + |D1| − |D˜1 − NC(u2)| + |D˜1 ∩ T |
= |C| − |B2 ∩ C| − |T | + 2 + |D˜1| − |D˜1 − NC(u2)| + |D˜1 ∩ T |
= |C| − |B2 ∩ C| − |T | + 2 + |D˜1 ∩ NC(u2)| + |D˜1 ∩ T |
= |C| − |B2 ∩ C| − |T | + 2 + |D˜1 ∩ (NC(u2) ∪ T )|.
LetU0 : ={uh ∈ T :NG−C(uh)=∅, 1h t} andU1 : =T −U0. Note that {u1, u2}∩D˜1 =∅. Therefore, by Claims
1(1), (2), NG−C(D˜1 ∩ U1) ∩ (V (H) ∪ NG−C(u1) ∪ NG−C(u2)) = ∅. Thus, by Fact 2, we obtain
dG−C(u1) + dG−C(u2)n − |C| − |H | − |B2 ∩ (G − C)| − |NG−C(D˜1 ∩ U1)|
+ |B2 ∩ NG−C(D˜1 ∩ U1)|.
By Claim 1(2), NG−C(u) ∩ NG−C(u′) = ∅ for any u, u′ ∈ U1. Hence we have |NG−C(U1)| |U1|. Thus we obtain
dG(u1) + dG(u2) + dG(v1)
n − |B2| + 1 + |D˜1 ∩ (NC(u2) ∪ T )| − |NG−C(D˜1 ∩ U1)| + |B2 ∩ NG−C(D˜1 ∩ U1)|
n − |B2| + 1 + |D˜1 ∩ (NC(u2) ∪ T )| − |D˜1 ∩ U1| + |B2 ∩ NG−C(D˜1 ∩ U1)|uuT |)
= n − |B2| + 1 + |D˜1 ∩ (NC(u2) ∪ U0)| + |B2 ∩ NG−C(D˜1 ∩ U1)|. (2)
Therefore dG(u1)+dG(u2)+dG(v1)+dG(y0)n++|D˜1 ∩ (NC(u2)∪U0)|+ |B2 ∩NG−C(D˜1 ∩U1)|. Thus, by
the degree condition, we have |D˜1 ∩ (NC(u2) ∪ U0)| + |B2 ∩ NG−C(D˜1 ∩ U1)|3. Hence D˜1 ∩ (NC(u2) ∪ U0) 
= ∅
or B2 ∩ NG−C(D˜1 ∩ U1) 
= ∅. Let w1 be a vertex such that w1 ∈ D˜1 ∩ (NC(u2) ∪ U0) or w1 ∈ D˜1 ∩ U1with
B2 ∩ NG−C(w1) 
= ∅. Choose w1 so that |u1−→C w1| is as large as possible. If w1 ∈ NC(u2) ∪ U0, then let w′1 = w+1 . If
w1 ∈ U1, then let w′1 ∈ B2 ∩ NG−C(w1). Note that w′1 ∈ B2, since w+1 ∈ B2. Let C11 : =u1−→C w1.
Claim 10. {u1, u2, v1, w′1} is an independent set.
Proof. Suppose that v1w′1 ∈ E(G). Note that w′1 
= v2 by Claim 7. By Theorem J, we have w′1 /∈V (G−C). Therefore
w′1 =w+1 and w+21 ∈ T . By Claims 1 (2) and 6, we have w+21 ∈ B1 ∪S −NC1(u1). Since w1 ∈ D˜1, this contradicts the
deﬁnition of D˜1. Hence v1w′1 /∈E(G). Since u1, u2 ∈ B1 and w′1 ∈ B2, we have u1w′1, u2w′1 /∈E(G). Thus, by Fact 1,{u1, u2, v1, w′1}is an independent set. 
Claim 11. w+1 /∈NC(w′1).
Proof. If w1 ∈ NC(u2) ∪ U0, then w′1 = w+1 , and so w+1 /∈NC(w′1). If w1 ∈ U1, then w+1 /∈NC(w′1), since C is
longest. 
T. Yamashita / Discrete Mathematics 308 (2008) 1620–1627 1627
Claim 12. NC(w′1) ∩ (D1 ∩ V (C11)) = ∅.
Proof. Suppose thatw2 ∈ NC(w′1)∩ (D1 ∩V (C11)). By the deﬁnition ofD1, we havew+2 ∈ NC(u1). Ifw1 ∈ NC(u2),
then the cycle x1
←−
C u2w1
←−
C w+2 u1
−→
C w2w
′
1
−→
C x2PHx1 is longer than C, contradicting (C1). If w1 ∈ U1, let w−1 P ′Hx1 be
a C-path with V (w−1 P ′Hx1)∩V (H) 
= ∅. Then x1←−C w1w′1w2←−C u1w+2 −→C w−1 P ′Hx1 is longer than C, contradicting (C1).
If w1 ∈ U0,then C′ =x1←−C w+1 w2←−C u1w+2 −→C w−1 P ′Hx1 is a cycle with |V (C′)| |V (C)| and2(G−C′)<2(G−C),
since NG−C(w1) = ∅. This contradicts (C1) or (C2). Thus, we have NC(w′1) ∩ (D1 ∩ V (C11)) = ∅. 
Claim 13. |NG−C(w′1) ∩ (B2 ∩ NG−C(D˜1 ∩ U1 ∩ V (C11))|1.
Proof. If w1 ∈ U0, then by Claim 2 (2), NG−C(w′1) ∩ NG−C(U1) = ∅. If w1 ∈ NC(u2), then by Claim 1 (3),
NG−C(w′1) ∩ NG−C(U1 ∩ V (C11)) = ∅. If w1 ∈ U1, then by Theorem J, |NG−C(w′1) ∩ B2|1. Hence |NG−C(w′1) ∩
(B2 ∩ NG−C(D˜1 ∩ U1 ∩ V (C11))|1. 
By the choice of w1, we obtain |D1 ∩ V (C11)| |D˜1 ∩ (NC(u2) ∪ U0)| − 1 and |B2 ∩ NG−C(D˜1 ∩ U1)| = |B2 ∩
NG−C(D˜1 ∩ U1 ∩ V (C11))|. Thus, by Claims 11–13, we have
dG(w
′
1) |B2| + |S| − |{w+1 }| − |D1 ∩ V (C11)| − |B2 ∩ NG−C(D˜1 ∩ U1 ∩ V (C11))| + 1
 |B2| + |S| − 1 − (|D˜1 ∩ (NC(u2) ∪ U0)| − 1) − |B2 ∩ NG−C(D˜1 ∩ U1)| + 1
 |B2| + |S| − |D˜1 ∩ (NC(u2) ∪ U0)| − |B2 ∩ NG−C(D˜1 ∩ U1)| + 1.
Hence, by inequality (2), we obtain
dG(u1) + dG(u2) + dG(v1) + dG(w′1)n + |S| + 2 = n + + 2,
a contradiction. 
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