Abstract: A recursive algorithm for parameter estimation converging in finite time is introduced. It includes as special case the classical Linear Recursive Square algorithm, and is a generalization of the Super-Twisting Algorithm (STA), a second order sliding mode algorithm, to time-varying systems.
INTRODUCTION
The stability properties of the non autonomous linear systeṁ
where x i ∈ R n i , i = 1, 2, A (t), B (t) and C (t) are matrices of bounded piecewise continuous functions, has played a fundamental role in classical adaptive control Narendra and Annaswamy [1989] , Sastry and Bodson [1989] , Marino and Tomei [1995] , where it appears in parameter identification or adaptive observer problems. Basically (see below for a precise statement) if A (t) is a uniformly asymptotically stable matrix the origin x = 0 of system (1) can be made uniformly asymptotically stable by selecting appropriately matrix C (t) if (and only if) a persistence of excitation condition for matrix B (t) is satisfied. Our aim in this paper is to show that, restricting ourselves to the case where n 1 = 1, and under the same hypothesis as for (1), the nonlinear systeṁ x 1 = A (t) φ 1 (x 1 ) + B (t) x 2 x 2 = C (t) φ 2 (x 1 ) ,
with φ 1 (x 1 ) = µ 1 |x 1 | 1 2 sign (x 1 ) + µ 2 x 1 , φ 2 (x 1 ) = µ 2 1 2 sign (x 1 ) + 3 2 µ 1 µ 2 |x 1 | 1 2 sign (x 1 ) + µ 2 2 x 1 , and µ 1 > 0 , µ 2 ≥ 0 are arbitrary non negative constants, has x = 0 as a global, finite-time stable equilibrium point when the system (1) has x = 0 as a uniformly asymptotically stable (UAS) equilibrium point. Note that when µ 1 = 0, µ 2 = 1 the linear case is recovered. Since the right-hand side of (2) is discontinuous its solutions are all trajectories in the sense of Filippov Filippov [1988] .
Note that in the two dimensional time invariant case, i.e. n 1 = 1, n 2 = 1, and A (t), B (t), C (t) constant, the algorithm (2) corresponds to the Generalised Super-Twisting Algorithm (GSTA) introduced by Moreno [2009 Moreno [ , 2011 , that generalizes the SuperTwisting Algorithm (STA) (obtained when µ 1 = 1, µ 2 = 0), a second-order sliding modes algorithm proposed originally in Levant [1993] . These algorithms have remarkable convergence and robustness properties, since they converge in finite time and are insensitive to not vanishing perturbations. They have found numerous applications as, among others, exact differentiators Levant [1998 Levant [ , 2003 , output feedback controllers Levant [2003] and observers Davila et al. [2005] . In Davila et al. [2006] , M'Sridi et al. [2008] the STA has also been used for parameter estimation of mechanical systems. However, the linearly filtered equivalent output injection signal of the STA is used there to obtain the regressor, from which a standard Linear Square Recursive algorithm identify the parameters asymptotically. Other parameter estimation methods, using first order sliding modes, are also based on the reconstruction of the equivalent control signals Xu et al. [2003] , leading to asymptotic reconstruction algorithms. Finite time parameter estimation can be achieved by the non recursive linear Least Squares Estimation algorithm presented in Adetola and Guay [2008] , Hartman et al. [2010] . Our approach here is different, since (2) can be seen as a non-linear recursive version of the Least Squares algorithm, where the nonlinear injection terms lead to enhanced (finitetime) convergence and robust stability properties.
The paper is organized as follows. In the next section some preliminary results on the properties of (1) are recalled and the main result for (2) is stated and proved using Lyapunov arguments. In section 3 the application of the main results to the problem of finite time parameter estimation are presented. Some illustrative examples are given in section 4, and some conclusions finish the paper.
FINITE-TIME CONVERGENCE OF THE ALGORITHM

Stability of the Linear Algorithm
For the linear time-varying system (1) the following result has been established originally in [Morgan and Narendra, 1977 , Theorem 2 and Corollary 1] (see also Narendra and Annaswamy [1989] , Sastry and Bodson [1989] , Marino and Tomei [1995] ) Theorem 1. Let A (t) be a uniformly asymptotically stable n 1 × n 1 matrix of bounded piecewise continuous functions. Let P (t) be a symmetric positive definite matrix of bounded continuous functions such thatṖ (t) + A T (t) P (t) + P (t) A (t) = −Q (t) is negative definite. Let B (t) be a n 1 × n 2 matrix of bounded piecewise continuous functions. Assume that there exist positive constants T 0 , ε 0 , and δ 0 , with a t 2 ∈ [t,t + T 0 ] such that for any unit vector w ∈ R n 2 1 T 0
Ḃ (t) is uniformly bounded (3) is equivalent to
for t 0 ∈ R + , and positive constants T 0 and ε 0 , and all unit vectors w ∈ R n 2 .
Condition (4) is the classical definition of the signal B (t) being Persistently Exciting (PE) Narendra and Annaswamy [1989] . Remark 2. The previous result can be generalized in different forms.
(1) In (4) instead of requiring that B (t) be smooth and Ḃ (t) be bounded, we make the somewhat less restrictive assumption that the components of B (t) be contained in the set PS*, the set of all piecewise smooth functions g : [0, ∞) → R 1 , that are uniformly bounded, whose derivatives are uniformly bounded (where defined), and for which the intervals over which g is smooth do not shrink to 0. For example, a function g defined to be constant on intervals (a i , a i+1 ) where a i+1 − a i is bounded below as i → ∞ is in PS* (see Morgan and Narendra [1977] , Narendra and Annaswamy [1989] ). (2) Theorem 1 remains valid for
where Λ = Λ T > 0 is an arbitrary constant symmetric positive definite n 2 × n 2 matrix. This can be shown by making the change of variables
where L is a n 2 × n 2 non singular matrix such that Λ = L T L, and applying Theorem 1 to the transformed system (see [Marino and Tomei, 1995, Lemma B.2.3] ).
Finite-Time Stability for the Nonlinear Algorithm
The main result of the paper is the following affirmation about system (2) Theorem 3. Consider system (2) with n 1 = 1, n 2 ≥ 1, and µ 1 > 0. Assume that the conditions of Theorem 1 are satisfied, so that system (1) is Uniformly Asymptotically Stable (UAS).
Then every trajectory of (2) converges to the origin x = 0 in Finite-Time.
Proof. Note first that x = 0 is an equilibrium point, since (2) is a differential inclusionẋ ∈ f (t, x), and 0 ∈ f (t, 0) for all t ≥ t 0 . Since system (1) is assumed UAS then there exists a quadratic Lyapunov function Khalil [2002] 
where Π (τ) = Π T (τ) and positive definite and bounded,Ω (τ) positive definite and A (τ) the system matrix of system (1), i.e.
for some positive constants α 1 , α 2 and α 3 and for all τ ≥ 0. Defining the time transformation τ (t), such that
that has an inverse t = t (τ), it follows from [Filippov, 1988 , Theorem 2, Section 9.] that there exists a symmetric, positive definite and bounded matrix ϒ (t) = Π (τ (t)), and Ω (t) = Ω (τ (t)) such that (see 5) they satisfy
i.e. each solution of (7) is obtained by a time transformation of a solution of (5) [Filippov, 1988, Theorem 2, Section 9.] .
Let us consider the function
as a Lyapunov function candidate for system (2), with ϒ (t) from (7). V (t, x) is continuous and continuously differentiable everywhere in R 1+n 2 , except on the set
where it is not Lipschitz continuous. Note that
where this derivative is defined. The time derivative of V (t, x) is given bẏ
at the points where V (t, x) is differentiable, i.e. for all points except those on the set {x 1 = 0}.
This implies thaṫ
is the Euclidean norm of ζ , and using the inequalities (6) one obtains thatV
Recall that this expression is the derivative of V (t, x) when the trajectory ϕ (t,t 0 , x 0 ) of system (2) is outside of the set S = (x 1 , x 2 ) ∈ R 1+n 2 | x 1 = 0 , and it indicates that it is negative definite in S c , the complement of S . To stay on the set S for an interval of time, it is necessary that x 1 (t) = 0 and B (t) x 2 (t) = 0 during that interval, so that x (t) remains constant. From the PE condition (3) it follows that the condition B (t) x 2 (t) = 0 cannot be satisfied during any interval t ∈ [t,t + T 0 ], so that the trajectory ϕ (t,t 0 , x 0 ) cannot stay in the set S for a long time, and, by standard arguments Narendra and Annaswamy [1989] , Marino and Tomei [1995] , it follows that V (t, ϕ (t,t 0 , x 0 )) is decreasing. It follows from Zubov's theorem [Poznyak, 2008, Theorem 20.2, p. 568.] that the origin is asymptotically stable. Note that V (t, ϕ (t,t 0 , x 0 )) is Absolutely Continuous, and it is therefore the integral of its derivative Bogachev [2007] , then 
Bihari's inequality [Poznyak, 2008, p. 509] implies that
so that V (t, ϕ (t,t 0 , x 0 )), and also ϕ (t,t 0 , x 0 ), converge to zero in a finite time smaller than
It is interesting to note that algorithm (2) includes as a special case (when µ 1 = 0) the linear algorithm (1), so that its implementation is simple. It follows that the addition of the nonlinear terms in (2), discontinuous or not locally Lipschitz, forces the finite time convergence. Since the positive constants µ 1 and µ 2 can be chosen at designer's will, and they represent the weight of the nonlinear and of the linear terms in the algorithm (2), it is possible to select a "more" nonlinear or a "more" linear algorithm.
The finite convergence time of a trajectory can in principle be estimated from the expression
obtained in the proof. However, it is difficult in practice to calculate the values of α 2 , α 3 since they depend on the values of T 0 and ε 0 in condition (4), i.e. the PE condition.
Compared to the classical sliding modes parameter estimation algorithms Davila et al. [2006] , M'Sridi et al. [2008] , where the equivalent control or injection signals is reconstructed and used as regressor, and the parameter estimation is asymptotic, the proposed algorithm does not have a high frequency (chattering) injection signal and its convergence is in finite time.
Boundedness and Robustness of the Nonlinear Algorithm
It is an important property of the linear algorithm (1), and it is simple to show, that it is uniformly stable, even when B (t) is not PE. This implies that the state remains bounded. The same property is satisfied by the nonlinear (GSTA) (2). Theorem 4. Consider system (2) with n 1 = 1, n 2 ≥ 1. Assume that the conditions of Theorem 1 are satisfied, except condition (3). Then the origin of (2) is uniformly stable.
Proof. Consider the function
x 2 , where ∆ (t) = P (τ (t)), the time transformation τ (t) has been introduced in the proof of Theorem 3 and P (t) is given in Theorem 1, as a Lyapunov function candidate for system (2). W (t, x) is continuous and continuously differentiable everywhere in R 1+n 2 , except on the set S = (x 1 , x 2 ) ∈ R 1+n 2 | x 1 = 0 , where it is not Lipschitz. The time derivative of W (t, x) is given byẆ
, by the definition of C (t). Using the same arguments as in the proof of Theorem 3 it follows that∆ (t) + 2φ 1 (x 1 ) ∆ (t) A (t) = −φ 1 (x 1 )Q (t), with Q (t) given in Theorem 1 andQ (t) = Q (τ (t)), so thaṫ
Recall that this expression is the derivative of W (t, x) when the trajectory ϕ (t,t 0 , x 0 ) of system (2) is outside of the set S = (x 1 , x 2 ) ∈ R 1+n 2 | x 1 = 0 , and it indicates that it is negative semi-definite in S c , the complement of S . If ϕ (t,t 0 , x 0 ) stays on S for an interval of time, then during this interval of time B (t) x 2 = 0, and thereforeẋ 2 = 0, andẋ 1 = 0. This implies that during such an interval of timeẆ (t, x) = 0. So we conclude thatẆ (t, x) ≤ 0 for all times, and therefore the origin of system (2) is uniformly stable. 2 Finally, in a similar fashion it is possible to show that, when the PE condition is satisfied, system (2) is Input-to-State Stable (ISS), that is, for the perturbed systeṁ
when δ 1 (t) and δ 2 (t) are bounded, then the trajectories converge to a neighborhood of the origin Khalil [2002] . This shows the robustness of the algorithm to bounded perturbations or uncertainties.
APPLICATION TO THE PARAMETER IDENTIFICATION PROBLEM
Several problems in adaptive control can be converted to the form (1) Narendra and Annaswamy [1989] . We will consider here a formulation of the parameter identification problem. Consider a system described by the next differential equation, y = Γ (t) θ (8) where y is a measurable signal, Γ (t) is a known vector of bounded piecewise continuous functions, and θ is a vector of unknown constant parameters to be identified. We will restrict ourselves to the case where y is a scalar variable. The objective is to estimate θ in finite-time provided that y (t) and Γ (t) are known, and Γ (t) is PE (4). Due to the structure of (2) a finitetime parameter estimator of the following forṁ
where φ 1 (e y ) = µ 1 e y 1/2 sign (e y ) + µ 2 e y , µ 1 , µ 2 > 0 (10) φ 2 (e y ) = µ 2 1 2 sign (e y ) + 3 2 µ 1 µ 2 e y 1/2 sign (e y ) + µ 2 2 e y (11) and e y =ŷ − y is the output estimation error. k 1 > 0 and k 2 > 0 are positive scalar constants to be designed andθ is the estimated parameter vector. Defining the parameter estimation errors as e θ =θ − θ the estimation error dynamics can be written asė
that has the same structure as (2). Theorem implies that for any positive values of k 1 > 0 and k 2 > 0, and if Γ (t) is PE, then both e y and e θ converge to zero in finite time.
SIMULATION EXAMPLES
As illustration of the application and performance of the proposed algorithm two examples are presented.
Example 1
Consider the dynamics of a simple penduluṁ
where x 1 is the angle with the vertical line, x 2 is the angular velocity, θ 1 = −k/m ≤ 0, θ 2 = −g/l < 0, θ 3 = 1/ml 2 > 0 are constants. Assume that both states are measurable and that θ = [θ 1 , θ 2 , θ 3 ] is the vector of unknown parameters. The parameter estimator proposed iṡ
where e x2 =x 2 −x 2 is the state error,
is the regressor,θ is the estimated parameter vector, φ 1 (·) and φ 2 (·) are given as in (10,11).
For the simulation the parameters have been chosen as θ 1 = −0.2, θ 2 = −10.9, θ 3 = 1.12. The behavior of a (classical) linear algorithm, with µ 1 = 0, µ 2 = 10, k 1 = 2, k 2 = 1, is compared with the behavior of the new nonlinear GSTA algorithm (2), with µ 1 = 3, µ 2 = 10, k 1 = 2, k 2 = 1. The input signal has been selected as u = sin(t) + sin(5t), that assures the persistence of excitation condition. Fig. 1 shows the convergence of both algorithms to the real parameter θ 1 = −0.2. Similarly, Figures 2 and 3 show the convergence of the parameters to the real values θ 2 and θ 3 , respectively. It is clear that the nonlinear terms in the GSTA increase the velocity of convergence, so that the estimated parameter reaches the original parameter value in finite time. In order to illustrate the robustness of both linear and nonlinear algorithms to (bounded) perturbations, parameter θ 1 will be modified by adding a periodic time signal, so that the true value the parameter becomes θ 1 = −0.2 + 0.5 sin (t). This happens, 
Example 2
In the previous example it was necessary to measure both states, the angular position x 1 and the angular velocity x 2 of the pendulum, in order to identify the unknown parameters. However, the velocity is usually not directly available, so that it would be preferable to use an estimated value of the velocity to perform the parameter estimation. It has been shown in Moreno [2009] that the GSTA, given by
is able to estimate x 2 in finite time when only x 1 is measured, and this despite of the uncertainty in the parameters of the system. Using this estimated valuex 2s of x 2 in the parameter estimation algorithm previously designed,
it is possible to estimate, in finite time, the angular velocity x 2 , and the parameters of the pendulum. In (18-19) e x1 =x 1 − x 1 , e x2 =x 2p −x 2s , Γ (t, y, u,x 2s ) = [x 2s , sin (x 1 ) , u] is the regressor with the estimated valuex 2s of x 2 .
For the simulation study we consider that the velocity is estimated by Σ 1 (18), with µ 1 = 2, µ 2 = 3, k 1 = 2, k 2 = 2. As parameter estimator Σ 2 (19) we consider again a linear algorithm with k 3 = 2, k 4 = 1, µ 1 = 0, µ 2 = 10, and a nonlinear one with k 3 = 2, k 4 = 1, µ 1 = 5, µ 2 = 10. Figures 7, 8 and 9 show the convergence behavior of the algorithms for the parameter θ 1 , θ 2 and θ 3 , respectively. They show that, effectively, the parameters are estimated in finite time by the nonlinear algorithm, and that a similar performance is obtained as when both states were measured. generalization of the classical Linear Square Recursive algorithm obtained by adding some nonlinear and discontinuous terms to the linear ones, so that the algorithm is able to converge in finite time. It is shown that if the regressor is Persistently Exciting finite time convergence is achieved, and under lack of PE the uniform stability of the algorithm is maintained, i.e. the parameter estimation does not diverge. Moreover, the classical robustness of the algorithm under bounded perturbations is assured.
Compared to previous algorithms for parameter estimation in finite time it is much simpler to implement and to understand, since it includes the classical one as an special case. Moreover, the features of the linear algorithm can be combined with the ones of the nonlinear one to (probably) obtain better results. Future work includes, among others, the extension to the multivariable case, the study of the properties as an estimator and its application in other adaptive control problems.
