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Abstract This review article provides an overview of vari-
ous novel nanowire array solar cells and highlights the as-
pects of electromagnetic simulations that are a valuable tool
for understanding the optical processes leading to their dis-
tinct properties. As the computational methods commonly
used for the task are well established, we focus on the ques-
tion how numerical modeling can be used to assess the per-
formance of a design and reveal the working principle of
the devices. We conclude that scientific literature identifies
numerical simulations as paramount for design and interpre-
tation of experimental data.
Keywords Solar cell · Nanowire · Light trapping ·
Absorption enhancement · Emission · Detailed balance ·
Electromagnetics · Finite element · FDTD
1 Introduction
Photovoltaic devices with semiconductor nanostructures as
the active material are under intense research for enabling
more cost effective solar power generation as well as for
powering future integrated photonic circuits. Many poten-
tial advantages were already identified [1]. These include
intrinsic anti-reflective properties, large antenna apertures,
high absorption at small material use compared to thin films,
fabrication on low-cost substrates [1, 2] and multi-junction
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bandgap engineering for efficient conversion of the incident
light with reduced thermalization loss as strain relaxation
increases design space [1].
Among numerous approaches for nanostructured ab-
sorbers including nano-gratings [3–5], nanoholes [6, 7],
complex three-dimensional [8, 9] or even biomimetic de-
signs [10–12], nanowires are especially in the focus.
In the past few year we have been observing the advent
of many results on synthesis. Nanostructures are synthesized
using both top-down approaches (e.g. reactive ion etching
[13, 14] or chemical etching) or bottom-up approaches such
as metalorganic vapor phase epitaxy [15, 16] or the vapor-
liquid-solid method [17, 18].
A variety of materials is being evaluated for their use
in nanostructured photovoltaic devices, including group IV
(silicon and germanium), III–V compound semiconductors
(such as InP, GaAs, GaN, InAs, as well as their alloys),
group II–VI (CdTe, CdS) semiconductor, dye-sensitized in-
organic materials as well as organic semiconductors. An in-
depth review of silicon nanowire solar cells (including the
fabricational aspects) was published in 2010 by Pen and
Lee [19]. Compound nanowire solar cells are discussed in
Ref. [20] and III–V nanowire growth in Refs. [21, 22].
For additional reviews on fabrication and experimental
results of various nanowire architectures, the reader is re-
ferred to the papers by Lu [23], Tsakalakos [24], Hochbaum
and Yang [25] and Fan et al. [26]. The most recent review
papers, published in 2011, specifically on nanostructured so-
lar cells include Garnett et al. [1], Dittrich et al. [27] and
Musselman et al. [28].
Nanostructured devices can be grouped in different ways:
From a fabricational point of view, the devices can be cat-
egorized by the deposition methods. Also the discussion of
charge separation and carrier transport in III–V compound
semiconductor nanowires is entirely different from carrier
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Fig. 1 SEM images of various types of nanowire solar cells. (a) ran-
domly arranged nanowires with no long-range order, (b) nanopil-
lar solar cell faeturing a long-range order triangular array, (c) single
nanowire photovoltaic cell. Adapted by permission: (a) from Macmil-
lian Publishers Ltd.: Nature, Ref. [29], copyright 2005, (b) from
Macmillian Publishers Ltd.: Nature, Ref. [30], copyright 2009, (c) from
Ref. [31], copyright American Institute of Physics, 2009
transport in dye-sensitized or organic solar cells. From a
computational electromagnetics perspective, however, we
can classify the devices in three categories based on the ge-
ometry of the nanostructure, regardless of the material. For
the purpose of illustration, we provide exemplary SEM mi-
crographs of each category in Fig. 1. The categories are:
1. Devices based on randomly arranged nanowires ex-
hibiting no order or only a limited near-range order.
Randomly arranged silicon nanowires are presented in
Refs. [32–37], gallium arsenide nanowires in Ref. [38],
indium arsenide nanowires in Ref. [39], titanium diox-
ide dye-sensitized solar cells in Ref. [29] and zinc oxide
dye-sanitized solar cells in Ref. [40].
2. Nanostructured devices showing long-range order. Lit-
erature reports a multitude of functioning devices or
structures that could be used for photovoltaics after dop-
ing and contacting and thus constitute preliminary re-
sults. Examples include Si nanowire array solar cells
built along the lines of Refs. [14, 41–43], silicon frustum
nanorods [44, 45], dual-diameter germanium nanowires
[46], CdTe/CdSe nanopillars [30], indium phosphide
nanowires [15, 16, 47], indium phosphide/indium ar-
senide heterostructure nanowires [48] and many more,
such as nanopillar-structured organic solar cells [49,
50]. Furthermore, there are structures that constitute hy-
brid approaches, such as a periodic square array with
shorter randomly arranged wires in-between [51]. Com-
pound semiconductor nanowires are also in the focus of
research for light emitters [52–55], which have—as will
be discussed in Sect. 4—contrary design goals to solar
cells.
3. Single nanowire devices, which are intended to pro-
vide electric power in the nano-watt range for inte-
grated photonics applications [56, 57]. Some notable ap-
proaches include core-shell silicon nanowires [58, 59],
axial silicon nanowires [60, 61], core-shell group III-
nitride nanowires [62], germanium nanowires [63] and
GaAs single nanowire solar cells [31].
In this publication, we focus on rigorous computational
methods yielding the spatially and spectrally or temporally
resolved electric and/or magnetic field.
For all numerical methods providing a rigorous solution
of the Maxwell equations the computational domain has to
be limited in size as computational resources are finite. Al-
though there are differences between the respective numeri-
cal methods, as of 2011, we can generally state that in practi-
cal terms the computational domain needs to be smaller than
100λ3 in volume, where λ is the shortest illumination free-
space wavelength considered, to fit a mid-size commercially
available compute server.
It is therefore necessary to either exploit (if applicable)
periodicity and/or symmetry and/or the finite extensions of
the structure to solve the Maxwell equations in a rigorous
way. Devices of the first category are out of the scope of
this paper. We want to note that those devices are success-
fully studied by statistical methods from particle scatter-
ing theory. For more information, the reader is referred to
Refs. [64–66]. Furthermore, some authors introduce artifi-
cial periodicity with a unit cell containing from a few up to
hundreds of nanowires, implicitly assuming that this mea-
sure does not introduce any spurious effect [34, 67]. In the
following sections, we shall focus on devices either featur-
ing long-range periodicity or small extensions in terms of
wavelength.
Also, we want to point out that this publication only cov-
ers devices with nano-structures active regions and omits the
discussion of thin-film or bulk solar cells with nanostruc-
tures merely employed as anti-reflective coatings [68–72].
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2 Methods
In this section we summarize the simulation methods most
commonly applied to nanostructured solar cells. In general,
we differentiate between solving the source problem (SP)
and the eigenvalue problem (EVP). For the SP an imposed
illumination is given and the electromagnetic fields within
the computational domain are determined. The SP directly
yields absorptivity for a particular geometry, wavelength and
angle of incidence.
In the EVP, oscillatory solutions of the Maxwell equa-
tions in the absence of an excitation are computed. The so-
lutions of the EVP, the modes, are used in numerous publi-
cations to explain the behavior of nanostructured solar cells
in various aspects (see Sects. 3 and 4). The calculation of
waveguide modes for structures featuring translational in-
variance with respect to one direction, the calculation of dis-
crete resonant states in a non-periodic 3D structure and the
computation of the photonic band structure and states of 1D
to 3D structures are all eigenvalue problems.
2.1 Simulation methods
One of the most common numerical methods for solving
the Maxwell equations for nanostructured photovoltaic de-
vices (and in fact any electromagnetic problem) is the Finite-
Difference-Time-Domain (FDTD) method [73, 74]. In its
original form, FDTD discretizes the spatial derivatives of
differential operators in the Maxwell equations by expand-
ing the field on a regular tensorial grid and integrates the
temporal derivatives by time-stepping. The method is ex-
plicit, it does not require the solution to a large set of
linear equations and can be parallelized [75] to be exe-
cuted on high-performance low-cost graphical processing
hardware [76, 77]. This fact constitutes a true advantage
for the simulation of large devices. It a distinct disadvan-
tage, however, that spectrally resolved complex refractive
indices of the semiconductor materials as determined exper-
imentally, cannot be directly incorporated into the simula-
tion. As FDTD operates in the time domain, the impulse
response of the dielectric material has to be obtained by
z-transform [78, 79]. Such methods often require analyti-
cal (e.g. Lorentzian) models which is a strong simplifica-
tion of the dynamics and was observed to cause minor spu-
rious effects in the simulation of nanowire array solar cells
[80]. FDTD is applied to the problem by numerous authors
[9, 42, 46, 80, 81, 83, 84].
The Finite Element Method (FEM) can be formulated
in both the time-domain (TD) as well as in the frequency-
domain (FD). In the context of nanowire solar cell simu-
lations it is most commonly used in the frequency domain
(FD) formulation (see [85–87]). In contrast to FDTD, FEM
is an approximation of the solution, not of the differential
equation and can be applied to an unstructured mesh with
locally varying refinement. The frequency-domain formula-
tion naturally allows the use of frequency-dependent refrac-
tive indices. As a drawback, FEM requires the solution of a
set of linear equations. On the other hand, FD-FEM allows
for the computation of the eigenmodes of the system, natu-
rally resolving even degenerate states, which are difficult to
differentiate in a time-domain simulation with a Dirac-like
excitation [88].
The Transfer Matrix Method (TMM) is a plane wave ex-
pansion of the electromagnetic fields relating the fields at the
boundaries of a small sub-domain [89–92]. These methods
are especially advantageous for structures containing large
spaces of homogeneous media. The TMM is applied to the
analysis of singe nanowire and nanowire array solar cells
[42, 93] as well as other nanostructured designs including
nanohole arrays [7].
An entirely different approach is pursued in the Rigor-
ous Coupled Wave Analysis (RCWA) (more generally re-
ferred to as the Fourier-Modal method (FMM) [94]) where
the fields are calculated in Fourier-space on the Fourier-
expansion of the dielectric geometry [94–98]. Numerous au-
thors make use of this method for their modeling [5, 36, 50,
99].
The further sophisticated Fast-Fourier-Factorization
(FFF) ensuring faster convergence of the Fourier series of
fields [100, 101] was also recently successfully applied
to the analysis of absorption of nanowire array solar cells
[102]. In its original formulation the FFF method was for-
mulated for arbitrary periodic structures but can be re-
formulated for aperiodic geometries [100].
There is a variety of methods specifically designed for
the efficient computation of photonic bandstructures, we re-
fer to a review by Matias et al. [103]. Among the most popu-
lar, is the plane-wave expansion method implemented in the
open-source package MIT Photonic Bands (MPB). Notably,
Yip et al. employ this method to the design of dye-sensitized
photonic crystal solar cell leveraging light field localization
at the photonic bandedge [83, 84].
2.2 Boundary conditions
Depending on the devices under research, the numerical
methods need to provide two classes of boundary condi-
tions: (1) the simulation of nanostructured solar cells fea-
turing a periodic geometry (of virtually infinite periodicity)
requires periodic boundary conditions (PBC) reducing the
computational domain to one unit cell, whereas (2) the sim-
ulation of single nanowire photovoltaic devices requires the
simulation of open domains with the nanowire being em-
bedded in a homogeneous medium or located on an infinite
substrate.
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2.2.1 Boundary conditions imposing periodicity
For the former problem there exist PBCs where the solution
corresponds to the structure obtained by translation of the
computational domain (unit cell). Literature mentions such
PBCs for FDTD [104–106] and FEM [107, 108] and also
for FMM and TMM, where the relations between the fields
can be readily incorporated.
However, for the simulation of many infinitely periodic
structures, the implementation of PBCs is not necessary:
In case the periodic geometry can be formed by mirror-
ing a rectangular-shaped unit cell and only normally inci-
dent illumination is considered, the periodic boundary con-
ditions at the sidewalls of the computational domain are triv-
ially reduced to perfect electric conducting (PEC) and per-
fect magnetic conducting (PMC) surfaces. Such unit cells
can be identified not only for gratings or rectangular-shaped
nanowire arrays, but also in triangular or hexagonal arrays,
making the trivial PEC and PMC boundary conditions suffi-
cient to cover most periodic designs. Figure 2 illustrates the
expansion of various array geometries by the PEC and PMC
boundary conditions.
The applicability of PEC and PMC as the boundary con-
ditions under the aforementioned conditions is not only fa-
vorable from an implementation point of view (PEC and
PMC are trivial in both FDTD and FEM) but also allow for
an important observation:
Fig. 2 (Color online) Computational domains (red) for using PEC and
PMC boundary conditions to expand infinitely extended array through
mirroring at the domain sidewall for various array geometries. Grey
lines mark surfaces in the array through which there is no flow of en-
ergy in case the PEC and PMC boundary conditions are applicable, i.e.
normally incident light
On as PEC surface, with n being the normal vector, the
following relations for the electric field E and magnetic field
H hold:
E × n = 0 and H · n = 0. (1)
On the PMC surface the statement reads
H × n = 0 and E · n = 0. (2)
As the Poynting vector S = E × H is orthogonal to both
electric and magnetic field, we can conclude that S · n = 0 at
both PEC and PMC boundaries. This fact is a strong state-
ment with regard to the interpretation of simulation results:
There is no flux of energy between neighboring unit cells
(with the entire structure being expanded by mirroring the
unit cell). Many nanostructured device are simulated with
these boundary conditions or are simulated with PBC but
fulfilling the symmetry of structure and excitation for the
PEC and PMC being applicable. An example of the latter
scenario is shown in Ref. [81] where PBCs are used while
PEC and PMC boundary conditions would have been suffi-
cient also allowing the reduction of the computational do-
main size by a factor of 4 as an additional benefit.
In case absorption enhancement is observed, in literature
it is sometimes attributed to increased optical path lengths or
the coupling to lateral photonic crystal modes [109]. Assum-
ing that normally light is coupled to laterial guided photonic
crystal modes at the Γ -point is formally correct, however, it
is important to note that a guided photonic crystal mode at
the Γ -point does not guide power along the structure.
The mode at the Γ -point rather constitutes a standing
wave that is merely confined to the array. All power incident
upon the unit cell is either absorbed, transmitted or reflected
within the same unit cell with no communication in terms of
energy exchange between neighbors. The same scenario oc-
curs in photonic crystal membrane filters when illuminated
at normal incidence [110].
2.2.2 Open boundary conditions
For the simulation of single nanowire solar cells, there ex-
ists a variety of boundary conditions for simulating open do-
mains such as the Absorbing Boundary Condition (ABC)
[111] or hybrid Finite Element/Boundary Element methods
[112]. As simulations of nanostructured absorbers are fo-
cused on the absorption within the active material and not
the far-field of the scattering from the structure, the use of
Perfectly Matched Layers (PML) is possible [113]. A PML
is not a boundary condition by itself, it is rather an artifi-
cial dielectric [114] with a gradual variation of its proper-
ties leading to high attenuation and low reflection. In case
the PML is designed properly, the PML-cladded part of the
computational domain contains only negligible field energy.
Thus, the computational domain can be terminated with
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an arbitrary boundary condition. PML is applicable to the
FDTD method as well as TD-FEM and FD-FEM or to any
other method that can encompass a complex anisotropic di-
electric. Most importantly, the concept of PML was also ap-
plied to the FMM [115] alleviating the periodicity implicitly
imposed by the boundary condition in a similar manner as
in FDTD and FEM. Therefore, Fourier-Modal methods are
also applicable to single nanowire photovoltaic devices.
2.3 Excitation
The excitation of the system is either imposed by the bound-
ary conditions or introduced by the flux of current along
planes or Hertzian dipoles. The boundary conditions not
only impose relations between the fields in the infinitely pe-
riodic structure, but also on the excitation. For frequency-
domain methods, the structure is illuminated by coherent
radiation. This fact may correspond to the illumination of
solar cell by a laser, but it is in huge contrast to the actual
properties of black-body radation such as originating from
the sun. For those sources, the coherence length is approxi-
mately [116]
lc ≈ hc4kBT (3)
resulting in lc = 600 nm at 6000 K. This aspect is implic-
itly compensated by the linearity of the system and the fact
that solar cells are designed to have strong absorption, so the
absorption occurs on a local scale.
3 Absorption
3.1 Nanowire array devices
Starting with the analysis of optical absorption in silicon
nanowire array solar cells reported by Hu and Chen in 2007
[93], this type of devices attracted much attention. The pub-
lication focuses on nanometer diameters between 50 nm
and 80 nm arranged in a square array of 100 nm center-to-
center distance illuminated by plane waves from normal and
oblique directions [93]. To our best knowledge the authors
are the first to report many unique properties of nanowire
array solar cells including the intrinsic anti-reflective prop-
erties, small dependence of absorptivity on the angle of in-
cidence for deviations from the normal axis and the fact,
that sparse arrays can absorb virtually all of the incident
light in some spectral ranges. For high energy photons (ap-
prox. 4 eV) the authors observed higher absorptance than
in thin films, however, at photon energies close to the ma-
terial bandgap (photon energy approx. 1.1 eV) the authors
find, that the nanowire arrays within their design scope ab-
sorb less than the thin film [93]. As will be discussed later in
this section, the latter conclusion arises form the nanowire
diameter Hu and Chen investigated.
During the following years, similar results were pub-
lished by various groups:
In 2009 Kelzenberg et al. used FDTD to study the ab-
sorptivity of Si microwires arranged in a square array find-
ing that a sparse array of 14% geometric filling-factor results
in the absorption of 66% of above-bandgap photons of the
AM1.5g spectrum [81]. In 2010, Kelzenberg et al. applied
the same method to the study of silicon nanowire array de-
vices configured in different lateral arrangements [82].
In 2009 Lin and Povinelli reported that Si nanowires of
540 nm diameter arranged in a square array with lattice con-
stant of 600 nm exhibit 72.4% more photogeneration cur-
rent than a bare (without anti-reflective coating) thin film of
equal thickness [42]. The high performance of the nanowires
compared to a Si thin film is mainly caused by the array’s in-
trinsic antireflective property (see Fig. 4a in Ref. [42]) and to
a smaller extend by near-field absorption enhancement (see
Fig. 4c in Ref. [42]). Because anti-reflective coatings are
well understood and applied to all solar cells on industrial
scale, the comparison with bare Si is biased, nonetheless,
Lin and Povinelli showed the high potential nanostructures
solar cells. In their publication [42] they also confirmed the
absorptivity being virtually invariant of the polarization and
direction of incidence up to angles of θ = 30 degrees (see
Fig. 7 in Ref. [42]). A spherical cap spans a solid angle of
2π(1 − cos(θ)). With the sun seen under an angular diam-
eter of approx. 0.5 degrees, the device shown by Lin and
Povinelli absorbs well for concentrations up to 3500 suns,
which is well above the limits imposed by carrier transport.
For the nanowire array geometry, solving the source
problem allowed the evaluation of various designs, how-
ever, the data did not reveal the optical processes leading to
the particular spectral absorptivity. Instead, the discussion of
the results was purely descriptive. Although the solution of
the source problem demonstrated all properties such as in-
trinsic anti-reflective behavior and absorption enhancement,
this situation was unsatisfactory, leading to a deeper investi-
gation of the absorption process.
In 2008, Duche et al. attributed the absorption enhance-
ment to slow Bloch modes, i.e. group velocity close to zero
[109]. As noted in Sect. 2.2 for normal incident light as dis-
cussed in Ref. [109] there is no flow of energy along the
array, at the Γ -point the bands are flat and vg = ∂ω∂k = 0.
In their study, the authors identify a high density of Bloch
states at the Γ -point for photon frequencies (energies) of
interest as beneficial for absorption enhancement [109].
A minimal curvature α = ∂2ω
∂k2
of the modal bands at Γ is
further highlighted [109]. Similar conclusions were reached
by Lin and Povinelli [42].
In 2009, we (Kupec and Witzigmann) studied nanowire
arrays illuminated with normally incident light. We showed
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Fig. 3 (Color online) Modal and 3D FEM analysis of an InP nanowire
array solar cell. Top: Modal field profiles at various frequencies ex-
pressed in terms of free-space wavelength and relative incoupling as
defined in (8) in Ref. [87]. In a nutshell, the relative incoupling is a
product of which one factor is the correlation between the modal field
and the incident TEM plane wave and the other factor the transmission
coefficient computed with the Fresnel equation for the transmission of
light from free space of unity refractive index to a medium of modal ef-
fective refractive index. Bottom: spectral absorptivity of various array
geometries with common nanowire height 2 µm (colored solid lines).
The geometric filling factor of all arrays is identical (0.196). Black
dashed line: absorptivity of a perfectly AR-coated thin-film device of
identical material use (0.196 · 2000 nm), green dashed line: absorp-
tivity computed with modal analysis [86, 87] using the dispersion data
from mode A and B (see top). The data shown here is identical to Fig. 1
of Ref. [87]
that most of the light energy is travelling along the nanowires
in discrete modes [86]. This observation is remarkable as
the nanowires are only a few wavelengths long. In contrast
to Refs. [42, 109] our method relates the dispersion rela-
tion (EVP) and absorptivity (SP) in a quantitative way. The
method is described in Ref. [86], some exemplary results are
shown in Fig. 3.
A comparison of the EVP modal analysis to 3D FD-FEM
(SP) showed good agreement for the investigated geometries
(compare solid green and dashed green curves in Fig. 3). We
showed that nanowire arrays of too thin nanowires perform
worse than a thin-film device (compare red and orange lines
in Fig. 3). A too small nanowire diameter cannot be compen-
sated by a dense packing (see Fig. 2 in Ref. [87]). Carefully
engineering the dispersion relation can lead to significant
absorption enhancement caused by wave-optical processes
in which an increase of modal absoptivity compensates the
decrease of material absorptivity for photon energies close
to the bandgap [87].
Based on our modal analysis, our studies suggest that ta-
pering the nanowires along their length can be used to im-
plement two effects: First, building nanowires with thin top
sections leads to better incoupling as the transition from free
space plane wave, transverse electro-magnetic (TEM) light
to waveguide modes is better impedance matched. Second,
with regard to multi-junction nanowire solar cells, spectral
splitting of absorptivity can be achieved in different sections
of the structure.
Also, we have shown that for identical material use a
carefully designed nanowire array solar cell can absorb more
than thin-film device featuring an idealized perfect anti-
reflective coating (see blue and green lines and black dashed
line in Fig. 3) [87]. This statement is a stronger motivation
for the nanowire architecture than in Ref. [93] or in Ref. [42]
where mostly the anti-reflective properties of the nanowires
contributed to their favorable performance.
Studying a similar geometry as discussed in Fig. 3, in
2010 a paper by Anttu and Xu [102] confirmed all major
findings on nanowire array solar cells including the diame-
ter being the limiting factor for long wavelength absorption,
that cannot be compensated even with significantly larger
material use. The authors also confirm the invariance of ab-
sorptivity with regard to angle and polarization of incidence
for angles up to θ = 55 degrees [102], theoretically leading
to uncompromised absorption for up to 11200 suns concen-
tration. Paradoxically, as will be shown in Sect. 5, such a
high angle of acceptance may even be impairing efficiency.
Additionally, the authors propose a model relating the dis-
persion of the HE11 mode of a single lossy nanowire to
the absorption decrease of an array at high wavelengths in
a qualitative way [102].
In a recent publication [80], Diedenhofen et al. pre-
sented experimental results and FDTD simulations of an
InP nanowire array. The nanowires feature a 2 µm straight
top of approx. 90 nm diameter and a tapered bottom of
1 µm of height. The square array lattice constant is approx.
500 nm. Measured angle-resolved specular reflectance of
the structure confirms the intrinsic anti-reflective properties
(see Fig. 4a in Ref. [80]). The structure under discussion
[80] is similar to the structures investigated in Refs. [86,
87, 102]. The experimental data and simulations shown by
Diedenhofen confirm both spectral splitting (compare Fig. 6
in Ref. [80] with Fig. 3) as well as low reflectance un-
der oblique illumination (compare Fig. 4a in Ref. [80] with
Fig. 2 in Ref. [102]).
In order to further improve the anti-reflective properties
of nanowire arrays, nanowire tapering for better impedance
matching was performed experimentally by Fan et al. [46].
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Fig. 4 Ge dual-diameter nanowire array. (a) schematic view, (b) sim-
ulated cross-sectional electric field intensity at 800 nm wavelength,
(c, d) cross-sectional SEM images, (e1–e4) transmission electron mi-
croscopy images showing the single crystal structure at various posi-
tions. Reprinted with permission from Ref. [46]. Copyright American
Chemical Society, 2010
They demonstrated the fabrication and numerical simula-
tion of dual-diameter germanium nanowires. Their device
is shown in Fig. 4. The authors fabricated single and dual
diameter nanowire arrays and measured their respective ab-
sorptivity. The measurement data is shown in Fig. 5. The de-
sired effect was achieved, the thin wires in the top pre-direct
the light into the waveguide modes, the bottom large diam-
eter section yields good absorption. Note that the bandgap
energy of Ge is 0.67 eV, the absorptivity droop of the 60 nm
and 80 nm geometry is entirely caused by wave optical phe-
nomena alone (see Fig. 5 also compare with Fig. 3).
While many computational studies focus on nanowire ar-
rays, a paper on the inverse structure—nanohole arrays—
was published by Han and Chen [7] in 2010. The authors
showed that for identical material use both nanowire and
nanohole arrays exceed the absorptivity of bulk and that for
certain geometries, nanoholes can outperform the nanowire
architecture [7]. The authors claim that a nanohole array c-
Si design requires only 8.3% of material to achieve the pho-
togeneration of a 0.3 mm c-Si solar cell under AM1.5 il-
lumination. Independently and around the same time, Peng
et al. presented a functioning c-Si nanohole array solar cell
with a conversion efficiency of 9.51% under 1 sun AM1.5g
light [6].
Fig. 5 Experimental absorptivity spectra of germanium nanowires for
various diameters with constant unit cell size. The thin nanowires offer
good incoupling but exhibit low absorptivity at long wavelengths, the
dense array exhibits high reflectivity (also see Fig. 2a in the original
publication [46]). The dual diameter design unifies the low reflectivity
of the 60 nm geometry with the excellent absorptivity of the 130 nm de-
vice. Data obtained with permission from Ref. [46]. Copyright Ameri-
can Chemical Society, 2010
As observed commonly in literature, a nanowire array
solar cell can absorb more light than incident on the pro-
jected surface of the nanowire. This result is important as it
legitimates the nanowire architecture as potentially provid-
ing efficiencies exceeding current planar devices, but also it
highlights some caveats in the interpretation of experimen-
tal data: As determined by simulation the InP nanowire solar
cell designed by Goto et al. [47] absorbs most of the above-
bandgap photons [117]. This fact contributes to the high ef-
ficiency of 3.4% observed in measurements, however, due
to the near-field absorption enhancement, the authors’ pro-
jection of the efficiency to 12.3% by scaling with the inverse
geometric filling factor [47] is not applicable.
3.2 Single nanowire photovoltaic devices
For integrated photonic applications singe nanowire photo-
voltaic devices are often envisioned to be illuminated from
the side. The light can be submitted to the nanowire ei-
ther by a waveguide or, in a more basic configuration, can
travel though a homogeneous medium such as free space.
The wave-optical properties of the latter setup were exten-
sively examined by Cao et al. [63]. They observed in ex-
periment as well as numerical modeling that the absorp-
tion spectra of germanium nanowires illuminated from the
side with plane waves exhibit features that cannot be re-
lated to the dispersion properties of the bulk material [63].
Most notably the authors found that the nanowires can cap-
ture light from a larger area than their physical projected
cross-section (diameter multiplied by length). The authors
refer to the ratio between absorption cross-section and the
physical cross-section as absorption efficiency. Borrowing
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Fig. 6 Absorption efficiency as defined in Ref. [63] for sideways
TM-illuminated InAs nanowires in free space. Illumination by plane
wave schematically illustrated in the inset. Depending on the illumina-
tion wavelength, the nanowire aperture varies in size by a factor of 4.
The aperture of 1 is defined as the radiation into free space through the
area of the projected nanowire
terms from antenna design, alternative nomenclatures are
antenna/nanowire aperture/cross-section [118]. The authors
report that the absorption efficiency is highly wavelength
and incidence angle/polarization dependent, both, exceed-
ing unity as well as approaching zero.
Cao et al. relate the results of the numerical simulation
to analytical calculations of the transverse electric (TE) and
transverse magnetic (TM) dielectric fiber modes. Depend-
ing on the polarization of the illumination under normal
incidence, the respective modes at cut-off are excited in
nanowire. As the modes are not perfectly confined to the
nanowire but their field energies extend to the surrounding,
incoupling of optical power into the modes occurs and gives
rise to leaky mode resonance (LMR)-induced absorption en-
hancement [63]. Good agreement between the modal reso-
nance frequencies and large absorption efficiencies was ob-
served.
Although the experimental work and the simulations by
Cao et al. were performed for Ge nanowires, their qualitative
conclusions are valid for any nanowires of similar dimen-
sions. Using FD-FEM we reproduced the numerical compu-
tations from [63] for single InAs nanowires of various di-
ameters illuminated from the side. The results are plotted in
Fig. 6. Our simulations confirm the conclusions claimed by
Cao et al.
For the purpose of providing better insight, Fig. 7 shows
the streamline trajectories along the real part of the Poynting
vector 12{E × H∗} for notably large and small absorption
Fig. 7 Streamlines of trajectories of the real-power Poynting vector fit
a 100 nm diameter InAs nanowire illuminated normally from the side
with TM-polarized light. Refer to Fig. 6 for quantitative results. The
approximative size of the effective nanowire cross-section/aperture is
highlighted. Note that for 700 nm there is reflection compared to radi-
ation to free space, that is why the streamlines from an are larger than
the projected nanowire side-surface are captured while the quantita-
tive data in Fig. 6 suggests the contrary. Illustration serves qualitative
statement, no absolute values of colorbar are provided. Refer to Fig. 6
for quantitative data. Only a fraction of the computational domain is
shown explaining reentrant streamlines in the illustration
efficiency occurring in the same structure at various wave-
lengths.
These near field wave-optical phenomena pose a serious
difficulty for the evaluation of experimental results. There
are numerous publications presenting experimental data and
efficiency figures for single nanowire photovoltaic devices
[31, 119]. Dong et al. report a maximum efficiency of ap-
prox. 0.19% in their InxGa1−xN core-shell nanowire solar
cell [119]. Although the power density of the illumination
source and the IV-curve are known, it is difficult to assess the
impact of various mechanisms of efficiency decrease acting
on absorption, carrier generation, carrier separation and con-
tacting, because the effective nanowire aperture is unknown.
Borgström et al. report axial InP nanowire pn-junctions
for the use in a multi-junction nanowire solar cell [120]. Af-
ter the growth process, a single nanowire was aligned hor-
izontally to a silicon substrate (see Fig. 9b in Ref. [120])
[120, 121]. The authors present IV-characteristics for var-
ious excitation power densities originating from a 532 nm
Nd:YAG laser (Fig. 9b in Ref. [120]). By assuming that the
current is generated in the depletion region of the nanowire
the authors conclude an efficiency of about 6%. Numerical
simulations of the near-field absorption as well as carrier
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transport could help to verify the assumptions made in their
analysis.
Similarly, it would be beneficial to quantify the contri-
bution of LMR absorption enhancement to the efficiency
of 4.5% reported by Colombo et al. [31] in a GaAs single
nanowire device.
4 Emission—a current challenge
Apart from experimental aspects of fabricating nanostruc-
tured solar cells economically, reliably, with sufficient sur-
face quality, doping levels and many other important param-
eters, the optical modeling of nanostructured solar cells still
poses many challenges as an enabler for successful large
scale deployment. Although the absorptivity of a nanostruc-
tured device is an important benchmark, ultimately the effi-
ciency is the important figure of merit.
In order to asses the efficiency, the absorptivity data is
submitted as an input parameter to simulations of electronic
transport. Literature reports a variety of electronic simula-
tions ranging from semi-analytical models such as detailed
balance [122, 123], circuit-level simulations [124] up to 3D
drift-diffusion modeling [5, 81, 125]. Although these mod-
els vary in their respective degree of sophistication, all these
models need to include the fact that under steady-state oper-
ation, carrier generation and carrier extraction plus recom-
bination are in balance [122, 126].
Among many, one pathway is radiative recombination. In
a real bulk or thin-film solar cell, radiative recombination is
of minor importance compared to non-radiative processes in
bulk or on surfaces.
Non-radiative surface recombination is particularly criti-
cal for the performance of nanowire solar cells due to their
high surface-to-volume ratio and must not be ignored in
modeling. A good introduction is provided in Ref. [127].
Because its treatment does not involve computational elec-
tromagnetics, its discussion is beyond the scope of this pa-
per.
In contrast to all other recombination pathways, radiative
recombination is not merely a parasitic effect, it is rooted in
semiconductor thermodynamics and is the limiting recom-
bination mechanism in an ideal solar cell [122, 126].
The spatially resolved rate of radiative recombination is
proportional to the local density of photon states (LDOS).
Radiative recombination is of minor importance in planar
solar cells due to the dominance of the other pathways. Re-
garding nanostructured solar cells, such a statement can-
not be made a-priori as nanostructures are known to exhibit
LDOS enhancement. This effect is commonly called Purcell
effect [128, 129]. In fact, nanostructures are under intense
research dedicated to improving the efficiency of light emit-
ting diodes (LEDs), which benefit from an enhancement of
radiative recombination compared to the non-radiative path-
ways. But contrary to LEDs, the efficiency of a solar cell
decreases in case any recombination pathway rate increases.
Most notably, very similar structures (see Fig. 8) are in-
vestigated for nanostructured LEDs and for nanostructured
solar cells by different parts of the scientific community,
both claiming beneficial properties for the respective ap-
plication. As an intriguing example the III–V heterostruc-
ture nanopillar LED reported by Chuang et al. [53] bears
strong similarity to a Si nanocone array photovoltaic device
shown by Lu and Lal [45]. Although both devices consist of
different materials and have deviating dimensions, none of
the publication contains a computational optimization of the
geometry with respect to the LDOS, therefore it is unclear
whether the geometries are optimal for their respective pur-
pose as both publications are implicitly claiming conflicting
advantages of this type of geometry. As shown experimen-
tally, nanowires can reduce photoluminescence decay time
and thus enhance radiative recombination [130]. Similarly,
nanohole arrays are under research for solar cells as well as
for LEDs for their improved light extraction [131–135]. For
a concisive review on emission enhancement in nanostruc-
tured LEDs we refer to Wiesmann et al. [136].
Focusing on nanowire solar cells, while Kuo et al. iden-
tified the HE11 mode of a single nanowire to be responsible
for ultraefficient outcoupling of light from a single nanowire
LED [55], Anttu identified the very same mode to be respon-
sible for absorption enhancement in the nanowire solar cell
[102].
The LDOS can be computed either via the dyadic Green’s
function [137] or through a complete modal expansion [129,
138]. The computation via the dyadic Green’s function re-
quires to probe the nanostructure with Hertzian dipoles,
solving the SP for every position. Both approaches require
sophisticated methods: To compute the LDOS in a nanos-
tructured array via the dyadic Green’s function, one needs
to keep in mind that PBCs, do not only expand the geometry
of the unit cell but also the sources within. The computation
via the eigenmodes of the structure bears the uncertainty of
truncating the series of modes. The calculation of LDOS en-
hancement has already received much attention and is still
under intense research [138–142].
As a consequence of the reciprocity principle in electro-
magnetics [118] in general and reciprocity between photo-
voltaic quantum efficiency and electroluminescent emission
of solar cells [143, 144] in particular, a complete study of
the device also needs to include the emission enhancement
of the radiative recombination caused by the photonic prop-
erties of the nanostructures. It is a common observation that
the effective nanowire aperture exceeds its physical footprint
and therefore it is necessary to assume that the process of
emission also experiences enhancement at least in the direc-
tion from which light was incident in the absorption calcu-
lation. In Ref. [87] we highlighted that for geometric optical
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Fig. 8 Left: schematic drawing, dimensioning and material composi-
tion of a conical nanopillar LED and the micrograph of the fabricated
device (adapted with permission from Ref. [53]), right: schematic
drawing of a conical nanopillar Si solar cell (adapted with permission
from Ref. [45]). The geometry of both devices is similar although the
design goals for their respective application are contradicting. Copy-
right, American Chemical Society, 2010
concentrators such as a Fresnel lens the discussion of emis-
sion enhancement is trivial [87, 122, 123, 145–147]. For
nanostructured devices, however, the ray-optical approach
formulated in those references is not applicable. The neces-
sity of wave-optical treatment applies to all nanostructured
devices featuring absorption enhancement induced by near-
field concentration of any type [3, 42, 63, 86, 87, 102, 148–
150].
In 2010, we reported a semi-analytical detailed balance
efficiency calculation with the inclusion of LDOS enhance-
ment. We computed the latter using 3D FD-FEM by simulat-
ing a finite section of the nanowire array [87]. The effects of
LDOS enhancement in the nanostructure can be readily in-
corporated in 3D drift-diffusion simulators [151, 152], how-
ever, to our best knowledge, as of April 2011 there are no
publications reporting this. Therefore, an efficiency analysis
of nanostructures solar cells including both absorption and
emission enhancement remains for further research.
5 Light trapping
In the body of scientific literature, the term ‘light trapping’
is used in two slightly different connotations: The first use
alludes to the absorption of light. In this context light trap-
ping means the increase of the effective optical thickness
of the absorber material. For this definition, light trapping
shall occur for the entire spectrum of incident light in which
absorption occurs. The term is used in this meaning in nu-
merous publications:
Mallick et al. propose a nanocavity solar cell [99], Ferry
et al. employ plasmonic scatterers to increase absorption
[153], Hu and Chen refer to light trapping as a measure that
can improve absorptivity of their array designs [93].
On the other hand, particularly in literature on thin-film
and concentrator solar cells, the term light trapping refers
to measures for the reduction of the LDOS within the active
region of the device. In a ray-optical picture this means to re-
strict the solid angle into which radiative recombination can
emit photons [154]. In this sense, light trapping is mostly re-
quired in the spectral regime in which emission occurs, i.e.
at bandgap energy and a few kBT above. This definition is
used by various authors in the context of directionally selec-
tive filters [155–158].
In both definitions light trapping is beneficial for effi-
ciency and it is common to both contexts that trapping of
near-bandgap photons is desired regardless whether they
arise from non-absorbed, scattered incident light or radia-
tive recombination. By virtue of the reciprocity principle,
both definitions are interweaved, however, there remains a
subtle difference because each definition also can motivate
different measures: While the former definition requires to
particularly enhance absorption for photon energies near the
bandgap at all cost, the latter definition leads to considera-
tions of deliberately sacrificing near bandgap absorption to
quench radiative recombination.
The idea of restricting the angle of emission to increase
radiative lifetime can be tracked back to the initial paper of
Shockley and Queisser [122]. In fact the long practiced mea-
sure of placing a metallic mirror at the back of the solar cell
already constitutes light trapping along the latter definition.
It is, however, an ongoing challenge to achieve a narrow
confinement. Peters et al. reported in 2011 experimental re-
sults on a germanium bulk solar cell with a directionally se-
lective filter, they observed an increase of carrier generation
of approx. 33% near the bandgap of Ge [158]. Nonetheless
the authors reported a negative result with respect to their
objective as they could not detect a trapping of photons gen-
erated by radiative recombination and no suppression of the
radiative process was achieved [158]. The beneficial effect
was caused by trapping of scattered incident light, i.e. the
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directionally selective filter resulted in light trapping in the
former sense instead of the latter [158].
Some recent studies on the topic can be found in
Refs. [159–161] also discussing the potential photonic crys-
tal structures for implementing light trapping according to
the second definition. In 2008, Ulbrich et al. identified two
main requirements for such a photonic structure [161]. Ap-
plied to photovoltaic devices with a nanostructured absorber,
the requirements read: The structure must permit strong ab-
sorption from a narrow solid angle from which sunlight is
incident and in all other direction the structure must provide
a photonic stop band to suppress the escape non-absorbed
scattered light as well as to quench radiative recombination.
Ideally, this photonic stop band covers the entire spectrum
of incident light and the entire 4π unit sphere except for the
small acceptance solid angle for the incident illumination.
For the engineering of light trapping, nanostructures can
have an additional benefit: Recently it was shown that quan-
tum wells in nanostructured solar cells can restrict the possi-
ble dipole orientation along which radiative recombination
occurs [162, 163]. The design of the proper structure consti-
tutes a challenge for computational electromagnetics used
for the simulation of nanostructured solar cells, opening a
broad field of future research endeavors [164, 165].
6 Conclusion
In this paper, the electromagnetic modeling of nanostruc-
tured photovoltaic devices has been discussed. We related
the results of various computational studies and showed how
the design as well as the interpretation of experimental data
can benefit from electromagnetic simulations. There is con-
sensus in the body of scientific literature, that the distinct
wave-optical features of nanostructured solar cells require a
rigorous solution of the Maxwell equations and that calcu-
lations based on geometrical assumptions alone cannot en-
compass the discussed phenomena. Although the absorption
behavior of nanostructured solar cells can be readily mod-
elled and is well understood, the emission behavior and the
design of optimized light trapping largely remains to be in-
vestigated. Only the inclusion of emission and absorption
effects with the same level of sophistication of their model-
ing will allow a concise analysis of the various geometries.
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