A simple yet effective numerical method using orthogonal hybrid functions consisting of piecewise constant orthogonal sample-and-hold functions and piecewise linear orthogonal triangular functions is proposed to solve numerically fractional order non-stiff and stiff differential-algebraic equations. The complementary generalized one-shot operational matrices, which are the foundation for the developed numerical method, are derived to estimate the Riemann-Liouville fractional order integral in the new orthogonal hybrid function domain. It is theoretically and numerically shown that the numerical method converges the approximate solutions to the exact solution in the limit of step size tends to zero. Numerical examples are solved using the proposed method and the obtained results are compared with the results of some popular semi-analytical techniques used for solving fractional order differential-algebraic equations in the literature. Our results are in good accordance with the results of those semi-analytical methods in case of non-stiff problems and our method provides valid approximate solution to stiff problem (fractional order version of Chemical Akzo Nobel problem) which those semianalytical methods failsto solve.
Introduction
In this paper, we solve the fractional order differential-algebraic equations of the following form C 0 D α t y i (t) = f i (t, y 1 (t) , y 2 (t) , . . . , y n (t)) , i = 1, 2, . . . , n − 1, n ∈ Z + ,
0 = g i (t, y 1 (t) , y 2 (t) , . . . y n (t)) , α ∈ (0, 1] ,t ∈ [0, 1] .
Here y i (t) is the i th unknown function, f i , g i can be linear or nonlinear functions, C 0 D α t is the Caputo fractional order derivative [1] 
where J α f (t) is Riemann-Liouville fractional order integral, J α f (t) =
The fractional order differential-algebraic equation is a special class of fractional differential equations. The fractional differential equations are the ordinary differential equations involving integrals and/or derivatives of arbitrary order. The subject which deals with the theory of arbitrary order differentiation and arbitrary order integration is fractional calculus [2, 3] . The applications of the subject can be broadly categorized into modelling physical phenomena [4] - [13] and fractional order controllers [14] - [16] . For many decades, the subject; fractional calculus did not receive much attention as there were no analytical and numerical methods available to analyze the physical processes, which exhibit fractional order behavior, modelled by the fractional calculus concepts. Hence, devising analytical and numerical methods to solve fractional order integral equations, fractional order integro-differential equations, fractional order ordinary and partial differential equations and fractional order differential-algebraic equations has been an active research area. Abdelkawy et al. (2015) developed a numerical technique based on shifted Jacobi polynomials and spectral collocation method to solve Abel's integral equations of first kind [17] . Agarwal et al. (2015) solved fractional Volterra integral equations and non-homogeneous time fractional heat equation using P α -transform (integral transform of pathway type) [18] . Legendre wavelets have been used by Yi et al. (2016) for numerical solution of fractional order integro-differential equations with weakly singular kernels [19] . Using Chebyshev polynomials with spectral tau method, a direct solution technique has been developed in [20] to solve multi-order fractional differential equations. Unlike fractional order integral equations, fractional order integro-differential equations and fractional order differential equations, the fractional order partial differential equations are more problematic and more efficient analytical and numerical methods are needed to solve them. In this regard, Fu et al. (2013) proposed a solution procedure to solve time fractional diffusion equations [21] . They have used the Laplace transform to convert the fractional diffusion equation into timeindependent inhomogeneous equation and then employed truly boundary-only meshless boundary particle method to solve the obtained inhomogeneous equation. In [22] , the Kansa method has been used for the first time in the solution of fractional diffusion equation. Efforts are continuously made in proposing analytical, semi-analytical and numerical techniques for solving time fractional order partial differential equations [23] - [27] . Formulating mathematical models for some real processes which are memory or history based and which calls for the use of fractional derivative and/or fractional integral while mathematically describing them naturally leads to the appearance of fractional order differential-algebraic equations. Unless those fractional order differentialalgebraic equations are either analytically or numerically solvable, there is no another way except performing experiments for deep perception of those physical processes. It is very uncommon that the all sorts of fractional order differential-algebraic equations bear analytical solutions. Unsurprisingly many pure and applied mathematicians have been motivated by this inevitable hurdle to wider the range of applicability of the existing semi-analytical and numerical techniques to solve numerically fractional order differential-algebraic equations [28] - [33] . As we know that none of the numerical methods can solve all categories of fractional differential-algebraic equations, so there is a constant need for more accurate and computationally effective numerical methods which work for most fractional order differential-algebraic equations.
Deb et al. [34, 35] proposed the orthogonal hybrid functions (HFs), which are actually a linear combination of the piecewise constant orthogonal sample-and-hold functions and the piecewise linear orthogonal right-handed triangular functions, to find the numerical solution of the linear ordinary differential equations. The orthogonal HFs were further applied for time-invariant, time-varying, delay and delay-free system analysis and identification [36] . Realizing the power of the orthogonal HFs, we aim to extend the application of the orthogonal HFs to the fractional order differential-algebraic equations. We accomplish the objective in two steps. The first step is to find a highly accurate approximation by using the orthogonal HFs for the Riemann-Liouville fractional order integral and the second step encompasses the development of the numerical method using the derived HFs estimate for fractional order integral. The proposed numerical method does not require the computation of fractional integrals or fractional derivatives and recursive relations, thus greatly reducing CPU usage, and transforms the given fractional order differential-algebraic equation into a system of algebraic equations which can be solved with minimum effort. The remaining part of the paper is arranged in the following way. Section 2 gives a brief introduction to the new orthogonal hybrid functions and their properties. The important result of the paper is given in Section 3. Based on the result of Section 3, an elegant numerical method is developed in Section 4. Section 5 studies the convergence of the HF approximate solution of the fractional order differential-algebraic equations. A set of fractional order differential-algebraic equations are solved by the proposed numerical method in Section 6. Section 7 presents the concluding remarks.
2.
A brief review of orthogonal hybrid functions DEFINITION 1. Let S i (t) and T i (t) be the i th component of the set of piecewise constant sample-and-hold functions, S (m) (t), and the set of piecewise linear righthanded triangular functions, T (m) (t), respectively, and be defined as 
where c i and d i are real arbitrary constants. DEFINITION 3. Let us consider a time function, f (t), of Lebesgue measure, which is defined on t ∈ [0, T ]. The approximation for f (t) in the orthogonal HF domain is derived as
where
DEFINITION 4. Let P 1ss(m) , P 1st(m) , P 1ts(m) and P 1tt(m) be the complementary one-shot operational square matrices of size m × m . The HF estimate for the first order integral of f (t) is (7) where
The following are some useful properties of orthogonal HFs which bring the ability to HFs to solve the fractional order differential-algebraic equations [36] . The piecewise constant sample-and-hold functions and the piecewise linear right-handed triangular functions are orthogonal, for i, j
The components of S (m) (t) and T (m) (t) are mutually disconnected,
The product S i (t) T j (t) can be expanded into the orthogonal HFs as
A function g (t) = (h (t)) n , where n can be an integer or a non-integer, is approximated by means of orthogonal HFs as follows.
The set of time functions;
, which can be linear or nonlinear, can be expanded into orthogonal TFs domain as
Generalized one-shot operational matrices for fractional integration of f (t)
In this section, we generalize the one-shot operational matrices in (7) to the general case of fractional order integration of f (t). The generalized one-shot operational matrices are the basis for the numerical method we shall develop in the next section. THEOREM 1. The fractional integral of order α of the set of sample-and-hold functions, S (m) (t), is approximated via the orthogonal TFs as
Proof. The fractional integral of order α of S 0 (t) is
(14) Evaluating the expression in (14) at j = 1, 2, . . . , m−1 yields the following coefficients.
The difference between the consecutive coefficients,
We can approximate J α S 0 (t) in terms of TFs,
Substituting the expressions for c i and d i in (21),
. Carrying out fractional integration on the remaining terms and expressing the results via orthogonal TFs,
. . .
This proves Theorem 1. COROLLARY 1. If α = 1 , the generalized one-shot operational matrices; P αss(m) , P αst(m) in (27) become the one-shot operational matrices, P 1ss(m) , P 1st(m) , for first order integration of S (m) (t). THEOREM 2. The HF estimates for the fractional integral of order α of the set of piecewise linear right-handed triangular functions, T (m) (t), is
,
Proof. We get the following expression upon performing fractional integration on T 0 (t),
In the orthogonal HF domain, J α T 0 (t) is expressed as
Using the expressions for c j and d j and rearranging,
.
α . Following the same procedure, the remaining components of T (m) (t) can be fractional integrated and the resulting expressions can be approximated via HFs. The fractional integral of order α of T (m) (t) in HFs domain is
This completes the proof. COROLLARY 2. The complementary pair of one-shot operational matrices; P 1ts(m) and P 1tt(m) for first order integration of T (m) (t) in the orthogonal TFs domain can be recovered from the generalized one-shot operational matrices; P αts(m) and P αtt(m) by using α = 1. THEOREM 3. The formula for approximating the Riemann-Liouville fractional integral of order α of f (t) by orthogonal TFs is
Proof. The Riemann-Liouville fractional order integral of f (t) is
where the symbol × is the convolution operator of two functions. By means of Definition 3,
(36) Using Theorems 1 and 2,
Hence, Theorem 3 is proved.
COROLLARY 3. It follows from Corollary 1 and Corollary 2 that the above expression reduces to that in (7) forα = 1.
Numerical method to solve fractional order differential-algebraic equations
We consider the following fractional order differential-algebraic equations. y 1 (t) , . . . , y n (t)) , α ∈ (0, 1] , , y j (0) = a j , j = 1, 2, . . . , n.
Rewriting (38) ,
0 = g (t, y 1 (t) , y 2 (t) , y 3 (t) , . . . . . . , y n (t)) .
By utilizing Definition 3 and Equation (12), we get
Equations (39) and (40) become,
Using Theorem 3,
Comparing the coefficients of S (m) (t) and T (m) (t),
Solving (48) produces the HF estimate for the i th unknown, y i (t), i = 1, 2, . . . , n.
Convergence analysis
Letỹ i (t) be the HF estimate for the actual solution, y i (t), of fractional order differential-algebraic equations in (38) . The error between the approximate solution and the exact solution of (38) is defined on j th subinterval, [ jh, ( j + 1) h), as
Using Definitions 1 and 3,
The Taylor series expansion of y i (t) with center jh is
Considering the second order Taylor series approximation for y i (t) and employing it in (50),
Let us make the following assumption.
We now calculate ε i (t) 1 on j th subinterval, [ jh, ( j + 1) h).
6 . Let ε m (t) be the sum of errors, ε i (t).
Calculating ε m (t) 1 ,
The approximate solution,ỹ i (t), of fractional order differential-algebraic equation obtained by the proposed numerical method converges to the actual solution when sufficiently large number of subintervals are considered. 
Numerical examples
In this section, we shall solve linear and nonlinear differential-algebraic equations of fractional order using the numerical method devised in Section 4. EXAMPLE 1. The linear fractional order differential-algebraic equations are
The exact solution of this problem is x 1 (t) = t 2.5 , x 2 (t) = t 2 , x 3 (t) = sint .
The given fractional order linear differential-algebraic system is solved and ∞-norm of the error between the exact solution and the piecewise linear HF approximate solution is computed for various values of m and given along with the respective elapsed times in Table 1 . As proved theoretically in the preceding section, the HF solution converges to the actual solution as the step size, h , decreases. The method produces approximate solution with acceptable accuracy with h = 1/300 in just 12.425064 seconds, therefore, it is pretty fast.
EXAMPLE 2. The fractional order nonlinear differential-algebraic equations are
where B08 = 4t + 2t 4 + t 3 e t + t 4 sint . We have the analytical solution, x 1 (t) = t 3 , x 2 (t) = 2t + t 4 , x 3 (t) = e t + t sint , for the given fractional order differential-algebraic equations. Table 2 presents the maximal absolute errors produced by the proposed numerical method with different values of m . Since the fractional differential-algebraic equations in (61) to (63) is nonlinear and a bit harder than Example 1, the numerical method needs little higher CPU usage than it required to solve Example 1 yet it maintains good accuracy and takes reasonable computational time.
EXAMPLE 3. Consider the following fractional order nonlinear differential-algebraic equations
This problem has closed form solution, x (t) = e t , y (t) = e 2t , z (t) = e −t , when the fractional order , α , equals 1. Table 3 presents the maximum absolute error between the HF solution and the exact solution of the integer order version of the problem in (64) to (66). The HF solutions given in Tables 4 ( α = 1 ) to 6 are in accordance with the solutions obtained by homotopy analysis method, Adomian decomposition method, variational iteration method in [30] (see Example 5.3 in [30] ), fractional differential transform method in [32] (see Table 4 : Absolute errors for Example 3(α = 1mm = 300) [32] ) and iterative decomposition method in [33] (see Example 2 in [33] ).
Comparing with those semi-analytical techniques, the TFs based numerical method exhibited good performance in terms of accuracy and computational speed (Tables 3 and  7) .
EXAMPLE 4. Let us consider the fractional order linear differential-algebraic equations
In case of α = 1 , the exact solution is x (t) = t 2 , y (t) = t 4 , z (t) = 2t 3 + t + 1 .
The piecewise linear approximate solutions (Tables 9 to 11 ) produced by the proposed method match the semi-analytical solutions via fractional differential transform method and homotopy analysis method in [32] (see Example 4 in [32] ). The results show that our numerical method is not only accurate but also computationally attractive (Tables 7  and 8 ).
EXAMPLE 5. The fractional order version of Chemical Akzo Nobel problem is
where [38] is too determined to authenticate that the piecewise linear HF solution by the proposed numerical method converges to the original solution (i.e. numerical solution obtained by MRM2) when α equals 1. In addition to MRM2, Adomian decomposition method (ADM), fractional differential transform method with Adomian polynomials (FDTM) [39] and homotopy analysis method (HAM) are employed to solve CANP and the respective approximate solutions are plotted in Figures 1 to 6 . The semi-analytical techniques; ADM, FDTM and HAM exhibited numerical instability and failed to approximate the solution of CANP in both the integer order case and non-integer order case. It is seen from Figures 7 and 8 that, in case of α = 1 , the HF solution is in good comply with the solution obtained by MRM2 and the fractional order HF solutions approach the integer order solution in the limit of α tends to 1. Therefore, the proposed HF based numerical method is so powerful that it can handle even highly nonlinear, high dimensional and stiff differential-algebraic equations of arbitrary order. The time elapsed during each computation is recorded and tabulated in Table 7 . In both cases (integer and fractional order), the proposed method needs higher CPU usage but such higher computational time is justified to get acceptable approximate solutions to such a high dimensional and stiff system. 
Concluding remarks
We have the following conclusions.
The derived HF estimates for the Riemann-Liouville fractional order integral worked well and can be used to approximate integration of any order.
The proposed numerical method is capable enough to solve numerically a wide variety (stiff and non-stiff) of differential-algebraic equations of arbitrary order.
