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Distributed compression is desired in applications in which data is collected in
a distributed manner by several sensors and information about the data is sent
to a processing center, which uses these information to meet an end goal. In this
work, we focus on two such applications: (1) distributed source coding and (2)
distributed hypothesis testing.
In distributed source coding, we determine the rate region of the vector
Gaussian one-helper source-coding problem under a covariance matrix distor-
tion constraint. The rate region is achieved by a simple scheme that separates
the lossy vector quantization from the lossless spatial compression. We intro-
duce a novel analysis technique, namely distortion projection. The converse is es-
tablished by combining distortion projection with two other analysis techniques
that have been employed in the past to obtain partial results for the problem.
We also study an extension to a special case of the problem in which the pri-
mary source is a vector and the helper’s observation is a scalar and consider
separate distortion constraints on both sources. We provide an outer bound to
the rate region of this problem and show that it is partially tight in general and
completely tight in some nontrivial cases.
In distributed hypothesis testing, we study a problem in which data is com-
pressed distributively and sent to a detector that seeks to decide between two
possible distributions for the data. The aim is to characterize all achievable en-coding rates and exponents of the type 2 error probability when the type 1 error
probability is at most a ﬁxed value. For related problems in distributed source
coding, schemes based on random binning perform well and are often optimal.
For distributed hypothesis testing, however, the use of binning is hindered by
the fact that the overall error probability may be dominated by errors in the bin-
ning process. We show that despite this complication, binning is optimal for
a class of problems in which the goal is to “test against conditional indepen-
dence.” We then use this optimality result to give an outer bound for a more
general class of instances of the problem. We also extend the “test against inde-
pendence” result of Ahlswede and Csisz´ ar to the vector Gaussian case.BIOGRAPHICAL SKETCH
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ixCHAPTER 1
INTRODUCTION
InformationTheoryrevolvesaroundtheseminalworkofShannon[1]. Hiswork
made it possible to develop technologies that have made profound impacts in
our life. The developments in the areas of communication, networking, security,
and control are a few examples where we have made a huge step-forward in
past few decades. However, the future developments of these existing areas
and new emerging ones are challenging because of several practical reasons.
One of the challenges is that in reality the data that we are interested in is not
available at one location. It is rather collected in a distributed manner at several
locations and these locations are often constrained to communicate their data to
acentrallocation. Theythereforecommunicateasummaryoftheirdatakeeping
in mind the end goal at the central location. This results in a classical distributed
compressionproblem. Outofmanyapplicationsofdistributedcompression, we
focus on two in this thesis. The ﬁrst is distributed source coding in which data
is compressed distributively keeping in mind that a part or whole of it needs to
be reproduced exactly or approximately at the central location. The second is
distributed hypothesis testing in which data is compressed so that the central
location can make a decision between two possible distributions for the data.
1.1 Distributed Source Coding
Consider a distributed surveillance system in which cameras are mounted at
two locations to monitor an area under surveillance [2]. Both locations need to
communicate their videos to a central location which uses them to make surveil-
1lance decisions. However, due to practical constraints, these videos need to be
compressed. Since two videos are of the same geographical area, they are cor-
related. So, the problem at hand is how to exploit this correlation and compress
thesevideossothatthecentrallocationcanrecoverthemlosslesslyorwithsome
loss. Similar problem arises in applications like cooperative relaying [3, 4] and
distributed video coding [5]. More generally, these problems fall in the realm of
distributed source coding.
The general area of distributed source coding has received considerable at-
tention. The study began with the work by Slepian and Wolf [6]. They consid-
ered a lossless problem in which two correlated memoryless sources must be re-
produced by the decoder with arbitrarily small error probability. Almost imme-
diately, researchers began to extend Slepian and Wolf’s result to lossy problems
in which the sources must be reconstructed with an average distortion of no
more than a given amount. Wyner and Ziv [7] considered the lossy problem in
which the decoder reconstructs a source to within an allowable distortion with
the help of side information about the source. Since then, the problem has been
extended in several directions by Berger [8], Tung [9], Berger et al. [10], Oohama
[11], Viswanathan and Berger [12], Wagner et al. [13], Liu and Viswanath [14],
and others.
In most of these extensions, compression is done on the blocks of source
samples with the assumption that these samples are independent and identi-
cally distributed (i.i.d.). This assumption is not true in reality. The data samples
are often dependent and have different distributions. Video frames and MIMO
relaying are two examples of vector-valued sources. One way to handle such
sources is to model them as vectors with non-i.i.d. components and consider
2compressing the i.i.d. strings of these vectors. The challenge, however, is that
the existing solutions to the scalar distributed source coding problems do not
apply directly to their vector extensions. In this work, we study one such prob-
lem, namely vector Gaussian one-helper source-coding problem.
In vector Gaussian one-helper source-coding problem, as depicted in Fig.
1.1, there are two vector Gaussian sources X and Y. Encoders 1 and 2 observe
two i.i.d. strings distributed according to X and Y, respectively, and separately
send messages to the decoder at rates R1 and R2 bits per observation, respec-
tively, using noiseless channels. The decoder uses both messages to estimate X
such that a given distortion constraint on the average error covariance matrix is
satisﬁed. The goal is to determine the rate region of the problem, which is the
set of all rate pairs (R1;R2) that allow us to satisfy the distortion constraint for
some design of the encoders and the decoder.
Encoder 1
Decoder
Encoder 2
Figure 1.1: Vector Gaussian one-helper source-coding problem.
Oohama [11] studied the one-helper problem in which both sources are
scalar and gave a complete characterization of the rate region. The achievabil-
ity proof is a Gaussian scheme that is described in more detail below. The con-
verse argument uses the entropy-maximizing property of the Gaussian distribu-
tion and the entropy power inequality (EPI), and it bears a certain resemblance
to Bergmans’ earlier converse for the scalar Gaussian broadcast channel [15].
3As such, one might hope that the channel enhancement technique introduced by
Weingarten et al. [16] to solve the MIMO Gaussian broadcast channel would
be sufﬁcient to solve the problem considered here. This turns out not to be the
case, however. Among other contributions, Liu and Viswanath [14] showed
that channel enhancement yields an outer bound for the vector one-helper prob-
lem that is not tight in general. We later improved it slightly by showing that
the Gaussian scheme achieves a portion of the boundary of the rate region [17].
The enhancement technique was applied in a different way by Zhang [18], who
called it source enhancement, but this also yielded an outer bound that is not al-
ways tight.
VQ 1
VQ 2
SW Encoder
Decoder
Figure 1.2: A Gaussian achievable scheme.
In this work, we ﬁrst solve a simpler version that cannot be solved using ex-
isting techniques, namely that in which Y is a scalar and X is a vector [19, 20].
The proof did not use enhancement, but it did require a novel technique that
we call distortion projection. We then show that distortion projection, source en-
hancement, and Oohama’s converse technique together are sufﬁcient to solve the
general problem in which both X and Y are vectors [21, 22]. In particular, we
determine the rate region exactly and show that a vector extension of the Gaus-
sian scheme used by Oohama is optimal. In this scheme, as depicted in Fig. 1.2,
encoder 1 vector quantizes (VQ) its observations using a Gaussian test chan-
nel as in point-to-point rate-distortion theory. It then compresses the quantized
4values using Slepian-Wolf (SW) encoding [6]. Encoder 2 just vector quantizes
its observations using another Gaussian test channel. The decoder decodes the
quantized values and estimates the observations of encoder 1 using a minimum
mean-squared error (MMSE) estimator.
We also consider an extension to the special case of the problem in which
Y is a scalar and X is a vector by imposing separate distortion constraints on
both sources. We provide an outer bound to the rate region of this extended
problem. The outer bound is partially tight in general and completely tight in
some nontrivial cases.
1.2 Distributed Hypothesis Testing
Consider the problem of measuring the trafﬁc on two links in a communica-
tion network and inferring whether the two links are carrying any common
trafﬁc [23, 24]. Evidently, this inference cannot be made by inspecting the mea-
surements from one of the links alone, except in the extreme situation in which
that link carries no trafﬁc at all. Thus it is necessary to transport the measure-
ments from one of the links to the other, or to transport both measurements to
a third location. The measured data is potentially high-rate, however, so this
transportation may require that the data be compressed. This raises the ques-
tion of how to compress data when the goal is not to reproduce it per se, but
rather to perform inference. A similar problem arises when inferring the speed
of a moving vehicle from the times that it passes certain waypoints.
TheseproblemscanbemodeledmathematicallybythesetupdepictedinFig.
1.3, which we call the L-encoder general hypothesis testing problem. A vector
5source (X1;:::;XL;Y ) has different joint distributions PX1;:::;XL;Y and QX1;:::;XL;Y
under two hypotheses H0 and H1, respectively. Encoder l observes an i.i.d.
string distributed according to Xl and sends a message to the detector at a ﬁnite
rate of Rl bits per observation using a noiseless channel. The detector, which has
access to an i.i.d. string distributed according to Y , makes a decision between
the hypotheses. The detector may make two types of error: the type 1 error (H0
is true but the detector decides otherwise) and the type 2 error (H1 is true but the
detector decides otherwise). The type 1 error probability is upper bounded by a
ﬁxed value. The type 2 error probability decreases exponentially fast, say with
an exponent E, as the length of the i.i.d. strings increases. The goal is to charac-
terize the rate-exponent region of the problem, which is the set of all achievable
rate-exponent vectors (R1;:::;RL;E), in the regime in which the type 1 error
probability is small. This problem was ﬁrst introduced by Berger [25] (see also
[26]) and arises naturally in many applications. Yet despite these applications,
the theoretical understanding of this problem is far from complete, especially
when compared with its sibling, distributed source coding, where random bin-
ning has been shown to be a key ingredient in many optimal schemes.
Detector
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
Encoder L
Encoder 1
Encoder 2
Figure 1.3: L-encoder general hypothesis testing.
Note that if one of the variables in the set (X1;:::;XL;Y ) has a different
marginal distribution under PX1;:::;XL;Y and QX1;:::;XL;Y, then one of the termi-
6nals can detect the underlying hypothesis with an exponentially-decaying type
2 error probability, even without receiving any information from the other ter-
minals, and could communicate this decision to other terminals by broadcast-
ing a single bit. Motivated by the applications mentioned above, we shall focus
our attention on the case in which the variables X1;:::;XL;Y have the same
marginal distibutions under both hypotheses.
Ahlswede and Csisz´ ar [27] studied a special case of this problem in which
L = 1. They presented a scheme in which the encoder sends a quantized
value of X1 to the detector which uses it to perform the test with the help of
Y . Their scheme, although suboptimal in general, is optimal for a special case
of the problem which they call “test against independence.” Their scheme was
later improved by Han [28] and Shimokawa-Han-Amari [29]. In the latter im-
provement, the encoder ﬁrst quantizes X1, then bins the quantized value using
a Slepian and Wolf encoder [6]. The detector ﬁrst decodes the quantized value
with the help of Y and then performs a likelihood ratio test. In this scheme, type
2 errors can occur in two different ways: the binning can fail so that the receiver
decodes the wrong codeword and therefore makes an incorrect decision, or the
true codeword can be decoded correctly yet be atypically distributed with Y ,
again resulting in an incorrect decision. Moreover, there is a tension between
these two forms of error. If the codeword is a high ﬁdelity representation of X1,
then binning errors are likely, yet the detector is relatively unlikely to make an
incorrect decision if it decodes the codeword correctly. If the codeword is a low
ﬁdelity representation, then binning errors are unlikely, but the detector is more
likely to make an incorrect decision when it decodes correctly.
Fig. 1.4 illustrates this tradeoff for a ﬁxed test channel PU1jX1 used for quan-
7Figure 1.4: Shimokawa-Han-Amari achievable region for a ﬁxed channel PU1jX1:
tization. All mutual information quantities are computed with respect to P.

2(U1) and 
1(U1) are the exponents associated with type 2 errors due to bin-
ning errors and assuming correct decoding of the codeword, respectively. For-
mulas for each are available in [26]. For low rates, binning errors are common
and 
2(U1) dominates the overall exponent. For high rates, binning errors are
uncommon and 
1(U1) dominates the overall exponent. To achieve the overall
performance, the test channel should be chosen so that these two exponents are
equal; if they are not, then making the test channel slightly more or less noisy
will yield better performance. A similar tradeoff arises in the analysis of error
exponents of binning-based schemes for the Wyner-Ziv problem [30, 31, 32, 33]
and in the design of short block-length codes for Wyner-Ziv or joint source-
channel coding. Evidently the beneﬁt accrued from binning is reduced when
one considers error exponents, as opposed to when the design criterion is van-
ishing error probability or average distortion, because the error exponent asso-
ciated with the binning process itself may dominate the overall performance.
8The Shimokawa-Han-Amari scheme uses random, unstructured binning.
It is known from the lossless source coding literature that structured binning
schemes can strictly improve upon unstructured binning schemes in terms of
the error exponents [34, 35, 36]. Thus, two questions naturally arise:
1. Is the tradeoff depicted in Fig. 1.4 fundamental to the problem or an arti-
fact of a suboptimal scheme?
2. Can the scheme be improved by using structured binning?
We conclusively answer both questions and show that unstructured binning
is optimal in several important cases. We begin by considering a special case
of the problem that we call L-encoder hypothesis testing against conditional
independence. Here Y is replaced by a three-source (XL+1;Y;Z) such that Z
induces conditional independence between (X1;:::;XL;XL+1) and Y under H1.
In addition, (X1;:::;XL;XL+1;Z) and (Y;Z) have the same distributions under
both hypotheses. This problem is a generalization of the single-encoder test
against independence studied by Ahlswede and Csisz´ ar [27].
For this problem we provide an achievable region, based on a scheme we
call Quantize-Bin-Test, that reduces to the Shimokawa-Han-Amari region for
L = 1 yet is signiﬁcantly simpler. We also introduce an outer bound similar
to the outer bound for the distributed rate-distortion problem given by Wagner
and Anantharam [37]. The idea is to introduce an auxiliary random variable
that induces conditional independence between the sources. This technique of
obtaining an outer bound has been used to prove results in many distributed
source coding problems [13, 37, 38, 39, 40, 41].
The inner (achievable) and outer bounds are shown to match in three exam-
9ples. The ﬁrst is the case in which there is only one encoder (L = 1). Although
this problem is simply the conditional version of the test against independence
studied by Ahlswede and Csisz´ ar [27], the conditional version is much more
complicated due to the necessary introduction of binning. It follows that the
Shimokawa-Han-Amari scheme is optimal for L = 1, providing what appears
to be the ﬁrst nontrivial optimality result for this scheme. This problem arises in
detecting network ﬂows in the presence of common cross-trafﬁc that is known
to the detector. Here X1 represents the network trafﬁc measured at a remote
location, Y is the trafﬁc measured at the detector, and Z represents the cross-
trafﬁc. The goal is to detect the presence of common trafﬁc beyond Z, i.e., to
determine whether Z captures all of the dependence between X1 and Y .
The second is a problem inspired by a result of Gel‘fand and Pinsker [42].
We refer to this as the Gel‘fand and Pinsker hypothesis testing against indepen-
dence problem, the setup of which is shown in Fig. 1.5. Here XL+1 and Z are
deterministic and there is a source X which under H0 is the minimum sufﬁ-
cient statistic for Y given (X1;:::;XL) such that X1;:::;XL;Y are conditionally
independent given X. We characterize the set of rate vectors (R1;:::;RL) that
achieve the centralized exponent I(X;Y ). We show that the Quantize-Bin-Test
scheme is optimal for this problem.
The third is the Gaussian many-help-one hypothesis testing against inde-
pendence problem, the setup of which is shown in Fig. 1.6. Here the sources
are jointly Gaussian and there is another scalar Gaussian source X observed
by the main encoder which sends a message to the detector at a rate R. The
encoder observing Xl is now referred to as the helper l. We characterize the
rate-exponent region of this problem in a special case when X1;:::;XL;Y are
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Figure 1.5: Gel‘fand and Pinsker hypothesis testing against independence.
conditionally independent given X. We use results on related source coding
problem by Oohama [43] and Prabhakaran et al. [44] to obtain an outer bound,
which we show is achieved by the Quantize-Bin-Test scheme.
Main Encoder
Detector .
.
.
.
.
.
.
.
.
.
.
.
Helper 1
Helper L
Figure 1.6: Gaussian many-help-one hypothesis testing against independence.
For all three examples, we obtain the solution by observing that the relevant
error exponent takes the form of a mutual information, and thereby relate the
problem to a source-coding problem. This correspondence was ﬁrst observed
11by Ahlswede and Csisz´ ar [27]. Tian and Chen later applied it in the context of
successive reﬁnement [45]. These three conclusive results enable us to answer
both of the above questions. Because the Shimokawa-Han-Amari scheme is
optimal for L = 1, the tradeoff that it entails, depicted in Fig. 1.4, must be
fundamentaltotheproblem. Moreover, asboththeShimokawa-Han-Amariand
Quantize-Bin-Test schemes do not use structured binning, we conclude that it is
not necessary for this problem, at least in the special case considered here.
As a byproduct of our results, we obtain an outer bound for a class of more
general hypothesis testing problems. This is the ﬁrst nontrivial outer bound
for the problem, and numerical experiments show that it is quite close to the
existing achievable regions in many cases. We also extend the test against in-
dependence result of Ahlswede and Csisz´ ar to the vector Gaussian case. All of
these results are also available in [17, 46, 47].
1.3 Organization of the Thesis
The organization of the thesis is as follows. In Chapter 2, we formulate the
vector Gaussian one-helper source-coding problem, state the main result, and
present the Gaussian achievable scheme. We end the chapter with an overview
of the converse proof of the main result. Chapter 3 is devoted to the special case
of the problem in which the main source is a vector and the helper’s observa-
tion is a scalar. This chapter also contains an outer bound for the more general
problem in which there are separate distortion constraints on both sources. In
Chapter 4, we present the proof for the most general case of the problem in
which both sources are vectors. The distributed hypothesis testing problem is
12studied in Chapter 5. We start with the L-encoder general hypothesis testing
problem in Section 5.2. Section 5.3 is devoted to the L-encoder hypothesis test-
ing against conditional independence problem. The next three sections are on
three special cases of this problem. An outer bound for the L-encoder general
hypothesis testing problem is given in Section 5.7. Section 5.8 concludes the
chapter with the vector Gaussian extension of Ahlswede and Csisz´ ar’s result on
test against independence.
13CHAPTER 2
VECTOR GAUSSIAN ONE-HELPER SOURCE-CODING
In this chapter, we formulate the vector Gaussian one-helper source-coding
problemandpresentaschemethatisoptimalforthisproblem. Forconvenience,
we adopt the following terminology in the rest of the thesis. We refer to the case
in which both sources are scalar as the scalar-help-scalar. The case in which the
main source is a scalar and the helper’s observation is a vector is referred to
as the vector-help-scalar. The remaining two cases are similarly referred to as
the scalar-help-vector and vector-help-vector. The scalar-help-scalar case of the
problem was solved by Oohama [11]. Oohama’s solution extends to the vector-
help-scalar case. However, it on its own is not sufﬁcient to solve the remaining
two cases. The insufﬁciency of Oohama’s solution and the techniques needed
to solve the remaining two cases are discussed in the end of this chapter. The
complete solution to the scalar-help-vector case is presented in Chapter 3. The
key technique needed for the solution is distortion projection. The vector-help-
vector case is solved in Chapter 4. The solution for this case requires distortion
projection and source enhancement.
2.1 Notation
We use uppercase to denote random variables and vectors. Boldface is used to
distinguish vectors from scalars. Arbitrary realizations of random variables and
vectors are denoted in lowercase. Auxiliary random variables associated with
scalar sources are written as non-boldface, but vector values are allowed. Aux-
iliary random variables associated with vector sources are written as boldface.
14For a random vector X, Xn denotes an i.i.d. vector of length n, Xn(i) denotes its
ith component, and Xn(i : j) denotes the ith through jth components. The su-
perscript T denotes matrix transpose. In order to be consistent with the notation
used in practice, we use j  j to denote the cardinality of the range of a function,
the cardinality of a set, and the determinant of a matrix. The meaning of the
notation will be clear from its argument and also from the context. The nota-
tion x+ denotes max(x;0). Rm is used to denote the m-dimensional Euclidean
space. The closure of a set A is denoted by A. We use 2
Y and 2
Y jV to denote
the variance of Y and the conditional variance of Y given V , respectively. The
covariance matrix of X is denoted by KX. The conditional covariance matrix of
X given Y is denoted by KXjY and is deﬁned as
KXjY , E
h
(X   E(XjY))(X   E(XjY))
T
i
:
All vectors are column vectors and are m-dimensional, unless otherwise stated.
We use Im to denote an m  m identity matrix. With a little abuse of notation,
0 is used to denote both zero vectors and zero matrices of appropriate dimen-
sions. We use Diag(d1;d2;:::;dp) to denote a diagonal matrix with diagonal
entries d1;d2;:::;dp. The trace of a matrix A is denoted by Tr(A). For two real
symmetric matrices A and B, A < B (A  B) means that A   B is positive
semideﬁnite (deﬁnite). Similarly, A 4 B (A  B) means that B   A is positive
semideﬁnite (deﬁnite). All logarithms in this thesis are to the base 2. The nota-
tion X $ Y $ Z means that X;Y; and Z form a Markov chain in this order. We
use spanfcigl
i=1 to denote the subspace spanned by fcigl
i=1. Likewise, spanfAg
denotes the subspace spanned by the columns of A.
152.2 Problem Formulation
Let X and Y be two generic zero-mean jointly Gaussian random vectors with
covariance matrices KX and KY, respectively. The dimensions of X and Y are
assumed to be m and k, respectively. Let f(Xn(i);Yn(i))g
n
i=1 be a sequence of
i.i.d. random vectors with the distribution at a single stage being the same as
that of the generic pair (X;Y). As depicted in Fig. 1.1, encoder 1 observes Xn
and sends a message to the decoder using an encoding function
f
(n)
1 : R
mn 7!
n
1;:::;M
(n)
1
o
:
Analogously, encoder 2 observes Yn and sends a message to the decoder using
another encoding function
f
(n)
2 : R
kn 7!
n
1;:::;M
(n)
2
o
:
The decoder uses both messages to estimate Xn using a decoding function
g
(n) :
n
1;:::;M
(n)
1
o

n
1;:::;M
(n)
2
o
7! R
mn:
Deﬁnition 1. A rate-distortion vector (R1;R2;D) is achievable for the vector Gaus-
sian one-helper source-coding problem if there exist a block length n, encoding functions
f
(n)
1 and f
(n)
2 , and a decoding function g(n) such that
Ri 
1
n
logM
(n)
i for all i 2 f1;2g; and
D <
1
n
n X
i=1
E

X
n(i)   ^ X
n(i)

X
n(i)   ^ X
n(i)
T
;
where
^ X
n , g
(n)

f
(n)
1 (X
n);f
(n)
2 (Y
n)

:
Let RD be the set of all achievable rate-distortion vectors. Deﬁne
R(D) ,

(R1;R2) : (R1;R2;D) 2 RD
	
:
16We call R(D) the rate region for the vector Gaussian one-helper source-coding prob-
lem.
Our goal is to characterize the rate region R(D). Note that the matrix dis-
tortion constraint is more general in the sense that it subsumes other natural
distortion constraints such as a ﬁnite number of upper bounds on the mean
square error of reproductions of linear functions of the source. In particular, it
subsumes the case in which the distortion constraint is on the mean square error
of reproductions of the components of X.
Since we are interested in a quadratic distortion constraint, without loss of
generality we can restrict the decoding function to be the MMSE estimate of Xn
based on the received messages. Therefore, ^ Xn can be written as
^ X
n = E
h
X
n
f
(n)
1 (X
n);f
(n)
2 (Y
n)
i
:
The case in which KX 4 D has a trivial solution. In this case, the rate region is
the entire nonnegative quadrant. So, we assume that KX 4 D does not hold in
the rest of the thesis. This means that there exists a direction z 6= 0 such that
z
TKXz > z
TDz: (2.1)
2.3 Gaussian Achievable Scheme
In this section, we present a Gaussian achievable scheme, depicted in Fig. 1.2.
The scheme is well-known and is often referred to as the Berger-Tung scheme
[8, 9]. This scheme is known to be optimal for several Gaussian distributed
source-coding problems [10, 11, 12, 13, 40, 43, 44]. However, it is not optimal in
17some cases. For instance, a lattice-based scheme can outperform it if the goal
is to reconstruct a hidden random vector that is jointly Gaussian with X and
Y [39, 48]. The discrete memoryless version of the scheme is not optimal if the
sources have common components [49]. For the problem under consideration
however, the Berger-Tung scheme is indeed optimal. We present an overview of
the scheme here. The details for similar problem setups can be found in [10, 11].
Let S be the set of zero-mean jointly Gaussian random vectors U and V such
that
(i) U, X, Y, and V form a Markov chain U $ X $ Y $ V, and
(ii) KXjU;V 4 D.
Consider any (U;V) 2 S and a large block length n. Let R
0
1 , I(X;U) + ,
where  > 0. To construct the codebook for encoder 1, ﬁrst generate 2nR
0
1 inde-
pendent codewords Un randomly according to the marginal distribution of U,
and then uniformly distribute them into 2nR1 bins. Encoder 2’s codebook is con-
structed by generating 2nR2 independent codewords Vn randomly according to
the marginal distribution of V.
Given a source sequence Xn, encoder 1 looks for a codeword Un that is
jointlytypicalwithXn, andsendstheindexbofthebintowhichUn belongs. En-
coder 2, upon observing Yn, sends the index of the codeword Vn that is jointly
typical with Yn. The decoder receives the two indices, then looks into the bin b
for a codeword Un that is jointly typical with Vn. The decoder can recover Un
18and Vn with high probability as long as
R1  I(X;UjV) and
R2  I(Y;V):
The decoder then computes the MMSE estimate of the source Xn given the mes-
sages Un and Vn, and (ii) above guarantees that this estimate will satisfy the
covariance matrix distortion constraint. Let
RG(D) ,

(R1;R2) : there exists (U;V) 2 S such that
R1  I(X;UjV) and
R2  I(Y;V)
	
:
It then follows that the Gaussian achievable scheme achieves RG(D):
2.4 Main Result
Theorem 1. The Gaussian achievable scheme achieves the rate region for the vector
Gaussian one-helper source-coding problem
R(D) = RG(D):
It is immediate that
RG(D)  R(D):
We prove the reverse inclusion (converse) in Chapters 3 and 4. The next section
gives a nonrigorous overview of the argument.
192.5 Overview of the Converse Argument
The starting point of our proof is Oohama’s converse for the scalar-help-scalar
case [11], which proceeds as follows. Let f
(n)
1 and f
(n)
2 be encoding functions and
g(n) be a decoding function that achieve the rate-distortion vector (R1;R2;D).
Let C1 , f
(n)
1 (Xn) and C2 , f
(n)
2 (Y n): By standard steps, we have
nR2  logM
(n)
2
 H(C2)
= I(Y
n;C2); and
nR1  logM
(n)
1
 H(C1)
 H(C1jC2)
= I(X
n;C1jC2)
= I(X
n;C1;C2)   I(X
n;C2):
It follows that
nR1  inf
C1;C2
I(X
n;C1;C2)   I(X
n;C2)
subject to
n X
i=1
E

(X
n(i)   E[X
n(i)jC1;C2])
2
 nD; (2.2)
I(Y
n;C2)  nR2; and
X
n $ Y
n $ C2:
Now this inﬁmum can be lower bounded by separately optimizing each term
nR1  inf
(C1;C2) :
Pn
i=1 E[(Xn(i) E[Xn(i)jC1;C2])2]nD
I(X
n;C1;C2)
  sup
C2 : Xn$Y n$C2; I(Y n;C2)nR2
I(X
n;C2): (2.3)
20The ﬁrst optimization problem,
inf
(C1;C2) :
Pn
i=1 E[(Xn(i) E[Xn(i)jC1;C2])2]nD
I(X
n;C1;C2); (2.4)
whichwecallthedistortionproblem, canbesolvedusingtheentropy-maximizing
property of the Gaussian distribution and the concavity of the logarithm. The
second problem,
sup
C2 : Xn$Y n$C2; I(Y n;C2)nR2
I(X
n;C2); (2.5)
which we call the helper problem, can be solved via the conditional version of
the entropy power inequality [15]. Substituting these solutions into (2.3) yields
exactly the R1 achieved by the scheme from the previous section for the given
R2 and D. This completes Oohama’s converse proof for the scalar-help-scalar
case.
The key to the proof is that separately minimizing the two terms in (2.2) does
not decrease the objective. More precisely, for any pair (C
1;C
2) that achieves the
inﬁmum in (2.2) we have
I(X
n;C

1;C

2) = inf
(C1;C2) :
Pn
i=1 E[(Xn(i) E[Xn(i)jC1;C2])2]nD
I(X
n;C1;C2); (2.6)
and
I(X
n;C

2) = sup
C2 : Xn$Y n$C2; I(Y n;C2)nR2
I(X
n;C2): (2.7)
Whenever (2.6) occurs, we shall say that the distortion problem incurs no loss.
Whenever (2.7) occurs, we shall say that the helper problem incurs no loss.
It is not difﬁcult to verify that this proof also works for the vector-help-scalar
case, i.e., when X is a scalar and Y is a vector. In particular, both the distortion
and helper problems incur no loss in this case. When both X and Y are vectors
(vector-help-vector case), the proof breaks down in three places:
211. The distortion problem incurs a loss in general. For instance, if D 4 KX,
then the distortion problem is solved by choosing C1 and C2 so that
n X
i=1
E

X
n(i)   E[X
n(i)jC1;C2]

X
n(i)   E[X
n(i)jC1;C2]
T
= nD:
That is, the constraint is met with equality. For the original problem in
(2.2), on the other hand, even if D 4 KX we can only guarantee that
n X
i=1
E

X
n(i)   E[X
n(i)jC

1;C

2]

X
n(i)   E[X
n(i)jC

1;C

2]
T
4 nD;
and equality may not hold. The lack of equality is easiest to see when
KY is poorly conditioned. If KY has essentially one nonzero eigenvalue,
then the helper will allocate all of its rate in the direction of the associated
eigenvector. If R2 is large, this could result in “overshooting” the distor-
tion constraint in that direction.
2. The helper problem also incurs a loss in general. One way of seeing this is
to note that if the goal is only to maximize the mutual information in (2.5),
then one might choose C2 to send information about a direction of Y along
which the distortion constraint D is not active. This would necessarily
deviate from the optimizer C
2 of the original problem.
3. The vector EPI does not solve the helper problem in general.
To address the ﬁrst issue, observe that the distortion problem incurs no loss if
the optimizers C
1 and C
2 for the original problem happen to meet the distortion
constraint with equality, i.e., it holds that
n X
i=1
E

X
n(i)   E[X
n(i)jC

1;C

2]

X
n(i)   E[X
n(i)jC

1;C

2]
T
= nD:
We show that it is possible to reduce the general case to this one by projecting
the source and the distortion constraint in the directions in which the distor-
tion constraint is met with equality for the candidate optimal scheme. We call
22this process distortion projection. This addresses the ﬁrst issue. For the scalar-
help-vector case, the second and third issues do not arise, and hence distortion
projection together with Oohama’s converse arguments is sufﬁcient to solve the
problem [20]. Chapter 3 contains the detailed solution for this case.
Liu and Viswanath [14] showed that the channel enhancement technique of
Weingarten et al. [16] is sufﬁcient to solve the helper problem in the vector case,
thereby addressing the third issue. Their solution, however, is not sufﬁcient to
handle the second issue. Recently, Zhang [18] introduced a variation on channel
enhancement called source enhancement. Source enhancement effectively replaces
the original problem with a relaxation for which the helper problem incurs no
loss and the vector EPI solves the helper problem, although Zhang does not
describe it in this way. This addresses the second and third issues. Thus, it
appears that distortion projection, source enhancement, and Oohama’s approach
together should be sufﬁcient to solve the vector-help-vector case of the problem.
We show in Chapter 4 that this is indeed true.
23CHAPTER 3
SCALAR-HELP-VECTOR SOLUTION
In this chapter, we complete the solution for the scalar-help-vector case of the
problem. It requires a novel analysis technique distortion projection. In the end
of this chapter, we study an extended problem in which there is a separate dis-
tortion constraint on each of the two sources. We provide an outer bound to the
rate region of this extended problem.
Without loss of generality, we can write
X = aY + N;
where a is a vector, and N is a zero-mean Gaussian random vector with the
covariance matrix KN and is independent of Y . Therefore, we have
KX = aa
T
2
Y + KN:
If a = 0 or 2
Y = 0, then the problem reduces to the point-to-point vector Gaus-
sian rate-distortion problem, which can be solved using existing techniques.
Therefore, we assume that a 6= 0 and 2
Y > 0 in the rest of the chapter. We also
assume that KX and D are positive deﬁnite. The other cases of the problem can
be reduced to this case by applying an invertible transformation. The reduction
for the more general case of the problem (vector-help-vector case) is presented
in Section 4.5.
243.1 Rate Region
Let us deﬁne the following set
R
(D) ,
(
(R1;R2) : R1  min
K
1
2
log
 aaT2
Y2 2R2 + KN
 
jKj
s.t. 0 4 K 4 D and
K 4 aa
T
2
Y2
 2R2 + KN
)
:
Our main result in this case can be stated as
Theorem 2.
R(D) = RG(D) = R
(D):
The second equality in Theorem 2 is proved later in Section 3.3 (problem
(PG) and Lemma 1). To prove the ﬁrst equality, we have from the Gaussian
achievable scheme that
R(D)  RG(D):
So, it sufﬁces to prove the reverse inclusion (converse), which is presented in
Section 3.4. We next study an optimization problem that plays a crucial role in
the proof.
3.2 Core Optimization Problem
Consider the point-to-point rate-distortion problem for a vector Gaussian
source with a covariance matrix distortion constraint. In this setup, an i.i.d.
zero-meanvectorGaussiansourceZn withthecovariancematrixKZ isobserved
25by the encoder, which sends a message to the decoder over a rate-constrained
channel using an encoding function
f
(n) : R
mn 7!
n
1;:::;M
(n)
o
:
The decoder uses the message to give an estimate ^ Zn of the source Zn such that
1
n
n X
i=1
E

Z
n(i)   ^ Z
n(i)

Z
n(i)   ^ Z
n(i)
T
4 DZ:
As mentioned in Section 2.2, we can assume without loss of generality that DZ
and KZ are strictly positive deﬁnite and
^ Z
n = E

Z
njf
(n) (Z
n)

:
In a single-letter form, the rate-distortion function of the source Zn is given
by the optimal value of the following optimization problem
min
U
I(Z;U)
subject to KZjU 4 DZ:
Choosing U to be jointly Gaussian with Z is optimal for this problem due to
the fact that Gaussian distribution maximizes differential entropy for a given
covariance matrix [53, Theorem 8.6.5]. Thus this problem is equivalent to the
following matrix optimization problem
F (DZ;KZ) , max log
 KZjU
 
subject to 0 4 KZjU 4 DZ and (3.1)
KZjU 4 KZ:
Note that we need to impose the constraint
KZjU 4 KZ
26because of the fact that the conditional covariance is no more than the uncondi-
tional covariance in a positive semideﬁnite sense. The remainder of this section
is devoted to establishing certain properties that the optimal solution to this
problem must satisfy. We shall establish these properties via the Karush-Kuhn-
Tucker (KKT) conditions [50, p. 267]. One could also proceed by simultaneously
diagonalizing KZ and DZ, but we expect the KKT approach to be more useful
for generalizations, as we will see in Chapter 4.
Because the objective of the optimization problem (3.1) is continuous and

0 4 KZjU 4 DZ and KZjU 4 KZ
	
is a compact set, there exists an optimal solution K
ZjU to (3.1). The Lagrangian
associated with (3.1) is
log
 KZjU
  + Tr

KZjU   (KZjU   DZ)M1   (KZjU   KZ)M2
	
;
where , M1, and M2 are positive semideﬁnite Lagrange multiplier matrices
corresponding to the constraints KZjU < 0, KZjU 4 DZ, and KZjU 4 KZ, re-
spectively. Because (3.1) is convex and satisﬁes Slater’s condition [50, p. 265],
there exist optimal dual matrices, , M
1, and M
2, which together with K
ZjU
must satisfy the KKT conditions [50, p. 267]
K
 1
ZjU + 
   M

1   M

2 = 0; (3.2)
K

ZjU
 = 0; (3.3)
 
DZ   K

ZjU

M

1 = 0; (3.4)
 
KZ   K

ZjU

M

2 = 0; and (3.5)

;M

1;M

2 < 0: (3.6)
The condition (3.2) is obtained by setting the gradient of the Lagrangian with
27respect to KZjU equal to zero. Conditions (3.3) – (3.5) are complementary slack-
ness conditions.
Observe that in the optimization problem (3.1), the constraint KZjU < 0 is
never active, so

 = 0: (3.7)
Since logjj is strictly convex over the domain of positive deﬁnite matrices, K
ZjU
is the unique maximizer of the problem. Let
Q , f(M

1;M

2)g
be the set of all pairs (M
1;M
2) of Lagrange multiplier matrices that satisfy the
KKT conditions. Consider any convergent sequence of pairs (M
1;M
2)n in Q. By
the continuity of the KKT conditions, it follows that the limit of this sequence
belongs to Q. Therefore, Q is a closed set. Now (3.2) and (3.7) together imply
that every pair (M
1;M
2) in Q is such that
M

1 + M

2 = K
 1
ZjU;
which is a ﬁxed matrix. Hence, the set Q is bounded. We thus conclude that Q
is a compact set. This along with the continuity of the Tr() function imply that
there exists
   M1;  M2

in Q that solves the optimization problem
min Tr(M

1)
subject to (M

1;M

2) 2 Q: (3.8)
Since  M1 and  M2 are positive semideﬁnite, we can write their spectral decom-
positions as
 M1 =
r X
i=1
isis
T
i and (3.9)
 M2 =
l X
i=1
itit
T
i ; (3.10)
28where
(a) 0  r;l  m,
(b) i;j > 0, for all i 2 f1;:::;rg and for all j 2 f1;:::;lg, and
(c) fsigr
i=1 and ftigl
i=1 are sets of orthonormal vectors.
Note that we allow r and l to be zero because  M1 and  M2 can be zero. We have
from (3.4), (3.5), (3.9), and (3.10) that
 
DZ   K

ZjU

r X
i=1
isis
T
i = 0 and
 
KZ   K

ZjU

l X
i=1
itit
T
i = 0;
which imply that
 
DZ   K

ZjU

si = 0; 8i 2 f1;:::;rg and (3.11)
 
KZ   K

ZjU

ti = 0; 8i 2 f1;:::;lg: (3.12)
Deﬁne the matrices
S ,
hp
1s1;
p
2s2;:::;
p
rsr
i
and
T , [
p
1t1;
p
2t2;:::;
p
ltl]:
Let C be an m  m positive deﬁnite matrix.
Deﬁnition 2. A non-zero m  p matrix E is C-orthogonal if ETCE is a diagonal
matrix.
Deﬁnition 3. A non-zero m  p matrix E and a non-zero m  q matrix F are cross
C-orthogonal if ETCF = 0:
29Deﬁnition4. Anon-zerovectorw isinspanfcigl
i=1 ifthereexistrealnumbersfigl
i=1
such that
w =
l X
i=1
ici:
We denote this as
w 2 spanfcig
l
i=1:
We have the following theorem about the optimal solution to the optimiza-
tion problem (3.1).
Theorem 3. (a) If r > 0, then ST 
KZ   K
ZjU

S is strictly positive deﬁnite.
(b) [S;T] is square and invertible.
(c) [S;T] is K
ZjU-orthogonal with
[S;T]
TK

ZjU[S;T] = Im:
(d) S is DZ-orthogonal with
S
TDZS = Ir:
(e) T is KZ-orthogonal with
T
TKZT = Il:
(f) S and T are cross DZ-orthogonal.
(g) S and T are cross KZ-orthogonal.
Proof. For part (a), it sufﬁces to show that ST 
KZ   K
ZjU

S is non-singular.
Suppose otherwise that it is singular. Then there exists 0 6= e 2 Rr such that
e
TS
T 
KZ   K

ZjU

Se = 0:
30Let w , Se. We then have
w =
r X
i=1
eisi; (3.13)
where ei is the i-th component of e, and
 
KZ   K

ZjU

w = 0: (3.14)
Let
min , minf1;2;:::;rg (3.15)
and pick any  such that
0 <  
min
kwk2: (3.16)
Consider any 0 6= z 2 Rm. Let zS be the projection of z on spanfSg and zS? be
the projection of z on the space orthogonal to spanfSg. We can then write
z = zS + zS?:
Using this, we obtain
z
T  M1z = (zS + zS?)
T  M1 (zS + zS?)
= z
T
S  M1zS + z
T
S  M1zS? + z
T
S?  M1zS + z
T
S?  M1zS?
= z
T
S  M1zS; (3.17)
where (3.17) follows because  M1zS? = 0: Similarly,
w
Tz = w
TzS: (3.18)
31We now have
z
T    M1   ww
T
z = z
T  M1z   
 
w
Tz
2
= z
T
S  M1zS   
 
w
TzS
2
(3.19)
 z
T
S  M1zS   kwk
2kzSk
2 (3.20)
=
r X
i=1
i
 
s
T
i zS
2
  kwk
2kzSk
2 (3.21)
 min
r X
i=1
 
s
T
i zS
2
  kwk
2kzSk
2 (3.22)
= minkzSk
2   kwk
2kzSk
2 (3.23)
= kzSk
2  
min   kwk
2
 0; (3.24)
where
(3.19) follows from (3.17) and (3.18),
(3.20) follows from the Cauchy-Schwartz Inequality,
(3.21) follows from (3.9),
(3.22) follows from (3.15),
(3.23) follows because
kzSk
2 =
r X
i=1
 
s
T
i zS
2
; and
(3.24) follows from (3.16).
This proves that  M1   wwT is a positive semideﬁnite matrix. Let us deﬁne the
matrices
~ M1 ,  M1   ww
T and
~ M2 ,  M2 + ww
T:
32We then have
(i) ~ M1; ~ M2 < 0,
(ii) ~ M1 + ~ M2 =  M1 +  M2 = K
 1
ZjU,
(iii)
 
DZ   K

ZjU
 ~ M1 =
 
DZ   K

ZjU
   M1   ww
T
=
 
DZ   K

ZjU
  M1  
 
DZ   K

ZjU

ww
T
= 0  
 
DZ   K

ZjU


r X
i;j=1
eiejsis
T
j (3.25)
= 0; (3.26)
where
(3.25) follows from (3.4) and (3.13), and
(3.26) follows from (3.11), and
(iv)
 
KZ   K

ZjU
 ~ M2 =
 
KZ   K

ZjU
   M2 + ww
T
=
 
KZ   K

ZjU
  M2 +
 
KZ   K

ZjU

ww
T
= 0; (3.27)
where (3.27) follows from (3.5) and (3.14).
Now (i) through (iv) above imply that ( ~ M1; ~ M2) is feasible for the optimization
problem (3.8). However,
Tr( ~ M1) = Tr(  M1)   Tr(ww
T)
< Tr(  M1);
33which is a contradiction to the assumption that
   M1;  M2

solves the problem
(3.8). Therefore, ST 
KZ   K
ZjU

S is non-singular.
The proof of part (b) is similar to that of part (a). We ﬁrst show by con-
tradiction that columns of [S;T] are linearly independent. Suppose otherwise
that they are linearly dependent. Since columns of both S and T are linearly
independent, there exists
0 6= w =
r X
i=1
aisi =
l X
i=1
biti;
where ai’s and bi’s are real numbers. This means that
w 2 spanfSg
and
w 2 spanfTg:
Pick any  such that
0 <  
min
kwk2:
Then as proved in part (a),  M1  wwT is a positive semideﬁnite matrix and the
matrices ~ M1 and ~ M2 deﬁned as before satisfy (i) through (iii) above. Moreover,
we have
 
KZ   K

ZjU
 ~ M2 =
 
KZ   K

ZjU
   M2 + ww
T
=
 
KZ   K

ZjU
  M2 +
 
KZ   K

ZjU


l X
i;j=1
bibjtit
T
j
= 0; (3.28)
where (3.28) follows from (3.5) and (3.12). We again conclude that ( ~ M1; ~ M2) is
feasible for the problem (3.8), and hence as before we have arrived at a contra-
diction. Therefore, columns of [S;T] are linearly independent, i.e.
r + l  m: (3.29)
34Next (3.2), (3.7), (3.9), and (3.10) together yield
K
 1
ZjU =  M1 +  M2 =
r X
i=1
isis
T
i +
l X
i=1
itit
T
i ; (3.30)
which implies that
r + l  m; (3.31)
because otherwise K
 1
ZjU will be singular. Now (3.29) and (3.31) imply that
r + l = m;
which means that [S;T] is a square matrix, and is therefore invertible because it
has linearly independent columns.
For part (c), on post-multiplying (3.30) by K
ZjUs1, we obtain
s1 =
r X
i=1
isi
 
s
T
i K

ZjUs1

+
l X
i=1
iti
 
t
T
i K

ZjUs1

;
which can be re-written as
s1
 
1   1
 
s
T
1K

ZjUs1

 
r X
i=2
isi
 
s
T
i K

ZjUs1

=
l X
i=1
iti
 
t
T
i K

ZjUs1

: (3.32)
Since columns of [S;T] are linearly independent from part (b), coefﬁcients of all
vectors in (3.32) must be zero, i.e.
1s
T
1K

ZjUs1 = 1;
s
T
i K

ZjUs1 = 0; 8i 2 f2;:::;rg; and
t
T
i K

ZjUs1 = 0; 8i 2 f1;:::;lg:
Likewise, on post-multiplying (3.30) by K
ZjUs2;:::;K
ZjUsr; K
ZjUt1 :::;K
ZjUtl
and then equating all coefﬁcients to zero, we obtain similar equations. In sum-
35mary,
is
T
i K

ZjUsi = 1; 8i 2 f1;:::;rg;
it
T
i K

ZjUti = 1; 8i 2 f1;:::;lg;
s
T
i K

ZjUsj = 0; 8i;j 2 f1;:::;rg;i 6= j;
t
T
i K

ZjUtj = 0; 8i;j 2 f1;:::;lg;i 6= j; and
s
T
i K

ZjUtj = 0; 8i 2 f1;:::;rg;8j 2 f1;:::;lg;
which imply that
[S;T]
TK

ZjU[S;T] = Im: (3.33)
Hence, [S;T] is K
ZjU-orthogonal.
For parts (d) through (g), we have from (3.11) and (3.12) that
DZS = K

ZjUS and
KZT = K

ZjUT;
which along with (3.33) imply
S
TDZS = S
TK

ZjUS = Ir;
T
TKZT = T
TK

ZjUT = Il;
T
TDZS = T
TK

ZjUS = 0; and
S
TKZT = S
TK

ZjUT = 0:
This completes the proof of Theorem 3.
It is clear from Theorem 3 that spanfSg is the set of directions in which the
encoder sends information until the distortion constraint is met with equality.
Furthermore, spanfTg is the set of directions in which the encoder sends no
36information and hence the KZ constraint is met with equality in such directions.
Note that if S is an empty matrix, then the rate-distortion function is zero. We
shall now use these properties to solve an optimization problem, which is at the
center of our main result in this case.
3.3 Converse Ingredients
Let us deﬁne the main optimization problem (P) as
(P) , min
U;V
I(X;UjV )
subject to R2  I(Y ;V );
D < KXjU;V; and
X $ Y $ V:
where X, Y , and D are deﬁned as before. We have the following theorem.
Theorem 4. A Gaussian (U;V ) is an optimal solution of the main optimization prob-
lem (P).
We prove this theorem in the remainder of the section. Let us ﬁrst restrict
the solution space to Gaussian distributions. This results in an optimization
problem(PG)overtheconditionalcovariancematrixKXjU;V andtheconditional
37variance 2
Y jV. Formally, it can be deﬁned as
(PG) , min
KXjU;V ;2
Y jV
1
2
log
 KXjV
 
 KXjU;V
 
subject to R2 
1
2
log
2
Y
2
Y jV
;
D < KXjU;V < 0; and
KXjV < KXjU;V;
where
KXjV = aa
T
2
Y jV + KN:
Since restricting the solution space to Gaussian distributions can only increase
the optimal value of the main optimization problem (P), we immediately have
v(PG)  v(P);
wherev (P)istheoptimalvalueoftheoptimizationproblem(P). Weusesimilar
notation to denote optimization problems and their optimal values in the rest of
the thesis. It is therefore sufﬁcient to prove the reverse inequality
v(PG)  v(P):
We can rewrite (PG) as
(PG) , min
2
Y jV
1
2
log

KXjV

  
1
2
v
 
F
 
D;KXjV

subject to R2 
1
2
log
2
Y
2
Y jV
; (3.34)
which is a double optimization problem. Note that for a ﬁxed 2
Y jV, the inner
optimization problem is exactly F
 
D;KXjV

, which was deﬁned in (3.1).
Since (PG) has a continuous objective and a compact feasible set, there ex-
ists an optimal solution
 
KXjU;V ;2
Y jV 

to it, where U and V  represent the
38corresponding optimal Gaussian solution. The following lemma states that it is
optimal for encoder 2 to use all R2 bits for sending a message to the decoder.
Lemma 1. We can assume without loss of optimality that (U;V ) 2 S, and

2
Y jV  = 
2
Y2
 2R2: (3.35)
Proof. See Appendix A.1.
Lemma 1 and (3.34) imply that the optimal value of (PG) is
v(PG) =
1
2
log
 KXjV 
   
1
2
v
 
F
 
D;KXjV 

; (3.36)
where
KXjV  = aa
T
2
Y2
 2R2 + KN; (3.37)
and KXjU;V  is optimal for the problem F
 
D;KXjV 

with the optimal value
v
 
F
 
D;KXjV 

=
1
2
log
 KXjU;V 
 : (3.38)
As discussed in Section 3.2, KXjU;V  gives two sets of directions S and T which
satisfy the properties in Theorem 3. On substituting (3.38) into (3.36), we obtain
v(PG) =
1
2
log
 KXjV 
 
 KXjU;V 
 
=
1
2
log
 [S;T]TKXjV [S;T]
 
 [S;T]TKXjU;V [S;T]
  (3.39)
=
1
2
log

     
0
B
@
STKXjV S STKXjV T
TTKXjV S TTKXjV T
1
C
A
 
    
jImj
(3.40)
=
1
2
log
     

0
B
@
STKXjV S 0
0 Il
1
C
A

    

(3.41)
=
1
2
log
 S
TKXjV S
 ; (3.42)
39where
(3.39) follows because [S;T] is invertible from Theorem 3(b),
(3.40) follows because [S;T] is KXjU;V -orthogonal from Theorem 3(c), and
(3.41) follows because T is KXjV -orthogonal, and S and T are cross KXjV -
orthogonal from Theorem 3(e) and 3(g), respectively.
3.3.1 Distortion Projection
The optimal Gaussian solution to (PG) suggests a way to lower bound (P) by
projecting the main source X on S and imposing the distortion constraint on
the subspace spanned by the columns of S. Note that the distortion constraint is
tightonthissubspacefortheoptimalGaussiansolution. Werefertothismethod
of lower bounding (P) as distortion projection.
The projected optimization problem ( ~ P) is now deﬁned as
( ~ P) , min
U;V
I
 
S
TX;UjV

subject to R2  I(Y ;V );
S
TDS < S
TKXjU;VS; and
S
TX $ Y $ V:
We next show that the main optimization problem (P) is lower bounded by the
projected optimization problem ( ~ P). Since [S;T] is invertible from Theorem 3(b)
40and the mutual information is non-negative, we have
I(X;UjV ) = I

[S;T]
T X;UjV

= I
 
S
TX;T
TX;UjV

= I
 
S
TX;UjV

+ I
 
T
TX;UjV;S
TX

 I
 
S
TX;UjV

: (3.43)
Now any (U;V ) satisfying
D < KXjU;V and
X $ Y $ V
also satisﬁes
S
TDS < S
TKXjU;VS and
S
TX $ Y $ V:
Therefore, the feasible set of (P) is contained in that of ( ~ P). Moreover, (3.43)
above implies that the objective value of (P) is no less than that of ( ~ P). We
hence conclude that the projected optimization problem ( ~ P) lower bounds the main
optimization problem (P), i.e.
v(P)  v( ~ P): (3.44)
3.3.2 Oohama’s Approach
We now apply Oohama’s approach [11] on ( ~ P). The objective of ( ~ P) can be
decomposed as
I
 
S
TX;UjV

= I
 
S
TX;U;V

  I
 
S
TX;V

: (3.45)
41Using this, we deﬁne two subproblems that are used to lower bound the pro-
jected optimization problem ( ~ P). The ﬁrst subproblem ( ~ P1) minimizes the ﬁrst
mutual information in the right-hand-side of (3.45) subject to the distortion con-
straint in ( ~ P) and the second subproblem ( ~ P2) maximizes the second mutual
information in the right-hand-side of (3.45) subject to the rate constraint and the
Markov condition in ( ~ P). In other words, ( ~ P1) is deﬁned as
( ~ P1) , min
U;V
I
 
S
TX;U;V

subject to S
TDS < S
TKXjU;VS;
and ( ~ P2) is deﬁned as
( ~ P2) , max
V
I
 
S
TX;V

subject to R2  I(Y ;V ) and
S
TX $ Y $ V:
It is clear from the decomposition in (3.45) and from the deﬁnitions of ( ~ P), ( ~ P1),
and ( ~ P2) that ( ~ P1) and ( ~ P2) lower bound ( ~ P), i.e.
v
  ~ P

 v
  ~ P1

  v
  ~ P2

: (3.46)
We now give two lemmas about the optimal solutions to subproblems ( ~ P1) and
( ~ P2).
Lemma 2. A Gaussian (U;V ) with the conditional covariance matrix KXjU;V  is
optimal for the subproblem ( ~ P1), and the optimal value is
v
  ~ P1

=
1
2
log
 S
TKXS
 : (3.47)
Proof. See Appendix A.2.
42Lemma 3. A Gaussian V with the conditional variance 2
Y jV  is optimal for the sub-
problem ( ~ P2), and the optimal value is
v
  ~ P2

=
1
2
log
 STKXS
 
 STKXjV S
 : (3.48)
Proof. See Appendix A.3.
On substituting (3.47) and (3.48) into (3.46), we obtain
v( ~ P) 
1
2
log
 S
TKXjV S
 : (3.49)
Now (3.42), (3.44), and (3.49) together yield
v(P)  v(PG);
which proves that a Gaussian (U;V ) is optimal for the main optimization problem
(P).
3.4 Converse Proof of the Main Result
Liu and Viswanath gave a single-letter outer bound to the rate region in [14].
We shall use a similar outer bound that is reminiscent of the Berger-Tung outer
bound [8, 9].
Lemma 4. If (R1;R2;D) is achievable, then there exist U and V such that
R1  I(X;UjV );
R2  I(Y ;V );
D < KXjU;V; and
X $ Y $ V:
43Proof. See Appendix A.4.
We are now ready to prove the converse of the ﬁrst equality in Theorem 2.
Suppose (R1;R2;D) is achievable. Then
R1  v(P) (3.50)
= v(PG) (3.51)
=
1
2
log
 KXjV 
   
1
2
v
 
F
 
D;KXjV 

(3.52)
= min
K
1
2
log

aaT2
Y2 2R2 + KN


jKj
s.t. 0 4 K 4 D and (3.53)
K 4 aa
T
2
Y2
 2R2 + KN;
where
(3.50) follows from Lemma 4,
(3.51) follows from Theorem 4,
(3.52) follows from (3.36), and
(3.53) follows from the deﬁnition of F(;) and (3.37).
And if (R1;R2;D) 2 ^ R, then (3.53) again holds because (3.52) is continuous in
(R2;D). This completes the proof of the ﬁrst equality in Theorem 2.
Remark 3.1: It follows from Theorem 2 and Lemma 1 that one can add the
constraints
U $ X $ Y $ V and
(U;V;X;Y) are jointly Gaussian
to the main optimization problem (P) without changing its optimal value.
443.5 Extension to Two Constraints
Inthissection, weextendthescalar-help-vectorcaseoftheproblembyconsider-
ing a separate distortion constraint on each of the two sources. The formulation
of the problem is similar to that of Section 2.2. Now, however, the decoder uses
the received messages from the encoders to estimate both Xn and Y n using the
decoding functions
g
(n)
1 :
n
1;:::;M
(n)
1
o

n
1;:::;M
(n)
2
o
7! R
mn and
g
(n)
2 :
n
1;:::;M
(n)
1
o

n
1;:::;M
(n)
2
o
7! R
n;
respectively.
Deﬁnition 5. A rate-distortion vector (R1;R2;D;d) is achievable for this extended
source-coding problem if there exist a block length n, encoding functions f
(n)
1 and f
(n)
2 ,
and decoding functions g
(n)
1 and g
(n)
2 such that
Ri 
1
n
logM
(n)
i for all i 2 f1;2g;
D <
1
n
n X
i=1
E

X
n(i)   ^ X
n(i)

X
n(i)   ^ X
n(i)
T
; and
d 
1
n
n X
i=1
E

Y
n(i)   ^ Y
n(i)
2
;
where
^ X
n , g
(n)
1

f
(n)
1 (X
n);f
(n)
2 (Y
n)

= E
h
X
n
f
(n)
1 (X
n);f
(n)
2 (Y
n)
i
; and
^ Y
n , g
(n)
2

f
(n)
1 (X
n);f
(n)
2 (Y
n)

= E
h
Y
n f
(n)
1 (X
n);f
(n)
2 (Y
n)
i
:
Let RD
0
be the set of all achievable rate-distortion vectors. Deﬁne
R(D;d) ,
n
(R1;R2) : (R1;R2;D;d) 2 RD
0o
:
45We call R(D;d) the rate region for this extended source-coding problem with two
distortion constraints.
We can assume without loss of generality that the components (X1;:::;Xm)
of X and Y are standard normal, and (X1;Y ) is independent of (X2;:::;Xm).
Startingfromanyproblem, wecanobtainanequivalentproblemwiththisstruc-
ture by applying an invertible transformation [51, 52]. This can be done as fol-
lows. Let
w1;w2;:::;wm
be an orthonormal basis in Rm starting at
w1 ,
1

 
YK
 1=2
X a

;
where
 ,
 YK
 1=2
X a
 
is the 2-norm of YK
 1=2
X a. Deﬁne the matrices
W , [w1;w2;:::;wm] and
TX , W
TK
 1=2
X :
Then the transformation is given by
~ X , TXX and
~ Y ,
1
Y
Y:
The covariance matrix of ~ X is
K~ X = TXKXT
T
X
= W
TK
 1=2
X KXK
 1=2
X W
= W
TW
= Im;
46and the cross-covariance between ~ X and ~ Y is
K~ X~ Y =
1
Y
TXKXY
=
1
Y

W
TK
 1=2
X
 

2
Ya

= W
T

YK
 1=2
X a

= W
T (w1)
= (;0;:::;0)
T :
Since TX is invertible, the equivalent distortion constraints are
TXDT
T
X <
1
n
n X
i=1
E

~ X
n(i)   ^ ~ X
n(i)

~ X
n(i)   ^ ~ X
n(i)
T
and
d
2
Y

1
n
n X
i=1
E

~ Y
n(i)   ^ ~ Y
n(i)
2
:
Since the above transformation is invertible, it does not incur any information
loss. We therefore have an equivalent structured problem. So in the rest of the
section, we will assume that our original problem has this structure with  being
the correlation coefﬁcient between X1 and Y .
3.5.1 An Outer Bound
First note that if there is no distortion constraint between Y n and ^ Y n, then the
problem reduces to the scalar-help-vector case, and hence we have
R(D;d)  R
(D): (3.54)
This bound is tight for large R2 because the distortion constraint between Y n
and ^ Y n is always satisﬁed for large R2. One can consider the vector-help-scalar
relaxation of the problem in which there is no distortion constraint between Xn
47and ^ Xn, and obtain another outer bound to the rate region. However, the outer
bound thus obtained is not tight in general even for large R1. This is because the
optimal solution to this relaxed problem is such that encoder 1 sends informa-
tion about X1 only. The rest of the components of X are ignored and therefore
the distortion constraint between Xn and ^ Xn is not satisﬁed in general. We ob-
tain an improved outer bound by retaining some of the constraints imposed on
Xn. Speciﬁcally, we separately impose the constraints on X1 and (X2;:::;Xm).
Due to the assumed independence of X1;X2;:::;Xm; these two constraints de-
couple. The ﬁrst can be handled using the results of [11] and [13] while the
second can be handled using point-to-point rate-distortion theory.
Let us denote (X2;:::;Xm)T by  X and write
D =
0
B
@
D1 bT
b  D
1
C
A;
where D1 is a positive number, b is a (m   1)-dimensional vector, and  D is
a (m   1)  (m   1) positive deﬁnite matrix. Let  R1( D) be the point-to-point
rate-distortion function of the source  X under a covariance matrix distortion
constraint  D. Then from the discussion in Section 3.2, we have
 R1( D) =  
1
2
v
 
F
  D;Im 1

=  
1
2
logj D
j; (3.55)
where  D is the optimal solution to the problem F
  D;Im 1

deﬁned in (3.1).
Deﬁne the sets
R

2(d) ,

(R1;R2) : R2 
1
2
log
+

1
d

1   
2 + 
22
 2(R1   R1(  D))

;
and
R

sum(D1;d) ,
(
(R1;R2) : R1    R1( D) + R2 
1
2
log
+

(1   2)(D1;d)
2D1d
)
;
48where
(D1;d) , 1 +
s
1 +
42D1d
(1   2)
2:
We have the following outer bound.
Theorem 5.
R(D;d)  R
(D) \ R

2(d) \ R

sum(D1;d): (3.56)
Proof. Consider (R1;R2) 2 R(D;d). Let C1 , f
(n)
1 (Xn) and C2 , f
(n)
2 (Y n): Then
nR2  logM
(n)
2
 H(C2)
 H(C2jC1)
 I(Y
n;C2jC1)
= I(Y
n;C1;C2)   I(Y
n;C1)
 I(Y
n; ^ Y
n)   I(Y
n;C1); and (3.57)
nR1  logM
(n)
1
 H(C1)
 I(X
n;C1)
= I(X
n
1;C1) + I( X
n;C1jX
n
1): (3.58)
We can lower bound the second mutual information in (3.58) as follows
I( X
n;C1jX
n
1) = I( X
n;C1;X
n
1)
= I
  X
n;C1;X
n
1;Y
n
(3.59)
= I
  X
n;C1;C2;X
n
1;Y
n
 I
  X
n;C1;C2

 I
  X
n; ^  X
n
; (3.60)
49where (3.59) follows because
 X
n $ (C1;X
n
1) $ Y
n:
Deﬁne the following optimization problem
min
C1
1
n
I

 X
n; ^  X
n

subject to
1
n
n X
i=1
E

 X
n(i)   ^  X
n(i)

 X
n(i)   ^  X
n(i)
T
4  D: (3.61)
This is the multi-letter form of the point-to-point rate-distortion problem for the
source  Xn under a covariance matrix distortion constraint  D. Therefore, from
the discussion in Section 3.2, a Gaussian C1 is optimal for this problem and from
(3.55), the optimal conditional covariance matrix is  D and the optimal value is
 R1( D). From (3.57), (3.58), (3.60), and the deﬁnition of the optimization problem
(3.61), we conclude that (R1;R2) satisﬁes
R2 
1
n
I(Y
n; ^ Y
n)  
1
n
I(Y
n;C1);
R1    R1( D) 
1
n
I(X
n
1;C1); and
d 
1
n
n X
i=1
E

Y
n(i)   ^ Y
n(i)
2
:
By invoking Oohama’s lower bounding technique [11] next, we obtain
R2 
1
2
log
+

1
d

1   
2 + 
22
 2(R1   R1(  D))

;
which implies that
(R1;R2) 2 R

2(d): (3.62)
50We now proceed to lower bound the sum-rate.
n(R1 + R2)  H(C1;C2)
 I(X
n;Y
n;C1;C2)
= I(X
n
1;Y
n;C1;C2) + I( X
n;C1;C2jX
n
1;Y
n)
= I(X
n
1;Y
n;C1;C2) + I( X
n;C1jX
n
1)
= I(X
n
1;Y
n;C1;C2) + I( X
n; ^  X
n); (3.63)
where (3.63) follows from (3.60). The sum-rate can be lower bounded further
by minimizing two mutual informations in (3.63) separately subject to separate
distortion constraints. Using the sum-rate lower bounding technique by Wag-
ner et al. [13], the ﬁrst mutual information is minimized subject to the distortion
constraints D1 and d on the sources Xn
1 and Y n, respectively. We omit the de-
tails to avoid repetition. Minimizing the second mutual information subject to
the covariance matrix distortion constraint  D is the optimization problem (3.61)
again. We therefore have that
R1    R1( D) + R2 
1
2
log
+

(1   2)(D1;d)
2D1d

;
which implies that
(R1;R2) 2 R

sum(D1;d): (3.64)
Now (3.54), (3.62), and (3.64) together establish (3.56).
3.5.2 Tightness of the Outer Bound
We will prove that the boundary of the rate region R(D;d) partially coincides
with the boundary of R(D) in general, coincides with the outer bound (3.56)
51completely if b = 0, and partially coincides with the boundary of R
2(d) if b 6= 0
and a condition holds. Let
R

1 , inf

R1 : R1 >  R1( D) +
1
2
log
1
D1
and
 D    D
 <
bbT
D1   2
 2(R1   R1(  D))

:
We have the following lemma.
Lemma 5. (a) There exists R
2  0 such that
R(D;d) \ fR2  R

2g = R
(D) \ fR2  R

2g: (3.65)
(b) If b = 0, then
R(D;d) = R
(D) \ R

2(d) \ R

sum(D1;d): (3.66)
(c) If b 6= 0 and R
1 < 1, then
R(D;d) \ fR1  R

1g = R

2(d) \ fR1  R

1g: (3.67)
Proof. As explained in Section 2.3, the optimal scheme depicted in Fig. 1.2 is
such that encoder 2 vector quantizes its observation using a Gaussian test chan-
nel as in point-to-point rate-distortion theory. So, the average distortion be-
tween Y n and ^ Y n decreases as R2 increases. Hence, there exists a nonnegative
number R
2 such that for any R2  R
2, the distortion constraint between Y n and
^ Y n is satisﬁed and therefore the region
R
(D) \ fR2  R

2g
is achievable for the problem. This along with the outer bound (3.54) prove the
equality in (3.65).
52For part (b), we will ﬁrst prove that if b = 0, i.e. D is block diagonal, then
R
(D) =

(R1;R2) : R1    R1( D) 
1
2
log
+

1
D1
 
1   
2 + 
22
 2R2
: (3.68)
The optimization problem in the deﬁnition of R(D) is
min
K
1
2
log

aaT2
Y2 2R2 + KN


jKj
subject to 0 4 K 4 D and (3.69)
K 4 aa
T
2
Y2
 2R2 + KN:
Since our problem has a special structure as explained above, we have
aa
T
2
Y2
 2R2 + KN = Diag

1   
2 + 
22
 2R2;1;:::;1
	
:
Consider any feasible
K =
0
B
@
K1 cT
c  K
1
C
A;
where K1 is a positive number, c is a (m   1)-dimensional non-zero vector, and
 K is a (m   1)  (m   1) positive deﬁnite matrix. Let us deﬁne
~ K ,
0
B
@
K1 0
0  K
1
C
A:
We then have
jKj = j Kj(K1   c
T  K
 1c) < j KjK1 = j~ Kj:
Therefore, without loss of optimality we can restrict the feasible solutions to be
of the following form
~ K =
0
B
@
K1 0
0  K
1
C
A:
53The restricted feasible set

0 4 ~ K 4 D and ~ K 4 Diagf1   
2 + 
22
 2R2;1;:::;1g
	
is equivalent to

0  K1  min
 
D1;1   
2 + 
22
 2R2
; 0 4  K 4  D; and  K 4 Im 1
	
:
The objective of (3.69) can be decomposed as
1
2
log
1   2 + 22 2R2
j~ Kj
=
1
2
log
1   2 + 22 2R2
K1
+
1
2
log
1
 K
:
Therefore, its optimal value equals the sum of the optimal values of subprob-
lems
min
 K
1
2
log
1
j Kj
subject to 0 4  K 4  D and
 K 4 Im 1;
and
min
K1
1
2
log
1   2 + 22 2R2
K1
subject to 0  K1  min
 
D1;1   
2 + 
22
 2R2
:
The ﬁrst subproblem is the point-to-point rate-distortion problem for the source
 X under a distortion constraint  D, and hence its optimal value is  R1( D). The
optimal value of the second subproblem is
1
2
log
+

1
D1
 
1   
2 + 
22
 2R2

:
Thus, the optimal value of the optimization problem (3.69) is
 R1( D) +
1
2
log
+

1
D1
 
1   
2 + 
22
 2R2
;
54which proves the inequality in (3.68). It is now easy to verify that the outer
bound (3.56) coincides with the shifted boundary of the rate region of the scalar
Gaussian two-encoder source-coding problem [13], where the shift is by the
amount  R1( D) in the direction of R1 axis. So, by using the point-to-point rate-
distortion optimal code for the source  X in conjunction with the separation-
based optimal scheme for the sources X1 and Y [13], we can achieve the outer
bound. We therefore have the equality in (3.66).
For part (c), it sufﬁces to show that if the conditions in Lemma 5(c) hold, then
0
B
@
2
 2(R
1   R1(  D)) 0
0  D
1
C
A 4
0
B
@
D1 bT
b  D
1
C
A = D: (3.70)
This will imply that the region
R

2(d) \ fR1  R

1g
is achievable for the problem by using a scheme in which the source  X is
encoded and decoded as in the point-to-point rate-distortion theory, and the
sourcesX1 andY areencodedanddecodedusingthescalarversionoftheGaus-
sian scheme of Section 2.3, treating Y as the main source and X1 as the helper.
Consider any
0 6= x ,
0
B
@
y
z
1
C
A 2 R
m:
55Then
x
T
2
6
4D  
0
B
@
2
 2(R
1   R1(  D)) 0
0  D
1
C
A
3
7
5x
=

y zT

0
B
@
D1   2
 2(R
1   R1(  D)) bT
b  D    D
1
C
A
0
B
@
y
z
1
C
A
= y
2

D1   2
 2(R
1   R1(  D))

+ 2y(z
Tb) + z
T   D    D

z
=

D1   2
 2(R
1   R1(  D))

 
y +
zTb
D1   2
 2(R
1   R1(  D))
!2
+ z
T
 
 D    D
  
bbT
D1   2
 2(R
1   R1(  D))
!
z (3.71)
 0; (3.72)
where (3.71) and 3.72) follow from the conditions in Lemma 5(c). This implies
that (3.70) holds, and hence we have the equality in (3.67).
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Figure3.1: Innerandouterboundsforthetwo-distortionextensionofthescalar-
help-vector case.
563.5.3 Numerical Example
To illustrate the outer bound in Theorem 5, we study a numerical example
and compare the outer bound with the inner bound achieved by the Gaussian
scheme. Let us consider a two-dimensional problem in which
 = 0:7;
d = 0:5; and
D =
0
B
@
0:5 0:05
0:05 0:5
1
C
A:
Fig. 3.1 shows the inner and outer bounds for this problem. The bold black
plot is our outer bound, which is obtained by the intersection of three bounds
in (3.56). It is evident that a portion of the outer bound obtained by the scalar-
help-vector relaxation of the problem coincides with the inner bound.
57CHAPTER 4
VECTOR-HELP-VECTOR SOLUTION
In this chapter, we present the solution for the vector-help-vector case of the
problem. We can assume without loss of generality1 that
X = Y + N;
where N is a zero-mean Gaussian random vectorwith the covariance matrix KN
and is independent of Y. For now, we assume that KX;KY; and D are positive
deﬁnite. The general case of the problem will be addressed in Section 4.5.
4.1 Rate Region
The rate region R(D) is a closed convex set in the nonnegative quadrant. It
is closed by deﬁnition and is convex because any convex combination of two
pointsintherateregionisintherateregionasitcanbeachievedbytime-sharing
between the encoding and decoding strategies of the two points. Therefore,
we can characterize it completely by its supporting hyperplane, which can be
expressed as the following optimization problem
R(D;) , inf
(R1;R2)2R(D)
R1 + R2;
1Since X and Y are jointly Gaussian, we can write
X = AY + N;
where A is an m  k matrix and N is an m-dimensional zero-mean Gaussian random vector
that is independent of Y. Since there is no distortion constraint on Y, and AY is the sufﬁcient
statistic of X in Y (i.e., X $ Y $ AY and X $ AY $ Y), we can relabel AY with Y and
write
X = Y + N:
58where  is a nonnegative real number. Let us deﬁne
R
(D;) ,
8
> <
> :
v (Ppt pt) if 0    1
v (PG1) if  > 1,
where v (Ppt pt) and v (PG1) respectively are the optimal values of the optimiza-
tion problems (Ppt pt) and (PG1), which are deﬁned as
(Ppt pt) , min
KXjU

2
log
jKXj  KXjU
 
subject to KX < KXjU < 0 and
D < KXjU;
and
(PG1) , min
KYjV;KXjU;V

2
log
 KYjV + KN
 

KXjU;V

 +
1
2
log
jKYj 
KYjV


subject to KY < KYjV < 0;
KYjV + KN < KXjU;V < 0; and
D < KXjU;V:
Let us deﬁne the weighted sum rate that is achievable by the Gaussian achiev-
able scheme as
RG(D;) , min
(R1;R2)2RG(D)
R1 + R2:
In terms of the weighted sum rate, our main result is as follows
Theorem 6.
R(D;) = RG(D;) = R
(D;):
The second equality in the theorem is proved in Appendix B.1. To prove the
ﬁrst equality, we have from the Gaussian achievable scheme that
R(D;)  RG (D;):
59So, it sufﬁces to prove the reverse inequality (converse). Since the proof of it
rather is long, we divide it into sections. In the next section, we study the opti-
mization problem (PG1) in the deﬁnition of R(D;) and establish several prop-
erties that its optimal solution satisﬁes. We use these properties in Section 4.3 to
prove the main result needed for the converse. We ﬁnally complete the proof of
the ﬁrst equality in Theorem 6 in Section 4.4.
4.2 Properties of the Optimal Gaussian Solution
Consider the optimization problem (PG1), and note ﬁrst that the constraints
KYjV < 0 and
KXjU;V < 0
are never active because otherwise the objective value is inﬁnite. Therefore we
can ignore these constraints in the study of the problem. Now, instead of study-
ing (PG1) directly as it is, we study an equivalent formulation. This formulation
is also implicit in [18]. Note that if KYjV and KXjU;V are feasible for (PG1), then
there exist two positive semideﬁnite matrices B1 and B2 such that
KYjV = KY   B2;
KXjU;V = KYjV + KN   B1
= KY   B2 + KN   B1
= KX   B1   B2; and
KX   B1   B2 4 D:
60Therefore, (PG1) is equivalent to the following problem
(PG2) , min
B1;B2

2
log
jKX   B2j
jKX   B1   B2j
+
1
2
log
jKYj
jKY   B2j
subject to Bi < 0 for all i 2 f1;2g; and
D < KX   B1   B2:
We next establish important properties that the optimal solution to (PG2) satis-
ﬁes.
Since (PG2) has continuous objective and a compact feasible set, there ex-
ists an optimal solution (B
1;B
2) to it. The Lagrangian of the problem is [50,
Sec. 5.9.1]

2
log
jKX   B2j
jKX   B1   B2j
+
1
2
log
jKYj
jKY   B2j
  Tr

B1M1 + B2M2   (KX   B1   B2   D)

;
where M1, M2; and  are positive semideﬁnite Lagrange multiplier matrices
corresponding to the constraints B1 < 0, B2 < 0, and D < KX   B1   B2,
respectively. The KKT conditions for this problem are [50, Sec. 5.9.2]

2
(KX   B

1   B

2)
 1 = 
 + M

1; (4.1)

2
(KX   B

1   B

2)
 1  

2
(KX   B

2)
 1 +
1
2
(KY   B

2)
 1 = 
 + M

2; (4.2)
B

iM

i = 0;8i 2 f1;2g (4.3)
(KX   B

1   B

2   D)
 = 0; and (4.4)
M

1;M

2;
 < 0; (4.5)
where M
1;M
2; and  are optimal Lagrange multiplier matrices. Conditions
(4.1)and(4.2)respectivelyareobtainedbysettinggradientsoftheobjectivewith
respect to B1 and B2 to zero. Conditions (4.3) and (4.4) are the slackness con-
61ditions on the Lagrange multiplier matrices. We next establish that these KKT
conditions must hold at (B
1;B
2).
Lemma 6. There exist matrices M
1;M
2; and  that satisfy the KKT conditions (4.1)
– (4.5).
Proof. See Appendix B.2.
Let us deﬁne

 , 
  

2

(KX   B

1   B

2)
 1   (KX   B

2)
 1
:
It follows from conditions (4.1) and (4.2) that

 =

2
(KX   B

2)
 1   M

1 =
1
2
(KY   B

2)
 1   M

2: (4.6)
We have the following lemma.
Lemma 7.  is a nonzero positive semideﬁnite matrix.
Proof. See Appendix B.3.
If  happens to be positive deﬁnite, then distortion projection turns out to be
unnecessary. To handle the case in which  is singular, we shall use distortion
projection. Since ;M
1; and M
2 are positive semideﬁnite, we can write their
spectral decompositions as

 =
r X
i=1
isis
T
i ; (4.7)
M

1 =
p X
i=1
iaia
T
i ; and (4.8)
M

2 =
q X
i=1
ibib
T
i ; (4.9)
where
62(i) 0 < r  m,
(ii) 0  p;q  m,
(iii) i > 0 for all i 2 f1;:::;rg,
(iv) i > 0 for all i 2 f1;:::;pg,
(v) i > 0 for all i 2 f1;:::;qg, and
(vi) fsigr
i=1;faig
p
i=1; and fbig
q
i=1 are sets of orthonormal vectors.
Note that we allow p and q to be zero because M
1 and M
2 can be zero. Since
(4.6) implies that

 + M

1 =

2
(KX   B

2)
 1  0 and

 + M

2 =
1
2
(KY   B

2)
 1  0;
we must have that
r + p  m and
r + q  m:
This means that if r + p = m, then s1;s2;:::;sr;a1;a2;:::;ap must be linearly
independent. Similarly, if r + q = m, then s1;s2;:::;sr;b1;b2;:::;bq must be
linearly independent.
Deﬁne the matrix
S ,
hp
1s1;
p
2s2;:::;
p
rsr
i
:
It now follows from the deﬁnition of  that

 < 
 = SS
T
63because
(KX   B

1   B

2)
 1 < (KX   B

2)
 1:
This and (4.4) imply that
(KX   B

1   B

2   D)S = 0: (4.10)
In addition to Deﬁnitions 2 through 4, we use the following deﬁnitions in
this chapter. Let fC1;C2;:::;Ctg be a set of m  m positive deﬁnite matrices.
Deﬁnition 6. A non-zero m  p matrix E is fC1;C2;:::;Ctg-orthogonal if it is
Ci-orthogonal for all i 2 f1;2;:::;tg.
Deﬁnition 7. A non-zero m  p matrix E and a non-zero m  q matrix F are cross
fC1;C2;:::;Ctg-orthogonal if they are cross Ci-orthogonal for all i 2 f1;2;:::;tg.
We have the following theorem about the optimal solution to the optimiza-
tion problem (PG2).
Theorem 7. There exist two matrices
T , [t1;t2;:::;tm r]
and
W , [w1;w2;:::;wm r]
such that [S;T] and [S;W] are invertible and if r < m then
(a) t1;t2;:::;tm r 2 spanfaig
p
i=1,
(b) T is

(KX   B
2);(KX   B
1   B
2)
	
-orthogonal with
T
T(KX   B

2)T = T
T(KX   B

1   B

2)T;
64(c) S and T are cross

D;(KX   B
2);(KX   B
1   B
2)
	
-orthogonal,
(d) w1;w2;:::;wm r 2 spanfbig
q
i=1,
(e) W is

KY;(KY   B
2)
	
-orthogonal with
W
TKYW = W
T(KY   B

2)W; and
(f) S and W are cross

KY;(KY   B
2)
	
-orthogonal.
Proof. It sufﬁces to consider r < m case. Since  = SST is rank deﬁcient in this
case, there exists z1 6= 0 such that
S
Tz1 = 0:
Let us deﬁne
t1 , (KX   B

2)
 1z1:
Therefore
S
T(KX   B

2)t1 = 0:
We have from (4.6), (4.7), and (4.8) that

2
(KX   B

2)
 1 = 
 + M

1 = SS
T +
p X
i=1
iaia
T
i :
On post-multiplying this by (KX   B
2)t1, we obtain

2
t1 = SS
T(KX   B

2)t1 +
p X
i=1
iaia
T
i (KX   B

2)t1
=
p X
i=1
iai
 
a
T
i (KX   B

2)t1

:
This proves that
t1 2 spanfaig
p
i=1:
We next show that
t1 = 2 spanfsig
r
i=1:
65Suppose otherwise that
t1 2 spanfsig
r
i=1:
Then there exist real numbers fcigr
i=1 such that
t1 =
r X
i=1
cisi:
Since ST(KX   B
2)t1 = 0, we have
s
T
i (KX   B

2)t1 = 0 for all i 2 f1;2;:::;rg:
On multiplying this by ci and then summing over all i in f1;2;:::;rg, we obtain
t
T
1(KX   B

2)t1 = 0;
which is a contradiction because KX B
2 is positive deﬁnite. We therefore have
that
t1 = 2 spanfsig
r
i=1:
We have shown so far that there exists t1 2 spanfaig
p
i=1 such that the rank of
[S;t1] is r + 1 and
S
T(KX   B

2)t1 = 0:
Let us now assume that there exists
Tj , [t1;t2;:::;tj];
where
t1;t2;:::;tj 2 spanfaig
p
i=1
and 1  j < m   r such that the rank of [S;Tj] is r + j,
S
T(KX   B

2)Tj = 0;
and
t
T
k(KX   B

2)tl = 0
66for all k 6= l in f1;2;:::;jg: Then there exists zj+1 6= 0 such that
[S;Tj]
Tzj+1 = 0:
Let us deﬁne
tj+1 , (KX   B

2)
 1zj+1:
We therefore have that
[S;Tj]
T(KX   B

2)tj+1 = 0:
It can be shown as before that
tj+1 2 spanfaig
p
i=1
and
tj+1 = 2 span

fsig
r
i=1;ftkg
j
k=1
	
:
Hence, the rank of [S;Tj+1]; where
Tj+1 , [Tj;tj+1];
is r + j + 1,
S
T(KX   B

2)Tj+1 = 0;
and
t
T
k(KX   B

2)tl = 0;
for all k 6= l in f1;2;:::;j + 1g: It now follows from the mathematical induction
that there exist
t1;t2;:::;tm r 2 spanfaig
p
i=1
such that if we deﬁne
T , [t1;t2;:::;tm r];
67then [S;T] is invertible,
S
T(KX   B

2)T = 0; and
T
T(KX   B

2)T = G;
where
G , Diag
n 
t
T
1(KX   B

2)t1

;
 
t
T
2(KX   B

2)t2

;:::;
 
t
T
m r(KX   B

2)tm r
o
:
Since B
1T = 0 from (4.3) and (KX   B
1   B
2)S = DS from (4.10), we immedi-
ately have that
S
T(KX   B

2)T = S
T(KX   B

1   B

2)T = S
TDT = 0 and
T
T(KX   B

2)T = T
T(KX   B

1   B

2)T = G:
This completes the proof of parts (a) through (c) of the theorem.
For parts (d) through (f), we have from (4.6), (4.7), and (4.9) that
1
2
(KY   B

2)
 1 = 
 + M

2 = SS
T +
q X
i=1
ibib
T
i :
Similar to the previous case, we can ﬁnd
w1;w2;:::;wm r 2 spanfbig
q
i=1
such that if we deﬁne
W , [w1;w2;:::;wm r];
then [S;W] is invertible,
S
T(KY   B

2)W = 0; and
W
T(KY   B

2)W = H;
where
H , Diag
n 
w
T
1 (KY B

2)w1

;
 
w
T
2 (KY B

2)w2

;:::;
 
w
T
m r(KY B

2)wm r
o
:
68Since B
2W = 0 from (4.3), we conclude
S
TKYW = S
T(KY   B

2)W = 0 and
W
TKYW = W
T(KY   B

2)W = H:
This completes the proof of parts (d) through (f) of the theorem.
We have the following corollary of Theorem 7.
Corollary 1. If r < m = r + p, then we can set
ti =
p
iai
for all i in f1;2;:::;pg. Similarly, if r < m = r + q, then we can set
wi =
p
ibi
for all i in f1;2;:::;qg.
Proof. Let r < m = r + p and let us set
ti =
p
iai
for all i in f1;2;:::;pg in the deﬁnition of T. We have from (4.6), (4.7), and (4.8)
that

2
(KX   B

2)
 1 =
r X
i=1
isis
T
i +
p X
i=1
iaia
T
i : (4.11)
Now, on post-multiplying (4.11) by (KX   B
2)s1, we obtain

2
s1 =
r X
i=1
isi
 
s
T
i (KX   B

2)s1

+
p X
i=1
iai
 
a
T
i (KX   B

2)s1

;
69which can be re-written as
s1

2
  1
 
s
T
1(KX   B

2)s1

 
r X
i=2
isi
 
s
T
i (KX   B

2)s1

=
p X
i=1
iai
 
a
T
i (KX   B

2)s1

: (4.12)
Since [S;T] is invertible from (4.11), its columns are linearly independent.
Hence, the coefﬁcients of all vectors in (4.12) must be zero. Therefore,
1s
T
1(KX   B

2)s1 =

2
;
s
T
i (KX   B

2)s1 = 0; 8i 2 f2;:::;rg; and
a
T
i (KX   B

2)s1 = 0; 8i 2 f1;:::;pg:
Likewise, on post-multiplying (4.11) by (KX   B
2)s2;:::;(KX   B
2)sr;(KX  
B
2)a1;:::;(KX   B
2)ap and then equating all coefﬁcients to zero, we obtain
similar equations. In summary,
is
T
i (KX   B

2)si =

2
; 8i 2 f1;:::;rg;
ia
T
i (KX   B

2)ai =

2
; 8i 2 f1;:::;pg;
s
T
i (KX   B

2)sj = 0; 8i;j 2 f1;:::;rg;i 6= j;
a
T
i (KX   B

2)aj = 0; 8i;j 2 f1;:::;pg;i 6= j; and
s
T
i (KX   B

2)aj = 0; 8i 2 f1;:::;rg;8j 2 f1;:::;pg:
Hence,
[S;T]
T(KX   B

2)[S;T] =

2
Im: (4.13)
The parts (a) through (c) of Theorem 7 follow immediately from (4.3), (4.4), and
(4.13) because M
1 = TT
T in this case.
The proof for the case when r < m = r + q is exactly similar. It starts with
70the following from (4.6), (4.7), and (4.9)
1
2
(KY   B

2)
 1 = 
 + M

2 =
r X
i=1
isis
T
i +
q X
i=1
ibib
T
i :
In summary, the key properties of the optimal Gaussian solution are as fol-
lows. If  (and hence S) is not invertible, then there exist two matrices T
and W such that their columns respectively are in spanfaig
p
i=1 and spanfbig
q
i=1,
[S;T] and [S;W] are invertible, S and T are cross (KX   B
2)-orthogonal, and
S and W are cross (KY   B
2)-orthogonal. We shall exploit these properties in
the next section to prove the optimality of an optimization problem, which is
central to prove our main result.
4.3 Converse Ingredients
Let us deﬁne the main optimization problem as
(P) , min
U;V
I(X;UjV) + I(Y;V)
subject to KXjU;V 4 D and
X $ Y $ V;
where X;Y;D; and  are deﬁned as before. We have the following theorem.
Theorem 8. A Gaussian (U;V) is an optimal solution of the main optimization prob-
lem (P).
We prove this theorem in the remainder of the section. The proof for  in
71[0;1] is easy. In this case, the objective of (P) can be lower bounded as
I(X;UjV) + I(Y;V)
= I(X;U;V)   I(X;V) + I(Y;V)
= I(X;U) + I(X;VjU) + [I(Y;V)   I(X;V)] + (1   )I(Y;V)
 I(X;U) (4.14)
= h(X)   h(XjU)


2
log
jKXj
jKXjUj
; (4.15)
where
(4.14) follows because of the facts that I(Y;V)  0 and I(X;VjU)  0; and we
have
I(Y;V)   I(X;V)  0
because of the data processing inequality [53, Theorem 2.8.1] and the
Markov chain X $ Y $ V; and
(4.15) follows because the Gaussian distribution maximizes the differential en-
tropy for a given covariance matrix [53, Theorem 8.6.5], i.e.,
h(XjU) 
1
2
log
 
(2e)
m 
KXjU


:
Inequalities (4.14) and (4.15) become equalities if we choose a Gaussian (U;V)
such that V is independent of (X;Y;U). Because of the distortion constraint in
(P), the conditional covariance of X given (U;V) should satisfy
0 4 KXjU;V = KXjU 4 D:
Since conditioning reduces covariance in a positive semideﬁnite sense, we also
have
KXjU 4 KX:
72Hence, if  is in [0;1], then a Gaussian (U;V) is an optimal solution of the main
optimization problem (P) and the optimal value is
v (P) = min
KXjU

2
log
jKXj  KXjU
 
subject to KX < KXjU < 0 and
D < KXjU
= v (Ppt pt): (4.16)
We therefore assume that  > 1 in the rest of the section.
Let us ﬁrst restrict the solution space of (P) to Gaussian distributions. This
results in an optimization problem (PG1), or equivalently (PG2), deﬁned in Sec-
tion 4.2. For convenience, we shall work with the (PG2) formulation in this
section. First note that since restricting the solution space to Gaussian distribu-
tions can only increase the optimal value of the main optimization problem (P),
we immediately have
v (PG1) = v (PG2)  v (P): (4.17)
So, it sufﬁces to prove the reverse inequality. Let (B
1;B
2) be an optimal solution
to (PG2). As discussed in Section 4.2, (B
1;B
2) gives three matrices S;T; and W
which satisfy the properties in Theorem 7. Using these properties, the optimal
73value of (PG2) can be expressed as
v (PG2)
=

2
log
jKX   B
2j
jKX   B
1   B
2j
+
1
2
log
jKYj
jKY   B
2j
=

2
log
 [S;T]T (KX   B
2)[S;T]
 
j[S;T]T (KX   B
1   B
2)[S;T]j
+
1
2
log
 [S;W]TKY[S;W]
 
j[S;W]T (KY   B
2)[S;W]j
(4.18)
=

2
log
   
  
0
B
@
ST (KX   B
2)S 0
0 TT (KX   B
2)T
1
C
A
   
  

     
0
B
@
ST (KX   B
1   B
2)S 0
0 TT (KX   B
1   B
2)T
1
C
A

     
+
1
2
log
    
 
0
B
@
STKYS 0
0 WTKYW
1
C
A
    
 
 
    
0
B
@
ST (KY   B
2)S 0
0 WT (KY   B
2)W
1
C
A
  
   
(4.19)
=

2
log
 ST (KX   B
2)S



TT (KX   B
2)T


jST (KX   B
1   B
2)SjjTT (KX   B
1   B
2)Tj
+
1
2
log
 STKYS
  WTKYW
 
jST (KY   B
2)SjjWT (KY   B
2)Wj
=

2
log
 ST (KX   B
2)S
 
jSTDSj
+
1
2
log
 STKYS
 
jST (KY   B
2)Sj
; (4.20)
where
(4.18) follows because [S;T] and [S;W] are invertible,
(4.19) followsbecauseSandTarecross

(KX B
2);(KX B
1 B
2)
	
-orthogonal,
and S and W are cross

KY;(KY   B
2)
	
-orthogonal, and
74(4.20) follows from (4.10) and the facts that
T
T (KX   B

2)T = T
T (KX   B

1   B

2)T and
W
TKYW = W
T (KY   B

2)W:
4.3.1 Distortion Projection
The special structure to the optimal Gaussian solution of (PG2) suggests the use
of distortion projection to lower bound (P) by projecting the sources X and Y
on S and imposing the distortion constraint on the subspace spanned by the
columns of S. Let us deﬁne
~ X , S
TX;
~ Y , S
TY;
~ D , S
TDS;
~ B

1 , S
TB

1S;
~ B

2 , S
TB

2S;
~ M

1 ,
 
S
T (KX   B

2)S
 1
S
T (KX   B

2)M

1 (KX   B

2)S
 
S
T (KX   B

2)S
 1
;
and
~ M

2 ,
 
S
T (KY   B

2)S
 1
S
T (KY   B

2)M

2 (KY   B

2)S
 
S
T (KY   B

2)S
 1
:
Since S has full column rank, we immediately have that
K~ X;K ~ Y; ~ D  0;
~ B

1; ~ B

2 < 0; and
~ M

1; ~ M

2 < 0:
75The projected optimization problem ( ~ P) is now deﬁned as
( ~ P) , min
U;V
I(~ X;UjV) + I(~ Y;V)
subject to K~ XjU;V 4 ~ D and
~ X $ ~ Y $ V:
We next show that the main optimization problem (P) is lower bounded by the pro-
jected optimization problem ( ~ P). Since [S;T] and [S;W] are invertible and mutual
information is nonnegative, we obtain
I(X;UjV) + I(Y;V)
= I
 
S
TX;T
TX;UjV

+ I
 
S
TY;W
TY;V

= I
 
S
TX;UjV

+ I
 
T
TX;UjV;S
TX

+ I
 
S
TY;V

+ I
 
W
TY;VjS
TY

 I
 ~ X;UjV

+ I
 ~ Y;V

: (4.21)
Consider any (U;V) feasible for (P). Then
D < KXjU;V and (4.22)
X $ Y $ V (4.23)
Now (4.22) implies
~ D = S
TDS < S
TKXjU;VS = K~ XjU;V; (4.24)
76and (4.23) yields
0 = I (X;VjY)
= I
 
S
TX;VjY

+ I
 
T
TX;VjY;S
TX

 I
 
S
TX;VjY

(4.25)
= I
 
S
TX;VjS
TY;W
TY

(4.26)
= h
 
S
TXjS
TY;W
TY

  h
 
S
TXjV;S
TY;W
TY

 h
 
S
TXjS
TY

  h
 
S
TXjV;S
TY

(4.27)
= I
 
S
TX;VjS
TY

= I
 ~ X;Vj~ Y

 0; (4.28)
where
(4.25) and (4.28) follows because mutual information is nonnegative,
(4.26) follows because [S;W] is invertible, and
(4.27) follows because conditioning reduces entropy and we have from Theo-
rem 7 that WTY is independent of STY, which implies that WTY is also
independent of STX because X = Y + N.
Now (4.28) is equivalent to
~ X $ ~ Y $ V;
which together with (4.24) implies that (U;V) is feasible for ( ~ P). Hence, the
feasible set of (P) is contained in that of ( ~ P). Moreover, (4.21) above implies
that the objective of (P) is no less than that of ( ~ P). We therefore have that the
77projected optimization problem ( ~ P) lower bounds the main optimization problem (P),
i.e.,
v (P)  v( ~ P): (4.29)
By restricting the solution space of ( ~ P) to Gaussian distributions, we obtain its
Gaussian version
( ~ PG2) , min
~ B1;~ B2

2
log
jK~ X   ~ B2j
jK~ X   ~ B1   ~ B2j
+
1
2
log
jK ~ Yj
jK ~ Y   ~ B2j
subject to ~ Bi < 0 for all i 2 f1;2g; and
~ D < K~ X   ~ B1   ~ B2:
It is easy to verify that the projected optimal Gaussian solution (~ B
1; ~ B
2) is fea-
sible for ( ~ PG2) and it meets the projected distortion constraint ~ D with equality
from (4.10). We next show that (~ B
1; ~ B
2) is in fact optimal for ( ~ P).
Remark 4.1: If r = m, then there is no need for distortion projection because S
is invertible, and hence so is .
4.3.2 Source Enhancement
In this subsection, we use the KKT conditions (4.1) through (4.5) satisﬁed by
(B
1;B
2) to derive conditions that must be satisﬁed by (~ B
1; ~ B
2). These con-
ditions are then used to deﬁne the enhanced optimization problem, which lower
bounds ( ~ P). We show that the optimal solution to the enhanced optimization prob-
lem is Gaussian, in particular (~ B
1; ~ B
2) is optimal for the problem. This will in
turn prove that (~ B
1; ~ B
2) is optimal for ( ~ P). This approach of lower bounding is
referredtoasthesourceenhancement[18]andissimilartothechannelenhancement
idea of Weingarten et al. [16].
78We start with the following key lemma.
Lemma 8. For K~ X, K ~ Y, ~ D, ~ B
i, and ~ M
i, where i 2 f1;2g, deﬁned as above, the
following hold
Ir =

2
 
K~ X   ~ B

2
 1   ~ M

1 =
1
2
 
K ~ Y   ~ B

2
 1   ~ M

2; (4.30)
~ B

i ~ M

i = 0 for all i 2 f1;2g; and (4.31)
K~ X   ~ B

1   ~ B

2 = ~ D: (4.32)
Proof. See Appendix B.4.
Let K^ X and K ^ Y be two real symmetric matrices satisfying

2
 
K~ X   ~ B

2
 1   ~ M

1 =

2
 
K^ X   ~ B

2
 1 and (4.33)
1
2
 
K ~ Y   ~ B

2
 1   ~ M

2 =
1
2
 
K ^ Y   ~ B

2
 1: (4.34)
We now have the following lemma, which is similar to [16, Lemmas 11, 12].
Lemma 9. For K~ X, K ~ Y, K^ X, K ^ Y, ~ B
i, ~ M
i, i 2 f1;2g, deﬁned as above, and  > 1,
the following hold
K^ X   ~ B

2 =

2
Ir; (4.35)
K ^ Y   ~ B

2 =
1
2
Ir; (4.36)
K^ X  K ^ Y < K ~ Y  0; (4.37)
K^ X < K~ X  0; (4.38)
jK ~ Yj
jK ~ Y   ~ B
2j
=
jK ^ Yj
jK ^ Y   ~ B
2j
; and (4.39)
jK~ X   ~ B
2j
jK~ X   ~ B
1   ~ B
2j
=
jK^ X   ~ B
2j
jK^ X   ~ B
1   ~ B
2j
: (4.40)
Proof. See Appendix B.5.
79Let ^ X and ^ Y be two zero-mean Gaussian random vectors with covariance
matrices K^ X and K ^ Y, respectively. Since K^ X  K ^ Y from (4.37), we can write
^ X = ^ Y + ^ N;
where ^ N is a zero-mean Gaussian random vector with the covariance matrix
K ^ N = K^ X   K ^ Y =
   1
2
Ir
and is independent of ^ Y. Similarly, we can use (4.37) and (4.38) to relate ^ X and
^ Y with ~ X and ~ Y, respectively, and write
^ X = ~ X + N1 and
^ Y = ~ Y + N2;
where N1 and N2 are two zero-mean Gaussian random vectors with covariance
matrices
KN1 = K^ X   K~ X and
KN2 = K ^ Y   K ~ Y;
respectively, and they are independent of ~ X and ~ Y. Using (4.32), we deﬁne
^ D , ~ D + KN1 = K^ X   ~ B

1   ~ B

2: (4.41)
The enhanced optimization problem ( ^ P) is now deﬁned as
( ^ P) , min
U;V
I(^ X;UjV) + I(^ Y;V)
subject to K^ XjU;V 4 ^ D and
^ X $ ^ Y $ V:
We next show that ( ^ P) lower bounds ( ~ P). Consider any (U;V) feasible for ( ~ P).
Without loss of optimality, we can assume that the joint distribution between
~ X; ~ Y;U; and V is
~ p , p~ X; ~ YpUj~ X;VpVj ~ Y:
80Now, ~ p induces two conditional distributions as follows
pVj ^ Y =
Z
~ Y
pVj ~ Yp ~ Yj ^ Y
pUj^ X;V =
Z
~ X
pUj~ X;Vp~ Xj^ X;V;
where
p~ Xj^ X;V =
p~ X;^ XpVj~ X R
~ X p~ X;^ XpVj~ X
:
Then
^ p , p^ X; ^ YpUj^ X;VpVj ^ Y
is a joint distribution between ^ X; ^ Y;U; and V. It is clear that ^ p satisﬁes the
Markov condition
^ X $ ^ Y $ V: (4.42)
Moreover, (4.41) and the distortion constraint in the deﬁnition of ( ~ P) yield
K^ XjU;V = K~ XjU;V + KN1 4 ~ D + KN1 = ^ D: (4.43)
We next use the chain rule of mutual information to obtain
I(~ X; ^ X;UjV) = I(^ X;UjV) + I(~ X;UjV; ^ X)
= I(~ X;UjV) + I(^ X;UjV; ~ X)
= I(~ X;UjV)
and
I(~ Y; ^ Y;V) = I(^ Y;V) + I(~ Y;Vj^ Y)
= I(~ Y;V) + I(^ Y;Vj~ Y)
= I(~ Y;V):
81Since mutual information is nonnegative, these imply that
I(~ X;UjV)  I(^ X;UjV) (4.44)
and
I(~ Y;V)  I(^ Y;V) (4.45)
Now (4.42) and (4.43) together imply that the distribution ^ p, and hence (U;V),
is feasible for ( ^ P). Therefore, the feasible set of ( ~ P) is contained in that of ( ^ P).
Moreover, (4.44) and (4.45) assert that the objective value of ( ^ P) is no more than
that of ( ~ P). We therefore conclude that the enhanced optimization problem ( ^ P)
lower bounds the projected optimization problem ( ~ P), i.e.,
v( ~ P)  v( ^ P): (4.46)
Remark 4.2: If r < m = r + p, then there is no need to enhance the source ~ X
and the distortion ~ D because M
1 = TT
T from Corollary 1, and hence ~ M
1 = 0.
Similarly, if r < m = r + q, then there is no need to enhance the source ~ Y
because M
2 = WW
T from Corollary 1 again, and hence ~ M
2 = 0. Finally, if
r < m = r + p = r + q, then there is no need for source enhancement.
4.3.3 Oohama’s Approach
We now apply Oohama’s approach [11] to prove that (~ B
1; ~ B
2) is optimal for ( ^ P):
The objective of ( ^ P) can be decomposed as
I
 ^ X;UjV

+ I
 ^ Y;V

= I
 ^ X;U;V

 

I
 ^ X;V

  I
 ^ Y;V

: (4.47)
We next deﬁne two subproblems that are used to lower bound the enhanced
optimization problem ( ^ P). The ﬁrst subproblem ( ^ P1) minimizes the ﬁrst mutual
82information in the right-hand-side of (4.47) subject to the distortion constraint
in ( ^ P) and the second subproblem ( ^ P2) maximizes the expression within the
parenthesis in the right-hand-side of (4.47) subject to the Markov condition in
( ^ P). In other words, ( ^ P1) is deﬁned as
( ^ P1) , min
U;V
I
 ^ X;U;V

subject to K^ XjU;V 4 ^ D;
and ( ^ P2) is deﬁned as
( ^ P2) , max
V
I
 ^ X;V

  I
 ^ Y;V

subject to ^ X $ ^ Y $ V:
It is clear from the decomposition in (4.47) and from the deﬁnitions of ( ^ P);( ^ P1);
and ( ^ P2) that ( ^ P1) and ( ^ P2) lower bound ( ^ P), i.e.,
v( ^ P)  v( ^ P1)   v( ^ P2): (4.48)
We now give two lemmas about the optimal solutions to subproblems ( ^ P1) and
( ^ P2).
Lemma 10. A Gaussian (U;V) with the conditional covariance matrix
K^ XjU;V = K^ X   ~ B

1   ~ B

2 = ^ D
is optimal for the subproblem ( ^ P1), and the optimal value is
v( ^ P1) =

2
log
 K^ X
 
 ^ D
  : (4.49)
Proof. See Appendix B.6.
Lemma 11. A Gaussian V with the conditional covariance matrix
K ^ YjV = K ^ Y   ~ B

2
83is optimal for the subproblem ( ^ P2), and the optimal value is
v( ^ P2) =

2
log
jK^ Xj
 K^ X   ~ B
2
   
1
2
log
jK ^ Yj
 K ^ Y   ~ B
2
 : (4.50)
Proof. See Appendix B.7.
Substituting (4.49) and (4.50) into (4.48), we obtain
v( ^ P) 

2
log
 K^ X   ~ B
2
 
 ^ D
  +
1
2
log
 K ^ Y
 
 K ^ Y   ~ B
2
 
=

2
log
 K~ X   ~ B
2
 
 ~ D
  +
1
2
log
 K ~ Y
 
 K ~ Y   ~ B
2
  (4.51)
= v
 
PG2

; (4.52)
where
(4.51) follows from (4.32), (4.39), (4.40), and (4.41), and
(4.52) follows from (4.20).
We conclude from (4.29), (4.46), and (4.52) that
v (P)  v (PG2):
It now follows from this and (4.17) that
v (P) = v (PG1) = v (PG2); (4.53)
which proves that a Gaussian (U;V) is optimal for the main optimization problem
(P). This completes the proof of Theorem 8.
844.4 Converse Proof of the Main Result
We start with the following outer bound.
Lemma 12. If the rate-distortion vector (R1;R2;D) is achievable then there exist ran-
dom vectors U and V such that
R1  I(X;UjV);
R2  I(Y;V);
D < KXjU;V; and
X $ Y $ V:
The proof of the lemma is similar to Lemma 4 and is omitted. We are now
ready to prove the converse of the ﬁrst equality in Theorem 6. If (R1;R2;D) is
achievable, then
R1 + R2  v (P) (4.54)
=
8
> <
> :
v (Ppt pt) if 0    1
v (PG1) if  > 1
(4.55)
= R
(D;); (4.56)
where
( 4.54) follows from Lemma 12, and
( 4.55) follows from (4.16) and (4.53).
And if (R1;R2;D) 2 RD, then (4.56) again holds because R(D;) is continuous
85in D. So, (4.56) is a lower bound for any (R1;R2) in the rate region R(D). Hence,
R(D;) = inf
(R1;R2)2R(D)
R1 + R2
 R
(D;):
This completes the proof of the ﬁrst equality in Theorem 6.
Remark 4.3: It follows from Theorem 6 that one can add the constraints
U $ X $ Y $ V and
(U;V;X;Y) are jointly Gaussian
to the optimization problem
(P) , min
U;V
I(X;UjV) + I(Y;V)
subject to KXjU;V 4 D and
X $ Y $ V;
without changing its optimal value.
4.5 Solution for the General Case
In this section, we lift the assumptions on KX;KY; and D and allow them to
be any positive semideﬁnite matrices. We shall show that the Gaussian achiev-
able scheme is optimal for this general problem. For this section, we denote
the rate region of the problem by R(KX;KY;D): Note that KX and KY com-
pletely specify the joint distribution of X and Y because we continue to assume
that X = Y + N. Similarly, RG (KX;KY;D) is used to denote the rate region
achieved by the Gaussian achievable scheme. We use R(KX;KY;D;) and
86RG (KX;KY;D;) to denote the two minimum weighted sum-rates. Likewise,
we denote the set S deﬁned in Section 2.3 by S(KX;KY;D). We use similar
notation later in the section. We start with the following extension.
Theorem 9. If KX and D are positive deﬁnite, and KY is positive semideﬁnite, then
R(KX;KY;D;) = RG (KX;KY;D;):
Proof. It sufﬁces to prove that
R(KX;KY;D;)  RG (KX;KY;D;):
If KY is positive deﬁnite (hence nonsingular), then the result follows from The-
orem 6. We therefore assume that KY is singular and has a rank p < m. The
eigen decomposition of KY is
KY = QQ
T;
where Q is an orthogonal matrix and
 = Diag(1;:::;p;0;:::;0):
Let us partition Q as
Q = [Q1;Q2];
where Q1 is an m  p matrix. Let us deﬁne
Q
TKNQ ,
0
B
@
E FT
F G
1
C
A;
where E; F; and G are submatrices of dimensions p  p, (m   p)  p, and (m  
p)  (m   p), respectively. Since QT
2KYQ2 = 0 and X = Y + N; we have that
G = Q
T
2KNQ2 = Q
T
2KXQ2  0;
87i.e., G is positive deﬁnite. Using this, we deﬁne
A ,
0
B
@
Ip  FTG 1
0 Im p
1
C
AQ
T:
A deﬁnes a transformed problem in which the transformed sources are
 X , AX and
 Y , AY;
which satisfy
 X =  Y +  N;
where  N , AN; and the transformed distortion matrix is
 D , ADA
T:
The covariance matrix of the transformed source  Y is
K  Y = AKYA
T =  =
0
B
@
1 0
0 0
1
C
A;
where
1 , Diag(1;:::;p);
and the covariance matrix of  N is
K  N = AKNA
T
=
0
B
@
Ip  FTG 1
0 Im p
1
C
A
0
B
@
E FT
F G
1
C
A
0
B
@
Ip 0
 G 1F Im p
1
C
A
=
0
B
@
E   FTG 1F 0
0 G
1
C
A:
88Usingthese, thecovariancematrixofthetransformedsource  Xcanbeexpressed
as
K X = K  Y + K  N
=
0
B
@
1 + E   FTG 1F 0
0 G
1
C
A:
Since A is invertible, the above transformation is information lossless, and
hence the transformed problem is equivalent to the original problem. There-
fore,
R(KX;KY;D;) = R
 
K X;K  Y;  D;

and
RG (KX;KY;D;) = RG
 
K X;K  Y;  D;

:
So, it is sufﬁcient to prove that
R
 
K X;K  Y;  D;

 RG
 
K X;K  Y;  D;

:
Let us deﬁne the following matrices
K  N
(n)
1 ,
0
B
@
0 0
0 1
nG
1
C
A and
K  N
(n)
2 ,
0
B
@
E   FTG 1F 0
0
 
1   1
n

G
1
C
A;
where n is a positive integer. It is clear that these matrices are positive semidef-
inite and they satisfy
K  N = K  N
(n)
1 + K  N
(n)
2 :
Let  N
(n)
1 and  N
(n)
2 be zero-mean vector Gaussian sources with covariance matri-
ces K  N
(n)
1 and K  N
(n)
2 ; respectively. In addition, suppose they are independent of
89each other and all other vector Gaussian sources. We can then write
 X =  Y +  N
(n)
1 +  N
(n)
2 :
Let us consider a new problem in which encoder 1 has access to  X; encoder 2
has access to

 Y;  N
(n)
1

; and the distortion constraint on  X is  D: This problem is
clearly a relaxation to the original problem because encoder 2 has access to more
information about  X than the original problem. In other words, any feasible
scheme for the original problem is also feasible for this new problem. Now
since there is no distortion constraint on  Y and the sufﬁcient statistic of  X in

 Y;  N
(n)
1

is  Y +  N
(n)
1 , this new problem is equivalent to the problem in which
encoder 2, instead of

 Y;  N
(n)
1

, has access to the sum  Y +  N
(n)
1 : Let us denote
this sum by  Y(n), i.e.,
 Y
(n) ,  Y +  N
(n)
1 ;
which has a positive deﬁnite covariance matrix
K  Y(n) = K  Y + K  N
(n)
1 =
0
B
@
1 0
0 1
nG
1
C
A:
It follows that
R
 
K X;K  Y(n);  D;

 R
 
K X;K  Y;  D;

:
Since this is true for all n and R
 
K X;K  Y(n);  D;

is monotonically increasing
in n, we obtain
lim
n!1R
 
K X;K  Y(n);  D;

 R
 
K X;K  Y;  D;

: (4.57)
Since K X;K  Y(n); and  D are positive deﬁnite, the conclusion of Theorem 6 holds
for this sequence of relaxed problems, i.e., for each n
R
 
K X;K  Y(n);  D;

= RG
 
K X;K  Y(n);  D;

:
90This and (4.57) together imply that
lim
n!1RG
 
K X;K  Y(n);  D;

 R
 
K X;K  Y;  D;

: (4.58)
Now for each n, there exists
 
U(n);V(n)
in S
 
K X;K  Y(n);  D

such that
RG
 
K X;K  Y(n);  D;

= I
  X;U
(n)jV
(n)
+ I
  Y
(n);V
(n)
: (4.59)
Since  X;  Y(n);U(n); and V(n) are jointly Gaussian, we can without loss of gener-
ality parameterize them by positive semideﬁnite matrices B1 and B2 as in the
deﬁnition(PG2). ThesematriceslieinacompactsetbecausetheysatisfytheKKT
conditions that are continuous, and they are bounded as B1 + B2  K X. There-
fore, there exists a subsequence of K  Y(n) along which
 
U(n);V(n)
converges to
(U;V) in S
 
K X;K  Y;  D

. Since the right-hand-side of (4.59) is continuous in
  Y(n);U(n);V(n)
, this implies
lim
n!1RG
 
K X;K  Y(n);  D;

= I
  X;UjV

+ I
  Y;V

 RG
 
K X;K  Y;  D;

: (4.60)
It now follows from (4.58) and (4.60) that
R
 
K X;K  Y;  D;

 RG
 
K X;K  Y;  D;

:
This proves Theorem 9.
We next use Theorem 9 to prove our result for the most general case of the
problem.
Theorem 10. For any positive semideﬁnite KX, KY, and D, we have
R(KX;KY;D;) = RG (KX;KY;D;):
91Proof. LetussupposethattherankofKX isp  m. SinceKX ispositivesemidef-
inite, its eigen decomposition is
KX = QQ
T;
where Q is an orthogonal matrix and
 = Diag(1;:::;p;0;:::;0):
Let us partition Q as
Q , [Q1;Q2];
where Q1 is an m  p matrix. Since QT
2KXQ2 = 0 and X = Y + N; we have
Q
T
2KYQ2 = Q
T
2KNQ2 = 0;
which implies that
Q
TKYQ =
0
B
@
QT
1KYQ1 0
0 0
1
C
A and
Q
TKNQ =
0
B
@
QT
1KNQ1 0
0 0
1
C
A:
Let us deﬁne
Q
TDQ ,
0
B
@
E FT
F G
1
C
A;
where E; F; and G are submatrices of dimensions p  p, (m   p)  p, and (m  
p)  (m   p), respectively. We need the following lemma.
Lemma 13. [50, Appendix A.5.5, p. 651] QTDQ < 0 if and only if
G < 0;
E   F
TG
+F < 0; and
(Im p   GG
+)F = 0;
92where G+ is the pseudo-inverse or Moore-Penrose inverse of G [50, Appendix A.5.4, p.
649].
Let
T ,
0
B
@
T1
T2
1
C
A ,
0
B
@
Ip  FTG+
0 Im p
1
C
AQ
T;
where T1 is a p  m matrix. Using this, we obtain a transformed problem in
which the transformed sources are
 X ,
0
B
@
X1
X2
1
C
A ,
0
B
@
T1X
T2X
1
C
A = TX and
 Y ,
0
B
@
Y1
Y2
1
C
A ,
0
B
@
T1Y
T2Y
1
C
A = TY:
Using Lemma 13, we obtain the transformed distortion matrix
 D , TDT
T
=
0
B
@
Ip  FTG+
0 Im p
1
C
AQ
TDQ
0
B
@
Ip 0
 G+F Im p
1
C
A
=
0
B
@
Ip  FTG+
0 Im p
1
C
A
0
B
@
E FT
F G
1
C
A
0
B
@
Ip 0
 G+F Im p
1
C
A
=
0
B
@
E   FTG+F 0
0 G
1
C
A
=
0
B
@
D1 0
0 D2
1
C
A; (4.61)
where
D1 , E   F
TG
+F and
D2 , G:
93The covariance matrix of the transformed source  X is
K X = TKXT
T
=
0
B
@
Ip  FTG+
0 Im p
1
C
AQ
TKXQ
0
B
@
Ip 0
 G+F Im p
1
C
A
=
0
B
@
Ip  FTG+
0 Im p
1
C
A
0
B
@
1 0
0 0
1
C
A
0
B
@
Ip 0
 G+F Im p
1
C
A
=
0
B
@
1 0
0 0
1
C
A;
where
1 , Diag(1;:::;p);
and the covariance matrix of the transformed source  Y is
K  Y = TKYT
T
=
0
B
@
Ip  FTG+
0 Im p
1
C
AQ
TKYQ
0
B
@
Ip 0
 G+F Im p
1
C
A
=
0
B
@
Ip  FTG+
0 Im p
1
C
A
0
B
@
QT
1KYQ1 0
0 0
1
C
A
0
B
@
Ip 0
 G+F Im p
1
C
A
=
0
B
@
QT
1KYQ1 0
0 0
1
C
A:
It follows that X2 and Y2 are deterministic. So, we can set
X2 = Y2 = 0:
94Since T is invertible, the distortion constraint is equivalent to
TDT
T <
1
n
n X
i=1
E

 X
n(i)   ^  X
n(i)

 X
n(i)   ^  X
n(i)
T
=
1
n
n X
i=1
E
2
6
4
0
B
@
Xn
1(i)   ^ Xn
1(i)
0
1
C
A
0
B
@
Xn
1(i)   ^ Xn
1(i)
0
1
C
A
T3
7
5
=
0
B
@
1
n
Pn
i=1 E

Xn
1(i)   ^ Xn
1(i)

Xn
1(i)   ^ Xn
1(i)
T
0
0 0
1
C
A: (4.62)
Since D1 and D2 are positive semideﬁnite from Lemma 13, (4.61) and (4.62)
imply that the equivalent distortion constraint is
D1 <
1
n
n X
i=1
E

X
n
1(i)   ^ X
n
1(i)

X
n
1(i)   ^ X
n
1(i)
T
:
Since T is invertible, the above transformation is information lossless, and
hence the transformed problem is equivalent to the original problem. Moreover,
the transformed problem is essentially p-dimensional with the sources X1 and
Y1, and the distortion matrix D1 such that
KX1 = 1  0 and
X1 = Y1 + N1;
where N1 , T1N. We therefore have that
R(KX;KY;D;) = R(KX1;KY1;D1;) and (4.63)
RG (KX;KY;D;) = RG (KX1;KY1;D1;): (4.64)
Since KX1 is positive deﬁnite, if D1 is singular, then the right-hand side of (4.63)
and (4.64) are both inﬁnite, so the conclusion trivially holds. Otherwise, we
have that KX1 and D1 are positive deﬁnite and KY1 is positive semideﬁnite. In
95that case Theorem 9 implies that
R(KX1;KY1;D1;) = RG (KX1;KY1;D1;):
This together with (4.63) and (4.64) establishes the desired equality
R(KX;KY;D;) = RG (KX;KY;D;):
Theorem 10 is thus proved.
96CHAPTER 5
DISTRIBUTED HYPOTHESIS TESTING
In this chapter, we formulate the distributed hypothesis testing problem, and
state and prove all results. We start with the L-encoder general hypothesis
testing problem. We then give the inner and outer bounds for a class of prob-
lems, namely L-encoder hypothesis testing against conditional independence.
We prove that the inner and outer bounds coincide for three special instances of
the problems. We also give an outer bound for a class of the general problem.
The numerical examples show that the outer bound is quite close to known in-
ner bounds in some cases. We end this chapter by extending the test against
independence result of Ahlswede and Csisz´ ar to vector Gaussian case.
5.1 Notation
We continue to use the notation deﬁned in Section 2.1. In addition, we use the
following notation in this chapter. For a random variable X, Xn(ic) denotes all
but the ith component of Xn. We use L to denote the set f1;:::;Lg. For S  L,
Sc denotes the complement set LnS and Xn
S(i) denotes (Xn
l (i))l2S. When S = L,
we simply write Xn
L(i) as Xn(i). Likewise when S = flg, we write Xn
flg(i) and
Xn
flgc(i) as Xn
l (i) and Xn
lc(i), respectively. 1A denotes the indicator function of an
event A. RL
+ is used to denote the positive orthant in L-dimensional Euclidean
space. For 0  p  1, Hb(p) denotes the binary entropy function deﬁned as
Hb(p) ,  plogp   (1   p)log(1   p):
WeuseN(m;K)todenotethep.d.f. ofaGaussianrandomvectorwiththemean
m and the covariance matrix K. All entropy and mutual information quantities
97are under the null hypothesis, H0, unless otherwise stated.
5.2 L-Encoder General Hypothesis Testing
Let (X1;:::;XL;Y ) be a generic source taking values in
QL
l=1 Xl  Y, where
X1;:::;XL; and Y are ﬁnite sets. The distribution of the source is PX1:::XLY under
the null hypothesis H0 and is QX1:::XLY under the alternate hypothesis H1, i.e.,
H0 : PX1:::XLY
H1 : QX1:::XLY:
Let f(Xn
1(i);:::;Xn
L(i);Y n(i))g
n
i=1 be an i.i.d. sequence of random vectors with
the distribution at a single stage being the same as that of (X1;:::;XL;Y ).
As depicted in Fig. 1.3, encoder l observes Xn
l , then sends a message to the
detector using an encoding function
f
(n)
l : X
n
l 7!
n
1;:::;M
(n)
l
o
:
Y n is available at the detector which uses it and the messages from the encoders
to make a decision between the hypotheses based on a decision rule
g
(n) (m1;:::;mL;y
n) =
8
> <
> :
H0 if (m1;:::;mL;yn)is in A
H1 otherwise,
where
A 
L Y
l=1
n
1;:::;M
(n)
l
o
 Y
n
is the acceptance region for H0. The encoding functions f
(n)
l and the detector
g(n) are such that the type 1 error probability does not exceed a ﬁxed  in (0;1),
98i.e.,
P
f
(n)
l (Xn
l )

l2L
Y n(A
c)  ;
and the type 2 error probability does not exceed , i.e.,
Q
f
(n)
l (Xn
l )

l2L
Y n(A)  :
Deﬁnition 8. A rate-exponent vector
(R;E) = (R1;:::;RL;E)
is achievable for a ﬁxed  if for any positive  and sufﬁciently large n, there exist
encoding functions f
(n)
l and a detector g(n) such that
1
n
logM
(n)
l  Rl +  for all l in L; and
 
1
n
log  E   :
Let RE be the set of all achievable rate-exponent vectors for a ﬁxed . The rate-
exponent region RE is deﬁned as
RE ,
\
>0
RE:
Our goal is to characterize the region RE.
Remark 5.1: This formulation has an obvious asymmetry between the type
1 and type 2 error probabilities; the type 2 error probability is required to de-
crease to zero exponentially, but the type 1 error probability is only required to
decrease to zero at any rate. This is akin to Stein’s lemma [53, Theorem 11.8.3].
One could also consider the symmetric problem in which it is required that
both type 1 and type 2 error probabilities tend to zero exponentially with ex-
ponents E1 and E2, respectively, and the goal is to characterize all achievable
rate-exponent vectors (R1;:::;RL;E1;E2): This formulation has been studied
99previously and some results have been obtained for two special cases of the
problem, namely zero-rate and one-bit compression [26]. The general problem,
however, is difﬁcult even for the test against independence with L = 1. Schemes
for the asymmetric problem are applicable here, but the resultant achievable re-
gions will have Chernoff-type exponents [53, p. 384]. These exponents are dif-
ﬁcult to analyze, and proving their optimality, if they are in fact optimal, seems
outside the reach of existing techniques.
5.2.1 Entropy Characterization of the Rate-Exponent Region
We start with the entropy characterization of the rate-exponent region. We shall
use it later in the chapter to obtain inner and outer bounds. Deﬁne the set
RE ,
[
n
[

f
(n)
l

l2L
RE

n;

f
(n)
l

l2L

;
where
RE

n;

f
(n)
l

l2L

,
(
(R;E) : Rl 
1
n
log
  f
(n)
l (X
n
l )
   for all l in L; and
E 
1
n
D

P
f
(n)
l (Xn
l )

l2L
Y n
  Q
f
(n)
l (Xn
l )

l2L
Y n
)
:
(5.1)
We have the following Proposition.
Proposition 1.
RE = RE:
The proof of Proposition 1 is a straight-forward generalization of that of The-
orem 1 in [27] and is hence omitted. Ahlswede and Csisz´ ar [27] showed that for
100L = 1, the strong converse holds, i.e., RE is independent of . Thus, RE is
essentially a characterization for both RE and RE. One can expect the same
to hold for the problem under consideration. It however remains to be investi-
gated. We next study a class of instances of the problem before returning to the
general problem in Section 5.7.
5.3 L-Encoder Hypothesis Testing against Conditional Inde-
pendence
We consider a class of instances of the general problem, referred to as the L-
encoder hypothesis testing against conditional independence, and obtain inner
and outer bounds to the rate-exponent region. These bounds coincide and char-
acterize the region completely in some cases. Moreover, the outer bound for
this problem can be used to give an outer bound for a more general class of
problems, as we shall see later.
Let XL+1 and Z be discrete memoryless sources taking values in ﬁnite sets
XL+1 and Z, respectively such that (X;XL+1) and Y are conditionally indepen-
dent given Z under H1, and the distributions of (X;XL+1;Z) and (Y;Z) are the
same under both hypotheses, i.e.,
H0 : PXXL+1Y jZPZ
H1 : PXXL+1jZPY jZPZ:
The problem formulation is the same as before with Y replaced by (XL+1;Z;Y )
in it. The reason for focusing on this special case is that the relative entropy
in (5.1) becomes a mutual information, which simpliﬁes the analysis. Let RE
CI
101be the rate-exponent region of this problem. Here “CI” stands for conditional
independence. Let
RE
CI
 ,
[
n
[

f
(n)
l

l2L
RE
CI


n;

f
(n)
l

l2L

;
where
RE
CI


n;

f
(n)
l

l2L

,
(
(R;E) : Rl 
1
n
log

 f
(n)
l (X
n
l )

  for all l in L; and
E 
1
n
I

f
(n)
l (X
n
l )

l2L
;X
n
L+1;Y
n

 Z
n
)
:
We have the following corollary as a consequence of Proposition 1.
Corollary 2.
RE
CI = RE
CI
 :
With mutual information replacing relative entropy, the problem can be an-
alyzed using techniques from distributed rate-distortion. In particular, both in-
ner and outer bounds for that problem can be applied here.
5.3.1 Quantize-Bin-Test Inner Bound
Our inner bound is based on a simple scheme which we call the Quantize-
Bin-Test scheme. In this scheme, encoders, as in the Shimokawa-Han-Amari
scheme, quantize and then bin their observations, but the detector now per-
forms the test directly using the bins. The inner bound obtained is similar to the
generalized Berger-Tung inner bound for distributed source coding [8, 9, 54].
Let i be the set of ﬁnite-alphabet random variables i = (U1;:::;UL;T) satisfy-
ing
102(C1) T is independent of (X;XL+1;Y;Z), and
(C2) Ul $ (Xl;T) $ (Ulc;Xlc;XL+1;Y;Z) for all l in L.
Deﬁne the set
RE
CI
i (i) ,

(R;E) :
X
l2S
Rl  I (XS;USjUSc;XL+1;Z;T) for all S  L; and
E  I (Y ;U;XL+1jZ;T)

and let
RE
CI
i ,
[
i2i
RE
CI
i (i):
The following lemma asserts that RE
CI
i is computable and closed.
Lemma 14. (a) RE
CI
i remains unchanged if we impose the following cardinality
bound on (U;T) in i
jUlj  jXlj + 2
L   1 for all l in L; and
jT j  2
L:
(b) RE
CI
i is closed.
Proof. See Appendix C.1.
Although the cardinality bound is exponential in the number of encoders,
one can obtain an improved bound by exploiting the contra-polymatroid struc-
ture of RE
CI
i [55, 56]. We do not do so here because it is technically involved and
we just want to prove that RE
CI
i is computable. The following theorem gives an
inner bound to the rate-exponent region.
103Theorem 11.
RE
CI
i  RE
CI:
Proof. See Appendix C.2.
Remark 5.2: Although our inner bound is for the special case of the test
against conditional independence, it can be generalized for the general case.
But, the inner bound thus obtained will be quite complicated with competing
exponents, and it is not needed in this work.
It is worth pointing out that the Quantize-Bin-Test scheme is in general sub-
optimal for problems in which encoders’ observations have common random-
ness, i.e., there exist deterministic functions of encoders’ observations that is
common to encoders. However, it is straightforward to generalize this scheme
by using the idea from the common-component scheme for distributed source
coding problems [49].
5.3.2 Outer Bound
Let o be the set of ﬁnite-alphabet random variables o = (U;W;T) satisfying
(C3) (W;T) is independent of (X;XL+1;Y;Z), and
(C4) Ul $ (Xl;W;T) $ (Ulc;Xlc;XL+1;Y;Z) for all l in L,
and let  be the set of ﬁnite-alphabet random variable X such that
X1;:::;XL;XL+1;Y are conditionally independent given (X;Z). Note that 
104is nonempty because it contains (X;XL+1). For a given X in  and o in o, the
joint distribution of X, (X;XL+1;Y;Z), and o satisfy the Markov condition
X $ (X;XL+1;Y;Z) $ o:
Deﬁne the set
RE
CI
o (X;o) ,

(R;E) :
X
l2S
Rl  I (X;USjUSc;XL+1;Z;T)
+
X
l2S
I (Xl;UljX;W;XL+1;Z;T) 8 S  L; and
E  I (Y ;U;XL+1jZ;T)

:
Also let
RE
CI
o ,
\
X2
[
o2o
RE
CI
o (X;o):
We have the following outer bound to the rate-exponent region.
Theorem 12.
RE
CI
  RE
CI
o :
And therefore
RE
CI  RE
CI
o :
Proof. The proof of the ﬁrst inclusion is presented in Appendix C.3. The ﬁrst
inclusion and Corollary 2 imply the second inclusion.
This outer bound is similar to an outer bound for multiterminal source cod-
ing obtained by Wagner and Anantharam [37]. As noted there, the key step is
the introduction of the auxiliary random variable X, which, unlike most auxil-
iary random variables, does not represent a component of the code. Rather, it is
105used to induce conditional independence among the observations. Conditional
independence is a useful simplifying assumption in distributed detection [57]
and multiterminal source coding [13, 38, 39, 41, 42, 43, 44]. This paper will show
that it is also useful here. The utility of this bound is that it allows us to handle
problems that lack an intrinsic conditional independence. The bound tends to
be tightest when the problem already contains the right conditional indepen-
dence structure. The next three sections provide examples. In Section 5.7, we
will see how to extend the outer bound to a more general setting.
5.4 1-Encoder Hypothesis Testing against Conditional Inde-
pendence
In this section, we study a special case in which L = 1. This problem is the
conditional version of the test against independence studied by Ahlswede and
Csisz´ ar [27]. The conditional version however is complicated because of the
binning process. We prove that the inner and outer bounds coincide for this
problem, whichinturnprovesthattheQuantize-Bin-Testschemeisoptimal. We
also prove that in this case the Shimokawa-Han-Amari inner bound simpliﬁes
to the Quantize-Bin-Test inner bound, establishing that the Shimokawa-Han-
Amari scheme is also optimal.
1065.4.1 Rate-Exponent Region
Theorem 13.
RE
CI = RE
CI
o = RE
CI
i (5.2)
= g RE
CI
,
n
(R1;E) : there exists U1 such that
R1  I(X1;U1jX2;Z);
E  I(Y ;U1;X2jZ); (5.3)
jU1j  jX1j + 1; and
U1 $ X1 $ (X2;Y;Z)
o
:
Proof. To show (5.2), it sufﬁces to show that
RE
CI
o  RE
CI
i ;
because RE
CI
i is closed from Lemma 14(b). Consider (R1;E) in RE
CI
o . Take
X = X2. It is evident that X2 is in . Then there exists o = (U1;W;T) in o such
that (R1;E) is in RE
CI
o (X2;o), i.e.,
R1  I(X2;U1jX2;Z;T) + I(X1;U1jX2;Z;W;T)
= I(X1;U1jX2;Z;W;T);
and
E  I(Y ;U1;X2jZ;T)
= H(Y jZ;T)   H(Y jU1;X2;Z;T)
 H(Y jZ;W;T)   H(Y jU1;X2;Z;W;T) (5.4)
= I(Y ;U1;X2jZ;W;T);
107where (5.4) follows from conditioning reduces entropy and the fact that (Y;Z)
is independent of (W;T). If we set ~ T = (W;T), then it is easy to verify that
i = (U1; ~ T) is in i and we have
R1  I(X1;U1jX2;Z; ~ T) and (5.5)
E  I(Y ;U1;X2jZ; ~ T): (5.6)
Therefore, (R1;E) is in RE
CI
i (i), which implies that (R1;E) is in RE
CI
i . This
completes the proof of (5.2).
To prove (5.3), it sufﬁces to show that
RE
CI
i  g RE
CI
:
The reverse containment immediately follows if we restrict T to be deterministic
in the deﬁnition of RE
CI
i . Continuing from the proof of (5.2), let ~ U1 = (U1; ~ T).
Since (U1; ~ T) is in i, we have that ~ T is independent of (X1;X2;Y;Z) and that
U1 $ (~ T;X1) $ (X2;Y;Z):
Both together imply that
~ U $ X1 $ (X2;Y;Z):
We next have from (5.5) that
R1  I(X1;U1jX2;Z; ~ T)
= I(X1;U1jX2;Z; ~ T) + I(X1; ~ TjX2;Z) (5.7)
= I(X1;U1; ~ TjX2;Z)
= I(X1; ~ U1jX2;Z);
where (5.7) follows because ~ T is independent of (X1;X2;Y;Z). And (5.6) simi-
larly yields
E  I(Y ; ~ U1;X2jZ):
108Using the support lemma [58, Lemma 3.4, pp. 310] as in the proof of Lemma
14(a), we can obtain the cardinality bound
j ~ U1j  jX1j + 1:
We thus conclude that (R1;E) is in g RE
CI
.
5.4.2 Related Source Coding Problem
Decoder
Encoder 0
Encoder 1
Figure 5.1: Related source coding problem.
The conclusion of Theorem 13 can be used to relate the problem to a source
codingproblemwhichisdepictedinFig. 5.1. Hereencoders0and1respectively
compress i.i.d. strings distributed according to Y and X1 and send messages to
the decoder at rates R0 and R1, respectively. The decoder losslessly reproduces
the Y string using the two messages and the side information (X2;Z). We are
interested in characterizing the rate region of this problem. This problem is a
generalization of the source coding problem studied by Ahlswede and K¨ orner
[59]. It follows from the generalization of their result that the rate region of this
109problem is
R
SC ,
n
(R0;R1) : there exists U1 such that
R1  I(X1;U1jX2;Z);
R0  H(Y jU1;X2;Z);
jU1j  jX1j + 1; and
U1 $ X1 $ (X2;Y;Z)
o
:
On comparing the rate region RSC with the rate-exponent region RE
CI in The-
orem 13, we can conclude that there is a one-to-one correspondence between
the two if we replace R0 with H(Y jZ)   E and vice versa. Hence, the converse
proof of the source coding problem applies to the hypothesis testing problem
at hand. This is the key behind all converse results in this chapter. Ahlswede
and Csisz´ ar ﬁrst observed this relation in [27]. Tian and Chen [45] later used it
under the successive reﬁnement setting.
5.4.3 Optimality of Shimokawa-Han-Amari Scheme
The Shimokawa-Han-Amari scheme operates as follows. Consider a test chan-
nel PU1jX1, a sufﬁciently large block length n, and  > 0. Let  R1 = I(X1;U1) + .
To construct the codebook, we ﬁrst generate 2n  R1 independent codewords Un
1 ,
each according to
Qn
i=1 PU1(u1i), and then distribute them uniformly into 2nR1
bins. The codebook and the bin assignment are revealed to the encoder and
the detector. The encoder ﬁrst quantizes Xn
1 by selecting a codeword Un
1 that
is jointly typical with it. With high probability, there will be at least one such
codeword. The encoder then sends to the detector the index of the bin to which
the codeword Un
1 belongs. The joint type of (Xn
1;Un
1 ) is also sent to the detector,
110which requires zero additional rate asymptotically. The detector ﬁnds a code-
word ^ Un
1 in the bin that minimizes the empirical entropy H(Un
1 ;Y n). It then
performs the test and declares H0 if and only if both (Xn
1;Un
1 ) and (Y n; ^ Un
1 ) are
jointly typical under H0. The inner bound thus obtained is as follows. Deﬁne
A(R1) ,
n
U1 : R1  I(X1;U1jX2;Y;Z); U1 $ X1 $ (X2;Y;Z); and
jU1j  jX1j + 1
o
B(U1) ,
n
P~ U1 ~ X1 ~ X2 ~ Y ~ Z : P~ U1 ~ X1 = PU1X1 and P~ U ~ X2 ~ Y ~ Z = PU1X2Y Z
o
; and
C(U1) ,
n
P~ U1 ~ X1 ~ X2 ~ Y ~ Z : P~ U1 ~ X1 = PU1X1; P ~ X2 ~ Y ~ Z = PX2Y Z; and
H(~ U1j ~ X2; ~ Y ; ~ Z)  H (U1jX2;Y;Z)
o
:
In addition, deﬁne the exponents


1(U1) , min
P ~ U1 ~ X1 ~ X2 ~ Y ~ Z2B(U1)
D
 
P~ U1 ~ X1 ~ X2 ~ Y ~ ZkPU1jX1PX1X2jZPY jZPZ



2(U1) ,
8
> <
> :
+1 if R1  I(U1;X1)
2(U1) otherwise
2(U1) , [R1   I(X1;U1jX2;Y;Z)]
+
+ min
P ~ U1 ~ X1 ~ X2 ~ Y ~ Z2C(U1)
D
 
P~ U1 ~ X1 ~ X2 ~ Y ~ ZkPU1jX1PX1X2jZPY jZPZ

:
Finally, deﬁne
ESHA(R1) , max
U12A(R1)
min (

1(U1);

2(U1)):
Recall that 
2(U1) and 
1(U1) are the exponents associated with type 2 errors due
to binning errors and assuming correct decoding of the codeword, respectively.
Theorem 14. [29] (R1;E) is in the rate-exponent region if
E  ESHA(R1):
111Figure 5.2: Shimokawa-Han-Amari achievable region for a ﬁxed PU1jX1:
Fig. 5.2 shows the Shimokawa-Han-Amari achievable exponent as a func-
tion of the rate assuming a ﬁxed channel PU1jX1 is used for quantization. This is
simply Fig. 1.4 particularized to the 1-encoder hypothesis testing against condi-
tional independence problem. For rates R1  I(X1;U1jX2;Z), 
1(U1) dominates

2(U1) and there is no penalty for binning at these rates as the exponent stays the
same. Therefore, we can bin all the way down to the rate R1 = I(X1;U1jX2;Z)
without any loss in the exponent. However, if we bin further at rates R1 in
[I(X1;U1jX2;Y;Z);I(X1;U1jX2;Z)), then 
2(U1) dominates 
1(U1), the exponent
decreases linearly with R1, and the performance deteriorates all the way down
to a point at which the message from the encoder is useless. At this point, the
binning rate R1 equals I(X1;U1jX2;Y;Z) and the exponent equals I(Y ;X2jZ),
which is the exponent when the detector ignores the encoder’s message. This
competition between the exponents makes the optimality of the Shimokawa-
Han-Amari scheme unclear. We prove that it is indeed optimal by showing that
the Shimokawa-Han-Amari inner bound simpliﬁes to the Quantize-Bin-Test in-
112ner bound, which by Theorem 13 is tight. Let us deﬁne
A
(R1) ,
n
U1 : R1  I(X1;U1jX2;Z); U1 $ X1 $ (X2;Y;Z); andjU1j  jX1j+1
o
and
EQBT(R1) , max
U12A(R1)
I(Y ;U1;X2jZ):
We have the following theorem.
Theorem 15. If (R1;E) is in the rate-exponent region, then
E  EQBT(R1) = ESHA(R1):
Proof. The inequality follows from Theorem 13. To prove the equality, it is sufﬁ-
cient to show that
ESHA(R1)  EQBT(R1):
The reverse inequality follows from Theorems 13 and 14. Since conditioning
reduces entropy and any U1 in A(R1) satisﬁes the Markov chain
U1 $ X1 $ (X2;Y;Z);
we have
R1  I(X1;U1jX2;Z)
= H(U1jX2;Z)   H(U1jX1X2;Z)
 H(U1jX2;Y;Z)   H(U1jX1X2;Y;Z)
= I(X1;U1jX2;Y;Z);
which means that U1 is in A(R1). Hence, A(R1)  A(R1). This implies that
ESHA(R1) , max
U12A(R1)
min (

1(U1);

2(U1))
 max
U12A(R1)
min (

1(U1);

2(U1)): (5.8)
113Now the objective of the optimization problem in the deﬁnition of 
1(U1) can be
lower bounded as
D
 
P~ U1 ~ X1 ~ X2 ~ Y ~ ZkPU1jX1PX1X2jZPY jZPZ

 D
 
P~ U1 ~ X2 ~ Y ~ ZkPU1X2jZPY jZPZ

= D
 
PU1X2Y ZkPU1X2jZPY jZPZ

= I(Y ;U1;X2jZ):
The lower bound is achieved by the distribution PU1X2Y ZPX1jU1X2Z in B(U1).
Therefore,


1(U1) = I(Y ;U1;X2jZ):
Similarly, we can lower bound the optimization problem in the deﬁnition of
2(U1) as
D
 
P~ U1 ~ X1 ~ X2 ~ Y ~ ZkPU1jX1PX1X2jZPY jZPZ

 D
 
P ~ X2 ~ Y ~ ZkPX2jZPY jZPZ

= D
 
PX2Y ZkPX2jZPY jZPZ

= I(Y ;X2jZ);
and the lower bound is achieved by the distribution PX2Y ZPU1X1jX2Z in C(U1).
Therefore,
2(U1) = [R1   I(X1;U1jX2;Y;Z)]
+ + I(Y ;X2jZ):
Consider any U1 in A(R1): If R1  I(X1;U1), then
min (

1(U1);

2(U1)) = 

1(U1)
= I(Y ;U1;X2jZ): (5.9)
114And if I(X1;U1) > R1  I(X1;U1jX2;Z), then
min (

1(U1);

2(U1))
= min
 
I(Y ;U1;X2jZ);R1   I(X1;U1jX2;Y;Z) + I(Y ;X2jZ)

 min
 
I(Y ;U1;X2jZ);I(X1;U1jX2;Z)   I(X1;U1jX2;Y;Z) + I(Y ;X2jZ)

= min
 
I(Y ;U1;X2jZ);I(Y ;U1jX2;Z) + I(Y ;X2jZ)

= min
 
I(Y ;U1;X2jZ);I(Y ;U1;X2jZ)

= I(Y ;U1;X2jZ): (5.10)
Now (5.8) through (5.10) imply
ESHA(R1)  max
U12A(R1)
I(Y ;U1;X2jZ)
= EQBT(R1):
Theorem 15 is thus proved.
5.5 Gel‘fand and Pinsker Hypothesis Testing against Indepen-
dence
In some cases, it is possible to achieve the centralized performance, which is
obviously the best that we can hope for, even with data that is compressed in
a decentralized manner. For such problems, we would like to characterize the
rates for which we can compress the data and achieve the centralized perfor-
mance. We study one such problem in this section. We call this the Gel‘fand
and Pinsker hypothesis testing against independence problem, because it is re-
lated to the source coding problem studied by Gel‘fand and Pinsker [42]. This
problem is a special case of the L-encoder hypothesis testing against conditional
115independence problem. For this problem, we characterize the set of all rate vec-
tors that achieve the centralized type 2 error exponent, which is the exponent
attained by using the uncompressed data and is given by Stein’s lemma [53,
Theorem 11.8.3]. In particular, we show that the inner and outer bounds of Sec-
tion 5.3 associated with the centralized type 2 error exponent coincide.
We focus on a class of problems in which XL+1 and Z are deterministic and
there exists a function of X1, ..., XL, say X, such that under H0,
(C5) X1, ..., XL, Y are conditionally independent given X, and
(C6) for any ﬁnite-alphabet random variable U such that Y $ X $ U and
Y $ U $ X, we have H(XjU) = 0:
The condition (C5) is the usual conditional independence condition that has
been studied extensively in distributed source coding [13, 37, 38, 39, 40, 41].
Note that this condition also implies that X is a sufﬁcient statistic for Y given
X. The condition (C6) imposes an additional constraint on X. It is required that
under H0, X be a minimal sufﬁcient statistic for Y given X, i.e., X is a function
of every other sufﬁcient statistic.
Certainly not every X that satisﬁes (C6) satisﬁes (C5). And not every X
satisfying (C5) satisﬁes (C6). As an example, let W be a probability transition
matrix with distinct rows. Suppose that under H0, we have that X2, ..., XL and
Y are conditionally i.i.d. given X1 with conditional marginal W. Then choosing
X = X1 clearly satisﬁes (C5) and can be shown to satisfy (C6) (see Appendix
C.4 for the proof of similar result). Choose X to be the vector (X1;:::;XL), on
the other hand, satisﬁes (C5) but not (C6).
We shall now characterize the centralized rate region, the set of rate vectors
116that achieve the centralized type 2 error exponent I(X;Y ) = I(X;Y ), for this
class of problems. More precisely, we shall characterize the set

R : (R;I(X;Y )) 2 RE
CI	
;
denoted by RCI 
I(X;Y )

. Let us similarly deﬁne
R
CI
i
 
I(X;Y )

,

R : (R;I(X;Y )) 2 RE
CI
i
	
and
RCI
o
 
I(X;Y )

,
n
R : (R;I(X;Y )) 2 RE
CI
o
o
:
We need the following lemma.
Lemma 15. Condition (C6) is equivalent to
(C7) For any positive , there exists a positive  such that for all ﬁnite-alphabet random
variable U such that Y $ X $ U and I(X;Y jU)  , we have H(XjU)  :
Proof. See Appendix C.4.
Let us deﬁne a function
() , inf
n
 : for all ﬁnite-alphabet U such that Y $ X $ U and
I(X;Y jU)  ; we have H(XjU)  
o
:
It is clear that  is continuous at zero with the value (0) = 0: We have the
following theorem.
Theorem 16.
R
CI 
I(X;Y )

= R
CI
i
 
I(X;Y )

= RCI
o
 
I(X;Y )

:
117Proof. It sufﬁces to show that
RCI
o
 
I(X;Y )

 R
CI
i
 
I(X;Y )

:
Consider any R in RCI
o
 
I(X;Y )

, any positive , and X deﬁned as above. Then
there exists o = (U;W;T) in o such that (R1 + ;:::;RL + ;I(X;Y )   ) is in
RE
CI
o (X;o), i.e.,
X
l2S
(Rl + )  I(X;USjUSc;T) +
X
l2S
I(Xl;UljX;W;T) 8 S  L; and (5.11)
I(X;Y )     I(Y ;UjT): (5.12)
We have the Markov chain
Y $ X $ (U;T);
which implies
I(X;Y jU;T) = H(Y jU;T)   H(Y jX;U;T)
= H(Y jU;T)   H(Y jX)
= I(X;Y )   I(Y ;UjT)
 ;
where the last inequality follows from (5.12). Therefore, by the deﬁnition of 
function
H(XjU;T)  (): (5.13)
Now
I(X;USjUSc;T) = H(XjUSc;T)   H(XjU;T)
 H(XjUSc;W;T)   () (5.14)
 I(X;USjUSc;W;T)   ();
118where (5.14) follows from (5.13) and the fact that conditioning reduces entropy.
This together with (5.11) implies
X
l2S
(Rl +  + ())  I(X;USjUSc;W;T) +
X
l2S
I(Xl;UljX;W;T)
= I(X;USjUSc;W;T) + I(XS;USjUSc;X;W;T)
= I(X;XS;USjUSc;W;T)
 I(XS;USjUSc;W;T):
Again since conditioning reduces entropy and Y is independent of (W;T), we
obtain from (5.12) that
I(X;Y )     I(Y ;UjT)
= H(Y jT)   H(Y jU;T)
 H(Y jW;T)   H(Y jU;W;T)
= I(Y ;UjW;T):
Deﬁne ~ T = (W;T). It is then clear that i = (U; ~ T) is in i,
X
l2S
(Rl +  + ())  I(XS;USjUSc; ~ T) for all S  L; and
I(X;Y )     I(Y ;Uj~ T):
Hence, (R1 +  + ();:::;RL +  + ();I(X;Y )   ) is in RE
CI
i (i); which
implies that (R;I(X;Y )) is in RE
CI
i because RE
CI
i is closed from Lemma 14(b).
Therefore, R is in RCI
i
 
I(X;Y )

:
1195.6 Gaussian Many-Help-One Hypothesis Testing against In-
dependence
We now turn to a continuous example of the problem studied in Section 5.3.
This problem is related to the quadratic Gaussian many-help-one source cod-
ing problem [13, 43, 44]. We ﬁrst obtain an outer bound similar to the one in
Theorem 12, and then show that it is achieved by the Quantize-Bin-Test scheme.
Let (X;Y;X1;:::;XL) be a zero-mean Gaussian random vector such that un-
der both hypotheses
Xl = X + Nl
for each l in L. X and Y are correlated under null hypothesis H0 and are inde-
pendent under alternate hypothesis H1, i.e.,
H0 : Y = X + N
H1 : Y ? ? X:
We assumethat X;N;N1;N2;:::;NL are mutuallyindependent, andthat 2
N and
2
Nl are positive. The setup of the problem is shown in Fig. 1.6. Unlike the pre-
vious problem, we now allow X to be observed by an encoder, which sends a
message to the detector at a ﬁnite rate R. We use f(n) to denote the correspond-
ing encoding function. In order to be consistent with the source coding termi-
nology, we call this the main encoder. The encoder observing Xl is now called
helper l. We assume that XL+1 and Z are deterministic. The rest of the problem
formulation is similar to the one in Section 5.2. Let RE
MHO be the rate-exponent
region of this problem. We need the entropy characterization of RE
MHO. For
120that, deﬁne
RE
MHO
 ,
[
n
[
f(n);

f
(n)
l

l2L
RE
MHO


n;

f
(n)
l

l2L

;
where
RE
MHO


n;

f
(n)
l

l2L

,
(
 
R;R;E

: R 
1
n
log
 f
(n) (X
n)
 ;
Rl 
1
n
log
  f
(n)
l (X
n
l )
   for all l in L; and
E 
1
n
I

Y
n;f
(n)(X
n);

f
(n)
l (X
n
l )

l2L

)
:
Corollary 3.
RE
MHO = RE
MHO
 :
The corollary follows as an extension of Proposition 1. Deﬁne the set
g RE
MHO
,
(
(R;R1;:::;RL;E) : there exists (r1;:::;rL) 2 R
L
+ such that
Rl  rl for all l in L; and
R +
X
l2S
Rl 
1
2
log
+
2
4 1
D
 
1
2
X
+
X
l2Sc
1   2 2rl
2
Nl
! 13
5 +
X
l2S
rl; 8S  L
)
;
where
D = (
2
X + 
2
N)2
 2E   
2
N:
Theorem 17.
RE
MHO = g RE
MHO
:
Proof. The proof of inclusion RE
MHO  g RE
MHO
is similar to the converse proof
of the Gaussian many-help-one source coding problem by Oohama [43] and
Vinod et al. [44] (see also [37]). Their proofs continue to work if we replace the
121original mean square error distortion constraint with the mutual information
constraint that we have here. It is noteworthy though that Wang et al.’s [60]
approach does not work here because it relies on the distortion constraint.
We start with the continuous extension of Theorem 12. Let o be the set
of random variables o = (U;U;W;T) such that each take values in a ﬁnite-
dimensional Euclidean space and collectively they satisfy
(C8) (W;T) is independent of (X;X;Y ),
(C9) U $ (X;W;T) $ (U;X;Y ),
(C10) Ul $ (Xl;W;T) $ (U;Ulc;X;Xlc;Y ) for all l in L, and
(C11) the conditional distribution of Ul given (W;T) is discrete for each l.
Deﬁne the set
RE
MHO
o (o) ,

(R;R;E) : Rl  I(Xl;UljX;W;T) for all l in L; (5.15)
R +
X
l2S
Rl  I(X;U;USjUSc;T) +
X
l2S
I(Xl;UljX;W;T);8S  L; (5.16)
E  I(Y ;U;UjT)

: (5.17)
Finally, let
RE
MHO
o ,
[
o2o
RE
CI
o (o):
We have the following lemma.
Lemma 16.
RE
MHO
  RE
MHO
o :
122The inequalities (5.16) and (5.17) can be established as in the proof of Theo-
rem 12. In particular, we obtain (5.16) by considering only those constraints on
the sum of rate combinations that include R. The inequality (5.15) is not present
inTheorem12. However, itcanbederivedeasily. Weneedthefollowinglemma.
Lemma 17. [37, Lemma 9] If o is in o, then for all S  L,
2
2I(X;USjW;T)  1 +
X
l2S
1   2 2I(Xl;UljX;W;T)
2
Nl=2
X
:
Consider any (R;R;E) in RE
MHO
o . Then there exists o in o such that for all
S  L,
R +
X
l2S
Rl  I(X;U;USjUSc;T) +
X
l2S
I(Xl;UljX;W;T)
= I(X;U;UjT)   I(X;UScjT) +
X
l2S
I(Xl;UljX;W;T); (5.18)
and
E  I(Y ;U;UjT): (5.19)
We can lower bound the ﬁrst term in (5.18) by applying the entropy power in-
equality [53] and obtain
2
2h(Y jU;U;T) = 2
2h(X+NjU;U;T)
 2
2h(XjU;U;T) + 2
2h(N)
= 2
2h(XjU;U;T) + 2e
2
N;
which simpliﬁes to
h(Y jU;U;T) 
1
2
log
 
2
2h(XjU;U;T) + 2e
2
N

: (5.20)
Now (5.19) and (5.20) together imply
I(X;U;UjT) 
1
2
log
2
X
(2
X + 2
N)2 2E   2
N
: (5.21)
123We next upper bound the second term in (5.18). Since conditioning reduces
entropy and X is independent of (W;T), we have
I(X;UScjT) = h(XjT)   h(XjUSc;T)
 h(XjW;T)   h(XjUSc;W;T)
= I(X;UScjW;T): (5.22)
Deﬁne
rl , I(Xl;UljX;W;T):
Then we have from (5.18), (5.21), (5.22), and Lemma 17 that
R +
X
l2S
Rl 
1
2
log
+
2
4 1

(2
X + 2
N)2 2E   2
N

 
1
2
X
+
X
l2Sc
1   2 2rl
2
Nl
! 13
5 +
X
l2S
rl:
On applying Lemma 16 and Corollary 3, we obtain RE
MHO  g RE
MHO
:
Main Encoder
Decoder .
.
.
.
.
.
.
.
.
.
.
.
Helper 1
Helper L
Figure 5.3: Gaussian many-help-one source coding problem.
We use the Quantize-Bin-Test scheme to prove the reverse inclusion. Con-
124sider (R;R;E) in g RE
MHO
. Then there exists r 2 RL
+ such that
Rl  rl for all l in L; and
R +
X
l2S
Rl 
1
2
log
+
2
4 1
D
 
1
2
X
+
X
l2Sc
1   2 2rl
2
Nl
! 13
5 +
X
l2S
rl for all S  L:
We therefore have from Oohama’s result [43] that (R;R;D) is achievable for the
quadratic Gaussian many-help-one source coding problem, the setup of which
is shown in Fig. 5.3. In this problem, the main encoder and helpers operate
as before. The decoder however uses all available information to estimate X
such that the mean square error of the estimate is no more than a ﬁxed positive
number D. Since (R;R;D) is achievable, it follows from Oohama’s achievability
proof that for any positive  and sufﬁciently large n, there exist quantize and bin
encoders f(n);f
(n)
1 ;:::;f
(n)
L ; and a decoder  (n) such that
R +  
1
n
log
 f
(n)(X
n)
 ; (5.23)
Rl +  
1
n
log
  f
(n)
l (X
n
l )
   for all l in L; and (5.24)
D +  
1
n
n X
i=1
E

X
n(i)   ^ X
n(i)
2
; (5.25)
where
^ X
n =  
(n)

f
(n)(X
n);

f
(n)
l (X
n
l )

l2L

:
For each i, we have
E

Y
n(i)   ^ X
n(i)
2
= E

Y
n(i)   X
n(i) + X
n(i)   ^ X
n(i)
2
= E

N
n(i) + X
n(i)   ^ X
n(i)
2
= 
2
N + E

X
n(i)   ^ X
n(i)
2
;
where the last equality follows because
Y
n(i) $ X
n(i) $ ^ X
n(i):
125By averaging over time, we obtain
1
n
n X
i=1
E

Y
n(i)   ^ X
n(i)
2
= 
2
N +
1
n
n X
i=1
E

X
n(i)   ^ X
n(i)
2
 
2
N + D + ;
where the last inequality follows from (5.25). Therefore, the code achieves a
distortion 2
N + D +  in Y . Hence,
1
n
I

Y
n; 
(n)

f
(n)(X
n);

f
(n)
l (X
n
l )

l2L


1
2
log
2
X + 2
N
2
N + D + 
;
where the right-hand-side of the inequality is the rate-distortion function of Y
at a distortion 2
N + D + . Using this and the data processing inequality [53,
Theorem 2.8.1], we obtain
1
n
I

Y
n;f
(n)(X
n);

f
(n)
l (X
n
l )

l2L


1
n
I

Y
n; 
(n)

f
(n)(X
n);

f
(n)
l (X
n
l )

l2L


1
2
log
2
X + 2
N
2
N + D + 
=
1
2
log
2
X + 2
N
(2
X + 2
N)2 2E + 

1
2
log
2
X + 2
N
(2
X + 2
N)2 2(E  ) (5.26)
= E    ; (5.27)
where (5.26) follows for a positive   such that   ! 0 as  ! 0. We now have
from (5.23), (5.24), and (5.27) that (R;R;E) is in RE
MHO
 . Hence by Corollary 3,
g RE
MHO
 RE
MHO.
5.6.1 Special Cases
Consider the following special cases. We continue to use the terminology from
the source coding literature.
1261. Gaussian CEO hypothesis testing against independence: When R = 0, the
problem reduces to the Gaussian CEO hypothesis testing against indepen-
dence. Let RE
CEO be the rate-exponent region of this problem. Deﬁne the
set
g RE
CEO
,
(
(R1;:::;RL;E) : there exists r 2 R
L
+ such that
X
l2S
Rl 
1
2
log
+
2
4 1
D
 
1
2
X
+
X
l2Sc
1   2 2rl
2
Nl
! 13
5 +
X
l2S
rl 8S  L
)
:
We immediately have the following corollary as a consequence of Theo-
rem 17.
Corollary 4.
RE
CEO = g RE
CEO
:
2. Gaussian one-helper hypothesis testing against independence: When L = 1, the
problem reduces to the Gaussian one-helper hypothesis testing against in-
dependence. Let RE
OH be the rate-exponent region of this problem. De-
ﬁne the sets
g RE
OH
,
(
(R;R1;E) : there exists r1 2 R+ such that
R1  r1;
R + R1 
1
2
log
+

2
X
D

+ r1; and
R 
1
2
log
+
"
1
D

1
2
X
+
1   2 2r1
2
N1
 1#)
;
and
d RE
OH
,
(
(R;R1;E) : R 
1
2
log
+

2
X
D
 
1   
2 + 
22
 2R1)
;
where

2 =
2
X
2
X + 2
N1
:
127Corollary 5.
RE
OH = g RE
OH
= d RE
OH
:
Proof. The ﬁrst equality follows from Theorem 17. Consider any (R;R1;E)
in g RE
OH
. It must satisfy
R  min
0r1R1
max
(
1
2
log
+
"
1
D

1
2
X
+
1   2 2r1
2
N1
 1#
;
1
2
log
+

2
X
D

+ r1   R1
)
=
1
2
log
+

2
X
D
 
1   
2 + 
22
 2R1

;
where the equality is achieved by
r1 = R1 +
1
2
log
 
1   
2 + 
22
 2R1
: (5.28)
We therefore have that (R;R1;E) is in d RE
OH
, and hence g RE
OH
 d RE
OH
.
The proof of the reverse containment is trivial by noticing that for any
(R;R1;E)in d RE
OH
, thereexistsr1 satisfying(5.28)suchthatallinequalities
in the deﬁnition of g RE
OH
are satisﬁed.
5.7 A More General Outer Bound
We return to the general problem formulated in Section 5.2. The problem re-
mains open till date. Several inner bounds are known for L = 1 [26, 27, 28, 29].
But even for L = 1, there is no nontrivial outer bound with which to compare
the inner bounds. We give an outer bound for a class of instances of the general
problem.
Consider the class of instances such that PX = QX, i.e., the marginal distri-
butions of X are the same under both hypotheses. Stein’s lemma [53, Theorem
12811.8.3] asserts that the centralized type 2 error exponent for this class of prob-
lems is
EC , D(PXYkQXY);
which is achieved when X and Y both are available at the detector. Let
REC , f(R;E) : E  ECg:
We have the following trivial outer bound.
Lemma 18.
RE  REC:
Let  be the set of ﬁnite-alphabet random variable Z such that there exists
two joint distributions PXY Z and QXY Z satisfying
(C12)
P
Z PXY Z = PXY; the distribution under H0,
(C13)
P
Z QXY Z = QXY; the distribution under H1,
(C14) QXY Z = QXjZQY jZQZ; i.e., X and Y are conditionally independent given
Z under the Q distribution, and
(C15) PXZ = QXZ; i.e., the joint distributions of (X;Z) are the same under both
distributions.
Note that the joint distributions of (Y;Z) need not be the same under the two
distributions. If PXY Z and QXY Z are the joint distributions of X, Y , and Z un-
der H0 and H1, respectively and Z is available to the detector, then the prob-
lem can be related to the L-encoder hypothesis testing against conditional inde-
pendence. Now Z is not present in the original problem, but we can augment
the sample space by introducing Z and supplying it to the decoder. The outer
129bound for this new problem is then an outer bound for the original problem.
Moreover, we can then optimize over Z to obtain the best possible bound.
Let  and o be deﬁned as in Section 5.3.2 with XL+1 restricted to be de-
terministic. If  is nonempty, then for any (Z;X;o) in     o, deﬁne the
set
REo(Z;X;o) ,

(R;E) :
X
l2S
Rl  I(X;USjUSc;Z;T) +
X
l2S
I(Xl;UljX;W;Z;T) 8S  L; and
E  I(Y ;UjZ;T) + D
 
PY jZkQY jZjZ

:
Finally, let
REo ,
8
> <
> :
T
Z2
T
X2
S
o2o REo(Z;X;o) if  is nonempty
R
L+1
+ otherwise.
We have the following outer bound to the rate-exponent region of this class of
problems.
Theorem 18.
RE  REo \ REC:
Proof. In light of Proposition 1 and Lemma 18, it sufﬁces to show that
RE  REo:
Consider (R;E) in RE. Then there exists a block length n and encoders f
(n)
l
such that
Rl 
1
n
log
  f
(n)
l (X
n
l )
   for all l in L; and (5.29)
E 
1
n
D

P
f
(n)
l (Xn
l )

l2L
Y n
  Q
f
(n)
l (Xn
l )

l2L
Y n

: (5.30)
130Consider any Z in . Then
D

P
f
(n)
l (Xn
l )

l2L
Y n
  Q
f
(n)
l (Xn
l )

l2L
Y n

 D

P
f
(n)
l (Xn
l )

l2L
Y nZn

 Q
f
(n)
l (Xn
l )

l2L
Y nZn

= D

P
f
(n)
l (Xn
l )

l2L
Y n
 Zn
 
Q
f
(n)
l (Xn
l )

l2L
Y n
 Zn
 
Z
n

= D

P
f
(n)
l (Xn
l )

l2L
Y n
 Zn
 
P
f
(n)
l (Xn
l )

l2L
 ZnQY njZn
 
Z
n

= D

P
f
(n)
l (Xn
l )

l2L
Y n
 Zn
 
P
f
(n)
l (Xn
l )

l2L
 ZnPY njZn
 
Z
n

+ D

PY njZn
 QY njZn
 Z
n

= I

f
(n)
l (X
n
l )

l2L
;Y
n

 Z
n

+ nD
 
PY jZkQY jZjZ

;
which together with (5.30) implies
E 
1
n
I

f
(n)
l (X
n
l )

l2L
;Y
n
  Z
n

+ D
 
PY jZkQY jZjZ

: (5.31)
It now follows from (5.29), (5.31), and Corollary 2 that

R;
 
E   D
 
PY jZkQY jZjZ
+
is in RE
CI
 . Therefore from Theorem 12, it must also be in RE
CI
o . Hence for
any X in , there exists o in o such that

R;
 
E   D
 
PY jZkQY jZjZ
+
is in
RE
CI
o (X;o), i.e.,
X
l2S
Rl  I(X;USjUSc;Z;T) +
X
l2S
I(Xl;UljX;W;Z;T) for all S  L;
and
 
E   D
 
PY jZkQY jZjZ
+  I(Y ;UjZ;T):
This means that (R;E) is in REo(Z;X;o), and hence RE  REo.
Although the outer bound above is not computable in general, it simpliﬁes
131to the following computable form for the special case in which L = 1. Let
g RE ,
\
Z2
n
(R1;E) : there exists U1 such that
R1  I(X1;U1jZ);
E  I(Y ;U1jZ) + D
 
PY jZkQY jZjZ

;
jU1j  jX1j + 1; and
U1 $ X1 $ (Y;Z)
o
:
Corollary 6. For 1-encoder general hypothesis testing,
REo = g RE
and hence
RE  g RE \ REC:
Proof. It sufﬁces to show that REo = g RE. This immediately follows by noticing
that given any Z in , the outer bound can be related to the rate-exponent re-
gion of the 1-encoder hypothesis testing against conditional independence. The
result then follows from Theorem 13.
It is easy to see that the outer bound is tight for the test against indepen-
dence.
Corollary 7. (Test against independence, [27]) If QX1Y = PX1PY, then
RE = g RE:
Proof. This follows by choosing Z to be deterministic in the outer bound and
then invoking the result of Ahlswede and Csisz´ ar [27].
132Remark 5.3: The outer bound is not always better than the centralized outer
bound. In particular, if
D
 
PY jZkQY jZjZ

 EC
for all Z in , then the outer bound is no better than the centralized outer bound.
5.7.1 Gaussian Case
To illustrate this bound, let us consider a Gaussian example in which X1 and
Y are zero-mean unit-variance jointly Gaussian sources with the correlation co-
efﬁcients 0 and 1 under H0 and H1, respectively, where 0 6= 1, 2
0 < 1, and
2
1 < 1. We can assume without loss of generality that 0  1  1 because the
case  1  1 < 0 can be handled by multiplying Y by  1. We use lowercase
p and q to denote appropriate Gaussian densities under hypotheses H0 and H1,
respectively. Let RE
G be the rate-exponent region of this problem. We focus on
the following three regions (Fig. 5.4) for which the outer bound is nontrivial.
D1 , f(0;1) : 0  1 < 0  1g;
D2 , f(0;1) : 0  1 and 21   1  0 < 1g; and
D3 ,
(
(0;1) :  1  0  21   1 and
2(loge)1
1   1

1
2
log

1   2
1
1   2
0

 
(loge)1(0   1)
1   2
1
)
:
133Figure 5.4: Regions of pair (0;1) for which the outer bound is nontrivial.
Outer Bound
Let us deﬁne
 ,
8
> <
> :
0 1
1 1 if (0;1) is in D1 [ D2
0+1
1 1 if (0;1) is in D3;
and
C ,
8
> <
> :
0 if (0;1) is in D1 [ D2
2(loge)1
1 1 if (0;1) is in D3:
The centralized type 2 error exponent is
E
G
C , D(pX1YkqX1Y)
=
1
2
log

1   2
1
1   2
0

 
(loge)1(0   1)
1   2
1
:
Deﬁne the sets
RE
G
o ,
(
(R1;E) : E 
1
2
log

1
1   2 + 22 2R1

+ C
)
and
RE
G
C ,

(R1;E) : E  E
G
C
	
:
We have the following outer bound.
134Theorem 19. If (0;1) is in D1 [ D2 [ D3, then
RE
G  RE
G
o \ RE
G
C:
Proof. The proof is in two steps. We ﬁrst obtain a single letter outer bound sim-
ilar to the one in Corollary 6 and then use it to obtain the desired outer bound.
Consider (0;1) in D1. Let Z, Z
0, W, and V be standard normal random vari-
ables independent of each other. X1 and Y can be expressed as
X1 =
p
1Z +
p
0   1Z
0
+
p
1   0W
Y =
p
1Z +
p
0   1Z
0
+
p
1   0V
under H0 and as
X1 =
p
1Z +
p
1   1W
Y =
p
1Z +
p
1   1V
under H1. It is easy to verify that conditions (C12) through (C15) are satisﬁed
if we replace the distributions by the corresponding Gaussian densities. There-
fore, Z is in . Deﬁne the set
g RE
G
,
n
(R1;E) : there exists U1 such that
R1  I(X1;U1jZ);
E  I(Y ;U1jZ) + D(pY jZkqY jZjZ); and
(Y;Z) $ X1 $ U1
o
:
Corollary 8.
RE
G  g RE
G
\ RE
G
C:
The proof is immediate as a continuous extension of Corollary 6. From
Corollary 8, it sufﬁces to show that
g RE
G
 RE
G
o :
135Note ﬁrst that
D(pY jZkqY jZjZ) = 0
here because the joint densities of (Y;Z) are the same under both hypotheses.
Consider any (R1;E) in g RE
G
. Then there exists a random variable U1 such that
(Y;Z) $ X1 $ U1,
R1  I(X1;U1jZ); and (5.32)
E  I(Y ;U1jZ): (5.33)
Since X1, Y , and Z are jointly Gaussian under H0, we can write by the linear
estimation calculation that
Y = X1 +
p
1(1   )Z + B;
where B is a zero-mean Gaussian random variable with the variance

2
Y jX1Z = (1   1)
 
1   
2
;
and is independent of X1 and Z. We now have
h(Y jU1;Z) = h(X1 +
p
1(1   )Z + BjU1;Z)
= h(X1 + BjU1;Z)

1
2
log
 
2
2h(X1jU1;Z) + 2
2h(B)
(5.34)
=
1
2
log
 

22
2h(X1jU1;Z) + 2
2h(B)
=
1
2
log
 

22
2(h(X1jZ) I(X1;U1jZ)) + 2
2h(B)
=
1
2
log
 

2(1   1)2
 2I(X1;U1jZ) + (1   1)
 
1   
2
+
1
2
log(2e)

1
2
log
 

2(1   1)2
 2R1 + (1   1)
 
1   
2
+
1
2
log(2e); (5.35)
where
136(5.34) follows from the entropy power inequality [53] because X1 and B are in-
dependent given (U1;Z), and
(5.35) follows because function
f(x) =
1
2
log
 
p2
 2x + q

is monotonically decreasing in x for p > 0, and we have the rate constraint
in (5.32).
Now (5.33) and (5.35) imply that
E 
1
2
log
 
2
Y jZ
2(1   1)2 2R1 + (1   1)(1   2)
!
=
1
2
log

1
1   2 + 22 2R1

;
which proves that (R1;E) is in RE
G
o . This completes the proof for the region D1.
The proof is analogous for (0;1) in the region D2. The only difference is
that under H0, X1 and Y can now be expressed as
X1 =
p
1Z +
p
1   0Z
0
+
p
1   21 + 0W
Y =
p
1Z  
p
1   0Z
0
+
p
1   21 + 0V:
Suppose now that (0;1) is in D3. One can verify that  0   1 > 0 here.
Hence, X1 and Y can be expressed as
X1 =
p
1Z +
p
 0   1Z
0
+
p
1 + 0W
Y =  
p
1Z  
p
 0   1Z
0
+
p
1 + 0V
under H0. Their expressions under H1 are the same as before. It is evident that
Z is in . Therefore, the outer bound in Corollary 8 is valid for this case, which
137implies that it sufﬁces to show that
g RE
G
 RE
G
o :
Under H0, the conditional distribution of Y given Z = z is Gaussian with the
mean  
p
1z and the variance 1 1. Similarly under H1, it is Gaussian with the
mean
p
1z and the variance 1   1. We therefore obtain
D(pY jZkqY jZjZ)
=
Z
z2R
pZ(z)dz
Z
y2R
pY jZ(yjz)log
pY jZ(yjz)
qY jZ(yjz)
dy
=
Z
z2R
pZ(z)dz
Z
y2R
pY jZ(yjz)log

exp

(y  
p
1z)2
2(1   1)
 
(y +
p
1z)2
2(1   1)

dy
=
Z
z2R
pZ(z)dz
Z
y2R
pY jZ(yjz)

 
2(loge)
p
1yz
1   1

dy
=  
2(loge)
p
1
1   1
Z
z2R
zpZ(z)dz
Z
y2R
ypY jZ(yjz)dy
=  
2(loge)
p
1
1   1
Z
z2R
zpZ(z)dz ( 
p
1z)
=
2(loge)1
1   1
Z
z2R
z
2pZdz
=
2(loge)1
1   1
:
Again, since X1, Y , and Z are jointly Gaussian under H0, we can write
Y = X1  
p
1(1 + )Z + B;
where B is deﬁned as before. The rest of the proof is identical to the region D1
case.
Ahlswede and Csisz´ ar’s Inner Bound
We next compare the outer bound with Ahlswede and Csisz´ ar’s inner bound,
which is obtained by using a Gaussian test channel to quantize X1. One can use
138better inner bounds [28, 29], but they are quite complicated and for the Gaussian
case considered here, Ahlswede and Csisz´ ar’s bound itself is quite close to our
outer bound in some cases. Let
RE
G
i ,
(
(R1;E) : E 
1
2
log
 
1   2
1
 
1   2 2R1
1   2
0 (1   2 2R1)
!
 
(loge)1 (0   1)
 
1   2 2R1
1   2
1 (1   2 2R1)
)
:
Proposition 2. [27]
RE
G
i  RE
G:
Proof. Fixany(R1;E)inRE
G
i . LetU1 = X1+P, whereP isazero-meanGaussian
random variable independent of (X1;Y ) such that
I(X1;U1) = R1;
which implies that the variance of P

2
P =
1
22R1   1
:
The covariance matrix of (U1;Y ) is
K0 =
2
6
4
1 + 2
P 0
0 1
3
7
5
under H0 and is
K1 =
2
6
4
1 + 2
P 1
1 1
3
7
5:
under H1. It now follows from Ahlswede and Csisz´ ar’s scheme [27, Theorem 5]
139that the achievable exponent is
EAC = D(pU1YkqU1Y)
=
Z
z2R2
pU1Y(z)log
pU1Y(z)
qU1Y(z)
dz
=  
1
2
log
 
(2e)
2jK0j

 
Z
z2R2
pU1Y(z)logqU1Y(z)dz
=  
1
2
log
 
(2e)
2jK0j

 
Z
z2R2
pU1Y(z)

 
(loge)
2
z
TK
 1
1 z  
1
2
log
 
(2)
2jK1j

dz
=
1
2
log
jK1j
jK0j
  (loge) +
(loge)
2
Z
z2R2
pU1Y(z)
 
z
TK
 1
1 z

dz
=
1
2
log
jK1j
jK0j
  (loge) +
(loge)(1 + 2
P   01)
jK1j
=
1
2
log
(1 + 2
P   2
1)
(1 + 2
P   2
0)
  loge +
(loge)(1 + 2
P   01)
(1 + 2
P   2
1)
=
1
2
log
 
1   2
1
 
1   2 2R1
1   2
0 (1   2 2R1)
!
 
(loge)1 (0   1)
 
1   2 2R1
1   2
1 (1   2 2R1)
:
This proves that (R1;E) is in RE
G.
The inner and outer bounds coincide for the test against independence.
Corollary 9. (Test against independence, [11, 27]) If X1 and Y are independent under
H1, i.e., 1 = 0, then
RE
G = RE
G
o = RE
G
i =

(R1;E) : E 
1
2
log

1
1   2
0 + 2
02 2R1

:
Numerical Results
Fig. 5.5 shows the inner and outer bounds for four examples. Fig. 5.5(a)-(c) are
the examples when (0;1) is in D1 [D2. Observe that the two bounds are quite
close near zero and at all large rates. Fig. 5.5(d) is an example when (0;1) is
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Figure 5.5: Outer and inner bounds for four examples.
in D3. For this example, there is a gap between the inner and outer bounds at
zero rate. This is due to the fact that in our outer bound, the joint densities of
(Y;Z) are different under the two hypotheses. Numerical results suggest that
for a ﬁxed 0, the maximum gap between the inner and outer bounds decreases
as we decrease 1 and ﬁnally becomes zero at 1 = 0, which is the test against
independence.
5.8 1-Encoder Vector Gaussian Hypothesis Testing against In-
dependence
In this section, we consider a vector Gaussian extension of Ahlswede and
Csisz´ ar’s test against independence result. Let X and Y be two zero-mean vec-
tor Gaussian sources with positive deﬁnite covariance matrices KX and KY,
141respectively. We assume that under H0
Y = AX + N;
where A is an invertible matrix and N is a zero-mean Gaussian random vector
with the covariance matrix KN. Assume further that N is independent of X.
X and Y are correlated under null hypothesis H0 and are independent under
alternate hypothesis H1. More precisely, we have the following two hypotheses
H0 : pXY = N(0;K)
H1 : pXpY = N(0;KX)N(0;KY);
where K is a block covariance matrix given by
K ,
2
6
4
KX KXAT
AKX KY
3
7
5:
Xn is observed by an encoder whereas Yn is available at the detector. The prob-
lem formulation is similar to Section 5.2. Let RE
G;vec be the rate-exponent region
of this problem.
Let (i)1im be the eigenvalues of K
1=2
X ATK
 1
Y AK
1=2
X . For   0 and for all
i 2 f1;:::;mg, deﬁne
ri() ,  
1
2
log

1   i
i
 
;
where (x)  = min(x;1): Using these, deﬁne
RE
G;vec
 ,
(
(R;E) : E 
m X
i=1
1
2
log

1
1   i + i2 ri()

for   0 s.t.
m X
i=1
ri() = R
)
:
We have the following theorem.
Theorem 20.
RE
G;vec = RE
G;vec
 :
142Proof. The problem at hand is related to the remote vector Gaussian source cod-
ing under mutual information constraint [51]. Both problems have similar con-
verse proofs. We present the proof in brief here. The details can be found in
[51, Theorem 3]. The main idea is to decompose the problem into component-
wise scalar problems by applying an invertible transformation on sources X
and Y [51, 52], and then apply the scalar converse solution on each component.
This results in a water-pouring outer bound which can be achieved by applying
Ahlswede and Csisz´ ar’s scheme on each component [11, 27].
We start with the single letter outer bound similar to the one in Corollary 8.
Deﬁne the set
g RE
G;vec
,
n
(R;E) : there exists U such that
R  I(X;U);
E  I(Y;U); and
Y $ X $ U
o
:
Corollary 10.
RE
G;vec  g RE
G;vec
:
This corollary is a vector extension of Corollary 8. Consider any (R;E) in
RE
G;vec. It follows from Corollary 10 then that
E  max
U
I(Y;U)
subject to R  I(X;U) (5.36)
U $ X $ Y:
We present the transformation next. Let PTQ be the singular value decom-
position of K
 1=2
Y AK
1=2
X , where P and Q are two orthogonal matrices and  is a
143diagonal matrix with singular values at the diagonal. Deﬁne the matrices
TX , QK
 1=2
X ;
TY , PK
 1=2
Y :
Then the transformation is given by
 X , TXX;
 Y , TYY;
respectively. Under this transformation, we have
K X = TXKXT
T
X = QK
 1=2
X KXK
 1=2
X Q
T = Im;
K  Y = TYKYT
T
Y = PK
 1=2
Y KYK
 1=2
Y P
T = Im; and
K X  Y = TYAKXT
T
X = PK
 1=2
Y AK
1=2
X Q
T = :
So,  X and  Y have i.i.d. standard normal components and are only component-
wise correlated. Moreover, since  is the cross covariance between  X and  Y, its
diagonal entries are all between 0 and 1. Since the transformation TX and TY
are full rank, they are information lossless. Therefore,
I(X;U) = I( X;U)
I(Y;U) = I( Y;U):
Using this in (5.36), we can obtain the following relaxation.
R  I( X;U)
=
m X
i=1

h(  Xi)   h(  XijU;  X
i 1)

=
m X
i=1
I
   Xi;U;  X
i 1
=
n X
i=1
I
   Xi;Ui

; (5.37)
144where (5.37) follows by letting Ui , (U;  Xi 1), and
I( Y;U) =
m X
i=1

h( Yi)   h( YijU;  Y
i 1)


n X
i=1

h( Yi)   h( YijU;  Y
i 1;  X
i 1)

(5.38)
=
n X
i=1

h( Yi)   h( YijU;  X
i 1)

(5.39)
=
n X
i=1
I
  Yi;Ui

;
where
(5.38) follows because conditioning reduces differential entropy, and
(5.39) follows from the Markov condition  Yi $ (U;  Xi 1) $  Yi 1.
In addition, it is clear that for all i in f1;:::;mg, we have the Markov condition
Ui $  Xi $  Yi:
We therefore have the following relaxation
E  max
Ui
m X
i=1
I( Yi;Ui)
subject to R 
m X
i=1
I(  Xi;Ui) (5.40)
Ui $  Xi $  Yi 8i 2 f1;:::;mg:
The converse proof of the theorem now follows by applying the scalar converse
solution (see also [11]) on each component, and then obtaining a water-pouring
solution by using standard arguments. We therefore conclude that (R;E) in
RE
G;vec
 , and hence
RE
G;vec  RE
G;vec
 :
145As mentioned above, the reverse inclusion (achievability) follows by ﬁrst ap-
plying the above transformation on X and Y and then using Ahlswede and
Csisz´ ar’s scheme on each component.
146APPENDIX A
CHAPTER 3: PROOFS
A.1 Proof of Lemma 1
Consider the case in which encoder 2’s message alone is sufﬁcient to meet the
distortion constraint. In this case, R1 = 0, i.e. U is independent of (X;Y;V )
and encoder 2 can use all available rate R2 to transmit a message to the decoder.
Therefore, without loss of optimality we can assume that (U;V ) is in S and
2
Y jV  = 2
Y2 2R2. Consider now the other case in which both encoders need to
send messages to the decoder. We will ﬁrst show that if we restrict the solu-
tion space of (P) to Gaussian distributions, then we can assume without loss of
generality that we have the long Markov chain
U $ X $ Y $ V:
It sufﬁces to show the same for Gaussian  U and  V such that 2
Y j V is feasible and
KXj  U; V is the corresponding optimal solution to the problem (3.1). Then from
(3.34),
 
2
Y j V;KXj  U; V

is a candidate to be an optimal solution to (PG). From Sec-
tion 3.2, KXj  U; V gives two sets of directions S and T which satisfy the properties
in Theorem 3. Let us deﬁne
^ U , S
TX + W;
where W is a zero-mean Gaussian random vector independent of X and has a
covariance matrix KW that satisﬁes
 
S
TKXj  U; VS
 1
=
 
S
TKXj VS
 1
+ K
 1
W: (A.1)
147Note that KW is strictly positive deﬁnite because
S
TKXj  U; VS  S
TKXj VS
from Theorem 3(a). The conditional covariance of X given (^ U;  V ) can be ex-
pressed as
KXj ^ U; V = KXj V   E

X^ U
Tj V

K
 1
^ Uj VE

^ UX
Tj V

= KXj V   KXj VS
 
S
TKXj VS + KW
 1
S
TKXj V:
Using this, we obtain
S
TKXj ^ U VS = S
TKXj VS   S
TKXj VS
 
S
TKXj VS + KW
 1
S
TKXj VS
=
 
S
TKXj VS
 1
+ K
 1
W
 1
= S
TKXj  U; VS; (A.2)
T
TKXj ^ U; VT = T
TKXj VT   T
TKXj VS
 
S
TKXj VS + KW
 1
S
TKXj VT
= T
TKXj VT (A.3)
= Il (A.4)
= T
TKXj  U; VT; (A.5)
and
T
TKXj ^ U; VS = T
TKXj VS   T
TKXj VS
 
S
TKXj VS + KW
 1
S
TKXj VS
= 0 (A.6)
= T
TKXj  U; VS; (A.7)
where
(A.2) follows from (A.1),
148(A.3) and (A.6) follow because S and T are cross KXj V-orthogonal from Theo-
rem 3(g),
(A.4) follows because T is KXj V-orthogonal from Theorem 3(e),
(A.5) follows because T is KXj  U; V-orthogonal from Theorem 3(c), and
(A.7) follows because S and T are cross KXj  U; V-orthogonal from Theorem 3(c).
In summary, we have
[S;T]
TKXj ^ U; V[S;T] = [S;T]
TKXj  U; V[S;T];
and hence
KXj ^ U; V = KXj  U; V;
because [S;T] is invertible from Theorem 3(b). This proves that we can assume
that  U is of the following form
 U = S
TX + W;
and therefore we have the following long Markov chain
 U $ X $ Y $  V :
Hence, without loss of optimality we can assume that any feasible solution to
PG; in particular (U;V ); satisﬁes the long Markov chain. This proves that we
can assume that (U;V ) is in S.
Encoder 2’s rate constraint implies

2
Y jV   
2
Y2
 2R2: (A.8)
We want to prove equality in (A.8). Suppose otherwise that

2
Y jV  > 
2
Y2
 2R2: (A.9)
149Then there exists a zero-mean Gaussian random variable ~ V such that for some
 > 0, the conditional variance of Y given ~ V is

2
Y j~ V = 
2
Y jV     > 
2
Y2
 2R2;
and U; X; Y; ~ V ; and V  form a Markov chain
U
 $ X $ Y $ ~ V $ V
: (A.10)
We therefore have that
KXjU;~ V = KXjU;~ V ;V  4 KXjU;V  4 D;
and
KXjU;~ V 4 KXj~ V = aa
T
2
Y j~ V + KN;
which means that
 
KXjU;~ V;2
Y j~ V

is feasible for the problem (PG). We now have
the following chain of inequalities
I(U
;Xj~ V ) = I(U
;Xj~ V ;V
) (A.11)
= I(U
;X; ~ V jV
)   I(U
; ~ V jV
)
< I(U
;X; ~ V jV
) (A.12)
= I(U
;XjV
) + I(U
; ~ V jV
;X)
= I(U
;XjV
); (A.13)
where
(A.11) and (A.13) follow from the Markov condition in (A.10), and
150(A.12) follows because
I(U
; ~ V jV
) =
1
2
log
 KUjV 
 
  KUjV ;~ V
  
=
1
2
log
 KUjV 
 
  KUj~ V
  
=
1
2
log

STKXjV S + KW


  STKXj~ VS + KW
 

=
1
2
log
  ST

aaT2
Y jV  + KN

S + KW
  
  ST

aaT2
Y j~ V + KN

S + KW
  
> 0:
We have arrived at a contradiction to the assumption that U and V  are the
optimal Gaussian random variables. Therefore, the supposition (A.9) is wrong,
and hence (A.8) holds with equality.
A.2 Proof of Lemma 2
We have the following upper bound
h
 
S
TXjU;V


1
2
log
 
(2e)
r 
S
TKXjU;VS


(A.14)

1
2
log
 
(2e)
r 
S
TDS


; (A.15)
where
(A.14) follows because Gaussian distribution maximizes differential entropy for
a given covariance matrix [53, Theorem 8.6.5], and
(A.15) follows from the distortion constraint and the concavity of the logjj func-
tion.
151Inequalities (A.14) and (A.15) are equalities if X, U, and V are jointly Gaussian
with the conditional covariance matrix KXjU;V being such that
S
TKXjU;VS = S
TDS: (A.16)
Since KXjU;V  satisﬁes (A.16), we conclude that a Gaussian (U;V ) with the
conditional covariance matrix KXjU;V  is optimal for the subproblem ( ~ P1), and
the optimal value is
v
  ~ P1

= h
 
S
TX

 
1
2
log
 
(2e)
r  S
TDS
 
=
1
2
log
 
(2e)
r  S
TKXS
 
 
1
2
log((2e)
r jIrj) (A.17)
=
1
2
log
 S
TKXS
 ;
where (A.17) follows because S is D-orthogonal from Theorem 3(d).
A.3 Proof of Lemma 3
First note that if STa = 0, then
S
TX = S
T (aY + N) = S
TN;
which means that
v
  ~ P2

= 0
because Y is independent of N and we have a Markov condition STX $ Y $
V . This implies that any V; in particular a Gaussian V with the conditional vari-
ance 2
Y jV ; is optimal for the subproblem ( ~ P2). Therefore, Lemma 3 is trivially
true in this case. Let us assume now that STa 6= 0, and let
w1;w2;:::;wr
152be an orthonormal basis in Rr starting at
w1 ,
1
c
 
S
TKXS
 1=2
S
Ta;
where
c ,
  
S
TKXS
 1=2
S
Ta
 :
Deﬁne the matrices
W , [w1;w2;:::;wr] and
TX , W
T  
S
TKXS
 1=2
;
and the transformation
~ X , TX
 
S
TX

:
Then the covariance matrix of ~ X is
K~ X = TX
 
S
TKXS

T
T
X
= W
T  
S
TKXS
 1=2  
S
TKXS
 
S
TKXS
 1=2
W
= W
TW
= Ir;
and the cross-covariance matrix between ~ X and Y is
K~ XY = TXS
TKXY
= W
T  
S
TKXS
 1=2
S
Ta
2
Y
= W
Tw1
  
S
TKXS
 1=2
S
Ta
 
2
Y
=
 
c
2
Y;0;:::;0
T :
This means that under this transformation, ~ X has i.i.d standard normal compo-
nents, and Y is correlated with ~ X1 only and is uncorrelated with the rest of the
153components of ~ X. Since the transformation matrix TX is full rank, we have
I(S
TX;V ) = I(~ X;V )
= I( ~ X1;V ) + I( ~ X2;:::; ~ Xr;V j ~ X1)
= I( ~ X1;V ); (A.18)
where (A.18) follows because ( ~ X2;:::; ~ Xr) is independent of (V; ~ X1). It is also
clear that ~ X1; Y; and V form a Markov chain
~ X1 $ Y $ V:
Therefore, ( ~ P2) is equivalent to the following problem
max
V
I( ~ X1;V )
subject to R2  I(Y ;V ) and
~ X1 $ Y $ V;
Oohama [11] showed that a Gaussian V with the conditional variance 2
Y jV  is
optimal for this problem. Hence, the same solution is optimal for ( ~ P2) too, and
the optimal value is
v
  ~ P2

=
1
2
log
 STKXS
 
 ST 
aaT2
Y jV  + KN

S
 
=
1
2
log
 STKXS
 
 STKXjV S
 ; (A.19)
where (A.19) follows from (3.37).
154A.4 Proof of Lemma 4
Assume (R1;R2;D) is achievable. Let C1 , f
(n)
1 (Xn) and C2 , f
(n)
2 (Y n): Then
using standard information-theoretic inequalities, we obtain
nR2  I(Y
n;C2)
=
n X
i=1
[h(Y
n(i)jY
n(1 : i   1))   h(Y
n(i)jY
n(1 : i   1);C2)]
=
n X
i=1
[h(Y
n(i))   h(Y
n(i)jX
n(1 : i   1);Y
n(1 : i   1);C2)] (A.20)

n X
i=1
[h(Y
n(i))   h(Y
n(i)jX
n(1 : i   1);C2)] (A.21)
=
n X
i=1
I(Y
n(i);V (i)); and (A.22)
nR1  I(X
n;C1jC2)
=
n X
i=1
I(X
n(i);C1jX
n(1 : i   1);C2)
=
n X
i=1
I(X
n(i);C1jV (i));
where
(A.20) follows because Y n(i) $ (Y n(1 : i   1);C2) $ Xn(1 : i   1),
(A.21) follows because conditioning reduces differential entropy, and
(A.22) follows by letting V (i) , (Xn(1 : i   1);C2).
155Using the distortion constraint, we obtain
D <
1
n
n X
i=1
E
h
(X
n(i)   ^ X
n(i))(X
n(i)   ^ X
n(i))
T
i
=
1
n
n X
i=1
E

(X
n(i)   E(X
n(i)jC1;C2))(X
n(i)   E(X
n(i)jC1;C2))
T
<
1
n
n X
i=1
E
h
(X
n(i)   E(X
n(i)jC1;C2;X
n(1 : i   1)))
(X
n(i)   E(X
n(i)jC1;C2;X
n(1 : i   1)))
T
i
(A.23)
=
1
n
n X
i=1
E

(X
n(i)   E(X
n(i)jC1;V (i)))(X
n(i)   E(X
n(i)jC1;V (i)))
T
;
where (A.23) follows becauseconditioning reduces the covariance of the error in
a positive semideﬁnite sense. Finally, for each i 2 f1;:::;ng, we have a Markov
chain
X
n(i) = aY
n(i) + N
n(i) $ Y
n(i) $ V (i) = (X
n(1 : i   1);C2)
because Nn(i) is independent of (Xn(1 : i   1);C2). Lemma 4 now follows by
using standard time sharing arguments.
156APPENDIX B
CHAPTER 4: PROOFS
B.1 Proof of Second Equality in Theorem 6
Suppose  is in [0;1]. Then for any (U;V) in S, we have
I(X;UjV) + I(Y;V)
= I(X;U;V)   I(X;V) + I(Y;V)
= I(X;U) + I(X;VjU) + [I(Y;V)   I(X;V)] + (1   )I(Y;V)
 I(X;U) (B.1)
=

2
log
jKXj
jKXjUj
;
where (B.1) follows because of the facts that I(Y;V)  0 and I(X;VjU)  0;
and we have
I(Y;V)   I(X;V)  0
because of the data processing inequality [53, Theorem 2.8.1] and the Markov
chain X $ Y $ V: The inequality (B.1) is achieved by any (U;V) in S such
that V is independent of (X;Y;U), and the conditional covariance of X given
(U;V) satisﬁes
0 4 KXjU;V = KXjU 4 D:
Since conditioning reduces covariance in a positive semideﬁnite sense, we have
an additional constraint
KXjU 4 KX:
157We therefore have the following
RG(D;) = min
(R1;R2)2RG(D)
R1 + R2
= min
(U;V)2S
I(X;UjV) + I(Y;V)
= min
KXjU

2
log
jKXj  KXjU
 
subject to KX < KXjU < 0 and
D < KXjU
= v (Ppt pt):
Suppose now that  > 1. Then any (U;V) in S can be characterized by positive
semideﬁnite conditional covariance matrices KYjV and KXjU;V such that
KY < KYjV < 0;
KYjV + KN < KXjU;V < 0;
D < KXjU;V;
and
I(X;UjV) =
1
2
log
jKYjV + KNj
jKXjU;Vj
;
I(Y;V) =
1
2
log
jKYj
jKYjVj
:
158In this case, we have
RG(D;) = min
(R1;R2)2RG(D)
R1 + R2
= min
(U;V)2S
I(X;UjV) + I(Y;V)
= min
KYjV;KXjU;V

2
log
 KYjV + KN
 

KXjU;V

 +
1
2
log
jKYj 
KYjV


subject to KY < KYjV < 0;
KYjV + KN < KXjU;V < 0; and
D < KXjU;V
= v (PG1):
B.2 Proof of Lemma 6
We will be using several results and terms from Bertsekas et al. [61]. The book
contains all of the background that these results need. The proof of the lemma is
similar to the same of Lemma 5 in [16]. Let us ﬁrst introduce a few notation used
in the proof. We use vec(A1;A2) to denote the column vector created by the
concatenation of the columns of m  m matrices A1 and A2: If a = vec(A1;A2),
then we use the notation mat(a) to denote the inverse operation to get back the
pair (A1;A2); i.e.,
mat(a) = (A1;A2):
The set of all column vectors created by the concatenation of the columns of
m  m symmetric matrices A1 and A2 is denoted by A, i.e.,
A , fvec(A1;A2) : Ai = A
T
i for all i 2 f1;2gg:
159ri(B) is used to denote the relative interior of the set B. The sum of the two
vector sets V1 and V1 is denoted by V1 + V2 and is deﬁned as
V1 + V2 , fv1 + v2 : vi 2 Vi for all i 2 f1;2gg:
We also need the following facts from linear algebra.
Lemma 19. (a) If E is an m  n matrix and F is an n  m matrix, then Tr(EF) =
Tr(FE).
(b) If E and F are positive semideﬁnite, then EF = 0 if and only if Tr(EF) = 0.
Proof. Part (a) immediately follows from the deﬁnition of Tr() function. Part (b)
can be proved using the eigen decompositions of E and F.
We can re-write the problem (PG2) as
min
b
h(b)
subject to b 2 B;
where b , vec(B1;B2) and
h(b) ,

2
log
jKX   B2j
jKX   B1   B2j
+
1
2
log
jKYj
jKY   B2j
;
and the feasible set B is written as
B , B1 \ B2 \ B12;
where for i 2 f1;2g
Bi , fvec(B1;B2) : Bi < 0g \ A
and
B12 , fvec(B1;B2) : B1 + B2 < KX   Dg \ A:
160Since h() is continuously differentiable, it follows from [61, Proposition 4.7.1, p.
255] that the local minima b must satisfy
 rh(b
) 2 TB(b
)
; (B.2)
where rh(b) is the gradient of h() at b; and TB(b) is the polar cone of the
tangent cone TB(b) of B at b. Now since Bi for all i 2 f1;2g and B12 are
nonempty convex sets and ri(B1) \ ri(B2) \ ri(B12) is nonempty, it follows from
[61, Problem 4.23, p. 267] and [61, Proposition 4.6.3, p. 254] that
TB(b
)
 = TB1(b
)
 + TB2(b
)
 + TB12(b
)
: (B.3)
We next show that
 rh(b
) 2 TB1(b
)
 \ A + TB2(b
)
 \ A + TB12(b
)
 \ A: (B.4)
Note that  rh(b) is a column concatenation of two mm symmetric matrices.
This together with (B.2) and (B.3) yields
 rh(b
) = z1 + z2 + z12 2 A; (B.5)
where for i 2 f1;2g
zi 2 TBi(b
)
 and
z12 2 TB12(b
)
:
Let us now deﬁne
(Ki;Li) , mat(zi);8i 2 f1;2g and
(K12;L12) , mat(z12):
Using this, we deﬁne
 zi , vec

1
2
 
Ki + K
T
i

;
1
2
 
Li + L
T
i


;8i 2 f1;2g and
 z12 , vec

1
2
 
K12 + K
T
12

;
1
2
 
L12 + L
T
12

:
161Since B1 is a nonempty convex set, it follows from [61, Proposition 4.6.3, p. 254]
that
z
T
1(b   b
)  0; 8b 2 B1: (B.6)
Consider any b 2 B1. Let
(E1;F1) , mat(b   b
):
We now obtain
 z
T
1(b   b
) =
1
2
Tr
  
K1 + K
T
1

E1

+
1
2
Tr
  
L1 + L
T
1

F1

= Tr(K1E1) + Tr(L1F1) (B.7)
= z
T
1(b   b
)
 0; (B.8)
where
(B.7) follows because E1 and F1 are symmetric, and
(B.8) follows from (B.6).
We conclude from (B.8) that
 z1 2 TB1(b
)
 \ A: (B.9)
We can similarly show that
 z2 2 TB2(b
)
 \ A and (B.10)
 z12 2 TB12(b
)
 \ A: (B.11)
162Now
 z1 +  z2 +  z12
= vec

1
2
 
K1 + K2 + K12 + K
T
1 + K
T
2 + K
T
12

;
1
2
 
L1 + L2 + L12 + L
T
1 + L
T
2 + L
T
12

= vec((K1 + K2 + K12);(L1 + L2 + L12)) (B.12)
= z1 + z2 + z12
=  rh(b
); (B.13)
where
(B.12) follows because K1+K2+K12 and L1+L2+L12 are symmetric from (B.5),
and
(B.13) follows from the equality in (B.5).
This together with (B.9) – (B.11) implies (B.4).
We now proceed to characterize the right-hand side of (B.4). Consider any
z 2 TB1(b) \ A: It again follows from [61, Proposition 4.6.3, p. 254] that
z
T(b   b
)  0; 8b 2 B1: (B.14)
Let us deﬁne
(M1;M2) , mat(z);
(B1;B2) , mat(b); and
(B

1;B

2) , mat(b
):
Then (B.14) can be re-written as
2 X
i=1
Tr(Mi(Bi   B

i))  0; 8vec(B1;B2) 2 B1: (B.15)
163We ﬁrst show that M2 = 0. Let us pick (B1;B2) = (B
1;B
2 + M2). This means
that
Tr(M2M2)  0;
which implies that M2 = 0 because M2 is symmetric. We next prove that M1 is
negative semideﬁnite. Suppose there exists w 6= 0 such that wTM1w > 0: We
then have
0 < w
TM1w = Tr(w
TM1w) = Tr(M1ww
T);
where the last equality follows from Lemma 19(a). But this contradicts (B.15)
because vec(B
1 + wwT;B
2) 2 B1; and hence M1 4 0: We ﬁnally show that
M1B
1 = 0: Let (B1;B2) = (B
1;B
2); where  > 1: (B.15) then implies that
Tr(M1B

1)  0:
Likewise, on picking 0 <  < 1, we obtain
Tr(M1B

1)  0:
Both together establish
Tr(M1B

1) = 0;
which together with Lemma 19(b) implies that
M1B

1 = 0
because  M1 and B
1 are positive semideﬁnite. We therefore have that
TB1(b
)
 \ A  fvec(M1;0)jM1 4 0 and M1B

1 = 0g: (B.16)
Similarly, we can show that
TB2(b
)
 \ A  fvec(0;M2)jM2 4 0 and M2B

2 = 0g: (B.17)
164Consider any z 2 TB12(b) \ A: As before, we obtain
2 X
i=1
Tr(i(Bi   B

i))  0; 8vec(B1;B2) 2 B12; (B.18)
where
(1;2) , mat(z):
On picking (B1;B2) = (B
1 + 1;B
2   1); (B.18) yields
Tr(11)   Tr(21)  0:
Similarly, picking (B1;B2) = (B
1   2;B
2 + 2) gives
Tr(22)   Tr(12)  0:
Both together imply that
Tr((1   2)(1   2))  0;
and therefore
1   2 = 0;
because 1 and 2 are symmetric. Let us denote 1 and 2 by . As before, we
can show that  4 0. We next prove that
Tr((B

1 + B

2   KX   D)) = 0:
Observe that (B1;B2) =
 
(B
1+B
2 KX+D)+KX D B
2;B
2

; where  > 0;
is a valid choice of (B1;B2) in (B.18). For  > 1, this implies
Tr((B

1 + B

2   KX   D))  0;
and for 0 <  < 1, it gives
Tr((B

1 + B

2   KX   D))  0:
165Therefore,
Tr((B

1 + B

2   KX   D)) = 0:
This and Lemma 19(b) imply that
(B

1 + B

2   KX   D) = 0:
We thus have that
TB12(b
)
 \ A  fvec(;)j 4 0 and (B

1 + B

2   KX   D) = 0g: (B.19)
It now follows from (B.4),(B.16), (B.17), and (B.19) that
rh(b
) = vec(M1 + ;M2 + )
for some M1;M2; and  such that
MiB

i = 0; for all i 2 f1;2g
(B

1 + B

2   KX + D) = 0; and
M1;M2; < 0:
Lemma 6 now follows because
rh(b
) = vec
 

2
(KX   B

1   B

2)
 1;

2
(KX   B

1   B

2)
 1  

2
(KX   B

2)
 1 +
1
2
(KY   B

2)
 1
!
:
B.3 Proof of Lemma 7
Using (4.6), we obtain

 =

2
(KX   B

2)
 1   M

1
= (KX   B

2)
 1
h
2
(KX   B

2)   (KX   B

2)M

1(KX   B

2)
i
(KX   B

2)
 1:
166It is hence sufﬁcient to show that

2
(KX   B

2)   (KX   B

2)M

1(KX   B

2)
is positive semideﬁnite. On pre- and post-multiplying (4.1) by KX   B
1   B
2,
we obtain

2
(KX   B

1   B

2)   (KX   B

1   B

2)(M

1 + 
)(KX   B

1   B

2) = 0: (B.20)
Using (4.3) and (4.4), we have
(KX   B

1   B

2)M

1(KX   B

1   B

2) = (KX   B

2)M

1(KX   B

2) and (B.21)
(KX   B

1   B

2)
(KX   B

1   B

2) = D
D: (B.22)
Now (B.20) through (B.22) together imply that

2
(KX   B

2)   (KX   B

2)M

1(KX   B

2) =

2
B

1 + D
D;
which is a positive semideﬁnite matrix.
We next show that  is nonzero. Suppose otherwise that

 = 0:
This together with (4.6) implies that
M

1 =

2
(KX   B

2)
 1  0 and
M

2 =
1
2
(KY   B

2)
 1  0;
i.e., M
1 and M
2 are positive deﬁnite. It now follows from (4.3) that
B

1 = B

2 = 0;
which is a contradiction because (0;0) is not feasible for the optimization prob-
lem (PG2) by (2.1).
167B.4 Proof of Lemma 8
It is clear by deﬁnition that ~ B
1; ~ B
2; ~ M
1; and ~ M
2 are positive semideﬁnite matri-
ces. To prove (4.30), we use the ﬁrst equality in (4.6) and obtain
SS
T = 

=

2
(KX   B

2)
 1   M

1
=

2
[S;T]

[S;T]
T (KX   B

2)[S;T]
 1
[S;T]
T   M

1 (B.23)
=

2
[S;T]
0
B
@
ST (KX   B
2)S 0
0 TT (KX   B
2)T
1
C
A
 1
[S;T]
T   M

1 (B.24)
=

2
[S;T]
0
B
@
 
ST (KX   B
2)S
 1 0
0
 
TT (KX   B
2)T
 1
1
C
A[S;T]
T   M

1
=

2
S
 
S
T (KX   B

2)S
 1
S
T +

2
T
 
T
T (KX   B

2)T
 1
T
T   M

1; (B.25)
where
(B.23) follows because [S;T] is invertible, and
(B.24) follows because S and T are cross (KX   B
2)-orthogonal.
On pre- and post-multiplying (B.25) by ST (KX   B
2) and (KX   B
2)S, respec-
tively, and again using the fact that S and T are cross (KX   B
2)-orthogonal, we
obtain
 
S
T (KX   B

2)S
 
S
T (KX   B

2)S

=

2
 
S
T (KX   B

2)S

  S
T (KX   B

2)M

1 (KX   B

2)S;
168which is equivalent to
Ir =

2
 
S
T (KX   B

2)S
 1
 
 
S
T (KX   B

2)S
 1
S
T (KX   B

2)M

1 (KX   B

2)S
 
S
T (KX   B

2)S
 1
:
(B.26)
Similarly, using the second equality in (4.6) together with the facts that [S;W] is
invertible and S and W are cross (KY   B
2)-orthogonal, we obtain
Ir =
1
2
 
S
T (KY   B

2)S
 1
 
 
S
T (KY   B

2)S
 1
S
T (KY   B

2)M

2 (KY   B

2)S
 
S
T (KY   B

2)S
 1
:
(B.27)
Now (B.26) and (B.27) together can be written as
Ir =

2
 
K~ X   ~ B

2
 1   ~ M

1 =
1
2
 
K ~ Y   ~ B

2
 1   ~ M

2: (B.28)
This proves (4.30).
To prove (4.31), we have from (4.3) and (4.8) that
B

1ai = 0;
for all i in f1;2;:::;pg. Since the columns of T are in spanfaig
p
i=1, we have
B

1T = 0:
This and (4.3) together imply
B

1

M

1  

2
T
 
T
T (KX   B

2)T
 1
T
T

= 0:
We now use (B.25) and obtain
B

1

2
S
 
S
T (KX   B

2)S
 1
S
T   SS
T

= 0;
169which can be re-written as
B

1S

2
 
K~ X   ~ B

2
 1   Ir

S
T = 0:
Using the ﬁrst equality in (B.28) yields
B

1S ~ M

1S
T = 0:
We next invoke Lemma 19(b) to obtain
Tr
 
B

1S ~ M

1S
T
= 0:
Using Lemma 19(a) gives
Tr
 
S
TB

1S ~ M

1

= 0;
which is equivalent to
Tr
 ~ B

1 ~ M

1

= 0:
Since ~ B
1 and ~ M
1 are positive semideﬁnite, by invoking Lemma 19(b) again, we
obtain
~ B

1 ~ M

1 = 0:
The proof of
~ B

2 ~ M

2 = 0:
is exactly similar. This proves (4.31). The proof of (4.32) is immediate from
(4.10).
B.5 Proof of Lemma 9
The proofs of (4.35) and (4.36) are easy. They follow from (4.30), (4.33), and
(4.34). Since  > 1, (4.35) and (4.36) imply that
K^ X  K ^ Y:
170K~ X and K ~ Y are positive deﬁnite by deﬁnition. Since ~ M
1 and ~ M
2 are positive
semideﬁnite,
K^ X < K~ X and
K ^ Y < K ~ Y
follow from (4.33) and (4.34), respectively. This proves (4.37) and (4.38). To
prove (4.39), we have

K ~ Y


 K ~ Y   ~ B
2
  =

K ~ Y   ~ B
2 + ~ B
2


 K ~ Y   ~ B
2
 
=
 Ir + ~ B
2
 
K ~ Y   ~ B
2
 1 

Ir


=
 Ir + ~ B
2
 
K ~ Y   ~ B
2
 1   2 ~ M
2
 
 Ir
  (B.29)
=
 Ir + ~ B
2
 
K ^ Y   ~ B
2
 1 

Ir

 (B.30)
=
 K ^ Y
 
 K ^ Y   ~ B
2
 ;
where
(B.29) follows from (4.31), and
(B.30) follows from (4.34).
To prove (4.40), we proceed similarly and obtain

K~ X   ~ B
2


 K~ X   ~ B
1   ~ B
2
  =
 Ir
 
 Ir   ~ B
1
 
K~ X   ~ B
2
 1 
=
 Ir
 
 Ir   ~ B
1
 
K~ X   ~ B
2
 1   2

~ M
1
 
(B.31)
=
 Ir
 
 Ir   ~ B
1
 
K^ X   ~ B
2
 1 
(B.32)
=
 K^ X   ~ B
2
 
 K^ X   ~ B
1   ~ B
2
 ;
171where
(B.31) follows from (4.31), and
(B.32) follows from (4.33).
B.6 Proof of Lemma 10
We have
h
 ^ XjU;V


1
2
log
 
(2e)
r K^ XjU;V
 
(B.33)

1
2
log
 
(2e)
r ^ D
 
; (B.34)
where
(B.33) follows from the fact the Gaussian distribution maximizes the differential
entropy for a given covariance matrix [53, Theorem 8.6.5], and
(B.34) follows from the distortion constraint in the deﬁnition of ( ^ P1) and the con-
cavity of logj  j function.
Inequalities (B.33) and (B.34) are equalities if ^ X, U, and V are jointly Gaussian
with the conditional covariance matrix K^ XjU;V such that
K^ XjU;V = ^ D = K^ X   ~ B

1   ~ B

1; (B.35)
where the last equality follows from (4.41). We thus conclude that a Gaussian
(U;V) with the conditional covariance matrix satisfying (B.35) is optimal for the
172subproblem ( ^ P1), and the optimal value is
v( ^ P1) = h
 ^ X

 

2
log
  
2e
r ^ D
 
=

2
log
  
2e
r K^ X
 
 

2
log
  
2e
r ^ D
 
=

2
log
 K^ X
 
 ^ D
  :
B.7 Proof of Lemma 11
Since conditioned on V, ^ Y and ^ N are independent, we use the vector EPI [53,
Theorem 17.7.3] to obtain
h(^ YjV)   h(^ XjV) = h(^ YjV)   h(^ Y + ^ NjV)
 h(^ YjV)  
r
2
log
 
2
2
rh( ^ YjV) + 2
2
mh( ^ N)
: (B.36)
The inequality (B.36) is equality if ^ Y and V are jointly Gaussian and the condi-
tioned covariance matrix
K ^ YjV = aK ^ N;
for some constant a > 0. By following standard calculus arguments, we can
show that for  > 1 the right-hand side of (B.36) is concave in h(^ YjV) and has a
global maximum at
h(^ YjV) = h(^ N)  
r
2
log(   1): (B.37)
Let VG and ^ Y be jointly Gaussian such that the conditional covariance matrix
of ^ Y given VG is
K ^ YjVG = K ^ Y   ~ B

2:
173We next show that this VG achieves equality in (B.36) and satisﬁes (B.37) simul-
taneously. We have from (4.35) and (4.36) that
K ^ Y   ~ B

2 = (   1)
 1K ^ N; (B.38)
i.e., the conditional covariance matrix K ^ YjVG is proportional to K ^ N. Hence,
(B.36) is satisﬁed with equality. Moreover, for this VG, (B.37) and (B.38) are
equivalent. Therefore,
h(^ YjV)   h(^ XjV) 
1
2
log
 
(2e)
r K ^ Y   ~ B

2
 
 

2
log
 
(2e)
r K^ X   ~ B

2
 
:
We thus conclude that VG is optimal for ( ^ P2) and the optimal value is
v( ^ P2) = h
 ^ X

  h
 ^ Y

+
1
2
log
 
(2e)
r K ^ Y   ~ B

2
 
 

2
log
 
(2e)
r K^ X   ~ B

2
 
=

2
log
 
(2e)
r K^ X
 
 
1
2
log
 
(2e)
r K ^ Y
 
+
1
2
log
 
(2e)
r K ^ Y   ~ B

2
 
 

2
log
 
(2e)
r K^ X   ~ B

2
 
=

2
log
 K^ X
 
 K^ X   ~ B
2
   
1
2
log
 K ^ Y
 
 K ^ Y   ~ B
2
 :
174APPENDIX C
CHAPTER 5: PROOFS
C.1 Proof of Lemma 14
The proof is rather well known and appears in source coding literature quite
often. For instance, the similar proof can be found in [37]. Let us deﬁne
^ i ,
n
i = (U;T) 2 i : jUlj  jXlj + 2
L   1 for all l 2 L; and
jT j  2
L
o
;
and
d RE
CI
i ,
[
i2^ i
RE
CI
i (i):
We want to show that RE
CI
i = d RE
CI
i . We start with the deterministic T case.
Consider i = (U;T) in i, where T is deterministic. For any S  L containing
1, we have
I(XS;USjUSc;XL+1;Z) = H(XSjUSc;XL+1;Z)   H(XSjU1c;U1;XL+1;Z);
and for any nonempty S not containing 1, we have
I(XS;USjUSc;XL+1;Z) = I(XS;USjUScnf1g;U1;XL+1;Z):
Moreover,
I(Y ;U;XL+1jZ) = H(Y jXL+1;Z)   H(Y jU1c;U1;XL+1;Z):
It follows from the support lemma [58, Lemma 3.4, pp. 310] that there exists ^ U1
with ^ U1  U1 such that
j ^ U1j  jX1j + 2
L   1;
175X
u12 ^ U1
Pr(X1 = x1jU1 = u1)Pr(^ U1 = u1) = Pr(X1 = x1) for all x1 in X1 but one;
H(XSjU1c;U1;XL+1;Z) = H(XSjU1c; ^ U1;XL+1;Z) for all S containing 1;
I(XS;USjUScnf1g;U1;XL+1;Z) = I(XS;USjUScnf1g; ^ U1;XL+1;Z)
for all nonempty S not containing 1, and
H(Y jU1c;U1;XL+1;Z) = H(Y jU1c; ^ U1;XL+1;Z):
Since
U1 $ X1 $ (U1c;X1c;XL+1;Y;Z);
if we replace U1 by ^ U1 then the resulting i is in i and RE
CI
i (i) remains un-
changed. By repeating this procedure for U2, ..., UL, we conclude that there
exists ^ i = (^ U; ^ T) in ^ i such that ^ T is deterministic and RE
CI
i (i) = RE
CI
i (^ i).
We now turn to general T. Consider i = (U;T) in i. Let (U;t) denote
the joint distribution of (U;T) conditioned on fT = tg. It follows from the
deterministic T case that for each t in T , there exists ^ U such that (^ U;t) is in ^ i
and RE
CI
i (U;t) = RE
CI
i (^ U;t). Hence, on replacing U by ^ U for each t in T , we
obtain (^ U;T) in i such that j ^ Ulj  jXlj + 2L   1 for all l in L and RE
CI
i (U;T) =
RE
CI
i (^ U;T). Now RE
CI
i (^ U;T) is the set of vectors (R;E) such that
X
l2S
Rl  I(XS;USjUSc;XL+1;Z;T) for all S; and
E  I(Y ;U;XL+1jZ;T):
It again follows from the support lemma that there exists ^ T with ^ T  T such
176that
j^ T j  2
L;
I(XS;USjUSc;XL+1;Z;T) = I(XS;USjUSc;XL+1;Z; ^ T); and
I(Y ;U;XL+1jZ;T) = I(Y ;U;XL+1jZ; ^ T):
We therefore have that ^ i = (^ U; ^ T) is in ^ i and RE
CI
i (i) = d RE
CI
i (^ i): This
proves RE
CI
i  d RE
CI
i , and hence RE
CI
i = d RE
CI
i because the reverse contain-
ment trivially holds.
For part (b), it sufﬁces to show that d RE
CI
i is closed. Consider any sequence
 
R(n);E(n)
in d RE
CI
i thatconvergesto(R;E). Sinceconditionalmutualinforma-
tion is a continuous function, ^ i is a compact set. Hence, there exists a sequence

(n)
i =
 
U(n);T (n)
in ^ i that converges to i = (U;T) in ^ i such that
 
R(n);E(n)
is in d RE
CI
i


(n)
i

, i.e.,
X
l2S
R
(n)
l  I

XS;U
(n)
S
 U
(n)
Sc ;XL+1;Z;T
(n)

for all S; and
E
(n)  I
 
Y ;U
(n);XL+1

Z;T
(n)
:
Again, by the continuity of conditional mutual information, this implies that
X
l2S
Rl  I(XS;USjUSc;XL+1;Z;T) for all S; and
E  I(Y ;U;XL+1jZ;T):
We thus have that (R;E) is in d RE
CI
i .
C.2 Proof of Theorem 11
We prove the deterministic T case. The general case follows by time sharing.
Consider any i = (U;T) in i with T being deterministic. Consider (R;E)
177such that
X
l2S
Rl  I(XS;USjUSc;XL+1;Z) for all S  L; and (C.1)
E  I(Y ;U;XL+1jZ): (C.2)
It sufﬁces to show that (R;E) belongs to the rate-exponent region RE
CI.
Consider a sufﬁciently large block length n,  > 0, and  > 0. For each l in L,
let  Rl , I(Xl;Ul) + , where  > 0. To construct the codebook of encoder l, we
ﬁrst generate 2n  Rl independent codewords Un
l , each according to
Qn
i=1 PUl(uli),
and then distribute them uniformly into 2n(Rl+) bins. The codebooks and the
bin assignments are revealed to the encoders and the detector. The encoding is
done in two steps: quantization and binning. Encoder l ﬁrst quantizes Xn
l by
selecting a codeword Un
l that is jointly -typical with it. We adopt the typicality
notion of Han [28]. If there is more than one such codeword, then encoder l se-
lects one of them arbitrarily. If there is no such codeword, it selects an arbitrary
codeword. The encoder then sends to the detector the index of the bin to which
the codeword Un
l belongs. In order to be consistent with our earlier notation,
we denote this encoding function by f
(n)
l . It is clear that the rate constraints are
satisﬁed, i.e.,
1
n
log
  f
(n)
l (X
n
l )
   = Rl +  for all l in L: (C.3)
The next lemma is a standard achievability result in distributed source cod-
ing.
Lemma 20. For any  > 0; > 0; > 0; and all sufﬁciently large n, there exists a
function
'
(n) :
L Y
l=1

1;:::;2
n(Rl+)	
 X
n
L+1  Z
n 7!
L Y
l=1
U
n
l
178such that (a) if
V ,

U
n;X
n
L+1;Y
n;Z
n are jointly -typical under H0
	
;
then P(V )  1   ; and (b)
pe , P

'
(n)

(f
(n)
l (X
n
l ))l2L;X
n
L+1;Z
n

6= U
n

 :
One can prove this lemma using standard random coding arguments. See
[8, 9, 54] for proofs of similar results. Applying this lemma to the hypothesis
testing problem at hand, we have
1
n
I

f
(n)
l (X
n
l )

l2L
;X
n
L+1;Y
n

 Z
n

=
1
n
H (Y
njZ
n)  
1
n
H

Y
n
  

f
(n)
l (X
n
l )

l2L
;X
n
L+1;Z
n

= H (Y jZ) +
1
n
H

f
(n)
l (X
n
l )

l2L

 X
n
L+1;Z
n

 
1
n
H

f
(n)
l (X
n
l )

l2L
;Y
n
  X
n
L+1;Z
n

: (C.4)
We can lower bound the second term in (C.4) as
1
n
H

f
(n)
l (X
n
l )

l2L

 X
n
L+1;Z
n

=
1
n
I

f
(n)
l (X
n
l )

l2L
;U
n
  X
n
L+1;Z
n

=
1
n
H
 
U
njX
n
L+1;Z
n
 
1
n
H

U
n
 


f
(n)
l (X
n
l )

l2L
;X
n
L+1;Z
n


1
n
H
 
U
njX
n
L+1;Z
n
 
1
n
H

U
n
  '
(n)

f
(n)
l (X
n
l )

l2L
;X
n
L+1;Z
n

(C.5)

1
n
H
 
U
njX
n
L+1;Z
n
 
1
n
Hb(pe)   pe
L X
l=1
logjUlj (C.6)

1
n
H
 
U
njX
n
L+1;Z
n
 
1
n
  
L X
l=1
logjUlj; (C.7)
where
(C.5) follows from data processing inequality [53, Theorem 2.8.1],
179(C.6) follows from Fano’s inequality [53, Theorem 2.10.1], and
(C.7) follows Lemma 20(b) and the fact that Hb(pe)  1.
The third term in (C.4) can be upper bounded as
1
n
H

f
(n)
l (X
n
l )

l2L
;Y
n

 X
n
L+1;Z
n


1
n
H

U
n;

f
(n)
l (X
n
l )

l2L
;Y
n

 X
n
L+1;Z
n

=
1
n
H
 
U
n;Y
njX
n
L+1;Z
n
: (C.8)
On applying bounds (C.7) and (C.8) into (C.4), we obtain
1
n
I

f
(n)
l (X
n
l )

l2L
;X
n
L+1;Y
n
  Z
n

 H (Y jZ) +
1
n
H
 
U
njX
n
L+1;Z
n
 
1
n
H
 
U
n;Y
njX
n
L+1;Z
n
 
1
n
  
L X
l=1
logjUlj
= H (Y jZ)  
1
n
H
 
Y
njU
n;X
n
L+1;Z
n
 
1
n
  
L X
l=1
logjUlj
 H (Y jZ)  
1
n
H
 
Y
n;1VjU
n;X
n
L+1;Z
n
 
1
n
  
L X
l=1
logjUlj
= H (Y jZ)  
1
n
H
 
1VjU
n;X
n
L+1;Z
n
 
1
n
H
 
Y
njU
n;X
n
L+1;Z
n;1V

 
1
n
  
L X
l=1
logjUlj
 H (Y jZ)  
1
n
 
1
n
H
 
Y
njU
n;X
n
L+1;Z
n;1V = 1

P(V )
 
1
n
H
 
Y
njU
n;X
n
L+1;Z
n;1V = 0

P(V
c)  
1
n
  
L X
l=1
logjUlj (C.9)
 H (Y jZ)  
1
n
H
 
Y
njU
n;X
n
L+1;Z
n;1V = 1

 
2
n
   logjYj   
L X
l=1
logjUlj;
(C.10)
where
(C.9) follows from the fact that H
 
1VjUn;Xn
L+1;Zn
 1, and
180(C.10) follows from Lemma 20(a) and the facts that
1
n
H
 
Y
njU
n;X
n
L+1;Z
n;1V = 0

 logjYj; and
P(V )  1:
We now proceed to upper bound the second term in (C.10). Let T n
(UXL+1Y Z)
be the set of all jointly -typical (un;xn
L+1;yn;zn) sequences. We need the fol-
lowing lemma.
Lemma 21. [28, Lemma 1(d)] If n is sufﬁciently large, then for any (un;xn
L+1;yn;zn)
in T n
(UXL+1Y Z), we have
PY njUn;Xn
L+1;Zn(y
nju
n;x
n
L+1;z
n)  exp[ n(H (Y jU;XL+1;Z) + 2)]:
Using this lemma, we obtain
1
n
H
 
Y
njU
n;X
n
L+1;Z
n;1V = 1

=  
1
n
X
Tn
 (UXL+1Y Z)
PUn;Xn
L+1;Y n;Znj1V =1 logPY njUn;Xn
L+1;Zn;1V =1
=  
1
n
X
Tn
 (UXL+1Y Z)
PUn;Xn
L+1;Y n;Znj1V =1 log
PY njUn;Xn
L+1;Zn
P1V =1jUn;Xn
L+1;Zn

X
Tn
 (UXL+1Y Z)
PUn;Xn
L+1;Y n;Znj1V =1 (H (Y jU;XL+1;Z) + 2)
= H (Y jU;XL+1;Z) + 2: (C.11)
Substituting (C.11) into (C.10) gives
1
n
I

f
(n)
l (X
n
l )

l2L
;X
n
L+1;Y
n
  Z
n

 I (Y ;U;XL+1jZ)  
2
n
  2    logjYj   
L X
l=1
logjUlj
 E   3    logjYj   
L X
l=1
logjUlj; (C.12)
181where (C.12) follows from (C.2) and the fact that n can be made arbitrarily large.
We conclude from (C.3) and (C.12) that
 
R1 + ;:::;RL + ;E   3    logjYj   
L X
l=1
logjUlj
!
is in RE
CI
 . Since this is true for any  > 0; > 0; and  > 0; we have that (R;E)
is in RE
CI
 . This together with Corollary 2 implies that (R;E) is in RE
CI:
C.3 Proof of Theorem 12
Suppose (R;E) is in RE
CI
 . Then there exists a block length n and encoders f
(n)
l
such that
Rl 
1
n
log
  f
(n)
l (X
n
l )
   for all l in L; and (C.13)
E 
1
n
I

f
(n)
l (X
n
l )

l2L
;X
n
L+1;Y
n

 Z
n

: (C.14)
Consider any X in . Let T be a time sharing random variable uniformly dis-
tributed over f1;:::;ng and independent of (Xn;Xn
L+1;Xn;Y n;Zn). Deﬁne
Xl = X
n
l (T) for each l in L [ fL + 1g;
X = X
n(T);
Y = Y
n(T);
Z = Z
n(T);
Ul =

f
(n)
l (X
n
l );X
n(1 : T   1);X
n
L+1(T
c);Z
n(T
c)

for each l in L; and
W =
 
X
n(T
c);X
n
L+1(T
c);Z
n(T
c)

:
It is easy to verify that o = (U;W;T) is in o and
X $ (X;Xl+1;Y;Z) $ o:
182It sufﬁces to show that (R;E) is in RE
CL
o (X;o). We obtain the following from
(C.14)
E 
1
n
I

f
(n)
l (X
n
l )

l2L
;X
n
L+1;Y
n
  Z
n

=
1
n
h
H(Y
njZ
n)   H

Y
n

 

f
(n)
l (X
n
l )

l2L
;X
n
L+1;Z
n
i
=
1
n
n X
i=1
h
H(Y
n(i)jZ
n(i))   H

Y
n(i)
  

f
(n)
l (X
n
l )

l2L
;Y
n(1 : i   1);X
n
L+1;Z
n
i

1
n
n X
i=1
h
H(Y
n(i)jZ
n(i))
  H

Y
n(i)
  

f
(n)
l (X
n
l )

l2L
;Y
n(1 : i   1);X
n(1 : i   1);X
n
L+1;Z
n
i
(C.15)
=
1
n
n X
i=1
h
H(Y
n(i)jZ
n(i))   H

Y
n(i)

 

f
(n)
l (X
n
l )

l2L
;X
n(1 : i   1);X
n
L+1;Z
n
i
(C.16)
=
1
n
n X
i=1
I

Y
n(i);

f
(n)
l (X
n
l )

l2L
;X
n(1 : i   1);X
n
L+1(i
c);Z
n(i
c);X
n
L+1(i)

 Z
n(i)

= I
 
Y
n(T);U;X
n
L+1(T)jZ
n(T);T

= I (Y ;U;XL+1jZ;T);
where
(C.15) follows from conditioning reduces entropy, and
(C.16) follows because of the Markov chain
Y
n(1 : i   1) $ (X
n(1 : i   1);Z
n(1 : i   1))
$

f
(n)
l (X
n
l )

l2L
;X
n
L+1;Y
n(i);Z
n(i : n)

:
183Now let S  L. Then (C.13) implies
n
X
l2S
Rl 
X
l2S
log
  f
(n)
l (X
n
l )
  

X
l2S
H

f
(n)
l (X
n
l )

 H

f
(n)
l (X
n
l )

l2S

 H

f
(n)
l (X
n
l )

l2S
 


f
(n)
l (X
n
l )

l2Sc ;X
n
L+1;Z
n

(C.17)
= I

X
n;X
n
S;

f
(n)
l (X
n
l )

l2S
  

f
(n)
l (X
n
l )

l2Sc ;X
n
L+1;Z
n

= I

X
n;

f
(n)
l (X
n
l )

l2S
  

f
(n)
l (X
n
l )

l2Sc ;X
n
L+1;Z
n

+ I

X
n
S;

f
(n)
l (X
n
l )

l2S

 

f
(n)
l (X
n
l )

l2Sc ;X
n;X
n
L+1;Z
n

=
n X
i=1
I

X
n(i);

f
(n)
l (X
n
l )

l2S
  

f
(n)
l (X
n
l )

l2Sc ;X
n(1 : i   1);X
n
L+1;Z
n

+
X
l2S
I

X
n
l ;f
(n)
l (X
n
l )

 X
n;X
n
L+1;Z
n

; (C.18)
where
(C.17) follows from conditioning reduces entropy, and
(C.18) follows because X is in .
184We next lower bound the second sum in (C.18).
I

X
n
l ;f
(n)
l (X
n
l )
  X
n;X
n
L+1;Z
n

=
n X
i=1
I

X
n
l (i);f
(n)
l (X
n
l )
  X
n;X
n
l (1 : i   1);X
n
L+1;Z
n

=
n X
i=1
h
H

X
n
l (i)
 
X
n;X
n
l (1 : i   1);X
n
L+1;Z
n

  H

X
n
l (i)
  f
(n)
l (X
n
l );X
n;X
n
l (1 : i   1);X
n
L+1;Z
n
i

n X
i=1
h
H

X
n
l (i)
  X
n;X
n
L+1;Z
n

  H

X
n
l (i)
  f
(n)
l (X
n
l );X
n;X
n
L+1;Z
n
i
(C.19)
=
n X
i=1
I

X
n
l (i);f
(n)
l (X
n
l )
  X
n;X
n
L+1;Z
n

; (C.20)
where (C.19) again follows from conditioning reduces entropy. On applying
(C.20) in (C.18), we obtain
X
l2S
Rl 
1
n
n X
i=1

I

X
n(i);

f
(n)
l (X
n
l )

l2S
  

f
(n)
l (X
n
l )

l2Sc ;X
n(1 : i   1);X
n
L+1;Z
n

+
X
l2S
I

X
n
l (i);f
(n)
l (X
n
l )
 
X
n;X
n
L+1;Z
n

: (C.21)
If Sc is nonempty, then continuing from (C.21) gives
X
l2S
Rl  I
 
X
n(T);US

USc;X
n
L+1(T);Z
n(T);T

+
X
l2S
I
 
X
n
l (T);Ul
 X
n(T);X
n
L+1(T);Z
n(T);X
n(T
c);X
n
L+1(T
c);Z
n(T
c);T

= I
 
X;US
 USc;XL+1;Z;T

+
X
l2S
I
 
Xl;Ul
 X;W;XL+1;Z;T

:
185Finally if S = L, then
I

X
n(i);

f
(n)
l (X
n
l )

l2S
  

f
(n)
l (X
n
l )

l2Sc ;X
n(1 : i   1);X
n
L+1;Z
n

= I

X
n(i);

f
(n)
l (X
n
l )

l2S
  X
n(1 : i   1);X
n
L+1;Z
n

= I

X
n(i);

f
(n)
l (X
n
l )

l2S
;X
n(1 : i   1);X
n
L+1(i
c);Z
n(i
c)

 X
n
L+1(i);Z
n(i)

:
(C.22)
Substituting (C.22) into (C.21) yields
X
l2L
Rl  I
 
X;U
 XL+1;Z;T

+
X
l2L
I
 
Xl;Ul
 X;W;XL+1;Z;T

:
This completes the proof of Theorem 12.
C.4 Proof of Lemma 15
It sufﬁces to show that (C6) implies (C7). The other direction immediately fol-
lows by letting  ! 0: We can assume without loss of generality that jXj  2
because the lemma trivially holds otherwise. Let X = f1;2;:::;jXjg be the al-
phabet set of X. Let Pi be the ith row of the stochastic matrix PY jX correspond-
ing to X = i. We need the following lemma.
Lemma 22. If (C6) holds, then rows Pi corresponding to positive PX(i) are distinct.
Proof. The proof is by contradiction. Suppose that PX(1) and PX(2) are positive
and P1 = P2: Let us deﬁne a random variable U as
U ,
8
> <
> :
2 if X = 1;2
X otherwise.
186The stochastic matrix PXjU has
PXjU(1j2) =
PX(1)
PX(1) + PX(2)
;
PXjU(2j2) =
PX(2)
PX(1) + PX(2)
; and
PXjU(iji) = 1 for all i in f3;4;:::;jXjg:
It is easy to see that Y;X; and U form a Markov chain
Y $ X $ U: (C.23)
We now have
H(Y jU) =
jXj X
i=2
H(Y jU = i)PU(i)
= H(Y jU = 2)PU(2) +
jXj X
i=3
H(Y jU = i)PU(i)
= H
0
@
jXj X
j=1
PjPXjU(jj2)
1
APU(2) +
jXj X
i=3
H
0
@
jXj X
j=1
PjPXjU(jji)
1
APU(i)
= H (P2)PU(2) +
jXj X
i=3
H (Pi)PU(i)
=
jXj X
i=2
H (Pi)PU(i); (C.24)
187and
H(Y jX) =
jXj X
j=1
H(Pj)PX(j)
=
jXj X
j=1
H(Pj)
0
@
jXj X
i=2
PXjU(jji)PU(i)
1
A
=
jXj X
i=2
PU(i)
jXj X
j=1
PXjU(jji)H (Pj)
= PU(2)
jXj X
j=1
PXjU(jj2)H (Pj) +
jXj X
i=3
PU(i)
jXj X
j=1
PXjU(jji)H (Pj)
= PU(2)H (P2) +
jXj X
i=3
PU(i)H (Pi)
=
jXj X
i=2
PU(i)H (Pi): (C.25)
Now (C.23) through (C.25) together imply that I(X;Y jU) = 0, and hence Y $
U $ X: However,
H(XjU) =
jXj X
i=2
H(XjU = i)PU(i)
= H(XjU = 2)PU(2)
= Hb

PX(1)
PX(1) + PX(2)

(PX(1) + PX(2))
> 0;
which contradicts our assumption that (C6) holds.
Consider any U that satisﬁes the Markov chain
U $ X $ Y:
We can assume without loss of generality that PU(u) is positive for all u in U
because only positive PU(u) contributes to H(XjU) and I(X;Y jU) in conditions
188(C6) and (C7). Then
I(X;Y jU) = H(Y jU)   H(Y jX)
=
X
u2U
H(Y jU = u)PU(u)  
jXj X
i=1
PX(i)H(Pi)
=
X
u2U
H
0
@
jXj X
i=1
PiPXjU(iju)
1
APU(u)  
jXj X
i=1
 
X
u2U
PXjU(iju)PU(u)
!
H(Pi)
=
X
u2U
PU(u)
2
4H
0
@
jXj X
i=1
PiPXjU(iju)
1
A  
jXj X
i=1
PXjU(iju)H(Pi)
3
5
=
X
u2U
PU(u)T
 
PXjU(:ju)

; (C.26)
where (C.26) follows by setting
T
 
PXjU(:ju)

, H
0
@
jXj X
i=1
PiPXjU(iju)
1
A  
jXj X
i=1
PXjU(iju)H(Pi):
Since entropy is a strictly concave and continuous function, T is a nonnegative
continuous function of PXjU(:ju). Moreover, for any u in U, PXjU(iju) = 0 for all
i in X such that PX(i) = 0. Let P denote the set of all such PXjU(:ju). Deﬁne
() , sup
P2P
fH(P) : T(P)  g:
It now follows from Lemma 22 that if T(P) = 0 for some P in P, then P must
be a point mass and hence H(P) = 0. Therefore, (0) = 0. We next show that 
is continuous at 0. Consider a nonnegative sequence n ! 0. Then there exists a
sequence of distributions Pn in P such that
T(Pn)  n (C.27)
H(Pn) 
(n)
2
: (C.28)
Now, since the set of all distributions on X is a compact set, by considering a
subsequence, we can assume without loss of generality that Pn converges to P
189in P. By letting n ! 1 in (C.27), we obtain that T(P) = 0, i.e., P is a point
mass. Therefore, H(P) = 0. It now follows from (C.28) that (n) ! 0 = (0) as
n ! 1. Hence,  is continuous at 0.
Fix 0 <  < logjXj (condition (C7) is always true for   logjXj). Choose
1 > 0 such that  (1=logjXj) + 1 = . Set  = (1=logjXj)
2. Let I(X;Y jU)  .
Deﬁne the sets
U1 ,
n
u 2 U : T(u) 
p

o
and U2 , U n U1:
Note that U1 is nonempty because  < 1. We now have
  I(X;Y jU)
=
X
U
PU(u)T(u)

X
U2
PU(u)T(u)
>
p

X
U2
PU(u);
which implies
X
U2
PU(u) <
p
:
Hence,
H(XjU) =
X
U1
H(XjU = u)PU(u) +
X
U2
H(XjU = u)PU(u)
< 
 p


+
p
 logjXj
=  (1=logjXj) + 1
= :
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