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In the present paper, we characterize the approximation numbers
orbits of conjugationof aboundedoperator T in anHilbert spaceand
there relationship with the eigenvalues of T. As a consequence we
obtain that fornormaloperators |λn(T)| = inf{ρ(T − L) : TL = LT and
dimR(L) < n}, where λn(T) is the nth eigenvalue of T. We illustrate
with an example that the equality does not hold in general.
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1. Introduction
At the turn of this century, there has been a considerable interest to study the behavior of the eigen-
values of an operator using s-numbers and specially approximation numbers. The real breakthrough
came at the end of the 70s when König [5] proved that (an(T))n ∈ r(N) implies (λn(T))n ∈ r(N). Here
an(T) := inf{||T − L||, rank(L) < n},n ∈ N\{0}, where T is a bounded operator in an Hilbert space.
Afterwards, basedon the theory of operator ideals,many resultswere establishedon the asymptotic
behavior and distribution of approximation numbers of various type of integral operators such as
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Hardy-type operators [6–8] or Toeplitz operators [13]. Over the last few decades the estimation of
approximationnumbershasbeenderivedbymanyauthors.However, they areoftennot asymptotically
exact for the most of operators (see [1,3,4,9,15]).
As a continuity of these results, we give in this work a characterization of the quantities
inf{an(XTX−1) : X invertible}
and
sup{an(XTX−1) : X invertible}
and the relationship with the eigenvalues of the operator T .
2. Preliminaries
LetH be an inﬁnite complex Hilbert space andB(H) the algebra of all bounded linear operators
onH. For an operator T ∈B(H), we write T∗ for adjoint of T ,N(T) for its kernel and R(T) for its
range. The spectrum of T is denoted by σ(T) and the spectral radius by ρ(T).
An operator T ∈B(H) is called Fredholm ifR(T) is closed and
max{dimN(T), dimN(T∗)} < +∞.
If T ∈B(H), the essential spectrum of T is σe(T) = {λ ∈ C : T − λI, not Fredholm}, and the essential
radius is ρe(T) = sup{|λ| : λ ∈ σe(T)}.
Throughout this paper,G(H)will denote the set of invertible operators. If n ∈ N\{0}, we deﬁne by
Jn(H) = {L ∈B(H) : dimR(L) < n} the set of operators of rank strictly inferior to n.
3. Approximation numbers and orbits of conjugation
Deﬁnition 3.1. Let T ∈B(H), and n ∈ N\{0}, the nth approximation number an(T) of T is deﬁned by
an(T) = inf{||T − L|| : L ∈Jn(H)}.
These numbers measure the closeness by which a bounded linear map may be approximated by
similar maps but with ﬁnite dimensional range. We recall some properties of these numbers:
Proposition 3.2. Let T , L and S ∈B(H), then
(1) ||T || = a1(T) a2(T) · · · 0;
(2) am+n−1(T + S) am(T) + an(S), ∀m,n ∈ N\{0};
(3) an(LTS) ‖L‖an(T)‖S‖, ∀n ∈ N\{0};
(4) an(T) = 0 ⇐⇒ dimR(T) < n,∀n ∈ N\{0};
(5) an(I : 2(N) −→ 2(N)) = 1, ∀n ∈ N\{0};
(6) am+n−1(TS) am(T)an(S), ∀m,n ∈ N\{0};
A rule s : T 
−→ (sn(T))n1 which satisﬁes the properties (1)–(5) of Proposition 3.2, is called an
s-scale rule (see [11], p. 79) where sn(T) is the nth s-number of the operator T . Moreover the approx-
imation numbers yield the largest s-scale. For more details see [2, Propositions 2.2 and 2.3, pages 53
and 54] or [11]. Let T ∈B(H),n ∈ N\{0}. We denote by
a˜n(T) = inf{an(XTX−1) : X ∈ G(H)},
ρn(T) = inf{ρ(T − L) : L ∈Jn(H)}
and
ρ˜n(T) = inf{ρ(T − L) : TL = LT , L ∈Jn(H)}.
Notice that for all T ∈B(H) and n ∈ N\{0}, we have
ρe(T) ρn(T) ρ˜n(T) ρ(T). (3.1)
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In this paper we propose to give a relationship between a˜n(T), ρn(T), ρ˜n(T) and the eigenvalues of T .
Theorem 3.3. Let T ∈B(H),n ∈ N\{0}. Then
a˜n(T) = inf
A∈B(H),A=A∗
an(e
ATe−A) = ρn(T).
Proof. We have
inf
X∈G(H)
{an(XTX−1)} = inf
X∈G(H),S∈Jn(H)
{||XTX−1 − S||}
= inf
X∈G(H),S∈Jn(H)
{||X(T − X−1SX)X−1||}
= α.
Therefore, Rota’s Theorem [12] implies that
inf{ρ(T − L) : L ∈Jn(H)} = inf
X∈G(H),L∈Jn(H)
{||X(T − L)X−1||} = β.
We denote by
ζ = inf
A∈B(H),A=A∗
L∈Jn(H)
{||eA(T − e−ALeA)e−A||}.
Then
inf
A∈B(H),A=A∗
{an(e−ATeA)}= inf
A=A∗ ,L∈Jn(H)
{||e−ATeA − L||}
= inf
A=A∗ ,L∈Jn(H)
{||e−A(T − eALe−A)eA||}
=ζ.
It is easy to see that ζ  α  β. Then the result follows if we prove that ζ = β.
Let ε > 0, ∃Xε ∈ G(H) and Lε ∈Jn(H) such that
||Xε(T − Lε)X−1ε || β + ε.
Let Xε = UεeAε be the polar decomposition of Xε , with Uε a unitary operator and Aε an adjoint operator
(see [10, proof of Theorem 2.1]). Thus,
||Xε(T − Lε)X−1ε ||=||Xε[T − X−1ε (XεLεX−1ε )Xε]X−1ε ||
=||Xε[T − X−1ε SεXε]X−1ε ||, (Sε = XεLX−1ε ).
So, if we denote by Vε = U∗ε SεUε , we obtain
||Xε(T − Lε)X−1ε || = ||UεeAε (T − e−AεU∗ε SεUεeAε )e−AεU∗ε ||
= ||eAε (T − e−AεVεeAε )e−Aε ||
 β + ε.
Since Sε ,Vε ∈Jn(H), we see that ζ  β + ε and α  β + ε.
Hence,β  α  ζ  β + ε and thearbitrariness of ε impliesα = β = ζ . This completes theproof. 
4. Approximation numbers and spectral eigenvalues
Let T ∈B(H), before giving a relationship between a˜n(T) and the eigenvalues of T , we recall some
properties. If ρ(T) > ρe(T), we denote by
∧(T) = {λ ∈ σ(T) : |λ| > ρe(T)}.
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Recall that the algebraic multiplicity of λi is the dimension of
⋃∞
n=1N(T − λiI)n. If T is self-adjoint
then the algebraic multiplicity is equal to the geometric one.
Proposition 4.1
(1) ∀λ ∈ ∧(T), T − λI is Fredholmand ind(T − λI) = 0,where ind(T) = dimN(T) − dimN(T∗). Inpar-
ticular, dimN(T − λI) < +∞.
(2) ∧(T) is a discrete set and so it is at most countable and consists solely of Riesz points. Each Riesz
point has a ﬁnite algebraic multiplicity.
We order these points denoted by λn(T), in such a way that
|λ1(T)| |λ2(T)| · · · > ρe(T) 0,
where each eigenvalue is repeated according to its algebraicmultiplicity: if there are onlym ∈ N\{0}
such eigenvalues, including multiplicities, we put formally
|λm+1(T)| = |λm+2(T)| = · · · = ρe(T).
Remark 4.2
(a) The assertion (2) of Proposition 4.1 is due to Zemànek [16].
(b) Throughout, if ρ(T) = ρe(T) we consider a sequence (λn(T))n1 deﬁned by |λn(T)| = ρe(T).
Remark 4.3. Under the hypothesis on the arrangement of λn(T), we have limn→+∞ |λn(T)| = ρe(T).
Indeed, if ∧(T) is ﬁnite set, then |λn(T)| = ρe(T) for all n n0. If ∧(T) is an inﬁnite set, since ∧(T) is
discrete, we must have limn→+∞ |λn(T)| = ρe(T).
Theorem 4.4. Let T ∈B(H) and n ∈ N\{0}. Then
ρn(T) ρ˜n(T) |λn(T)|. (4.1)
Proof. Weﬁrst observe that if ρ(T) = ρe(T) the inequality holds. Assume that ρ(T) > ρe(T).Whenn = 1
this is clear. The proof now proceeds by induction. Assume that (4.1) holds with n 1.
If λn+1(T) = λn(T), it is clear that ρ˜n+1(T) ρ˜n(T); else let k be the smallest integer inferior to n
such that
λn−k(T) > λn+1(T),
and let P be the spectral projection onto the subspace ofH spanned by the generalized eigenvectors
of T corresponding to λ1(T), · · · , λn−k(T). It is easy to see that
dimR(P) = n − k  n < n + 1.
Since TP = PT , then
σ((I − P)T) = σ(T)
∖ n−k⋃
i=1
{λi(T)}.
On the other hand, we have dimR(PT) dimR(P) n < n + 1. So PT ∈Jn+1(H).
Hence,
ρ˜n+1(T) ρ(T − PT)=ρ((I − P)T)
=|λn−k+1(T)| = |λn+1(T)|.
Thus (4.1) holds for n + 1. This completes the proof. 
Corollary 4.5. Let T ∈B(H). Then
lim
n→+∞ ρn(T) = limn→+∞ ρ˜n(T) = ρe(T).
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Proof. If ρ(T) = ρe(T), it is clear. Assume that ρ(T) > ρe(T). By Theorem 4.4, we get
lim
n→+∞ ρn(T) limn→+∞ ρ˜n(T) limn→+∞ |λn(T)|.
We know from Remark 4.3, that limn→+∞ |λn(T)| = ρe(T), so using the inequality (3.1), we deduce that
lim
n→+∞ ρn(T) = limn→+∞ ρ˜n(T) = ρe(T).
This completes the proof. 
As a consequence of Theorem 3.3 and the Corollary 4.5, we have the following corollary.
Corollary 4.6. Let T ∈B(H) one has
lim
n→+∞ a˜n(T) = ρe(T).
Remark. In general, the equality |λn(T)| = ρn(T) does not hold even if the operator is normal. For this
purpose, let (ei)i1 be an hilbertien basis ofH and consider the diagonal operator T ∈B(H) deﬁned
by ⎧⎪⎨
⎪⎩
T(e1) = 2e1,
T(e2) = e2,
T(ei) = 0 ∀i = 3, 4, . . .
We have ρ2(T) = 0 and λ2(T) = 1. Indeed, let L ∈B(H) be deﬁned by⎧⎪⎨
⎪⎩
L(e1) = 4e1 + 4e2,
L(e2) = −e1 − e2,
L(ei) = 0 ∀i = 3, 4, . . .
Then L is a rank one operator. Since, T − L is nilpotent, we have ρ2(T) ρ(T − L) = 0.
However, the following theorem shows that for a normal operator T , the equality ρ˜n(T) = |λn(T)|
holds.
Theorem 4.7. Let T ∈B(H) a normal operator and n ∈ N\{0}. Then
|λn(T)| = ρ˜n(T).
Proof. If ρ(T) = ρe(T) the equality is clear. We prove the result when ρ(T) > ρe(T). By the Theorem
4.4, we know that ρ˜n(T) |λn(T)|. We prove the reverse inequality. Let L ∈Jn(H) such that LT = TL.
Assume that ρ(T − L) < |λn(T)|. Then
ρ(T − L) < |λj(T)|, ∀j = 1, . . . ,n.
So T − L − λjI is invertible for j = 1, . . . ,n. We denote by λi1 (T), . . . , λik (T) the different eigenvalues of
T , whose moduli are bounded by |λn(T)|. We suppose that,
|λ1(T)| = |λi1 (T)| |λi2 (T)| · · · |λik (T)| |λn(T)|.
Let E(·) be the spectral measure for T . We denote by
P0 = E(σ (T) \ {λi1 , · · · , λik }) and Pj = E({λij }), j = 1, . . . , k.
ThenH = ⊕k
i=0R(Pi). On the other hand, it is well known that [14, Theorem 12.12]
TPj = PjT , j = 0, . . . , k.
So,
(T − λir I)Pj = Pj(T − λir I), j = 0, · · · , k, r = 1, · · · , k,
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and
(T − λir I)(HR(Pj)) ⊆HR(Pj),
where
H Pj(H) =
k⊕
i=0
i /=j
R(Pi).
Moreover
T − λij I|R(Pj) = 0 and T − L − λij I ∈ G(H) for j = 1, . . . , k.
Since LT = TL, then also PjL = LPj , by [14, Theorem 12.23]; hence
R(Pj) ⊆R(L) j = 1, . . . , k.
It follows that,
⊕kj=1R(Pj) ⊆R(L),
and
dimR(L) 
k∑
j=1
dimR(Pj)

∑
λi(T)∈∧(T), |λi(T)||λn(T)|
1
 #{λi(T) ∈ ∧(T) : |λi(T)| |λn(T)|} = n,
which contradicts the fact that dimR(L) < n. Hence, ∀L ∈Jn(H) such that LT = TL,
|λn(T)| ρ(T − L),
which completes the proof of Theorem 4.7. 
Theorem 4.8. Let T ∈B(H) and n ∈ N\{0}, one has
inf
A∈B(H),A=A∗
an(e
ATe−A) |λn(T)| sup
A∈B(H),A=A∗
an(e
ATe−A).
To prove this theoremwe shall use the following lemmawhich is a consequence of Rota’s Theorem
[12] and the polar decomposition.
Lemma 4.9. Let S ∈B(H) and ε > 0. Then there exists an invertible operator Aε such that ‖eAεSe−Aε‖
ρ(S) + ε.
Proof of Theorem 4.8. The result holds when ρ(T) = ρe(T). Assume that ρ(T) > ρe(T). Since by the
Theorem 3.3
ρn(T) = inf{an(eATe−A) : A ∈B(H),A = A∗}
and according to Theorem 4.4, it is sufﬁcient to prove that
|λn(T)| sup{an(eATe−A);A ∈B(H),A = A∗}. (∗)
This is clear when n = 1, and once more we proceed by induction. Assume that (∗) holds with n =
m − 1 for somem 2. If λn(T) = 0 there is nothing to prove and we therefore suppose that λn(T) /= 0.
Let P be the spectral projection corresponding to  :={λ1(T), . . . , λm(T)}. Then k = dimR(P) m and
λk(T) = λm(T), so that k = m if λm(T) has algebraic multiplicity equal to one. Using the fact that T and
P commute, we see that T mapsR(P) onto itself and the restriction T˜ of T toR(P) is inB(R(P)). Since
0 /∈ σ (˜T) = , the map T˜ is injective and is therefore an homeomorphism since dimR(P) < ∞. Let
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J :R(P) −→H be the natural injection, and let S ∈B(H) be deﬁned by S = JT˜−1P. We have TSy = y
for all y ∈R(P). So the inequality holds using Lemma 4.9. Indeed, let ε > 0. There exists Aε ∈B(H)
such that ‖eAεSe−Aε‖ ρ(S) + ε. Therefore
sup{am(eATe−A) : A ∈B(H),A = A∗} ak(eAεTe−Aε ).
Since [eAεTe−Aε ][eAεSe−Aε ](z) = z, for all z ∈ Y = eAε (R(P)), we deduce from [2, Proposition 2.3, p. 54],
that ak(e
AεTe−Aε ) 1‖eAε Se−Aε ‖ . Thus
sup{am(eATe−A) : A ∈B(H),A = A∗} 1
ρ(S) + ε .
Since ρ(S) = 1|λk(T)| =
1
|λm(T)| , we obtain
sup{am(eATe−A) : A ∈B(H),A = A∗} |λm(T)|,
and our proof is complete. 
Remark. We remark that in general no inequality of the form inf{an(eATe−A) : A ∈B(H),A = A∗} =
|λn(T)| or sup{an(eATe−A) : A ∈B(H),A = A∗} = |λn(T)| for all n ∈ N\{0} can be expected. To illustrate,
takeH a separable Hilbert space, and (ei)i1 an hilbertien basis ofH. Let T ∈B(H) deﬁned by⎧⎨
⎩
T(e1) = 2e1 + e2,
T(e2) = e2,
T(ei) = 0 ∀i = 3, 4, . . .
Then λ1(T) = 2, λ2(T) = 1, λi(T) = 0, ∀i = 3, 4, . . .
By [2, Theorem 5.10 p. 91]
a1(T) = λ1((T∗T)
1
2 ) =
√
3+ √5,
a2(T) = λ2((T∗T)
1
2 ) =
√
3− √5.
Thus,
inf{a2(XTX−1) : X ∈ G(H)} a2(T) < 1 = |λ2(T)|,
sup{a1(XTX−1) : X ∈ G(H)} a1(T) > 1 = |λ1(T)|.
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