ABSTRACT Handover mechanism for mobility support in a remote real-time streaming Internet-ofThings (IoT) system was proposed in this paper. The handover mechanism serves to keep the connection between sensor nodes and a gateway with a low latency. The handover mechanism also attentively considers oscillating nodes which often occur in many streaming IoT systems. By leveraging the strategic position of smart gateways and Fog computing in a real-time streaming IoT system, sensor nodes' loads were alleviated whereas advanced services, like push notification and local data storage, were provided. The paper discussed and analyzed metrics for the handover mechanism based on Wi-Fi. In addition, a complete remote real-time health monitoring IoT system was implemented for experiments. The results from evaluating our mobility handover mechanism for mobility support shows that the latency of switching from one gateway to another is 10%-50% less than other state-of-the-art mobility support systems. The results show that the proposed handover mechanism is a very promising approach for mobility support in both Fog computing and IoT systems.
I. INTRODUCTION
Internet-of-Things (IoT) [1] - [3] can be described as a worldwide network where humans and objects from different disciplines in both physical and virtual world can be interconnected and interact with each other. IoT is considered a key enabler to address problems in many fields ranging from healthcare to smart spaces and transportation. Remote monitoring IoT-based systems often use wireless sensor network to collect and transfer data to the Cloud where the data is retrieved in real-time via terminals such as a web browser or mobile applications [4] - [9] . Wireless protocols such as Wi-Fi, classic Bluetooth, LoRAWAN, Bluetooth Low Energy (BLE), nRF, or IEEE 802.15.4 are commonly applied in many applications [10] - [12] . For example, environment monitoring for agriculture often uses low data rate wireless protocols such as LoRaWAN or 6LoWPAN because information of environments such as temperature and humidity does not change rapidly. In contrast, remote real-time health monitoring applications demanding high-fidelity multi-channel bio-signals often use high data rates wireless protocols such as Wi-Fi or IEEE 802.11ah [13] .
Although the conventional IoT systems [14] , [15] have shown some advantages such global data access and real-time monitoring, they still have several limitations in terms of latency, reliability, communication bandwidth, and accessibility. In these systems, conventional gateways merely receive data from sensor nodes and forward the data to the Cloud. There has been a growing tendency towards the three-layer architecture applying Fog computing which is a convergence network of interconnected and distributed smart gateways. The three-layer sensor-Fog-Cloud architecture provides a proper solution for mentioned limitations [16] - [18] . Fog is capable of reducing the burdens of the Cloud and tendering variety of services such as geographical distribution, location awareness, and real-time interaction. As shown in [19] and [20] , Fog enables low-power consumption at sensor nodes as well as bandwidth savings (from sensors to the Cloud) for data-intensive applications. Fog have been applied in many systems [20] - [24] to solve existing challenges.
Mobility support is a key requirement for many real-time IoT systems as missed or delayed data during mobility can lead to severe consequences. In order to support mobility, an IoT system needs to be equipped with a handover or handoff mechanism which is responsible for de-registering a sensor node from a source access-point and registering it to a new access-point seamlessly. It is a challenging task to implement an advanced handover mechanism for full mobility support in critical domains such as healthcare [25] , [26] due to strict requirements of security, latency, network coverage, and reliability [27] . This issue becomes much more challenging for fog-assisted IoT systems because smart gateways at the edge provide distributed storage and Fog services. When handling mobility, a handover mechanism needs to effectively cooperate with Fog services to update and synchronize the distributed storage.
Currently, existing Fog-based methods [28] - [30] cannot completely solve problems in Fog-based systems especially for high data rate applications. For instance, mobility management cannot be guaranteed when the connection between Fog and the Cloud is interrupted. Oscillating nodes which move back-and-forth between gateways during a short time period are not considered. The node oscillation is critical to the handover mechanism as it can cause overloading the gateways. In some cases, it might cause the connectivity interruption between other sensor nodes and gateways. In this paper, we propose a mobility support approach for Wi-Fi-based real-time IoT health monitoring systems through an efficient handover mechanism. Exploiting the proposed approach, objects/persons can be remotely monitored in real-time without any interruption in the mobility. Our approach addresses primary types of mobility together with a node oscillation phenomenon. The main contributions of this work are summarized as follows:
• Novel handover mechanism for remote real-time monitoring with a negligible latency overhead.
• Real-time notification services for emergency or other irregular situations such as a dead node.
• Light-weight solution to address node oscillation.
• Analysis of the handover mechanism characteristics, particularly latency, through a hardware-software prototype. The remainder of the paper is organized as follows: Section 2 covers background and motivation. In section 3, metrics in handover mechanism are presented. In section 4, impact factors on mobility support are discussed. Section 5 presents the proposed handover mechanism. Section 6 presents the test-bed setup. Section 7 covers implementation of the proposed system. Section 8 presents evaluation the proposed system. Section 9 covers discussion. Finally, Section 10 concludes the work.
II. BACKGROUND AND MOTIVATION
Mobility in IoT systems can be hierarchically classified into primary mobility types shown in Fig. 1 . In order to provide an elaborated view of mobility, each type is discussed in this section with proper details.
Movement type can be categorized into random, predefined, and controlled classes. Dealing with random mobility is the most challenging because mobility parameters of the random mobility such as moving paths, destination points, and movement duration are unknown. When a handover mechanism can handle the random mobility, it can also control other movement types.
Movement elements can be categorized further into sink node movement [31] , [32] and sensor node movement. Among these movements, dealing with the sink node movement is more complicated because it causes changes in the network topology and the network's coverage areas. Fortunately, sink nodes or gateways (access-points) in applications in different fields such as manufacturing industry, education, and healthcare centers are often fixed in particular places because several costs (e.g., setup, management and maintenance) can be reduced while maintaining the high quality of services. Smart-phone-based sink nodes or access-points VOLUME 6, 2018 are used in some systems [33] , [34] but they are not widely applied. In such systems, the quality of services cannot be guaranteed when the gateway's battery level goes low. In practice, most of the mobility cases are caused by the sensor node movement. Therefore, we focus on the sensor node movement in the paper. It is noted that access-point and gateway are interchangeable terms in this paper.
According to Raja and Su [35] , node mobility can be categorized into weak and strong mobility. Weak mobility is primarily caused by hardware failures or the depletion of battery. If weak mobility is not detected in time, the connectivity of sensor nodes will be disrupted. Strong mobility occurs when a node moves from a gateway to another one in the same network by intention or external interactions such as wind, water, or rain. From another viewpoint [36] , micro and macro mobility are two categories of node mobility. Micro mobility arises when a sensor node moves from a gateway to another one in the same network. Macro mobility occurs when a node moves from one network to another network. It is recognized that a single viewpoint among mentioned alternatives cannot cover all cases of mobility. In this paper, we consider both strong mobility and micro mobility as node mobility while weak mobility is considered as a malfunction case. In the paper, weak mobility discussed in [35] is not considered as a type of node mobility because a static node may deplete their battery or crash. However, dead devices and malfunction cases due to hardware failures or the depletion of the battery are considered in this work for avoiding the discontinuation of services.
In most of the cases, dealing with healthcare applications requirements (e.g. latency and quality of bio-signals) are often more challenging than the requirements in other fields such as farming. For example, additional efforts are required for mobility support in e-health applications due to strict requirements of medical systems such as critical response time [37] . Accordingly, many examples and discussed applications in this paper are related to healthcare.
Due to the demand for mobility awareness in remote health monitoring systems, many approaches have been recently proposed. In this context, González-Valenzuela et al. [38] present a mobility support approach for in-home health monitoring systems using wearable sensors. In their approach, continuous monitoring of in-home patients is facilitated via an efficient hand-off protocol. In [39] - [41] , Jara et al. propose a mobility support solution based on 6LoWPAN protocol for in-hospital health monitoring systems. By deploying sink nodes and gateways in their proposed architecture, intra-mobility and fault tolerance are also supported. In [42] , Fotouhi et al. present a mobility support solution for wireless sensor network (WSN) and wireless body sensor networks. The approach uses the sensor velocity and the received signal strength (RSS) as vital parameters for the handover mechanism. One shortcoming of their approach is the overhead of the presented continuous message exchange algorithm which causes transmission overhead and high power consumption.
The discussed approaches show several benefits such as reasonable handover latency in the context of healthcare, however, they are not designed for fog-enabled IoT systems. More precisely, distributed storage and push notifications cannot be maintained or updated during mobility in the aforementioned approaches.
For dealing with mobility in smart cities, Francesco et al. [26] propose a mobility management method using follow-me Cloud-Cloudlet [43] in Fog-based radio access networks. In this approach, the handover for mobility support is triggered when a user moves between transportation infrastructures of smart cities (e.g., bus, train, etc.). As this technique is designed for city-scale mobility support, the mobility mechanism in this approach happens through the Cloud infrastructure rather then gateway-to-gateway data/control handover. The approach necessitates a large volume of data exchange between the edge and the Cloud and also under-utilizes the benefits of Fog computing (e.g., Internet connection to the Cloud is needed for mobility support). However, this approach is not efficient for mobility support in infrastructures such as hospitals, nursing homes, etc. where users' movement happens within the premises (i.e., between gateways) and is expected to be more frequent compared to city-scale travels. Such short-scale scenario calls for more efficient local mobility support mechanisms. Bittencourt et al. [28] address scheduling issues during mobility in the Fog layer. However, they do not provide a fog-based handover mechanism for mobility support.
In this paper, Wi-Fi is focused due to the following reasons: i) In the continuous e-health monitoring systems such as multi-channel ECG, EMG, and EEG monitoring, high transmission data rates are the prerequisites to achieve the high quality of signals. For example, each sensor node often collects about 90 kbps, 190 kbps, and 96 kbps for 8-channel ECG, 8-channel EMG, and 24-channel EEG applications, respectively [44] . Comparing to the other popular wireless communication protocols such as classic Bluetooth, Bluetooth Low Energy (BLE), IEEE 802.15.4, Wi-Fi supports much higher data rate and throughput. For example, data rates of IEEE 802.11b are up to 11 Mbps while data rates supported by other protocols such as Zigbee, 6LoWPAN (IPv6 over Low-Power Wireless Personal Area Networks), and BLE are about 250 kbps [45] . In practice [46] , these protocols merely support a data rate up to 160 kbps. ii) Wi-Fi supports multiple connection simultaneously whilst BLE and classic Bluetooth cannot support. iii) Wi-Fi-based systems are ubiquitously applied in many fields. Therefore, a solution for mobility issues of these systems can play a large contribution to the society.
The rationale behind this work is the demand for the design and implementation of mobility aware service with a robust handover mechanism customized for IoT systems based on Wi-Fi. In detailed, the proposed approach will focus on real-time remote health monitoring IoT systems gathering a large amount of data, such as the scenario shown in Fig. 2 . The Fog-based system shown in Fig. 2 has 3 main layers including a layer of sensor nodes, a layer of smart gateways with Fog computing and a layer of the Cloud and terminals. Sensor nodes collect contextual and e-health data such as ECG, EMG, room temperature, humidity and transmit the data to smart gateways for distributed storage, processing, and analysis. The processed or raw data is then transmitted to the Cloud for global storage and further processing. End-users such as medical doctors can access to real-time data via a mobile application or a web browser. The mobility-aware service needs to support different movement types (pre-defined, controlled, and random type), and node mobility. In addition, the burdens of sensor nodes cannot be increased when the system deals with mobility. To address these targets, the handover mechanism should be completely implemented at the Fog. Furthermore, the handover mechanism should reduce the handover latency to fulfill time requirements of critical applications such as real-time remote health monitoring IoT systems.
III. METRICS IN HANDOVER MECHANISM
Handover mechanisms often rely on one or several metrics such as Received Signal Strength Indicator (RSSI), velocity of objects and Link Quality Indicator (LQI) for making handover processes. These metrics are discussed in detail as follows:
Received Signal Strength Indicator (RSSI) indicates the signal power of a message received by a node. RSSI is one of the most popular metrics used in handover mechanisms [47] , [48] . In optimal cases, RSSI can be used for directly estimating the distance between a sender and a receiver. However, it is not a simple task to calculate the distance in practice when merely relying on RSSI because it is not linear and it is affected by interference from the surrounding environment [49] . Therefore, surrounding environments, context, and network deployment must be attentively considered when building a handover mechanism based on RSSI.
General handover approaches are often based on the best RSSI value and a threshold value [49] . RSSI values of a sensor node towards two or more gateways are compared when the node moves to an overlapping area which is an area covered by two adjacent gateways. Correspondingly, the stronger RSSI value indicates that the node may be close to one gateway and it is likely to move to that gateway. Therefore, the node is instructed to connect and register to that gateway. This approach has advantages of simplicity but it has several drawbacks such as instability and inaccuracy in many cases. For example, it is not reasonable to directly compare RSSI values when an overlapped area is covered by an indoor gateway and an outdoor gateway. In order to overcome some of the mentioned drawbacks, another approach uses a threshold value for deciding an instant moment to register to a new gateway. When an RSSI value of a sensor node towards a gateway is smaller than a threshold value, the node starts to look for other gateways via active or passive scanning discussed in Section IV. If the RSSI value from the scanning is larger than the threshold value, it registers with the gateway corresponding to this RSSI value. Although this approach provides some advantages, there are several disadvantages. For instance, a node may continuously search for a gateway when it does not find an RSSI value larger than the threshold value. Accordingly, it causes a large overhead of network transmission and energy consumption. Hence, RSSI should not be used as a standalone metric for assessing link quality or qualifying handover mechanism [50] .
Link Quality Indicator (LQI): In addition to RSSI, LQI can be used for handover mechanisms [51] as the second parameter. LQI is based on signal-to-noise ratio and indicates the quality of each received packet via average correlation values. In general, the LQI value depends on the distance between a sensor node and a gateway. When the distance increases, the LQI value decreases, and vice versa. VOLUME 6, 2018 Similar to RSSI, the LQI value is influenced by the surrounding environment. The usage of LQI is similar to the discussed RSSI based approaches.
Signal to Interference Plus Noise Ratio (SINR) can be calculated by dividing the sum of the interference power from all interfering signals and the power of background noise. SINR can be considered as one of the most proper metrics for assessing link quality [50] , [52] . However, it is difficult to retrieve an accurate SINR due to interference from unknown devices.
Packet Delivery Ratio (PDR) is the ratio between the number of received packets at a receiver and the number of sent packets. It can be approximately estimated by utilizing the history of PDR or by counting the number of received packets in a short period of time [53] . PDR is commonly used as a metric for calculating the best route and transmission rate. In many handover mechanisms, PDR is used alongside with RSSI or LQI for providing appropriate handover decisions and assessing link quality [50] .
Bit Error Rate (BER): represents the ratio of error bits towards received bits during a certain time window. However, this metric is not often used in handover mechanisms because it is not simple to measure BER where a pseudo-random data sequence transmission must be considered during measurements [54] .
Velocity is used alongside with RSSI or LQI in handover mechanisms [49] . When the velocity of a sensor node increases, a handover latency proportionally rises [55] . In general, it is not simple to capture the speed of a sensor node in an instant time. In order to measure the speed of a sensor node, other technologies such as dual loop detector, or magnetic sensor [56] should be implemented in the sensor node. Correspondingly, it causes large energy consumption. Despite the difficulties, velocity is used as a supplementary metric in many handover mechanisms for improving handover decisions. Fortunately, the node velocity in some applications does not vary dramatically and can be estimated. For example in healthcare, the speed of a sensor node attached to a patient is approximately 1-2 m/s in normal cases [49] .
Moving Direction: It is an advantage for a handover mechanism when the movement direction of a sensor node is detected, as it can be used to predict the next destination gateway. As a result, overheads of network transmission caused by broadcasting or multicasting from the source gateway to other gateways can be avoided. The movement direction of a sensor node can be possibly estimated via methods such as the triangulation [57] , [58] , angle of arrival [59] , and the time of arrival [60] .
Global Position: Possibly, sensor nodes are equipped with global positioning systems. Corresponding, a map of sensor nodes can be tracked and a handover mechanism can use GPS values (global locations) for performing its handover decisions. However, GPS has several major drawbacks: (i) when a GPS device enters indoor or underground areas, GPS signals get blocked easily, (ii) GPS signals are highly influenced by interference when a GPS device is located near tall buildings, (iii) continuously collecting GPS signals costs high energy consumption [61] . Therefore, it is not commonly used in handover mechanisms for mobility support in many IoTs systems.
IV. IMPACT FACTORS ON MOBILITY SUPPORT
In order to provide a comprehensive view of a handover mechanism, factors impacting on mobility support in IoT systems using the 802.11 technology are discussed. These factors are mobility scenarios, handshaking messages for 802.11 connection, and network deployment.
A. MOBILITY SCENARIOS
With the purpose of achieving an accurate and precise handover mechanism, we categorize health monitoring related mobility into two scenarios: (i) node mobility between in-door or outdoor locations, (ii) node mobility between in-door and outdoor locations. In the first scenario, vital metrics (e.g. RSSI and LQI) can be directly used for the handover mechanism. In the second scenario, these parameters must be recalculated by adding effects from the surrounding environment such as temperature and interference signals. For example, a temperature of a hospital room is usually stable. In contrast, out-door temperature varies depending on particular geographical locations and weather conditions. According to Xu et al. [62] , RSSI varies approximately 5.0 dBm for a change of 10 Centigrade. The differences between two adjacent contexts (indoor and outdoor) are complementary by offsets. These offset values must be periodically updated due to potentially rapid changes in surrounding environments.
B. MESSAGE HANDSHAKING IN 802.11 CONNECTION
When a Wi-Fi client wants to connect to a network, it must register to a Wi-Fi access-point or a gateway. The registering process consists of several request and response messages shown in Fig. 3 . First, the client searches for nearby access-points via a passive or active scanning. Particularly in
the passive scanning, the client listens to beacon frames which are periodically sent by the access-points. In the active scanning, the client sends probe requests to nearby access-points and waits for probe responses from these access-points. After receiving beacon frames or probe responses, the client has detailed information of these access-points such as SSID, capability information and supported data rates. Based on the information, the client can choose the most suitable access-point to associate with. In order to achieve a successful connection, the client must fulfill network security requirements. For instance, a client must exchange the correct WPA2 key with an access-point to connect to a Wi-Fi network which is secured with a WPA2-personal type. In order to provide security information, the client sends an authentication request frame and waits for an authentication response frame from the access-point. The number of the authentication request and response frames depends on network security types. For example, it requires a couple of authentication request frames and an authentication response frame in an open access network while it exchanges two couples of those frames in a network with WEP security. In other complex mechanisms like 802.1X/EAP, the number of exchanged authentication frames is higher. After authentication steps are completed, the client can associate with the access-point by sending an association request frame. The client is registered to the access-point when it receives an association response frame from the access-point. These registering steps are expensive in terms of latency and energy consumption; especially in case of deregistering a sensor node from one access-point and registering the node to a new access-point during mobility.
C. GATEWAY DEPLOYMENT
In order to maintain a continuous connection between a device and a network, the device must be located inside the network coverage areas. In most of the cases, adjacent gateways have some overlapping areas. In this paper, we propose an arrangement for adjacent gateways as shown in Fig. 5 . In the setting, there are four zones including personal zone, weak zone, sensitive zone and shared zone. To maintain the consistency for the whole article, gateways in the following discussions are similar in terms of type, model, and specification such as in-door smart gateways based on Pandaboard devices [63] .
1) PERSONAL ZONE
The personal zone, shown in Fig 5, has the best values of metrics (i.e. RSSI value and link quality indicator) among all zones. In the personal zone, a connection between a sensor node and a gateway is maintained without any interruption in most of the cases. Therefore, it is unnecessary to run the handover algorithm. In some cases such as hardware failure (e.g. malfunction node or gateway) or the depletion of the power supply, the connection can be interrupted or disconnected. In order to deal with such cases, an investigation service implemented in Fog checks both hardware failure (e.g. malfunction node or gateway) and a status of the connection between sensor nodes and gateways. When a gateway does not receive any data from a sensor node during a short time period (e.g. about 5-10 s), the service sends some pre-defined signals (e.g. ''status'' signals) to a node and waits for responses. In the configuration of sensor nodes, when a sensor node receives a specific signal or a command (e.g. ''status'' signals) from an associated gateway, it will reply to the gateway with a specific message such as ''alive node'' or ''low battery level''. If there is no response from the sensor node, ''double checking'' method is performed by continuously sending 3 more signals in every 3 s. If there is still no response, the service invokes the notification service to inform about the malfunction node to network administrators. The investigation service is applied to all sensor nodes in all zones.
2) SHARED ZONE
The shared zone, shown in Fig. 5 , is the center area of the overlapping area between two or several gateways. In this area, RSSI, link quality, and other metrics values of a sensor node towards these gateways are almost similar. The handover mechanism starts when a sensor node moves to this zone and it is likely to pass by the middle line ''AB'' shown in Fig. 6 , with the opposite direction towards its connected gateway.
3) WEAK ZONE
In the weak zone, shown in Fig. 5 , all radio-related parameters are worse than those radio-related parameters in the personal zone and the shared zone. Fortunately, the weak zone is located in the outermost area of the coverage area. Therefore, when a node moves to the weak zone, it already passed through the shared zone where the handover mechanism is actually triggered and the sensor node is already associated with a new gateway. The weak zone is important in detecting a relative position of a sensor node in a gateway's coverage area and confirming the connection status of a sensor node. Particularly, when a sensor node located in the weak zone, a gateway, which the sensor node is used to associate with before triggering the handover mechanism, informs adjacent gateways about the disconnection by messages. When the adjacent gateways receive the messages, they will update their ''neighboring'' tables which contain the information of connections between adjacent gateways and sensor nodes. In some cases, when the overlapping area of two adjacent gateways is very small, the weak zone is used for triggering the handover mechanism. Fortunately, these cases can be avoided by properly defining zones' areas.
4) SENSITIVE ZONE
The sensitive zone shown in Fig. 5 is a special case of the weak zone. The sensitive zone is an overlapping area of weak zones of several adjacent gateways. When a sensor node located in this zone, its status is recorded in a ''sensitive zone'' table. In this case, corresponding gateways are VOLUME 6, 2018 informed via messages by the handover service. In addition, the handover service will associate the sensor node with a gateway which the sensor node is likely to move to.
In a viewpoint of a network of gateways, adjacent gateways can be located as a square topology, a hexagon topology, or a random topology, shown in Fig. 4 . In practice, a random topology is the most popular among three topologies whilst square and hexagon topologies merely occur in well-organized networks such as in a corporation or an institute. Therefore, the paper primarily focuses on a random topology. When the mobility algorithm can support mobility in a random topology, it is definitely able to support mobility in other topologies as well. However, with the purpose of providing a comprehensive view of the handover service in Fog, the handover service is evaluated with square, hexagon, and random topologies. Among the mentioned topologies, the random topology is the worst one in terms of mobility management because it has many disadvantages (e.g. undefined coverage areas and undefined overlapping areas between gateways) that do not exist in the square and hexagon topologies. Except for the information that the handover service is likely to be triggered at the shared zone in most of the cases, there is no specific pattern for triggering the handover mechanism in the random topology.
D. AREA OF GATEWAY'S ZONES
As mentioned above, each gateway has its own personal, shared, weak and sensitive zones. Depending on a particular network topology and a distance between two adjacent gateways, the area of these zones can be flexibly defined for reducing undesirable issues such as incorrect handover triggering or missing mobility events. For example, when the shared zone of two adjacent gateways is small (e.g. 1-2 square meters), a possibility of missing a mobility event may be high. In this case, a sensor node already passes through the shared zone while the system may not react in time and the handover mechanism is not triggered properly. The issues become more severe in case of an oscillating node. For example, the number of handover triggering times in such an oscillation event increases dramatically. As a result, it causes large overheads for the system performance and can cause serious problems such as missing mobility cases. For example, other simultaneous mobility cases cannot be handled properly because most of the system resources are occupied by a process of handling the oscillating node. In contrast, when the shared zone is very large, the personal zones of the gateways become smaller. Corresponding, the number of handover triggering times may increase dramatically. Therefore, it is important to specify all zones' areas precisely. These areas can be calculated by the formulas below whose parameters are shown in Fig. 6 .
Angles α, β, γ , and δ in Fig. 6 are calculated by the following formulas:
where |O 1 − O 2 |: distance between two adjacent gateways R 1 , R 2 : radius of a whole coverage area of gateway 1 and gateway 2, respectively r 1 , r 2 : soft radius of coverage area of gateway 1 and gateway 2, respectively The radius R 1 and R 2 are retrieved by scanning the maximum actual radius of coverage area of a gateway. The soft radius r 1 and r 2 are software-based values defined based on the radius R 1 and the radius R 2 . For example, if the radius R 1 and the radius R 2 are 20 meters and 22 meters, the soft radius r 1 and the soft radius r 2 can be set as 18 meters and 20 meters, respectively. These soft radiuses can be flexibly defined and it is recommended that they should be slightly lesser or larger than the radius R 1 and the radius R 2 .
1) AREA OF TWO DIFFERENT ADJACENT GATEWAYS
The shared zone area of two adjacent gateways (A Sha ) includes two adjacent parts A Sha (O 1 ) and A Sha (O 2 ).
The area of a sensitive zone (A Sen ) including an area of two separate zones shown in Fig. 6 is calculated by the following equation: 
where n: a minimal number of adjacent gateways m: a number of Sensitive areas are overlapped k: a number of all adjacent gateways A Sen_overlapped : the area where sensitive zone's areas of gateway 1 and 2 are overlapped with sensitive zone area of gateway 1 and another adjacent gateway when there are more than two adjacent gateways.
In practice, a possibility of having A Sen_overlapped is low but it may happen. Therefore, A Sen_overlapped must be included in the formulas. In case that A Sen_overlapped exists, its area is really small.
In order to provide detailed information related to the weak zone, an apart area of the weak zone of gateway 1 named (aA W (O 1 )) which is a pink area shown in Fig. 6 is calculated by the below equation:
Similarly, an apart area of a weak zone of gateway 2 (aA W (O 2 ))is calculated by:
Personal zone area of gateway 1 (A P (O 1 )) and personal zone area of gateway 2 (A P (O 2 )) are:
where n: a minimal number of adjacent gateways m: a number of shared areas are overlapped k: a number of all adjacent gateways A Sha_overlapped : area where a shared area of gateway 1 and gateway 2 is overlapped with a shared area of gateway 1 and another gateway when there are more than 2 adjacent gateway In addition, an area which is a blue area in Fig. 6 , is important. The area named as A Blue is calculated as below:
2) AREA OF TWO IDENTICAL ADJACENT GATEWAYS
When two gateways are identical, in terms of brand and model, we have: α = β; γ = δ; r 1 = r 2 = r; R 1 = R 2 = R. The above formulas for calculating areas can be simplified: Shared area:
Sensitive area: Weak area:
where n: a number of all adjacent gateways m: a number of sensitive areas are overlapped An apart of weak area (a pink area in Fig. 6 ):
Personal area:
where n: a minimal number of adjacent gateways m: a number of Sensitive areas are overlapped k: a number of all adjacent gateways A Blue in this case is identical to A Blue area in a general case.
V. THE HANDOVER MECHANISM
The main target of the proposed handover mechanism is to achieve both energy efficiency of sensor nodes and a seamless mobility with the minimized handover latency. The mechanism is based on a combination of several methods such as signal strength and quality measurement (RSSI, link connection quality), multilevel thresholds, and frame injection. Although RSSI is one of the most important metrics for a handover mechanism, it should not be used as a standalone metric. Therefore, other metrics such as link connection quality, the number of connected nodes per each gateway, a bandwidth utilization rate are used in conjunction with RSSI. Using these supplementary metrics does not cost extra overhead while they are helpful to achieve better handover decisions.
In this paper, all gateways are identical in terms of coverage area, geographical location type (indoor gateways), and specification. In case that gateways are dissimilar such as an indoor gateway and an outdoor gateway, or heterogeneous gateways from several providers, offset values must be used for precise calculations in the handover mechanism. Offset values are calculated by comparing metrics collected from those gateways in different environments and contexts. In this paper, a gateway, which a sensor node associates with and is likely to move away from, is named as a source gateway. In contrast, a gateway to which a sensor node is likely to move to is named as a destination gateway.
The proposed mobility handover mechanism flow having 16 blocks is shown in Fig. 7 . In the following paragraphs, some blocks are explained in detailed whilst other blocks are briefly discussed.
A. DEFINING GATEWAY ZONES AND SCANNING RSSI, LQI IN ALL GATEWAYS
Before the gateway zones are defined, an appropriate radius (r) must be chosen because it has a significant impact on all zones' areas. When the radius (r) is larger, the weak zone will be smaller and vice versa. When the zones and their areas are not properly defined, the quality of the handover mechanism such as efficiency and preciseness can be reduced. For achieving good results, shared zone's area and personal zone's area should be large enough and these areas should be equivalent to a large portion of the whole coverage area of a gateway. These zones' areas depend on both distances, including a distance between a gateway and its weak zone's border, and distance between two the adjacent gateways. Fortunately, even in a random topology, the distance between two adjacent gateways is static and it can be measured easily. Therefore, the distance between a gateway and its weak zone's border is considered. To find an appropriate distance, equations presented in section IV are applied. Results from the formulas provide some piece of evidence (e.g. a ratio of the shared area and the whole coverage area of a gateway) for finding several most suitable candidates.
B. OBTAINING RSSI AT WEAK ZONE'S BORDER, FILTERING AND CHOOSING APPROPRIATE VALUES
When the distance between a gateway and its weak zone's border is decided, threshold values (e.g. RSSI) at the weak zone's border can be obtained via the scanning method.
In order to avoid corrupted values during the scanning, the gateway scans 10 times and chooses appropriate values.
C. COMPARING RSSI WITH THRESHOLD VALUES, COMPARING RSSI, LQI BETWEEN ADJACENT GATEWAYS AND ESTIMATING NODE POSITION
Moving sensor nodes are regularly checked by comparing a set of metrics values such as RSSI and threshold values of the associated gateways. These values are obtained via scanning processes. A scanning interval between scanning processes can be flexibly defined or edited depending on particular applications. In our application, a short interval is preferred for enabling fast response to movements of sensor nodes. In the proposed mechanism, all gateways perform the scanning process simultaneously for achieving high accuracy in estimating the position of sensor nodes. In order to avoid corrupted data, each scanning process has 3 scanning rounds without any delay between the rounds. Results from the scanning process are filtered and stored in a scanning table of the gateway. Values belonging to the same category from the scanning table are compared with each other and with values from the previous scanning process. Inappropriate values are possibly eliminated. The filtered data is multicasted to adjacent gateways which the gateway shares some overlapping areas. Correspondingly, each gateway has several RSSI and LQI values from its own scanning and adjacent gateways' scanning after each scanning process. These values are used for estimating the position of sensor nodes. For example, each gateway has its own weak zone having RSSI values from −75 dBm to −65 dBm. If RSSI values of a sensor node measured by two adjacent gateways are −55 dBm and −62 dBm, then the sensor node must be in the shared zone of these two gateways, being closer to the gateway having −55 dBm from the scanning.
D. COMPARING WITH A MIDDLE LINE OF THE SHARED AREA AND STARTING THE HANDOVER PROCESS
The handover process is triggered when a sensor node located in the shared area of two adjacent gateways and it is likely to pass through the middle line of the shared area, see Fig. 6 , line AB. The middle line's RSSI values are set when RSSI values of the sensor node towards these adjacent gateways are equal. During the handover process, the data in the database of the source gateway is also sent to the destination gateway. During mobility, when a sensor node is still associated with the source gateway, the collected e-health data is sent to the source gateway which immediately forwards the data to the destination gateway. This method helps to avoid missing data during mobility.
As mentioned, link quality also plays an important role in the handover mechanism and quality of service. If link quality is worse than some pre-defined requirements (e.g. 70%), Fog sends a notification to a system administrator. Depending on particular gateways and the condition of the surrounding context (e.g. interference), the pre-defined LQI requirements can be different. However, it is recommended that LQI value should be high for achieving a high level of QoS.
E. CREATING A VIRTUAL NODE, DISASSOCIATING AND ASSOCIATING WITH THE SOURCE AND DESTINATION GATEWAY, RESPECTIVELY
For maintaining the connection between a sensor node and its system network during mobility, the moving sensor node must be deregistered by the source gateway and registered by the destination gateway because a node cannot be associated with more than one gateway. In order to perform these tasks, an advanced method of creating a virtual node is used. As mentioned, the handover mechanism is triggered when a moving node is in the shared area of two gateways. Correspondingly, the MAC address of the moving node can be collected by these gateways. Based on the MAC address, the destination gateway creates a virtual node which is used as a representative of the moving node. The virtual node registers itself with the destination gateway by exchanging messages described in Section IV. In the proposed handover mechanism, the exchanging of messages is performed via the packet injection method. Particularly, the virtual node starts by injecting probe request packets and it waits for the probe response packet. When it receives the response packet, it continues to inject other packets (i.e. authentication request, association request). Depending on a Wi-Fi configuration, the number of exchanged messages varies. Importantly, during the registration of the virtual node with the destination gateway, the moving node maintains its registration with the source gateway. Therefore, all data sent by the moving node can be collected without any interruption and the handover latency is minimal. When the virtual node has just been registered with the destination node, the moving node is simultaneously deregistered from the source gateway. As a result, the moving node is already registered with the destination gateway and it can transmit data to the destination gateway without any delay.
F. OSCILLATION EVENT HANDLING
During mobility, oscillating event is always considered via a mechanism that checks the disassociating and associating time. When the time periods of the most two recent events are short and less than a pre-defined threshold, the sensor node is detected as a pre-oscillating node. When the handover mechanism confirms that the pre-oscillating node only moves in the shared area, the sensor node is detected as an oscillating node. The pre-defined threshold can be set based on shared zone area of two gateways and the movement speed of the sensor node. For example, if a shared zone area of two gateways is about 10 m 2 , a distance (CD line in Fig. 6 ) should be about 3.5 m. In addition, the sensor node attached to a patient often moves with an average speed less than 2 m/s. Based on the information, the threshold value can be approximately 3 seconds. Correspondingly, for maximum distance which a sensor node can move is 3 m (i.e. this is a multiplying result of 1.5 s and 2 m/s) for a single way from the source VOLUME 6, 2018 gateway to the destination gateway. This threshold can be flexibly changed depending on particular applications. For example, in other environments such as a factory where sensor nodes attached to vehicles can move with a faster speed, the threshold value should be smaller.
When an oscillating node is detected, the handover mechanism compares several parameters of two adjacent gateways including information in oscillation tables, RSSI tables and RSSI values of a line AB shown in Fig. 6 . For example, the handover uses line AB as a vertical border of two gateways in this case. If a sensor node located on the left side of the border in a longer time period than the right sight of the border, the left gateway will be chosen for remaining the association with the sensor node. It is unnecessary to perform the handover mechanism if the sensor node moves within the shared zone and remains the moving pattern.
VI. TESTBED SETUP
For evaluating mobility support and other services of Fog, the system architecture shown in Fig. 2 was implemented. The system consists of medical sensor nodes, smart e-health gateways with Fog computing, a remote server and end-user terminals (e.g. mobile applications and browsers).
In the implementation, four setups, shown in Fig. 8 , based on square, hexagon and random topologies are applied. In the first three setups (shown in Fig. 8(a), Fig. 8(b) and Fig. 8(c) ) 6 gateways are deployed while in the fourth setup Fig. 8(d) , 7 gateways are deployed. It is noted that a gateway ''G6'' is not shown in Fig. 8(b) due to the limited width of the presented paper. By adding one more gateway (G7) into the network shown in Fig. 8(d) , the network becomes much more complex and the number of shared areas between adjacent gateways increases dramatically. This setup is used for evaluating the efficiency of the handover mechanism in a dense network where several areas of many gateways are overlapped.
In each experiment, 5 sensor nodes are used in which two of them move freely without any pattern from a gateway to another simultaneously. With the purpose of analyzing impacts of the software-based radius (r) and the distance between gateways on the proposed algorithm, two groups of configurations (i.e. group 1 and group 2) are applied. The first group including 3 configurations (i.e. Conf 1(a), Conf 1(b) and Conf 1(c)) is applied to both square and hexagon topologies while the second group including 12 configurations (i.e. from Conf 2(a) to Conf 2(l)) is applied for the random topology. These configurations help to reveal the relationship between several parameters (i.e. the software-based radius (r), the actual radius (R), the distance between adjacent gateways) and areas of gateways zones.
The radius of the coverage area of a gateway in practice can be about 17 m or a bit further (e.g. 25 m) depending on particular gateways. In the experiments, an actual radius of coverage area of gateways is around 18 m. However, it is difficult for achieving the same experimented environment (e.g. noise, interference and wireless transmission conditions) when deploying many gateways with their actual coverage areas. Therefore, three parameters including the actual radius (R) of the whole coverage area of a gateway, the software-based radius (r) counting from a gateway to its weak zone's border and the distance between two gateways are scaled down three times. In the experiments, the radius (R) is 6 m after scaling down. The RSSI values and other radio-related parameters (e.g. LQI) applied in the experiments are measured according to these scaled points and distances.
VII. IMPLEMENTATION
For performing experiments, a complete remote real-time health monitoring IoT system is built. The system consists of several sensor nodes, Fog-assisted smart gateways, a Cloud server, and an end-user terminal. The implementation of the system is presented as below
A. SENSOR NODE IMPLEMENTATION
This work focuses on mobility support. Therefore, sensor nodes are built from general purposes devices. In our implementation, two sets of devices are used as sensor nodes. The first set includes Arduino Mega [64] , ADS1299 [44] , ESP8266 [65] and sensors. Arduino Mega is equipped with 16 MHz ATmega1280 micro-controller, 8 Kb SRAM, 4 Kb EEPROM and 128 Kb Flash memory. ADS1299 is a low-noise and multichannel device produced by Texas Instruments for acquiring medical data (e.g. ECG, EMG, EEG) with a high data rate up to 16k samples per second per channel. ADS1299 enables scalable medical systems with small size, low power, and a reasonable overall cost. ESP8266 is a low-cost Wi-Fi chip with a full TCP/IP stack. Several medical and environmental sensors such as SpO2, heart rate, temperature and humidity sensors are utilized. Integration of these devices creates a sensor node capable of acquiring data (multi-channel ECG, medical signals, and contextual data) with high data rates and transmitting the data in real-time to the smart gateway via Wi-Fi. However, this set is only used in the final experiment for showing real-time ECG data during mobility. Another simple set consisting of Arduino Uno [66] and Wi-Fi shield [67] is used as a sensor node in most of the experiments to reduce complexity.
Arduino Uno is equipped with 16MHz ATmega328P, 2Kb SRAM, 1Kb EEPROM and 32Kb SRAM. It generates data and transmits the generated data to the gateway with high data rates via the Wi-Fi shield. Correspondingly, the mobility support capability could be successfully verified by comparing generated data with data received from an end-user browser. In this paper, the node is set up to merely perform the primary tasks of collecting and sending data to the smart gateway while other tasks such as data processing, data analytics, and mobility support are implemented in the Fog layer of smart gateways.
B. GATEWAY IMPLEMENTATION
A smart gateway [10] consists of Pandaboard [63] and a 300Mbps wireless USB adapter [68] . The Pandaboard is low cost, low power platform based on OMAP4430 processors. Pandaboard is equipped with a dual-core 1.2 GHz CPU, 384 MHz GPU, Ethernet, wireless chip-set (Bluetooth and 80211), and a set of I/O ports. In addition, the board supports up to 32GB SDHC card. Correspondingly, different operating systems (Windows, Ubuntu, Android) and databases (MySQL, MongoDB, PostgreSQL) can be installed in the Pandaboard for managing the gateway and enhancing gateway's services.
In our implementation, the MySQL database is used for storing medical and context data received from sensor nodes and recording vital information used for Fog services such as the push notification service and visualization of real-time ECG data. Accordingly, the database is persistently maintained and real-time updated.
Furthermore, due to the limited capacity of the distributed database, it is purged every 30 minutes after receiving a confirmation of the synchronization from Cloud. As mentioned, the gateway with its distributed database can act as a local web server when the connection between Fog and Cloud is disrupted. In this case, when the distributed database runs out of available storage capacity, the new incoming data overwrites the old one. Fortunately, in general, the disconnection usually does not last for a long period of time because when the disconnection occurs, the push notification service is triggered to inform network administrators in real-time. While the gateway acts as a local web server, it will send responses either in XML or JSON format as requested and leave all rendering tasks to the client.
We implemented a parallel notification method in both Fog and Cloud. In general, the notification service is primarily implemented in Cloud whilst in a few cases, it is run at Fog. By applying this method, all emergency cases can be notified whereas it does not cost significant resources in Fog. For implementing the notification service on a clientside, an Android application, which can communicate with both smart gateways and Cloud, is developed. When the notification service is triggered, the Android application receives real-time push-messages. In addition, a web browser can be also used as a client for visualizing real-time e-health data.
In our implementation, the Ubuntu operating system is used in smart gateways because Ubuntu not only manages hardware resources and Fog services but also provides useful daemon services, libraries and applicable tools such as the firewall. For example, Uncomplicated Firewall (UFW) [69] in Ubuntu can be used for constructing accessibility rules such as protocols blocking and ports blocking. In our implementation, all unnecessary ports and protocols are blocked except for ones used by Fog services. However, applying firewall does not guarantee a high level of security. We also applied an end-to-end security scheme for healthcare IoT mobility proposed in [70] .
In our implementation, all gateways are configured to have the same Service Set Identifier (SSID). Thanks to this setup, the configuration of sensor nodes is kept intact during mobility. Correspondingly, high power consumption and latency caused by reconfiguring sensor nodes during mobility can be partly avoided. In the paper, RSSI and LQI are periodically collected via a scanning method which is constructed by utilizing iw, iwlist, iwconfig packages and API provided in Ubuntu OS.
In order to construct virtual nodes, 300 Mbps wireless USB adapters are used in the system in which each adapter is attached to a gateway. Due to the simple configuration of the adapters, it is not challenging to integrate these adapters into the system. When receiving instructions from the handover mechanism, the adapter at a destination gateway acts as a representative of a virtual node by utilizing its actual hardware for performing registering tasks mentioned earlier. In our implementation, registration between a virtual node and a destination gateway is performed by a packet injection method. We implemented the method with the Libtins library [71] which is a high-level, multi-platform C++ network packet sniffing and crafting library. The library is open-source and supports popular protocols such as IEEE 802.11, IEEE 802.3, IEEE 802.1q, Ethernet, ARP, IP, IPv6UDP, and TCP. In addition, the library is reliable because it has been tested with 624 unit tests.
There are two approaches of utilizing the actual hardware (adapter) for implementing packet injection during node registration. In a simple approach, a mobility buffer with the first-come-first-served strategy or a mobility buffer with an arbiter can be used. When a node is detected as a moving node, it is added to the mobility buffer and waits for its turn. In case of using the first-come-first-served strategy, the first moving node is always given the right to use the actual hardware. When the buffer is used with the arbiter, the higher priority node has the right to use the actual hardware. In our implementation, zero is the highest priority. A priority of a node is decided by the arbiter via a mechanism based on time and RSSI. Accordingly, when the RSSI value of the second node is less than a pre-defined threshold, VOLUME 6, 2018 the second node is set with the highest priority and it is given the right to use the actual hardware. Although the mobility handling in these methods is based on the mobility buffer, it is possible to support mobility for approximately 10 moving nodes while fulfilling latency requirements of real-time health monitoring. For a complex approach, instead of using the mobility buffer, threading (multi-threading) is applied. The advantages of this method are asynchronous and non-blocking behavior. Each sensor node is handled by a single thread. Correspondingly, it is possible to handle mobile health monitoring for the large number of moving nodes simultaneously. However, it is difficult to deal with debugging. For testing and assessing QoS (mobility support), we implemented the second approach using multi-threading.
VIII. EVALUATION
In this section, several experiments have been carried out. These experiments are explained in details as follows:
A. GATEWAY'S SIGNAL LEVEL
In the experiments, RSSI and LQI of a sensor node in different positions towards a single gateway are measured. Each distance has been experimented with for 10 times and average values are reported. All of these experiments are carried out in the same environment (i.e. located in the same single warehouse's room and affected by the same interference noise). Results are shown in Fig. 9 . The results indicate that the RSSI and LQI values do not decrease linearly when the distance between the sensor node and the gateway increases linearly. When the sensor node is far away from the gateway, the RSSI and LQI values are low. Therefore, it is recommended that RSSI and LQI values of a gateway's coverage border must be measured. If the values at the border show low quality of signals (e.g. LQI less than 60%), system administrators need to use a lower value for the radius R to avoid low-quality signals and transmission loss. In our experiments, when LQI is less than 60%, there are lost packages in transmission. Therefore, 60% LQI is used as the threshold for defining the radius R. For instance, if the actual radius R of the coverage area is 18 m and the LQI value at the border is FIGURE 9. Gateway's signal level and link quality. less than 60%, the radius R used in the configurations and the handover mechanism should be around 16 m for achieving 70% LQI. The threshold values (e.g. 60% LQI) are flexibly defined by system administrators depending on particular applications and environments.
B. IMPACT OF MOBILITY SUPPORT AND FOG SERVICES ON THE SYSTEM LATENCY
Based on our knowledge, the current state-of-the-art real-time continuous e-health monitoring IoT systems based on Fog computing do not support mobility completely. Therefore, we would like to propose the IoT system with fully mobility support based on Fog computing. Although it is unfair to compare between the systems with and without the mobility support, it is valuable to provide an overview of the impact of the proposed algorithm on latency.
We evaluated the impact of the mobility support and Fog services on the system latency by constructing a health monitoring IoT system based on Fog computing. In details, the system is setup with three different cases. The first one is a typical IoT system without mobility support. In this configuration, each gateway has a distinct SSID. The second configuration is similar to the first one except that all gateways have the same SSID and overlapping areas. The third configuration is an upgraded version of the second one with the mobility support service. In all cases, only the first three setups shown in Fig. 8 are applied. For fair comparisons, metrics (radius R, software-based r, distance between gateways) in each case are the same. There are 10 experiments in each case and average values are reported. The results of handover latency are shown in Fig. 10 . Results indicate that the proposed system with the handover mechanism for complete mobility support reduces the system latency for reestablishing/remaining the connection between sensor nodes and a gateway during mobility dramatically. The handover mechanism helps to save approximately 98% and 95% comparing to the system without mobility support and the system in the second configuration, respectively. In addition, the system latency in the second configuration is equal to a half of the latency of the first configuration. Therefore, it is recommended that if the system cannot be configured or equipped with the handover mechanism, its gateways should be configured to have the same SSID to reduce the system latency for reestablishing the connection between sensor nodes and gateways. In addition, results show that a topology type such as square, hexagon, and random topology does not affect the handover latency. In these experiments, a few cases of abnormal values have occurred. For example, handover latency in a hexagon topology in the first case once reached up to 10.42 s. Some of the reasons for having such a high latency are that some exchanged packages may be lost or incoming packages at the gateway are corrupted during handshaking. Corresponding, the sensor node and the gateway must send many packages for handshaking that causes the increase of latency. Although abnormality does not occur in other cases in the experiments, this issue may happen anytime in any cases. In the experiments, the surrounding noise sources are not considered. However, all of the experiments are done in the same warehouse room. Therefore, these results are all affected by the same surrounding noise sources. The effects of the noise sources are much larger if the noise sources have similar frequencies as the sensor nodes.'
C. THE RELATIONSHIP OF THE SOFTWARE-BASED RADIUS R, AREAS OF DIFFERENT ZONES AND THE DISTANCE BETWEEN ADJACENT GATEWAYS
As mentioned, 2 groups of different configurations are applied in the experiments. Areas of gateways' zones in each configuration are calculated based on the formula set presented in Section IV and results are shown in Table 1 . The results reveal the information of the relationship of the software-based radius r and areas of different zones and the distance between adjacent gateways. Particularly, results from the first three configurations of group 1( i.e. from Conf 1(a) to Conf 1(c)) provide some general information about the relationship. Based on the results from these configurations, we know that these configurations might not be the most optimal because the shared zone areas are very small. Currently, there are no specific requirements for zones' areas. Depending on particular applications, zones and their areas can be flexibly set. However, it is recommended that shared zones' areas should be large enough for avoiding the missed handover triggering cases while the personal area should be large for avoiding overheads of utilizing resources for unnecessary handover triggering. Based on our experiments and results discussed in the following paragraph, it is recommended that the shared zone's area should be greater than a value calculated by a formula: value = speed_of _sensor_node 2 * 2/3. We carried out more than 100 experiments for achieving the requirements of minimum areas of the shared zone. The random topology shown in Fig. 8 is applied for these experiments. In these experiments, there are 10 different cases and each case is carried out for 10 times. In each case, a sensor node moves freely from a gateway into an adjacent gateway. As mentioned, the handover mechanism is triggered in a shared zone and it relies on the scanning interval. In order to have correct and fair measurements, several parameters including short scanning interval of 0.1 s, distance of 8 m between two adjacent gateways, radius (R) of 6 m, and movement speed of 5m/s are applied for all experiments. The recommended minimum value of personal zone's area calculated by the formula above is 16.6666 m 2 . The shared zone area is changed by increasing the software-based radius (r) a value of 0.1 m starting from 5 m. Correspondingly, the latter case has a larger shared zone area than the previous case. Results of these experiments are shown in Table 2 .
Results from Table 2 show that when the shared area is larger than the recommended minimum area of the personal VOLUME 6, 2018 zone, all mobility events are triggered in the personal zone. In contrast, when the share zone area is smaller than the recommended minimum area, some mobility events are triggered in a pink zone which is apart of the weak zone shown in Fig. 6 . Although there is no difference between triggering the handover mechanism in the shared zone and in the pink zone in terms of handover latency, triggering the handover mechanism in the shared zone is still expected especially in case of low quality of signals (e.g. LQI and RSSI). In these cases, the handover mechanism may not be triggered correctly in the weak zone whilst it is highly possible to trigger the handover mechanism correctly in the shared zone because the quality of signals in the shared zone is often high due to the close proximity to the gateway. In addition, the shared zone is the main zone for triggering the handover mechanism while the weak zone can be used as a backup zone for the handover mechanism. For example, when a mobility case is missed in the shared zone, there is still a chance and time for triggering the handover mechanism in the weak zone.
D. VERIFYING THE ACCURACY OF THE HANDOVER MECHANISM
For verifying the accuracy of the handover mechanism, some complex cases of mobility are applied. In these cases, a sensor node moves from the personal zone of a source gateway to the weak zone of a destination gateway with a direction of 60 degrees counterclockwise measured from the lineof-sight line between these gateways. In the moving path, the sensor node passes the middle line of the shared zone of two gateways. However, the duration and path distance which the sensor node has been located in the right part of the shared zone is very short. Due to the short scanning interval (i.e. 0.1 s -0.3 s). This case is detected and the handover mechanism is triggered successfully. Another tough case is a case that a sensor node moves within the sensitive zone and it passes the middle line of this zone. In our experiments, this case (i.e. moving within the sensitive zone) have not been experimented with the handover mechanism because these sensitive zone areas shown in Table 2 are very small. Based on our experiments, a case that a sensor node moves within the sensitive zones of two adjacent gateways is seldom and it can be avoided when setting up the configuration suitably. In this case, the sensitive area is often really small (e.g. less than 1 m 2 ). In critical applications, a new gateway can be added in between these adjacent gateways for avoiding mentioned ''tough'' cases. Although this method is not recommended due to wasting resources, it helps to avoid tough cases above because the sensitive zones will be overlapped with the shared or the personal zone of the new gateway.
In case of Conf 2(a) and Conf 2(d), when the distance of gateways is 25% larger than the radius R, and the software-based radius r increases about 12.5%, the shared zone area and the personal zone area increase about 11.3% and 11%, respectively whilst the weak zone area and the A Blue area decrease 21% and 5%, respectively. Results of the comparison between Conf 2(d) and each of two configurations (i.e. Conf 2(b) and Conf 2(c)) have the same pattern as the comparison one from Conf 2(d) and Conf 2(a). In case that the distance between two gateways is about 25% larger than the radius R and the gateway only has an adjacent gateway sharing some overlapping areas, Conf 2(d) is better than Conf 2(a) because the shared zone and the personal zone of Conf 2(d) are larger. There are no specific requirements for the shared zone areas and other zones' areas. Depending on particular applications, the shared zone area is differently set. For example, the shared zone area should be large for applications in which the sensor node moves with a high speed. Based on the above experiments, a large personal area and a small weak zone area together with an appropriate shared zone area are the most suitable option for the handover mechanism. When the personal zone is small, a possibility to trigger the handover mechanism during a movement of a sensor node is higher. The most important target of the system is to keep the connection between sensor nodes and the system while reducing the number of handover triggering times as much as possible.
Results from the comparison between different pairs in a group of 4 configurations (i.e. Conf 2(e), Conf 2(f), Conf 2(g), Conf 2(h)) have the same pattern as the results from the group of Conf 2(a), Conf 2(b), Conf 2(c) and Conf 2(d), respectively. Similarly, it is valid for pairs of another group (i.e. Conf 2(i), Conf 2(j), Conf 2(k), Conf 2(l)). It can be inferred that small changes in a software-based radius r can cause dramatically impacts on different zones' areas. It can be concluded the shared zone area increases and the weak zone area decreases when increasing the software-based radius r regardless of a distance between two gateways.
Results from Conf 2(d), Conf 2(h) and Conf 2(l) indicate that when the distance between two gateways are smaller and the same software-based radius r is used, the shared zone area increases and the personal zone area decreases. Although the conf 2(l) is the best configuration in its group (i.e. Conf 2(i), Conf 2(j), Conf 2(k), and Conf 2(l)), it is still not the optimal configuration because its shared zone area is still small (i.e. 12.2176 m 2 ). As mentioned, the handover mechanism is triggered when a sensor node passes the middle line AB of the shared area. It implies that the system only has about 6 m 2 to complete the handover mechanism. In this case, if the movement of the sensor is high (e.g. 8 m/s), the sensor node only needs about 250 ms to pass the shared area. In most cases, the handover latency is less than this time. However, in some special cases (e.g. many lost packages), the latency of the handover mechanism may be higher. Therefore, depending on the distance between gateways, the software-based radius r should be carefully chosen. Among all configurations, Conf 2(d) seems to be the best one since its shared zone area is large while its personal zone area still occupies the large portion of the whole coverage area of a gateway.
E. LATENCY, RELIABILITY EVALUATION AND COMPARISON WITH OTHER STATE-OF-THE-ART WORKS
For evaluating the latency of data synchronization between distributed databases, various data sets having different sizes are applied. The result shown in Table 3 displays that the synchronization latency is low in most of the cases and it is not proportionally linear with regard to data size. Correspondingly, the latency of data synchronization does not have a significant impact on the total latency of the system during mobility. For assessing the reliability of the handover mechanism, more than 50 mobility cases including node oscillation are tested. In most of the cases, the connection between sensor nodes and the system is maintained without any interruption. Fig. 11 shows ECG waveforms at an end-user browser when connecting to Fog's web service during mobility. A user is a 30 year-old male volunteer. The result shows that real-time monitoring with the high quality of signals can be guaranteed with Fog's services during mobility. In rare cases, the push notification is triggered when the handover mechanism cannot handle unexpected situations.
Finally, we compared our proposed method for mobility support with the recent state-of-the-art works for mobility support. Results are shown in Table 4 . Results show that our method is the most efficient in terms of handover latency among all mentioned works and the proposed handover method does not cause overloads of sensor nodes. Correspondingly, sensor node's battery cycle time does not decrease. In addition, our method concerns oscillating nodes during mobility whilst others do not consider that attentively.
IX. DISCUSSION
For detecting a position of a particular sensor node, several adjacent gateways have to scan the RSSI values and exchange the collected values with each other. This may over-utilize network bandwidth. Fortunately, the system performance does not decrease due to a large network bandwidth (40 Mbps -54 Mbps) of Wi-Fi.
The paper primarily focuses on mobility support and the handover mechanism. Therefore, for reducing complexity, several software packages provided in Ubuntu (e.g. ''iw,'' ''iwlist'' and ''iwconfig'') are applied for scanning RSSI and LQI. However, these packages are not optimal in terms of latency for scanning RSSI. In some cases, when the number of sensor nodes including both sensor nodes belonging and not belonging to the system is numerous, results from scanning parameters from sensor nodes will be large and some of the nodes may not appear in the result list. We recommend that other state-of-the-art methods for obtaining RSSI and LQI should be used.
In general, the method of injecting wireless packages may cause some severe issues related to security and gateways' performance if it is misused. For example, by using the package injection method, the Wi-Fi network can be hacked. In details, a hacker can use a Wi-Fi-based device for scanning MAC address of other devices using Wi-Fi around his/her geographical location. Then, the hacker can use found MAC addresses for injecting several types of packages to the network. Correspondingly, there are two severe consequences. Firstly, the network channels are fully occupied. Therefore, other devices cannot connect or associate with the network gateway. Secondly, if a hacker injects disassociation packages, gateways will disassociate with real devices. Then, for re-establishing the connection with the network, the real devices have to re-associate with gateways via exchanging packages. At this moment, the hacker will be a man in the middle to monitor all packages exchanged between the real devices and the network gateways. In our experiments, we occasionally tracked information of adjacent Wi-Fi-based devices and we are able to collect their transmitted data.
If the injection method does not precisely inject packages in time, there is no guarantee that the connectivity between a sensor node and smart gateways is maintained with low latency even though the handover mechanism is successfully triggered. Therefore, it is recommended that the injection method has to be carefully designed and implemented.
In practice, the measurements related to latency are mostly relative because they rely on different parameters such as network channels, interference of different radio sources, and transmission conditions. Similarly, applying the proposed handover method in different places may provide different handover latency. Therefore, a network administrator needs to consider mentioned parameters for achieving a high quality of service.
Although the proposed handover mechanism does not intensively use broadcasting, it often uses multicasting between adjacent gateways. When the number of connected devices is large (e.g. 100 devices) and they are moving simultaneously, the system performance may decrease.
It can be seen in Fig. 10 that the handover mechanism and the system latency for maintaining the connection between sensor nodes and gateways are not dependent on the network topology. In addition, the hexagon topology provides the largest coverage areas among all mentioned topologies when the same number of gateways and the same configuration are applied. Based on our experiments, the hexagon topology is the best option for setting up a new network of gateways. Although is difficult to build such a hexagon network in practice, it is recommended that network administrators should apply the hexagon topology if it is possible.
X. CONCLUSION
In the paper, we proposed the handover mechanism for complete mobility support in a remote real-time streaming IoT system. The handover mechanism helped to remain the connection between the sensor nodes and the system with the low latency. The handover mechanism also attentively considered oscillating nodes which often occur in many streaming IoT systems. By leveraging the strategic position of smart gateways and Fog computing in a real-time streaming IoT system, sensor nodes' loads were alleviated whereas advanced services (e.g. push notification and local data storage) were provided. The paper discussed and analyzed popular metrics for the handover mechanism based on Wi-Fi. In addition, the complete remote real-time e-health monitoring IoT system was implemented for experiments. The results from evaluating our mobility handover mechanism for mobility support shows that the latency of switching from one gateway to another is 10% -50% smaller than other state-of-the-art mobility support systems. The results show that the proposed handover mechanism is a very promising approach for mobility support in both Fog computing and IoT systems. 
