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Cilj diplomske naloge je oblikovanje navideznega okolja s kombinacijo dveh programov – 
Blenderja, v katerem smo izdelali 3D modele, in Unity, v katerem smo ustvarili navidezno 
okolje in vanj integrirali 3D modele. Končni rezultat si lahko ogledamo preko VR-očal 
Google Cardboard. 
Diplomska naloga je razdeljena na dva dela: teoretični in praktični del. 
V prvem, teoretičnem delu je podana razlaga, kako strokovnjaki, industrija itd. razumejo 
navidezno resničnost (angl. virtual reality oz. VR) in kako jo opredeljujejo. Podana je 
časovnica z dogodki in izumi, ki so pomembno vplivali na razvoj obstoječih VR-tehnologij. 
Analizirali smo tudi prednosti in slabosti navidezne resničnosti s pomočjo primerov uporabe 
tovrstnih tehnologij.  
Drugi, praktični del podaja ključne korake, ki jih moramo upoštevati pri izdelavi VR-okolja v 
programu Unity, in primere našega pristopa k izdelavi navideznega okolja. Nato smo opisali 
postopek integracije v Blenderju modeliranega 3D modela v VR-okolje in na kaj moramo biti 
pozorni pri prenosu elementov med uporabljenima programoma. Na kratko smo opisali tudi 
programa Unity in Blender ter VR-očala Google CardBoard. 
Na koncu sta opisana postopka izdelave mobilne aplikacije za operacijski sistem Android ter 
povezave mobilnega telefona in programa Unity. Oba načina nam omogočata ogled 
navideznega sveta preko VR-očal Google Cardboard. 
Očala Google Cardboard so nam omogočila ogled našega navideznega okolja ter sprehod po 
okolici in notranjosti našega 3D modela. Naš cilj je bil doseči občutek potopitve v okolje. 
Pri ustvarjanju VR-okolja je za dosego potopitve zelo pomembno gibanje. Če ga ni, postane 
okolje hitro dolgočasno in nezanimivo. V naše navidezno okolje smo dodali osnovno gibanje 
(pogled spreminjamo s premikanjem računalniške miške), lahko pa bi tudi kompleksnejše 
gibanje (pogled spreminjamo s spreminjanjem položaja telesa). 
 







The main purpose of this diploma thesis is to create a virtual environment with a combination 
of two programs: Blender, where we created the 3D models, and Unity, where we created a 
virtual environment and integrated the 3D models. The created end-result can be observed 
with the Google Cardboard VR glasses. 
The diploma work is divided into a theoretical and a practical part.  
In the first part, we define virtual reality (VR), discuss its beginnings and important events 
which significantly influenced its development. In addition, we described the advantages and 
disadvantages as well as some examples of where VR is used.  
In the practical part, we describe the key steps for building a VR environment on the Unity 
platform and the integration process of 3D models which were previously made in the 
program Blender. We describe where in the process we need to pay special attention. 
Finally, Unity, Blender and Google CardBoard VR glasses are briefly discussed.  
Lastly, we described the process of creating a mobile application for Android mobile phones 
and the process in which we connect a mobile phone to the program Unity. Both methods 
allow us to see the virtual world through Google Cardboard VR glasses. 
Google Cardboard makes it possible to watch the constructed VR environment - to walk 
outside and inside of our 3D models. 
The goal of this VR environment is to archive the user’s feeling of immersion. For 
immersion, it is very important to include movement, because without it the environment 
quickly becomes boring and uninteresting. We added some basic movement to our virtual 
environments (the view is changed by moving the computer mouse), but we could add more 
complex movement (the view changes with changing the position of the body). 
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Navidezna resničnost s pomočjo potopitve oz. občutka, da smo v nekem navideznem okolju 
resnično prisotni, omogoča povsem novo izkušnjo pri vsakdanjih stvareh, npr. igranju 
računalniških iger, sprehodu skozi prostore ipd., ali pa jo vključimo na strokovna področja, 
kot je postopek izobraževanja, npr. simulacija letenja za izobraževanje pilotov. Tako 
preprosto in varno omogočimo učenje in nabiranje izkušenj. 
Področje navidezne resničnosti je v zadnjih letih postalo veliko zelo prepoznavno in 
popularno, predvsem po zaslugi cenovno dostopnih pripomočkov (Google Cardboard, 
Samsung Gear VR), ki so prišli na trg. 
V diplomski nalogi je v teoretičnem delu predstavljena navidezna resničnost, predvsem kako 
deluje, katere pripomočke potrebujemo in kateri so dodatki, ki izkušnjo potopitve v navidezno 
resničnost naredijo še pristnejšo, opisane so prednosti in slabosti ter njen razvoj, ki se je 
presenetljivo začel že zelo zgodaj, čeprav je navidezna resničnost postala prepoznavna šele v 
zadnjih letih. 
V praktičnem delu so predstavljeni ključni koraki za ustvarjanje navideznega okolja, ki smo 
ga izdelali v programu Unity, in integracijo 3D modelov, ki smo jih izdelali v programu 
Blender, v to okolje. Na koncu smo dodali še ključne korake za izdelavo aplikacije Android in 
povezave mobilnega telefona z programom Unity. Oba postopka omogočata ogled našega 
navideznega okolja skozi očala Google Cardboard. Ogledali smo si ga z VR-očali Google 




2 TEORETIČNI DEL 
V teoretičnem delu diplomske naloge so podani razlaga navidezne resničnosti (angl. virtual 
reality oz. VR), njene prednosti in slabosti ter primeri uporabe tovrstne tehnologije. Na koncu 
poglavja je časovnica z dogodki in izumi, ki so pomembno vplivali na razvoj VR-tehnologije. 
 
2.1 KAJ JE NAVIDEZNA RESNIČNOST? 
Navidezna resničnost pomeni, da s pomočjo računalniške tehnologije ustvarimo simulirano 
okolje. VR uporabnika povsem prestavi v navidezno okolje, kar pomeni, da simulacijo doživi 
popolnoma, za razliko od tradicionalnih uporabniških vmesnikov, kjer je doživetje simulacije 
omejeno. Pri VR so uporabniki potopljeni (angl. immersed) in sposobni komunicirati v 3D 
okolju (Jackson, 2015). 
Potopitev (angl. immersion) pomeni, da ima uporabnik občutek, da je prisoten v drugem 
svetu, in pozabi, da resničen svet okoli njega obstaja. VR mu omogoča, da aktivno sodeluje v 
navideznem okolju in se v celoti osredotoči nanj. Kombinacija občutka potopitve in 
interaktivnosti se imenuje teleprisotnost (Strickland, 2007). 
Ko govorimo o interaktivnosti v VR, imamo v mislih odziv sistema na uporabnikova dejanja. 
V VR je vsako dejanje odziv na uporabnikov ukaz, kar mu daje občutek, da je v navideznem 
okolju dejansko prisoten. Interaktivnost je v VR pomembna zaradi pristnosti doživetja. Pri 
tem gre za dvostransko interaktivnost. Ob odzivu uporabnika na to, kar vidi ali sliši v 
navideznem svetu, se VR prilagodi – npr. ko uporabnik premakne glavo, se samodejno 
spremeni pogled v navideznem svetu, da se prilagodi novi perspektivi pogleda (Woodford, 
2017). 
VR nam tako omogoča, da umetno okolje doživimo, kot bi bilo resnično, pri tem pa se 
namerno izognemo potencialno nevarnim fizičnim situacijam, na katere bi naleteli v 
resničnem svetu. VR nam omogoča npr. sprehajanje po stavbah, igranje videoiger, obisk 
oddaljenih krajev … (Virtual reality society, 2017). 
V VR je velik poudarek na vizualnih in avdiokomponentah, vedno več razvijalcev pa poskuša 
vključiti tudi uporabnikov občutek za dotik. Tehnologije, ki uporabniku omogočajo povratno 
informacijo o dotiku, se imenujejo haptični sistemi (angl. haptic systems).  
Problem pa nastane, ko zaradi količine informacij pride do zakasnitve (angl. latency). 
Zakasnitev se nanaša na časovni zamik, ki nastane od trenutka, ko uporabnik naredi nek 
premik, npr. premakne glavo oz. spremeni pogled, do trenutka, ko se v navideznem svetu 
spremeni točka pogleda. Pojem lahko interpretiramo tudi kot zamik v senzoričnem izhodu 
(Strickland, 2007). 
Strickland (2007) kot primer navaja raziskave na področju simulacije letenja, ki kažejo, da 




uporabnik zakasnitev zazna, se začne zavedati, da je v simuliranem okolju, kar prekine 
občutek potopitve. 
 
2.2 KAKO DOSEŽEMO NAVIDEZNO RESNIČNOST?  
Za razliko od tradicionalnih interaktivnih sistemov VR uporabniku omogoča, da sam izbira, 
odloča in se premika v virtualnem svetu. To naredi VR zanimivejšo in privlačnejšo za 
uporabnika. Za doseganje realistične VR-izkušnje in potopitev potrebujemo programsko 
opremo, preko katere ustvarimo realističen svet (realistične slike, zvok in druge občutke, ki 
jih lahko doživimo v resničnem svetu), lahko pa ustvarimo čisto svoje, nove svetove. Danes 
jih ustvarimo s pomočjo računalniških programov, kot je Unity3D (Wikipedia, 2017). 
Da doživimo VR v polni meri, je zelo pomembno ustvariti občutek globine, in sicer tako, da 
ustvarimo sliko za vsako oko posebej in sta sliki nekoliko zamaknjeni. S tem ustvarimo 
občutek paralakse, kar pomeni, da naši možgani zaznavajo globino glede na razliko 
dojemanja lege predmeta. Za še boljše dojemanje navideznega sveta oblikujemo sliko, ki se 
čim bolj približa sferični obliki našega očesa. 
Za doseganje VR potrebujemo:  
 stereoskopski zaslon oz. 3D zaslon, imenovan tudi HMD (angl. head mounted 
display), ki uporabniku prikaže 3D sliko; 
 opremo za zaznavanje gibanja, ki zaznava uporabnikovo premikanje, da se slika lahko 
prilagaja spremembi pogleda; 
 vhodne naprave, npr. igralno palico (angl. joystick); 
 namizno in mobilno platformo – programsko opremo, operacijski sistem … 
 
2.2.1 PRIPOMOČKI ZA NAVIDEZNO RESNIČNOST 
Google Cardboard, Samsung Gear VR, Epson Moverio in Oculus Rift trenutno vodijo pred 
drugimi proizvodi, vendar obstajajo tudi drugi, npr. Meta, Avegant Glyph in Magic Leap, ki 
so trenutno močni na področju obogatene resničnosti, postajajo pa vedno močnejši na 
področju VR, potopitve in uporabniku prijaznih pripomočkov. Glede na ponudbo programske 
opreme in pripomočkov za VR in njihovo spreminjanje prihodnost na področju VR ni točno 
določena. Uporabnikom so pomembne predvsem funkcionalnost, dostopnost in seveda cena 
(Jackson, 2015). 
Danes večino VR-sistemov uporabljamo preko računalnikov. Ti so dovolj napredni, da jih 
lahko uporabimo za razvoj in delo s programi za ustvarjanje navideznega okolja. VR so začeli 




VR-sistemi potrebujejo način prikaza slike uporabniku. Sistemi tako uporabljajo VR-očala 
skupaj z dodatnimi pripomočki. Slika ustvarja učinek stereoskopije, kar omogoča občutek 
globine. 
Med uporabniki so zelo priljubljeni koncepti, kot sta Google Cardbord in Samsung Gear VR, 
saj so cenovno dostopna in preprosta oblika uporabe VR. Gre namreč za VR-očala, ki jih 
uporabimo skupaj z mobilnim telefonom (Strickland, 2007). 
Za VR so zelo pomembni pripomočki, ki jih uporabljamo skupaj z VR-očali. Na trgu trenutno 
ni standardnih pripomočkov, tehnologi pa na tem področju neprestano razvijajo nove 
možnosti, da bi uporabniku omogočili še boljši občutek potopitve. Pripomočki variirajo od 
preprostih (dva do trije gumbi) do kompleksnejših (elektronske rokavice in programska 
oprema za zaznavanje zvoka) (Strickland, 2007). 
Nekateri najpogostejši pripomočki so: 
 igralne palice (angl. joystick), 
 krmilne palice (angl. controller wands), 
 podatkovne rokavice (angl. datagloves), 
 razpoznavanje govora (angl. voice recognition), 
 sledilniki gibanja (angl. motion trackers), 
 površine za hojo (angl. treadmills). 
 
2.2.2 VR-OČALA ALI HMD 
VR-očala ali HMD (angl. head mounted displays) so najbolj prepoznaven pripomoček za VR. 
VR-očala uporabljamo za doseganje potopitve, uporabljajo pa se tudi pri obogateni 
resničnosti. Da dosežemo najboljši učinek zaznavanja slike in potopitve, imajo VR-očala 
nameščen LCD-zaslon, ki običajno uporablja enake tehnologije, kot so prisotne na pametnih 
telefonih, novejših televizijah in računalniških monitorjih. Pomemben dejavnik kakovosti 
slike so svetlobne točke – piksli. VR-očala so namreč nameščena na glavi, kar pomeni, da 
gostota pikslov še posebej vpliva na ostrino oz. zamegljenost slike (Virtual reality society, 
2017).  
VR-očala imajo nameščena tipala, ki zaznavajo premike telesa in oči. To omogoča, da se slika 
spreminja glede na uporabnikove premike (ko uporabnik premakne glavo, se spremeni pogled 
slike) (Strickland, 2007). 
Nekatera VR-očala imajo nameščene slušalke za predvajanje zvoka, spet druge uporabljamo z 
lastnimi slušalkami (Virtual reality society, 2017). 
VR-očala omogočajo prikaz različne slike za vsako oko. Da dosežemo učinek globine oz. 3D 




Eno prvih podjetij, ki je predstavilo cenovno dostopna, lahka in preprosta stereoskopska VR-
očala, je podjetje Oculus VR, ki je že leta 2012 predstavilo očala Oculus Rift. Očala veljajo za 
prelomnico med pripomočki za VR, saj so imela stereoskopski zaslon in senzor zaznavanja 




VR lahko razdelimo na več podskupin. Nekatere najprepoznavnejše bomo opisali.  
 
2.3.1 SIMULATORJI LETENJA 
Simulatorji letenja se uporabljajo predvsem za treniranje novih pilotov. Z njihovo pomočjo 
uporabniku prikažemo vsakodnevne situacije ali potencialno nevarne situacije, s katerimi se 
lahko sreča v resničnem svetu. Tako preprečimo nevarne situacije in naučimo pilote, kako se 
odzvati v določenih situacijah. 
Simulatorji letenja se lahko uporabljajo tudi za načrtovanje letal, saj lahko preizkusimo, kako 
bi se letalo odzvalo npr. na različne hitrosti, turbulenco, tlak v zraku ... (Wikipedia, 2013). 
 
2.3.2 OBOGATENA RESNIČNOST  
Obogatena resničnost (angl. augmented reality) združi navidezni in resnični svet, zato 
nekateri pravijo, da gre za mešano resničnost (angl. mixed reality). Navidezni svet posreduje 
uporabniku dodatne informacije o resničnem svetu, ki jih človek drugače ne bi mogel zaznati. 
Uporabniku to omogočimo s pomočjo pripomočkov (mobilni telefon, tablica …).  
Z uporabo obogatene resničnosti tako povečamo količino informacij, ki so nam na voljo 
(Sharman in Craig, 2003). 
Obogatena resničnost je zelo uporabna, saj ima skoraj vsakdo vedno pri sebi mobilni telefon, 
preko katerega lahko s pomočjo aplikacije za obogateno resničnost dobi informacije, npr. med 
sprehodom skozi mesto želimo dobiti informacijo o neki stavbi (leto izgradnje, namen …). 
Vse, kar moramo narediti, je, da mobilni telefon usmerimo proti želeni stavbi in informacije o 
njej se prikažejo na zaslonu (Woodford, 2017). 
2.3.3 TELEPRISOTNOST  
Teleprisotnost (angl. telepresence) pomeni, da z VR-tehnologijo upravljamo z napravami 
(npr. robotom) na daljavo, preko daljinca ali sodelujemo pri geografsko oddaljenem dogodku 




Pogosto jo kombiniramo z obogateno resničnostjo, ki omogoča, da prikažemo računalniško 
ustvarjene stvari v resničnem svetu. 
 
2.3.4 KIBERNETSKI PROSTOR  
Kibernetski prostor (angl. cyberspace) je po Williamu R. Sharmanu in Alanu B. Craigu 
definiran kot lokacija, ki obstaja samo v mislih prisotnih, pogosto kot posledica tehnologije, 
ki omogoča interakcijo oz. komunikacijo med ljudmi, ki so geografsko oddaljeni. 
Je virtualni spletni prostor, s katerim se – s pomočjo spleta – srečujemo na različne načine, 
npr. spletne klepetalnice, MUD (angl. multi user dimensions/dungeons) …  
Primeri kibernetskega prostora izven spleta pa so npr. telefon, CD, radio in videokonference 
(Sharman in Craig, 2003). 
 
2.3.5 NAMIZNA NAVIDEZNA RESNIČNOST  
Namizna VR (angl. desktop VR) pomeni uporabo računalniških programov za prikaz 3D slike 
na računalniškem zaslonu. Zanjo ne potrebujemo dodatne opreme (strojne ali programske). Je 
cenovno prijaznejša različica VR (Furht, 2008). 
 
2.3.6 POTOPLJENA VR 
V potopljeno (angl. immersive) VR spadajo vsi sistemi VR, kjer je uporabnik popolnoma 
potopljen, kar pomeni, da ne zaznava resničnega sveta okoli sebe. Pogosto se uporablja v 
kombinaciji z VR-očali in ostalimi pripomočki za VR.  
 
2.4 PODROČJA UPORABE NAVIDEZNE RESNIČNOSTI  
Znano je, da je VR postala oz. postaja pomemben del videoiger, vendar jo lahko uporabljamo 
tudi na drugih področjih, npr. v izobraževanju, rehabilitaciji, arhitekturi, medicini … 
Predvsem na področju izobraževanja je VR postala zelo uporabljena. Učenje nevarnih in 
zahtevnejših poklicev je nekoliko kompleksnejše. Kot zahtevnejše poklice imamo v mislih 
predvsem pilote, astronavte ipd., ki s svojim delom in učenjem tvegajo lastne poškodbe, in 
kirurge, ki pri učenju tvegajo poškodbe ali celo smrt svojih pacientov. VR jim omogoči 
izkusiti upravljanje letala, izlet v vesolje ali postopek operacije preko sistemov za VR brez 
možnih poškodb in drugih faktorjev tveganja. 
Takšen način učenja ne more nadomestiti tradicionalnega učenja, vendar je vseeno zelo dober 






V knjigi Understanding virtual reality Sharman in Craig podata primer kirurga, ki je v stiku z 
umetnim pacientom in dela z instrumentom, priklopljenim na računalnik. Računalnik zaznava 
premike rok in posreduje podatke do naprav, ki zagotovijo povratno informacijo (upor in 
pritisk) do kirurgovih rok, kot da bi prišel instrument v stik s človeškim organom. Nekateri 
sistemi to tehnologijo uporabljajo za vplivanje na naša občutja, na našo vizualno zaznavo, 
lahko pa vplivajo na kombinacijo obojega. Simulacija kirurgu poda tako vizualne kot fizične 
informacije, kar mu omogoča izkusiti postopek operacije, kot bi bila izvedena na živem 
človeku. 
Drugo področje uporabe VR v medicini je zdravljenje duševnih težav. Primer je zdravljenje 
fobij (fobija pred letenjem, javnim nastopanjem ipd.), ki z nadzorovanim navideznim okoljem 




VR se v izobraževalne namene vključuje v vojski, mornarici in letalstvu. Uporablja se za 
simulacijo letenja, bojišč, prve pomoči na terenu, simulacijo in navidezni boot camp. 
Uporabljajo jo tudi za zdravljenje posttravmatske stresne motnje (Virtual reality society, 
2017). 
VR omogoča uporabnikom izkusiti nepredvidljive in težke situacije med treningom in se 
pripraviti na situacije, ki jih bodo čakale v resničnem svetu. Prikaže jim pomembnost 
komunikacije in upoštevanja pravil (Viar360, 2017). 
Primer je Pima Country (Arizona), ki s pomočjo VR nauči vojake, kako ukrepati, če se 
približa človek s puško, nožem ipd. Simulacija omogoča različne zaključke glede na odziv in 
ravnanje uporabnikov (Carson, 2015). 
 
2.4.3 VIDEOIGRE IN ZABAVA 
Ko govorimo o VR in njeni uporabi, ne smemo pozabiti na videoigre. Te so namreč najbolj 
prepoznaven in splošno uporabljen način njene uporabe. 
Veliko pripomočkov in VR-očal (HMD) za igranje videoiger je bilo predstavljenih že v 90. 
letih, npr. Virtual Boy (Nintendo) in iGlasses (Virtual I-O), bolj komercialno pa sta za 
videoigre uporabljena Oculus Rift in HTC Vive, ki zagotavljata senzorje za zaznavanje 
gibanja (Wikipedia, 2017). 
VR-videoigre za delovanje vključujejo standardno tipkovnico, računalniško miško, konzole in 




uporabo in še boljši učinek potopitve. Pri VR-videoigrah je uporabnik omejen na določen 
prostor v okolici računalnika, vendar ima še vedno prostor za gibanje (Rouse, 2016). 
Zanimiva je tudi kombinacija VR in zabave. Na področju zabave se pojavljajo aplikacije, kot 
je Oculus Cinema, ki uporabniku omogočajo ogled filma doma z občutkom, da je v 
kinodvorani (Carson, 2015). 
 
2.5 PREDNOSTI/SLABOSTI NAVIDEZNE RESNIČNOSTI 
VR prinaša veliko pozitivnih stvari. Boljši učinek potopitve v navidezni svet naredi videoigre 
zanimivejše in postopek učenja določenih stvari učinkovitejši, vendar se pojavlja tudi veliko 
nevšečnosti, ki pridejo z njeno uporabo. Ko govorimo o VR, pogosto slišimo tudi besede, kot 
so odvisnost, poškodba vida, slabost ipd. 
 
2.5.1 PREDNOSTI 
VR ima veliko pozitivnih učinkov. Lahko jo uporabljamo v izobraževanju, medicini, 
gradbeništvu ... 
Uporabnikom omogoča pridobiti izkušnje brez posledic in tveganih situacij, ki nastanejo v 
resničnem svetu, nalogo pa lahko ponovijo, kolikorkrat ti želijo. 
Pri uporabi VR ne potrebujemo veliko pripomočkov in materialov za izvajanje vaj, zato tudi 
ne pride do velikih denarnih izdatkov. 
VR uporabnikom omogoča izkusiti stvari, ki so v resničnem svetu nemogoče, npr. spopad z 
zombijem ali sprehod invalida po navideznem svetu (Kaweroa in Omo-Nadiekwe, 2017). 
 
2.5.2 SLABOSTI 
Negativni učinki uporabe sistemov za VR so vezani predvsem na uporabnikovo zdravje 
(duševno, družbeno in čustveno). Pojavljajo pa se tudi slabosti glede varnosti, zasebnosti in 
tehničnih težav. 
Dolgotrajna uporaba sistemov za VR lahko povzroči poslabšanje vida, dezorientacijo, težave 
z ravnotežjem, stres, glavobol, slabost, bruhanje, potenje … 
Do poslabšanja vida pride, ker so očala za VR (VR HMD) v neposredni bližini uporabnikovih 
oči, vendar strokovnjaki argumentirajo, da s pomočjo VR zdravimo težave z vidom, kot so 
lene oči in motnje gibanja. 




Najpogostejši pojav je t. i. potovalna slabost, ki se pri uporabnikih pojavi med dolgotrajno 
uporabo VR. Pri nekaterih se lahko pojavi že po 30 minutah uporabe, pri drugih pa do 
simptomov sploh ne pride tudi pri dolgotrajni uporabi. Simptomi so podobni kot pri ljudeh, ki 
doživljajo potovalno slabost (slabost, bruhanje, potenje …) med potovanjem na ladji ali kateri 
drugi vrsti prevoza (Virtual reality society, 2017). 
Še ena pogosta pomanjkljivost se pojavlja, ker je uporabnik v celoti potopljen v navidezni 
svet in se ne zaveda resničnega okolja. Tako lahko pride do fizičnih poškodb uporabnika ali 
okolja. Razvijalci poskušajo rešiti ta problem s posebnimi senzorji, ki zaznavajo 
uporabnikovo okolico in ga opozorijo na nevarnosti (Menon, 2016). 
 
2.6 ZGODOVINA NAVIDEZNE RESNIČNOSTI 
Ko govorimo o VR in njenih začetkih, menimo, da se je to področje začelo razvijati šele v 
zadnjih letih. Vendar začetki segajo v 60. leta 20. stoletja, ko so razvili prva VR-očala, njene 
elemente pa lahko zasledimo že v 19. stoletju – Charles Wheatstone je leta 1838 dokazal, da 
možgani združijo 2D sliko, projicirano na vsako oko posebej, v en 3D objekt (Virtual reality 
society, 2017). 
Težje je opredeliti točno določenega človeka, odgovornega za izum VR, saj je pri tem 
sodelovalo več ljudi in virov. Ko pa govorimo o izkušnji VR, za izumitelja štejemo Mortona 
Heiliga. Ta je razvil prvi 3D film, namenjen pa je bil samo za enega opazovalca, ki mu je 
omogočal postati del filma (Virtual reality society, 2017). 
Razvoj VR: 
 leta 1929 je bila razvita in leta 1931 patentirana prva simulacija letenja (Edwin Link), 
zasnovana je bila kot pripomoček pri urjenju novih pilotov. Med drugo svetovno vojno 
so s pomočjo te simulacije pri urjenju pomagali več kot 500.000 pilotom (Virtual 
reality society, 2017); 
 izumljena leta 1957 (Morton Heilig) in patentirana leta 1962 je bila oblika VR oz. 
multimedijska naprava v obliki interaktivne gledališke izkušnje. Imenovala se je 
‘Sensorma’. Uporabniku je omogočala gledati stereoskopsko sliko (občutek globine) 
in gledanje z različnih zornih kotov (Virtual reality society, 2017); 
 leta 1961 sta Corme in Byen izumila ‘Headsight’, kar je bila prva VR-čelada. Ta je 
uporabniku omogočala izkusiti 3D okolje (All virtual reality, 2014); 
 leta 1968 je Ivan Sutherland s študentom Bobom Sproullerjem izumil prvi HMD. 
Zaradi teže je moral biti nameščen na podporno ogrodje (Virtual reality society, 2017); 
 leta 1969 je Myron Kruegere ustvaril računalniško okolje, ki se je odzivalo na 





 v 80. letih so začeli uporabljati VR pri NASI. Pod mentorstvom dr. Michaela 
McGreevysicerja so raziskovali HCI (angl. human-computer interaction) (Virtual 
reality society, 2017); 
 leta 1985 sta Jaron Lanier in Thomas G. Zimmerman ustanovila podjetje VPL 
Research, Inc. To je bilo prvo podjetje, ki je prodajalo VR-očala in rokavice (All 
virtual reality, 2014); 
 leta 1987 je Jaron Lanier opredelil VR kot vrsto tehnologije. Lanier je skupaj s 
Tomom Zimmermanom izumil več različnih pripomočkov za VR, npr. očala, rokavice 
in dokaj cenovno dostopen HMD (Virtual reality society, 2017); 
 leta 1991 je podjetje SEGA predstavilo SEGA VR-očala (headset). Ta so omogočala 
do tedaj najboljšo izkušnjo potopitve in so bila tudi prvi serijsko proizveden 
pripomoček za VR (All virtual reality, 2014); 
 leta 1995 je Nintendo predstavil VR-sistem – igralno konzolo, ki je omogočala 
uporabo 3D grafike na domu. Imenoval se je ‘Virtual Boy’ (Brown, 2017);  
 leta 2011 je podjetje Oculus predstavilo prvi prototip VR-očal Oculos Rift (Freeflay 
VR, 2016); 
 leta 2014 je Google predstavil kartonska očala za VR, imenovana Google Cardboard. 




Blender je prosto dostopen brezplačen program za 3D modeliranje. Omogoča nam 
modeliranje, ustvarjanje 3D animacij, ustvarjanje simulacij, izdelavo iger itd., omogoča pa 
nam tudi izdelavo računalniških iger. Podprt je na platformah Windows, Macintosh in Linux. 
Zahtevnejšim uporabnikom omogoča uporabo programskega jezika python, s katerim 
ustvarjajo datoteke, uporabljene v novejših različicah programa. 
Blender deluje pod projektom GNU General Public License, ki uporabnikom omogoča 
spreminjanje programa, kar omogoča boljšo uporabniško izkušnjo. 
Vmesnik programa je sestavljen iz glavnega okna, dveh orodnih vrstic na vsaki strani in 
podzavihkov. Po želji lahko odpiramo nova okna, ki jim spreminjamo način (solid, rendered, 
material, texture, wireframe, bounding box) (slika 1). 
Osnovni element, iz katerega gradimo svoje modele, je kocka, lahko pa jo zamenjamo za 






Slika 1: Osnovna postavitev (layout) programa Blender (vir: lastni) 
 
2.8 UNITY 
Unity je profesionalni program za izdelavo 2D in 3D videoiger in simulacij za uporabo na 
računalniku, konzolah in mobilnih telefonih. Program omogoča uporabo na različnih 
platformah, kot so Windows, Macintosh, iOS, Android, WiiU, PlayStation 3, Nintendo 
3DS/Switch, Oculus Rift, Microsoft Hololens itd. 
Unity je na voljo v brezplačni (Unity Personal) in dveh plačljivih različicah (Unity Pro in 
Unity Plus). Omogoča različne razširitvene možnosti, ki so dostopne znotraj programa preko 
trgovine Unity ali preko internetnega brskalnika (Wikipedia, 2017). 
Spletna stran unity3d.com omogoča uporabniku povezavo z drugimi uporabniki programa 
preko forumov. Na spletni strani najdemo navodila za uporabo programa in koristne 
informacije in napotke, ki so uporabnikom v veliko pomoč pri izdelavi VR okolja. 
Unity nam omogoča ustvarjanje okolja za VR, obogateno resničnost ipd. in izdelavo aplikacij 
za različne platforme. Za izdelavo v večini primerov potrebujemo programske vtičnike, ki pa 
so po navadi prosto dostopni. 
Vmesnik programa je sestavljen iz glavnega okna, dveh orodnih vrstic in zavihkov. Po želji 












3 PRAKTIČNI DEL 
Za praktični del diplomske naloge smo v programu Blender izdelali 3D modele in jih kasneje 
integrirali v VR-okolje, izdelano v programu Unity. 
Naš cilj je bil, da si ustvarjeno navidezno okolje ogledamo z očali Google Cardboard preko 
povezave z mobilnim telefonom in tehnologijo, ki jo omogoča program Unity. 
 
3.1 3D MODELIRANJE V PROGRAMU BLENDER 
V programu Blender smo izdelali elemente in jih nato vstavili v svoje VR-okolje. Osrednji 
element je hiša, izdelali pa smo tudi model ulične svetilke in vrtne ograje, da smo dodatno 
dopolnili svoje navidezno okolje, izdelano v programu Unity, in pohištvo za našo hišo, da je 
sprehod po notranjosti našega modela hiše zanimivejši in bolj dovršen. Postopek vstavljanja 
teh elementov v program Unity je enak kot za model hiše. 
Pri vseh elementih smo izhajali iz osnovnega elementa (kocka), ki smo ga s preprostimi 
operacijami za preoblikovanje (izvlečenje ploskev – extrude, povečevanje/zmanjševanje, 
sukanje ...) pretvorili v končne objekte. 
Za modeliranje pohištva je bila zelo pomembna operacija subdivide surface, ki omogoča 
zaobljenje ostrih robov, ki jih dobimo s kocko. Ta operacija je omogočila, da naši modeli 
delujejo pristneje. 
Elementom smo dodelili tudi osnovne teksture. Pred teksturiranjem je priporočljivo element 
razčleniti na gradnike (okna, streha ...), saj tako lažje določamo različne teksture, možno je 
tudi kasnejše spreminjanje tekstur v programu Unity. 
V programu Blender smo naredili modele hiše, kavča, naslanjača, svetilke, ograje, mize in 
ulične svetilke. Če hočemo te elemente vstaviti v VR-okolje v programu Unity, moramo 
modele označiti in vsakega posebej pretvoriti v format .fbx, saj Unity ne podpira datotek 
.blender (slika 3). 
Format .fbx omogoča nemoten prenos podatkov med različnimi programi, ne da bi pri tem 






Slika 3: 3D model hiše shranimo kot format .fbx (vir: lastni) 
 
3.1.1 OSTALI 3D MODELI, MODELIRANI V BLENDERJU 
V programu Blender smo poleg 3D modela hiše izdelali še šest drugih 3D modelov: kavč, 
naslanjač, svetilko, mizo, ograjo in ulično svetilko (slike 3–9). 
Pri vseh teh 3D modelih smo izhajali iz elementa kocke, ki je Blenderjev prevzeti izhodiščni 
element. Element kocke smo v postopku izdelave 3D modelov preoblikovali z različnimi 
funkcijami. Za izdelavo 3D modelov mize, ograje in svetilke smo uporabili preproste 
operacije za preoblikovanje: izvlečenje ploskev – extrude, povečevanje/pomanjšanje, rotacija 
... 
Za izdelavo 3D modela kavča in naslanjača smo poleg zgoraj omenjenih preprostejših 
operacij za preoblikovanje uporabili tudi operacijo za preoblikovanje subdivide surface, ki z 
razdelitvijo ploskev na več delov omogoči, da ostre robove modela zaoblimo in tako dobimo 
pristnejši in naravnejši videz elementov. 
 
 
Slika 4: Kavč (vir: lastni) 
 






Slika 6: Svetilka (vir: lastni) 
 
 
Slika 7: Miza (vir: lastni) 
 
 
Slika 8: Ograja (vir: lastni) 
 
 
Slika 9: Ulična svetilka (vir: lastni)
3.2 PRIPRAVA PROGRAMA UNITY ZA DELO 
Za ustvarjanje VR-okolja v programu Unity smo morali najprej pridobiti programski vtičnik 
(angl. plugin), ki nam omogoča ustvarjanje VR. 
Za ustvarjanje VR za Google Cardboard in združljivost z operacijskim sistemom Android (in 
iOS) potrebujemo GVR Unity SDK. 
Za različico programa Unity 5.4.0. je najprimernejši GVR Unity SDK v1.30.0., ki ga dobimo 
na internetni strani Google VR ali v našem primeru internetni strani GitHub (povezava: 
https://github.com/googlevr/gvr-unity-sdk/commits/master), kjer izberemo želeno različico. 
Ko se datoteka .zip prenese, jo razširimo (unzip). V mapi se nahaja datoteka 
GoogleVRForUnity.unitypackage, ki jo uvozimo v program Unity, kar naredimo v zavihku 






Slika 10: Datoteka GoogleVRForUnity.unitypackage (vir: lastni) 
 
Datoteko GoogleVRForUnity.unitypackage smo uvoziti v program Unity. To smo naredili v 
zavihku Assets, kjer bomo imeli ves čas dostop do nje. 
SDK vsebuje datoteke, potrebne za ustvarjanje VR-okolja, ki bo združljivo z operacijskima 
sistemoma Android in iOS. Prav tako vsebuje tudi demo, ki nam omogoča, da si pred 
začetkom dela ogledamo, kako naj bi bil videti končni izdelek. 
Pri vstavljanju SDK za iOS je pomembno, da odkljukamo x86, saj datoteke niso ustrezne za 
našo različico programa Unity in nam lahko pri delu elementi povzročajo težave. 
Ko se datoteke prenesejo v program, poiščemo datoteko GvrViewerMain (Assets  Prefabs) 
in jo povlečemo v sceno. S tem dobimo delujočo VR-kamero in s klikom na gumb Play si 
lahko ogledamo svoje VR-okolje (slika 11). 
 
 





3.3 USTVARJANJE VR-OKOLJA V PROGRAMU UNITY 
Ko smo v programu Unity ustvarili VR-sceno, smo nadaljevali izdelavo svojega okolja. 
Unity omogoča, da s preprostimi operacijami, širokim naborom razširitev in trgovino, do 
katere lahko dostopamo znotraj programa in nam ponuja brezplačne in plačljive elemente, 
ustvarimo zelo kompleksna okolja. 
Odločili smo se izdelati preprosto okolje. Z uporabo podlage Terrain, ki jo najdemo, če v 
sceni kliknemo z desnim gumbom (postopek: desno klik miške  3D Object  Terrain), je 
omogočen dostop do paketa okolje (angl. environment). Ob njegovi aktivaciji smo namestili 
pripomočke, ki smo jih potrebovali za izdelavo okolja (trava, pesek, drevesa). Možna je tudi 
naknadna namestitev pripomočkov (slika 12). 
 
 
Slika 12: Vstavitev okoljskega paketa (vir: lastni) 
 
Ko smo namestili pripomočke paketa Okolje, smo začeli namestitev osnovne travnate podlage 
(postopek: Paint Texture  Edit Texture  Select – izberemo želeno teksturo – v našem 
primeru GrassHollAlbedo  Add). Nato smo s čopiči začeli risati gore, hribe, drevesa itd. 
Različne učinke pri ustvarjanju okolice smo dosegli s spreminjanjem čopiča, njegove velikosti 
in intenzivnosti. 
Po zaključenem ustvarjanju pokrajine lahko izberemo gumb Play in preverimo, kako bo naša 





3.4 VSTAVLJANJE 3D MODELA HIŠE V UNITY 
Ko smo končali ustvarjanje okolja, smo vanj vstavili svoje predmete, ustvarjene v programu 
Blender. 
Postopek vstavljanja 3D modelov ni zapleten. Vsakega posebej lahko povlečemo v okno 
Assets, lahko pa, kot smo naredili mi, pod zavihkom Assets izberemo ukaz Import New Asset 
in označimo želene datoteke (slika 13).  




Slika 13: Vstavljanje 3D modela hiše v VR-okolje (vir: lastni) 
 
Ko smo 3D elemente uvozili v program Unity, smo z vsakim elementom samodejno uvozili 
tudi teksture, ki smo jih uporabili v programu Blender. Teksturam smo nastavitve nekoliko 
spremenili, da smo dosegli videz elementov, ki se lepše sklada z okoljem. Spremenjene 
nastavitve tekstur se na elementu ne posodabljajo samodejno, zato smo morali teksturo 
ponovno povleči na element. Ker smo elemente razčlenili že v Blenderju, je bilo naknadno 
spreminjanje tekstur mnogo lažje. 
 
3.5 PREMIKANJE V VR-OKOLJU 
V navideznem okolju se lahko premikamo in objekte ter pokrajino opazujem z različnih 
zornih kotov. 
Po navideznem svetu se lahko premikamo na več načinov. Nekateri delujejo na podlagi 
spreminjanja telesa (nekateri sistemi zaznavajo celotno telo, nekateri samo glavo), spet drugi 




V svoje okolje smo vključili le osnovno gibanje. Želeli smo, da se kamera po okolju premika 
sama, s premikanjem računalniške miške pa se spreminja pogled (levo, desno, gor, dol). 
Ker se kamera v programu Unity sama ne more premikati po prostoru, smo morali najprej 
določiti objekt Capsule collider, prazen objekt, ki se poveže s kamero in ji tako omogoči 
gibanje. 
Nato smo ustvarili skripto, v kateri smo določili pogoje svojega gibanja. Želeli smo, da se 
kamera premika s hitrostjo 5 fps (sličic na sekundo, angl. frames per second) v levo in desno, 
če spremenimo pogled navzdol, pa bi se kamera ustavila (slika 14). 
Če bi želeli ustvariti VR-okolje, ki omogoča spreminjanje pogleda na podlagi premikanja 
telesa (premik glave, hoja), bi potrebovali plačljive dodatke za program Unity (Mobile VR 
Movement Pack), ki so dostopni v Unity Asset Store. Postopek pa je nekoliko zahtevnejši. 
 
 
Slika 14: Uporabljena koda za gibanje (vir: lastni) 
 
3.6 OGLED VR-OKOLJA Z OČALI GOOGLE CARDBOARD 
Po končanem postopku izdelave svojega VR-okolja smo si izdelek želeli ogledati s pomočjo 
očal Google Cardboard. To so preprosta, nizkocenovna VR-očala, ki jih je oblikovalo podjetje 
Google. Omogočila so nam, da smo preko mobilnega telefona videli svoje navidezno okolje. 
Mobilni telefon smo vstavili na posebno mesto na hrbtu Cardboarda. Slika na zaslonu se je 




Tako smo dobili stereoskopsko sliko, kar nam je omogočilo 3D občutek in potopitev v 
navidezno okolje. 
Cardboard SDK (angl. software development kit), ki smo ga predhodno namestili v program 
Unity, je namenjen operacijskima sistemoma Android in iOS. Omogoči nam izdelavo 
navideznega okolja za Google Cardbord. 
Google Cardboard je preproste strukture, navodila za izdelavo pa so prosto dostopna, zato ga 
lahko sestavimo sami ali naročimo že izdelano različico. 
Google Cardbord je sestavljen iz preprostih elementov: kosa kartona, dveh leč z goriščno 
razdaljo 45 mm, dveh magnetov in pritrdil, ki držijo Cardboard skupaj. Ko smo vse elemente 
sestavili, nam je Google Cardboard omogočil, da smo na hrbtno stran namestili svoj mobilni 
telefon (slika 15).  
 
Slika 15: Očala Google Cardboard (vir: Wikipedia, 2013) 
 
VR-okolje si lahko ogledamo preko očal Google Cardboard na dva načina. Lahko izdelamo 
aplikacijo za mobilni telefon ali pa mobilni telefon preko USB-kabla povežemo s programom 
Unity na osebnem računalniku. 
Najprej smo izdelali aplikacijo (Android) za mobilni telefon. Za operacijski sistem 
Android smo se odločili, ker je med najbolj priljubljenimi in prodajanimi operacijskimi 
sistemi mobilnih telefonov. Da bi aplikacija za Android delovala, moramo na računalnik in v 
program Unity najprej naložiti Android SDK in Java (JDK).  
Android SDK najdemo na spletni strani Android Studio (povezava: 




celotno aplikacijo Android Studio. Mi smo namestili samo SDK, saj celotnega programa 
(Android Studio) za svoj projekt ne potrebujemo. 
Java (JDK) najdemo na spletni strani Oracle (povezava: 
http://www.oracle.com/technetwork/java/javase/downloads/jdk8-downloads-2133151.html). 
Pred začetkom izdelave aplikacije smo morali obe datoteki .zip razširiti (ang. unzip) in ju 
vstaviti v Unity (postopek: Unity  Preferences  External Tools  Browse  označimo 
Android SDK oz. Java (JDK)) (slika 16).  
 
 
Slika 16: Postopek vstavitve Androida SDK in Jave SE Development Kit v Unity 2 (vir: lastni) 
 
V programu Unity smo pod Build & Run zamenjali način s prevzetega (PC, Mac & Linux 
Standalone) na Android in pritisnili tipko Build & Run (slika 17). 
 
        





Izdelano aplikacijo smo namestili na mobilni telefon in ga vstavili v očala Google Cardboard. 
Ko smo aplikacijo zagnali na mobilnem telefonu, se je pojavil problem, saj mora imeti za 
pravilno delovanje aplikacije telefon vdelan senzor za premikanje (angl. gyroscope), ki pa ga 
imajo samo sodobnejši telefoni. Drugi problem je velikost aplikacije, ki sicer ni obsežna 
(23,1 MB), vendar za zagon potrebuje veliko pomnilnika. Na našem mobilnem telefonu 
(Samsung Galaxy J5) se aplikacija odpre, zaslon se razpolovi in aplikacija se nepričakovano 
ustavi. Aplikacijo smo zato namestili na novejši telefon (Samsung Galaxy S5), vendar prihaja 
do iste težave. 
Problem bi lahko rešili z namestitvijo aplikacije na novejši mobilni telefon (npr. Samsung 
Galaxy S6), saj imajo mobilni telefoni znamke Samsung od tega modela dalje izboljšane 
funkcije za VR. Vendar teorije nismo mogli preizkusiti.  
Nato smo preizkusili še povezavo mobilnega telefona s programom Unity na osebnem 
računalniku. Namesto celotne ustvarjene aplikacije na mobilni telefon (z operacijskim 
sistemom Android) naložimo le Unity Remote 5 (aplikacija je brezplačno dostopna v trgovini 
Google Play). Mobilni telefon preko USB povežemo z računalnikom in aplikacijo zaženemo. 
V programu Unity izberemo predvajanje (klik na gumb Play) in navidezno okolje se predvaja 
na zaslonu mobilnega telefona. Pogled spreminjamo na računalniku s tipko Alt in premikom 
miške. Z uporabo Google Cardboarda se potopimo v svoj navidezni svet (slika 18). 
 
 





4 REZULTATI IN RAZPRAVA 
Po končanem delu v programu Unity je sledil preizkus na VR-očalih Google Cardboard. 
Najprej smo preizkusili aplikacijo Android na mobilnem telefonu in nato povezavo mobilnega 
telefona s programom Unity preko USB-kabla. 
 
4.1 REZULTATI 
V poglavju bomo analizirali rezultate in težave, s katerimi smo se srečali pri preizkusu ogleda 
narejenega navideznega okolja na VR-očalih Google Cardboard. 
 
4.1.1 APLIKACIJA ANDROID 
Mobilna aplikacija za Android nam je predstavljala veliko težavo. Izdelava oz. izvoz 
aplikacije za Android je potekal brez zapletov, pri zagonu aplikacije na mobilnem telefonu pa 
je prišlo do težav. Ko smo aplikacijo Android namestili na mobilni telefon in jo zagnali, se je 
sprva odprla, potem pa se nepričakovano ustavila.  
Sprva smo predvidevali, da je glavni problem v velikosti datoteke, ki je glede na 
kompleksnost elementov prevelika, zato smo jo z odstranjevanjem nepotrebnih elementov in 
tekstur iz svojega okolja zmanjšali na 23,2 MB, vendar je aplikacija za zagon še vedno 
potrebovala preveč pomnilnika. Velikost datoteke smo še zmanjšali, aplikacijo ponovno 
izvozili v program Unity in jo namestili na mobilni telefon, vendar problem ni bil rešen. 
Aplikacijo smo poskušali namestiti tudi na druge mobilne telefone in spominsko kartico, da bi 
zagotovili dovolj prostora za zagon. 
Ker problem ni bil rešen, smo predvidevali, da je problem v sodobnosti mobilnih naprav. VR 
je dokaj novo področje in je postala zanimiva in popularna šele v zadnjih letih, zato mnogi 
mobilni telefoni, ki še nimajo vgrajenega senzorja za zaznavanje premikov (angl. gyroscope), 
aplikacije za prikaz VR ne morejo zagnati. 
Zaradi teh dveh razlogov smo morali aplikacijo preizkusiti na več različnih mobilnih 
telefonih. Poskusili smo tudi z namestitvijo na pomnilniško kartico, da bi zagotovili dovolj 
velik pomnilnik za zagon aplikacije, vendar je aplikacija po zagonu kljub temu hitro blokirala 
in si svojega VR nismo mogli uspešno ogledati. 
Predvidevamo, da je težava v preveliki računski zahtevnosti aplikacije, saj ta tudi po 
spreminjanju funkcij, predvsem za osvetlitev okolja (osvetlitev je zelo kompleksna pri 
kompatibilnosti z mobilnimi telefoni), še vedno ni delala. Verjetno bi aplikacija delovala na 






4.1.2 POVEZAVA MOBILNEGA TELEFONA S PROGRAMOM UNITY 
PREKO USB-KABLA 
Postopek povezave mobilnega telefona in programa Unity je potekal skoraj brez zapletov. 
Vse, kar smo morali narediti, je, da smo na svoj telefon Android namestili aplikacijo Unity 
Remote 5 in jo zagnali, nato pa nam je aplikacija podala navodila, kako jo povežemo s 
programom Unity.  
Aplikacijo Unity Remote 5 najdemo v mobilni trgovini Google Play in je namenjena 
mobilnim telefonom, ki delujejo na operacijskem sistemu Android. Aplikacija je zelo 
preprosta za uporabo in nam ob zagonu posreduje napotke za uporabo. 
Na nekaj težav smo naleteli, ker nam Unity najprej ni zaznal mobilnega telefona, po 
prilagoditvi nastavitev v programu Unity pa smo jih uspešno premostili. 
Program Unity prikaže naše navidezno okolje tako na računalniku kot na mobilnem telefonu v 
dveh oknih za vsako oko posebej. Na sredini je črta, ki okna loči in določa, kje bo pregrada na 
očalih Google Cardboard. Tako dosežemo učinek stereoskopije oz. 3D učinek, kar omogoča 
potopitev v VR (slika 19). 
 
 
Slika 19: Slika, ki se prikaže na mobilnem telefonu (vir: lastni) 
 
Navidezno okolje se nam je pri ogledu preko očal Google Cardboard zdelo prepričljivo 
(nekoliko spominja na okolje iz videoiger). Izkušnjo je popestrilo gibanje, ki nam je 
omogočilo, da smo se razgledali po okolici in notranjosti svojega 3D modela hiše. 
Pogled smo spreminjali s premikanjem računalniške miške. Predvidevali smo, da bo to 




navideznega okolja, vendar postopek ni zahteven in moteč. Omogoča tudi zelo dober nadzor 
nad gibanjem po navideznem okolju. 
Nekoliko moteč je bil USB-kabel, ki nas je omejeval pri premikanju, zato je za lažje gibanje 
(predvsem glave) priporočljivo izbrati daljši kabel. 
Zanimivo bi bilo raziskati še funkcijo premikanja po okolju preko računalniških tipk. Ta način 
bi bil priporočljiv predvsem za videoigre, saj bi omogočil še boljši nadzor nad gibanjem. Pri 
gibanju bi lahko dodali še več funkcij, npr. skok, počep ipd. To bi navidezno okolje naredilo 
še pristnejše in zanimivejše, dodali bi lahko še uporabo različnih pripomočkov, npr. igralne 
palice, podatkovne rokavice ipd. 
 
4.2 RAZPRAVA 
Področje VR je v zadnjih letih zelo napredovalo v razvoju. Omogoča vedno več možnosti in 
plačljivih ter prostih pripomočkov za razvoj programske opreme. Prosti pripomočki za 
ustvarjanje navideznega okolja z nekoliko več znanja omogočajo ustvariti zelo dober učinek 
potopitve s cenovno ugodnimi in kakovostnimi VR-očali Google Cardboard ali z nekoliko 
dražjimi, a veliko bolj dovršenimi VR-očali Ocolus Rift. 
Navidezno okolje si lahko preko VR-očal ogledamo na več različnih načinov – preko izdelave 
mobilne aplikacije ali povezave mobilnega telefona in programa za izdelavo okolja (v našem 
primeru smo uporabili program Unity). 
Naprednejše načine prikazovanja navideznega okolja in potopitve lahko dosežemo s 
plačljivimi dodatki in naprednejšimi oz. novejšimi pripomočki. Ti nam omogočajo 
premikanje po navideznem okolju s premikanjem svojega telesa, uporabo konzole ipd. 
Ker smo mi želeli izdelati navidezno okolje brez plačljivih dodatkov, smo sicer dosegli učinek 
potopitve, vendar bi ta lahko bil boljši z uporabo nekaterih plačljivih funkcij. Kljub temu je 
ponudba brezplačnih funkcij za ustvarjanje navideznega okolja dobra, njihova nadgradnja pa 






V diplomski nalogi smo opisali, kaj je VR, katere vrste poznamo in kako se je to področje 
razvijalo skozi čas. Teoretični del nam je predstavljal podlago za razumevanje osnovnih 
komponent in pravil pri ustvarjanju lastne VR. V praktičnem delu smo se seznanili z glavnimi 
orodji in postopki za izdelavo osnovnega VR-okolja, ki smo si ga lahko ogledali skozi VR-
očala Google Cardboard. 
Pri izdelavi diplomske naloge smo se prvič srečali s področjem VR in izdelavo navideznega 
okolja, zato smo za  izdelavo diplomske naloge porabili nekoliko več časa. Raziskati smo 
morali vse, od osnov do kompleksnejših postopkov. 
Nekaj znanja o programu Blender smo dobili že med študijem, s programom Unity pa smo se 
srečali prvič, zato so nam pri njegovi uporabi zelo koristile videopredstavitve. 
Končni izdelek navideznega okolja, skupaj s 3D elementi, ki smo jih vanj integrirali, je po 
našem mnenju dober, vendar bi lahko še marsikaj izboljšali. V navidezno okolje bi lahko npr. 
dodali več elementov in ga s tem naredili zanimivejšega, 3D modelom bi lahko izboljšali 
teksture in podobno.  
Program Unity omogoča uporabo spletne trgovine, s katero bi lahko zelo izboljšali učinek 
gibanja (zanimivo bi bilo dodati plačljivo funkcijo Mobile VR Movement Pack, ki omogoča, 
da s premiki telesa (premik glave, hoja …) spreminjamo položaj oz. zorni kot), vendar smo 
hoteli raziskati postopek izdelave navideznega okolja brez plačljivih dodatkov, saj samo tako 
lahko postopek ponovijo vsi. 
Edini izdatek pri izdelavi diplomske naloge so bila VR-očala Google Cardboard, ki smo jih 
naročili preko spleta, vendar ta ne predstavljajo velikega stroška, saj so cenovno zelo ugodna, 
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