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A method of automatic document classification is optimized to give best 
agreement with manually assigned classification of a set of test documents. 
The effectiveness of the automatic lassification depends on the correlation 
between the relevance and the mutual keyword content of pairs of documents. 
An expression is obtained to measure the indexing worth of additional key- 
words. The resolution of the automatic lassification is dependent on the 
correlation between mutual keyword content and the uniqueness of the 
association of categories with documents. 
1. INTRODUCTION 
The use of probabilistic indexing for classification of documents into 
given categories was introduced by Maron and Kuhns (1960), and applied 
by Maron (1961) through the computation of "attribute numbers." The use 
of factor analysis was described by Borko and Bernick (1963, 1964). 
The method of attribute analysis is based on prediction of the probability 
that a document indexed by certain keywords will belong to a given category. 
It is usually applied in a form based on the assumption of statistical inde- 
pendence of the keywords associated with documents within each category. 
The assumption allows the frequencies of multiple keyword occurrencies to
be predicted from a knowledge of the probabilities of occurrence of single 
keywords in documents of each category. However, the assumption is not 
correct and it is difficult to assess its effect on the efficiency of the resulting 
document classification. 
Document classification based on latent class analysis has been proposed 
by Baker (1962) and Winters (1965). The method epends on determination 
of eigenvalues of certain matrices whose elements are probabilities. If the 
eigenvalues are found to be real and to have values between 0 and 1 they 
may be used as probabilities that determine the latent class structure. 
Unfortunately, the equations that describe latent class structure are based 
on the assumption of statistical independence of keywords within each 
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category. Since such independence is seldom true the required eigenvalues 
are rarely found to lie between 0 and 1 and hence cannot be assumed to 
predict he required probabilities. 
When documents are assigned to categories by use of nonautomatic 
methods the assignment is based on estimation of document content whether 
by examination of the title, the abstract, or the entire text. Automatic assign- 
ment of categories hould therefore depend primarily on prediction of 
subject relevance rather than on assumed probability relations between 
keyword occurrences within separate categories. 
In the present paper the problem of automatic document classification is
first formulated as an optimization problem in which classification errors 
are to be minimized. The solution is then expressed in terms of statistical 
properties of the document data base and the relation between categories. 
The mathematical techniques are similar to those used in a previous paper 
to determine the optimum form of question for use in information retrieval 
from a document data base (Heaps, 1971). A similar approach as also been 
used to formulate a method of computer-aided medical diagnosis (Heaps, 
1972). 
The approach of the present paper is very general. It is supposed that 
automatic lassification of a document may be effected through computation 
of a set of numbers that estimate the relevance of the document to each of 
a given set of categories. Each number is a function of the set of keywords 
used to index the document. Thus the relevance of the n-th document to 
the k-th category is expressed through an equation of the form 
y~(n) = A({w,(n))), (1) 
where {wi(n)} denotes the set of keywords used to index the n-th document. 
A set of test documents {D} is assumed to have been assigned relevance 
numbers rk(rn ) by nonautomatic means and is used to measure the effectiveness 
of the automatic lassification scheme. Thus, for maximum effectiveness, 
the classification functionsfk should be chosen so that for the test documents 
the values of Yk are in best agreement with the r k . 
For a general document, hat is not necessarily one of the test documents, 
the ye(n)'s are dependent on the keywords w~(n), the set of test documents, 
and the relevance values r3(m ) assigned to the test documents. The depen- 
dency may be expressed in the form 
yk(n) = fk({w~(n)}, D {ra(m)}). (2) 
The efficiency of the automatic lassification of the test documents is 
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measured by the extent o which the computed values of yk(n) are in agree- 
ment with the assigned values of rk(n ). It is clearly dependent on the form 
assumed for the classification function f , .  In the present paper the functions 
fk are expressed in a general form in terms of unknown parameters that are 
chosen to minimize the mean square difference between the yk(n) and rk(n )
for the best documents. 
The method used in the present paper allows determination f the manner 
in which the effectiveness of automatic document classification is dependent 
on the choice of keywords used to index the documents, and also on the 
choice of categories as indicated by the assigned relevance values. 
2. PROCEDURE FOR AUTOMATIC CLASSIFICATION 
Consider a set of documents z(n) each of which is indexed by reference 
to a set of keywords. Each indexed document may be represented by a 
vector w(n) whose i-th component wi(n ) specifies the extent to which the 
n-th document is relevant o the i-th keyword. In the special instance that 
each w,(n) is chosen to be 1 or 0 then its value indicates the presence or 
absence of the keyword as an indexing term for the n-th document. 
Suppose ach document z(n) is given a manual rating rk(n ) of its relevance 
to the k-th category. Then with each document there is associated a rating 
vector (n) of dimension equal to the number of document categories. 
Each document z(n) is also given an automatic rating y(n) whose compo- 
nents are linear functions of the we(n ) . Thus 
yk(n) ~- ~ a~,w~(n) (3) 
where the aki are the parameters of the linear process. 
Let the parameters at~ i be chosen so that, with respect o the entire set of 
test documents, the automatic ratings form the best mean-square approxi- 
mations to the rk(n). The a~, must therefore be chosen to minimize 
E = (l/N) ~, (l/K) E [Yk(n) -- rk(n)] 2 
n k 
= (11 K) ~ [~ ~a.ia.,ui,--2 ~ a~iv.i + (l/N)~r.(.)=], (4) 
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where N is the number of documents, K is the number of categories, and 
. i ,  = ,,~. = (1 /N)  Z "~(") ~,("), (5) 
~t 
vk~ = (l/N) ~ rk(n ) wdn ). (6) 
n 
The minimum value of E results when the aij are chosen to satisfy the 
equations ~E/~aij = 0 for all combinations of i and j. These equations have 
the form 
(2/K) ~ a>,u,i -- (2/K) vk, = 0, (7) 
and hence the akj must be chosen to satisfy the equations 
2 algjU~i ~ Vki 
J 
(s) 
which may be expressed in matrix form as 
AU=V,  
and hence 
A = VU -1. 
(9) 
(10) 
Substitution of Eq. (8) into Eq. (4) shows that the minimum value of E is 
Emin = (1/KN) Z Z rk(n) 2 -- ( l /K )Z  ~ a~,vk, .
k n i l~ 
( l l )  
The element ui~ is a measure of the extent o which the i-th and j-th key- 
words tend to be associated with the same documents. If each wi(n ) is always 
chosen to be 1 or 0 then Nuij is equal to the number of documents indexed 
by both the i-th and j - th keywords. Similarly Nvki then represents the 
number of documents that contain the i-th keyword and are in the k-th 
category. 
In many instances the matrix elements u~i for i =/= j are small in comparison 
to the diagonal elements. The matrix U -1 may then be expanded to the form 
U-1  = ( U d _~_ Un ) 1 
: Ud  1 - -  Ud lUng-d  1 -t- Ud lUnUd lUnUd 1 . . . .  , (12) 
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where U a is a diagonal matrix and U~ has zero diagonal elements. Equa- 
tion (10) may then be written as 
_ vlj 1 ~ v~uk~+ 1 ~v i~ _~ , (13) al j  - -  _ _  ~ ZIIc U~'J
Ujj Ujj j Ukk 1~ljj Ukk r# j ,k  ~ 
subject o neglect of higher order terms. 
In the special instance that the wi(n ) have values only of 1 or 0 the terms 
in (13) may be interpreted as probabilities, o that 
where 
a¢j =p(C, I Wj)- ~ p(C, I W~)p(W~IW~) 
k#j  
-1-~ ~ p(C~ I W~)p(WkIW~)p(W~IWj), (14) 
k r 
¢#j,k 
and 
p(Cil W3- ) = probability that a document which contains the 
j-th keyword W e belongs to the i-th category Ci ; 
P(Wkl Wj) = probability that a document which contains the 
j-th keyword also contains the k-th keyword. 
3. l~V~UTUAL RELEVANCE AND KEYWORD CONTENT OF DOCUMENTS 
When the parameters akj are chosen to satisfy (8) the value of E is a 
minimum and given by (11). Substitution of the first two terms of aki from 
(13) leads to 
2 1 
KN -K , uj~ i,~,~ uiiu~j 
j#k  
If the ui~ and v,j are represented asthe sums (5) and (6) then Em may be 
expressed as follows, subject o neglect of higher order terms 
Emin = ( l /N)~ r(n, n) -- (1/N ~) ~ ~ r(m, n)[w(m, n) -- c(m, n)], (16) 
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and where 
r(m, n) = (l/K) ~ r~(m) r,(n), (17) 
i 
w(m, n) : ~ w~(m) %('0 
• (1 /N)~ w~(s) ~' 
(18) 
, , U~JUktc 
J~:k  
(19) 
The function r(m, n) provides a measure of the relevance of the m-th to 
the n-th document as indicated by their mutual associations through relevance 
to the same categories. In contrast, the function w(rn, n) measures the 
similarity between the m-th and n-th documents as indicated by their 
association with the same keywords. 
The quantity w(m, n) measures the extent of the keyword vocabulary 
associated with both the m-th and n-th documents. The value of w(n, n) is 
a measure of the amount of keyword vocabulary associated with the n-th 
document. The denominator in (18) introduces a normalizing effect so that 
each factor wj(m) in the numerator affects the summation according to its 
value with respect o the root-mean-square relevance of all documents to 
the j-th keyword. 
The function w(m, n) will be termed the "mutual keyword content" of 
the m-th and n-th documents. Similarly w(n, n) will be ten/led the "keyword 
content" of the n-th document. 
The "mutual relevance" between the m-th and n-th documents will be 
defined to be the value of r(m, n). The value of r(n, n) is the mean-square 
value of the relevance of the n-th document to each category and may be 
termed the "relevance" of the document. A document hat is classed as 
highly relevant o many categories will have a high value of "relevance" 
and may be regarded as important from many points of view. 
The function c(rn, n) may be termed the "connectivity" between the 
m-th and n-th documents. It measures the extent o which keywords relevant 
to the m-th document, and different keywords relevant to the n-th document, 
are also relevant to the same other documents. The value of c(m, m) measures 
the extent o which the m-th document contains pairs of keywords common 
to other documents. 
With optimum choice of the a~j the automatic rating y(n) of the n-th docu- 
ment may also be expressed in terms of the functions r(m, n) and w(m, n). 
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Thus 
yi(n) = (I /N) ~ [w(m, n) -- c(m, n)] r,(m) 
= (l/N) ~ s(m, n) r~(m), (20) 
where s(m, n) denotes w(m, n) -- c(m, n) and may be called the "significant 
keyword content" common to the m-th and n-th documents. 
The function s(m, n) is a measure of the extent o which the m-th and n-th 
documents contain common keywords but do not contain keywords mutually 
common to other documents. 
In terms of s(m, n) the expression for Emin may be written in the form 
Emin = (Average Document Relevance) -- (1/N 2) ~ ~ s(m, n) r(m, n), (21) 
n 
which illustrates how Emin may be reduced by choosing the keywords so 
that the significant keyword content between documents i highly correlated 
with their mutual relevance. 
Equation (21) may be used to compare the relative suitability of title words 
versus abstract words for use as indexing words for document classification. 
The indexing words should be chosen from the set for which 
(1/N2) ~ Z s(m, n) r(m, n) (22) 
f r ,  n 
assumes its maximum value. 
It may be remarked that if further terms are included in (13) their effect 
is to add further terms to w(n, m) -- c(m, n) in (16) and (20). Such additional 
terms measure the extent o which there are higher order connectivity links 
between the m-th and n-th documents. If these terms are included in the 
definition of s(m, n) then Eqs. (20) and (21) become quite general and not 
dependent on neglect of higher order terms in (13). 
4. INDEXING WORTH OF A KEYWORD 
Suppose that a subset of the keywords has been used to determine ither 
the optimum ak~ for use in (3) or the optimum s(m, n) for use in (20). Addition 
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of a further indexing word Wq, and subsequent determination of the opti- 
mum a~i, has the effect of decreasing Erain in (16) by 
. , .  u,~c, N EE  
8 lg~i&q KqqUkk  
1 NZu. v ~ Er(m, n)[wq(m)wq(n)- (2/N)E w(s, n)w.(m)wq(s)] 
8 
1 [r(m, n) r(m, s) w(n, N2u." ~ ~ wq(m)%(n) --(2/N)~ s)]. (23) 
In (23) the function w(n, s) denotes the value computed in the absence 
of the q-th keyword. Addition of this keyword as an index term allows Emin 
to be reduced by Aq, which is therefore a measure of the "worth" of the 
q-th keyword as an additional indexing term. Worth, defined in this manner, 
is a function not only by the q-th keyword, but also of the keywords already 
in use. 
The worth Aq is the difference of two terms. The first term is the summa- 
tion of wq(m) w~(n) r(m, n) and measures the extent o which the q-th keyword 
occurs in mutually relevant documents. The second term is the summation 
of wq(m) wq(n) r(m, s) w(n, s), and measures the extent o which one of the 
documents z(n) has mutual keyword content with documents z(s) that are 
relevant o the other document z(m). Thus, to have high worth as an addi- 
tional indexing term a keyword should occur in a large number of relevant 
documents hat do not already have in common a large number of indexing 
words. 
The form of (23) suggests the manner in which further indexing words 
should be chosen. The pairs of documents for which 
r(m, n) -- (2/N) E r(m, s) w(n, s) (24) 
8 
assumes its largest values should be examined for the presence of keywords 
in common since these are the keywords whose use as index terms will 
effect he greatest reduction in the value of Emin  • 
Similarly, for a keyword Wq already in use as an index term for automatic 
determination f categories, if the expression (23) is found to be of negligible 
value then the keyword is redundant as an index term. In computation 
of (23) for an existing index word Wq the value of w(n, s) should be reduced 
by wq(n) wq(s)/uqq to reduce to its value in the absence of the q-th index word. 
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5. RESOLUTION OF THE AUTOMATIC CLASSIFICATION 
The manual ratings ri(n) and re(n ) describe the relevance of the 
n-th document to the i-th and j-th categories respectively. A large value of 
] ri(n ) --  %-(n)] results for each document that is highly relevant to only one 
of the i-th or j-th categories. Thus the following expression provides a 
measure of the number of documents that are manually rated as relevant to 
either the i-th or j-th category but not to both 
Z [ri(n) -- rj(n)] 2. (25) 
n 
The similar expression i terms of the automatic ratings may be computed 
as follows in which the formula (20) is used with neglect of the c(m, n) term 
E [y,(n) -- yj(n)] 2 
n 
= (l/N)2 ~ ~ [rdm ) -- r,(m)][r~(s) -- r,(s)] y, w(m, n) w(s, n) 
m 8 ?~ 
= (l/N) ~ ~ [w(m, s) q- c(m, s)][r,(m) -- rj(m)][ri(s) -- r~-(s)] 
~n 8 
= (l/N) ~ ~ w(m, s)[ri(m ) -- rj(m)][r,(s) -- r~(s)], (26) 
8 
subject o neglect of the term c(m, s). 
The resolution of the automatic classification may be defined as the ability 
of the system to assign sufficiently distinct category relevances to a document 
whose corresponding manual ratings are sufficiently distinct. The average 
resolution may therefore be measured by the ratio of (26) to (25). Hence, 
if ri~(n ) is used to denote ri(n ) -- r~(n), the resolution may be expressed in 
the form 
R = ~ Z ,  w(m, s) rij(m) ri,(s) (27) 
N Z~ r~(n) z
6.  ~/[ORE GENERAL CLASSIFICATION FUNCTION 
The linear classification function of type (3) may be generalized to the 
form 
y~(,,) = y~ ,,~iw~(n) + y a~.w,(n) w,(n), (28) 
i e j  
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which allows the automatic rating to depend on the occurrence of word 
pairs in a manner that is not a linear function of the occurrence of the two 
separate words. 
However, the function yk(n) of (28) is still a linear function of the akin. 
Thus the analysis of Sections 2-3 may be repeated with the understanding 
that each summation of the index i in aki is to be extended to include summa- 
tion over the index pair i, j in akij • 
Equation (16) remains valid provided w(m, n) is redefined as 
w,(m) w,(n) 
w(m, n) V 
( l /N)  Z~ wj(s) 2 
wi(m ) wi(n ) w,(m) wj(n) + 
( l /N)  Z ,  w,(s) zw,(s) 2 
~:/:j 
, (29)  
with a similar extension of the definition of c(m, n). 
The effect of adding a single nonlinear term wi(n ) wj(n) to (3) is to reduce 
Emin by Aq of (23) in which wq(m) wq(n) is replaced by w~(m) wi(n) wj(m) w~(n). 
The indexing worth Aq of the nonlinear term is dependent on the number of 
occurrences of the pair of words in relevant documents that do not already 
have in common a large number of indexing words. However, all documents 
that contain the pair of words also contain the index words counted separately. 
Thus, in general the worth of adding a nonlinear term to (3) is likely to be 
less than the worth of a single new indexing term. 
It is therefore believed that the form of (23) suggests that, in general, 
it may prove satisfactory to base automatic document classification on use 
of linear functions of form (3) applied to a large set of keywords. In many 
instances this is likely to be more efficient han use of a smaller number of 
keywords with nonlinear classification functions of type (28). 
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