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Structural Model Correlation Using Large Admissible
Perturbations in Cognate Space
Michael M. Bernitsas* and Ricky L. Tawekalt
University of Michigan, Ann Arbor, Michigan 48109
A nonlinear perturbation method is developed to solve the problem of correlating a finite element model
(FEM) to a structure for which an incomplete set of natural frequencies and mode shapes and/or some static
deflections have been measured. The solution algorithm can handle differences between FEM and structure, in
design variables and response, as large as 100-300%, depending on the scale of the structure and correlation
measures. This is achieved incrementally by making inadmissible predictions, identifying the modal cognate
space relevant to the correlation measures, and making admissible corrections in the cognate space. The
developed computer code postprocesses results of the FEM modal and/or static analyses of the initial model
only. No additional finite element analysis is required. Lagrange multipliers reveal the dominant correlation
requirements and the active admissible cognate subspace. Depending on the number of correlation variables and
measures, an optimal, a unique, or an inadmissible minimal error solution may be produced. Beam and offshore
tower examples are used to test the algorithm and investigate conflicting requirements, definition of admissible
cognate space, limits of allowable differences between FEM and structure, accuracy, and cost of the nonlinear
perturbation method.
Nomenclature
Cij = admixture coefficient for participation of the
jth mode to changes in the /th mode
Cn>Cuj>c<i>ki = measured values of static deflection /, natural
frequency /, A:th degree of freedom of mode /
E = Young's modulus
JB>JS>JT = set of cognate modes in bending, stretching,
torsion
Jc = set of modes cognate to modes in JM
JCj = set of modes cognate to mode /;
i = 1,2, . . ., nr
JM = set of modes for which measurements are
available
Ki = /th component of [XA\]
[ke] = stiffness matrix of element, or group of
elements, related to property e
[A:],[xArx] = global and generalized stiffness matrices
£ = index denoting quantity in increment ft
e=l,2,...,N
Mf = /th component of [XMJ
[me] = mass matrix of element, or group elements
related to property e
[777],[XMN] = global and generalized mass matrices
N — number of increments in predictor-corrector
algorithm
n = number of degrees of freedom in FEM
nr = number of extracted structural modes used in
RESTRUCT
p = number of correlation variables
StSa = number of correlation and admissibility
constraints
SwSwSj = number of displacement, frequency, and modal
node correlation measurements
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{u } = nodal static displacement vector
UM = updated (correlated) model
[\] = diagonal matrix
( ) ' = structural property of UM
ae = fractional change to element or group property e
a? , ai = upper and lower bounds of ae
A = prefix denoting total change
6 = prefix denoting incremental change
X = Lagrange multiplier
[</>] = matrix of mode shape vectors
4>ki = kth degree of freedom of /th mode shape
{^ J / = /th mode shape
co/ = /th natural frequency
I. Introduction and Background
I N the process of generating a numerical model for a realstructure, information is lost in two stages. First, in deriv-
ing a mathematical model for the structure, and second, in
developing a numerical model from the analytical one. Uncer-
tainty, ignorance, and simplifying assumptions to facilitate
modeling are major sources of error. Thus, numerical predic-
tion of static and/or dynamic response of a structure is often
inaccurate. The larger manufacturing tolerances are, the
greater is the discrepancy between predicted and measured
response. This problem is of particular importance and diffi-
culty in finite element analysis (FEA) of marine structures.
Offshore structures and ships have large manufacturing toler-
ances and structural imperfections that make finite element
modeling (FEM) and numerical predictions of response highly
inaccurate. Differences between predicted and measured re-
sponse are very big. Model correlation is the process of finding
corrected values of the design variables in the FE model of a
physical structure, so that numerical predictions of measured
response are satisfactory. This can be achieved in a variety of
ways, which will be discussed at the end of this paper.
The model correlation problem has been studied extensively
for aerospace structures built to tolerances smaller than those
of marine structures. In spite of that, aerospace structures also
show large discrepancies between measured and predicted re-
sponse. Mode survey tests1 and other measurements are
needed to adjust numerical models. Kabe2 used measured
modal data to adjust the stiffness matrix and preserved ele-
ment connectivity.3 Baruch4 used an optimization procedure
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to currect stiffness and flexiblity matrices. Wei and Zhang5
and Berman6 corrected the mass matrix based on measured
modes, and Taylor7 updated the stiffness matrix. Caesar and
Peter,8 Berman and Nagy,1 Chen and Garba,9 and Chen and
Fuh10 updated both stiffness and mass matrices. In all these
publications, small differences were allowed between the ini-
tial (IM) and updated models (UM) in response and structural
properties. The resulting problem was solved by optimiza-
tion,1-9'11'12 with a minimum change criterion if the number of
design variables was greater than the number of orthogonality
constraints. If the opposite held, the error in satisfaction of
constraints was minimized by the generalized inverse10 or least
squares method.8 Collins et al.13 used a statistical method for
structure identification and minimized a function of the vari-
ances and covariances of differences in modal properties and
design parameters between measured and predicted responses.
In the aforementioned publications, it was assumed that mea-
sured mode shapes were exact and the mass and/or stiffness
matrices were updated. In an alternative approach, Targoff11
and Baruch and Bar Itzhack12 assumed that the mass matrix
was correct and modified modal vibration measurements to
satisfy orthogonality. Modification of the mass matrix1'3'6'10
resulted in an updated matrix that did not represent a real
structure's mass distribution. Wei and Zhang5 remedied this
problem by modifying structural elements instead of terms in
the mass matrix.
The correlation procedure followed in this paper is diagram-
matically shown in Fig. 1. The developed perturbation method
and solution algorithm have the following features:
1) Natural frequencies, mode shapes, and static deflections
are measured and assumed to be exact.
2) The set of measured modal properties may be incomplete.
3) Differences between IM and UM in response and struc-
tural properties up to 100-300% are allowed, depending on
the scale of the structure and the correlation requirements.
4) Both mass and stiffness matrices are updated.
5) Structural element properties, rather than matrix ele-
ments, are changed. Thus, the updated matrices represent
mass and stiffness matrices of a real structure.
6) IM and UM may differ significantly in the value of
elemental stiffness, mass, and geometric properties. Nonethe-
less, the correlation problem is solved by postprocessing re-
sults of only one FEA—that of IM.
7) A nonlinear perturbation algorithm is used that performs
linear inadmissible predictions and nonlinear admissible cor-
rections. Perturbations are defined as admissible if they satisfy
both stiffness and mass orthogonality, thus ensuring that in-
termediate (incremental) modes correspond to the real struc-
ture calculated as per item 5.
8) No trial and error or iterations are performed within each
increment or anywhere else in the algorithm.
9) At each increment, the correlation problem is solved by
minimizing the Euclidian norm of the correlation variables or
the error in the constraints, depending on whether the problem
is underdetermined or over determined, respectively. In gen-
eral, the former yields better results.
10) To reduce the number of constraints and make the
problem underdetermined if possible—for a given number of
correlation variables—the number of orthogonality con-
straints is reduced by identifying space of modes cognate to
the correlation modal objectives (measurements).
Linear perturbation methods were first developed by
Stetson14'15 for structural redesign, allowing for small differ-
ences in response, stiffness, and geometric properties between
baseline and objective designs. Sandstrom and Anderson16
improved that method. Nonlinear perturbation methods were
developed by Hoff et al.,17 Hoff and Bernitsas,18'19 Bernitsas
et al.,20 and Kim and Anderson,21 with the main objective
being to improve the algorithm and make it applicable to large
scale structures and for larger differences between baseline
and objective structures. Gans and Anderson22 used nonlinear
















b Updated Model : Ik'1 , Im'l ;-edlcted Response: {u1}, [ w ' J ,
Fig. 1 FEA predictions, response measurements, model correlation.
incorporating centrifugal and corriolis effects. They perform,
however, a FEA by MSC/NASTRAN at each increment. Kim
and Bernitsas23 introduced static deflections as redesign objec-
tives along with modal measurements. Other approaches to
redesign have been developed by Hafka and Prasad24 and
Haug et al.25
The problem of model correlation by perturbation is de-
fined in Sec. II. In Sec. Ill, a nonlinear incremental perturba-
tion algorithm for model correlation is introduced. Implemen-
tation of the algorithm in computer code RESTRUCT
(REdesign of STRUCTures),26 which serves as postprocessor
to special and general purpose FE codes, including MSC/
NASTRAN, is discussed also in this section. In the remaining
three sections, a five-element clamped-hinged beam and a
104-element 192-DOF offshore tower are used to study corre-
lation in bending, in torsion and in simultaneous bending and
torsion. Cognate space identification, conflict in correlation
requirements, activity of admissiblity constraints, and limita-
tions on differences between IM and UM in response and
structural properties are emphasized.
II. Model Correlation by Perturbation
Figure 1 shows that model correlation is performed in this
paper with respect to static and/or modal dynamic measured
response properties. The general perturbation static and free
vibration equations which relate UM to IM are first derived in
Sec. 11. A. Then the model correlation problem is defined in
Sec. II.B.
A. General Perturbation Equations
The initial and updated models (IM and UM) are related
through the following perturbation equations14'16'18 for stiff-
ness matrix [k], static deflection vector [u }, mass matrix [m],
natural frequencies co, and modal matrix [0], respectively:
[k '] = [A*] (1)
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{u'\ = ( i f ) + [An]
[m '] = [m] + [Am]
\] = [ Vx] + [xA(o,2)x]





where primed and unprimed quantities refer to UM and IM,
respectively, [\o2x] is the diagonal matrix of the eigenvalues,
prefix A indicates differences between IM and UM, [</>] =
[{*)i , l*h«. . . ' , {*)*], and [ * } j is the yth eigenvector
corresponding to the yth eigenvalue u>j , defined by the free
vibration equilibrium equation
([*] - « 3 l m ] ) ( * ] j = ( 0 ) , fory = 1,2, . . . , * (6)
where the n eigenvalues a>7, y = 1,2, . . . , « , satisfy equation
-co2[m]) = 0 (7)
In Eq. (6), only Rayleigh's damping can be introduced. The
corresponding energy balance equation for IM is
= [XMX][VX] (8)
where [XATX] and [XMX] are the generalized diagonal stiffness
and mass matrices. Relations similar to Eqs. (6-8) hold for
UM, with
Introducing these relations and Eqs. (1-5) into Eq. (8), we
derive the general perturbation equation in matrix form:
(9)
In scalar form, Eq. (9) is equivalent to
for i=j = 1,2, . . . , n (10)
/ , f o r / * . / . (11)
/ , for /* . / (12)
where, in Eqs. (11) and (12), / = 1,2, . . . , n and y = / + 1,
/ + 2, . . . , A? . The corresponding static general perturbation
equation is
[A*])-'[A*] ( i i ) (13)
where it is assumed that static nodal force vector {/) is the
same for IM and UM, that is {/) = {/' j .
B. Problem Definition
Note that [Ak] and [Am] represent structural perturbations
that must be computed based on some measured response
properties [u '), [\*>2X], and [0']. In doing so, element con-
nectivity must be preserved. Further, correlation values, which
are defined below, are bounded by practical limits defined by
inequality (23).
L Correlation Variables
Let <xe, e = 1,2, . . . , / ? be the fractional change in property
e, where p properties of elements, or groups of elements, are
allowed to change. Such properties may be mass, bending
stiffness, torsional stiffness, etc.,17 or geometric properties
like linear dimensions of a beam cross section,18 plate thick-
ness,23 and tube internal and external diameters.20 Several
elements may be linked together in one group to ensure that
they remain identical in UM.27 More than one property may be
allowed to change in each element or group of elements. Then,
changes in global stiffness and mass matrices can be expressed
as summation of all changes as
[A*] = £ [Ake] = £ [ke]ae
e=\ e=\
P P




where [ke] and [me] are the stiffness and mass matrices of the
eth element or group of elements. It should be noted that
several ote may refer to the same element but different proper-
ties, like bending, torsion, stretching, etc. Any ae may corre-
spond to a property that may affect only [ke] or [me\.
2. Correlation Measures
All measured modal and static deflection properties can be
used as correlation measures (requirements). Those are de-
fined by the following equations:
u'j = Uj + Aw/ = CM/, / = 1,2, . . ., Su (16)
co'2 = co2 +Aco2 =cw / , / = 1,2, . . . , Stt (17)
<t>ki = <t>ki + A0jw = c^ , number of(k,i) -8$ (18)
where the right-hand sides are the measured quantities that are
assumed exact and are used as correlation measures, and S^
Su, 5$ are the numbers of static deflection, frequency, and
modal measures, respectively.
3. Problem Formulation
The general perturbation equations (10-13) can be ex-
pressed as Eqs. (19-22), respectively, in terms of correlation










for i = 1,2, . . . , /i, y = / + 1, i + 2, . . . , n (21)
'[A:,] | i i ) a, (22)= - £
e= 1
£
The perturbation correlation problem can now be defined as
follows: Define UM by computing the values of correlation
variables cte, e = 1,2, . . . , p, to satisfy Su static deflection, 5W
natural frequency, and S^ modal measures defined by Eqs.
(16-18), respectively. Practical constraints in the form of
lower and upper bounds may be imposed on the correlation
variables:
= 1,2, P (23)
DECEMBER 1991 LARGE ADMISSIBLE PERTURBATIONS IN COGNATE SPACE 2225
Further, the number of orthogonality conditions (20) and (21)
imposed on ae is no greater than
Sa = Su[(2n - 1) - SJ (24)
where it is assumed that eigenvectors are measured only when
the corresponding natural frequency is also measured. Those
are the admissibility conditions that, when imposed, ascertain
that [£'], [m '], \u '), [</>'], and [co'J correspond to the same
real structure. The remaining orthogonality conditions need
not be imposed on cee, since they do not introduce any addi-
tional correlation requirements. Instead, they can be used to
compute the eigenvectors of UM, which have not been mea-
sured. In the algorithm developed in the next section, the
admissible domain is further reduced to a cognate mode ad-
missible space. In the latter, an active subspace is identified
with the aid of the Lagrange multipliers computed in the
numerical solution.
Solution of the above mathematical model presents the
following difficulties:
1) Differences in response between IM and UM are large;
thus, ae is expected to be large. If ae corresponds to linear
dimensions of elements, such as plate thickness, shaft diame-
ter, or height of rectangular beam cross section, nonlinear
expressions may result for [Ak] and [Am] instead of Eqs. (14)
and (15).
2) For an incomplete set of measurements, unknown modal
properties are involved in Eqs. (19-21), and unknown deflec-
tions are involved in Eq. (22). Those are functions of ae, and
consequently, the generalized perturbation Eqs. (19-22) be-
come implicit nonlinear expressions of correlation variables.
3) The matrix inversion that appears in Eq. (22) must be
avoided because it is expensive and inaccurate for large-scale
structures.
4) Depending on the relation between the number of corre-
lation variables p, the number of equality constraints
S = Su + Sw + 50 + Sa, and the 2p bounds on the correlation
variables defined by Eq. (23), the feasible domain may or may
not be empty. In the former case, a minimum error solution
can be produced; in the latter, an optimality criterion is
needed.
5) For structures with small manufacturing tolerances, there
may be confidence in the total mass estimate. In such a case,
an additional constraint can be imposed on the correlation
variables.5
III. Numerical Solution
The model correlation perturbation problem formulated in
Sec. II—Eqs. (16-23)—is solved incrementally using a predic-
tion/correction scheme. The incremental algorithm is devel-
oped in Sec. III.A. The linear and nonlinear solvers ued in
RESTRUCT to solve the resulting prediction and correction
problems at each increment are described in Sec. III.B. Com-
puter implementation of the algorithm in RESTRUCT is ex-
plained in Sec. III.C.
A. Incremental Formulation
The correlation measures cu., i = 1,2, . . ., Sw; cw/, / =
1,2, . . ., S0; and S+, c^., specified in Eqs. (16-18), will be
achieved in increments no larger than 7%. The purpose of this
is to keep correlation variables ae, e = 1,2, . . ., p small in
each increment. Of course, this requires introduction of
bounds on incremental ae. Then, Eqs. (19-22), which are
implicit expressions of ae, can be linearized to produce a
satisfactory linear prediction. Let £= 1,2, . . ., ./Vindicate the
fth increment and TV the total number of increments. Let
prefix d denote difference in any increment, as A does in the
complete problem. Then, the incremental model correlation
problem is defined by the counterparts of Eqs. (16-22) and
where
N
«xi = ~ 0.15, tae+ = + 0.15, (1 + ae) = HO + M)?= 1
The 7% upper bound on incremental correlation measures and
the 15% bound imposed on the incremental correlation vari-
ables by condition (25) permit linearization of perturbation
equations (19-22). This is done in the prediction phase of the
algorithm. The process of model correlation as performed by
RESTRUCT is diagramatically shown in Fig. 2. The three
phases of the incremental algorithm described below—that is
prediction, cognate space identification, and correction—are
summarized in Fig. 3.
1. Inadmissible Linear Prediction
Following the linear perturbation algorithm developed by
Stetson14 and Stetson and Harrison15 and improved by Sand-




f[c] is matrix of admixture coefficients, fc// = 0, tciJ9
,2, . . ., nr are small, and nr is the number of extracted
used in the algorithm:
1 F p
-T7 E
(Mi [ _ < ? = !
} T[me tjtote = d tcai





j User Input : u\ f o*| , <j»'ki


















Changes £tfe , e=l,2,...,p
b Updated Model : Ik1] , Im'l ;-edicted Response: {u1}, [u'l . [<t>'] .
e = 1,2, . . .}p (25) Fig. 2 Finite element model correlation by RESTRUCT.
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Fig. 3 Algorithm for structural model correlation, using large ad-
missible perturbations in cognate subspaces.
where Eqs. (27) and (28) represent the linearized diagonal and
off diagonal terms, respectively, in the incremental difference
in energy balance between fIM and <UM;
nr
<5 tfai — Z} e^kj ecij — S?c4>ki> number of (k,i) = S^ (29)
which is derived directly from Eq. (26), and where an entire
mode or only some modal degrees of freedom (DOFs) have
been measured.
The prediction problem can be stated as follows: Calculate
the incremental correlation variables gae, e = 1,2, . . . , / ? sub-
ject to the incremental counterparts of Eqs. (27), (29), and
(25). This problem may be underdetermined or overdeter-
mined. (The solvers used in both cases are described in Sec.
III.B.) At the end of the prediction phase, Eq. (29) is used to
compute mode shapes that were not measured in vibration
tests. Partially measured modes are also completed by compu-
tations, using Eq. (29). If modes are not completed, orthogo-
nality would be grossly violated. It should be emphasized that
linear predictions are inadmissible because orthogonality con-
ditions (20) and (21) are not satisfied exactly. The nr (nr - 1)
equations (28) that are satisfied instead are necessary and
sufficient conditions. It is their linearized versions, however,
and not Eqs. (20) and (21), that are satisfied implicitly by
using Eq. (28) to compute the incremental admixture coeffi-
cients. In the numerical applications (see Sees. IV, V, and VI),
the Lagrange multipliers in the correction phase correspond-
ing to orthogonality conditions (20) and (21) are small com-
pared to those for Eqs. (19) and (22). This implies that viola-
tion of admissibility in prediction is minor. Even though the
predicted f[k'] and ([m '] correspond to a real structure—be-
cause we allow structural elements and not individual matrix
terms to change—the step made in the prediction phase to-
ward solution is inadmissible, because orthogonality is vio-
lated. In the correction phase, this situation will be remedied.
2. Cognate Space Identification
In the prediction phase, the admixture coefficients cijt ij —
1,2, . . . , nr are computed using Eq. (28). Then, the normal
modes that have not been measured are computed using Eqs.
(26) or (29). Computation of the admixture coefficients is
expensive and may account for as much as 80% of incremental
CPU time. Certain modes, however, may have little or no
effect on other modes, in which case the corresponding c// are
very small. The CPU time for computation of c// and the total
CPU time can be reduced drastically by factors as high as 4.5
and 4, respectively (see Sees. IV and V), if subspaces of
cognate modes are identified. For example, in the offshore
tower problem studied in Sees. IV, V, and VI, bending eigen-
vectors define the bending cognate space, and torsional eigen-
vectors define the torsional cognate space. Admixture coeffi-
cients relating modes within the same cognate space have high
values. Admixture coefficients relating a mode in a cognate
space to a mode outside that space are very small. The latter
may be in another cognate space or unclassified.
Cognate modes are identified numerically in the prediction
phase of the first increment by computing cmj, for j =
1,2, . . ., nr, where index m represents only modes for which
measured data are available. Admixture coefficients relating
cognate modes are several orders of magnitude—between 4
and 8—greater than those relating noncognate modes. The
latter are not computed once they are identified.
The following definitions must be introduced at this point.
Let JM be the set of modes for which measurements are
available, and JCj, i = 1,2, . . ., nr the set of modes cognate to
mode / . Obviously, most of those are identical. In fact, in
most applications only a few sets of cognate modes are identi-
fied, like JB for bending, JT for torsion, Js for stretching. Note
that Jc is the set of modes cognate to those in JM\ e.g., Jc
could be equal to JB, JT, Js or any union of those.
Based on the above definitions, we can state more clearly
that
= 0, for either i£Jc or j£Jc (30)
The modal DOFs that have not been measured are computed
by modifying the first equation in expression (29) as
for k = 1,2, . . ., /i, i$Jc (31)
3. Correction into the Admissible Cognate Space
At this point, from the first two phases in the fth increment,
we have used some of the available information and equa-
tions, we have made some predictions and calculations, but we
have not reached our incremental goals because we have not
used all available measurements and we have not satisfied Eqs.
(19-22) in their full implicit nonlinear form. Specifically,
1) Frequency measurements have been used by combining
Eqs. (17) and (27). The latter is a linearized expression of
energy balance equation (19).
2) Mode shape measurements, whether they represent a
complete or incomplete set of modes, and complete or incom-
plete mode shapes, have been used by combining Eqs. (18) and
(29). The latter is a linearized version of the off diagonal terms
in the energy balance expression (9).
3) The static deflection measurements, expressed by Eq.
(16), and the corresponding static equilibrium equation (22)
have not been used.
4) Set Jc has been identified. The mode shapes that have not
been measured and the unmeasured DOFs of partially mea-
sured modes have been computed combining Eqs. (26), (28),
(30), and (31).
5) Of the generalized perturbation equations (19-22), Eq.
(22) has not been used, whereas linearized versions of Eqs.
(19-21) have been satisfied for the nr extracted modes.
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6) The (nr - SJ natural frequencies that have not been
measured are computed using the Rayleigh quotient.
(32)
A goal in the correction phase is to correct predictions by
bringing them back into the admissible cognate space. The
problem is defined below. Calculate corrected values of incre-
mental correlation variables (ae, e = 1,2, . . ., p so that the
following conditions are satisfied:
}Tlme]
(33)







Equation (36) represents the linearized version of Eq. (22)
derived by Kim and Bernitsas,23 and static deflection measure-
ments are defined by Eq. (16). Finally, upper and lower bound
constraints are placed in gctet as per Eq. (25).
As in the prediction phase, the correction phase problem
may be underdetermined or overdetermined. Solvers used in
both cases are described below.
B. Linear and Nonlinear Solvers
The problems formulated in both the prediction and correc-
tion phases in each increment may be overdetermined or un-
derdetermined. In the former case, a generalized inverse al-
gorithm is used10'23 to produce a minimum error solution in
satisfaction of all equality constraints. The user of computer
code RESTRUCT is informed accordingly because it is most
likely that condition (25) is violated, which would render
predictions unacceptable. The designer, then, must reduce the
incremental correlation requirements to satisfy condition (25),
or allow more flexibility to the system by introducing addi-
tional ae. The generalized inverse algorithm uses a simulta-
neous linear equation solver.
In general, underdetermined problems provide more accu-
rate results. For such problems, an optimality criterion is
needed to select the best feasible solution. A minimum change
criterion between flM and ^UM requires minimization of the
square of the Euclidean norm of cte. Since in both prediction
and correction problems, all constraints are linear with respect
to ae, those problems can be solved by quadratic program-
ming 28 using QPSOL.29 If a linear optimality criterion is used
instead, the Simplex algorithm28 can be applied. If Eqs. (14)
and (15) are replaced by nonlinear expressions, as may be
needed for plate18 or tubular20 elements, a nonlinear program-
ming solver like NPSOL must be used.29
In overdetermined problems, all of the admissibility condi-
tions (34) and (35) are violated. In underdetermined problems,
all of the admissibility conditions are satisfied. The corre-
sponding Lagrange multipliers produced by QPSOL provide
relevant sensitivity information. In general, they show that
constraints (33) and (36) dominate the solution. They also
show that within a JCi set, certain admissibility conditions may
be inactive. This is the case, for example, in bending of the
offshore tower in Sec. IV.B. In the JB set, orthogonality
conditions (34) and (35), relating bending modes in two mutu-
ally perpendicular directions, are inactive. This information
can be used a priori to reduced computational time.
C. Computer Implementation
The algorithm described above is summarized in Fig. 3, and
is implemented in code RESTRUCT.26 The model correlation
process in RESTRUCT is outlined in Fig. 2. That code is
about 20,500 Fortran 77 commands and was initially devel-
oped to solve the problem of structural redesign.23 Currently,
it also solves the problem of model correlation described in
this paper and the problem of redundancy and failure mode
identification. RESTRUCT may accept any kind of stiffness
and mass matrices produced by a special or general purpose
FE code, including MSC/NASTRAN. At the present stage,
however, it can perform computations with concentrated
mass, consistently distributed mass, spring, rod, bar, triangu-
lar plate, quadrilateral plate, and marine riser tubular ele-
ments. Several numerical applications are used in the rest of
this paper to test the algorithm, study conflicting require-
ments, limits of measured and structural differences between
IM and UM, and identification of active admissible cognate
space. Analysis of IM is performed by MSC/NASTRAN, and
results are postprocessed by RESTRUCT. Reanalysis of UM is
also done by MSC/NASTRAN in order to assess the accuracy
of computations.
IV. Correlation in Bending
The problem of model correlation in bending is studied in
this section, using beam and offshore tower numerical appli-
cations. Difference of as much as 100% between predicted and
measured response is assumed. Resulting differences between
IM and UM in correlation variables may be as high as 400%.
The relative error between response of UM as computed by
RESTRUCT, and actual UM response as computed by MSC/
NASTRAN, is calculated in all applications in this and the
following two sections. Dependence of relative error and CPU
time on magnitude of correlation measures, conflict in corre-
lation measures, number of extracted modes and admissibility
constraints, definition of cognate space and active cognate
subspace, are studied.
A. Beam Model
MSC/NASTRAN is first used to perform modal dynamic
and static analysis of the five-element, nine-DOF clamped-
hinged beam shown in Fig. 4. For the beam properties and
load shown in that figure, the first natural frequency and the
fourth node static deflection are/i = coi/27r = 24.283 Hz and
«4 = 12.213 mm. The first mode is also computed, and the
modal node deflections are <£9)1 = 0.30271, </>15)1 = 0.80156,
02i,i = 1-000, </>27,i = 0.68719, where NASTRAN DOF num-
bering is used. Two types of problems are considered: correla-
tion with respect to measured values of/{ and u 4 and correla-
tion with respect to /{ and the corresponding mode, where
incomplete modal data are available. In all beam applications,
8 modes are extracted, nr = 8; 10 correlation variables are
used, the moment of inertia and cross section area of each
element; the accuracy used in RESTRUCT in satisfying static
constraints and diagonal dynamic constraints—Eqs. (36) and
(33)—is eD = 10 ~ 6 ; and the accuracy used in satisfying admis-
sibility (orthogonality) constraints—Eqs. (34) and (35)—is
6,4 = 10~3 .
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Properties : E = 2.07*105MPa Response : f- = * = 24283 Hz
2TT
e = 7.833.,0 NSec2/mm< „„= 12.213 mm
ly = 2.160»l06mm4
!z = 8.640 HO6 mm4
v = 0.3
Fig. 4 Clamped-hinged beam model: five elements, nine DOFs.
Table 1 Correlation of beam model in bending: frequency and static deflection measures
Correlation



















































































































Number of extracted modes:
Number of correlation variables:
Correlation measure ratios:
Total CPU time, /:
/i = 24.2832 Hz, u4 = 12.2126 mm
nr = 8
p = 10
ru2 = w'J/coj, ru = U4/U4
Sa = 6, t = 18,700ms
Sa = 12, t = 20,600 ms
aValues predicted by RESTRUCT were equal to measured values.
1. Correlation Measures: f{ and u 4
Sixteen applications were run and results are summarized in
Table 1. Specifically, eight cases were run with the admissibil-
ity domain defined in the correction phase by 6 or 12 con-
straints. Those eight cases correspond to all combinations of
46 or 100%, increase or decrease in \\ = co? or u4. We can draw
the following conclusions from Table 1. When six admissibil-
ity constraints are used, Sa = 6, the total number of con-
straints in the correction phase is S = Sa + 2 = 8, which is less
than the number of correlation variables, p = 10. Thus, the
problem is solved by optimization. When Sa = 12, S = Sa +
2 = I4>p - 10, and the problem is solved by the generalized
inverse algorithm. In all 16 applications, the relative error is
small. It appears that the results of any overdetermined case
are better than the corresponding under determined case. This
occurs for two reasons. First, six admissibility constraints are
not enough to define properly the admissible domain. Second,
12 admissibility constraints define well the admissible domain,
and within the selected computational acuracy all 5 = 14 con-
straints are satisfied. In fact, when 5^ = 8, S = Sa +2 =
10=p, and the results are as accurate as in the overdeter-
mined case.
2. Conflicting Requirements
Increasing f} or decreasing u4 induces increased structural
stiffness. Opposite action decreased structural stiffness. In
applications 1, 2, 5, and 6, both frequency and static deflec-
tion correlation measures have compatible effects on IM. In
applications 3, 4, 7, and 8, correlation measures have conflict-
ing effects. By comparing cases 1 and 3, 2 and 4, 5 and 7, and
6 and 8, we see that compatible requirements are easier to
satisfy.
Further, as expected, it is easier to satisfy changes in modal
dynamic and static correlation measures of 46% rather than
100%. For small-scale structures, like the beam problem con-
sidered in this section, satisfaction of changes by a factor of 4
is possible with high accuracy. Such applications, however,
are of no interest in model correlation. In general, it is more
difficult to achieve as high accuracy in larger scale problems,
like the offshore tower considered in Sees. IV.B, V, and VI.
3. Cognate Space
The beam problem considered here is studied only in bend-
ing in the (x,z) plane. Thus, all extracted modes are cognate.
This is verified numerically by the magnitude of the admixture
coefficients. All ctj are much greater than 10 ~6 , which is the
cut-off point in RESTRUCT for eliminating modes that have
a minor effect in Eq. (26). In the correction phase solution, all
Lagrange multipliers are nonzero, which indicates that the
entire cognate admissible space is active. This was anticipated
since all modes are in the same plane.
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4. Correlation Measures: f\ and First Mode
One application was run and results are shown in Table 2.
In this case, r* = wjVco? = 2.0. The available measurements
reflect deflections only. That is, only one mode is available for
correlation, and it has been partially measured. Note that
S = SA + 1 = 9< 10 = /?. The problem is underdetermined,
and is solved by optimization. The relative error in the results
is very small.
B. Offshore Tower Model
The offshore tower shown in Fig. 5 is 69.95 m high and
operates in 45.72 m water depth. The tower at the base is 38.10
m2 and tapers linearly to 22.86 m2 at the deck. The FE model
of the tower has 104 circular tubular beam elements and 192
DOFs. Loading on the tower is due to:
1) 240 tonnes deck load, which is applied to the structure
uniformly distributed at the deck nodal points.
2) Wave hydrodynamic forces calculated for a design wave
of 182.88 m length and 6.10 m height; using Morison's equa-
tion, the wave propagates in the x direction.
3) Wind current in the x direction with linear velocity profile
of 1.03 m/s at the mean free surface waterline and zero at the
sea bed.
Static and dynamic analysis by MSC/NASTRAN produced
1) maximum displacement in the x direction at node #11
(shown in Fig. 5) equal to 0.0578 m, and 2) a repeated first
natural frequency wi = co2 = 4.695 rad/s (f\ =/2 = 0.7472 Hz).
In this application, it is assumed that the designer is confi-
dent that certain groups of elements in the tower have been
manufactured to the same specifications. Thus, the tower is
substructured in six groups, and two correlation variables are
allowed per group (see Table 3); that is, the fractional changes
of the cross-sectional area and moment of inertia. Mass and
axial stiffness change proportionally to cross-sectional area,
bending and torsional stiffness change proportionally to mo-
ment of inertia.
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Sixteen cases are run and results are summarized in Table 4.
Two correlation measures are used: rj\ = \\/\\ = co[2/wi and
ru = u\\/u\\. Changes by factors of approximately 2 or 1.5,
increasing or decreasing, and different numbers of admissibil-
ity constraints are tried. To analyze the results, the following
information is needed. Modes 1, 8, 12, 15 are bending modes
in the (x,z) plane. Modes 2, 9, 13, 16 are the corresponding
bending modes with respectively equal frequencies in the (y,z)
plane. Modes 3, 18, 19 are torsional modes with respect to the
z axis. In fact, admixture coefficients reveal that JB = {1, 2, 8,
9, 12, 13, 15, 16) and7 r= [3, 18, 19), J M = ( l } 9 JC=JB,
•/c, = « / * • • • , Jc,2 = JB, Jc3 = JT, • • - * ^c19 = JT- Now, we
can draw the following conclusions:
1) Changes in correlation measures by a factor 1.5 are
handled accurately by RESTRUCT.
2) Thirteen or 16 extracted modes are needed to produce
accurate results for changes by a factor of 2.
3) For compatible requirements (cases 1-6), even an overde-
termined correction phase problem produces satisfactory re-
sults. This occurs in cases 2 and 6, where S = 2 + SA = 14>
12=/7.
4) For conflicting requirements (cases 7-12 and 13-16),
underdetermined problems produce better results.
In the application of active admissible cognate subspace,
besides static deflection WH, measured data are available only
on the first mode; therefore, the cognate space is composed
only of bending modes. Numerical computations show that
#33 (-11.430.-11.430,69.952)
# 25 (-13.306, -13.306, 52.731),
# 17 (-15.182,-15.182, 35.510)
# 9 (-17.058, -17.058, 18.288)
# 1 (-19.050, -19.050, 0.000) "
# 37(11.430, 11.430,69.952)
# 29 (13.306, 13.306, 52.731)
aCorrelation measure ratio: ci>,'2/co2 = 2.000.
bOnly deflections of modal nodes measured.
# 21 (15.182, 15.182, 35.510)
I* 13 (17.058, 17.058, 18.2
# 5 (19.050, 19.050, 0.000)
Fig. 5 Offshore tower model: 104 elements, 192 DOFs.





















Legs below first bracing
Legs between first and
second bracing
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\a-b}/a\ a is computed by RESTRUCT, b is computed by UM, using MSC/NASTRAN.





































Initial model prediction: /3 = 0.852 Hz
Number of correlation variables: p = 12
Correlation measure ration: rw2 = co'?/co2
*(a-b}/a\ a is computed by RESTRUCT, b is computed by UM, using MSC/NASTRAN.
Table 6 Correlation of offshore tower model: bending and torsion frequency measured
Correlation
measures Prediction Reanalysis Error, %a






































Number of correlation variables:
Correlation measure ratios:
f\ = 0.7472 Hz, /3 = 0.852 Hz
p = 12
' 3/0)3
\a-b}/a\ a is computed by RESTRUCT, b is computed by UM, using MSC/NASTRAN.
indeed this is the case, and all c// relating mode 1 to modes not
belonging to Jc are less than 10 ~6 . Solution of the optimiza-
tion problem in the correction phase shows that only Lagrange
multipliers associated with bending modes in the (x,y) plane
are nonzero. That is, the active admissible cognate subspace
consists of orthogonality conditions (1,8), (1,12), (1,15), with
respect to stiffness and mass matrices.
V. Correlation in Torsion
The offshore tower model described in Sec. IV.B is used in
this application. There is only one measured quantity, 403.
Thus, only one correlation measure is used, r^ = \3/X3 = co^V
co2. Three cases are run for changes by factors of 1.3, 1.6, 1.95;
the results are summarized in Table 5. To analyze the results,
the following information is needed. As mentioned in Sec.
IV.B, JT=[3, 18, 19). Further, JM = [ 3 J , Jc = JT, Jc, =
Jc^ = Jc,g = JT- Now, we can draw the following conclusions.
1) The admissible cognate space includes only four orthogo-
nality conditions, that is, (3,18), (3,19), with respect to stiff-
ness and mass matrices.
2) The set of available measurements is inadequate for
accurate model correlation, because it provides only five con-
straints in each incremental correction phase. Specifically,
there are four orthogonality and one frequency constraints.
Nonetheless, correlation is very satisfactory for a 30% change
in X3 = Co2, acceptable for a 60% change, and approximate for
a 90% change.
5) At least 19 modes must be extracted to have at least three
cognate modes in Jc.
In the active admissible cognate subspace, the cognate space
is composed only of three torsional modes, 3, 18, 19. Numer-
ical computations show that indeed all C// relating mode 3 to
a mode not belonging to Jc are less than 10 ~ 6. Solution of the
optimization problem in correction phase shows that all La-
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grange multipliers of admissibility conditions are nonzero.
This implies that the entire admissible cognate space is active.
VI. Correlation in Bending and Torsion
The offshore tower model described in Sec. IV.B is used in
this application as well. Two quantities are measured in this
correlation problem, o>[ and 003. Thus, two correlation mea-
sures are used:
Three cases are run for changes by factors of about 1.5 and
1.9, and results are summarized in Table 6. In this problem,
since data on one bending and one torsional modes are avail-
able, we can define the following sets:
JM=
Jcx = Jc2 = Jc% = Jc9 = Jc}2 = Jcl3 = = Jc = JB
1) The admissible cognate space includes more orthogonal-
ity conditions thanp, the number of correlation variables. To
make the problem in the correction phase under determined,
either more correlation variables should be introduced or
fewer orthogonality conditions used.
2) Changes by a factor of about 1.5 are treated adequately
by RESTRUCT. Correlation with respect to changes by a
factor of 2 are only approximate. Obviously, the set of mea-
sured data is not adequate.
3) Comparing cases 2 and 3, we see that, even though fewer
constrains are used in case 3, results in 003 are better because
the proper set of admissibility constraints was selected. Specif-
ically, in case 2, only bending orthogonality constraints are
used because 16 modes were extracted, thus excluding tor-
sional modes 18 and 19. In case 3, four bending and four
torsional orthogonality constraints were used.
In the active admissible cognate subspace, the cognate space
is composed of eight bending and three torsional modes, that
is Jc= {1, 2, 8, 9, 12, 13, 15, 16; 3, 18, 19). Numerical
computations verify that all C// relating mode 1 to any mode
not belonging to JB are < 10 ~ 6. Similarly, all Cy relating mode
3 to any mode not belonging to JT are < 10 ~6 . Solution of the
optimization problem in correction phase shows that La-
grange multipliers associated with orthogonality conditions
between mode 1 and any bending mode in the (y,z) plane with
respect to either [k] or [m] are zero. That is, the active
admissible cognate subspace includes only orthogonality con-
ditions between torsional modes and between bending modes
in the (x,y) plane.
VII. Conclusions
The problem of correlating an FEM to a real structure for
which modal vibration and static deflection measurements are
available was studied. The set of modal measurements may be
incomplete and only parts of specific modes may have been
measured. Measurements are assumed to be exact. In the
problem formulation, it was assumed that large differences
may exist between measured static and/or dynamic response
and FEA predictions by the initial model (IM). Differences as
large as 100-300% were used in the numerical applications to
account for structures built to large manufacturing tolerances,
like marine structures. A perturbation based methodology was
developed to solve the problem without trial and error and
without additional FEAs. Both mass and stiffness matrices
were updated to produce an updated (correlated) model (UM).
Correlation variables were stiffness, mass, or geometric prop-
erties of structural elements or groups of elements, and not
individual terms in the stiffness and mass matrices. Thus, the
updated model mass and stiffness matrix distribution corre-
sponded to a real structure. The resulting static and dynamic
general perturbation equations were implicit nonlinear expres-
sions of the correlation variables. The developed solution
algorithm was incremental and involved three phases. In the
incremental prediction phase, linear inadmissible predictions
were made based on an incomplete set of modal measure-
ments. In the intermediate phase—used only in the first incre-
ment—the space cognate to the measured modes was identi-
fied so that modal data which were not measured could be
computed at reduced cost in the space of cognate rather than
extracted modes. In the third incremental phase, admissible
corrections were made to ensure that the produced UM of a
real structure has mass and stiffness matrices orthogonal to
the modal set, which was partially measured and partially
calculated. The Lagrange multipliers indicated that some of
the orthogonality constraints in the admissible cognate sub-
spaces may be inactive. The resulting problems in both predic-
tion and correction phases in each increment may be underde-
termined or overdetermined. In the former case, results were
more accurate and were produced by a quadratic program-
ming algorithm. Overdetermined problems were solved by a
minimum error algorithm in satisfaction of measured data and
admissibility constraints. The user of code RESTRUCT is
informed accordingly, since an overdetermined problem may
indicate incorrect measurements or conflicting correlation re-
quirements. The methodology was initially developed for re-
design problems, and was applied to structures as large as 1254
DOFs.16 A new algorithm was developed to solve the model
correlation problem, and RESTRUCT was modified to imple-
ment it. A 5-element 9-DOF beam model, and a 104-element
192-DOF offshore tower model were used to test the correla-
tion algorithm in bending, torsion, and bending and torsion.
Conflicting requirements, admissibility cognate space identifi-
cation, and activity of constraints in cognate subspaces were
investigated numerically.
During the review process of this paper, two important
issues in structural modeling and design were raised by the
reviewers. Those issues are presented below for the benefit of
the readers, completeness of this paper, and for suggesting
new research avenues.
1) In the algorithm developed in this paper, the designer
specifies the properties of elements or groups of elements that
are allowed to change (correlation variables) and the computer
returns values of those properties. Those values are optimal,
according to some selected criterion. The issue here is, which
is the most appropriate set of correlation variables to produce
a physically correct model. (The authors would like to add
that the outcome of the correlation process also depends on
the optimality criterion.) This issue reveals at the same time a
strength and a limitation of the developed methodology. It has
raised the design modeling problem by one level. Specifically,
the problem now is how to identify structural properties (ge-
ometry, stiffness, mass) whose values are uncertain and
mostly affect measured data, rather than computing their
values; the latter is treated in this paper. One way to address
this new design question is by finding numerically which struc-
tural elements contribute mostly to the modal energy in the
subspace cognate to measured data. This research topic is
currently pursued by the authors.
At this point, it is important to bring up the following issue,
which places into perspective model correlation. Almost no
mathematical model in mechanics is capable of modeling the
corresponding system correctly over a broad range of parame-
ters. Models are made to reproduce only a specific response.
For instance, a simple mass-spring-dashpot system is modeled
properly by mx + cx + kx -f(t) only near resonance. Away
from resonance, effects like nonlinear damping, mass of
spring, etc., render the above model inaccurate. In this simple
example, the designer may select as correlation variables m, c,
k, or any combination of those in order to make the model
predict measured data. Then, he may expect his model to be
satisfactory in the vicinity of the phenomenon it describes. He
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should also expect poor prediction away from that phe-
nomenon, not because the correlation process is inadequate,
but because the model is not applicable. At the present state of
the art, the correlation process can compute values for the
selected correlation variables. The designer's new task be-
comes the selection of the correlation variables among m, c,
and k. In the case of the offshore tower used in numerical
applications in this paper, if the FEM is correlated only with
respect to first mode data (frequency, mode shape), it will
predict satisfactorily the tower's dynamic response only if the
response spectrum is a narrow band around the first fre-
quency. If that is not expected to be the case, and there is
significant energy in other modes, pertinent measurements
should be introduced in the correlation process.
2) A strong point of the correlation methodology developed
in this paper is that the correlation variables represent proper-
ties of structural elements, or groups of elements, and not
simply terms in [k] and [m]. The issue raised by a reviewer is,
"Once a model is reduced from the finite element analysis size
of tens of thousands of DOFs to the size required for dynamic
analyses (500-1000 DOF) individual element stiffness matrices
are nearly impossible to identify." The approach that we
follow for redesign and model correlation for large-scale
structure is based on substructuring. Individual element stiff-
ness matrices can still be identified. This method is pursued
for redesign of submarine hulls for the Office of Naval Re-
search.
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