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This study adopts the Technology AcceptanceModel (TAM) and extends it to study the effects of different variables on tool use.The
influence of perceptions on tool use was studied in two different conditions: with and without explanation of the tool functionality.
As an external variable, self-efficacy was entered in the TAM and the main research question thus focused on the mediating effects
of perceptions (perceived tool functionality and perceived tool usability) between self-efficacy on the one hand and quantity and
quality of tool use on the other. Positive effects of perceived usability on perceived functionality were hypothesized as well as positive
effects of quantity and quality of tool use on performance. Positive effects were expected in the conditionwith explanation of the tool
functionality. Ninety-three university students were providedwith conceptmaps as the learning tools within a hypertext. Using path
analysis, we found—similar to the TAM—a significant positive relationship between perceived usability and perceived functionality.
Whereas perceived usability had a positive influence on the quantity of tool use, which positively influenced performance, perceived
functionality had a negative influence on quantity of tool use. Self-efficacy showed a relationship with perceived usability only with
the explained functionality condition.
1. Introduction
In the 1960s, the introduction of computers in education led
to future expectations that theywould solve learning issues [1]
by possibly enabling personalized computer-based instruc-
tion, encouraging learners to take a more active role in their
education, or simply employing online learning at all times.
However, few of those predictions have been realized and a
number of issues have emerged. One issue is related to the
acceptance of new computer systems, such as text editors, e-
mail, spreadsheets, and software in general [2–5]. Another
issue is whether the tools within the system are used [2, 3, 6]
and what variables influence their use [6]. Finally, there is
an issue related to how learning outcomes/performance are
affected by the way tools are used [7, 8].
What factors affect the acceptance of new computer sys-
tems has been successfully addressed by the Technology
AcceptanceModel (TAM) [3].TheTAMhas beenwidely used
and empirically validated over the last 20 years [4, 5]. More-
over, it is a predecessor and basis for newer models such
as the TAM 2 [9], the unified theory of acceptance and
use of technology (UTAUT) [10], and the TAM 3 [11]. In
summary, when it comes to computer systems adoption, “the
TAM is considered as a reliable, simple and parsimonious
model” [12]. The TAM not only furthers the scope of the
theory of reasoned action (TRA) [13] by emphasizing the
acceptance of technology through the prediction of system
adoption but also highlights the mediating role of per-
ceptions. According to the TAM (Figure 1), a number of
external variables, such as self-efficacy [2, 5, 14], influence
two constructs that are considered to be the model’s most
important factors [4, 5]: perceived usefulness (the degree
to which one believes that using a particular system would
enhance one’s performance) [2] and perceived ease of use
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Figure 1: The Technology Acceptance Model (TAM) [3].
(the degree to which one believes that using a particular
systemwould be effortless) [2]. Perceived ease of use has been
found to influence perceived usefulness. Together, these two
perceptions determine “attitude towards use” (one’s evalua-
tion of the desirability of using the system) [15], “behavioral
intention to use” (one’s conscious plans to perform or not
perform some specified future behavior) [16], and, eventually,
“actual system use.”
However, the TAM mainly focuses on the adoption of a
whole system and not on the use of tools within a sys-
tem, more specifically computer-based learning environ-
ments (CBLEs). The TAM only examines variables leading
up to the point where the system is used. Learning out-
comes/performance is not further examined. Therefore,
while the TAM provides the baseline to analyze the use of
tools within a system and specifically a CBLE, a model that
explores tool use in a more defined way is needed and could
possibly be established.
While understanding system use is important, for
instructional design it is even more important to understand
what affects tool use. The second issue pertains to the use
of the tool(s) within a system—CBLE—and what influences
this use. Tools can be described as support devices added
in a CBLE [17, 18] and aiming at individualized instruction
[19]. Hence, different tools have different functionalities
assisting learning and problem solving in diverse ways [20].
However, research in the last two decades has revealed that
tool functionalities are not always grasped; tools tend to
be neglected [6, 7, 17] amongst others because learners are
often cognitively ill-equipped to adequately use the tools in
constructing meaning [21, 22].
Informing learners about tools’ functionalities can be
identified as a type of instructional intervention often
referred to as advice [23, 24], additional information [25], or
explanation of the tool’s functionality [26]. Offering this
instructional intervention to learners may not only result in
more optimal tool use [25, 27] but also moderate perceptions
[27]. Other studies have also found that advice moderates
self-efficacy beliefs in learners [28] and affects quality of tool
use positively which in turn influence performance [24]. One
could investigate the effect of an explanation or no expla-
nation of the tool functionality on self-efficacy perceptions,
tool use (quantity and quality), and performance. However,
empirical studies of this kind are largely absent.
Perkins [6] lists three conditions that should be fulfilled
in order to attain optimal tool use: having the tool(s) present
and functional in a system, recognizing the functionalities of
the tools and the relationships between the tools and learning,
and being motivated to use the tools. Within Perkins’ [6]
conditions, different variables that influence tool use can
be identified. Not only does the design of the tools matter,
but also at least two additional learner variables can also be
targeted: first, if learners recognize the tools’ functionality
and the relationships between the tools and learning. This
knowledge entails, among other variables, adequate tool
perceptions which are learners’ ideas, concept, and theories
on tools and tool usage [29]. Second, self-efficacy is the
key element of the social cognitive theory which explains
how learners’ approaches to goals, tasks, and challenges are
influenced [30] and hence a motivational variable that seems
to influence learners’ motivation to use the tools [31].
Regarding research on perceptions, studies on the adop-
tion of a system in general—using the TAM—have examined
the mediating effects of perceptions on system use [2, 14,
32] and their relationships with self-efficacy [2, 14, 32].
Previous research has shown that learners do not simply
react to nominal instructional stimuli as constructed by the
designer; instead they often act through their perceptions or
interpretations of the environmental stimuli [33–35]. This
argument proposed by the cognitive mediational paradigm
is considered a useful extension to research on instruction
[35, 36]. In this line of research, perception is considered
to be an important variable in determining the effectiveness
and efficiency of the instructional environment. However,
regardless of the emphasis on perceptions as mediators in
the cognitive mediational paradigm, the mediating role of
perceptions in the context of tool use in CBLEs largely
remains theoretical; research on the role of perceptions still
remains scarce and the existing literature fails to describe the
direction of perceptions on tool use [29, 37].
Regarding research on self-efficacy, studies on tool use
in CBLEs have revealed that self-efficacy has an important
influence on behavior [38], in this case, tool use behavior,
but the direction of this influence is still inconclusive. For
instance, while learners with high self-efficacy beliefs seem
to use tools more frequently [39], research has also indicated
that those learners with high levels of self-efficacy rely much
less on external measures, in this case the use of tools [40].
Accordingly, the TAM has revealed that external variables
such as self-efficacy may influence perceptions about the
usefulness and ease of use of the system [5].
As aforementioned, the TAMdoes not explore the perfor-
mance effects of using a system. In contrast, research explor-
ing tool use in CBLEs has often studied tool use effects on
performance (e.g., [17, 24, 41]). The use of tools has been
explored from different perspectives: quantity (i.e., frequency
and duration of tool consultation) (e.g., [23, 41]), quality (e.g.,
[18, 24]), or both [25, 42]. Results have revealed that quantity
does not affect posttest performance while quality of tool use
(i.e., answers provided to adjunct questions) does positively
influence performance [42]. Viau and Larive´e [41] found that
quantity of tool usewas the best predictor of performance, but
they did not study quality. Empirical studies focusing on tool
use could possibly explore both quantitative and qualitative
aspects in order to have a deeper insight of how performance
is affected by tool use.
Although relationships among the variables (implied in
the aforementioned issues) have been previously examined,
studies conducting simultaneous examinations of relation-
ships among these variables are rarely found.Thus, guided by
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the previous research, an initial operational research model
for tool use has been elaborated (Figure 2) in order to provide
a clear presentation of the whole conceptual framework.
This proposed research model, like the TAM, assumes that
perceptions are important components of the model. Given
the nature of the present context, the names and definitions of
the perceptions have been adapted in order tomake a distinc-
tion between perceptions for system adoption in general and
perceptions for tool use in a CBLE [43]. Instead of “perceived
usefulness,” the presentmodel uses “perceived functionality”;
in place of “perceived ease of use,” the model uses “perceived
usability.” Perceived functionality is defined as “the degree
to which a learner believes that using a certain tool would
enhance his/her performance in order to reach a goal” and
perceived usability is defined as “the degree towhich a learner
believes that a certain tool would be usable (capable of
being used) and easy to use.” These definitions merge Davis’
definitions of perceived usefulness and perceived ease of use
[2] and Goodwin’s definitions of system functionality and
system usability [44].
In the present model, quantity, quality of tool use, and
performance substituted the constructs of “attitude towards
use” and “behavioral intention to use.” Previous research has
done the same. Igbaria and colleagues [45] proposed a model
in which attitude and behavior were substituted with system
usage. They emphasized that perceptions are the major con-
struct in the TAM. Pituch and Lee (2006) did the same and
substituted “attitude towards use” and “behavioral intention
to use” with “use for supplementary learning” and “use for
distance education.” They made those changes because these
constructs were necessary to reflect the specific purposes of
the e-learning system that was studied. In addition, research
exploring specifically the role of attitude in the TAM [46–
48] has revealed that attitude does not contribute to the
overall variance of the dependent variables and hence could
be disregarded. In regard to behavior, different studies [49,
50] have intentionally excluded behavior in order to ana-
lyze the direct effects of other variables on (system) usage.
Already in 1985, a study revealed that other constructs (e.g.,
behavioral expectation) could be better predictors of self-
reported performance. Cho and colleagues explored, for
example, continued usage intention [51], Davis andWarshaw
(1985) indicated that behavior could be better approached by
other means, for example, observer reports of behavior, and
Venkatesh and colleagues [10] concluded that future research
should focus on identifying constructs that can further the
scope of behavior. Accordingly, the present study explores
the quantity and quality of tool use and performance which
reveal the actual learners’ tool use behavior and the learning
outcomes derived from tool usage.
Therefore taking the TAM as a baseline, the proposed
model suggests that perceived usability affects perceived
functionality.These two factors are influenced by one external
variable: self-efficacy. Self-efficacy, along with perceptions,
influences quantity and quality of tool use. Lastly, it is
hypothesized that quantity and quality of tool use influence
performance. Furthermore, the proposed model shown in
Figure 2 was tested and compared over two groups of partic-
ipants/conditions, one with explanation of tool functionality
Self-efficacy
Perceived 
functionality
Perceived 
usability
Quantity of
tool use
Performance
Quality of
tool use
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H3
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H5
Explained tool functionality and
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Figure 2: Proposed research model for tool use.
and the other without explanation of the tool functionality.
This was done to see the possible moderating effects that the
explanation of tool functionality could have.
Consequently, the present research was driven by the
following questions. What is the mediating role of percep-
tions on tool use? How does self-efficacy affect tool use?
And what is the moderating effect of the explanation of tool
functionality? These questions were answered by testing six
sets of hypotheses (abbreviated in Figure 2 as H1, H2, H3, H4,
H5, and H6). The hypotheses are as follows.
Hypothesis 1. Perceived functionality is positively influenced
by perceived usability (H
1a) and self-efficacy (H1b).
Hypothesis 2. Perceived usability is influenced by self-efficacy
(H
2
).
Hypothesis 3. Quantity of tool use is positively influenced by
perceived functionality (H
3a) and perceived usability (H3b).
Hypothesis 4. Quality of tool use is positively influenced by
perceived functionality (H
4a) and perceived usability (H4b).
Hypothesis 5. Performance is positively affected by quantity
of tool use (H
5a) and quality of tool use (H5b).
Hypothesis 6. The explanation of the tool functionality pos-
itively influences self-efficacy (H
6a), perceived functionality
(H
6b), perceived usability (H6c), quantity of tool use (H6d),
and quality of tool use (H
6e).
2. Method
In order to test the proposedmodel, a pre-posttest design was
used for this study. The data was collected through question-
naires and log files obtained from a CBLE task. There were
two experimental conditions: one with the explanation of the
tool functionality and another one without explanation of the
tool functionality.
2.1. Participants. The participants were students from a mas-
ter’s preparatory program in educational studies at the KU
Leuven in Belgium. From a population of 165 students, 93
participated in the study. They had an average age of 23 years
(SD = 4.25) and about 80% of them were female.
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2.2. Instruments
2.2.1. Computer-Based Learning Environment. The CBLE
consisted of 10 screens: the first two were introductory
screens, seven screens comprised a hypertext, and the last one
was the concluding screen. On the first page, participants had
to enter their identifying data (name and student number);
on the second page, participants were informed about the
structure of the hypertext: they were told they were going
to read a text from which they would be asked questions.
Next, participants saw the hypertext, which was a scientific
article—describing the importance of water in the planet—
entitledWaarom water broodnodig is (Why water is essential)
[52]. The article’s format comprised 1,544 words (divided
into five paragraphs/sections) and two figures. In one of the
conditions, participants were given an explanation of the
functionality of the tool before accessing the tool and after
reading the section paragraph (see Figure 3).
A concept map (𝑁 = 5) was placed after each section. A
concept map is a graphical tool for organizing and repre-
senting knowledge bymeans of relationships among concepts
represented in a traditional hierarchical fashion [53, 54].
According to Ruiz-Primo [55] concept maps can vary in the
degree of directedness. For instance a map with low level of
directedness supplies no concepts, links, or structures while
a high-directed concept map supplies concepts, links, and
structures. The concept maps in the present study had a
high degree of directness, meaning that concepts, links, and
structures were provided; only three concepts were missing
and had to be completed by the participants (see Figure 4).
The concept maps had to be completed by typing the answers
in a gray-shaded space below the concept map. Students were
expected to learn about the importance of water on earth.
This text was not part of the learners’ curriculum and was
chosen for this study so as to raise environmental awareness.
2.2.2. Self-Efficacy. To assess self-efficacy, seven out of the
eight items were taken from the Motivated Strategies for
Learning Questionnaire (MSLQ) [56]. One item which
assessed self-efficacy for learning was excluded because it
was redundant in the CBLE context of the present study. In
order to balance the number of items between self-efficacy
for performance and self-efficacy for learning one more
item was added. This item was adapted from the Self- and
Task-Perception Questionnaire (STPQ) [57]. The wording
was altered to refer to the current task and context. The
resulting questionnaire, which has already been validated
and employed in previous studies with high reliabilities
(Cronbach’s alpha scores above .80) (e.g., [26]) assessed self-
efficacy for performance and learning. The questionnaire
used a six-point Likert scale ranging from “strongly disagree”
to “strongly agree.”The reliability of Cronbach’s alpha was .89.
Examples of the statements include “I know which approach
is the most adapted in order to successfully accomplish this
task” and “I’m certain I will be able to understand the most
difficult parts of the text.”
2.2.3. Perceived Functionality and Perceived Usability. The
statements about “perceived usefulness of a system” (𝑁 = 6)
Every concept map will display a 
part of your knowledge.
By completing the concept map, you 
will be able to make a better 
connection between the information 
provided and your daily life. 
Your knowledge will also become 
more meaningful and as a 
consequence the chances that you 
will do better in the test will be 
stronger.
Previous page Next page
Figure 3: After the learner finished reading the paragraph and
clicked on the “next page” button (volgende pagina), the explanation
of the tool functionality in the gray box (see translation in boxnext to
it) was displayed for the condition with explained tool functionality.
and “perceived ease of use of a system” (𝑁 = 6) [2] were
adapted to tool use: “perceived functionality” and “perceived
usability,” respectively. Each statement was adapted and
translated into Dutch and then revised by three different
researchers using the translation/back translation method in
order to avoid semantic problems [58]. Both questionnaires
employed a six-point Likert scale: 1 represented “totally
disagree”while 6 represented “totally agree.” Cronbach’s alpha
scores were adequate: .76 for perceived functionality and .83
for perceived usability. Examples of the perceived functional-
ity statements include “Answering the concept maps in a text
will improve my performance” and “answering the concept
maps in a text will be necessary for my learning.” Examples
of the perceived usability statements include “Answering the
concept maps in a text will be easy for me” and “I think that
using concept maps in a text will be easy to use.”
2.2.4. Quantity and Quality of Tool Use. Log files were kept in
aMicrosoftAccess database that contained participants’ iden-
tities and the number of seconds they spent using the tools.
Thus, quantity of tool use was analyzed by the proportional
time participants spent on the concept maps. Quality of tool
use was analyzed by using the answers provided in the boxes
on the concept maps. Since each concept map (𝑁 = 5) had
three boxes to complete, participants could obtain a maxi-
mumof 15 points (one point per correct answer).The answers
on the concept maps were recorded as text files after the
participant concluded the activity. They were retrieved and
reviewed by three raters using a correction key with the
possible answers. The interreliability for grading the concept
maps showed outstanding agreement among the three raters
(ICC = .99, 𝑃 < 0.001).
2.2.5. Learning Outcomes. Prior knowledge (related to the
topic from the hypertext) was measured by a pretest in order
to assess possible differences among conditions. Performance
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Figure 4: Example of tool: concept map. Concepts are enclosed in boxes. The concepts in the boxes with numbers and question marks had
to be completed by typing in the space below the concept map.
was evaluated through a posttest. Three researchers collabo-
rated on developing the tests.
The pretest consisted of 10 multiple-choice questions
exploring learners’ factual knowledge related to the hyper-
text’s topic. Examples of the questions included the following:
“How much water on average does a Belgian use per year?”
and “What does water footprint refer to?” Each correct
answer was worth one point, so a participant could obtain a
maximum of 10 points.
The posttest contained knowledge and insight questions.
It consisted of 16 items: seven were multiple-choice items
(e.g., “What does FAO stand for?”), three were fill-in-the-
blank sentences (e.g., “In the next 50 years the demand for
food will ————.”), and the last six items were true or
false statements (e.g., “According to the text, changes in the
weather cause a rise in the temperature.”). Participants could
earn a point for every correct answer and obtain a maximum
score of 16 points.
2.3. Procedure. The experiment was divided into two ses-
sions. In the first session, all participants filled out the ques-
tionnaires about perceptions and self-efficacy. Afterwards,
participants could enroll for one of the 14 appointments avail-
able for the second session. A maximum of 15 participants
participated in each session.
The second session was the CBLE session. The group of
participants was randomly and equally divided into one of
the two experimental conditions. They entered the computer
room, sat in front of a computer, were given instructions,
and started the task. After the participants finished with the
hypertext, they were given the performance tests.
3. Data Analysis
The data sources were the prior knowledge and performance
tests, the self-efficacy, perceived functionality and perceived
usability scores, and the quantity and quality of tool use
measures. First, an ANOVA analysis was conducted to deter-
mine whether any differences among conditions were related
to prior knowledge. An ANOVA was chosen over a 𝑡-test
because ANOVA controls better for differences in standard
deviations between groups.
Next, path estimates were calculated by OLS regression.
SPSS 18 software was used to test the hypotheses from the
proposed research model and discover the mediating effects
of perceived functionality and perceived usability. Regression
was preferred over structural equation modeling because the
sample size was significantly different from the structural
equationmodeling assumption [59]. First, a path analysis was
conducted for the entire sample (𝑁 = 93). Then a separate
path analysis for each condition (with and without expla-
nation of tool functionality) was performed (𝑁 = 47 and
46). Although the sample size for the separate path analyses
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Table 1: Descriptive statistics for each variable in the proposed research model.
Explanation of functionality No explanation of functionality
𝑁 M SD 𝑁 M SD
Self-efficacy 47 3.50 .69 46 3.66 .77
Perceived functionality 47 3.61 .75 46 3.54 .87
Perceived usability 47 3.75 .74 46 3.83 .84
Quantity of tool use 47 529.96 173.30 46 734.17 208.79
Quality of tool use 47 11.74 1.90 46 11.46 1.77
Performance 47 13.55 1.92 46 14.04 1.46
was not large, the sample size (𝑁 = 93) was considered
appropriate becausewe usedOLS regression. Previous studies
using regression [39, 60] have considered samples in a similar
range. According to Ingram and colleagues, a sample such as
the one in the present study is sufficiently large for all the zero-
order and multiple correlations to be statistically significant
beyond .01; Wu et al. [39] followed the same reasoning in
their study. In addition, a sample size should be at least five
times larger than the number of estimated paths to ensure
reliable results [61]. Given that there were nine estimated
paths, a minimum number of 45 participants were needed
for each analysis which was a met requirement. Finally, the
requirements of linearity, additivity, and lowmulticollinearity
for path analysis [62] were also met. Therefore, in this study
it was still appropriate to test the model and the observed set
of correlations between variables using path analysis.
4. Results
ANOVA results suggested no differences with respect to prior
knowledge (𝐹(1.91) = .53, 𝑃 = 0.47, and partial 𝜂2 = .006)
between the conditions. The descriptive statistics (Table 1)
illustrate that the scores in the self-efficacy, perceived usabil-
ity, and perceived functionality questionnaire ranged above
the middle point (3.5) with standard deviations no larger
than .88. Participants could earn a maximum of 15 points for
quality of tool use and participants in both conditions had
similar results (𝐹(1.91) = .64, 𝑃 = 0.43, and partial 𝜂2 =
.007).Themaximum score for performancewas 16 points and
results did not differ between the two conditions (𝐹(1.91) =
1.92, 𝑃 = 0.17, and partial 𝜂2 = .02). However, a difference in
relation to the time spent with the tool could be observed in
quantity of tool use (proportional amount of time in seconds
spent with the tool) (𝐹(1.91) = 26.39, 𝑃 < 0.001, and partial
𝜂2 = .23). Participants who did not receive an explanation of
the tool’s functionality spent more time with the tool.
The zero-order correlations are shown in Table 2: self-
efficacy was positively and significantly correlated to per-
ceived usability and performance. As suggested by the TAM,
a significant correlation between perceived functionality and
perceived usability was also observed. As predicted, there
was a significant correlation between perceived usability and
quantity and quality of tool use. The last significant correla-
tion was between quantity of tool use and performance.
The proposed research model was later tested with path
analysis. Table 3 summarizes the decomposition effects of
Table 2: Correlations among variables in the proposed research
model.
1 2 3 4 5 6
(1) Self-efficacy — — — — — —
(2) Perceived
functionality −.02 — — — — —
(3) Perceived
usability .19
∗ .60∗∗∗ — — — —
(4) Quantity of
tool use .15 −.03 .19
∗ — — —
(5) Quality of
tool use .01 −.15 −.19
∗
−.09 — —
(6) Performance .29∗∗ −.17 .02 .25∗∗ .11 —
∗∗∗
𝑃 < 0.001; ∗∗𝑃 < 0.01; ∗𝑃 < 0.05 (1-tailed).
Self-efficacy
Perceived 
functionality
Perceived 
usability
Quantity of
tool use
Performance
Quality of
tool use
0.62 0.33 0.29
−0.27
Figure 5: Path analysis of the proposed research model for the
entire sample. Dotted lines represent no significant relationship;
solid lines represent positive significant relationships; gray lines
represent negative but significant relationships.
the path analysis in the entire sample for each hypothesis.
Figure 5 shows the path model for the entire sample. Sig-
nificant paths are represented in Figure 5 by solid lines
with the standardized beta coefficients which would mean
that four hypotheses were confirmed. However, one of those
hypotheses—represented by a gray solid line—showed a neg-
ative relationship; namely, perceived functionality had a neg-
ative influence on quantity of tool use (𝛽 = −.27, 𝑃 < 0.05).
The other three hypotheses were fully confirmed. Perceived
usability had a direct effect on perceived functionality (𝛽 =
.62, 𝑃 < 0.001). Perceived usability affected quantity of tool
use; this effect was positive (𝛽 = .33, 𝑃 < 0.01). Quantity of
tool use showed a direct positive influence on performance
(𝛽 = .29, 𝑃 < 0.001). The paths with the dotted lines repre-
sented nonsignificant effects.
One of the research questions and Hypothesis 6 aimed to
analyze the possible moderation effects of the explanation of
the tool functionality, in order to know if the same pattern
ISRN Education 7
Table 3: Decomposition effects for the entire sample for each hypothesis.
Hypotheses (H) 𝐵 SE 𝐵 𝛽 𝑡 𝑃 Results
H1: perceived functionality (𝑅2 = .37)
H1a: perceived usability .66 .08 .62 8.23 .00 C
H1b: self-efficacy −.16 .09 −.14 −1.86 .06 NC
H2: perceived usability (𝑅2 = .03)
H2: self-efficacy .17 .10 .16 1.71 .09 NC
H3: quantity of tool use (𝑅2 = .07)
H3a: perceived functionality −71.07 33.24 −.27 −2.14 .03 C
∗
H3b: perceived usability 93.46 35.32 .33 2.65 .01 C
H4: quality of tool use (𝑅2 = .04)
H4a: perceived functionality −.17 .29 −.08 −.61 .55 NC
H4b: perceived usability −.35 .31 −.15 −1.14 .26 NC
H5: performance (𝑅2 = .11)
H5a: quantity of tool use .00 .00 .29 3.03 .00 C
H5b: quality of tool use .16 .10 .16 1.59 .11 NC
Notes. C: confirmed; NC: not confirmed. ∗Our hypothesis indicated that the relationship between perceived functionality and quantity of tool use would be
positive. The found effects were significant but negative.
Self-efficacy
Perceived 
functionality
Perceived 
usability
Quantity of  
tool use Performance
Quality of
tool use
0.51 0.13
0.34
Figure 6: Path analysis of the proposed research model for the con-
dition with explained tool functionality. Dotted lines represent no
significant relationship; solid lines represent positive significant
relationships.
of relationships could be observed in the two different condi-
tions.Therefore the path analysis for each of the conditions is
illustrated in Figures 6 and 7.The pattern of the hypothesized
relationships was quite consistent regarding Hypotheses 1a
and 5a. That means that the effects of perceived usability
on perceived functionality and self-efficacy on performance
were constant.
However, a remarkable difference was observed in
Hypothesis 2. In the path analysis with explained functional-
ity, there was a positive significant relationship between self-
efficacy and perceived usability (𝛽 = .34, 𝑃 < 0.05).This rela-
tionship could not be observed either in the path analysis
for the whole sample or in the path analysis in the condition
without explained functionality. This means that (H
6a) was
confirmed. Another difference was between the analysis of
the entire sample and the analysis performed per condition.
In the entire sample path analysis, a relationship between
both perceptions and quantity of tool use was observed.
This result could not be obtained (H
6b, H6c) in either of the
separate path analyses (with and without explanation of the
tool functionality).
5. Discussion
This contribution aimed to address three issues related to
CBLE: first on exploring amodel that explores the use of tools
Self-efficacy
Perceived 
functionality
Perceived 
usability
Quantity  
of tool use Performance
Quality of
tool use
0.69 0.32
Figure 7: Path analysis of the proposed research model for the con-
dition with nonexplained tool functionality. Dotted lines represent
no significant relationship; solid lines represent positive significant
relationships.
based on the TAM, second, on the variables that influence
tool use, namely, self-efficacy and perceptions (perceived
functionality and perceived usability), and, third, on how
quantity and quality of tool use influence performance.
Additionally, the moderating effects of advice/explanation of
tool functionality over the different independent variables
were examined.
The results supported and refuted some of our hypothe-
ses. Only one part of Hypothesis 1 could be confirmed: per-
ceived functionality was positively influenced by perceived
usability (H
1a). Studies specifically related to the TAM have
also found a strong relationship among perceptions (H
1a)
(e.g., [14, 51, 63–65]).This finding suggests that our results are
valid: perceived usability and perceived functionality are both
related to tool use in CBLEs. Regarding Hypothesis 1b, no
effect was found. This means that no relationship was found
between perceived functionality and self-efficacy. However,
a nearly significant effect was found between perceived
functionality and self-efficacy (𝑃 = 0.06) for the entire sample
analysis. The same pattern could be retrieved for the condi-
tion with no explained functionality (𝛽 = −.20, 𝑃 = 0.06).
These results could give indications of the relationship that
may exist between self-efficacy and perceived functionality in
a CBLE setting when no instructional interventions such as
advice or explained tool functionality are provided. At this
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point, it is too premature to make such an inference, though,
and further research should follow.
Hypothesis 2 could not be confirmed: no relationship was
found between perceived usability and self-efficacy for the
entire sample. Although a significant correlation was found
between perceived usability and self-efficacy (Table 2), the
regression table (Table 3) shows that this relationship was
marginally significant (𝑃 = 0.09). However, with the separate
path analysis in the condition with explained functionality,
this relationship was found to be significant and self-efficacy
affected perceived usability positively (𝑃 < 0.05). This result
shows that the explanation of tool functionality can affect the
relationship between self-efficacy and perceived usability.
So far, the findings showing that self-efficacy was unre-
lated to both perceived functionality (H
1b) and perceived
usability (H
2a) contradict previous studies [2, 32] which
found a relationship between self-efficacy and perceptions.
However, Pituch andLee’s study [14] only found a positive and
significant effect between self-efficacy and perceived usability
(perceived ease of use). In this study the same relationship in
the correlations table (Table 2) was observed, and this result
was further obtained in the path analysis with the explanation
of tool functionality condition. This finding sheds light on
how the presence of the explanation of tool functionality can
modify the effects of different variables, in this case, self-
efficacy and perceived usability.
The following findings for Hypothesis 3 were obtained.
Quantity of tool use seemed to be influenced by both per-
ceived functionality (H
3a) and perceived usability (H3b).This
finding builds on literature suggesting that perceptions play a
significant role in the use of tools [29, 37]. It also adds to the
literature on the cognitive mediational paradigm [34], which
indicates that performance is mediated by students’ cognitive
and metacognitive processes (in this case, perceived usability
and perceived functionality). Unexpectedly, however, per-
ceived functionality had a negative effect on tool use while
perceived usability had a positive effect on tool use.Therefore,
according to the definitions of perceived usability and per-
ceived functionality, the more the learners perceive a certain
tool to be usable and easy to use (perceived usability) and
the less they believe that using a certain tool would enhance
their performance to reach a goal (perceived functionality),
the more time learners will spend on the tool(s). This finding
suggests a direction on the type of perceptions (perceived
functionality and perceived usability) that should be consid-
ered for further studies exploring tool use in CBLEs but also
raises some questions that will be discussed as follows. The
effects of both perceptions on quantity of tool use disappeared
in the separate path analysis with and without explanation
of the tool functionality. Hence it could be possible that
the explanation of the tool functionality moderated the role
of perceptions in the whole sample. It is also possible that
the explanation of the tool functionality influenced learners
perceptions of the tools as in previous studies [66] where
advice conflicted with the perceived functionality which led
to a negative effect on frequency of tool use. In this study,
perceived functionality’s effect was negative while perceived
usability’s effect was positive. The explanation of the tool
functionality thus also had an indirect effect on the quantity
of tool use, specifically, time spent on the tool. Because this
result could not be obtained in the separate analysis with
the condition of explained functionality, this claim cannot be
fully confirmed and the direction of this effect cannot be yet
determined.What is certain is that this result further validates
the statement that explaining the functionality of a tool may
moderate perceptions [27]. Methodologically, it is possible
that the effect could not be observed due to the number of
participants. A structural equation modeling analysis could
have allowed an analysis to see if there is a significant differ-
ence among conditions. The presence of the explanation of
the tool functionality could also be too invasive and affected
the participants’ internal processes [67] (i.e., the explanation
may have caused reluctance to use the tools), which in turn
led them to spend less time with the tool. Finally, this result
also raised two questions: first on whether this could be
regarded as a mismatch between the functionality learners
assign to a conceptmap and the explanation given and second
on whether the fact that the text was not related to the
curriculum affected the influence of the explanation of the
tool functionality. However this conjecture requires further
empirical grounds.
In relation to Hypothesis 4, quality of tool use was not
found to be positively influenced by either perceived func-
tionality (H
4a) or perceived usability (H4b) in any of the
analyses. While the role of perceptions on quality of tool
use has been theoretically emphasized [37], empirical studies
have mainly explored quantity of tool use [23]. In the same
line, studies exploring the role of instructional interventions,
in this case the effect of explanation of tool functionality on
tool use, have mainly focused on quantity of tool use (time
and frequency) (e.g., [23, 68, 69]). Although this study did
not find that quality of tool use had significant effects on
perceptions or it was moderated by the explanation of tool
functionality, this result encourages research to explore the
role of perceptions and the explanation of tool functionality
in relation to quality of tool use.
One of the two hypotheses in Hypothesis 5 was con-
firmed. Specifically, performance was positively affected by
quantity of tool use (H
5a) but not by quality of tool use
(H
5b). First, the relationship between quantity of tool use and
performance is in line with previous research [41] and is con-
sidered strong (4.84% variance) given that we studied a spe-
cific population, namely, graduate students. Surprisingly and
contrary to previous research [24, 42], quality of tool use did
not have a significant influence onperformance.However, the
tools used in the previous studies were discussion board [24]
and adjunct questions [42]; this study explored conceptmaps.
It is possible that tool type differences affect the relationship
between quality of tool use and performance, since different
types of tools can provide different learning opportunities
[70] and support varied purposes [71]. In addition, it is
unclear whether the quality measure is sufficiently valid to
measure learning processes, which may lead us to question
both the construct and validity of this measure. According to
Raphael and Pearson [72], the quality of tool use (answering
questions or, in this case, completing the concept maps) is
strongly influenced by reading ability and text complexity.
Hence, it is possible that in this study either the ability
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of students to read and/or the text complexity tainted the
potential effect that quality of tool use could have on perfor-
mance. It is also possible—based on these findings—that the
indirect positive effect of perceived usability and the indirect
negative effect of perceived functionality on performance—
through quantity of tool use—could take place only under
certain conditions: the presence of the explanation of the tool
functionality.
The results obtained from Hypotheses 4 and 5 could also
be explained from a methodological perspective. This means
that the quantity and quality of tool use might be influenced
by the cognitive processes the learners had to go through in
dealingwith the tools and the learning task or simply in trying
to figure out how to use the tool (cognitive load theory: [73]).
Finally, in the correlations table (Table 2) a significant
correlationwas found between self-efficacy and performance.
Although this was not part of the research framework, studies
conducted outside CBLEs have found that self-efficacy seems
to be a strong predictor of performance [38, 74]. For instance,
van Dinther and colleagues [75] have described self-efficacy
as vital to academic performance; more importantly, a recent
meta-analysis [76] studying the relationships between self-
efficacy and transfer (performance) found that the effect(s) of
self-efficacy on performance is strengthened within CBLEs.
Therefore, in further research, it is well worth exploring the
direct effects that self-efficacy may have on performance in a
CBLE context.
6. Limitations and Further Research
Some limitations from the present paper should be noted.
One of them is sample size. Given the relatively small sample
size, no further learner characteristics could be evaluated
within our model. Research exploring tool use in CBLEs has
also explored learners’ metacognitive characteristics such as
self-regulation and other motivational characteristics aside
from self-efficacy, such as goal orientation. Hence, a larger
sample size could have allowed more complex analyses such
as structural equation modeling analysis and the implemen-
tation of more variables in our research model for tool use in
CBLEs.
Another limitation is in line with the design of the study.
Given that it was merely experimental, it did not show how
learners use tools in the “real” world and learners might have
possibly used all the tools as they felt intrinsically “forced.”
Although a clearer perspective on the actual tool use was
provided with the present results, further studies would
benefit from research in this matter in ecological settings or
by employing mixed methods research approaches.
7. Conclusion
Overall this paper aimed to establish perceptions for tool use
in CBLEs based on the TAM and considering the cognitive
mediational paradigm. Moreover, this paper explored the
moderating role of the explanation of tool functionality in
CBLEs and the effects of tool use on performance. These
results add to the literature about tool use in CBLEs. Even
though our results showed that self-efficacy hadno significant
effects on perceptions, they indicated that self-efficacy might
have an effect on perceived usability. This paper also estab-
lished that perceived usability and perceived functionality
are related, just as perceived usefulness and perceived ease
of use are related in the TAM. It also emphasizes the effect
of perceptions on tool use, in this case perceived usability.
Therefore, perceived functionality and perceived usability
seem to be adequate constructs in contexts specifically related
to tool use in CBLEs. Finally, this study brings to light the
positive effects tool usage can have on performance. This
result not only supports theoretical and empirical claims from
general learning environments that emphasize that learners
should have sufficient practice and spend enough time—in
learning tasks—in order to obtain more learning gains (e.g.,
[77]) but also furthers this scope to CBLEs.
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