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I. INTRODUCTION
Since asset prices reflect discounted present values of expected future cash flows, they contain useful information on market expectations. Thus, information embedded in asset prices has long been used to analyze economic and financial prospects. One popular practice in this area is to use option prices to derive the risk-neutral probability density function for the expected price of the underlying security in the future. The logic of this practice is simple: given that an option's payoff is a function of the future developments of the underlying asset, the option premium paid by the investor for a certain exercise price reflects her view of the probability distribution of the expected underlying security prices.
Since the early 1990s, numerous methodologies in this area-from Shimko's (1993) interpolation of implied volatility to Bahra's (1997) double lognormal to Ait-Sahalia and Duarte's (2003) nonparametric kernel smoothing procedure to Figleski's (2008) generalized extreme value distribution tail-completion technique-have been developed. These techniques have been applied to options on different asset classes-from individual stocks to equity futures, interest rates futures, and currency futures.
With the notable exception of gold and crude oil, however, most of these studies have not been applied to commodities-an alternative asset class that has seen rapid growth over the past few years. This neglect largely reflects data hurdles in commodity markets in the implementation of these techniques: Specifically, most methodologies require a dense set of observations of option/strike prices. However, commodities futures options are usually not very liquid and the number of available option contracts is low. This paper attempts to fill this gap. Specifically, it proposes to use a multi-lognormal parametric estimation framework-an extension and modification of the double-lognormal method formulated by Bahra (1997) . The advantage of this method is that it does not require a large number of observations for options/strike prices. Furthermore, apart from extending Bahra's double-lognormal to a more generalized multi-lognormal framework, the paper also addresses certain known technical shortcomings associated with the double-lognormal approach by proposing some generic transformation/restrictions to Bahra's original framework. In addition, the paper compares and contrasts the statistical properties of the probability density functions of commodities vis-à-vis other asset classes such as the S&P 500 index, the dollar/euro exchange rate, and the 10-year US Treasury Note. Finally, the paper presents a Monte-Carlo study to compare the properties of various lognormal methods Major findings/proposals of the paper include:

On the technical side, the paper suggests that the multi-lognormal approach would yield more stable results and become more manageable if the optimization procedure is formulated in terms of the expected asset return  and return volatility  rather than the lognormal parameters  and  as proposed by Bahra (1997) . In addition, restrictions-based on the researcher's assessment-should be imposed on both  and  to anchor the numerical procedure. Moreover, a Monte-Carlo simulation suggests that the multi-lognormal approach outperforms that of the more common double-lognormal approach.
In terms of empirical implications, like the S&P 500 index, commodities-except gold-are found to have a noticeably higher positive skewness and kurtosis (fatter tails) than the dollar/euro exchange rate and Treasury bond futures.
The rest of the paper proceeds as follows: Section II discusses the theoretical background and presents an overview of existing methodologies; Section III discusses the multi-lognormal approach with transformation/ restrictions; Section IV applies the procedure to five commodities and other assets and compares/contrasts the results; Section V presents the MonteCarlo simulation; and finally, Section VI concludes.
II. THEORETICAL BACKGROUND AND EXISTING METHODOLOGIES

A. Theoretical Background
Every financial asset with payoff  Z at time  can be priced by the following Euler equation at time zero:
where
is the objective probability density function at time zero for some random outcomes  to be realized at time  ;  is the consumer's subjective discount rate; and
is the intertemporal rate of marginal substitution of consumptionoften referred to as the stochastic discount factor or the pricing kernel in the finance literature.
Since an investor's preferences are not directly observable, equation (1) is often rewritten in terms of risk-neutral probability distribution given as follows:
is the risk-neutral expectation at time zero; r is the risk-free interest rate during the horizon  ;
can be interpreted as the risk-neutral probability (RNP) distribution: 
Equation (2) suggests that the price of an asset equals the present value (discounted) of its expected payoff under the risk-neutral probability distribution.
Using equation (2), Cox and Ross (1976) showed that a European-style call option that entitles an owner the right to purchase the underlying asset at strike price X at time  can be priced as follows:
where  S is the terminal price of the underlying asset at time  .
Furthermore, as shown by Breeden and Litzenberger (1978) , the risk-neutral probability can be recovered by the second derivative of C(X):
Thus, given a set of cross-sectional data on option prices   -the risk neutral probability distribution at time zero for the underlying asset price at time  through various methods to be discussed below.
B. Existing Estimation Methods
Existing frameworks to extract the risk-neutral probability density can be classified into three main approaches:
 specifying a parameterized stochastic process for the underlying asset price  S ;  exploiting equation (4) by Cox and Ross; and  exploiting of equation (5) by Breeden and Litzenberger. 4 Specifically, differentiating equation (4) using the Leibniz rule, we get:
. Differentiating this again yields equation (5).
The first approach has been used by Bates (1991) and Malz (1996) . The approach assumes a stochastic process for the underlying asset prices-such as a jump-diffusion process or a geometric Brownian motion-which determines the RNP.
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This approach, however, is less popular than the other two because it is relatively inflexible, as the assumption about the stochastic process imposes strong restrictions on the shape of the RNP of the underlying asset.
In the second approach, a functional form for ) (  S f N is assumed. A form commonly used in practice is Bahra's a double-lognormal approach. Specifically, as discussed in Bahra (1997) , the double-lognormal approach is given by:
are parameters to be estimated. 6 An advantage of this approach is that it is relatively flexible and could capture various 'non-Black-Scholes" properties such as a very fat tail or a high degree of skewness.
7
With the double-lognormal assumption, using (4), we can compute the fitted call and put prices as follows:
In addition, if markets are efficient, the futures price of the underlying asset to be delivered at time  (as of time zero) should be equal to the expected value of the underlying asset under the risk-neutral probability density:
For example, an assumption of a geometric Brownian motion for the underlying asset price would imply that a lognormal distribution for the RNP. This is the famous Black-Scholes model (1973) . 6 The idea of lognormal mixtures was introduced by Melick and Thomas (1997) who used a mixture of three lognormal functions to estimate the RNP for the oil market. However, the formulation of Melick and Thomas is rather complicated and the framework of this paper is built on the formulation of Bahra, which is rather different from that of his predecessors. 7 As pointed out Melick and Thomas, a specific stochastic process would imply a particular RNP; however, a given RNP is consistent with many different stochastic process. 8 A put contract entitles an owner the right to sell the underlying at the strike price. Thus the pricing formula is the reverse of equation 4. 9 The mean of a lognormal distribution with parameters α and β is 
The advantage of Bahra's double-lognormal approach is that it only requires estimation of five parameters and therefore is not as data-demanding as other methods. It is more appropriate for less liquid options markets, such as those for commodity futures. A drawback of this approach is its instability in the case of low volatility and high skewness (Cooper, 1999) .
A third approach is to exploit equation (4) from Breeden and Litzenberger by calculating the second derivative of ) ( X C numerically. Since markets usually only offer a limited number of options with strike prices near the spot price of the underlying asset (i.e. options that are "near the money" ), the actual observations are typically extended by interpolation between observed prices and extrapolation outside the range to model the tail. In addition, to make sure that ) ( X C is indeed twice-differentiable, observations are typically smoothened to ensure enough curvature.
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A main advantage is that these procedures require no assumption on the stochastic process of the underlying asset or on the functional form of RNP. A main disadvantage, however, is that they can be quite data-demanding and unstable.
III. THE MULTI-LOGNORMAL APPROACH WITH RESTRICTIONS
A. The Framework
In many options markets, only a limited number of discrete strike prices are traded, including in commodity futures markets. Consequently, the third approach that requires ) ( X C to be twicedifferentiable as described in the previous section may not be a workable solution for extracting RND for these assets.
Against this background, this paper opts for a parametric procedure that involves a mixture of lognormal as formulated by Bahra (1997) . However, while Bahra's formulation is flexible, simple, and parsimonious, it is also known to have undesirable properties. In particular, one drawback, as discussed in Cooper (1999) is that it can generate spikes when one of the estimated lognormals has a very small standard deviation. Indeed, since the optimization problem described in equation (7) involves complex non-linear optimization, potential multiple solutions or local optima could arise. Therefore, imposing restrictions on the parameters to be estimated and picking a sensible initial condition for the numerical optimization procedure would greatly facilitate the process and help ensure that the final results would have desirable properties.
Against this background, the remainder of the section will discuss appropriate transformation and propose useful restrictions to Bahra's framework. In addition, to make the procedure more general so that it can capture a wider possible range of stochastic processes, the discussion will be coined in terms of a generalized multi-lognormal approach with n mixtures.
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First, Bahra's original formulation problem should be transformed: instead of optimizing by choice of lognormal parameters, i.e., ) , (
, as specified by equation (7), the problem should be solved by choosing ) , (
, which are given by:
have a one-to-one relation, from a purely mathematical perspective, the change of variable should not alter the optimization problem. In a practical sense, however, the transformation could facilitate the calibration of appropriate parameter restrictions and initial conditions (to be discussed below) because both i  and i  have an "intuitive" interpretation while the lognormal parameters i
Specifically, in the case of a single-lognormal distribution,  and  can be interpreted as the mean and volatility (measured by the standard deviation) of the asset return.
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Strictly speaking, the precise mathematical relation of ) , ( Another modification is to impose equation (6)-the relation that futures prices should equal expected prices-as a constraint rather than in the objective function as in Bahra (as specified in equation (7)). The advantage is that this will ensure that the relation will hold more precisely because putting the condition in the objective function will entail a tradeoff vis-à-vis the first two parts of the objective function. Equation (9a) has an interesting economic interpretation in the case of a single lognormal (i.e. n=1) , because equation (9a) can then be simplified into
Comparing (9b) to the well-known spot-forward relation:
where r and  are the risk-free rate and the dividend/convenience yield, respectively, implies that the expected return of an asset equals the risk-free rate minus the dividend/convenience yield.
To recap, putting all pieces together, the transformed multi-lognormal approach with n mixtures is to choose of a set of   
are calculated call and put prices, based the following closed forms:
is the normal cumulative distribution function and
B. Useful Restrictions and Initial Condition
As discussed above, given the complex nonlinear structure of (10), multiple solutions and local optima may exist. Therefore, some parameter restrictions and initial conditions can facilitate the numerical procedure and help ensure an economically sensible outcome.
First, since i  and i  are related to the expected return of the underlying asset and its volatility (standard deviation), respectively, it would be reasonable to restrict i  to be within an interval determined by multiples of standard deviations around the historical expected return:
where  is some historical value or another value the researcher deems appropriate. A reasonable value for  would be two, since that would cover a 95-percent confidence interval, if the distribution of the asset return is close to a normal distribution.
Likewise, i  should be restricted in a similar fashion. However, since i  should always be positive, the restriction could thus take the form:
where  is some historical value of appropriate value in the researcher's judgment. The value of  should depend on the expected "volatility of volatility" of the underlying asset return.
A delicate balance needs to be struck between imposing constraints that are too tight and constraints that are too loose. On the one hand, if the constraints are too tight-a too small  in (11a) and/or a too small  in (11b)-the flexibility of the optimization procedure could be compromised, thereby hampering the data from "speaking for themselves". On the other hand, if the permissible intervals in (11a) and (11b) are too wide, the procedure can yield implausible or unwieldy results with undesirable properties such as spikes as discussed in Copper (1999).
Finally, regarding the initial condition, a natural choice would be to start the procedure with an equally-weighted mixture, with  and  being the initial values for the parameters.
IV. APPLICATIONS A. The Setup
This section applies the multi-lognormal approach with four lognormal mixtures to a variety of asset classes, including five commodities-WTI crude oil, gold, copper, corn, and wheattogether with the Continuous Commodity Index (CCI)-a commodity index of 17 component commodities-as well as the S&P 500 index, the Dow Jones Index, the dollar/euro exchange rate, and the US 10-year Treasury Bond. The underlying assets for these options contracts are all futures contracts, as specified in Data on settlement options/strike prices were collected on March 24-25, 2010 from Bloomberg.
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A caveat is in order here: it is possible that the settlement data may not truly reflect market expectation across all strike prices because of low trading activity for certain options contracts that are deeply out of money.
18 17 Another set of data around end-April and early May. The estimated probability density functions will then be compared to those estimated earlier. 18 A potential remedy for the situation (to be implemented in a future draft of the paper) is to augment the data with the bid-ask quotes of the market makers (brokers) because these quotes tend to incorporate up-to-date information even though an actual market transaction has not taken place. In addition, this would also be beneficial to the numerical procedure as it increases the number of observations. The historical expected asset return,  , is approximated by the annualized average daily return of the asset prices during March 25, 2009 -March 24, 2010 ; and the historical return volatility,  , is approximated by the annualized volatility (standard deviation) shown in Figure 1 . 19 Return is calculated by the daily changes in logarithm of prices. The risk-free interest rate, r, is given by the Treasury bill/bond rate with a maturity similar to the horizon between March 24, 2010 and the expiration date of the option.
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To ensure comparability and consistency, all assets are subject to the same sets of generic parameter restrictions. Specifically, i  is restricted to be within plus or minus two historical standard deviations ( ) from the historical mean return (  ): i.e.
 is restricted to be within the range between 1/3 and 3 . 
B. Results
The general story presented in the although there is a 2-in-3 chance that copper prices could attain its 2008 average price by mid-2010. Except for corn and wheat prices, commodity prices, however, are very likely to be higher in 2010 than their levels during the first six months of 2009. By the end of 2010, there is a 1 in 5 chance that crude oil price could attain the average level of 2008, but it is still very unlikely that crude oil could attain its historical high of over $147 per barrel by end-2010. Also, the price of gold, which has been largely immune to the financial crisis, is expected to stay high.

For non-commodities asset prices, the main story is that there is virtually no chance that either the Dow Jones Industrial Average or the S&P 500 would rebound to their precrisis levels (defined as end-June 2007) by the end of 2010. Relative to the Lehman collapse, there was a pretty small chance-around 11-13 percent-that these two indices would recoup their losses since the Lehman Brother collapse by June 2010. However, these two indices are almost certainly to exceed their 2009 Q1-Q2 levels by the end-2010.
For the dollar/euro exchange rate, it is unlikely that the euro would be stronger against the US dollar by the end of 2010, compared with its pre-Lehman level. Tables 3a and 3b . Figures 3 plot the estimated riskneutral probability density functions (PDFs) for these contracts estimated during these two periods, which provide us not only a sense of the direction of expected price changes, but also with shifts in the perception of risks.
Main findings include:
 For most commodities, volatilities-as measured by the standard deviation-decreased or stayed roughly the same for all selected contracts during September 2009-March 2010, with the notable exception of corn and wheat. Similar conclusions can also be drawn by gauging the fatness and tallness in the charts of the risk-neutral PDFs probability density functions, with "taller" and "thinner" PDFs associated with a lower volatility and "fatter" and "shorter" PDFs associated with a higher volatility.

Skewness for most assets has declined during September 2009-March 2010-except copper and corn.
 Most commodity prices have increased, with the distribution functions shifting to the right, except for the wheat price distribution, which has barely moved.

Turning to non-commodities, the distributions for the S&P 500 and Dow Jones equity price indices have moved to the right while the dollar/euro exchange rate has moved to the left, reflecting the depreciation of euro during the period. The distribution for the Treasury Note price has also moved to the left, reflecting expectations of higher longterm yield.
 Distributions for commodities and equity (represented by S&P 500) appear to be more positively skewed than those for the dollar/euro exchange rate and the Treasury bond price, which appear rather symmetric. This pattern is shown not only by a higher skewness measure, but also a lower median-to-mean ratios for commodities (except gold) . Among commodities, gold appears to be the least skewed.
 "Fat-tails" as indicated by kurtosis values also appear to be prevalent for most commodities (except gold) and equity, whose kurtosis values are significantly higher than three-the kurtosis value for a normal distribution. For the dollar/euro exchange rate and the Treasury bond price, the excess kurtosis is much closer to zero. For gold, the excess kurtosis is significantly smaller than those of other commodities. Author's calculations 1/ The mean may be slightly different from the futures prices because of the discretization of the sample space. 2/ Dispersion is measured by the coefficient of variation given by the standard deviation divided by the mean. 3/ Interquartile range is calculated by the difference between the first and third quartile. 4/ Since both skewness and kurtosis have been standardized by the standard deviation, they can be compared across commoditites. 5/ Excess kurtosis is the kurtosis minus 3, since the kurtosis of a normal distribution is 3. 35 Mode / Me a n 0 . 9 4 0 . 9 7 0 . 9 8 0 . 9 2 0 . 9 0 0 . 9 0 0 . 9 7 0 . 9 9 0 . 9 9 1 . 0 0 Author's calculations 1/ The mean may be slightly different from the futures prices because of the discretization of the sample space. 2/ Dispersion is measured by the coefficient of variation given by the standard deviation divided by the mean. 3/ Interquartile range is calculated by the difference between the first and third quartile. 4/ Since both skewness and kurtosis have been standardized by the standard deviation, they can be compared across commoditites. 5/ Excess kurtosis is the kurtosis minus 3, since the kurtosis of a normal distribution is 3. 
C. Caveats
The results above should be interpreted with two caveats in mind: first, the probability distribution derived is the risk-neutral probability distribution, not the objective probability distribution of future events. In fact, if investors are risk-averse, the estimated risk-neutral probability would exaggerate the likelihood of an undesirable outcome. To see why, recall from equation (3) that the risk-neutral probability is the objective probability multiplied by the intertemporal marginal rate of substitution of consumption and the discount factor: i.e.
If investors are risk-averse, their utility functions are concave. Since an undesirable outcome is associated with a lower consumption, the marginal utility of a bad state is higher because of the concavity of the utility function, thereby overstating the risk-neutral probability. Formally:
Intuitively, a risk-averse investor is willing to pay a higher premium to insure against an unlikely but disastrous outcome than would a risk-neutral investor. For example, a risk-averse investor would be willing to pay a higher premium to purchase a put option to safeguard against an outcome of sharp stock price decline than if she were risk-neutral. If we estimate the probability of such an outcome based on the actual observed premium paid by this risk-averse investor-under the assumption that the investor is risk-neutral-the estimated probability would be higher than the objective probability.
To gauge the magnitude of this bias, the utility function is assumed to be the standard constant relative risk aversion (CRRA):
Then the ratio of the risk-neutral probability to the risk-averse probability can be expressed as:
For simplicity, let's assume that r   . Then the ratio will be equal to the intertemporal rate of substitution of consumption, which in turn equals to the ratio of current consumption (which is known at time zero) to the future unknown consumption (which depends on the random variable, namely the asset price). ( ) C   is then estimated by a simple reduced-reduced form.
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The result is presented in Table 4 for various risk aversion coefficient. The bias is very huge for some very "averse" outcomes (such as a S&P index below 200). However, for the likely outcome range, the bias is relatively modest.
The second caveat is the multi-lognormal approach-as well as all other approaches described in the previous section-are designed for European-styled options. Strictly speaking, to apply the techniques for American-style options-a family to which most of the liquid options belong-some adjustment would needs to be made for the early-exercise premium.
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In practice, however, it is rarely optimal for an American-styled owner to exercise the option before expiration, because the time value of an option is usually greater than the benefits for the early exercise. Therefore, many practitioners would just simply use European-styled approaches (such as the Black-Scholes model) to price an American-styled model.
A well-known complication arises when the underlying assets pay dividends or entail "convenience yield" in the case of commodities. In this situation, if the dividend payout or convenience yield before the expiration date is larger than the time value of the option, the option holder may have an incentive to exercise a call option in order to capture the ludicrous dividend payout or convenience yield. Fortunately, however, the underlying assets for this paper, are all futures contracts on dividend-paying stocks (S&P500 futures) or futures contracts on commodities. In other word, early exercise will entitle the investor to the futures contract, not the stocks that pay dividends or the physical commodities that give "convenience" for consumption or production. 
V. A MONTE-CARLO SIMULATION
This section evaluates the procedure discussed in the previous section. One approach to test these techniques is to examine how accurately previously estimated distributions have predicted actual outcomes in the past. Since such an approach would require a large amount of time-series data on options/strikes prices, the data collection and management process could become a daunting task. In addition, since such as test would require ex-post actual data outturn, such an exercise is a joint test of how accurately the technique has estimated market expectation in addition to whether or not market expectations have been right in the first place.
Another approach is to assume the true RND of the underlying asset price and then simulate the artificial options price data. Next, the multi-lognormal procedure is used to recover the RNP distribution. The method can then be evaluated by gauging the "goodness of fit" between the true and estimated distributions.
Given that a wide range of papers have already evaluated the performance of the doublelognormal vis-à-vis other classes of methods, 23 this section focuses on the relative performance among the multi-lognormal class. Specifically, the performance of the quadruple-lognormal is compared with those of the triple-and the double-lognormal by means of a Monte Carlo. Three cases are considered: in the first case, the true RND is assumed to be a mixture of four lognormal; in the second case, the true RND is assumed to be a mixture of three lognormal; and in the third case, the true RND is assumed to be a mixture of four lognormal. For each case, Te spot price, o S , is randomly drawn from the uniform distribution on the real interval [65, 80] .
The futures price  F is given by the expected value of (9), which is equal to  Given the simulated call/put prices and their corresponding strike prices, the multi-lognormal technique discussed in the previous section is used to recover the RND. Then all three variations of the procedure with different numbers of mixtures-double-lognormal, triple-lognormal, and quadruple-lognormal-are implemented for each case.
The goodness of fit is measured by two measures of the sum of squared errors (SSE). First, a SSE related to the estimated and true RNP are calculated as follows:
  This procedure is repeated 10,000 times for the three variations of the multi-lognormal technique.
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Then for each approach, the SSE is ranked from the lowest to the highest and the statistics are summarized in Table 5 .
Overall, the quadruple-lognormal appears to outperform the triple-lognormal, which in turn outperforms the double-lognormal in most cases. Specifically, the quadruple the other two methods in terms of producing a smaller mean, median, first-quartile, and third-quartile SSEs 24 These numbers are the actual values for the WTI September 2009 contracts as of April 2, 2009. 25 Given the complex numerical optimization process for each procedure, this Monte Carlo study with 10,000 simulations took Matlab over 2 days to run on a high-performance computer on the IMF server. Before this "super" round, two trial rounds with only 1,000 simulations were run and the results were consistent with the main findings here.
than does others double-lognormal in all cases. The fact that the quadruple outperforms the double-lognormal when the true RNP is assumed to be a double-lognormal may seem puzzling. One plausible explanation may be that since the numerical procedure is based on a NewtonMethod-type optimization procedure, the solution may not necessarily be the global optimum. Since the quadruple-lognormal increases the degree of freedom, it also produces a better solution.
VI. CONCLUSION AND FURTHER STUDIES
Building on the double-lognormal approach by Bahra (1997) , this paper develops a multilognormal technique with transformation/restrictions to extract RNPs for a variety of assets. In general, the paper suggests that restrictions should be imposed to ensure economically-sensible results. On the empirical side, the paper finds that probability distributions for commodities except gold and S&P 500 are more skewed and have fatter tails than are for the dollar/euro exchange rate and the 10-year Treasury Note price.
