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A comparison of two methods for estim ating parameters re­
stricted  by linear in eq u alities in linear s ta tis t ica l models was made.
The firs t  method co n sisted  of finding the le a s t squares e s t i ­
mates of the parameters disregarding the re s tr ic tio n s , and then 
forcing those parameters that were outside of their allow able ranges 
to  the nearest endpoints of those ranges.
The second method made use o f quadratic programming to 
minimize the same sum of squares that the first method minimized 
while keeping the parameters inside or at the endpoints of their 
allow able ranges.
The quadratic programming gave better estim ates of the 
parameters in the sen se  that the mean square error betw een the 
estim ates and the true valu es of the parameters was sm aller, but 
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Suppose we have the functional relationsh ip : 
w = ©1 (x) + ©2 g 2 (x), where the functions g^ and g 2 are known.
The 0 's  are unknown parameters to be determined. If two values 
of x were chosen and the corresponding values of w could be ob­
served we could determine ©^ and @2 .
In practice when we try to observe w after picking x there 
is  some observation error and instead of observing w we observe 
y = w + e where e is the error. This gives y = ©^ g^(x) + ©2 g2 (x) + e 
and we say that we have a linear s ta t is t ic a l model in two 
parameters for which we would like to find the best p ossib le e s t i ­
mates of © j and ©2 . Note that the functions g^ and g 2 can  be 
nonlinear but as long as they are known functions we have a linear 
s ta tis t ica l model sin ce the unknown © 's appear linearly .
We find that if we take several observations y^ , 
i — 1 , • • • ,m , where the errors e^ . , i = 1 , • * • ,m , are distributed 
normally with mean zero , as we would expect in many p hysical 
situ atio n s, then the minimum variance unbiased estim ators of the 
parameters are given by the method of lea st squares provided we 
place no restriction s on the values of the estim ates of the param eters.
2A  A
The le a s t squares e s tim a te s , ©^ and ©2 / of ©-^  and ©2 are those
values of ©^ and ©2 that minimize the expression: 
m
z =  ( Yj -  ©]_ gx frp -  © 2 g2 x^P ) '
i= l
where m is  the number of observations.
Let us consider an example which has given the above z
to be:
z = 73 /1 0 0  ©^ -  18/25  © 1©2 + 1 3 /2 5  ©2 -  147/25  ©L+ 4 /25  ©2+ K, 
where K is  a con stan t. We want to find the values of ©^ and ©2 
that minimize the quadratic function z and we see that we can ig ­
nore the constant term since it has no effect on the values of the 
variables that minimize z . The contours of the function z are 
e llip ses  whose centers are at ©^ = 6, ©2 =  4 , whose major axes are 
inclined at an angle *  with the ©^ a x is , where co s = 3 /5 ,  and
whose major axes are tw ice the length of their minor a x e s , ( see
. A A
Figure 1, Page 6 ). If there were no restriction s on ©^ and © £,
then the method of le a s t  squares would pick the estim ates of the 
parameters to be the coordinates of the centers of the e llip s e s , 
C : ( 6 , 4 ) ,  where the absolute minimum of z occu rs. Thus ©^ = 6 
and ^ 2  = 4 .
Now suppose that the true values of ©^ and ©2 were known 
to be somewhere in the intervals 0 £ © j — 4 and 0 ^ © 2 ^  5.  It is 
then proper that we should require the estim ates of the parameters
3to be in these closed  intervals a lso .
C learly , point B w ill be the point that minimizes z su b ject 
to the linear restrictions and we can find th is point by the use of 
the ca lcu lu s. We solve simultaneously 0-  ^ = 4 with * ^ z /b ©2 = 0 and 
obtain ©2 — 3 4 /1 3 . Let us denote the estim ates of the parameters 
obtained in this way by ©^ and ©2 * Thus ©^ «  4 and @2 ~ 3 4 /1 3 .
We really are not interested in calculating the value of the
minimum z . However, we do want the values of ©^ and ©2 that
minimize z sub ject to the restric tio n s. Hopefully, th ese will be the
b est estim ates of the parameters. Under the restrictions on ©^ and
©2 # we see that point A: ( 4 , 4 )  gives values of ©^ and ©2 c lo s e s t
A A
to the values of those variables at point C where ©^ and ©2 
represent the b est estim ates of the parameters under jio  restric tio n s, 
so we speculate that point A w ill be better than point B for the
estim ates. Let us denote the values of ©^ and ©2 at point A by
A A A
© ^  and © 2-j. to indicate that they are obtained by truncating ©^
A
and ©2 to satisfy  the linear in eq u alities.
It is c lear that when point C is outside of the constraint 
s e t, A and B would be the same point if the function z had no 
©^©2 term. We can a lso  see that if point C is  inside the con ­
straint se t, A, B, and C would be one and the same point whether 
or not z has a ©^©2 term*
4Thus it is  a big help to be able to determine on which con­
straint boundaries, if  any, the minimizing point l ie s . This ,  of 
co u rse , would be im possible to do graphically if the quadratic 
function to be minimized had more than three v ariab les .
One disadvantage in the direct use of the ca lcu lu s to find 
point B is that as the number of parameters in creases it becom es 
very unwieldy. The simplex method for quadratic programming is  an 
algebraic method that can  be used to pick point B. To use it we 
need not know on which constraint boundaries, if any, point B l ie s . 
Also, the method does not become more difficult to use as the 
number of parameters to be estim ated in crea se s . After developing 
some aspects of the theory in Chapter III, the coordinates of point 
B of this example w ill be found by using the sim plex method for 
quadratic programming.
Now, the big question that needs answering is how do we 
know which of the two methods is  the better for estim ating the 
values of the param eters? We do not know, in p ractice , the true 
values of the param eters, or we would not be concerned with th is 
problem. To evaluate the two methods, then, we conduct many 
experim ents. In each  experiment we ch oose , a priori, the true 
values of the param eters, the g functions, and the random normal 
errors e,, , i=  1 , • • • ,m . We then ca lcu late  the observed random
5variables y i , i = l , * * # , m .  Next, we estim ate the parameters by 
both the method of truncated lea st squares and the simplex method 
for quadratic programming. We next calcu late  the sum of the 
squares of the d ifferences between the true values of the parameters 
and the estim ates for both methods. The method that gives the 
smaller sum for a significant portion of the to ta l number of experi­
ments should be the better method to use in practice when we do 
not know the true values of the param eters. Sym bolically, ©^ and
A  A
©2 are better estim ates of ©^ and ©2 than are © ^  and ©2<j> if :
( ©^ -  ©2 ) + ( ©2 ~ © 2 ) ^  “ ®1T  ^ ” ®2T ^
for a significant portion of the experim ents. If the inequality were
reversed, the method of truncated le a s t squares should give the 
better estim ates.
We can see that in our exam ple, if  the true values of the 
parameters were the coordinates of , then point B , found by 
quadratic programming, would give the better estim ates, while if 
the true values of the parameters were the coordinates of then 
point A, found by the method of truncated lea st squares, would
give the better estim ates.
6FIGURE I




There are many s t a t i s t i c s  tex tb o o k s that ex p la in  the theory 
of point e s tim a tio n  of param eters in  lin ear s ta t i s t ic a l  m od els. Mood 
and G r a y b i l l^   ^ and G r a y b i l l^ ^  are tw o su ch  books and have b e e n  
u sed  a s  te x ts  at th is  s c h o o l. Both show c le a r ly  th at th e le a s t  
squ ares estim ato rs  are the minimum v arian ce  u n biased  e s tim a to rs  
when th e  o b serv atio n  errors are d istrib u ted  norm ally and no s id e  
co n d itio n s are p laced  on the v a lu e s  of the e s tim a te s  of the 
p aram eters .
W hen the param eters bein g  estim a te d  are required to l ie  
w ithin g iv en  lim its, th e  m ethod of le a s t  sq u ares must be a lte re d . 
D is c u s s io n s  regarding the m ath em atics needed to  so lv e  problem s of 
th is  type appear in th e  litera tu re  more under non lin ear programming 
than in  s t a t i s t ic s  te x tb o o k s .
( 3 )Brunk d e s c r ib e s  how to find w hich of the r e s tr ic t in g  s e ts  
co n ta in  the e s tim a te s  of the param eters but does not develop a way 
to  find th o se  e s t im a te s .
S ev era l m ethods th at could  be used for estim atin g  param eters
( 4 )
re s tr ic te d  by lin ear in e q u a lit ie s  are given by G rav es and W olfe 
The sim p lex  m ethods for qu adratic programming seem  to  be su ited
8to  the presen t problem b e s t  s in c e ,  although they are ite ra tiv e  
sc h e m e s , th ey  converge to  the e x a c t  so lu tio n  in  a fin ite  number of 
s te p s . O ther m ethods fo r n o n lin ear programming could  be used  but 
most o f them g iv e only approxim ate so lu tio n s . T h ese  other m ethods 
were d esign ed  for problem s in w hich th e  co n d itio n s are more gen ­
era l than  are th o se  of th e  p resen t problem .
There are two m ain sim p lex  m ethods for qu ad ratic program­
ming,  th o se o f Beale^ ^  and W o l f e ^  . W o lfe 's  method w as ch o se n
for th is  study s in ce  it  fo llo w s more c lo s e ly  the sim p lex  method for
(7 )lin ea r programming w h ich  the author learn ed  from H adley f and 
W o lfe 's  m ethod req u ires few er ite ra tio n s  than B e a le 's  thus c o n s e rv ­
ing com puter tim e .
9CHAPTER III 
DISCUSSION
A. THE GENERAL PROBLEM.
In C hapter I ,  we d is c u s s e d  a two param eter exam p le . We 
would lik e  to  be ab le to  u se the method of le a s t  squ ares and the 
sim plex method for qu adratic programming w ithout having to  re fe r  to  
the number of param eters b ein g  estim ated  or to the number of ob­
serv atio n s tak en  for e a c h  e s tim a tio n . The use of v e cto rs  and ma­
tr ic e s  is  su ited  quite w e ll for th is  purpose. Our notation  for v e c ­
to rs and m atrices w ill be the underscoring o f th e sym bols denoting 
such q u a n titie s .
If  we ob ta in  m independent o b serv atio n s from a lin ea r s ta ­
t i s t i c a l  model in n p aram eters , th is  ca n  be rep resen ted  by the ma­
tr ix  eq u ation : =  G +  ei , where y  is  an m x  1 colum n v e cto r  of
th e o b se rv a tio n s , G* is  an m x  n m atrix , Q is  an n x  1 colum n v e c ­
tor of the param eters bein g  e s tim a te d , and e^  is  an m x  1 colum n 
v ecto r of the random normal errors of mean z e ro . The m atrix G 
corresp on d s to  the n known g fu n ctio n s ev alu ated  for the m o b s e r ­
v a tio n s .
For our e x p e rim en ts , w hich w ere 100 in number, the m odels 
had fiv e  param eters and ten  o b serv atio n s w ere tak en  for e a ch  e s t i ­
m ation. Thus n = 5  and m = 1 0  in  e a ch  of our exp erim en ts.
1 0
Since the fu n ctio n s g are known fu n ctio n s w hich are e v a lu a ­
ted  at some p articu lar x  for e a c h  o b serv a tio n , th e e lem en ts of th e 
G *s are sim ply c o n sta n ts  and for our exp erim en ts th e s e  co n sta n ts  
were ch o se n  from uniform ly d istribu ted  random num bers. Five G 's  
were u se d , e a c h  having e lem en ts w ith m eans and v a ria n ce s  d iffer­
en t from th o se  of the other four. For e a c h  G_, tw enty error v e cto rs  
were used giving the 100 exp erim en ts.
The true v a lu es o f the param eters w ere ch o se n  to  be in teg ers 
so  th a t v isu a l com p arison  w ith the e s tim a te s  could  e a s i ly  be m ade. 
The param eters rem ained the sam e throughout a ll  exp erim en ts:
©' =  ( 3 , 7 , 1 3 , 2 3 , 3 7  ) .
The re s tr ic t io n s  p laced  on the param eters were su ch  that 
w as a t the upper endpoint of i ts  a llow able ran g e , w as a t the 
low er endpoint of i t s  a llo w able  ran g e , and the rem aining three 
param eters w ere in the middle of th eir a llow able ra n g e s . Letting j i  
rep resen t the colum n v e cto r  of the upper lim its of th e se  ra n g e s , 
and d rep resen t the colum n v ecto r of th e low er lim its of th ese  
ra n g e s , we have d <  © <  h. The v a lu es of the e lem en ts of h and 
cl w ere ch o sen  to  be in teg ers  a ls o  and are given by:
h' =  ( 3 , 9 , 1 5 , 2 4 , 3 8  ) ,  d'  = ( 1 , 7 , 1 1 , 2 2 , 3 6  ) .
In m atrix n otation  the c r ite rio n  for ev alu atin g  the two m eth­
ods sa y s  that in p ra c tice  the sim plex method for quadratic
11
programming should give b e tte r  e s tim a te s  of the param eters than  the 
method of tru n cated  le a s t  sq u ares i f :
( © - ! > ) ' ( © - & ) <  ( © - k j ,  ) ' ( © - % )
for a s ig n ific a n t portion of th e ex p erim en ts . If the in eq u a lity  w ere 
re v e rse d , the method of tru n cated  le a s t  sq u ares should g iv e th e  
b e tte r  e s t im a te s .
In the fo llo w in g  s e c t io n s  we ex p la in  the use o f e a c h  m ethod.
B . THE METHOD OF TRUNCATED LEAST SQUARES.
As pointed out in C h ap ter I I ,  many s t a t i s t ic s  te x tb o o k s  e x ­
p lain  how to  e s tim a te  param eters in  lin ea r s ta t i s t ic a l  m odels u sing  
th e  method of le a s t  sq u a re s . W hen the errors are d istrib u ted  nor­
m ally w ith mean z e ro , the le a s t  sq u ares e s tim a to rs  are th e  minimum 
v a ria n ce  u nbiased  e s tim a to rs  o f the param eters when no re s tr ic t io n s  
are p laced  on the v a lu e s  of th e  e s tim a te s  o f the p aram eters. For 
th is  re a so n  we d ecid ed  to  com pute the le a s t  squ ares e s tim a te s  of 
th e param eters and th en  fo rce  th o se  param eters that w ere o u tsid e  of 
th e ir  a llo w able  ra n g e s  to the n e a re s t endpoints of th o se  ra n g e s .
From the m atrix eq u atio n : _y = G ..0 +  e^, we c a n  ob ta in  the
A
le a s t  squ ares e s tim a to r , G ,  o f Q w hich is  g iv en  by:
© = ( G ‘ G )_1G ’x .
A
From th is  we ob ta in  G~  by th e procedure d e scrib e d  a b o v e .
1 2
In nine o f the 100 exp erim en ts a l l  com ponents of w ere in
A  A
th e ir  a llo w a b le  ran g es g iv in g  Q_^_ =  ©^  fo r  th o se  e x p e rim e n ts . T h is
gave us a c h e c k  on how a ccu ra te  the sim p lex  m ethod for qu ad ratic
programming gav e the e s tim a te s  o f th o se  p aram eters. From C h ap ter
A  f \  /vy
I  we r e c a l l  th a t if  ©T =  G ,  th en  G  h as the sam e v alu e a ls o .
C .  THE SIMPLEX METHOD FOR QUADRATIC PROGRAMMING.
We w ill now d ev elo p  a m eans fo r using the sim p lex  method 
fo r qu ad ratic  programming for e s tim a tin g  param eters s u b je c t  to  l in ­
e a r  in eq u a lity  r e s tr ic t io n s  in lin e a r  s ta t i s t ic a l  m o d els .
We w ill assum e th a t th e  read er h as the n e c e s s a ry  b a c k ­
ground to form ulate and so lv e  lin e a r  programming problem s by th e 
sim p lex  m ethod.
We w ish  to  determ ine the valu e of G ,  w h ich  we denote by
r\/
G ,  th a t m inim izes th e fu n ctio n : F ^ ( © )  =  ( X ” G a© ) '  (y -  G 9 ) ,  
s u b je c t  to  the co n d itio n : cl <  G h . Expanding F^ we h ave: 
F ^ ( © )  = © ' G ' G©. -  2_y' G. © +  w here the term  y  c a n  b e
ignored s in c e  it  is  c o n s ta n t .
Let us introduce the new v e c to r  t_ =  © -  d . Let us a ls o  
make the su b stitu tio n  b  =  h -  d . The problem now is  to  m in im ize: 
F 2 (t) =  t ] G ' G t _  +  2 ( d* G ' G -  G ) t_, s u b je c t  to : 0. <  t _ <  b .
1 3
Let us now augm ent the v e cto r  t_ by the u se o f n s la c k  
v a r ia b le s , and name th is  colum n v e cto r  x« The d im en sion  of x  is  
2 n . W e c a n  now rep re sen t th e  problem  a s :
m inim ize ( x ) =  1 /2  x 1 C x  +  ^ x ,  s u b je c t  to  A x = b, and x  >  _0, 
where C ,^ jd, and A_ are g iv en  by:
n x  n 
2 G ' G
C =
0
n x  n
n x  n 
0
0
n x  n
£  = 2
n x  n
G' G i
l x n i x n  j
__________ i _
J 1 x  m mx  n m x  n
(d '  | 0 ^ — i  -  *  i( G j
o \
r  ! " /  1 1 “  ! - /
0.
n x  n
0
n x  n
w hich c a n  be sim p lified  to :
l x n  ^ x n
£  =  1 2  ( d ‘ G ' G  -  X ' G ) ! 1  ]
n x  n n x  n
and A =
( ■  i i )
1 4
W e note th a t C. is  a 2n x  2n sy m m etric, p o sitiv e  se m i- 
d e fin ite  m atrix s in c e  G.' G_ is  sym m etric and at le a s t  p o s itiv e  se m i- 
d e fin ite  o We a ls o  s e e  th a t £  is  a  row v e cto r  o f  d im ension  2n 
w hose la s t  n com ponents are z e r o , and the form of A is  p articu ­
larly  sim ple s in c e  th e ind iv id u al param eters are re s tr ic te d  indepen­
d e n tly . The d im en sion  o f A i s  n x  2n.
The problem  is  now rep resen ted  in the notation  u sed  by 
W o lfe v ' , where we have ch o se n  h is X  to  be eq u a l to  u n ity . From 
th e  r e s u lts  of W o lfe 's  Theorem  2 ,  ( page 385 ) , i f  we ca n  fin d  x  >  ^), 
a  2n d im en sio n al colum n v e cto r  v ^  0 , and an u n restric te d  n dim en­
s io n a l column v e cto r  u su ch  th a t:
v ' x  -  0 and C x  -  v  +  A' u +  jd' =  _0, then  x  s o lv e s  th e  
problem : m inim ize F ( x )  =  1 /2  x* C x  + jd x , s u b je c t  to  A x =  b and 
x  ^  0,.
To so lv e  th is  problem we can  modify W o lfe 's  " s h o r t  form" 
procedure (page 3 8 8 )  and u se a sim p lified  v ersio n  of i t .  W e note 
th at th e  m atrix A is  o f such a form th a t th e  a r t i f ic ia l  v e c to r  W is  
not n eed ed . T h is  re d u ce s  th e  procedure to  a one p hase procedure. 
W e further sim p lify  th e  procedure by u sin g  only one a r t i f ic ia l  v e c ­
tor z >  0 . T h is  is  a cco m p lish e d  by not co n sid e rin g  z^  to  be added 
to  th e  problem u n til a l l  o f th e  n eg ative com ponents of - jd' and th e  
corresponding rows of C x  -  v  +  A 'u  in  th e  eq u a tio n ,
1 5
C x  -  v +  A' u =  - jd* are n eg a ted , thus insuring an  in it ia l  fe a s ib le  
so lu tio n . Let us defin e and u se  th e operator Rj^ in th e m anner:
Rn  [s .2. -V + A '^ j = Rn  ,
to in d icate  th at th is  op eration  has b e e n  performed on the n e c e s s a ry  
ro w s.
1 2Sin ce  u is  an u n restricted  v e c to r , we m ust have u  = u - u  
1 2where u ^  j) and u j) in  th e  sim p lex  ta b le a u s , and in  d etach ed  
c o e ff ic ie n t  form , the in it ia l  ta b le a u  h as the form :
x  ^  0. v >  JD u1 >  0 u2 a  0 z >  0
A 0 0 0 0 =  b
rn  \ j ±  -1 A' - a  n I =  R { - £-  j N V
The in it ia l  b a s is  
ponents of z .
c o n s is ts Of x n + 1 . • • •, X 2n and a ll  com-
W e a s s ig n  c o s ts of zero to  a l l  com ponents o f X/ v , u*#
and jj?t and c o s ts  of -1 to  a l l  com ponents of z ,  and proceed by
th e  sim p lex method fo r lin e a r  programming to  drive a l l  o f the a r t i ­
f i c ia l  v a r ia b le s  to  z e ro .
W e must k eep  in  mind th a t we want to  keep  v* x  =  0„ To 
do t h is ,  for j , k  =  ! , • • • ,  2n ,  we do not admit x j into th e b a s is  if
1 6
Vj is to  rem ain there and we do not admit in to  the b a s is  if 
i s  to rem ain th e re .
The so lu tio n  in x  is  rea ch ed  when no com ponent of z is
/V
le f t  in  the b a s is  at a n o n -z e ro  le v e l. The so lu tio n  is  ob tain ed  
by  adding d. to  the f ir s t  n com ponents o f th e so lu tio n  in  x*
D . THE TWO PARAMETER EXAMPLE BY QUADRATIC PROGRAMMING.
Let us now o b ta in  the co o rd in a tes  of point B of th e exam ple 
in  C hapter I by the u se of the sim p lex method for quadratic pro­
gramm ing. No tra n s la tio n  is  n e c e s s a ry  s in ce  j i  =  0.. T h is m akes 
b =  h_ and the m a trices  C., jd, A, and Id are g iv en  b y :








£ = ( -147/ 25 , 4/ 25 , 0 , 0 ) A =
The s ix  ta b le a u s  for th e so lu tio n  o f th is  problem appear on 
the rem aining pages o f th is  ch a p ter. Note th at in going from 
T ab leau  III to  T ab leau  IV and in going from T ab leau  IV to  T ab leau  V 
the v e c to rs  en terin g  th e b a s is  do not have the m ost n eg ativ e  z j " c j*  
If th o se  v e c to rs  having the m ost negative zj~c j had en tered  the 
b a s is , we would not have kep t v 'x  = 0 .
TABLEAU I
c. 0 0 0 0 0 0 0 0 0 0 0 0 -1 -1 -1 -1
c V in j 1 1 2 ~ T
B
X x i X2 X3 X4 V1 v2 v3 v4 U1 u2 U1 u2 Z1 z2 Z3 z4
0 x 3 4 1 0 1 0 0 0 0 0 0 0 0 0 0 0
0 0
0 x4 5 0 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0
-1 Z1 147 73 “1 1 0 0 -1 0 0 0 1 0 -1 0 1 0
0 0
25 50 25
-1 z 2 4 1 1 -2 6 0 0 0 1 0 0 0 -1 0 1 0 1 0 0
25 25 25
-1 z3 0 0 0 0 0 0 0 -1 0 1 0 -1 0 0 0 1
0
-1 Z4
0 0 0 0 0 0 0 0 -1 0 1 0 -1 0 0 0 1
z - c -109 44 0 0 1 -1 1 1 -2 0 2 0 0 0 0 0
3 3 50 25
TABLEAU II












U2 zi Z2 z3 Z4
0 x 3 34 0 1 1 1 0 0 -_25 0 0 0 1 1 0 -2 5 0 -25 0 0
9 9 18 18 18 18
0 X4 5 0 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0
-1 Z1 50 0 25 0 0 -1 -73 0 0 1 73 -1 -7 3 1 -73 0 0
9 18 36 36 36 36
0 X1 2 1 -13 0 0 0 25 0 0 0 -2 5 0 25 0 25 0 0
9 9 18 18 18 18
-1 z
3
0 0 0 0 0 0 0 -1 0 1 0 -1 0 0 0 1 0
-1 z4 0 0 0 0 0 0 0 0
-1 0 1 0 -1 0 0 0 1
Zj 1
0 -25 0 0 1 73 1 1 -2 -109 2 109 0 73 0 0
18 36 36 36 36
TABLEAU III
c j
0 0 0 0 0 0 0 0 0 0 0 0 -1 -1 -1 -1
c
~“B






















0 34 0 13 1 0 0 -25 0 25 0 0 0 0 0 -25 0 -25
v3
9 9 18 18 18 18
0 X4 5
0 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0
-1 z
1
50 0 25 0 0 -1 -73 0 73 1 0 -1 0 1 -73 0 -73
9 18 36 36 36 36
0
X1
2 1 -13 0 0 0 25 0 -25 0 0 0 0 0 25. 0 25
9 9 18 18 18 18
-1 z3 0 0 0 0 0 0 0 -1 0 1 0
-1 0 0 0 1 0
0 u2 0 0 0 0 0 0 0 0 -1 0 1 0
-1 0 0 0 1

































u2 Z1 z 2 z3 z4
0 x 3 34 0 13 1 0 0 -2 5 0 1 1 0 0 0 0 0 -2 5 0 -2 5
9 9 18 18 18 18
0 x 4 5 0 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0
-1
Z1
50 0 25 0 0 -1 -73 1 73 0 0 0 0 1 -73 -1 -7 3
9 18 36 36 36 36
0 X1
2 1 -13 0 0 0 25 0 -25 0 0 0 0 0 25 0 25
9 9 18 18 18 18
0
1
U1 0 0 0 0 0 0 0 -1 0 1 0 -1 0 0 0 1 0
0
1
U2 0 0 0 0 0 0 0 0 -1 0 1 0 -1 0 0 0 1




0 -25 0 0 1 73 -1 -73 0 0 0 0 0 109 2 109
18 36 36 36 36
TABLEAU V
c i 0
0 0 0 0 0 0 0 0 0 0 0 -1 -1 -1 -1
c V in 1 1 2 2
“ B B X x i x 2 x 3 x 4 V1 v2 v3 v4 ui u2 ui u2 z i z 2 z3 Z4
0 x 2 34 0 1 _9 0 0 -2 5 0 25 0 0 0 0 0 -2 5 0 -2 5
13 13 26 26 26 26
0 x4 31 0 0 ^9 1
0 25 0 -2 5 0 0 0 0 0 25 0 25
13 13 26 26 26 26
-1
Z1
25 0 0 -2 5 0 -1 _9 1 -9 0 0 0 0 0 _9 -1 __9
13 26 13 13 13 13
0 *1 4 1 0 1 0 0 0 0 0 0 0 0 0
0 0 0 0
0 1U1 0 0 0 0 0 0 0 -1 0 1 0 -1 0 0 0 1 0
0
1
u2 0 0 0 0 0 0 0 0 -1 0 1 0 -1 0
0 0 1
v c i
0 0 25 0 1 z l -1 __9 0 0 0 0 0 __4 2 4
26 13 13 13 13
TABLEAU VI
c i 0 0 0 0 0 0












u2 Z1 z 2 z3 z4
0 x ? 34 0 1 9 0 0 -25 0 25 0 0 0 0 0 -2 5 0 -2 5
13 13 26 26 26 26












0 Vo 25 0 0 -25 0 -1 _9 1 -9 0 0 0 0 0 9 -1 9o
13 26 13 13 13 13




25 0 0 -25 0 -1 9 0 -9 1 0 -1 0 1 __9 0 _ 9
13 26 13 13 13 13
0 1u2 0 0 0 0 0 0 0 0 -1 0 1 0 -1 0 0 0 1
z. -  
J c.J




Of the 91 exp erim en ts th a t did not resu lt in  the sam e e s t i ­
m ates o f th e p aram eters by both  m eth o d s, 64 had the b e tte r  e s t i ­
m ates g iv en  by the u se o f the sim p lex  method fo r quadratic pro­
gramm ing. Assuming the m ethods w ere eq u ally  good in  estim a tin g  
the p aram eters, the p ro b ab ility  that one of them would y ie ld  b e tte r  
re s u lts  a s  o ften  or more o ften  than w as ob serv ed  is  le s s  than
0 . 0 0 0 1 .  For th o se  91 exp erim en ts th e  mean square error of th e 
e s tim a te s  of the p aram eters w as 0 . 5 7 2 1 9 0  by th e method of trun­
ca te d  le a s t  sq u a re s , and 0 . 4 7 6 0 8 1 0  by the use o f the sim p lex  
method for quadratic program m ing.
W e con clu d e th a t th e re s u lts  are not due to ch a n ce  and 
thus the method using q u ad ratic  programming is  the b e tte r  m ethod.
If a ccu ra cy  is  not c r i t ic a l  but a v a ila b le  com puter tim e i s , 
it  is  worth m entioning th a t the e x e cu tio n  tim e fo r the 100 e x p e ri­
m ents by the sim p lex  method for qu adratic programming w as approx­
im ately  8 1 /2  h o u rs, w h ile  th e e x e c u tio n  tim e for the tru n cated  
le a s t  sq u ares program w as only  5 m in u tes. T h ese  tim e s  are for 
th e IBM 1 6 2 0 ,  M odel II com puter. A lso , more com puter sto rag e  
sp ace  is  used  for the qu ad ratic programming schem e and th is  co u ld  
e x ce e d  the a v a ila b le  s p a c e  when th e number of p aram eters is  la r g e .
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