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Abstract 
 
The present paper is based upon ideas and results obtained in an earlier paper by the author 
devoted to a new formulation of quantum electrodynamics. The equations derived in that paper 
depict the structure and properties of the electron as well as of other leptons including neutrinos. 
Since in nature there are only two stable charged elementary particles, the electron and proton 
(with their antiparticles), it is logical to suppose that in nature there is a protonic field too whose 
description is analogous with the one of the electronic field. The equations obtained in the paper 
and describing the proton and other baryons differ in some detail from the ones for the electronic 
field. A section of the paper is devoted to nuclei where the electronic and protonic fields are 
present simultaneously without neutrons. The neutron itself consists of an electron and a proton. 
Mesons are short-lived combinations of the electronic and protonic fields. The theory contains 
three dimensionless constants whose value can be calculated. 
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1. Introduction 
 
Nowadays the hadrons are described by quantum chromodynamics (QCD). At the same time, 
QCD cannot be regarded as a genuine theory of elementary particles because it contains a 
number of arbitrary parameters, whereas the genuine theory should explain numerical values of 
all the relevant parameters. QCD is rather a phenomenological theory, the theory that postulates 
something or takes something from experiment and enables one to calculate something else. 
Besides, there are difficulties and many unresolved questions in QCD. A characteristic difficulty 
of QCD is the so-called proton spin puzzle [1]. In the initial quark model, the proton spin was 
built up from the spins of three quarks. Experiment shows, however, that the quarks carry only a 
small fraction (≈ 1/3) of the proton spin, and there are other contributions to it. It would be a 
miracle if the different irrational contributions yielded exactly ½ for the proton spin. The proton 
spin puzzle undermines the starting idea that the proton is composed of three quarks inasmuch as 
the idea is based first of all upon consideration of the spins of the proton and quarks. 
In nature there are only two stable charged elementary particles, the electron and proton 
(with their antiparticles). In Ref. [2] a new formulation of quantum electrodynamics (QED) was 
proposed in which the electronic and electromagnetic fields are ordinary c-numbers in 
contradistinction to noncommuting q-numbers used in the standard formulation of QED (see also 
Ref. [3]). The electronic wave function (represented by two c-number bispinors in that case) 
describes the structure of the electron, which is not a point-like particle, and its motion in 
external fields. The same electronic field depicts also other leptons including neutrinos [2], 
which amounts to saying that the leptons are different manifestations of the electronic field. By 
analogy it is logical to suppose that in nature there is a protonic field as well whose description is 
similar to the one of the electronic field. At the same time equations for the protonic field must 
differ somehow from those of the electronic field because the electron magnetic moment is 
approximately equal to the Bohr magneton whereas the proton magnetic moment differs 
substantially from the nuclear magneton. 
Seeing that there are no stable charged particles in nature apart from the electron and proton, 
all other elementary particles are to be described in terms of the electronic and protonic fields. 
Figuratively speaking, they should be composed of electrons and protons. For example, the 
neutron may consist of one electron and one proton. The principal objection to this is the spin: 
the electron and proton each have a spin equal to h/2 so that they could not give h/2 for the spin 
of the neutron. The proton, however, can so deform the electronic cloud that the spin of the cloud 
will no longer be equal to h/2. An example of this is furnished by Eq. (4.3) of [3]: if we put N = 
1, the spin of one electron may be different from h/2 depending on the number ν. Another 
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example follows from QCD: the proton spin is not equal to the sum of the spins of its three 
quarks (see above). Consequently, nuclei can be composed of electrons and protons. Historically, 
this was the first hypothesis concerning the structure of the nuclei, the hypothesis rejected 
because of a naïve consideration of the spins. 
In Sec. 2 of the present paper, we derive and investigate equations that describe the protonic 
field leaning upon the methods and results of Ref. [2]. Section 3 is devoted to simultaneous 
description of the electronic and protonic fields. The results are applied to nuclei. In particular, 
we calculate the spin of the nuclei and compare it with experiment. In Sec. 4 we turn our 
attention to mesons. The results obtained are discussed in the concluding section. 
Throughout the present paper, if the opposite is not pointed out, we utilize the definitions and 
notation adopted in [2] that coincide with the ones of Ref. [4]. It should be underlined that all 
quantities and functions in this paper are c-numbers. 
 
2. Proton 
 
As mentioned in Introduction a characteristic feature of the proton is the fact that its 
magnetic moment differs substantially from the nuclear magneton whereas the electron magnetic 
moment is approximately equal to the Bohr magneton. Pauli [5, Sec. 21] writes that the Dirac 
equation can be modified by adding a term of the type Fμνγμγνψ. Seeing that the electromagnetic 
field tensor Fμν = ∂Aν/∂xμ − ∂Aμ/∂xν is antisymmetric, one can take Fμνσμνψ instead of Fμνγμγνψ 
where 
)(
2
1 μννμμν γγ−γγ=σ .                                                       (2.1) 
The Pauli term will yield an additional magnetic moment. 
The electron charge will be denoted as e with the sign (e = −|e|) and thereby the proton 
charge will be −e. The electronic field will be described by the bispinors ψ1 and ψ2 as in [2] 
while the protonic field by the bispinors Ψ1 and Ψ2. We imply the following gauge 
transformation 
μμμ ∂
∂+→⎟⎠
⎞⎜⎝
⎛Ψ→Ψ⎟⎠
⎞⎜⎝
⎛−ψ→ψ
x
fAAf
c
ief
c
ie ,exp,exp 2,12,12,12,1 hh .                  (2.2) 
It was demonstrated in [2] that one should employ the Compton wavelength instead of the 
mass. When considering the proton separately from other particles it is natural to utilize the 
proton Compton wavelength Dp as a standard of length replacing mp by h/Dpc. All of this enables 
one to write down the Lagrangian for the proton by analogy with Eq. (3.3) of [2]: 
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⎟⎟⎠
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Ψ∂γΨ+π−=
μ
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μμν
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1)(
xxxx
icFFxL h  
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)( 22112211 ΨσΨ−ΨσΨχ+ΨγΨ−ΨγΨ+ μνμνμνμμμ FeieA  
)()( 12212211
p
ΨγΨ+ΨγΨ+ΨΨ−ΨΨ− μμμeVcD
h .                        (2.3) 
The signs here are chosen in compliance with the gauge transformation of (2.2). It is 
worthwhile to underline an essential distinction between the Lagrangian of (2.3) and the one of 
(3.3) of Ref. [2]: the former contains the four-potential Aμ and its derivatives whereas the latter 
does not contain the derivatives of Aμ. The derivatives of Aμ figure in Fμν of (2.3). The summand 
in (2.3) with Fμν is relevant to the above Pauli term. The coefficient in the summand with a new 
constant χ is written in a form convenient for what follows. 
Varying L(x) with respect to 1Ψ , 2Ψ , Ψ1 and Ψ2 we obtain the following equations 
0
2 211p
1
1 =Ψγ+Ψσχ+Ψ−Ψγ+∂
Ψ∂γ μμμνμνμμμμ eVFe
iceA
x
ic D
hh ,                    (2.4) 
0
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iceA
x
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hh ,                    (2.5) 
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μ
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μ
μ
μ
μ eVFe
iceA
x
ic D
hh .                    (2.7) 
Variation of Aμ in L(x) yields 
( ) ( )22112211 44 ΨσΨ−ΨσΨ∂∂χπ+ΨγΨ−ΨγΨπ=∂∂ μνμννμμν
μν
x
iee
x
F ,                  (2.8) 
wherefrom the current density is 
( )22112211 ΨσΨ−ΨσΨ∂∂χ+ΨγΨ−ΨγΨ= μνμννμμμ xij .                        (2.9) 
If we differentiate (2.8) with respect to xμ and take the antisymmetry of Fμν and σμν into 
account, we obtain 
( ) 02211 =ΨγΨ−ΨγΨ∂∂ μμμx .                                                 (2.10) 
It should be remarked that this equation can be deduced from (2.4)−(2.7) as well. We see that the 
Pauli term does not contribute to the equation of continuity ∂jμ/∂xμ = 0. Integrating Eq. (2.10) 
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over all space with account taken of the fact that there are no particles at infinity (Ψ1 = Ψ2 = 0) 
we have 
∫
∞
∗∗ =ΨΨ−ΨΨ
)(
2211 )( IdV ,                                                  (2.11) 
where I = constant. The normalization for the proton will be I = 1. 
Finally, varying L(x) with respect to Vμ one obtains 
01221 =ΨγΨ+ΨγΨ μμ .                                                    (2.12) 
It is not difficult to deduce from Eqs. (2.4)−(2.7) that 
( ) 01221 =ΨγΨ+ΨγΨ∂∂ μμμx .                                                    (2.13) 
Therefore the condition of (2.12) does not contradict the equations of motion of (2.4)−(2.7). 
We now turn to the energy-momentum tensor Tμν. Proceeding as in Sec. 3 of [2] we obtain 
the tensor in a symmetric and gauge invariant form: 
( ) ( )2222111124161 ΨγΨ−ΨγΨ−ΨγΨ+ΨγΨ+−π= μννμμννμλνμλληλημνμν AAAAeFFFFgT  
( )222211112 ΨσΨ−ΨσΨ−ΨσΨ+ΨσΨχ− ημηνηνημημηνηνημ FFFFie  
⎜⎜⎝
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Ψ∂γΨ+∂
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From this we can calculate the density of energy T 00: 
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2
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8 tttt
ieeHET hEΓ . 
(2.15) 
Here we have used the three-dimensional notation as in Eq. (3.19) of [2] and 
)()( 22112211 ΨΨ−ΨΨ=ΨΨ−ΨΨ= ∗∗ ααγγΓ ii .                             (2.16) 
By analogy with Eq. (3.21) of [2] we can compute the vector M of angular momentum 
( )∫∫
∞∞
χ−ΨγΨ−ΨγΨ+π=
)(
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1
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]][[)]([]][[
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The question as to how the equations should be modified if the system is in an external 
electromagnetic field represented by a four-potential  can be considered as in Sec. 3 of [2]. 
One must replace A
ext
μA
μ with  in Eqs. (2.4)−(2.7) while Eq. (2.8) remains unchanged. The 
energy of the system in the external field assumed to be time-independent, , can be 
calculated with use made of (2.15) without adding  hereinto. 
ext
μμ + AA
∫= dVT 00E
ext
μA
Reverting to the current density four-vector jμ of (2.9) it will be useful to write down 
separately the time component j0 representing the number density of matter ρm and the current 
density vector j: 
Δ
Γ
ααjΓ curl,div 2
*
21
*
12211m χ−∂
∂χ−ΨΨ−ΨΨ=χ+ΨΨ−ΨΨ=ρ ∗∗
tc
,                  (2.18) 
where 
( )2211 ΨΨ−ΨΨ−= ΣΣΔ .                                                  (2.19) 
Integrating ρm over all space one obtains (2.11). 
 
2.1. Dimensionless equations 
 
Since Eqs. (2.6)−(2.7) are complex conjugate with respect to Eqs. (2.4)−(2.5), it is sufficient 
to work with the latter. We introduce dimensionless quantities, denoting them by a tilde, 
according to  
HHEE ~,~;,~,~,~1,~ 2
p
2
pppp
2,12/3
p
2,1p DDDDDD
D eeVeVAeAxx −=−=χ=κ−=−=Ψ=Ψ= μμμμμμ . (2.20) 
Note that the first equality at μ = 0 reads tct ~pD= . We recast Eqs. (2.4)−(2.5) in the three-
dimensional notation taking into account that Aμ = (ϕ, −A) and Vμ = (V0, −V): 
( ) 0~~~~~~~~~~~~~~~~ 220111111 =Ψα+Ψα−Ψ+ακ−Ψβ−Ψϕα−Ψα+Ψ∇+∂Ψ∂ αVβHγEαAα Viiti ,       (2.21) 
( ) 0~~~~~~~~~~~~~~~~ 110222222 =Ψα−Ψα+Ψ+ακ−Ψβ−Ψϕα−Ψα+Ψ∇+∂Ψ∂ αVβHγEαAα Viiti .       (2.22) 
Here α = e2/hc is the fine-structure constant and β = ½[γα] = iγ0Σ {cf. Eq. (21.22) of [4]}. 
Equation (2.8) yields two equations [cf. (2.18)− (2.19)] 
( ) 0~div4~~~~4~div~~ 2*21*12 =πκ+ΨΨ−ΨΨπ+∂∂+ϕ∇ ΓAt ,                      (2.23) 
( ) 0~curl4~~4~~~~4~~~div~~~ 2*21*1222 =πκ−∂∂πκ−ΨΨ−ΨΨπ+∂ϕ∂∇−∇−∂∂−∇ ΔΓααAAA ttt .    (2.24) 
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In what follows we shall omit the tilde bearing in mind that, if an equation does not contain h, c, 
e, χ or λp but contains α or κ, the equation is relevant to the dimensionless quantities. 
We look for stationary solutions. As in [2] we neglect the factor exp(−iεt/h) that figures in 
the wave function in this instance upon assuming that the energy ε is added to the unknown 
constant part of ϕ [in effect, this is a gauge transformation according to (2.2)]. For this reason we 
merely put ∂/∂t = 0 when dealing with the stationary solutions. We seek also axially symmetric 
solutions. Analogously to [2] the solution to Eqs. (2.21) and (2.22) in the cylindrical coordinates 
ρ, , z can be sought in the form (to distinguish between the angle ϕ and the potential ϕ we 
mark the angle with a dot at the top) 
ϕ&
⎟⎟
⎟⎟
⎟
⎠
⎞
⎜⎜
⎜⎜
⎜
⎝
⎛
ρ
ρ
ρ
ρ
=Ψ
ϕ
ϕ
&
&
i
i
eziF
ziF
ezF
zF
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),(
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)1(
4
)1(
3
)1(
2
)1(
1
1 ,     ,                                  (2.25) 
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⎟⎟
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),(
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4
)2(
3
)2(
2
)2(
1
2
in which the functions  are real-valued. )2,1(iF
Now the vector Γ of (2.16) has the component ϕΓ&  = 0 while two other components are 
( ))1(3)1(2)1(4)1(1)2(3)2(2)2(4)2(12 FFFFFFFF −−+=Γρ , 
( ))2(3)2(1)2(4)2(2)1(3)1(1)1(4)1(22 FFFFFFFFz +−−=Γ .                              (2.26) 
The vector Δ of (2.19) has also the component ϕΔ &  = 0 while its other components are 
( ))2(2)2(1)2(4)2(3)1(2)1(1)1(4)1(32 FFFFFFFF +−−=Δρ , 
2)2(
4
2)2(
3
2)2(
2
2)2(
1
2)1(
4
2)1(
3
2)1(
2
2)1(
1 FFFFFFFFz +−−+−++−=Δ .           (2.27) 
Since these components do not depend on ϕ& , the curl of Δ that figures in (2.18) has only the ϕ& -
component equal to ∂Δρ/∂z − ∂Δz/∂ρ. The first two terms in the formula for j of (2.18) have only 
the -components as well. Therefore there is only one nonzero component of the current density 
equal to, in the dimensionless form, 
ϕ&
( ) ⎟⎟⎠
⎞
⎜⎜⎝
⎛
ρ∂
Δ∂−∂
Δ∂κ−+−−= ρϕ zzFFFFFFFFj
)2(
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)2(
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)2(
4
)2(
1
)1(
3
)1(
2
)1(
4
)1(
12& .                  (2.28) 
Seeing that the current density j figures in Eq. (2.24) for the vector potential A, the vector A 
has only one nonzero component  as well (denoted henceforth as A). This component does not 
depend on the angle  and thereby div A = 0 in the present situation. Along similar lines, we 
presume that the vector V has only one nonzero component  = V, too. The field intensities E 
and H (E = −∇ϕ, H = curlA) have the following components 
ϕ&A
ϕ&
ϕ&V
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0,,;0,, =ρ+ρ∂
∂=∂
∂−==∂
ϕ∂−=ρ∂
ϕ∂−= ϕρϕρ && HAAHz
AHE
z
EE zz .                (2.29) 
Now Eqs. (2.21) and (2.22) in the cylindrical coordinates take the form (we use the standard 
representation [4] for the matrices) 
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∂
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Equations (2.23) and (2.24) become 
⎟⎠
⎞⎜⎝
⎛ −−−−+++π+ϕ∇ 2)2(42)2(32)2(22)2(12)1(42)1(32)1(22)1(12 4 FFFFFFFF  
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⎜⎜⎝
⎛
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z
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⎞
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⎛
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z
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The conditions of (2.12) furnish two equations 
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The equations must be supplemented with the normalization condition that follows from (2.11): 
1
)(
2)2(
4
2)2(
3
2)2(
2
2)2(
1
2)1(
4
2)1(
3
2)1(
2
2)1(
1 =⎮⌡
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⎞⎜⎝
⎛ −−−−+++
∞
dVFFFFFFFF .               (2.42) 
We discuss now properties of the formation described by the above equations. It will be 
shown below that the functions  decrease exponentially with the distance from the center so 
that they correspond to a particle-like structure. It will be noted that we presume that none of the 
occurring functions have singularities anywhere the point r = 0 inclusive. 
)2,1(
iF
We rewrite Eq. (2.38) in spherical coordinates r, θ, ϕ&  analogously with Eq. (4.19) of [2]. 
When integrated over all space the term with the coefficient κ vanishes because it is proportional 
to the divergence of Γ according to (2.23). As a result we arrive at Eq. (4.20) of [2] from which 
and Eq. (2.42) it follows that ϕ → 1/r + constant as r → ∞, or ϕ → −e/r + constant in the 
dimensional units according to (2.20). The last asymptotic expression indicates that the 
formation in question has the same charge −e as the proton. 
The magnetic moment μ in the dimensionless units is defined by Eq. (4.21) of [2]. 
Analogously with Eq. (4.22) of [2], with use made of (2.28) we find that μ has only one 
component 
dV
z
FFFFFFFF zz ⎮⌡
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⎥⎥⎦
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1 2
.            (2.43) 
To calculate μ z it is necessary to solve the above equations. We shall revert to this question 
below in Sec. 2.2. 
We turn now to the angular momentum of the formation. Similarly to [2] it can be shown that 
the first two integrals in (2.17) vanish for the stationary and axially symmetric solution under 
consideration if Eq. (2.23) is taken into account. Upon introducing (2.25) into the third integral 
and integrating over the angle ϕ  we can see that there is only one nonzero component of the 
vector M equal, in view of (2.42), to M
&
z = h/2 in the ordinary units. Therefore the explanation of 
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the proton spin h/2 encounters no difficulties in the present approach in contradistinction to QCD 
(see Introduction). 
In Ref. [2] a hypothesis is put forward according to which the equations obtained in [2] have 
a particle-like solution relevant to the electron only if the fine-structure constant α has the well-
known experimental value (α ≈ 1/137). Seeing that the value of α is now predetermined, it is 
reasonable to hypothesize that the above equations have a particle-like and physically admissible 
(without singularities) solution, the solution relevant to the proton, only if the second 
dimensionless constant in the equations, κ, has a well-defined value. Of course the exact value of 
κ and the resultant solution can be found only numerically. An approximate value of κ will be 
calculated below in Sec. 2.2. 
We now proceed to a further analysis of the equations obtained. As in [2] we assume the 
following structure of the functions involved 
),(),,(),,(),,( 22)1(4
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)1(
3
22)1(
2
)1(
2
22)1(
1
)1(
1 zGFzzGFzzGFzGF ρρ=ρ=ρρ=ρ= , 
),(),,(),,(),,( 22)2(4
)2(
4
22)2(
3
)2(
3
22)2(
2
)2(
2
22)2(
1
)2(
1 zzGFzGFzGFzzGF ρρ=ρ=ρρ=ρ= , 
),(),,( 2222 zAz ρργ=ρϕ=ϕ , .                (2.44) ),(),,( 222200 zzUVzzUV ρρ=ρ=
In addition we write down the structure of the field intensities E and H which is clear from 
(2.29): 
zz
EzzEEEzEE z ∂
ϕ∂−=ρ=ρ∂ρ
ϕ∂−=ρρ=ρ 22221221 ),,(,),,( , 
ρ∂
γ∂ρ+γ=ρ=∂
γ∂−=ρρ=ρ 2),,(,),,( 22221221 HzHHzzHzzHH z .                (2.45) 
It will be recalled that the energy ε that figures in the factor exp(−iεt/h) for stationary states is 
added to the constant part of the potential ϕ. It is preferable to single out the relativistic rest 
energy mpc2 explicitly in this part. Proceeding as in [2] we shall obtain in parallel with (4.26) of 
[2] that 
)(1~ 0 rϕ++α−=ϕ C ,                                                    (2.46) 
where C0 is an unknown constant which should be small as compared with 1/α ≈ 137 and 
0)( →ϕ r  as r → ∞. 
To verify the rationality of (2.46) we can find the energy of the formation with 
use made of (2.15) where ∂/∂t = 0 and with account taken of (2.46) and (2.11) where I = 1 [see 
also (2.42)]. In the ordinary units 
∫= dVT 00E
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( ) ( )
⎪⎭
⎪⎬
⎫
⎪⎩
⎪⎨
⎧
⎮⌡
⌠ ⎥⎦
⎤⎢⎣
⎡ κ−ΨΨ−ΨΨϕ−+πα+α−=
∞)(
2
*
21
*
1
22
0
p
~~~~~~~~~
8
11 VdHECc ΓED
hE .               (2.47) 
For clarity sake, here again we have utilized the tilde to denote the dimensionless quantities of 
(2.20). Putting α = 0 we obtain that E = mpc2 if Dp = h/mpc as is usual. 
We can now write down the equations for the new functions that follow from (2.30)−(2.37): 
( )[ ] ( ) )1(322)1(2122)1(120)1(3)1(4 1 GEzGHzGHCzGzG ακ−+ακρ−ακ−ϕ+α+∂∂+ρ∂∂ρ  
( )[ ] 02 )2(422)2(102)1(412 =αρ−α+κ+γαρ−+ UGzGUzGE ,                      (2.48) 
( )[ ] ( ) )1(42)1(31)1(220)1(11
)1(
4
)1(
3 GEGEGHCGH
zz
GG ακ+κ−γα+ακ+ϕ+α+ακ−∂
∂−ρ∂ρ
∂
 
0)2(3
)2(
20 =α+α+ UGGU ,                                             (2.49) 
( )[ ] ( ) )1(320)1(212)1(12)1(1)1(2 22 GHCGEGEzzGG ακ−ϕα−α−+κ−γαρ−+ακ+∂∂+ρ∂∂ρ  
0)2(2
2)2(
30
)1(
41
2 =αρ−α−ακρ− UGGUGH ,                               (2.50) 
( ) ( ) ( ) )1(420)1(312)1(222)1(11)1(2)1(1 21 GHCGHzGEzGEzGzG ακ+ϕα−α−+ακ−ακ+−κ+γα+∂∂−ρ∂ρ∂  
0)2(1
2)2(
40
2 =α+α− UGzGUz ,                                       (2.51) 
( )[ ] ( )[ ] )2(412)2(32)2(212)2(120)2(3)2(4 2 GEGEGHGHCzzGG κ+γαρ−+ακ−ακρ−ακ−ϕ+α+∂∂+ρ∂∂ρ  
0)1(4
2)1(
10 =αρ+α− UGGU ,                                    (2.52) 
( )[ ] ( ) ( ) )2(422)2(31)2(220)2(112)2(4)2(3 1 GEzGEGHCGHzzGzG ακ−−κ−γα+ακ+ϕ+α+ακ−∂∂−ρ∂ρ∂  
0)1(3
2)1(
20
2 =α−α− UGzGUz ,                                  (2.53) 
( ) ( )[ ] ( ) )2(320)2(212)2(122)2(1)2(2 221 GHCGEGEzzGzG ακ−ϕα−α−+κ−γαρ−+ακ++∂∂+ρ∂∂ρ  
0)1(2
22)1(
30
2)2(
41
22 =αρ+α+ακρ− UGzGUzGHz ,                              (2.54) 
( ) ( ) )2(420)2(31)2(22)2(11
)2(
2
)2(
1 2 GHCGHGEGE
zz
GG ακ+ϕα−α−+ακ−ακ−κ+γα+∂
∂−ρ∂ρ
∂
 
0)1(1
)1(
40 =α−α+ UGGU .                                         (2.55) 
The components of the vector Γ of (2.26) and the ones of the vector Δ of (2.27) have the 
structure 
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( ))1(3)1(22)1(4)1(1)2(3)2(2)2(4)2(121221 2),,( GGzGGGGGGzz −−+=ΓρΓρ=Γρ , 
( ))2(3)2(1)2(4)2(22)1(3)1(1)1(4)1(222222 2),,( GGGGGGGGzzz +ρ−−ρ=ΓρΓ=Γ .            (2.56) 
( ))2(2)2(1)2(4)2(3)1(2)1(1)1(4)1(31221 2),,( GGGGGGGGzz +−−=ΔρΔρ=Δρ ,  , ),( 222 zz ρΔ=Δ
2)2(
4
222)2(
3
2)2(
2
22)2(
1
22)1(
4
22)1(
3
22)1(
2
222)1(
12 GzGGGzGGzGzG ρ+−ρ−+ρ−+ρ+−=Δ . (2.57) 
Now Eqs. (2.38) and (2.39) reduce to 
⎟⎠
⎞⎜⎝
⎛ ρ−−ρ−−ρ++ρ+π+ϕ∇ 2)2(4222)2(32)2(222)2(122)1(422)1(322)1(2222)1(12 4 GzGGGzGGzGzG  
024 2121 =⎟⎟⎠
⎞⎜⎜⎝
⎛
∂
Γ∂+ρ∂
Γ∂ρ+Γ+Γπκ+
z
z ,                                (2.58) 
( ))2(3)2(2)2(4)2(12)1(3)1(22)1(4)1(12222 83 GGGGzGGzGGz +−−π+∂ γ∂+ρ∂γ∂ρ+ρ∂ γ∂  
04 211 =⎟⎟⎠
⎞⎜⎜⎝
⎛
ρ∂ρ
Δ∂−∂
Δ∂+Δπκ−
z
z .                                         (2.59) 
It is worthy of remark that Eqs. (2.48)−(2.55) coincide with Eqs. (4.28)−(4.35) of [2] if one 
puts κ = 0 in the former. In the same case Eqs. (2.58)−(2.59) also coincide with Eqs. 
(4.36)−(4.37) of [2]. The further transformations will be carried out in much the same manner as 
in Ref. [2]. It follows from (2.40) and (2.41) that 
)2(
31
)2(
22
)2(
4
)2(
32
)2(
21
2)2(
1 , GBGBGGBGBG +=−ρ−= ,                             (2.60) 
where 
2)1(
4
22)1(
1
)1(
4
)1(
2
2)1(
3
)1(
1
2
)1(
4
)1(
3
)1(
2
)1(
1
1 ,, GGDD
GGGG
B
D
GGGG
B ρ−=ρ+=+= .           (2.61) 
These expressions for  and  can be introduced into all other equations so that the 
number of the unknown functions reduces. 
)2(
1G
)2(
4G
Solving Eqs. (2.52) and (2.55) simultaneously for U0 and U we obtain 
D
GUGU
U
D
GUGU
U
)1(
12
)1(
41
)1(
42
2)1(
11
0 ,
−=αρ−=α ,                                  (2.62) 
where 
⎢⎣
⎡ κ−ϕ+αρ−κ+γαρ−ρ∂
∂ρ++∂
∂+ρ∂
∂ρ+ρ∂
∂ρ= 120221222
)2(
3
)2(
3
1
)2(
2
21 )()(2 BHCBE
BB
zz
GG
B
G
BU  
] )2(3222011211)2(212 )()(2 GEBHCBEBBGH ⎥⎦⎤⎢⎣⎡ ακ−κ−ϕ+α−κ+γαρ−ρ∂∂ρ++ακρ− ,   (2.63) 
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∂ρ= 22011211
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2
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] )2(31120212)2(22 )2()( GHBHCBEBGE ⎥⎦
⎤⎢⎣
⎡ ακ+ακ+ϕα−α−−+γα+ρ∂ρ
∂+ακ+ .         (2.64) 
These U0 and U are to be substituted into all other equations to reduce the number of the 
unknown functions. In particular, if the substitution is made into Eqs. (2.53) and (2.54), one 
obtains the following equations 
02 )2(312
)2(
211
)2(
2
1
2
)2(
2 =++∂
∂ρ−ρ∂
∂ρ GCGC
z
G
zB
G
C ,                             (2.65) 
02 )2(322
)2(
221
)2(
3
1
)2(
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∂−ρ∂ρ
∂
GCGC
z
G
zB
G
C ,                                  (2.66) 
in which 
2
1
22
2
2)1(
2
22)1(
3
33
2 ,1 BB
D
GG
BBzC ρ−=ρ−=+= ,                             (2.67) 
)1(22 22
22
1
222
3
2
1
2121
1
22
2
2
11 BzBzBzBz
BzBBBBzC +ρ+γαρ−+ρ−∂
∂ρ−⎟⎟⎠
⎞⎜⎜⎝
⎛
ρ∂
∂ρ−ρ∂
∂ρ+=  
12
222
2
22
1
22
1
2
2120
22 2)1()1(2 BEzBzBzEBBHCz ακρ−−ρ−ακρ+ακ+ϕα−α−ρ+  
21
222 BHzακρ− ,                                                       (2.68) 
)1(2)](1[2 21
22
1
2
21
2
2
22
1
1
2
2
12 BzEBBzBz
BzBBBBzC ρ++κ+γαρ−+−∂
∂−⎟⎟⎠
⎞⎜⎜⎝
⎛
ρ∂
∂−ρ∂
∂ρ=  
11
22
22
2
2
22
1
22
0 22)1)(( BHzBEBzBzC ακρ−ακ−+ρ+ϕ+α−  
)1( 22
22
1
22
2 BzBzH −ρ−ακ− ,                                         (2.69) 
2
2
2
211
22
2
22
1
1
2
2
21 2)(2 BzBBEzBz
BzBBBBzC −κ+γαρ+−∂
∂−⎟⎟⎠
⎞⎜⎜⎝
⎛
ρ∂
∂−ρ∂
∂ρ=  
11
22
22
22
2
22
1
22
0 22)1)(( BHzBEzBzBzC ακρ+ακ++ρ+ϕ+α+  
)1( 22
22
1
22
2 BzBzH −ρ−ακ+ ,                                       (2.70) 
)1(2 22
22
1
222
1
2
1
11
1
2
2
2
22 BzBzBzBz
BzBBBBzC +ρ+αγ+−−∂
∂−⎟⎟⎠
⎞⎜⎜⎝
⎛
ρ∂
∂ρ−ρ∂ρ
∂=  
12
22
2
22
1
22
12120
2 2)1()1(2 BEzBzBzEBBHCz ακ+−ρ−ακ−ακ+ϕα−α−−  
21
22 BHzακ+ .                                                   (2.71) 
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In regard to the type, Eqs. (2.65)−(2.66) coincide with Eqs. (4.43)−(4.44) of [2] so that they can 
be treated as in [2]. 
Equations (2.58) and (2.59) can be solved for ϕ  and γ with use made of (4.50) and (4.51) of 
[2]. If the resulting ϕ  and γ are placed in the remaining equations, we shall obtain six equations 
(2.48)−(2.51), (2.65), (2.66) for six functions  just as in [2]. The 
equations contain two unknown constants κ and C
)2(
3
)2(
2
)1(
4
)1(
3
)1(
2
)1(
1 ,,,,, GGGGGG
0 which are to be found in the course of 
solving the equations with the proviso that the resulting functions are nonsingular and vanish 
sufficiently rapidly at infinity. 
As in Ref. [2], one can deduce second-order differential equations instead of Eqs. 
(2.48)−(2.51): 
0,0 2
)1(
2
2
2
)1(
2)1(
2
2
1
)1(
1
2)1(
1
2 =ρ+ν−ρ−∇=+ν−∇ zQF
F
FQFF , 
0,0 4
)1(
4
2
2
)1(
4)1(
4
2
3
)1(
3
2)1(
3
2 =ρ+ν−ρ−∇=+ν−∇ QF
F
FzQFF ,                  (2.72) 
where 
)2( 00
2 CC α−α=ν ,                                                  (2.73) 
)1(
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)1(
4
)1(
3
2
)1(
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)1(
3
)1(
4
)1(
3
)1(
4
1 )2(,)2(2 KCzz
KK
QKCKK
z
K
z
K
Q α−−∂
∂+ρ∂ρ
∂−=α−−−−∂
∂−ρ∂
∂ρ−= , 
)1(
40
)1(
2
)1(
2
)1(
1
4
)1(
30
)1(
2
)1(
1
)1(
2
3 ,2 KCKz
K
z
K
QKCK
zz
KK
Q α+−∂
∂−ρ∂ρ
∂=α++∂
∂+ρ∂
∂ρ= ,         (2.74) 
and 
)1(
41
2)1(
32
2)1(
21
22)1(
12
)1(
1 )()( GEGEzGHzGHK +γαρ−ακ−ακρ−κ−ϕα=  
)2(
4
22)2(
10
2 UGzGUz αρ−α+ ,                                       (2.75) 
)1(
42
)1(
31
)1(
22
)1(
11
)1(
2 )()( GEGEGHGHK ακ+κ−γα+κ+ϕα+ακ−=  
)2(
3
)2(
20 UGGU α+α+ ,                                                    (2.76) 
)1(
41
2)1(
32
)1(
21
2)1(
12
)1(
3 )()( GHGHGEGEK ακρ+κ+ϕα+κ−γαρ+ακ−=  
)2(
2
2)2(
30 UGGU αρ+α+ ,                                           (2.77) 
)1(
42
)1(
31
2)1(
22
2)1(
11
)1(
4 )()( GHGHzGEzGEK κ−ϕα+ακ+ακ+κ+γα−=  
)2(
1
2)2(
40
2 UGzGUz α−α+ .                                               (2.78) 
The equations of (2.72) can be rewritten in an integral form given by Eqs. (4.59) and (A.5) of 
[2] from which it follows that the behavior of the functions in question as r → ∞ is determined 
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first of all by the factor e−νr (see also [2]). Therefore the density ρm of (2.18) is proportional to 
e−2νr, which shows that the proton radius is approximately equal to (1/2ν)Dp for the unit of length 
in the present case is the proton Compton wavelength Dp ≈ 0.21 fm. Experiment indicates that the 
proton radius is about 4 Dp [6]. Consequently, ν ≈ 1/8 for the proton. We are now in position to 
evaluate the constant C0 that figures in the above equations. Taking the smaller root in Eq. 
(2.73), since C0 should be small compared to 1/α ≈ 137, we have C0 ≈ 1.07 (αC0 ≈ 0.0078). 
The value of Dp used above is approximate. The exact relation between Dp and the proton 
mass mp measured experimentally can be found by analogy with Eq. (5.2) of [2]. One should 
substitute E = mpc2 into Eq. (2.47), which yields 
( ) ( )
⎪⎭
⎪⎬
⎫
⎪⎩
⎪⎨
⎧
⎮⌡
⌠ ⎥⎦
⎤⎢⎣
⎡ κ−ΨΨ−ΨΨϕ−+πα+α−=
∞)(
2
*
21
*
1
22
0
p
p
~~~~~~~~~
8
11 VdHEC
cm
ΓEhD .               (2.79) 
If we put α = 0 here, we obtain Dp = h/mpc, the relation usually used to calculate Dp. 
The equations obtained above can have not only the solution relevant to the proton 
(antiproton) but also solutions of higher energy ∫= dVT 00E  that must correspond to other 
baryons. Upon knowing the energy spectrum one will be able to calculate the baryon mass 
spectrum by m = E /c2. The heavier baryons should be metastable because they correspond to 
excited states of the protonic field. 
 
2.2. Non-relativistic limit 
 
The passage to the non-relativistic limit in the present theory is explained in Sec. 5 of [2]. We 
should neglect the self-field by setting Aμ = Vμ = 0 in Eq. (2.4) but the external electromagnetic 
field (if it exists) should be retained instead. Besides, we should introduce the proton mass mp 
according to Dp = h/mpc (by the way, this follows from (2.79) when α = e2/hc → 0). Similarly to 
(2.21) we write down the resulting equation in the three-dimensional notation: 
( ) 01extext12p1ext1ext11 =Ψ+χ+Ψβ−Ψϕ+Ψ−Ψ∇+∂Ψ∂ βHγEαAα iecmeeicti hh .       (2.80) 
Henceforth, we shall omit the superscript “ext” for brevity sake. 
The subsequent passage to the limit c → ∞ is carried out in much the same way as in § 33 of 
[4]. First, we exclude the proton rest energy mpc with the help of the substitution Ψ1 = 
ψexp(−impc2t/h). Secondly, we represent the bispinor ψ as ⎟⎟⎠
⎞
⎜⎜⎝
⎛
ψ ′′
ψ′=ψ  and obtain two equations 
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for ψ′ and ψ″. In the second equation, only the quantity 2mpc2 in the coefficient of ψ″ is retained 
so that 
ψ′⎟⎠
⎞⎜⎝
⎛ χ++∇−=ψ ′′ EAσ
c
ie
c
ei
cm p
h
2
.                                     (2.81) 
Substituting this into the first equation and performing transformations as in § 33 of [4] we arrive 
at 
⎪⎩
⎪⎨
⎧ ⎟⎠
⎞⎜⎝
⎛ χ−χ−ϕ−χ++⎟⎠
⎞⎜⎝
⎛ +∇−=∂
ψ′∂ 2
pp
2
p
div
222
1 E
c
e
cm
eee
cm
e
c
ei
mt
i EσHσHA hhhh  
ψ′⎪⎭
⎪⎬
⎫
⎟⎟⎠
⎞
⎜⎜⎝
⎛
⎥⎦
⎤⎢⎣
⎡ ⎟⎠
⎞⎜⎝
⎛ +∇−+χ− AEEσ
c
eii
cm
e hh 2curl
2 p
.                                (2.82) 
The coefficient of H indicates that the proton has the magnetic moment 
σμ ⎟⎟⎠
⎞
⎜⎜⎝
⎛ χ+−= h
h cm
cm
e p
p
2
1
2
.                                              (2.83) 
It will be recalled that the charge of the proton is −e > 0 so that the magnetic moment is oriented 
in the direction of the spin as it should be. If we introduce the nuclear magneton μN = |e|h/(2mpc) 
and replace χ by κ according to (2.20), the value of the magnetic moment will be μ = (1 + 2κ)μN. 
The experimental value of the proton magnetic moment is μ ≈ 2.793 μN. Therefore, κ ≈ 0.895. 
The last value is approximate for Eq. (2.83) is approximate. 
 
3. Simultaneous description of the electronic and protonic fields 
 
When considering simultaneously the electronic and protonic fields the question arises as to 
whether or not the four-vector Vμ (or vμ in [2]) is common to the electronic and protonic fields. 
In Ref. [2] where the vector vμ was introduced it came from the imaginary part of the four-
potential Aμ. Seeing that the potential Aμ is unique in space it would seem that vμ should be 
unique for both the fields as well. This is not the case, however. The uniqueness of vμ would 
signify that there is a new and unknown field in nature represented by the vector vμ, the field that 
is not described by any equations. Besides, the vector Vμ does not figure in the energy-
momentum tensor of (2.14). All of this amounts to saying that the electronic field is 
characterized by ψ1, ψ2 and vμ while the protonic by Ψ1, Ψ2 and Vμ. We shall yet return to this 
question a little later. 
When the electronic field was considered in Ref. [2], as the standard of length was chosen 
the electron Compton wavelength D. In Sec. 2 of the present paper the standard of length for the 
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protonic field was the proton Compton wavelength Dp. When treating simultaneously the fields 
the standard of length must be unique. In the present section our main concern will be nuclei. For 
this reason the standard of length will be Dp. As for the electron Compton wavelength D we shall 
write D = ζDp where experimentally ζ ≈ 1840. The exact value of ζ is to be found in the course of 
solving equations obtained below. The knowledge of ζ enables one to find out the relation 
between the electron mass m and the proton mass mp with use made of Eq. (5.2) of [2] and of Eq. 
(2.79) above. In this way, one of the fundamental constants in nature, the ratio mp/m, will be 
explained. 
Now we combine the Lagrangian of (3.3) of [2] where the replacement m = h/Dc = h/(ζDpc) is 
made and the Lagrangian of (2.3): 
⎟⎠
⎞⎜⎝
⎛ ψγ∂
ψ∂+∂
ψ∂γψ−ψγ∂
ψ∂−∂
ψ∂γψ+π−=
μ
μμ
μμ
μμ
μμν
μν 22221111216
1)(
xxxx
icFFxL h  
)(
2 22112
22
21
11
1 ψγψ−ψγψ−⎟⎟⎠
⎞
⎜⎜⎝
⎛ Ψγ∂
Ψ∂+∂
Ψ∂γΨ−Ψγ∂
Ψ∂−∂
Ψ∂γΨ+ μμμμμμμμμμμ eAxxxx
ich  
)((
2
)( 221122112211 ψψ−ψψς−ΨσΨ−ΨσΨχ+ΨγΨ−ΨγΨ+
μνμν
μν
μμ
μ
p
cFeieA D
h  
)()()( 122112212211
p
ΨγΨ+ΨγΨ+ψγψ+ψγψ−ΨΨ−ΨΨ− μμμμμμ eVevcD
h .        (3.1) 
The Lagrangian is gauge invariant according to (2.2). 
Some comment at this point is in order. The Lagrangian of (3.1) can be supplemented with 
terms of the type ψ1Ψ1 that would reflect direct interaction of the electronic and protonic fields. 
In this case, however, the equations of [2] describing the electronic field will be supplemented 
with terms containing Ψ1,2 and relevant to the protonic field, which contradicts equations of 
QED, and the equations of Sec. 2 above will be supplemented with terms containing ψ1,2 and 
relevant to the electronic field. And what is more important, those terms will make it possible for 
the proton to be converted into a positron and vice versa, which is not observed experimentally 
up till now. We do not include such terms in the Lagrangian of (3.1) presuming that the 
electronic and protonic fields interact with each other only via the electromagnetic field. 
Varying L(x) with respect to 1ψ , 2ψ , ψ1 and ψ2 we obtain Eqs. (3.4)−(3.7) of [2] with the 
above replacement m = h/(ζDpc) while variation with respect to 1Ψ , 2Ψ , Ψ1 and Ψ2 leads to Eqs. 
(2.4)−(2.7) above. Only the equation stemming from variation with respect to Aμ changes: 
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( ) ( ) ( )221122112211 444 ΨσΨ−ΨσΨ∂∂χπ+ΨγΨ−ΨγΨπ+ψγψ−ψγψπ−=∂∂ μνμννμμμμν
μν
x
ieee
x
F .
(3.2) 
Varying L(x) with respect to vμ and Vμ one obtains 
0,0 12211221 =ΨγΨ+ΨγΨ=ψγψ+ψγψ μμμμ .                                   (3.3) 
In this connection the following remark may be made. If the four-vector vμ were unique for both 
the electronic and protonic fields as discussed at the outset of this section, instead of the two 
equations of (3.3) one would have one equation: 
012211221 =ΨγΨ+ΨγΨ+ψγψ+ψγψ μμμμ .                                   (3.4) 
In the case of a hydrogen atom the protonic field is confined in a region of size several Dp while 
the electronic field extends to the Bohr radius rB = mB pDp/(αm) ≈ 2.5⋅10  D5 p. Therefore, the region 
where the first two terms in (3.4) are essential and the region where the last two terms are 
essential are substantially different. Consequently, only the first two terms in (3.4) can 
compensate each other, which leads to the first equation of (3.3), and the mutual compensation 
of the last two terms in (3.4) yields the second equation of (3.3). 
From Eqs. (3.4)−(3.7) of [2] and from Eqs. (2.4)−(2.7) above it follows that 
( ) ( ) 0,0 22112211 =ΨγΨ−ΨγΨ∂∂=ψγψ−ψγψ∂∂ μμμμμμ xx .                      (3.5) 
It should be observed that, if we differentiate (3.2) with respect to xμ and take the antisymmetry 
of Fμν and σμν into account, the resulting equation will hold owing to (3.5). In perfect analogy to 
(2.11) we shall obtain from the two equations of (3.5) that 
∫∫
∞
∗∗
∞
∗∗ =ΨΨ−ΨΨ=ψψ−ψψ
)(
p2211
)(
e2211 )(,)( NdVNdV ,                      (3.6) 
where Ne and Np are the number of electrons and protons respectively in the system. Inasmuch as 
the integrals in (3.6) are constants of motion, these numbers are conserved in all processes 
described by the above equations. 
We present also the energy-momentum tensor which can be calculated starting from (3.1) 
similarly to (2.14): 
( ) ( )2222111124161 ψγψ−ψγψ−ψγψ+ψγψ−−π= μννμμννμλνμλληλημνμν AAAAeFFFFgT  
( )222211112 ΨγΨ−ΨγΨ−ΨγΨ+ΨγΨ+ μννμμννμ AAAAe  
( )222211112 ΨσΨ−ΨσΨ−ΨσΨ+ΨσΨχ− ημηνηνημημηνηνημ FFFFie  
 19
⎜⎜⎝
⎛
∂
ψ∂γψ−∂
ψ∂γψ−ψγ∂
ψ∂−ψγ∂
ψ∂−∂
ψ∂γψ+∂
ψ∂γψ+
ν
μ
μ
νμ
ν
ν
μν
μ
μ
ν
xxxxxx
ic 2
2
2
21
1
1
11
1
1
14
h  
⎜⎜⎝
⎛ Ψγ∂
Ψ∂−Ψγ∂
Ψ∂−∂
Ψ∂γΨ+∂
Ψ∂γΨ+⎟⎟⎠
⎞ψγ∂
ψ∂+ψγ∂
ψ∂+ μ
ν
ν
μν
μ
μ
νμ
ν
ν
μ
1
1
1
11
1
1
12
2
2
2
4 xxxx
ic
xx
h  
⎟⎟⎠
⎞Ψγ∂
Ψ∂+Ψγ∂
Ψ∂+∂
Ψ∂γΨ−∂
Ψ∂γΨ− μ
ν
ν
μν
μ
μ
ν
2
2
2
22
2
2
2 xxxx
,                         (3.7) 
and the vector M of angular momentum as in (2.17) 
( )∫∫
∞∞
χ+ΨγΨ+ΨγΨ−ψγψ−ψγψ−π=
)(
2
0
21
0
12
0
21
0
1
)(
]][[)]([]][[
4
1 dV
c
edV
c
HΓrrAEHrM  
( ) ( ){ }dVi∫
∞
ψ∇γψ−ψ∇γψ−ψγψ−ψγψ+
)(
2
0
21
0
12
0
21
0
12
1 ][][ rrΣΣh  
( ) ( ){ }dVi∫
∞
Ψ∇γΨ−Ψ∇γΨ−ΨγΨ−ΨγΨ+
)(
2
0
21
0
12
0
21
0
12
1 ][][ rrΣΣh .               (3.8) 
In Ref. [3] it was stated that several electrons are described by a single electronic field where 
there are no individual electrons. This suggests that the protonic field should also describe not 
only one proton but several protons as well. The numbers of electrons and protons in a system 
are given by (3.6). It was argued in Introduction that all elementary particles are to be 
describable in terms of the electronic and protonic fields. This holds for nuclei too. Figuratively 
speaking, they are composed of electrons and protons. As mentioned in Introduction this was, 
historically, the first hypothesis concerning the structure of the nuclei. The hypothesis was 
rejected because of a naïve consideration of the spins. We shall demonstrate below that the spin 
of the nuclei can be explained in terms of the electronic and protonic fields. 
If the electronic field exists in a nucleus, it exists of course in the electronic envelope of the 
atom formed by the same nucleus. The question arises as to whether the electronic field of the 
nucleus and the one of the electronic envelope are one and the same field. The electronic field of 
the nucleus cannot vanish identically in the electronic envelope, and conversely the field of the 
electronic envelope penetrates into the nucleus. Therefore, both the fields are in fact a single 
electronic field. The atom can be completely ionized, in which case there will remain the nuclear 
electronic field alone. On the other hand, there are no nuclei composed completely of protons 
excluding hydrogen 1H. Therefore all nuclei (except for 1H) contain the electronic field. As long 
as the electronic field is unique, any change in the electronic envelope of the atom will affect the 
atomic nucleus. Until the present time it was believed that the atomic nucleus and the electronic 
envelope of the atom are independent of each other so that changes in the electronic envelope 
have no influence on the atomic nucleus. 
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3.1. Dimensionless equations 
 
We introduce dimensionless quantities, denoting them by a tilde, according to (2.20). The 
dimensionless quantities for the electronic field will be 
μμ =ψ=ψ vev ~,~1
p
2,12/3
p
2,1 DD
.                                              (3.9) 
We shall use the three-dimensional notation. Equations (3.4)−(3.5) of [2] that follow from the 
Lagrangian of (3.1) become 
0~~~~~1~~~~~~~
~
2201111
1 =ψα+ψα−ψβς−ψϕα+ψα−ψ∇+∂
ψ∂
αvαAα vi
t
i ,                        (3.10) 
0~~~~~1~~~~~~~
~
1102222
2 =ψα−ψα+ψβς−ψϕα+ψα−ψ∇+∂
ψ∂
αvαAα vi
t
i .                        (3.11) 
It should be noted that these equations differ from Eqs. (4.2)−(4.3) of [2] in the sign in front of A 
and ϕ because the proton charge is taken now as a basis. Besides, the fifth terms in (3.10)−(3.11) 
contain the factor 1/ζ. Equations (2.21)−(2.22) remain as they stand. In the stationary state 
considered below Eq. (3.2) yields two equations 
( ) ( ) 0~div4~~~~4~~~~4~ 2*21*12*21*12 =πκ+ΨΨ−ΨΨπ+ψψ−ψψπ−ϕ∇ Γ ,                      (3.12) 
( ) ( ) 0~curl4~~~~4~~~~4~div~ 2*21*12*21*12 =πκ−ΨΨ−ΨΨπ+ψψ−ψψπ−∇−∇ ΔααααAA .           (3.13) 
We look for stationary solutions. In Ref. [2] and in Sec. 2 above we neglected the time-
dependent factor exp(−iεt/h) that figured in the wave function in this instance upon assuming that 
the energy ε was added to the unknown constant part of ϕ. The present situation is more involved 
as long as the time-dependent factor is different in ψ1,2 and Ψ1,2. For this reason we proceed as 
follows. First of all, we separate out the constant part in the potential ϕ upon writing 
)(~ 0 rϕ+=ϕ C ,                                                     (3.14) 
wherein 0)( →ϕ r  as r → ∞. The time-dependent factor in ψ1,2 is exp(−iεet/h). The electron 
energy can be written as εe = mc2 e~ε  = (hc/D) e~ε  = (hc/ζDp) e~ε . Substituting this and (3.14) into the 
diagonal terms in (3.10) (the first, fourth and fifth terms) and recalling that the matrix β in the 
standard representation is  [4] we obtain, in the first two equations of (3.10), ⎟⎟⎠
⎞
⎜⎜⎝
⎛
−=β 10
01
[ 1e ]~ψϕα+αC  where 0ee /)1~( CC α+ς−ε=α . In the last two equations of (3.10) we have 
[ ] [ 1e1e ]~/2~~/)1~( ψϕα+α+ς=ψϕα+ς+ε C . The time-dependent factor in Ψ1,2 is exp(−iεpt/h) 
where εp = mpc2 p~ε  = (hc/Dp) . Substituting this and (3.14) into the diagonal terms in (2.21) we p~ε
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obtain, in the first two equations of (2.21), 1p
~][ Ψϕα−α− C  where 0pp 1~ CC α++ε−=α . In the 
last two equations of (2.21) we have 1p1p
~]2[~]~1~[ Ψϕα−α−=Ψϕα−+ε C . Comparing the above 
formulae with equations of [2] and of Sec. 2 above we can see that the constants Ce and Cp 
should be small versus 1/α. It may be added that the constant 0C  that figures in (3.14) disappears 
off the equations, which is natural because the potential is defined up to an arbitrary constant. 
From here on we shall omit the tilde as in Sec. 2. 
In what follows we shall restrict ourselves to axially symmetric solutions. Analogously to 
(2.25) the solution to the above equations in the cylindrical coordinates ρ, , z will be sought in 
the form 
ϕ&
⎟⎟
⎟⎟
⎟
⎠
⎞
⎜⎜
⎜⎜
⎜
⎝
⎛
ρ
ρ
ρ
ρ
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ϕ+ϕ
ϕ
&&
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&&
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ezif
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),(
)2,1(
4
)2,1(
3
)2,1(
2
)2,1(
1
2,1 ,     ,                         (3.15) 
⎟⎟
⎟⎟
⎟
⎠
⎞
⎜⎜
⎜⎜
⎜
⎝
⎛
ρ
ρ
ρ
ρ
=Ψ
ϕ+ϕ
ϕ
ϕ+ϕ
ϕ
&&
&
&&
&
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eziF
eziF
ezF
ezF
),(
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),(
),(
)2,1(
4
)2,1(
3
)2,1(
2
)2,1(
1
2,1
in which the functions  and  are real. Compared to Eq. (4.4) of [2] and Eq. (2.25) 
above, here we have added factors containing the constants a and b. It would seem that such a 
factor could be eliminated by the gauge transformation of (2.2). The factors, however, are 
different if a ≠ b and cannot be eliminated simultaneously unless a = −b. Besides, if, for 
example,  in (2.2), the 
)2,1(
if
)2,1(
iF
ϕ∝ &af ϕ& -component of the vector A will contain a singular term 
proportional to a/ρ whereas we always presume that the vector potential A is regular in all space. 
Provided the bispinors ψ1,2 and Ψ1,2 are given by (3.15), the current density will have only 
one nonzero component as in (2.28). The vector potential A will have only one nonzero 
component  as well (denoted henceforth as A). The vectors v and V will have only one 
nonzero components  = v and  = V, too. 
ϕ&A
ϕ&v ϕ&V
By way of example we consider Eq. (3.10) into which (3.15) is substituted. When the 
diagonal terms are transformed as pointed out above, we obtain 
0)(1 )2(4
)2(
10
)1(
1e
)1(
4
)1(
4
)1(
3
)1(
4 =α−α+ϕ+α−α+ρ
++∂
∂+ρ∂
∂
vffvfCAffa
z
ff
,         (3.16) 
0)( )2(3
)2(
20
)1(
2e
)1(
3
)1(
3
)1(
4
)1(
3 =α+α+ϕ+α−α−ρ−∂
∂−ρ∂
∂
vffvfCAffa
z
ff
,            (3.17) 
0)/2(1 )2(2
)2(
30
)1(
3e
)1(
2
)1(
2
)1(
1
)1(
2 =α−α−ϕα+α+ς+α+ρ
++∂
∂+ρ∂
∂
vffvfCAffa
z
ff
,     (3.18) 
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0)/2( )2(1
)2(
40
)1(
4e
)1(
1
)1(
1
)1(
2
)1(
1 =α+α−ϕα+α+ς+α−ρ−∂
∂−ρ∂
∂
vffvfCAffa
z
ff
.        (3.19) 
In all these equations there are singular terms containing 1/ρ. In order to get rid of them we 
make the replacement 
)2,1()2,1(
ii ff
)ηρ= ,                                                   (3.20) 
presuming that the functions )2,1(if
)
 are regular. An important remark should be made at this 
point. All physical quantities are quadratic in  and thereby they will be proportional to ρ)2,1(if 2η 
according to (3.20). The physical quantities, their derivatives inclusive, cannot be singular 
anywhere, including the axis ρ = 0. Therefore the number 2η must be a positive integer or zero. 
Consequently, the number η must be a positive integer, zero or a positive half-integer. 
Inserting (3.20) into Eqs. (3.16)−(3.19) gives 
0)(1 )2(4
)2(
10
)1(
1e
)1(
4
)1(
4
)1(
3
)1(
4 =α−α+ϕ+α−α+ρ
++η+∂
∂+ρ∂
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fvfvfCfAfa
z
ff )))))
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,         (3.21) 
0)( )2(3
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20
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fvfvfCfAfa
z
ff )))))
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,             (3.22) 
0)/2(1 )2(2
)2(
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)1(
2
)1(
2
)1(
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)1(
2 =α−α−ϕα+α+ς+α+ρ
++η+∂
∂+ρ∂
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fvfvfCfAfa
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ff )))))
))
,     (3.23) 
0)/2( )2(1
)2(
40
)1(
4e
)1(
1
)1(
1
)1(
2
)1(
1 =α+α−ϕα+α+ς+α−ρ
−η+∂
∂−ρ∂
∂
fvfvfCfAfa
z
ff )))))
))
.       (3.24) 
We cannot eliminate the terms with 1/ρ in all the equations but we can eliminate these terms in 
two of them. There are two possibilities. First, we can put η = a obtaining equations akin in 
structure to Eqs. (4.6)−(4.9) of [2]. Since the number η is a positive integer, zero or a positive 
half-integer, such must the constant a. By analogy with Eqs. (4.24)− (4.25) of [2] we make the 
replacement 
),(),,(),,(),,( 22)1(4
)1(
4
22)1(
3
)1(
3
22)1(
2
)1(
2
22)1(
1
)1(
1 zgfzzgfzzgfzgf ρρ=ρ=ρρ=ρ=
))))
 
),(),,(),,(),,( 22)2(4
)2(
4
22)2(
3
)2(
3
22)2(
2
)2(
2
22)2(
1
)2(
1 zzgfzgfzgfzzgf ρρ=ρ=ρρ=ρ=
))))
, 
),(),,( 2222 zAz ρργ=ρϕ=ϕ , .               (3.25) ),(),,( 222200 zzuvzzuv ρρ=ρ=
Now Eqs. (3.21)−(3.24) reduce to 
( ) 0)1(2 )2(422)2(102)1(1e)1(42)1(3)1(4
)1(
3
)1(
4 =αρ−α+ϕ+α−γαρ++++∂
∂+ρ∂
∂ρ ugzguzgCggga
z
g
z
g
,  
(3.26) 
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( ) 0)2(3)2(20)1(2e)1(3
)1(
4
)1(
3 =α+α+ϕ+α−αγ−∂
∂−ρ∂ρ
∂
uggugCg
zz
gg
,                    (3.27) 
( ) 0/2)1(2 )2(22)2(30)1(3e)1(22)1(2
)1(
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)1(
2 =αρ−α−ϕα+α+ς+γαρ+++∂
∂+ρ∂
∂ρ uggugCgga
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gg
, 
(3.28) 
( ) 0/2 )2(12)2(402)1(4e)1(1)1(2
)1(
2
)1(
1 =α+α−ϕα+α+ς+αγ−−∂
∂−ρ∂ρ
∂
ugzguzgCgg
z
g
z
g
.   (3.29) 
In the present case Eq. (3.11) acquires the form  
( ) 0)1(2 )1(42)1(10)2(1e)2(42)2(4
)2(
3
)2(
4 =αρ+α−ϕ+α−γαρ+++∂
∂+ρ∂
∂ρ uggugCgga
zz
gg
,    (3.30) 
( ) 0)1(32)1(202)2(2e)2(3)2(4
)2(
4
)2(
3 =α−α−ϕ+α−αγ−−∂
∂−ρ∂ρ
∂
ugzguzgCgg
z
g
z
g
,              (3.31) 
( ) )2(3e)2(22)2(2)2(1
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2 /2)1(2 gCggag
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g ϕα+α+ς+γαρ++++∂
∂+ρ∂
∂ρ  
0)1(2
22)1(
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2 =αρ+α+ ugzguz ,                                      (3.32) 
( ) 02 )1(1)1(40)2(4e)2(1
)2(
2
)2(
1 =α−α+ϕα+α++αγ−∂
∂−ρ∂ρ
∂
uggugCg
zz
gg
.             (3.33) 
Further treatment of these equations can be carried out in much the same way as the treatment of 
Eqs. (4.28)− (4.35) of Ref. [2]. If a = 0, the last equations will differ from Eqs. (3.26)−(3.33) 
only in sign in front of γ, ϕ  and Ce. In the event that Eqs. (3.26)−(3.29) are transformed to the 
type of Eqs. (4.52) and (A.1) of [2], one will have 
)/2( ee
2 CC α+ςα−=ν .                                                  (3.34) 
The quantity ν2 will be positive if −2/ζ < αCe < 0. 
The second possibility concerning Eqs. (3.21)−(3.24) is to put η = −a−1. Since the number η 
is a positive integer, zero or a positive half-integer, the constant a must be a negative integer or 
half-integer satisfying the inequality a ≤ −1. Instead of (3.25) we now make the replacement 
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),(),,( 2222 zAz ρργ=ρϕ=ϕ , .               (3.35) ),(),,( 222200 zzuvzzuv ρρ=ρ=
Equations (3.21)−(3.24) and (3.11) now yield 
( ) 0)2(4)2(10)1(1e)1(4
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,                      (3.36) 
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These equations are similar in structure to Eqs. (3.26)−(3.33) and can be treated analogously 
although the roles of the functions  are different as compared to Eqs. (3.26)−(3.33). )2,1(ig
Summarizing the analysis of Eqs. (3.21)−(3.24) we see that the constant a in (3.15) must be 
an integer, zero or a half-integer subject to the restrictions a ≥ 0 or a ≤ −1. Only the interval −1 < 
a < 0 is excluded. In actual fact, the value a = −1/2 alone is prohibited. 
We now turn to Eqs. (2.21)−(2.22). The terms in the equations that contain derivatives are 
fully analogous to the relevant terms in (3.10)−(3.11). We make the substitution of (3.15) that 
leads to equations of the type (3.16)−(3.19) with b instead of a. Next, we make the replacement 
akin to (3.20): 
)2,1()2,1( p
ii FF
)ηρ= ,                                                   (3.44) 
and obtain equations of the type (3.21)−(3.24). We shall again have two possibilities: ηp = b and 
ηp = −b−1. The first possibility leads to equations similar to (2.48)−(2.55), the second possibility 
to analogous equations as in (3.36)−(3.43). As a result, the constant b in (3.15) as well as the 
constant a must be an integer, zero or a half-integer, excluding the value b = −1/2. 
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3.2. Spins of nuclei 
 
In this paper we restrict our consideration to the electronic field concentrated completely 
inside nuclei, that is to say, we shall consider solely “naked” nuclei devoid of the external 
electronic envelope. The angular momentum M of a nucleus, the nuclear spin, is given by (3.8). 
Similarly to [2] and Sec. 2 above it can be shown that the first two integrals in (3.8) vanish for 
the stationary and axially symmetric solutions under consideration if Eq. (3.12) is taken into 
account. We introduce (3.15) into the last two integrals and integrate over the angle  to see that 
there is only one nonzero component M
ϕ&
z of the vector M. With use made of (3.6) the component 
in the ordinary units becomes 
pe 2
1
2
1 NbNaM z hh ⎟⎠
⎞⎜⎝
⎛ ++⎟⎠
⎞⎜⎝
⎛ += .                                            (3.44) 
The spin is closely related to the magnetic moment μ. Analogously with Eq. (2.43) we find 
that μ has only one component 
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∞
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1 .               (3.45) 
It is worth remarking that the vector Δ of (2.19) does not depend on the factor )(exp ϕ&ib  in 
(3.15). Equations (3.44) and (3.45) demonstrate that the relation between μz and Mz is not so 
simple. This is exampled by the proton for which μz ≈ 2.793 μN whereas Mz = h/2. 
As established above the constants a and b in (3.44) must be integers, zero or half-integers 
excluding the values a = −1/2 and b = −1/2. Now one can understand this exclusion. If a = −1/2 
in (3.44), the spin of the electronic field, the case of one electron inclusive when Ne = 1, will be 
nil. In this instance there will be no rotational motion in the electron in order to compensate the 
repulsive Coulomb forces inside the electron according to Ref. [2] so that the electron will not 
exist. If b = −1/2, the same concerns the proton. It is interesting to note that the electron spin [Ne 
= 1 and Np = 0 in (3.44)] is not necessarily equal to h/2. It can be equal even to an integer (×h). 
Of course, this will correspond to excited states of the electron if Ne = 1 and Np = 0. 
The number of protons Np in a nuclide  is equal to the mass number A, and the number of 
electrons N
XAZ
e is A − Z (previously this was the number of neutrons). According to (3.44) the spin 
of a nucleus can be different depending on the numbers a and b. We have so selected these 
numbers that the resulting spin would coincide with the experimental value taken from [7] or, if 
it is impossible, would be as close to the experimental value as possible. The results are 
 26
presented in Table 1 for different stable nuclides taken as examples (the neutron is also included 
although it is unstable). Two values of a and b for each nuclide are such that they give one and 
the same η in (3.20) and one and the same ηp in (3.44) so that they are relevant to different 
orientations of the nucleus. It should be remarked that one and the same Mz can be obtained with 
different a and b. The table contains the least possible values of |a| and |b| although sometimes 
close values are possible. For example, in the case of the deuteron 2H the value Mz/h = 1 is also 
produced by a = −3/2 and b = 1/2 and Mz/h = −1 by a = 1/2 and b = −3/2. In the table are placed 
the values that yield ηp = 0 for 2H. The numbers a and b are to be found when solving the above 
equations. 
 
Table 1. Spins of nuclei 
 
 
Nucleus 
 
a 
 
b 
 
Mz/h 
Mz/h, 
Ref. [7] 
 
Nucleus 
 
a 
 
b 
 
Mz/h 
Mz/h, 
Ref. [7] 
1/2 −1 1/2 6 −4 0  
Neutron −3/2 0 −1/2 
 
1/2 
 
26Mg −7 3 0 
 
0 
3/2 −1 1 31/2 −9 0  
2H −5/2 0 −1 
 
1 
 
64Zn −33/2 8 0 
 
0 
1/2 −1 0 −21 11 1/2  
6Li −3/2 0 0 
 
1 
 
107Ag 20 −12 −1/2 
 
1/2 
5/2 −2 3/2 8 −11/2 0  
7Li −7/2 1 −3/2 
 
3/2 
 
136Ba −9 9/2 0 
 
0 
1/2 −1 0 45 −55/2 0  
10B −3/2 0 0 
 
3 
 
182W −46 53/2 0 
 
0 
5/2 −2 3/2 −24 27/2 1/2  
11B −7/2 1 −3/2 
 
3/2 
 
183W 23 −29/2 −1/2 
 
1/2 
1/2 −1 0 −8 4 3/2  
14N −3/2 0 0 
 
1 
 
197Au 7 −5 −3/2 
 
3/2 
5/2 −2 3/2 51 −63/2 0  
23Na −7/2 1 −3/2 
 
3/2 
 
206Pb −52 61/2 0 
 
0 
1/2 −1 0 26 −33/2 1/2  
24Mg −3/2 0 0 
 
0 
 
207Pb −27 31/2 −1/2 
 
1/2 
9/2 −3 5/2 103/2 −32 0  
25Mg −11/2 2 −5/2 
 
5/2 
 
208Pb −105/2 31 0 
 
0 
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Inspecting the table we see that the spin given by (3.44) and the experimental one do not 
coincide only for the nuclides . Interestingly enough, in all of these nuclides 
(and only in them if stable nuclides alone are taken into account) the mass number A is even 
while the atomic number Z is odd. The discrepancy between the theory and experiment may be 
explained as follows. Although the spin of the nuclei is nil according to (3.44), their magnetic 
moment can be distinct from zero according to (3.45). The spin is measured by investigating 
motion of particles in magnetic fields so that it is the magnetic moment that plays a leading role 
in the motion. The existence of the magnetic moment can imitate a nonzero spin. Besides, 
account must be taken of the fact that the spin of the “naked” nuclei considered may differ from 
the spin of the nuclei surrounded by an electronic envelope because this envelope affects the 
electronic field inside the nuclei as mentioned above, whereas it is unclear as to whether the 
tables of [7] contain the spin of “naked” nuclei or the spin of nuclei with their electronic 
envelopes. It should be added that we imply only axially symmetric solutions to the equations 
whereas other solutions are possible as well. In connection with Table 1 it is worthy of remark 
also that, when the values of |a| and |b| are considerable, the numbers η in (3.20) and η
Nand BLi, 147
10
5
6
3
p in (3.44) 
will be large as well. In this instance the density of matter near the axis ρ = 0 is extremely small 
and the nuclei have the shape of a torus. 
 
3.3. The constant ζ 
 
The dimensionless equations of (3.10)−(3.13) and (2.21) −(2.22) contain three dimensionless 
constants α, κ and ζ. The fine-structure constant α is determined from the condition of the 
existence of the electron according to Ref. [2]. The constant κ is determined from the condition 
of the existence of the proton according to Sec. 2 above. The third constant ζ appears when the 
electronic and protonic fields are present simultaneously. The simplest system in which both the 
fields are present is a hydrogen atom. However a spatially bounded solution to the Dirac 
equation relevant to the hydrogen atom exists even if the electronic self-field is disregarded and 
the proton is considered to be a point. Corrections to the solution due to the electronic self-field 
and the structure of the proton can be sought by applying a perturbation theory to the above 
equations (cf. Ref. [3]). The constant ζ in these calculations will be arbitrary. The next simple 
system is a neutron. The neutron is, however, unstable whereas we imply only stationary and 
therefore stable systems. 
We now turn to a deuteron that consists of two protons and one electron. The stability of the 
deuteron proves that two protons are capable of holding an electron inside the nucleus while one 
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proton is not able to do so, which is demonstrated by the instability of the neutron. We put Ne = 1 
and Np = 2 in (3.6) and look for a particle-like and physically admissible solution to the above 
equations, the solution relevant to the deuteron. The solution should exist only if the constant ζ 
has a well-defined value. Of course the solution and the value of ζ can be found only 
numerically. As mentioned above, ζ ≈ 1840.  
If the constant ζ is found when considering the deuteron, one may expect that the same ζ will 
produce other stationary solutions with other values of Ne and Np, the solutions that will be 
relevant to other stable nuclei. It will be recalled that we have other constants at our disposition, 
namely, the constants Ce and Cp and the numbers a and b. It is conceivable that one will succeed 
in proving that the stationary solutions exist only if the numbers Ne and Np lie in definite ranges. 
This will determine the region of stable nuclides. 
 
4. Mesons 
 
In what follows we shall be in need of an antiproton. The antiproton p  can be described by 
analogy with the positron considered in Ref. [2]. If one introduces bispinors 1Ψ′  and 2Ψ′  
according to 21 Ψ′=Ψ C  and 12 Ψ′=Ψ C , the bispinors 1Ψ′  and 2Ψ′  will obey the same equations 
of (2.4)−(2.8) and (2.12) with, however, another sign in front of Aμ. Thus, if the system of 
equations of Sec. 2 has a solution Ψ1, Ψ2, Aμ, Vμ, the system has the solution 2ΨC , 1ΨC , −Aμ, 
Vμ as well. The signs in front of Aμ demonstrate that the solutions are relevant to particles with 
opposite signs of the charge, that is, to protons and antiprotons respectively. The sign in the 
normalization of (2.11) also changes for the antiprotons as for the positron [2]. As a result, the 
equations of (3.6) are to be rewritten now as 
∫∫
∞
∗∗
∞
∗∗ −=ΨΨ−ΨΨ−=ψψ−ψψ
)(
pp2211e
)(
e2211 )(,)( NNdVNNdV ,              (4.1) 
where eN  and pN  are the number of positrons and antiprotons respectively in the system. These 
equations embody the conservation of the leptonic and baryonic charges. The numbers Ne and 
eN  include also the number of other (heavy) leptons and antileptons because they can be 
regarded as excited states of the electron or positron according to [2]. At the same time the 
number of neutrinos and antineutrinos does not figure in (4.1) for they are only a “building 
waste» remaining after processes with the other leptons [3]. In conformity with the end of Sec. 
2.1 the numbers Np and pN  include also the number of other baryons and antibaryons present in 
the system. Consequently, Eq. (4.1) can be recast in a more general form as  
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∫∫
∞
∗∗
∞
∗∗ −=ΨΨ−ΨΨ−=ψψ−ψψ
)(
bb2211l
)(
l2211 )(,)( NNdVNNdV ,              (4.2) 
where Nl, lN , Nb and bN  are respectively the number of leptons (without neutrinos and 
antineutrinos), antileptons, baryons and antibaryons in the system. 
The annihilation of an electron and a positron was considered in Ref. [2]. From the point of 
view of (4.1) we have in this example that Ψ1 = Ψ2 = Np = pN  = 0 and Ne = eN  = 1. Now the 
first equation in (4.1) becomes 
0)(
)(
2211 =ψψ−ψψ∫
∞
∗∗ dV .                                           (4.3) 
If we have ψ1 ≠ 0, ψ2 ≠ 0 first in (4.3), after the annihilation we have ψ1 = ψ2 = 0. Consequently, 
the electronic field disappears being converted into an electromagnetic wave described by Eq. 
(3.8) of [2] with ψ1 = ψ2 = 0. Equation (4.3) admits another interpretation. If we have first an 
electromagnetic wave alone (ψ1 = ψ2 = 0), it is able to create an electron-positron pair where ψ1 
≠ 0 and ψ2 ≠ 0. This does not contradict Eq. (4.3) or (4.1) with Ne = eN  = 1. The creation is 
possible when the frequency of the wave is ω = 2mc2/h. This process is due to a resonance and is 
discussed in Sec. 7 of [8]. In a similar way, a protonic field can be generated. Thus, the 
electronic and protonic fields can come into being even if they were absent initially with the 
proviso that (4.2) is fulfilled. 
Mesons do not exist in nature on their own. They appear only as short-lived products of 
collisions between divers particles. Let us consider an example: 
−+ π+π→+ pp ,                                                      (4.4) 
where, for simplicity’s sake, we have taken only two pions. To understand the nature of the pions 
appearing in (4.4) we write down their possible decays: 
μ
−−
μ
++ ν+μ→πν+μ→π , .                                            (4.5) 
From these we see that the pions must contain an electronic field because the muons contain it 
while the first equation of (4.2) with the right-hand side different from zero holds for the 
processes given by (4.5). At the same time the pions should contain something else as long as 
they are not leptons. We see from (4.4) that the pions should also incorporate a protonic field that 
comes from the proton and antiproton. As a result, we have Nl = 1, lN  = Nb = bN  = 0 in (4.2) 
for the negative pion π− and lN  = 1, Nl = Nb = bN  = 0 for the positive pion π+ while Ψ1 ≠ 0 and 
Ψ2 ≠ 0 for both of them. It is worthy of remark that we have the same numbers for a lepton or an 
antilepton but Ψ1 = Ψ2 = 0 for them. In the decays of (4.5) the protonic field characterized by 
Ψ1,2 disappears. 
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Other mesons eventually transform into pions and muons. Therefore they are also composed 
of the electronic and protonic fields. The mesons can be regarded as short-lived splinters 
resulting from collisions of various particles. 
 
5. Concluding remarks 
 
From the results of this paper it follows that elementary particles interact only via an 
electromagnetic field. Of course there is a gravitational interaction too, but it is believed that the 
last interaction plays an insignificant role for the elementary particles. The equations of Sec. 3 
that describe nuclei contain only interaction terms due to an electromagnetic potential Aμ. The 
electromagnetic interaction in a nucleus is so modified that it imitates the presence of another 
interaction, the strong interaction. The relative strength of the strong interaction with respect to 
the electromagnetic one is estimated to be 102−103. The Lagrangian for the proton of (2.3) 
contains derivatives of Aμ whereas they are absent in the electron Lagrangian. The protonic field 
is concentrated in a region of size of order Dp and thereby the spatial derivatives are of the order 
Aμ/Dp while the same derivatives in the electronic field are of the order Aμ/D. Therefore the ratio 
of these derivatives is of the order D/Dp ≈ mp/m ∼ 103. We see that the derivatives of Aμ present in 
the Lagrangian of (2.3) can explain the strength ascribed to the strong interaction. The weak 
interaction is also absent in nature. To explain the beta decay of a neutron ( eν++→ −epn ) it is 
unnecessary to invoke the weak interaction. The neutron is composed of a proton and an 
electron. This system is unstable and disintegrates into its constituents. The appearance of the 
(anti)neutrino in the process as a “building waste» is explained in Sec. 5 of [3]. Other processes 
that can be explicated without resorting to the idea of the weak interaction are given by (4.5) 
where the protonic field Ψ1,2 disappears in the course of the processes and nothing else, which is 
completely described by the equations of Sec. 3. 
In nature there exist only two stable charged elementary particles, the electron and proton 
(with their antiparticles). This suggests that any form of matter can be represented in terms of 
electronic and protonic fields. In particular, metaphorically speaking nuclei are composed of 
electrons and protons although there are no separate electrons and no separate protons in the 
nuclei but a unified electronic field and unified protonic field are present in them. Though the 
hypothesis of the electron-proton constitution of the nuclei was the first hypothesis concerning 
the structure of the nuclei, it was rejected because of a naïve consideration of the spins. We have 
demonstrated in Sec. 3 that the spin of a proton or an electron is not obligatory equal to h/2. 
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Their spin in units of h can be any half-integer or integer excluding zero. This enables one to 
explain the experimentally observed spin of the nuclei from the proposed point of view. 
In this paper we restricted our consideration to the electronic field concentrated completely 
inside nuclei, that is to say, we considered solely “naked” nuclei devoid of the external electronic 
envelope. In the case of a neutral atom the electronic field exists in the nucleus and in the 
electronic envelope of the atom and the field is unique. This fact essentially complicates 
consideration of the electronic envelope in the present approach, which cannot be done without 
considering the nucleus. In Ref. [3] it was suggested that the electronic envelope contains clots 
resembling separate electrons. If this is the case, the electronic field cannot be independent of the 
angle  in cylindrical coordinates, which amounts to saying that the field will no longer be 
axially symmetric. Hence, if one wants to study the electronic envelope of the atom in the 
framework of the present approach, one should look for 
ϕ&
ϕ& -dependent solutions to the equations 
obtained at the outset of Sec. 3. Of course, approximate methods are possible in this question in 
line with Ref. [3], the methods that do not take the structure of the nucleus into account. 
The equations of this paper contain three dimensionless constants α, κ and ζ. The value of 
the fine-structure constant α is found from the condition of the existence of the electron 
according to Ref. [2]. The constant κ is determined from the condition of the existence of the 
proton, which is considered in Sec. 2 of this paper. The third constant ζ that gives the relation 
between the masses of the electron and proton follows from the stability of the deuteron and 
other stable nuclei. We see that the present theory of elementary particles takes no constants 
from experiment, but, on the contrary, the theory explains the numerical value of the occurring 
constants. 
According to Ref. [8] there are no photons in nature. Reference [2] demonstrates that the 
leptons are described by an electronic field. The ground state of the field corresponds to an 
electron while excited states to other leptons which are unstable for this reason. The present 
paper shows that the baryons are relevant to a protonic field. The ground state of the last field 
corresponds to a proton while excited states to other baryons. The mesons are composed of 
electronic and protonic fields. They are short-lived splinters resulting from collisions of various 
particles. Motion, collisions and scattering of the particles can be investigated with the help of 
equations of Sec. 3. 
It follows from Ref. [2] that the neutrinos are described by the electronic field and 
correspond to objects moving at the speed of light. The question arises as to whether there are 
similar objects moving at the speed of light and relevant to the protonic field. In the simplest 
case such proton neutrinos will be described by equations of Sec. 2 if one assumes that the 
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dependence of all functions upon coordinates and time is of the form F = F(x, y, z − ct) {cf. Eqs. 
(5.3)−(5.4) of [2]}. Then Eqs. (2.21)−(2.24) will be of the form 
( ) 0~~~~~~~~~~~~~~~~ 220111111 =Ψα+Ψα−Ψ+ακ−Ψβ−Ψϕα−Ψα+Ψ∇+∂Ψ∂− αVβHγEαAα Viizi ,       (5.1) 
( ) 0~~~~~~~~~~~~~~~~ 110222222 =Ψα−Ψα+Ψ+ακ−Ψβ−Ψϕα−Ψα+Ψ∇+∂Ψ∂− αVβHγEαAα Viizi ,      (5.2) 
( ) 0~div4~~~~4~div~~ 2*21*12 =πκ+ΨΨ−ΨΨπ+∂∂−ϕ∇ ΓAz ,                           (5.3) 
( ) 0~curl4~~4~~~~4~~~div~~~ 2*21*1222 =πκ−∂∂πκ+ΨΨ−ΨΨπ+∂ϕ∂∇+∇−∂∂−∇ ΔΓααAAA zzz .        (5.4) 
Further analysis is required to find out whether these equations admit physically reasonable 
solutions, in which case one will have the proton neutrinos with their properties. Solutions to the 
equations of Sec. 2 can be sought in a more general form F = F(x, y, z − ct, t) taking account of 
evolution of the neutrinos in flight. Separate investigation is needed to elucidate how the proton 
neutrinos can be observed experimentally if they exist. 
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