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The type of detector in each of the array is different. 
OCTAVIUS Detector 1500 consists of 1405 plane-parallel 
vented ionization chamber, OCTAVIUS Detector 1000 SRS 
consists of 977 liquid-filled ionization chambers and 
SunNuclear SRS Profiler contains 125 silicon diode detectors. 
The OF values measured in the present study were compared 
with measured values of unshielded PTW Diode Type E 60017. 
The measurements were done on the same CyberKnife® 
System. Set of beam specific correction factors has been 
calculated by means of Monte Carlo simulations which were 
obtained by Francescon (2012). Correction factors have been 
applied for OF values measured by PTW 60017. Values of 
correction factors were reported for each collimation system. 
CyberKnife® System uses a 6 MV flattening filter free beam 
with a high dose-rate of 1000 MU min-1. The machine specific 
reference field size is defined at the 60 mm diameter field 
produced by a Fixed collimator 80 cm from the source. 
Beams were collimated by Fix collimator and Iris Variable 
Aperture Collimator. The Iris Collimator reproduced the same 
set of 12 field sizes from 5 mm diameter to 60 mm diameter 
as well as a Fix collimator. Disparity in physical design of two 
collimators cause deviations in OF measurements (e.g. -4.89% 
at 5 mm field size for fix collimators versus -6.95% for Iris ) . 
The source-surface distance was set to 78.5 cm and the 
effective point of measurement used for each detector was 
set at 1.5 cm depth from the surface of the phantom. 
 
Results: As it was predicted, large deviations in OF 
measurement are observed. For the smallest field size 5 mm 
the values of OF varies are more that 4% between arrays and 
PTW 60017. The largest differences from -3% for 25 mm field 
size, to -56% for 5 mm were reported for OCTAVIUS Detector 
1500, where the vented ionization chamber exhibits the 
averaging volume effect, due to significant active volume. 
For field size greater than 40 mm all arrays OF deviate from 
PTW 60017 by less than 1%. For liquid-filled array in both 
collimation systems, an excellent agreement was observed 
(less than 2%) for field size greater than 5 mm diameter. 
 
Conclusion: It has been shown that every type of used active 
detector behave differently. As it was predicted, for small 
fields both liquid filled and vented ionization chambers 
underestimate OF values when silicon diodes overestimate 
them. It has been proven that liquid-filled multidetector 
array may be a precise dosimetric tool for OF measurement. 
A beam specific correction factors for arrays hasn’t been 
published yet. 
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Purpose or Objective: The purpose of this study was the 
determination by Monte Carlo (MC) of detector-specific 
output correction factors k(Qclin,Qref,fclin,fref) for four 
radiation detectors in small MLC-conformed square fields of a 
6 MV photon beam. 
 
Material and Methods: Two solid-state detectors, PTW – 
60017 (Unshielded-Diode) and the PTW – 60019 
(microDiamond), and two ionization chambers, PTW-31010 
(Semiflex) and the PTW-31016 (Pinpoint) were simulated. 
Monte Carlo EGSnrc code was used for simulations and its 
module EGS_Chamber was applied to represent the detectors 
geometries and to calculate their dose responses for these 
non-standards configurations. With the obtained data the 
overall correction factor k(Qclin,Qref,fclin,fref) was 
calculated according to the Alfonso´s formalism, as the ratio 
of relative response or so called “output factors” for each 
detector and the “ideal” relative dose factor, obtained at 
several square small fields. The statistical type-A 
uncertainties in MC simulations were lower than 0.5 %. 
 
Results: For the output factors the experimental data 
showed a good agreement with the simulations for the two 
solid-state detectors, in which the relative deviation 
between them was less than 1% for all field sizes. For the 
ionization chambers, the simulations and the experimental 
data showed good agreement for the square field sizes larger 
than 2x2cm2 for the smallest field sizes was up to 11% for the 
Semiflex chamber. Of all detectors studied, the responses of 
the solid-state ones were more similar to the “ideal” 
detector. As was expected, solid-state detectors tended to 
under-respond for larger field sizes and to over-respond for 
the smaller ones. For ionization chambers the behavior was 
different, they tended to under-respond at the smaller field 
sizes. These results are consistent with published results 
using other MC codes, such as Penelope. 
 
Conclusion: The study confirms the accuracy of the MC 
method in correcting detector measurements in small field 
dosimetry and it demonstrates the possibility of determining 
the k(Qclin,Qref,fclin,fref) factors in these conditions. Solid-
state detectors found to be more adequate for determining 
the absorbed dose in relative dosimetry. 
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Purpose or Objective: New methodologies for national audit 
groups are under development within the co-ordinated 
research project (CRP) on “Development of Quality Audits for 
Advanced Technology in Radiotherapy Dose Delivery”. Film 
dosimetry is used to check the relative dose distribution in an 
anthropomorphic head and shoulders phantom through end-
to-end tests of IMRT and VMAT dose delivery. As the film 
dosimetry depends much on hardware and software used, a 
comparison of the effects of different scanners and software 
tools on the resulting gamma pass rate was done. 
 
Material and Methods: A set of films irradiated in a head and 
shoulders phantom (CIRS) with different IMRT techniques 
were evaluated with 3 software tools (Ashland FilmQA Pro, 
PTW Verisoft, Radiochromic.com) and 3 scanners (EPSON 
11000XL, EPSON 4990 and EPSON 750 Pro). Gamma analysis 
was performed on the films using the following set of 
parameters: 3% dose difference (DD), 3 mm distance-to-
agreement (DTA) and 20% dose threshold. Both global and 
local gamma values were calculated.  
 
Results: A range of gamma results were obtained with 
FilmQA Pro for a set of films scanned with three scanners 
above. For individual films the maximum differences in 
gamma pass rates are given. For the global gamma setting 
the gamma pass rates from 96.2% to 99.6% were obtained and 
for the local gamma setting, the corresponding results ranged 
from 91.5% to 97.6%. Overall, the differences in the gamma 
pass rates were up to 3.4% and 6.1% for the global gamma 
and the local gamma settings, respectively. Different 
software tools used in analyzing the same film (scanned by 
the EPSON 11000XL) also affect the gamma pass value; the 
results range from 95.9% to 98.3% for the global gamma 
setting and from 95.1% to 98.2% for the local gamma setting. 
Overall, the differences between the gamma values 
calculated by different software tools were up to 3.4% for the 
global gamma and up to 3.1% for the local gamma settings. 
 
Conclusion: The results of this study show that different 
scanners and software tools can result in differences in the 
gamma passing rate. In particular, the use of different 
scanners can generate significant differences. Comparing 
gamma analysis results of different national audit groups may 
not be straightforward due to the differences in 
hardware/software used for film analysis. Careful attention 
