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Abstract—Cloud providers and organizations with a large IT
infrastructure manage evolving sets of hardware resources that
are subject to continual change. As existing computing assets
age, newer, more capable and more efficient ones are generally
acquired. Significant variability of hardware components leads
to inefficient use of computing assets within the organization.
We claim that only a detailed understanding of the whole
infrastructure will lead to significant optimizations and savings.
In this paper we report results on a dataset of 1,171 assets from
two different data centers, on which we present a thorough
analysis of how the costs of running a computing asset are
related to its resource capacity (i.e., CPU and RAM). This
analysis is formalized in a cost model that could be used by
organizations to make an optimal decision with regards to
which computing assets should migrate their workload (i.e.
should be disconnected or discarded) and which ones should
receive such workload.
Keywords-Efficiency; Heterogeneous Cloud Environment;
Capacity Planning; Utilization Costs; Benchmark
I. INTRODUCTION
In recent years, large investments have been made to
build data processing centers (i.e., purpose-built facilities
composed of thousands of servers, providing storage and
computing services within and across organizational bound-
aries). These large data centers seek to achieve economies
of scale by consolidating massive computing capacity and
providing it to end users via virtualization1. Karidis et al.
[8] describe two different usages of these data centers: (i) a
single company delivers the computing power it needs for its
business operations, which is denoted further in this paper
as an Enterprise Cloud (e.g. IBM, Google, eBay ), (ii) a ser-
vice provider hosts computing capacity for several different
customers (e.g. Amazon, Rackspace, Windows Azure).
This work is focused on optimizing the utilization of
Enterprise Clouds. This became relevant as costs associated
with under-utilized assets increased over the past years,
demands on larger IT infrastructure boomed and costs of
1Virtualization enables applications to share the same physical server by
creating multiple virtual machines in such a manner that each application
can assume ownership of the virtual machine
Figure 1. Diagram capturing the different costs that can be used to
determine the efficiency of an asset. In bold we present the variables that
were used in this paper and in the red circle we present the variables that
were not considered.
power/energy have grown. Such an optimization is a contin-
uous process in which the enterprise spends a fixed budget
every year for new computing assets (i.e., blades, rack-
mountable and workstations) referred to simply as ‘assets’
in the remainder of this paper. In order to lower the costs,
systems (i.e., a native OS instance or a virtual machine) must
be moved from less efficient assets to more efficient ones,
and eventually the most inefficient assets should be retired.
Moreover, the reader should know that this work is not
focused on how to perform such migrations. There has been
significant research in this area, such as [16] [10] [3] among
others, who suggest different techniques for the allocation
of workload between different assets. In contrast, this paper
proposes a necessary step before such optimizations take
place.
Enterprises usually define a criteria to prioritize the
workload migration in order to maximize the benefits in
a more immediate way. Several criteria could be used, for
instance: levels of utilization (i.e., Is the asset highly utilized
or barely utilized?), asset’s physical configuration (i.e., Is
the asset a rack-mountable, a blade, or a workstation?), or
hardware reliability [19] (i.e., How safe is it to move a
workload to a particular asset?). Furthermore, we claim that
a measure of the relationship between the resource capacity
(i.e., CPU and RAM) and the utilization cost [4] (i.e., the
monthly cost of power, cooling, IT labor, physical space
and asset attachments) is also relevant and should be used
in conjunction with some of the aforementioned criteria.
Figure 1 presents the method proposed for grading the
efficiency of assets. We divided the utilization cost, denoted
by UtilCost, into five main costs. Furthermore, the resource
capacity was divided into four main resources. Our analysis
comprises of the costs and resources found in Fig. 1 under
bold font due to reasons described in Section II. Moreover,
we explore the relationship of each resource against the
UtilCost by performing a cost capacity analysis. A low ratio
between the UtilCost and the resource capacity is associ-
ated with efficient assets, while a high ratio is associated with
inefficient assets. The purpose of our cost capacity analysis
is not solely to grade the assets’ efficiency, but mainly to
statistically portray the relationship between the UtilCost
and the resource capacity.
The main contribution of this paper is to describe the
statistical relationship between the utilization cost and the
resource capacity in the context of a large and heterogeneous
group of assets. Our analysis shows how the relationship
between these variables changes depending on the asset’s
physical configuration (i.e., workstations, rack-mountable
and blades). Beforehand we anticipated that more resource
capacity will generate more cost. However, the degree of
such relationship is not the same for every physical con-
figuration and in some cases high resource capacity could
result in a decrement in cost. Last but not least, we present
how the ratio between resource capacity and utilization cost
could be used as an indicator for finding groups of efficient
or inefficient assets.
This paper is structured as follows: Section II describes
the resource capacity of an asset in a heterogeneous envi-
ronment, the monthly costs associated with running an asset,
and the limitations we encountered to calculate these costs.
We present in Section III the datasets used for our analysis,
and the analysis of the relationship between the costs of
running an asset and its resource capacity. Section IV
provides an overview of related work. Section V concludes
the paper.
II. CHARACTERIZING AN IT INFRASTRUCTURE
In this section, we introduce the cost model, where
we present the formulas used to calculate the UtilCost
associated with an asset, and then we present a description
of an asset’s resource capacity.
A. Cost Model
There are many studies in which the cost of running a data
center is portrayed in detail (e.g. [5], [6], [11]). However,
Symbol Definition
Pricel Energy price ($/kWh) at location l
Powera Electrical consumption when asset a is running
at 80% of its capacity (kW)
Ha Number of hours (per month) that asset a is
powered on
Coolinga Electricity spent on keeping asset a at a stable
temperature (cost per month)
CostASC Refers to a digital storage system directly attached
to an asset, without a storage network in between.
This cost is calculated through the amount of
electricity that the storage system consumes per month
CostSW Costs of the different software installed on the
asset. E.g. license, maintenance or patching
entitlement
CostSAN External services used to store/backup data from
the asset (per month)
Salaryli Monthly salary rate of employee i at location l
FTEai Full-time equivalent (FTE), defined as the number
of total hours worked in asset a by employee
i divided by the maximum number of
compensable hours in a full-time schedule
(per month)
Lengtha−or−f Refers to the length of the asset a or frame f
expressed in inches
Deptha−or−f Refers to the depth of the asset a or frame f
expressed in inches
Sqrl Denotes square foot price at location l
RackmaxF Maximum amount of racks that can be put in
frame f
RackusedF Current amount of racks in frame f
Table I
NOTATIONS FOR THE UTILIZATION COST FORMULAS
they do not explore the cost of individual assets and are
mainly focused on the total cost of running a data center.
A key benefit of our cost model is that it is motivated by
maximizing the utilization of the efficient assets and for this
reason we consider the power and cooling costs for an asset
running at 80% of its theoretical maximum consumption. We
leave 20% of margin, as having an asset running always at
100% could produce degradations in the quality of service
for the users [15]. High levels of utilization are preferred
since the increment in power cost for a fully utilized asset
is relatively small in comparison with having the same asset
in an idle state [8]. As noticed by [5], an idle asset will use
about 65% of its peak consumption.
It is important to emphasize that when an enterprise cloud
decides to move its workload to a more efficient asset
and deactivates the inefficient ones, reduction of costs will
be achieved. The reduction of cost will be the difference
between the costs removed from asset ‘A’ and the costs
increased in asset ‘B’. Since the migration’s objective is to
deactivate the inefficient assets, this difference will always
be positive resulting in reducing the cost. In the cases
in which a complete migration is not possible, it is still
desirable for an enterprise to migrate part of the workload
from innefficient assets, for instance: when an enterprise
migrate one of three workloads off of an inefficient asset,
they are realizing very little immediate cost benefit, but are
contributing 33% to a future cost savings.
Following, we present the formulas and definitions for
each cost. Please refer to Table I for variable definitions.
1) Power: Electricity cost for keeping an asset powered
on and deployed:
Cpwr = Pricel · Powera ·Ha
2) Cooling: Electrical energy spent on keeping the asset
at a stable temperature. In our environment, we consider
that the cooling comes from a typical electrical source:
Cclg = Pricel · Coolinga ·Ha
3) Physical Space: Space occupied by the asset, mea-
sured in square foot. If asset is not rack-mountable:
Cphy =
Lengtha ·Deptha
144
· Sqrl
Else:
Cphy =
Lengthf ·Depthf
144
· RackusedF
RackmaxF
· Sqrl
4) Asset Attachments: Refers to certain costs that are
directly related with an asset when it is powered on
and connected. Such variables are: a) Attached Storage
Cost (ASC): any digital storage system directly attached
to an asset, without a storage network in between; b)
Software Costs (SW): the costs of licenses, maintenance
and patching; c) Storage Area Network (SAN): external
services used to store/backup data from the asset over the
network. These costs are described by the formula below:
Catt =
∑
e∈E
Coste, with, Coste ≥ 0,
E = {ASC, SW,SAN}
5) IT Support (IT Security and Admin support): Human
workforce in charge of ensuring that the asset is working
correctly. This cost is very stable and may only change on
a yearly basis. The value may well depend on the location.
Although the staff cost is the leading cost in most IT
enterprises, this cost is smaller in a data center ( 5% of the
total) due to automation. A typical ratio of IT staff for a
well run data center varies from 1 staff for 100 assets to
1:1000 [5]:
Csup =
n∑
i=1
Salaryli · FTEai
Due to lack of information, IT support and Asset
Attachments costs were not considered in these experiments.
We could not obtain this information because historically
there was no proven need for such detailed information.
More specifically, formulas are presented for those costs
for the sake of presenting a complete set of costs. Finally,
we formulate the utilization cost for this work as:
UtilCost = Cpwr + Cclg + Cphy
B. Resource Capacity
Firstly, we analyzed the resource capacity of the assets
used in our environment, namely the CPU and RAM values.
However, in a heterogeneous group of assets it is nec-
essary to normalize the CPU values in order to perform
any type of comparison. For this work we normalize the
CPU values using the SPEC CPU20062 benchmark values,
namely an average between SPECint rate base2006 and
SPECfp rate base2006, which measure the throughput of a
machine running simultaneous tasks over a certain amount
of time. This average represents a normalized CPU value,
referred to as the SPEC value in the remainder of this
paper. Moreover, other benchmarks, such as RPE23 also
could have been used to normalize CPU values. In the case
of RAM a fair comparison can be done without the need of
any benchmark.
For this work, we did not encapsulate Disk and Network
IO. The reason for this is that these elements are not
generally allocated or consumed as a percentage of some
real fixed amount, and they are rarely constrained within the
context of the data center. Disk storage could theoretically
be encapsulated, but the large scale virtualization of storage
has resulted in this effectively becoming a separate problem.
III. COST CAPACITY ANALYSIS
This section defines the values of the variables described
in Section II. Moreover, it presents an exploratory and de-
scriptive analysis of the relationship between these variables.
Lastly, we describe the possible benefits of this analysis.
A. Environment
The analysis was conducted using a large variety of
hardware platforms: IBM System X, IBM System P, Sun,
and HP. The years in which the assets were acquired range
from 2012 to 2008. Furthermore, in this group of assets
we have found a huge diversity of resource capability, for
example, the amount of RAM in an asset can vary from
2GB to 1TB, and in terms of CPU capacity we can also find
similar differences, for instance, some assets can have 16
CPU processors while others have a single CPU processor.
Therefore we have a very heterogeneous group of assets.
We implemented our analysis on a subset of the total IBM
infrastructure. We consider 1,171 assets from two different
enterprise data centers. The location of the data centers can
not be revealed for confidentiality reasons.
2http://www.spec.org/cpu2006/
3http://www.ideasinternational.com/IT-Sellers/RPE2
B. Defining the Variables’ Values
Before conducting the experiments, we introduce below
the values for the variables that affect the UtilCost or
the resource capacity. We studied the different costs in the
location of the two data centers and the following values
were found:
• The price per square foot in the buildings studied is
equal to the average price in a typical enterprise data
center, (US)$1200 [13]. Assuming that the life span of
a data center is 10 years, we deduced that the approx-
imate square foot price per month is: Sqrl = $10.
• Average number of hours that an asset is powered on
per month: Ha = 24 · 30→ 720.
• Reviewing the literature we discovered that for each
Watt spent on powering an asset, between 0.6 and 1.2
Watts are needed for cooling it [9]. We consider that
0.9Watts is a realistic assumption and we define the
cooling cost as: Coolinga = 0.9 · Powera.
• Electricity cost varies among the different buildings.
In our study, the electrical cost in one building is
$0.10/kWHr and in the other $0.103/kWhr.
• The value for CPU , will be the SPEC result that we
explained in Section II.
• RAM values are considered in GB.
C. Exploratory Analysis
In this subsection we explore the characteristics of the
dataset that we used in this paper. This work is not concerned
with comparing the manufacturer of different assets, but
rather with analyzing the capacity of its resources. This is
one of the reasons that the CPU capacity was normalized
to a SPEC value.
SPEC RAM AVYear ACYear UtilCost
SPEC 1 < 0.05 < 0.05 < 0.05 < 0.05
RAM 0.99 1 < 0.05 > 0.05 > 0.05
AVYear 0.96 0.96 1 > 0.05 > 0.05
ACYear -0.26 -0.08 -0.08 1 > 0.05
UtilCost -0.1 -0.03 -0.01 0.01 1
Table II
CORRELATION (LOWER DIAGONAL) AND P-VALUES (UPPER DIAGONAL)
MATRIX FOR WORKSTATIONS
SPEC RAM AVYear ACYear UtilCost
SPEC 1 < 0.05 < 0.05 > 0.05 < 0.05
RAM 0.56 1 < 0.05 > 0.05 < 0.05
AVYear 0.35 -0.59 1 > 0.05 > 0.05
ACYear -0.12 0.11 -0.24 1 > 0.05
UtilCost 0.32 0.49 -0.26 0.15 1
Table III
CORRELATION (LOWER DIAGONAL) AND P-VALUES (UPPER DIAGONAL)
MATRIX FOR BLADES
SPEC RAM AVYear ACYear UtilCost
SPEC 1 < 0.05 < 0.05 < 0.05 < 0.05
RAM 0.77 1 < 0.05 < 0.05 < 0.05
AVYear 0.92 0.75 1 < 0.05 < 0.05
ACYear 0.61 0.43 0.63 1 < 0.05
UtilCost 0.58 0.79 0.62 0.11 1
Table IV
CORRELATION (LOWER DIAGONAL) AND P-VALUES (UPPER DIAGONAL)
MATRIX FOR RACK-MOUNTABLE
The main characteristics captured in our dataset are: 1)
Asset Capitalization Year (ACYear): Year on which the asset
is capitalized in the financial systems; 2) Physical configura-
tion of an asset: namely, is the asset a rack-mountable, blade,
or workstation; 3) Asset Availability Year (AVYear): this is
the year from which the asset is available for purchase. Other
variables such as: SPEC, RAM , or UtilCost values were
already described in Section II. After analyzing the physical
configuration for each asset we discovered that 465 of the
assets are workstations, 663 are rack-mountable and 43 are
blades. The separation between the different type of assets
was made since we noticed that the capacity of the rack-
mountable assets is generally far better than the capacity
of workstations or blades. Therefore it is not possible to
perform a fair comparison between these three type of assets.
In Tables II, III and IV, we analyzed how the afore-
mentioned characteristics correlate between the different
physical configurations. In the lower diagonals of the matrix
the Spearman’s rank correlation coefficients are expressed,
which represent a nonparametric measure of the statistical
relationship between variable A (e.g. SPEC values) and B
(e.g. UtilCost). The closer the coefficients are to +1, the
stronger is the positive relationship between the two vari-
ables (+1 indicates that one variable is a perfect monotone
function of the other). Symmetrically, if the value is close
to −1, this indicates a strong negative relationship between
the variables. When there is little relationship between two
variables, the corresponding element is close to 0 [17]. In
this work we consider that two variables are significantly
correlated if their correlation coefficient is greater than or
equal to 0.7. Furthermore, in the upper diagonals of the
matrix the reader can find the values for the statistical
significance (i.e., p-values). We set the significance level
to p < 0.05. From these tables several conclusions can be
made:
• There is no strong correlation between the ACYear and
the AVYear regardless of the asset’s physical configu-
ration. This means that the assumption that enterprises
buy the latest asset of the year is not always true. The
main reason for this is that in some cases enterprises
acquired smaller companies that already have some
assets from a particular year. However, the year in
which the smaller company bought the asset is not
always the same as the year in which the enterprise
bought the smaller company and subsequently acquired
the ‘new’ assets.
• The correlation between the asset’s resources, namely
the correlation between SPEC and RAM is very
high for workstations and rack-mountable assets. On
the other hand, we did not find a strong correlation
for blades. However, this is not surprising since blades
usually have many slots for RAM modules, but are not
always fully populated.
• For rack-mountable assets and workstations, we found
a strong correlation between the AVYear and SPEC or
RAM .
• Finally, in the case of workstations and blades the
correlation coefficient and p values between SPEC or
RAM and the UtilCost are very low. In the case of
rack-mountable assets, we found a significant correla-
tion if we look at RAM and UtilCost. However the
relationship is not conclusive.
D. Descriptive Analysis
Tables II and IV show a strong correlation between
SPEC and RAM . Therefore, in the remainder of the paper
we will focus our analysis on SPEC, as the results and
conclusions are very similar if we considered RAM instead.
In Figure 2 the reader can see a comparison between
SPEC and UtilCost for each physical configuration. The
main purpose of this figure is to show the variations in
terms of UtilCost and resource capacity in a heterogeneous
group of assets. We jitter the graphs to denote when there
are several assets in the same position. It can be seen that
the SPEC capacity is much lower for workstations and
blades in comparison with rack-mountable assets. The figure
also shows that some assets have a much better relationship
between UtilCost and its SPEC value (this means that
in some cases a particular asset could potentially perform
multiple times the work of one or several assets for less cost).
Furthermore, we have used the least square method to fit a
line to each physical configuration. The least square method
is a standard approach that fits a line that minimizes the sum
of squared residuals, a residual being the difference between
an observed value and the fitted value. It is interesting to
notice the difference for each physical configuration. For
instance, the slope of the curve for workstations is negative,
which means that workstations with higher SPEC capacity
have a small decrease in their UtilCost. Table V presents
statistical coefficients for each asset physical configuration.
Below we summarize the conclusion for Table V and Fig. 2:
• We found the lowest Root Mean Square Error (RMSE)
for workstations. RMSE is a measure for the total
error of the fitted line and indicates how far typical
points are above or below the fitted line. Therefore a
small RMSE indicates a tight fit of the model to the
data. In the case of workstations, we can say that typical
Figure 2. SPEC versus UtilCost ($ per month).
points are $2.21 above or below the actual UtilCost.
According to the fitted line, an increment of 1 value
in SPEC capacity is associated with an estimated
decrease of $0.04 in the mean of UtilCost (95%
confidence interval: $0.07 to $0.02). Furthermore, the
mean UtilCost for workstations is $40.5. Moreover,
we discovered that our dataset is mostly composed
of two types of workstations, namely, dual-cores and
quad-cores. Nevertheless, we believe that it is common
to find large groups of similar assets in Enterprise
Clouds.
• In the case of blades, no strong conclusions can be
made, since the majority of the data points lie in the
same position (see Figure 2). Although, we can still
mention that the median UtilCost for blades is $83.25
and according to the fitted line, an increment of 1 value
in SPEC capacity is associated with an estimated
increase of $0.68 in the mean of UtilCost (95%
confidence interval: $0.56 to $0.8).
• For rack-mountable assets, a simple straight line has a
quite high RMSE. However, it is useful as an indicator
Physical Conf P order Slope RMSE CI P value
Workstations p = 1 -0.04 2.21 [-0.07, -0.02] < 0.01
Blades p = 1 0.68 4.12 [0.56, 0.80] < 0.01
Rack-mountable
p = 1 0.27 47.18 [0.24, 0.29] < 0.01
2.84 · 100 [2.74 · 100, 2.96 · 100]
−1.84 · 10−2 [−1.9 · 10−2, −1.7 · 10−2]
p = 5 4.56 · 10−5 23.09 [4.1 · 10−5, 5 · 10−5] < 0.001
−4.57 · 10−8 [−5.2 · 10−8, −3.9 · 10−8]
1.58 · 10−11 [1.2 · 10−11, −1.8 · 10−11]
Table V
STATISTICAL COEFFICIENTS FOR EVERY ASSET PHYSICAL CONFIGURATION: POLYNOMIAL ORDER OF THE FITTED LINE (P order), SLOPE OF THE
FITTED LINE (Slope), ROOT MEAN SQUARE ERROR (RMSE), 95% CONFIDENCE INTERVALS (CI ), AND P VALUE
to separate more efficient from less efficient rack-
mountable assets, since those that are above the line
have a SPEC versus UtilCost relationship above the
average rack-mountable. Furthermore, using the same
logic we can conclude that the assets that are below the
line are inefficient assets. Moreover, we fitted several
lines of different polynomial order and we found that a
line of fifth grade polynomial gives us a relatively small
RMSE and it fits well with the majority of the data
points. We can see that it is not always incremental,
but rather it has some type of sinusoidal behavior,
meaning that in some cases new technologies are able
to give higher resource capacity for less UtilCost.
Furthermore, according to the fitted line (P order = 1),
an increment of 1 value in SPEC capacity is as-
sociated with an estimated increase of $0.27 in the
mean of UtilCost (95% confidence interval: $0.24 to
$0.29). Finally, in the case of P order = 5, if the
SPEC value is between 1 and 120, an increment of
1 value in the SPEC capacity is associated with an
estimated increase of $2.84 in the mean of UtilCost.
Then, if the SPEC value is between 121 and 340,
an increment of 1 value in the SPEC capacity is
associated with an estimated decrease of $0.0184 in the
mean of UtilCost. For the rest of the SPEC values,
namely values between 341 and 900, an increment of
1 value in the SPEC capacity is associated with an
estimated increase or decrease of less than $10−5 in
the mean of UtilCost.
E. Possible Benefits
We have calculated the ratio between UtilCost and
SPEC. In Figure 3, we observe which assets should be
selected for maximum utilization and which should migrate
their workload in order to minimize cost. Moreover, further
analysis is necessary for deciding whether the workload of
asset A fits into asset B. A high reduction in UtilCost is
expected when an enterprise cloud moves workload from
the assets that have a higher ratio (i.e., inefficient assets) to
assets that have a ratio close to ‘0’ (i.e., efficient assets).
For example, we have reviewed the levels of utilization
Figure 3. Ratio between UtilCost ($ per month) and SPEC capacity.
for the inefficient and efficient assets and we noticed that
many of the efficient assets are underutilized and have also
high resource capacity, so in practice it seems that some
of the assets could move their workload to the efficient
ones and in that way save cost. In some cases considering
CPU and RAM constraints, a single efficient asset could
handle the workload of more than 10 inefficient assets. This
will produce several benefits described below.
Monetary benefits: For the studied dataset we got a
median utilization cost of $96 per asset per month. As we
already mention, assets seldom function near their maximum
utilization, instead operating most of the time at between 10
and 50 percent of their maximum utilization levels[1]. There-
fore, it is feasible to assume that after performing server
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Figure 4. Ratio for rack-mountable assets between UtilCost ($ per
month) and SPEC capacity for each asset’s year of availability
consolidation at least 10% of the assets can be discarded.
From the 1,171 considered in our experiments, this will
reduce UtilCost by around $11,232 per month. Another
feasible scenario is to discard 20% of the most inefficient
workstations and blades. This simple action will reduce
UtilCost by around $5,350 per month. Furthermore, in a
more dynamic environment (e.g. Cloud providers such as
Amazon) our approach would also be beneficial, since even
if discarding an asset might not be feasible, disconnecting
or putting the asset on sleep mode will still reduce some
costs.
Power consumption benefits: If the enterprise manages
to keep 10% of their assets disconnected or in sleep mode
during a month, assuming an average asset consumption
of 90 watts, this will produce benefits in terms of energy
savings of 7,581.7 KWatts minus the power increment in
the efficient assets. As we mentioned before, the power
increment is considerably low in comparison with the power
consumed when the assets are at low levels of utilization.
Finally, in Figure 4 we group the rack-mountable assets
per AVYear. In this figure, the reader can see that, as
expected, newer assets are more efficient than the older ones.
Although it is interesting to see how even though there is a
progressive decrement between the AVYear and UtilCost di-
vided by SPEC capacity, there are still cases in which
assets from 2008 have a lower SPEC to UtilCost ratio
than some assets from 2010 or even 2012.
IV. RELATED WORK
In this paper we perform an analysis between the uti-
lization cost and the resource capacity of computing assets
using real data from two enterprise data centers. To our best
knowledge, this is the first paper that uses real data in order
to perform an analysis that will help Cloud providers to
understand the relationship between the two aforementioned
variables. Furthermore, we explain how such analysis could
be beneficial for performing server consolidation. There have
been a number of recent efforts to understand the total cost
of ownership (TCO) of a data center and we acknowledge
them below. Most of them however, have solely focused on
understanding the TCO of a data center and not on the
relationship between TCO and the resource capacity per
each individual asset.
Analyzing the cost of running an asset is becoming more
relevant with the realization that performance objectives,
namely to minimize the time that an application takes to
be executed, are not the only objectives that an enterprise
must achieve and that there are forces in play which, if left
unchecked, can naturally lead to inefficiencies. Furthermore,
in recent years the idea of green computing has made the
community realize that there are other elements that must
be taken into consideration, such as aggregate energy costs.
Previous works have shown that the inefficient use of servers
in a data center leads to high energy costs and expensive
cooling hardware. In fact, the power density of data centers
is typically around 100 Watts per square foot and growing
at the rate of 15-20% per year[18]. In this regard, there
have been many efforts to solve this issue (e.g. [20] and
[2]). Furthermore, the cost of running an asset is not only
driven by energy, but also by other factors, such as the ones
already mentioned in Section II. In this regard, there have
been some proposals on modeling the TCO in data centers.
For instance, Li et al [11], present the problem from the
perspective of modeling and defining the TCO in a Cloud
environment. However, they have not presented how to carry
a comparison between the servers hosted in the data center.
Karidis et al [8] describe the characteristics that an optimal
data center should have in order to maximize profit and
minimize cost, which can be used as a guide when a data
center is not already deployed and functioning. Patel et al.
[14] explore the cost incurred by data centers. This study
focuses on three major issues: space, power and cooling
costs. They provide a step by step analysis of the cost for
each of the three issues and sum these costs to obtain a
comprehensive cost of running a data center. However, they
do not relate this cost to the resource capacity of an asset
Moreover, Venkatesh et al. [19], examined the efficiency
of assets as a measure of reliability rather than of cost.
They presented a detailed analysis of failure characteristics
and explored the relationship between failures and a large
number of factors, such as the age of the machine, the
number of hard disks it has, etc. In this regard, they
explained that even though it is quite difficult for a server
to fail within their lifetime (3 to 5 years), when the problem
is extrapolated to big data centers, the hardware component
failure is the norm rather than the exception. Finally, there
is also a vast literature available about the use of virtual
machine placement for server consolidation (e.g. [10], [16],
[7], [12]). However, we recommend using such approaches
only after applying the cost-capacity analysis described in
this work.
V. CONCLUSION
In this paper we presented a method for estimating the
cost of keeping an asset powered on and deployed (i.e.
hardware, power, cooling, rental, human, maintenance, and
software cost). The Cost Capacity Analysis described in
this paper can be used to assess how efficient an asset is
in relation to its cost of utilization. This would support
utilization optimization policies, namely an incentive to de-
cide which assets should be used at maximum capacity and
which should migrate their workloads in order to minimize
costs. By performing this type of analysis, it is possible for
enterprise clouds to compare the utilization cost of hosting
a Virtual Machine (VM) on a specific asset (with specific
power and cooling cost) at a specific location (with specific
power rates and space cost) to the cost of hosting that same
VM in another asset at another location. The differences
between these costs should provide an incentive to move
workload from an asset with high utilization cost to one
with lower utilization cost.
This work used data from two enterprise cloud data cen-
ters. Studying this data we discovered that the relationship
between the asset’s resource capacity and its utilization
cost depends greatly on the asset’s physical configuration
(i.e., rack-mountable, blade or workstation). Furthermore,
we present how the ratio between resource capacity and
utilization cost could be used as an indicator for finding
groups of efficient, as well as inefficient assets. Finally, we
described scenarios in which an enterprise cloud can achieve
multiple types of savings according to different hypothetical
consolidation targets.
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