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Abstract
The inclusive production rates of 

, K

and pp in Z
0
decays have been measured with the
OPAL detector at LEP. Using the energy loss measurement in the jet chamber, the momentum
range up to the beam energy (45.6 GeV/c) has been covered. Dierential cross sections and
total particle yields are given. Comparisons of the inclusive momentum spectra and the total
rates with predictions of the JETSET and the HERWIG Monte Carlo model are presented.
The total single rates are found to be 17.05  0.43 

, 2.42  0.13 K

and 0.92  0.11 pp per
hadronic event. Predictions of JETSET for cross sections and total rates agree very well for


; however, for momenta greater than 4 GeV/c, K

rates are underestimated and pp rates
are overestimated. Combined with data of other particle species there is evidence that the
peak positions in the  = ln(1=x
p
) distributions show a dierent mass dependence for mesons
and baryons. However, both JETSET and HERWIG Monte Carlo predictions agree with the
observed data.
(Submitted to Zeit. f. Physik)
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1 Introduction
The knowledge of the hadronic particle composition of the qq nal state in e
+
e
 
annihilation
is important for understanding the fragmentation of quarks and gluons into hadrons. No exact
theoretical prescription exists for this process yet. Instead, a variety of phenomenological mod-
els have been developed. At present, those used most commonly are the string fragmentation
model [1] and the cluster fragmentation model [2]. Another approach to describing the hadron
momentum spectra combines the modied leading log approximation (MLLA) [3] of QCD with
the concepts of local parton hadron duality (LPHD) [4].
In this paper measurements of the momentum spectra of the charged hadrons 

, K

and
pp resulting from Z
0
decays into multihadronic nal states at centre of mass energies E
CM
of
91.2 GeV are presented. The data obtained are then compared with predictions from the
JETSET [5] and the HERWIG [6] Monte Carlo generators with optimized parameters
1
[7], rep-
resenting the string and the cluster fragmentation models, respectively. Similar measurements
in e
+
e
 
annihilations at
p
s = 10 GeV [8, 9] and around
p
s = 29 GeV [10, 11, 12, 13] have
been previously reported.
Production rates of neutral pions and  at LEP have been published by the L3 collab-
oration [14, 15]. Neutral kaon and lambda production rates have been published by the
OPAL [16, 17] and the DELPHI collaborations [18]. Production rates for K

(892)

and 
 
have
been published by the OPAL collaboration [19, 17]. These data are used later for comparison
with the MLLA predictions and the predictions of the JETSET and HERWIG Monte Carlo
generators.
2 The OPAL Detector
The OPAL detector has been described in detail elsewhere [20]. It is a multipurpose detector
covering almost the entire solid angle around the interaction region at LEP. Its main parts are
a system of central tracking chambers inside a magnetic eld of 0.435 T, an electromagnetic
calorimeter, a hadron calorimeter and an outer shell of muon chambers.
In the present analysis, only information from the tracking chambers is used. Three sets of
drift chambers allow an accurate determination of the vertex of the interaction and of charged
particle momenta. The chamber closest to the beam is the vertex chamber, which measures the
coordinates with resolutions of 
r
 50 m and 
z
 700 m.
2
The main part of the tracking
system is a jet chamber of about 2 m in radius and 4 m in length. It is divided into 24 sectors in
, each equipped with 159 sense wires. Up to 159 measurements per track per sector are possible
with a precision of 
r
 135 m from timing information and 
z
 6 cm from charge division.
A precise measurement of the z-coordinate is provided by a set of drift chambers (Z-chambers)
1
\JETSET" and \HERWIG" throughout this paper stand for \JETSET 7.3 and HERWIG 5.5 with optimized
parameters tuned by OPAL in order to decribe the measured global event shape distributions" unless otherwise
indicated.
2
A right-handed coordinate system is adopted by OPAL, where the x axis points to the centre of the LEP
ring, and positive z is along the electron beam direction. The angles  and  are the polar and azimuthal angles,
respectively.
3
located at a radius of 192 cm from the interaction point, yielding up to six measurements with a
single hit resolution of 
z
 300 m. The combination of these chambers leads to a momentum
resolution of 
p
t
/p
t

q
0:02
2
+ (0:0015  p
t
)
2
(p
t
is the transverse momentum in GeV/c), where
the rst term represents the contribution from multiple scattering.
Particles are identied by the simultaneous measurement of momentum p and energy loss
dE/dx in the jet chamber (g. 1). A detailed description of the energy loss measurement can
be found in [21]. The resolution achieved in multihadronic events is (dE/dx)/(dE/dx) =
3.5% for 159 charge samples on a track. This allows a separation with two standard deviations
signicance of pions and kaons up to 24 GeV/c for tracks with at least 100 measured samples
(g. 2).
3 Event and Track Selection
The data used in this analysis correspond to an integrated luminosity of 24.9 pb
 1
collected
in 1992. After the selection of multihadronic events, 766 016 events remain. This selection
accepts (98:37  0:21)% of multihadronic events and is described in detail in [22]. Remaining
background processes, such as e
+
e
 
! 
+

 
, are estimated to be at a level of less than 0.1%.
Tracks are required to have a minimum transverse momentum with respect to the beam
direction of 0.15 GeV/c. They are accepted if their distance of closest approach to the event
vertex in the plane transverse to the beam direction is less than 5 cm (jd
0
j < 5 cm) and if their
distance from the event vertex along the beam direction at the distance of closest approach is
less than 40 cm (jz
0
j < 40 cm). This reduces the number of tracks from nuclear interactions
and keeps most of the tracks from decays of short lived particles ( < 3  10
 10
s); therefore,
corrections in the subsequent analysis are kept small.
Each track is required to have a minimum of 100 hits in the jet chamber used for determina-
tion of the energy loss dE/dx and a match of the track to the Z-chambers. The rst condition
ensures a dE/dx resolution of better than 4.0% for tracks in multihadronic events. The second
condition is required to obtain a good resolution of the polar angle , but restricts the clean
acceptance region to jcos j < 0.7 due to the limited coverage of the Z-chambers. To improve
the resolution in  further, all tracks with jd
0
j  5 mm are constrained to the event vertex in z.
The radial position of the rst measured point of a track in the jet chamber is required to be
less than 60 cm. With these conditions 22.1% of all tracks are retained.
4 Measurement of Particle Fractions
4.1 dE/dx Measurement
For the determination of the charged hadron fractions the simultaneous measurement of mo-
mentum p and specic energy loss dE/dx in the jet chamber is used (g. 1). The energy loss
of particles in matter is described by the Bethe-Bloch equation [23] and is a universal func-
tion of  = p=m for all particle masses. The energy loss as a function of momentum shows
4
a characteristic decrease as 1=
2
, reaches a minimum around   4, and continues with a
logarithmic rise (\relativistic rise region") until it saturates (\Fermi plateau"). Typically the
dE/dx increase from the minimum up to the plateau is of the order of 40{70% for commonly
used drift chamber gases (47% for the OPAL jet chamber). The energy loss distribution of a
charged particle traversing matter has a large inherent width of 60{70% (FWHM) for a path
length of 1 cm in gas at atmospheric pressure. Sucient accuracy can be achieved by measuring
many samples along a track.
The jet chamber is operated at a pressure of 4 bar with a nominal sampling length of
1 cm. It provides a maximum of 159 three-dimensional points (r; ; z) per track, together with
charge deposition measurements. The measured raw charges are subject to quality cuts and
corrections. Hits from two very close-by tracks (< 1 cm distance) and hits close to chamber
boundaries are rejected. The charge of all remaining hits is corrected for individual wire and
electronic gains, crosstalk eects, gas gain saturation, geometric path length and long term gas
gain variations. The corrections are discussed in detail in [21].
After application of all corrections, the specic energy loss dE/dx is calculated by the
method of truncated mean [24] where the highest 30% of the energy loss measurements of a
track are discarded, while the mean value of the lower 70% is taken to be the specic energy
loss of the track. The dE/dx resolution obtained for the maximum number of 159 possible hits
was found to be 3.0% for isolated tracks from muon pairs and 3.5% for tracks from minimum
ionizing pions within multihadronic events.
4.2 Particle Identication
In order to determine the dierential cross sections for the dierent particle species, the track
sample was divided into 68 momentum intervals ranging from 0.22 to 45.6 GeV/c. The widths
of the intervals were chosen such that the number of tracks in each bin was similar.
As seen in gs. 1 and 3a the particle species are well separated in dE/dx for low momenta.
The tracks are identied individually and their relative rates are obtained by counting. The
minimum in the dE/dx distribution between two particle species is used as a cut to distinguish
between the two corresponding particle species. Corrections due to overlaps are negligible.
Particle identication between 1.4 and 2.0 GeV/c is dicult because the mean energy loss
functions for pions, kaons and protons cross one another as seen in g. 1. Above 2.0 GeV/c pions
are separated from kaons/protons and above 4.0 GeV/c pions, kaons and protons are again
separated suciently up to the maximum momentum of 45.6 GeV/c. However, the separation
for high momenta (the relativistic rise) is of the order of about two to three standard deviations
for pions and kaons and less than two standard deviations for kaons and protons (g. 2).
Therefore, an unambiguous individual identication is not possible and a statistical method
has to be applied.
In each of these momentum intervals, the number of particles N
i
of each species (i = e

,


, K

, pp) is obtained by a simultaneous 
2
t of four overlapping functions representing the
dE/dx distributions of the four individual particle species (g. 3b). The individual particle rate
is then calculated from the area of the corresponding dE/dx distribution. The small energy loss
dierence between pions and muons does not allow a separation of these two particle species.
5
Pions are therefore contaminated by muons, but corrections are made for this contamination
later. Particles and antiparticles are not distinguished in the quoted rates.
The simultaneous t of four functions requires a precise knowledge of the functional form of
the individual dE/dx distribution of a single particle type. Even in the simplest case where each
of the individual dE/dx distributions is assumed to be a Gaussian function, this would lead to
4  3 free parameters. Since the number of pions expected is much larger than the number of
kaons and protons, a completely unconstrained t is unstable, so that some parameters have
to be xed. Furthermore, the individual dE/dx distribution for a single particle species in a
certain momentum interval is not well modelled by a single Gaussian function, but requires a
more precise description, as discussed in the next section.
4.3 Individual dE/dx Distribution
The dE/dx resolution of tracks varies with the number of usable dE/dx hits (N
dE=dx
) and with
the path length l of an individual charge sample, which leads to a signicant improvement at
large cos . For isolated tracks, about 7.5% of the hits are rejected by cuts on the quality of the
raw charge measurement as described in [21], whereas for tracks within multihadronic events
about 31.5% are not usable for the calculation of the energy loss, resulting in a better resolution
for isolated tracks. The relative dE/dx resolution for isolated tracks was measured to be
 

dE=dx
dE=dx
!
isolated
= 0:030 
 
N
dE=dx
159
!
 0:45
 l
 0:32
l in cm. (1)
In addition to the number of hits and the path length, the resolution also depends on the
track environment. The charge measurement of a single hit in a dense track environment is less
precise than that of a hit of an isolated track because of crosstalk from other hits. The amount
of crosstalk depends on the density of tracks within a jet chamber sector and a variable giving
a good measure of this eect is found to be the total sum of deposited charge, Q
dep
, of all other
hits in that specic sector. The deposited charge of tracks passing two or more jet chamber
sectors is weighted according to the number of track hits in each sector. Q
dep
and the number
of usable dE/dx hits per track are strongly correlated and the overall dE/dx resolution in a
dense track environment was found to vary linearly with the deposited charge Q
dep
:
 

dE=dx
dE=dx
!
dense
= (1 + 0:046 Q
dep
) 
 

dE=dx
dE=dx
!
isolated
Q
dep
in MeV. (2)
Typical average values of Q
dep
for multihadronic events are equivalent to 4{7 MeV and cor-
respond to (dE=dx)=(dE=dx) = 3.6{4.0% or about 0.15% loss in resolution per 1 MeV of
Q
dep
.
The individual dE/dx distribution for a single particle species in a given momentum inter-
val is comprised of an overlay of a number of Gaussians, each with the same central value but
with dierent widths depending on the N
dE=dx
and Q
dep
distributions. The shape of the re-
sulting dE/dx distribution varies with momentum. Low momentum tracks have a small hQ
dep
i
compared to high momentum tracks. These low momentum tracks have a smaller radius of
curvature and leave the particle jet cone after a short ight distance and are therefore more
6
isolated. Q
dep
distributions for two momentum intervals are shown in gs. 4a and 4b. For each
momentum interval where a combined t for four particle species has to be performed, the
shape of the individual dE/dx distribution has to be known.
In order to obtain accurate individual dE/dx distributions, only minimum ionizing pions
(0.45 to 0.65 GeV/c) can be used as they are well separated from all other particle species. The
shape of the dE/dx distribution was studied as a function of Q
dep
. The entire Q
dep
spectrum
was subdivided into 50 intervals each 0.5 MeV wide. Within each interval the shape of the
single dE/dx distribution is well described by a single Gaussian function with approximately
the same central value for all intervals.
However, the widths of the single distributions increase with larger track density Q
dep
as ex-
pected from the discussion above. The resulting total dE/dx distribution is obtained from the
sum of all single distributions weighted according to the Q
dep
distribution. The dE/dx distribu-
tions for all other momentum intervals are also obtained from the sum of all single distributions
derived from minimum ionizing pions. However, these are weighted according to the Q
dep
dis-
tribution for the momentum interval in question.
This sum of single distributions can be parameterized for each momentum interval ade-
quately by a double Gaussian function as indicated in gs. 4c and 4d. In order to allow a
possible asymmetry due to calibration imperfections the central values of both Gaussians are
allowed to dier slightly. This parameterization by a double Gaussian was checked with data
and with the detector simulation program GOPAL [25] using the JETSET generator. The inte-
gral of the double Gaussians agrees to within 0.06% with the sum over all single distributions.
The expected mean hdE/dxi for electrons, pions, kaons and protons in each momentum
interval was obtained from data by a t based on a parametrisation derived by Sternheimer
and Peierls [26] with additional corrections [21]. For momenta below 1.4 GeV/c data from all
particle species are used, whereas in the relativistic rise region above 2.0 GeV/c only pions are
taken due to the limited particle separation power. The widths of the residual distributions
(dE=dx)
measured
  (dE=dx)
tted
at low momenta are less than 0.2% for pions and 0.5% for kaons
and protons.
Each double Gaussian G
i
characterizing the individual dE/dx distribution of a single particle
species in a certain momentum interval is dened as:
G
i
(s; ; dE=dx) = exp
2
4
 
1
2
 
dE=dx   s  hdE=dxi
i
s  hdE=dxi
i
 
!
2
3
5
+
g
c
 exp
2
4
 
1
2
 
dE=dx  s  hdE=dxi
i
  g
m
 s  hdE=dxi
i
 
g

 s  hdE=dxi
i
 
!
2
3
5
. (3)
where hdE=dxi
i
is the expected mean dE/dx for particle species i in the momentum interval,
 is the relative dE/dx resolution, s is a scaling factor allowing a variation of the expected
mean dE/dx, g
c
is the ratio of the heights, g
m
is the shift of the second Gaussian in terms of
, and g

is the ratio of the widths. In table 1 the relations between the rst Gaussian and the
second Gaussian for some momentum intervals are shown.
Pions from K
0
S
! 
+

 
decays were used to verify the correct description of the shape of the
dE/dx distribution in the relativistic rise region. Fig. 5 shows the normalised dE/dx distribu-
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tion (dE=dx
measured
  dE=dx
expected
)=(dE=dx) of these pions above 2.0 GeV/c together with
the result of a single Gaussian t. The gure indicates that the dE/dx error function is well
represented by a unit Gaussian over three orders of magnitude. Using Monte Carlo events it
was checked that the number of usable dE/dx hits and the deposited charge Q
dep
representing
the track density do not depend on the particle species. Thus, pions, kaons and protons do not
dier in the shape of their dE/dx distributions.
4.4 Fitting Procedure
In each momentuminterval above 2.0 GeV/c, a 
2
t was performed to the measured dE/dx dis-
tribution representing the superposition of the four individual dE/dx distributions from the
4 particle species and parametrised as double Gaussians (g. 3b).
In total, 8 parameters were tted for each momentum bin:
N(dE=dx) = c
e
G
e
(s; ) + c

G

(s; ) + c
K
G
K
(s  s
K
; ) + c
p
G
p
(s  s
p
; ) , (4)
where
 c
e
,c

,c
K
,c
p
are the heights of the four double Gaussians G
i
;
  is the relative dE/dx resolution which is taken to be the same for the four double
Gaussians;
 s is a scale factor allowing a single common variation for the mean dE/dx for all four
particle species; and
 s
K
and s
p
are scale factors allowing separate variations for the mean dE/dx for kaons and
for protons relative to the mean dE/dx of pions in the unresolved region above 2 GeV/c.
Only one relative dE/dx resolution is used for the four double Gaussians since the variation of
the mean dE/dx within one momentum interval shows nearly the same slope for all particle
species above 4 GeV/c and therefore has the same inuence on the width of the dE/dx distri-
bution. The values of the tted scale factors s, s
K
and s
p
are compatible with the size of the
residuals of the dE/dx parametrisation described above.
The rates for the four particle species are determined by the integrals of their individual
dE/dx distributions with the parameters resulting from the combined t. Further corrections
are then applied. Although four double Gaussians including the electrons are tted, rates will
be given only for the three hadron species. A large number of low-momentumelectrons originate
from photon conversions and would need to be subtracted. This correction would increase the
size of the systematic error of the electron rates to an unacceptably high level.
4.5 Eciency and Corrections
Momentum dependent eciency corrections are made that take into account the eects of
geometrical and kinematic acceptance, nuclear interactions and decays in ight. All these
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corrections have been determined using Monte Carlo events. The eciency typically varies
between 20 and 30% for the cuts described above. All cut distributions in data and Monte
Carlo have been compared and no signicant dierences have been seen, except for the match
of the tracks to the Z-chambers. The Z-chamber matching eciency is slightly lower in data
than in Monte Carlo and this dierence has been corrected as a function of momentum.
The measured particle rates obtained by counting below 1.4 GeV/c and by the combined t
above 2.0 GeV/c are corrected for the momentumdependent track selection and reconstruction
eciency. Low momentum negatively charged tracks are well described by the detector simu-
lation program, whereas there are discrepancies for low momentum positively charged tracks.
This is partly due to the inaccurate modelling of tracks from nuclear interactions. Therefore,
only negatively charged particles are considered for momenta below 1.4 GeV/c, and these rates
are doubled to obtain the total rates.
As seen in g. 1 the dE/dx of kaons in the momentum range of 0.5 to 0.8 GeV/c and
the dE/dx of protons in the momentum range of 0.9 to 1.4 GeV/c cross over the dE/dx of
electrons. This electron contamination has been corrected as follows. The electron rates for
momenta above, below and between the kaon/proton crossings have been determined. In these
momentum ranges the electrons are well separated from the kaons and protons. To estimate
the electron contamination for the kaon and proton momentum bins in question, the electron
rates have been interpolated and subtracted. The errors due to the interpolation have been
included in the systematic errors.
As mentioned above, pions cannot be separated from muons; instead the muon rate is
subtracted from the pion rate according to the predictions of JETSET. The muon rate is
typically between 2 and 5% of the pion rate and depends slightly on momentum. It has been
veried by Monte Carlo that the change in the shape of the pion dE/dx distribution due to
the muon contamination is negligible.
To allow comparisons with lower energy data, decays of particles with mean lifetimes greater
than 3  10
 10
s are not counted when determining the Monte Carlo eciency. In consequence,
the pion fractions include contributions from K
0
S
decays, but not from K
0
L
and K

decays, and
the proton fractions include contributions from  decays.
Systematic shifts in the momentummeasurement have been investigated with Monte Carlo
events. The dierence between real and reconstructed momenta due to energy loss depends on
momentum and particle type. For p > 2.0 GeV/c the energy loss is always less than 10 keV/cm.
Therefore, corrections for these momentumbins are small and nearly the same for each particle
species. For p < 1.4 GeV/c the energy loss becomes larger and the correction is a function of
momentum and particle type (g. 1). These correction factors are taken from Monte Carlo for
each particle species.
5 Systematic Errors and Checks
A summary of the systematic errors is given in table 2. Most of them vary with momentum.
To indicate their typical size, only their mean values are given in table 2.
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The following systematic errors are applied to each momentum bin in the entire momentum
range investigated:
 Track selection cuts
The entire analysis has been repeated for several combinations of track selection cuts:
The dE/dx hit cuts used were N
dE=dx
 80,  100,  120 and two uncorrelated data sets
with 80  N
dE=dx
 110 and N
dE=dx
> 110. The d
0
cuts used were jd
0
j < 0.5 and 5 cm.
The R.M.S. of the dierence between the rates obtained for these variations and the rates
for the nominal cuts (N
dE=dx
 100 and jd
0
j < 5 cm) are 0.2% (0.6%) for pions, 2.2%
(1.0%) for kaons and 3.4% (5.4%) for protons where the rst error is for p < 1.4 GeV/c and
the error in brackets is for p > 2.0 GeV/c. All other variations of track selection cuts
result in negligible inuence (< 0.5%).
 Muon subtraction
Under the assumption that the muon rates are described to better than 10% in the
JETSET Monte Carlo [27], the error on the pion rates caused by the muon subtraction
is of the order of 0.5%. No eort to identify muons using the muon chambers is made
because the systematic error due to misidentication and track matching to the muon
chamber hits is larger than the error from the muon subtraction.
 Momentum correction for energy loss in detector material
The systematic error due to the momentum correction has been studied using pions from
K
0
S
decays. Due to the energy loss in material between the decay point and the jet cham-
ber, the reconstructed 
+

 
invariant mass is systematically too small for low momentum
K
0
S
. Applying the energy loss correction to the momenta removes the discrepancy. The
losses in the material are thus well modelled by the Monte Carlo.
For momentum bins below 1.4 GeV/c :
 Counting method
The tting procedure was extended to the low-momentum intervals and no signicant
dierences in the measured rates was observed.
 Nuclear interactions
The fraction of tracks due to nuclear interactions is estimated with the Monte Carlo
and removed from the measured rates. This fraction was about 10%. Studies of the
distributions of track parameters, such as the d
0
, suggest that the number of tracks
originating from nuclear interactions could be over{ or under{estimated by at most 20%,
resulting in errors on the pion, kaon and proton rates of 2.8%, 0.6% and 1.0%, respectively.
 Decays in ight
The corrections for decays in ight are of the order of 3% for pions and of 8% for kaons.
The systematic errors due to these corrections are 0.2% for the pion rates and 0.2% for
the kaon rates.
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 Electron subtraction
The systematic error due to electron subtraction in the cross-over regions of kaons and
protons has been studied using Monte Carlo events. The maximum error in the mo-
mentum bins with largest electron contamination results in 5% for kaons and 10% for
protons. The systematic error in other momentum bins is scaled down proportional to
the contamination.
For momentum bins above 2.0 GeV/c :
 Fit method
The described t method has been varied in several ways.
First the method has been applied to Monte Carlo events and the reproduction of the
rates has been tested. This results in a systematic error due to the t method of 0.2%
for pions, 0.5% for kaons and 0.4% for protons.
As a further test, the measured pion distribution has been subtracted from the data and
the t procedure repeated for kaons and protons only. Also the number of t parameters
has been altered. Instead of one common relative resolution for 

, K

and pp, ts with
two and three relative resolutions have been performed. These variations of the t method
result in systematic errors of 1.1% for pions, 2.7% for kaons and 7.3% for protons.
Finally, using an unbinned maximum likelihood method instead of a 
2
t results in
variations of 0.8% for pions, 0.9% for kaons and 6.2% for protons.
Adding all these results in quadrature for each particle species, total systematic errors
for the t method are on average 1.4% for pions, 2.9% for kaons and 9.6% for protons.
However, the systematic errors are larger close to a cross-over region in dE/dx.
 Scale factors and relative resolutions
The scale factors tted to the mean dE/dx of each particle species are of the order of
1.00  0.01. These values have been checked with pions from K
0
S
! 
+

 
decays and
with protons from 
0
! p decays. The mean dE/dx of the tagged pion and proton
samples agree well with the scale values of the t.
An additional test was performed using Monte Carlo events. The dE/dx of kaons and
protons was shifted articially with respect to the dE/dx of pions and the t repeated.
The resulting scaling factors, s
K
and s
p
, followed the articial shift and the rates were
reproduced up to a shift of 1%.
In the momentum bins with sucient dE/dx separation it has been veried with Monte
Carlo events and data that the relative resolution is independent of the particle type
to the level of 5%. Since the relative resolution in the ts is mainly xed by the pion
distribution, this results in a systematic error of 5% for the kaon and proton rates. An
error of 1% is taken for the pion rates because of feedback to the tted pion resolution
from kaon and proton resolutions.
 Double Gaussian representation
To check the dependence of the rates on the description of the energy loss distribution by
the double Gaussian, all parameters of the second Gaussian have been varied individually
and in combination up to 20%. These variations are much larger than the observed
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dierences between the double Gaussian functions and the sum of the individual Gaussians
in the description of the dE/dx distribution (0.06%, see section 4.3). They take into
account possible momentum dependent shape changes. The resulting rate changes are
0.7% for pions, 1.6% for kaons and 9.9% for protons.
For the parametrisation of the double Gaussians as well as for the determination of the
particle rates, tracks in multihadronic events are used with identical cuts and therefore,
are selected within the same track environment. The mean number of hits N
dE=dx
in a
given momentum interval turns out to be the same within one hit for pion, kaon and
proton candidates as checked using Monte Carlo events. This indicates that there should
be negligible systematic errors resulting from possibly dierent track environments for
dierent particle types.
 Starting values
The starting values used as input to the tting algorithm for the mean energy loss are
derived from the parametrisation of the energy loss function; for the relative resolution and
the scale factors, starting values of 4.0% and 1.0 respectively are taken. The initial values
of the heights of the Gaussians are obtained from the scaled Monte Carlo prediction. All
starting values have been varied individually and in combination (up to 20%) and rate
changes for pions of 2.1%, for kaons of 0.4% and for protons of 1.8% have been measured.
Adding all systematic errors in quadrature for each particle species results in average to-
tal errors of 2.9/2.5/4.1% for p < 1.4 GeV/c and 3.0/6.1/15.7% for p > 2.0 GeV/c for pi-
ons/kaons/protons (see table 2). Due to the nature of the tting method, systematic errors
above p > 2.0 GeV/c are highly correlated between the three particle species. A systematic
shift e.g. in the mean dE/dx of kaons results in a change of the measured kaon rate and a
corresponding correlated change of the proton and pion rates.
6 Results and Discussion
The normalized rates of pions (

), kaons (K

) and protons (pp) obtained in each momentum
interval are listed in tables 3, 4 and 5 together with their statistical and systematic errors.
The momentum distributions are shown in g. 6 together with the predictions of the JETSET
and the HERWIG generators and the ratios between data and predictions.
3
The dierential
cross sections 1=(
had
)(d=dx
E
) are shown in g. 7 as a function of x
E
(x
E
=2E=
p
s). The
predictions of the JETSET and the HERWIG generators are also shown.
The generators are tuned in such a way that the global event shape distributions agree with
the data [7]. The total charged track multiplicities for the tuned generators are approximately
equal to the data. Therefore, a dierence in the production rate of one particle species implies
a corresponding dierence in the production rates of other species. This is most obvious when
one compares the measured data with the prediction of the HERWIG generator for momenta
below 2.0 GeV/c. The HERWIG prediction for the kaon cross section is signicantly larger
3
The Monte Carlo predictions are obtained in the same way as the data. The momentum spectra are
subdivided into 68 momentum intervals. Then, the cross sections as function of the weighted mean momentum
in each momentum interval are tted by a polynomial.
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than the measurement, as seen in g. 6b. Given that the predicted cross section of charged
particles [28] and charged pions are in good agreement with the data (g. 6a), the excess in the
charged kaon cross section is compensated by a reduced proton cross section, as seen in g. 6c.
For data above 2.0 GeV/c, similar correlations between the particle rates within a particular
momentum interval are due to the tting method. As described in section 5 these correlations
are covered by the quoted systematic errors and therefore cannot account for the discrepancy
between data and the generators.
The cross sections as a function of momentum and of x
E
as predicted by JETSET are in
good agreement with the data for pions (

) in the observed regions. Deviations are observed
both for JETSET and HERWIG for kaons (K

), where at high momenta the measured cross
sections are larger than the predicted ones. For protons (pp) the measured cross sections are
smaller than the predicted ones. The same behaviour has been observed for  production [17].
In order to determine the total rates of the dierent hadron species, the cross sections
1=(
had
)(d=dx
E
) are integrated, using a smooth function to interpolate in the cross-over re-
gion and using the Monte Carlo to extrapolate into the unobserved low momentum regions.
The extrapolation yields 1.166  0.023 

, 0.034  0.002 K

and 0.024  0.005 pp per mul-
tihadronic event where the errors include both statistical and systematic contributions. For
interpolation of the cross-over regions an exponential of a polynomial in x
E
describing the
JETSET Monte Carlo shape was tted to the data (g. 7) and the total rates calculated by
integrating the tted function over the unobserved region.
To estimate the systematic error of the interpolation, this function has also been tted to
the same Monte Carlo momentum intervals as for the data and the obtained rates have been
compared to the generated rates. The interpolation procedure for the data has been repeated
with one standard deviation systematic error added or subtracted under the conservative as-
sumption of full correlation between all points. In addition, the Monte Carlo function has been
tted to the data with only one scale factor as a free parameter. The total systematic error
due to interpolation is derived by adding these three deviations in quadrature.
All rates, including the ones from the measured momentum regions, are summarized in ta-
ble 6. Again assuming fully correlated systematic errors between dierent momentum intervals,
the systematic errors are added linearly.
The total rates per multihadronic event are: 17.05  0.43 pions (

), 2.42  0.13 kaons
(K

) and 0.92  0.11 protons (pp). This can be compared with the JETSET predictions of
16.992  0.005 (

), 2.258  0.002 (K

) and 1.145  0.001 (pp) and the HERWIG predictions
of 17.754  0.008 (

), 2.471  0.003 (K

) and 0.816  0.002 (pp). There is good agreement
in JETSET for 

and K

, whereas the prediction for pp is 2.0 standard deviations higher than
the measured value. The discrepancy can be reduced using JETSET parameters [17] adjusted
in order to describe the total  production rate. HERWIG overestimates the 

rate by about
2.0 standard deviations, whereas kaon and proton total rates are in better agreement with the
data. However, the dependence of the cross section on the momentum is not well described.
The measured fractions of the three particle species as a function of momentum are shown
in g. 8 together with the JETSET and HERWIG Monte Carlo predictions. The errors shown
have been derived as follows. In the counting method below 1.4 GeV/c there is no correlation
of the particle rates within a particular momentum interval, whereas for high momenta full
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correlation has been assumed. Again, for high momenta the K

fractions are underestimated
by the Monte Carlo predictions and the pp fractions are overestimated.
The total fractions can be compared with data at lower centre of mass energies. Table 7
shows the total fractions measured by several experiments for
p
s = 10 GeV ([8, 9]) and (aver-
aged by [29]) at about 29 GeV ([13, 10, 11, 12]), together with our data at 91.2 GeV. The total
particle fractions for
p
s = 29 GeV and 91.2 GeV agree well within the errors. The fractional
composition of pions, kaons and protons in events at these centre of mass energies does not
change signicantly.
Further insight into QCD calculations may be gained using the  distributions for individual
particle types where  = ln(1=x
p
) with x
p
= 2  p=
p
s. Based on the modied leading log
approximation (MLLA) [3] the shape of the  distribution for soft gluons is predicted, which
can be directly compared to the observed hadron spectra under the assumption of local parton
hadron duality (LPHD) [4].
The predicted hadron spectrum can be written as
1

had
d
d
= N  f (
e
; Q
0
;
p
s; ) , (5)
where the eective QCD scale 
e
(which is not directly related to 
MS
), the cut-o parameter
Q
0
in the quark-gluon cascade, and the overall normalisation factor N are free parameters. A
simplied form of this function is applied assuming Q
0
= 
e
. Leaving 
e
as a free parameter,
a higher 
e
has been obtained in data for higher particle masses [14, 16]. The  distribution is
expected to be approximately Gaussian shaped with its peak shifted to lower values for more
massive particles [30].
Fig. 9 shows the measured  distributions for pions, kaons and protons together with the
interpolated functions used in g. 7 drawn as solid lines. The hashed areas indicate the one stan-
dard deviation error under assumption of full correlation of the systematic errors as described
before.
The peak positions of the  distributions for the individual particle species are obtained from
the interpolated functions and are listed in table 8. The expected shift of the peak position is
visible for kaons and protons with respect to pions. However, in contrast to the expectation
from MLLA+LPHD [30], a smaller  peak value is observed for kaons than for protons. This
fact becomes more evident by combining the obtained peak positions for charged pions, kaons
and protons with other measurements.
In g. 10 the peak positions of 

, K

and pp are shown together with other data measured
by the OPAL collaboration: K
0
[16], K

(892)

[19], , 
 
[17], as well as with data from
the DELPHI collaboration: K
0
, [18] and the L3 collaboration: 
0
[14],  [15]. The gure
clearly illustrates a mass dependence of the peak positions. However, the data in general do
not strongly follow the MLLA+LPHD expectation of lower peak positions for higher masses.
This is most evident for K

(892)

and protons, indicating a step in the peak positions of mesons
and baryons.
Fig. 10 also shows the predictions from the JETSET and HERWIG 5.0
4
Monte Carlo gen-
erators representing the string and the cluster fragmentation models. Both are in reasonable
4
No signicant dierences are expected between HERWIG 5.0 and HERWIG 5.5
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agreement with measured peak positions, the predictions using fragmentation models follow
the observed step in the peak positions of mesons and baryons.
7 Summary
The cross sections of charged pions, kaons and protons as a function of x
E
have been measured
using 766 016 multihadronic Z
0
decays recorded with the OPAL detector. Using the energy loss
measurement in the jet chamber, the momentum range up to the beam energy (45.6 GeV/c)
has been covered, except for the cross-over regions of the energy loss functions. The yields were
found to be 17.05  0.43 

, 2.42  0.13 K

and 0.92  0.11 pp per multihadronic event with
the statistical and systematic errors added in quadrature. The fractional composition of pions,
kaons and protons does not change signicantly compared to lower centre of mass energies of
p
s = 10 GeV and
p
s = 29 GeV.
The prediction of JETSET for the number of pions and kaons per multihadronic event
(16.99 

, 2.26 K

) agrees well with the data, whereas the predicted number of protons
(1.15 pp) is two standard deviations above the measured value. In contrast, the prediction
of HERWIG for the kaons (2.47 K

) and protons (0.82 pp) are in agreement with the data, but
the pion rate (17.75 

) is overestimated by two standard deviations.
The cross section as a function of x
E
for pions (

) as predicted by JETSET is in good
agreement with the data, whereas deviations are observed for kaons (K

) and protons (pp).
The predictions by HERWIG at momenta less than 2.0 GeV/c show a signicantly larger cross
section for kaons, whereas the proton cross section is underestimated.
The cross sections as a function of  = ln(1=x
p
) are approximately Gaussian shaped with
the peak positions measured at 
peak
= 3:81  0:02 for pions, 
peak
= 2:63  0:04 for kaons
and 
peak
= 3:00  0:09 for protons. Combining these data with other measurements there is
evidence for a mass dependence that is dierent for mesons and baryons. Both JETSET and
HERWIG 5.0 agree with the measured peak positions.
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Tables
p in GeV/c g
c
g
m
g

0.15 0.051 0.25 1.74
0.31 0.046 0.25 1.78
0.51 0.047 0.23 1.79
1.02 0.051 0.17 1.82
3.08 0.061 0.08 1.86
5.47 0.064 0.06 1.86
9.95 0.062 0.06 1.85
18.08 0.057 0.10 1.84
23.80 0.055 0.14 1.82
Table 1: Typical double Gaussian parameters. See text for details.
p < 1.4 GeV/c p > 2.0 GeV/c
counting method tting method
Source of error pions kaons protons pions kaons protons
track cuts 0.2 2.2 3.4 0.6 1.0 5.4
muon subtraction 0.5 0.0 0.0 0.5 0.0 0.0
momentum correction 0.5 1.0 2.0 0.5 0.5 0.5
nuclear interaction 2.8 0.6 1.0 - - -
decay in ight 0.2 0.2 0.0 - - -
t method - - - 1.4 2.9 9.6
relative resolution - - - 1.0 5.0 5.0
double Gaussian - - - 0.7 1.6 9.9
start values - - - 2.1 0.4 1.8
total 2.9 2.5 4.1 3.0 6.1 15.7
Table 2: Systematic errors for the dierential cross sections in %. Only mean values
are given, the actual values dier for individual momentum intervals. See text for
more details.
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p hpi 

-rates  
stat
 
sys
0.227-0.239 0.233 9.89  0.07  0.29
0.239-0.251 0.245 9.98  0.07  0.29
0.251-0.263 0.257 10.37  0.07  0.31
0.263-0.276 0.270 10.38  0.07  0.31
0.276-0.290 0.283 10.42  0.07  0.31
0.290-0.305 0.298 10.40  0.07  0.31
0.305-0.320 0.313 10.53  0.06  0.31
0.320-0.336 0.328 10.66  0.06  0.31
0.336-0.353 0.345 10.53  0.06  0.31
0.353-0.371 0.362 10.56  0.06  0.31
0.371-0.390 0.381 10.46  0.06  0.31
0.390-0.410 0.400 10.23  0.06  0.30
0.410-0.431 0.420 10.29  0.06  0.30
0.431-0.453 0.442 10.02  0.05  0.29
0.453-0.476 0.464 9.83  0.05  0.29
0.476-0.500 0.488 9.62  0.05  0.28
0.500-0.525 0.513 9.46  0.05  0.28
0.525-0.552 0.539 9.23  0.05  0.27
0.552-0.580 0.566 9.05  0.05  0.26
0.580-0.610 0.595 8.71  0.04  0.25
0.610-0.641 0.625 8.40  0.04  0.25
0.641-0.673 0.657 8.12  0.04  0.24
0.673-0.708 0.691 7.87  0.04  0.23
0.708-0.744 0.726 7.50  0.04  0.22
0.744-0.782 0.763 7.26  0.03  0.21
0.782-0.822 0.802 6.95  0.03  0.20
0.822-0.864 0.843 6.56  0.04  0.20
2.02- 2.12 2.07 2.374  0.031  0.209
2.12- 2.23 2.17 2.264  0.013  0.079
2.23- 2.34 2.28 2.103  0.018  0.036
2.34- 2.46 2.40 1.944  0.010  0.027
2.46- 2.59 2.52 1.793  0.008  0.026
2.59- 2.72 2.65 1.672  0.009  0.024
2.72- 2.86 2.79 1.550  0.013  0.024
2.86- 3.01 2.93 1.420  0.008  0.022
3.01- 3.16 3.08 1.328  0.008  0.019
3.16- 3.32 3.24 1.221  0.008  0.017
3.32- 3.49 3.41 1.115  0.007  0.015
3.49- 3.67 3.58 1.035  0.007  0.015
3.67- 3.86 3.76 0.955  0.006  0.014
3.86- 4.06 3.96 0.879  0.006  0.012
4.06- 4.95 4.48 0.705  0.003  0.009
4.95- 6.05 5.47 0.478  0.002  0.007
6.05- 7.39 6.68 0.319  0.001  0.005
7.39- 9.02 8.15 0.2052  0.0012  0.0032
9.02-11.02 9.95 0.1246  0.0008  0.0024
11.02-13.46 12.14 0.0717  0.0006  0.0016
13.46-16.44 14.82 0.0386  0.0005  0.0012
16.44-20.08 18.08 0.0206  0.0004  0.0013
20.08-29.95 23.81 0.0058  0.0001  0.0004
29.95-45.60 33.97 0.0006  0.0001  0.0002
Table 3: Momentum dependent cross section for charged pions (

).
Rates in units of
1

had

d
dp
[(
GeV
c
)
 1
] .
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p hpi K

-rates  
stat
 
sys
0.271-0.281 0.276 0.363  0.030  0.028
0.281-0.292 0.287 0.373  0.027  0.028
0.292-0.304 0.298 0.367  0.024  0.025
0.304-0.317 0.311 0.374  0.022  0.023
0.317-0.331 0.324 0.375  0.021  0.019
0.331-0.346 0.339 0.410  0.020  0.019
0.346-0.362 0.354 0.431  0.020  0.019
0.362-0.379 0.371 0.418  0.018  0.020
0.379-0.397 0.388 0.456  0.018  0.016
0.397-0.416 0.406 0.499  0.018  0.017
0.416-0.436 0.426 0.514  0.017  0.016
0.436-0.457 0.447 0.486  0.011  0.011
0.457-0.480 0.469 0.522  0.011  0.011
0.480-0.504 0.492 0.541  0.011  0.012
0.504-0.528 0.516 0.539  0.011  0.018
0.528-0.555 0.542 0.557  0.011  0.020
0.555-0.583 0.569 0.587  0.011  0.014
0.583-0.612 0.597 0.590  0.010  0.048
0.612-0.643 0.627 0.586  0.010  0.016
0.643-0.675 0.659 0.591  0.010  0.044
0.675-0.709 0.692 0.614  0.009  0.024
0.709-0.745 0.727 0.597  0.009  0.025
0.745-0.783 0.764 0.613  0.009  0.031
4.05- 4.95 4.48 0.181  0.004  0.015
4.95- 6.05 5.46 0.138  0.003  0.009
6.05- 7.38 6.67 0.103  0.001  0.006
7.38- 9.02 8.15 0.0767  0.0010  0.0042
9.02-11.01 9.94 0.0536  0.0006  0.0029
11.01-13.45 12.13 0.0349  0.0005  0.0018
13.45-16.43 14.81 0.0220  0.0003  0.0012
16.43-20.06 18.07 0.0127  0.0003  0.0007
20.06-29.93 23.79 0.0042  0.0001  0.0003
29.93-45.60 33.94 0.0004  0.0001  0.0001
Table 4: Momentum dependent cross section for charged kaons (K

).
Rates in units of
1

had

d
dp
[(
GeV
c
)
 1
] .
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p hpi pp-rates  
stat
 
sys
0.406-0.421 0.414 0.169  0.010  0.013
0.421-0.438 0.429 0.174  0.009  0.015
0.438-0.456 0.447 0.171  0.009  0.012
0.456-0.475 0.465 0.185  0.008  0.015
0.475-0.495 0.485 0.181  0.008  0.006
0.495-0.517 0.506 0.202  0.008  0.010
0.517-0.541 0.529 0.215  0.008  0.012
0.541-0.565 0.553 0.228  0.008  0.014
0.565-0.592 0.579 0.230  0.008  0.010
0.592-0.620 0.606 0.230  0.008  0.007
0.620-0.650 0.635 0.236  0.007  0.012
0.650-0.681 0.665 0.239  0.007  0.008
0.681-0.714 0.698 0.246  0.007  0.006
0.714-0.750 0.732 0.248  0.007  0.009
0.750-0.787 0.768 0.248  0.004  0.009
0.787-0.826 0.806 0.254  0.004  0.008
0.826-0.867 0.846 0.260  0.004  0.007
0.867-0.911 0.889 0.260  0.004  0.007
0.911-0.957 0.933 0.257  0.004  0.006
0.957-1.005 0.980 0.263  0.004  0.007
1.005-1.056 1.030 0.257  0.004  0.021
1.056-1.109 1.082 0.256  0.004  0.027
1.109-1.166 1.137 0.257  0.004  0.029
1.166-1.225 1.195 0.248  0.004  0.027
1.225-1.287 1.256 0.241  0.004  0.017
1.287-1.353 1.320 0.250  0.004  0.016
1.353-1.422 1.387 0.245  0.004  0.021
4.05- 4.95 4.47 0.0606  0.0036  0.0129
4.95- 6.04 5.46 0.0517  0.0029  0.0062
6.04- 7.38 6.67 0.0352  0.0011  0.0031
7.38- 9.01 8.14 0.0214  0.0011  0.0023
9.01-11.01 9.94 0.0152  0.0006  0.0021
11.01-13.44 12.12 0.0093  0.0004  0.0013
13.44-16.42 14.80 0.0045  0.0003  0.0006
16.42-20.05 18.05 0.0015  0.0002  0.0005
20.05-29.90 23.78 0.00056  0.00005  0.00014
29.90-45.60 33.92 0.000015  0.000004  0.000026
Table 5: Momentum dependent cross section for protons (pp).
Rates in units of
1

had

d
dp
[(
GeV
c
)
 1
] .
source of rates pions (

) kaons (K

) protons (pp)
extrapolation MC 1.166  0.023 0.034  0.002 0.024  0.005
data low p 5.684  0.170 0.270  0.014 0.245  0.016
interpolation data 4.638  0.112 1.188  0.057 0.376  0.049
data high p 5.564  0.124 0.929  0.060 0.270  0.041
total data 17.052  0.429 2.421  0.133 0.916  0.111
total JETSET 7.3 16.992  0.005 2.258  0.002 1.145  0.001
total HERWIG 5.5 17.754  0.008 2.471  0.003 0.816  0.002
Table 6: Total rates per event for pions, kaons and protons.
22
ps pions (

) kaons (K

) protons (pp)
10.0 GeV 84.0%  1.9% 13.2%  1.8% 2.8%  0.7%
29.0 GeV 83.3%  0.9% 12.0%  0.8% 4.7%  0.4%
91.2 GeV 83.6%  0.8% 11.9%  0.6% 4.5%  0.5%
Table 7: Total fraction for pions, kaons and protons in %
compared with data from lower centre of mass energies.
particle species 
peak
pions (

) 3.81  0.02
kaons (K

) 2.63  0.04
protons (pp) 3.00  0.09
Table 8: Peak position 
peak
of the  = ln(1=x
p
) distributions
for pions, kaons and protons.
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Figure Captions
Figure 1: Truncated mean energy loss dE/dx for tracks in multihadronic events as a function
of the particle momentum. The two indicated slices represent the momentum intervals of
gs. 3a and 3b.
Figure 2: Two particle separation power (dE=dx
1
  dE=dx
2
)=h(dE=dx)i in units of mean
dE/dx resolution h(dE=dx)i =
q
(dE=dx
1
)
2
+ (dE=dx
2
)
2
as a function of particle
momentum for tracks with at least 100 measured samples obtained from data. The
curves given are for electron/pion, pion/kaon and kaon/proton separation.
Figure 3: Truncated mean energy loss dE/dx for tracks in multihadronic events in the mo-
mentum intervals 0.45{0.48 GeV/c (a) and 11.0{13.5 GeV/c (b). The curves shown in
(b) represent the results of the simultaneous double Gaussian t as described in the text.
The double Gaussian structure is visible due to the logarithmic scale chosen in (a) and
(b) as well as the minor overlap between the dierent particle species in (a). In (a), the
inset shows the same plot with a linear scale on the ordinate.
Figure 4: Deposited charge distribution Q
dep
for the momentum intervals 0.45{0.48 GeV/c (a)
and 11.0{13.5 GeV/c (b). Reweighted sum of single distributions for the momentum
intervals 0.45{0.48 GeV/c (c) and 11.0{13.5 GeV/c (d) with double Gaussian ts (full
lines). The dashed and the dotted lines indicate the narrow and the broad Gaussians,
respectively. See text for details.
Figure 5: Normalised dE/dx distribution (dE=dx
measured
  dE=dx
expected
)=(dE=dx) of pions
from K
0
S
! 
+

 
decays with a momentum p > 2:0 GeV/c where (dE=dx) is the
dE/dx error obtained from eqs. 1 and 2. The curve shown represents the result of a
single Gaussian t with a central value of  0:112 and a width of 0:997.
Figure 6: Dierential cross sections for pions (a), kaons (b) and protons (c) as a function of
momentum p for data (points), JETSET 7.3 (full line) and HERWIG 5.5 (dotted line)
and ratios of data and predictions. The errors given are statistical and systematic errors
added in quadrature.
Figure 7: Dierential cross sections as a function of x
E
for pions (a), kaons (b) and protons (c)
for data (points), JETSET 7.3 (full line) and HERWIG 5.5 (dotted line). The errors given
are statistical and systematic errors added in quadrature. The dashed line indicates the
tted function used for interpolation of the cross-over regions. For pions (a) this function
is indistinguishable from the JETSET 7.3 curve.
Figure 8: Fractions of charged hadrons (pions, kaons and protons) as a function of the particle
momentum p for data (points), JETSET 7.3 (line) and HERWIG 5.5 (dotted line). The
errors given are statistical and systematic error added in quadrature. The dashed lines
indicate the tted functions used for interpolation of the cross-over regions.
Figure 9: Dierential cross sections as a function of  = ln(1=x
p
) for pions (a), kaons (b) and
protons (c). The errors given are statistical and systematic errors added in quadrature.
The solid lines are taken from the tted functions used for interpolation of the cross-over
regions as function of x
E
. The hashed areas indicate the one standard deviation error
under assumption of full correlation of the systematic errors as described in the text.
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Figure 10: Measured peak positions 
peak
of the  distributions for various particle species as
function of the particle masses. The particles are grouped into mesons and baryons.
Predictions from JETSET 7.3 (line) and HERWIG 5.0 (dotted line) are also shown.
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