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INTRODUCTION
The transfer of pre-recorded compressed video requires the network to support large fluctuations in bandwidth on multiple time scales. Bandwidth smoothing techniques are often employed for reducing the burstiness of a pre-recorded compressed video stream by prefetching frames into the client playback buffer. Using these techniques, a variable bit rate (VBR) stream can be represented as a series of fixed constant bit rates (CBR), thus simplifying the allocation of networks resources and increasing their utilization. The smoothing process and the temporary accumulation of data stream in a client buffer before playback increase the advantage of multiplexing. This is because they remove the serial correlation produced by the variable length entropy coders and the smoothing of the short-term sub-image bit-rate variabilities [1] , and therefore enhance the general of a pure Poisson process. Smoothing the traffic before launching packets into the network can also increase network reliability, because the packet loss behavior of a network is strongly dependent on its workload. For example, ifmost traffic sources are smoothed, that is the ratio of the standard deviation to its mean in their transmission rate is small, then congestion is uncommon and the packet loss rate is small [2] . As the traffic becomes burstier the loss rate increases for the same network utilization and buffer availability, because transient overloads are more common.
The process of smoothing the traffic is referred to as traffic shaping. In this paper traffic shaping is implemented by an offthat one of the following holds: (1) the peak rate to average rate ratio is decreased; (2) the peak rate to minimum rate ratio's is decreased; (3) the standard deviation rate to average rate is decreased. For a given client prefetch buffer size, several algorithms for bandwidth smoothing have been introduced and shown to be optimal under certain constraints. Based on a-priori knowledge of frame lengths, these algorithms can significantly reduce the burstiness of resources required for pre-recorded video, transfer, and playback [3] [4] [5] [6] .
This paper focuses on a smoothing technique, called the Piecewise Constant Rate Transmission and Transport (PCRTT) algorithm [5] . This algorithm divides the video stream into fixed-size intervals thus creating a bandwidth allocation plan. The main advantage of this method over other methods is that for small buffer sizes PCRTT creates bandwidth plans that have near optimal peak bandwidth requirements, while requiring very little computation time [3] . Since a PCRTT plan consists of fixed-size intervals, the bandwidth changes occur after constant times. This can be useful for multiplexing several streams during the same time interval. Another advantage of PCRTT is that it can produce bandwidth plans with a meaningful lower bound on the minimum time between rate changes.
In this paper we propose an enhancement to PCRTT, referred to as e-PCRTT, which aims at reducing the required buffer for the same fixed-size interval. Alternatively, e-PCRTT can increase the length of the smoothing interval while using the same buffer size. The practical implication of increasing the interval size is reducing the number of I ofer(cs.technion.ac.il; bandwidth changes. This is of importance for networks like ATM that allow users to renegotiate their traffic parameters. Renegotiation oftraffic parameters usually requires the end host to send a signaling message along the data path with the new parameters [4] . Ifthe request is feasible, the network signals the host to start using the new parameters.
The idea behind e-PCRTT is to impose local constraints on the trajectory bandwidth rate-line, instead of the global constraints imposed by the original algorithm. The immediate consequence of this change is better buffer utilization, which was found to be superior in e-PCRTT for all the investigated video sireams. The importance of this is that the server may have additional latitude in smoothing video streams, if the client is willing to tolerate some loss in quality. Note that with PCRTT, image quality degradation is due to either decoder buffer overflows, when the encoded data is not transmitted fast enough into the network or decoder buffer underfiows, when data is transmitted into the network too fast.
It is important to note that the analysis in this paper considers only the end nodes architecture. It does not take into account network behavior. Hence, data loss is only attributed to decoder buffer overflow. The data for the simulation experiments is based on a collection oftwelve full-length, motion-JPEG encoded, video clips.
The rest ofthe paper is organized as follows. In Section 2 PCRTT and other common smoothing techniques for reducing the burstiness are described. Section 3 presents the new proposed e-PCRTT algorithm. Section 4 compares between PCRTT and e-PCRTT with respect to different aspects related to the client site and to network utilization metrics. Section 5 proposes an algorithm for improving the management of several multiplexed video streams, and Section 6 concludes the paper.
BANDWIDTH SMOOTHING TECHNIQUES
The main problem of transmitting compressed video over communication network is its burstiness. Compressed movies exhibit peak rates that are often significantly larger than their long-term average rate [4] . One of the suggested solutions for reducing the burstiness is to use a playback buffer at the client site (PC, workstation, or set-top box). In such a system, the video streams are stored at a multimedia server, and transmitted through the network to the client site. The client's video card decodes the stream and forwards it to the viewer's video display.
The server can significantly reduce the bandwidth requirements for transmitting stored video streams by prefetching frames into the client playback buffer. Bandwidth smoothing algorithms usually need an a priori knowledge ofthe client buffer size and the length ofthe transmitted video frames in order to compute an efficient server transmission plan [6].
The system described above provides the client the possibility to reserve bandwidth during connection setup. After the connection is established, the bandwidth may or may not be renegotiated, depending on the system [7] . The client buffer functions as a temporal storage for early arriving frames. The smoothing algorithm should produce a transmission plan that minimizes buffer overflow and underfiow. As already explained buffer underfiow occurs when the buffer is empty and the decoder has nothing to decode, whereas buffer overflow occurs when frames need to be dropped due to lack of space. More specifically, consider a video stream with N frames, where frame i is x byte long, a smoothing buffer size is B bytes. In order to avoid buffer underfiow, the server must always transmit more data than the decoder consumes. Hence, by the time when the client decodes the k'th frame, k 0, 1 , 2, . . .N, it must have received at least Lk frames from the server, where Lk=1xI.
(1) In the same way, an upper limit on the amount of data the receiver can receive at the time when the k'th frame is decoded is given by k Uk=B+x.
(2)
1=1
The two functions Lk and Uk are equidistant functions that create a "river", which delimits the server bandwidth plan. The goal of any smoothing algorithm is to create a rate-plan with a piecewise linear path that stays between Lk and Uk .In this paper we show how such a path can be created using geometrical considerations rather than traditional rate control analysis. In order to avoid overflow and underfiow ofthe receiver buffer, the sequence oftransmission rates r1, r2,. . . , ru, referred to as transmission plan, or transmission, must satisfy (3)
Where r1 is the transmission rate during the i'th time interval, and M is the number of intervals. Bandwidth smoothing algorithms typically select the starting point for interval f-f-I based on the trajectory for interval]. By extending the fixed rate line for intervalj, the Irajectory eventually encounters the underfiow curve, the overflow curve, or both, requiring a change in the server transmission rate [3] . In the rest ofthe paper, the two equidistant functions that bound the "river" are referred to as the L curve and the U curve.
Several algorithms have been proposed for resolving the problem ofbandwidth smoothing [8-1 1]. Many of them are based on different criterion for optimally. For example, the critical bandwidth allocation (CBA) algorithm [8, 9] has the minimal number of bandwidth increases, and the smallest peak bandwidth requirement. An improvement of this algorithm, the minimum changes bandwidth allocation (MCBA) algorithm [10] and it minimizes the number of rate decreases. In [1 1], an algorithm is developed to reduce the variability in the rate requirements across the lifetime of the transmission plan. This approach is known as the minimum variability bandwidth allocation (MVBA) algorithm [3] .
hi this paper we concentrate on improving the PCRTT algorithm, that creates a lransmission plan with fixed-size intervals. The main advantage of PCRTT compared to other smoothing algorithms is that for small buffer sizes, the created plans have relatively small peak bandwidth requirements, while requiring very little computation time [3] . Also, with this method the transmission schedule plan consists of constant intervals, which can be useful for management of several multiplexed video streams that are smoothed according to the same based time (time interval). Our main contribution is improving the buffer utilization during the transmission and the playback of the video stream at the client site. Consequently, the constructed rate-plan has a fewer number ofbandwidth changes compared to PCRTT for the same buffer size. Moreover, for a bandwidth allocation plan with the same number of intervals our algorithm requires a smaller buffer size while still avoiding buffer underfiow or overflow.
PCRTT determines a single run for each time interval by connecting the intersection points of the vertical borderlines of the time intervals with the L curve. The slopes of the j'th line corresponding to the rate r3 is the resulting transmission plan. To avoid buffer underfiow, PCRTT offsets this plan vertically when needed, to guarantee that all the runs lie above the L curve [3] . Raising the plan corresponds to introducing an initial playback delay at the client. When an offset that keeps the plan between the Uand L curves does not exist, the size ofthe smoothing interval should be reduced.
This would increase the number of bandwidth changes during the transmission of the video stream. The resulting transmission curve also determines the minimum buffer size needed in order to avoid overflow for the given interval size.
A detailed mathematical description for PCRTT is presented in [5] . The analysis in [5] includes development of fundamental relationships between the PCRTT transmission rates, the client buffer size, and the initial delay.
TIlE E-PCRTT ALGORITHM
A disadvantage of PCRTT is that it derives the bandwidth plan based only on the lower bank river (L curve). The U curve functions only as an upper limit raising to avoid buffer overflow, and it is not considered during the process of creating a bandwidth plan. As a result, the required minimum buffer size tends to be large especially for streams that exhibits high spatial or temporal activity. The new algorithm, e-PCRTT derives the bandwidth plan while considering both the U curve and the L curve. E-PCRTF needs to know the number of frames and the buffer size for each interval the video stream is divided to. In order to construct a legal plan, e-PCRTT forces the calculated trajectory to be adjacent to the central path between the L curve and the U curve. In order to minimize the possibility for overflow or underfiow, the fixed-rate line in each interval is selected to be equally distant from the U and L curves.
According to e-PCRTT, the starting point for beginning a bandwidth plan at the first interval is the middle of the buffer. This point introduces an initial playback delay, which is shown in Section 4.3 to be usually smaller than what introduced by PCRTT. E-PCRTF then constructs a triangle with one vertex in the starting point and the other two vertices on the vertical line, which bounds the first interval (See Figure 1) . The rate decision for this interval is chosen to be the median line ofthe triangle (the bold lines in Figure 1(a) ). The intersection point ofthis line with the vertical ending line determines the starting point ofthe new rate for the second interval. in a similar way, the fixed-rate line is constructed for each succeeding interval. The all process is described schematically in Figure 1(a) . In this figure, the dashed lines represent the two borderlines of the triangle, whereas the solid line represents the fixed-line rate for each interval. The two borderlines ofthe triangle are determined as follows. In the first step, these are the lines that connect the vertex point at the beginning of an interval and the intersection points between the border vertical line and the U curve and the L curve. However, if these lines cause buffer underfiow or overflow, they are re-defmed as the tangent lines with the U curve and the L curve. For cases where the buffer is large enough most of the triangles are reconstructed according to the first step. 
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In those cases the bandwidth allocation plan coincident with the one created by the original PCRTT algorithm, and the transmission rate-plan created by e-PCRTT is parallel to the one created by PCRTT. The only difference between the two plans is the offset value. As the buffer size decreases, the triangles become narrower and they are mostly determined from the tangent lines of the U and the L curves. At the limit, when we continue decreasing the buffer size, the two tangent lines coincident at the most curve interval along the completed path. At this point, the minimum buffer size B,,,,,, that still eliminates overflow is obtained. Any farther decrease ofB will cause to digress out ofthe river borderlmes.
We now defme e-PCRTT with more mathematical details. Each deterministic traffic model uses parameters to defme a traffic constraint function b(t), which bounds the video server over every interval of length AT (see Figure  1(b) ). \T denotes the constant interval dividing the video stream into fixed-size intervals with &V L\T/F frames.
it is possible to defme constraints for the number of accumulative bytes 'k and 'k+I at the beginning and the end of the k 'th interval respectively: Time (a) the construction process.
The initial playback delay at the client site Ii is equal to the amount of bytes at the starting point ofthe rate-plan is given by, 11=x1+B/2
The e-PCRTT model is defmed as a collection ofrate-interval pairs {(rk , AT)Ik = 1,2, . . . , M} , such that the constraint function is given by a piece-wise linear function b(t). This function bounds the number of bytes the source transmits in any interval oflength AT by a linear function of t
Where Tk represents the rate at the k 'th interval and is given by, interval. This is due to a small buffer size, that does not allow to continue the rate-plan without crossing the U curve or the Lcurve.
PERFORMANCE COMPARISON
This section presents a performance comparison of PCRTT and the e-PCRTT. This comparison is based on a collection of performance metrics related to the client site, the minimum buffer size, the initial playback delay, and the network utilization. We compare the two algorithms by applying them on several investigated video traces. The results of our study show a tradeoff between reducing the buffer size and improving the rate performances of the smoothing algorithm. We start this section by fmding the number of bandwidth changes as a function of the buffer size. Then an analytical analysis for buffer utilization is presented. Finally we present a comparison of the initial playback delay that is expected by using the two algorithms.
The experiments at this paper are based on 12 Motion-JPEG video traces, generated by Feng and his group [3]. These traces have been downloaded from http:llwww.cis.ohio-state.eduJwucffi. The video library includes clips with different lengths and subjects, that are supposed to represent the diversity of compressed video sources in emerging multimedia services. The library includes movies with different quality value according to the JPEG standard. Most of the movies considered in this paper have the quantization level corresponds to quality of 90 with 0.94 bits-per-pixels. The film E.T. has the best quantization level: quality factors of 100 correspond to 1.64 bits-per-pixel. In addition, the library includes three seminars to study the effects of compression and bandwidth smoothing on "educational" video. These presentations were filmed with a single, stationary camera focusing on the screen for displaying speaker transparencies.
This results in small bandwidth requirements and low variation in the frame sizes as compared to other videos. A Table  that 
4.! Number of bandwidth changes
In this section, the minimum buffer size required for the smoothing algorithm is derived for the two algorithms, while the investigated parameter is the interval size or alternatively the number ofbandwidth changes. As we increase the buffer size, we can also increase the interval size and at the same time improve the performance of the smoothing algorithm. Our results show that e-PCRTT reduce the needed buffer size for the same interval size. This superiority can be presented also in an alternative way: for the same buffer size e-PCRTT produces a bandwidth plan with fewer rate changes.
A more practical parameter, the minimum number of intervals for supporting the smoothing process, is presented in Figure 3 . There is a reciprocal relation between the number of intervals M and the interval duration time AT: M = T I T , where T is the time duration of the video stream. To reduce the complexity of the server and the client sites, a bandwidth -smoothing algorithm could strive to minimize the number M of runs in the transmission schedule [3] . This is because each bandwidth change requires to modify the I/O rate for the stream, and to re-negotiating with the network to reserve the required resource for transporting the video stream [4] . Figure 2 presents the results three video streams: E.T (100), Rookie of the Year (90), and Seminar-2 (90). Each graph presents for one movie the minimum number of intervals that can be achieved as function of the buffer size for both algorithms. These results have been obtained by determining a range of realistic buffer sizes and deriving the maximum interval size for each of the buffer sizes in this range. It is evident from the graphs that for buffer sizes PCRTT has more bandwidth changes than the e-PCRTT plan. These results were obtained for all the 12-video streams that were investigated (however, due to space limit, the results of only the three considered movies are presented). As the video stream exhibits less variability in the original frame sizes, for example the Seminar videos, they generally demand fewer bandwidth changes compared to high activity streams. The difference between the two algorithms is more noticeable for small buffer sizes. As the buffer size increases, the performances of both algorithms are similar. where 0 Buffer(t = n At) Bmjn PDF =Histogram(Buffer(t =n. At)!Bmin ,1 <ii < N)
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In this section, the buffer utilization at the client side is studied. The purpose of this study is mainly to understand the results ofthe previous section and the efficiency usage ofthe buffer capacity. The percentage ofthe buffer occupancy during the playback of a video stream is derived. The number of bytes at the buffer is determined by subtracting the decoding rate at the buffer output from the smoothing rate-plan b(t) at the buffer input. For every t, the buffer size is given by,
The buffer occupancy can vary during the playback of the video steam from 0 to Bmjfr The interesting parameter in this analysis is the probability density function (PDF) or the histogram of the Buffer occupancy,
The division by B,,,,,, 15 for normalizing the maximum capacity of the buffer to 1 . In Figure 3 (a), the PDFs of the two algorithms are presented for the video stream E.T. The peak value for the PDF is around 50% for e-PCRTT and 40% for PCRTT. Similar results were accepted for most of the other video streams and for different values of interval size. The meaning ofthis result is that the bandwidth allocation plan derived by e-PCRTT uses the buffer capacity more efficiently. This is also an evident that the trajectory path ofthe rate-plan in e-PCRTT stays always around the middle between the U curve and the L curve during the playback of the video stream. In both methods the minimum buffer size is determined from the peak bandwidth rate in the bandwidth plan, which is generally driven by the maximum frame size. In PCRTT, the buffer size required for transmitting the maximum frame size can be much larger than the buffer size needed for other frame sizes. Therefore, buffer utilization is not as good as in e-PCRTT. This situation especially holds for video streams with high activity and high variability in the original frame sizes. As the original stream is less bursty, buffer utilization can be improved because all intervals demand almost the same buffer size. On the other hand, with e-PCRTT the buffer occupancy always stays steady, around 50% capacity, independent ofthe interval size or the video stream activity.
Next, we investigate the effect of reducing the buffer size bellow B,,,1,, on the percentage of lost bytes resulting from buffer overflow. This analysis helps when the client is willing to trade buffer size with loss in quality. The mathematical expression for the percentage of lost bytes can be obtained by integration of the PDF between the new normalized buffer size x and 1, while x varies between 0 and 1 , namely:
Figure 3(a) presents the probability density function of the buffer content for the two algorithms. Figure 3 (b) presents the integration results as function of the normalized buffer size for values between 0 and 1 .From this figure it is evident that for the same normalized buffer size, the percentage oflost bytes due to buffer overflow in e-PCRTT is higher than in PCRTT. This results from the better buffer utilization of e-PCRTT. Consequently, any decrease of the buffer bellow Bmin causes more losses. Recall, however, that the size of Bmjn in e-PCRTT is smaller than in PCRTT. Therefore the normalization factor in the two algorithms is not the same. We can conclude that in general e-PCRTT allows us to use smaller buffer size, but any reduction bellow this value can cause more losses compared to PCRTT. Both PCRTT and e-PCRTT impose an initial playback delay, caused by the offset of the transmission plan. To ensure constant quality, the data of the first frames is stored in the client buffer prior to the playback beginning. The smoothing algorithm usually tries to minimize this delay. In this section we consider only the delay incurred at the client, due to the transmission plan, while ignoring the delay imposed due to the network jitter. The initial playback delay of PCRTT due to raising the plan above the L curve. This delay is given by,
where offsetis the minimum that presents underfiow (see Figure 1) and d is the number of frames that satisfies Eq. 13. In e-PCRTT, the initial delay caused from starting the bandwidth plan at the middle ofthe buffer size is equal to, (14) By resolving Eq. 14 for d, the delay is obtained. It can be noticed that there is a direct dependency between the initial delay and the buffer size.
The results for the delay analysis for three representative video streams (E.T, Rookie ofthe Year and Seminar-2) are presented in Figures 4. These results have been obtained for the same interval size and for the minimum buffer size of the two algorithms. The graphs show the delay as function of the interval size. For both algorithms the initial delay increases with increasing the interval size. Similar results appear in [12] . However, the initial delay in e-PCRTT is smaller than in PCRTT for most of the investigated video streams. For example, e-PCRTT reduces the delay of Seminar-2 by 84% from 19 frames to only 3 frames. The reason for these results is the smaller buffer size required to construct the bandwidth plan in e-PCRTT, compared to PCRTF. There is a direct relation between the buffer size and the delay. Any reduction in the former reduces the latter as well. 
MULTIPLEXING OF MULTIPLE STREAMS
In this section we iniroduce a simple mechanism for multiplexing several video streams into a constant bit-rate channel (e.g. ATM CBR VC). The idea is to employ the advantages of the smoothing process for increasing bandwidth utilization. In the general case we assume that all the video streams are smoothed with the same interval size. We further assume thai all the streams are synchronized, in the sense that all intervals start at the same points. The proposed mechanism provides a method to accommodate the bandwidth rate-plan of each multiplexed video stream according to the constraint ofthe network peak rate. Figure 5 demonstrates the multiplexing of two original video streams versus the multiplexing of the smoothed versions ofthe same streams. 1 can be noticed that multiplexing the original streams result in many deviations above the channel rate. As a result, the channel can not satisfy the required rates for these instances, and packets losses may occur in the network switches. However, when the smoothed streams are multiplexed, deviations above the peak rate occur only at few intervals. We suggest changing the rate-plan of these streams such that there will be no deviation above the peak rate. In the case of the original video streams, it is impossible to employ this idea because there are too many discrete deviation points above the peak-rate. The smoothing process allows us to change the rate-plan as long as the new rate -plan stays between the river borderlines, namely the U curve and the L curve. The amount of rate reduction should be chosen such that overflow and underfiow are still avoided. The process ofreconstructing the rate-plan is shown in Figure 6 . Assume that the multiplexing signal consists of N smoothed video streams, and that there is a deviation of LIBWabove the peak rate at the j'th interval. In order to avoid this deviation, the rate of any of the video streams should be reduced at this specific interval. The rate reduction should be performed in a fair manner, such that no stream plan encounters underfiow. This is achieved by reducing the rate of each stream i according the distance zlr1 of its rate from underfiow situation divided by the total possible rate reduction of all the video streams at thej'th interval, which is defined as, N
The rate reduction for stream i is therefore, AB
From Eq. 15 and 16 follows that the total reduction of all streams is sum up to exactly 4W . The rate reduction at thej'th interval requires to change the rate-plan of all the affected streams from the j'th interval to the last one. However the sequence of rate-plans until the j'th interval for every stream is correct and therefore should not be changed. In such a way it is possible to adjust all the rate-plans until there is no deviation above the peak rate in all intervals.
It is important to mention that the proposed mechanism does not guarantee a full protection from underfiow or overflow, especially when there is a large diversion above the peak rate. However, it reduces the number of such incidents to minimum. An improvement of the outcome of this algorithm can be achieved by increasing the client buffer size. This will allow to increase the interval size and therefore simplify the management process by having a smaller number of intervals. Also, the peak rate of each video stream will be reduced such that the total deviation from the channel rate will be reduced too. 
CONCLUSIONS
This paper addresses the issue of representing a video stream as a sequence of constant bit rate streams. This issue arises in an improved technique for many applications like video-on-demand system, interactive educational system, video conferencing, and digital libraries. Presented an enhancement called e-PCRTT for the PCRTf algorithm for reducing the burstiness of the compressed stream, in order to improve the utilization of the communication channel. The main improvement of e-PCRTT is the reduced client buffer size compared to PCRTT. In addition, e-PCRTT produces bandwidth plan with less intervals (rate changes) for the same given buffer size. This allow to reduce the burden ofrenegotiation with the network. Another advantage of e-PCRTT is reducing the initial playback delay compared to PCRTT. The proposed algorithm also enhances the profit achieved due to multiplexing several streams into a single channel. Future research may expand the multiplexing mechanism for the sake of minimizing the total transmission cost. Another possible future direction is to expand e-PCRTT for MPEG streams. For such streams the fixed-size interval should be chosen as multiplication ofGroup Of Pictures.
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