On lengths of words in context-free languages  by Ilie, Lucian
Theoretical Computer Science 242 (2000) 327{359
www.elsevier.com/locate/tcs
On lengths of words in context-free languages
Lucian Ilie ;1
Turku Centre for Computer Science TUCS, FIN-20520 Turku, Finland
Received September 1997; revised September 1998
Communicated by A. Salomaa
Abstract
We consider slender languages, that is, languages for which the number of words of the
same length is bounded from above by a constant. It is known that the slender context-free
languages are precisely the unions of paired loops, that is, nite unions of sets of the form
fuvnwxny j n>0g. Analysing the structure of the derivation trees of such loops, we nd some
upper bounds for the lengths of words in the loops of a slender context-free language, i.e., the
words u; v; w; x; y in the notation above. These upper bounds depend on the given language only.
Using this result, we give two new and simple proofs for the decidability of the slenderness
problem for context-free languages. Moreover, due to the constructivity of our proof, we are able
to nd eectively a representation as union of paired loops for an arbitrary slender context-free
language; even a representation as a disjoint such union. As a consequence, we prove that the
maximal number of words of the same length is computable. Finally, some undecidable problems
are investigated. c© 2000 Elsevier Science B.V. All rights reserved.
Keywords: Slender language; Single and paired loops; Decidability; Eective constructions;
Context-free language
1. Introduction
Considerations concerning lengths of words are an important part of language theory.
An innite sequence (ln)n>0 can be associated in a natural way to a language L : ln is
the number of words of length n in L. The investigation of the case when all terms of
the sequence (ln)n>0 are bounded from above by a xed constant was started by Paun
and Salomaa in a series of papers [15{17]. Such languages are termed slender. As
shown in [1], these languages are not only important from theoretical point of view,
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but also they have applications in cryptography. Some applications can be found also
in [2]. The same notion has been investigated for regular languages by Shallit, cf.
[21], in connection with numeration systems and for L languages in [4, 14]. The case
when ln is bounded by a polynomial in n has been considered in [19, 22]. Honkala
has introduced and studied a generalization of the notion of slenderness, called Parikh
slenderness, by considering languages for which the number of words with the same
Parikh vector is bounded from above by a constant; see [7{10]. As an application
of this study, he gave a new very nice method for ambiguity proofs of context-free
languages.
One of the most important problems is to nd characterizations of such languages.
As proved by Paun and Salomaa, cf. [17], and Shallit, cf. [21], the slender regu-
lar languages are exactly the unions of single loops, that is, nite unions of sets of
the form uvw. It was conjectured in [17] that a similar characterization holds for
slender context-free languages, as unions of paired loops, that is, nite unions of
sets of the form fuvnwxny j n>0g. This conjecture was shown to be true by Ilie,
cf. [12].
Another important problem is the decidability of the slenderness problem. This prob-
lem was shown to be decidable for unambiguous context-free languages in [1]. In the
much more dicult case of arbitrary context-free languages, the problem was also
proved to be decidable by Raz, cf. [19]. (See [18] for an extended abstract.) Recently,
another proof of this result was given by Honkala, cf. [10], as a consequence of a more
general result; he proved that the slenderness and the Parikh slenderness problems are
both decidable for bounded semilinear languages.
In this paper, we perform a deeper analysis of the structure of slender context-free
languages. As our essential tool, we prove that the lengths of words in the paired loops
composing a slender context-free language L can be bounded by some constants de-
pending on L only. This is done by a close analysis of the structure of the derivation
trees corresponding to the paired loops and by using combinatorics of words tools.
In this way, we are able to give two new and simple proofs for the decidability of
the slenderness problem for context-free languages. Moreover, we show that a repre-
sentation as a union of paired loops can be eectively found for an arbitrary slender
context-free language; even a representation as a disjoint such union. As a consequence,
we prove that the maximal number of words of the same length is computable. Some
undecidability results are also considered.
The paper is organized as follows. The next section contains the denitions and the
characterization theorem from [12]. Some basic facts about words are also recalled.
Section 3 contains several technical results on paired loops of slender languages which
are helpful in Section 4 for proving the upper bounds on the lengths of words in the
loops (single or paired) of a slender context-free language. The algorithms for deciding
whether or not an arbitrary context-free language is slender are given in Section 5. In
Section 6 we present the other decidability results and eective constructions mentioned
above, as well as some related ones. The last section deals with undecidability. Finally,
some problems for further research in this area are formulated.
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2. Basics
For an alphabet ,  denotes the free monoid generated by , 1 is its identity,
and, for any word w 2 , jwj is the length of w.
Let k be a positive integer. A language L is called k-slender if
cardfw2L j jwj= ng6k;
for any n>0. L is slender if it is k-slender for some k>1.
A single loop is a set fuvnw j n>0g, for some u; v; w2. A paired loop is
fuvnwxny j n>0g; u; v; w; x; y2.
We call a union of single (paired) loops any nite union of single (paired) loops,
respectively.
Let L be a context-free language. There is a context-free grammar in Chomsky
normal form G=(N; ; S; P) generating L. Then, by the pumping lemma for context-
free languages, there is a constant p such that any word z 2L with jzj>p can be
decomposed as z= uvwxy, for some u; v; w; x; y2, such that vx 6= 1; jvwxj6p, and
uvnwxny2L, for any n>0. The constant p is usually taken to be 2card(N ), where N
stands for the set of nonterminals of G, but we shall take p=2card(N )−1 which is still
good. In fact, this is the smallest constant for which the pumping lemma works with
the same proof. We take it like this in order to improve the upper bounds given by
Theorem 5 which are in terms of p.
In what follows, we shall denote this constant by pL and it will be understood that
it comes from a grammar in Chomsky normal form for L.
We recall the characterization of the slender context-free languages as union of
paired loops from [12]. Notice that part (ii) of the theorem does not appear explicitely
in [12]. It comes out of the proof.
Theorem 1 (Ilie [12]). Let L be a slender context-free language and let
G=(N; ; S; P) be a context-free grammar in Chomsky normal form which gener-
ates L. Then
(i) L is a union of paired loops
L=
mS
i=1
fuivni wixni yi j n>0g; (1)
for some m>0; ui; vi; wi; xi; yi 2; 16i6m;
(ii) for each i; 16i6m; such that juiviwixiyij>pL there is a derivation tree for G
as in Fig. 1 below; where Xi 2N and jviwixij6pL.
The basic idea of the proof of Theorem 1 in [12] is to consider all words in L
which are longer than pL and write them according to the pumping lemma; potentially
innitely many loops of L are obtained. Using the fact that L is slender, it is then
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Fig. 1. The derivation tree for the loop i.
proved that the number of nonredundant loops (i.e., loops which are not included in
the others) is nite.
The condition jviwixij6pL is obtained by the usual procedure in the pumping lemma.
Consider a longest path in the tree in Fig. 1. As the length of the frontier is at least
pL + 1=2card(N )−1 + 1, this path contains at least card(N ) + 1 vertices labeled by
nonterminals. Take for Xi a nonterminal which labels two vertices on this path among
the rst card(N ) + 1, counting from the frontier.
We recall next some basic facts on words which can be found in [3, 13].
1. Two words u and v are conjugates, denoted u v, if u=pq; v= qp, for some p; q 2
. A non-empty word w is primitive if it has exactly jwj distinct conjugates. If w
is primitive, then w has exactly two occurrences in ww; as a prex and as a sux.
Expressed otherwise, ww= uwv implies either u=1 or v=1.
2. Any non-empty word w is a power of a unique primitive word, called the primitive
root of w and denoted (w). Two words are conjugates i their primitive roots are
conjugates.
3. Two words u and v commute, i.e. uv= vu i u and v are powers of the same word.
4. Two words u and v are conjugates i there is w such that uw=wv; this equality
holds i there are p; q such that u=pq; v= qp, and w2 (pq)p.
5. (Fine and Wilf ’s theorem) Two words u and v are powers of the same word i
the two innite words u!= uuu : : : and v!= vvv : : : have a common prex of length
juj+ jvj − gcd(juj; jvj). We shall use this result in the following form: if un and vm,
for some m; n>0, have a common factor of length at least juj+jvj, then (u) (v).
For basic results in combinatorics on words and formal language theory, we refer to
[3, 13] and [11, 20] respectively.
3. Paired loops and slenderness
We prove in this section three technical lemmas concerning paired loops of a slender
language. They will be of great help in the next section for proving the upper bounds
on the lengths of words in the loops of a slender context-free language.
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The rst concerns intersections of paired loops which have identical pumping parts.
Lemma 2. If, for some words ui; v; w; x; yi 2 ; 16i62; the two sets
A1 = fu1vnwxny1 j n>0g;
A2 = fu2vnwxny2 j n>0g
have innitely many common words and ju1y1j6ju2y2j; then A2A1.
Proof. Since A1 \A2 is innite, we have vx 6=1. Assume that both v and x are non-
empty. The case when some of them is empty is treated similarly. Also, the equation
u1vnwxny1 = u2vmwxmy2 (2)
has innitely many solutions (n; m)2NN. Put v= zr; x= t s, for primitive words
z; t 2 +; r>1; s>1. Consider n0; m0 satisfying (2) such that
(i) min(ju1vn0 j; ju2vm0 j)>max(ju1j; ju2j) + jzj,
(ii) min(jxn0y1j; jxm0y2j)>max(jy1j; jy2j) + jtj.
As, by hypothesis, ju1y1j6ju2y2j, we have, by (2), n0>m0.
Consider two cases, depending on whether or not ju1vn0 j= ju2vm0 j.
Case 1. ju1vn0 j= ju2vm0 j. Then u1vn0 = u2vm0 and xn0y1 = xm0y2. From n0>m0, we
get ju2j>ju1j and jy2j>jy1j. By the choice of n0 and m0, cf. (i), (ii), it follows that
u2 = u1zk ; k>0;
y2 = t ly1; l>0;
and, by (2) for n0 and m0, we obtain r(n0 − m0)= k and s(n0 − m0)= l.
We may write now
A2 = fu1zkzrnwt snt ly1 j n>0g
= fu1zr(n+n0−m0)wts(n+n0−m0)y1 j n>0gA1:
Case 2. ju1vn0 j 6= ju2vm0 j. Assume ju1vn0 j>ju2vm0 j. The other case is similar. Then
jxn0y1j<jxm0y2j, hence jy1j<jy2j.
Assume now ju1j>ju2j. The case when ju1j6ju2j is similar; the only dierence will
be pointed out at the very end of the proof.
We have then
u1 = u2zk ; k>0;
y2 = t ly1; l>0;
and (2) for n0 and m0 becomes
zr(n0−m0)+kw=wts(m0−n0)+l: (3)
Thus zr(n0−m0)+k  t s(m0−n0)+l, hence z t and put z= z1z2; t= z2z1. Also, we have the
following equality
r(n0 − m0) + k = s(m0 − n0) + l: (4)
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Claim. There is c>0 such that w=(z1z2)cz1.
Proof of Claim. If z1 = 1 or z2 = 1, then w2 z and we are done. Assume z1 6=1 6= z2
and denote n= r(n0 − m0) + k; n>1 because ju1vn0 j>ju2vm0 j. From (3), there are
p; q2 such that
(z1z2)n=pq; (z2z1)n= qp; w=(pq)ip; i>0:
Put p=(z1z2) jz01, for some z
0
1 2 ; jz01j<jzj; j>0.
Assume that jz01j6=jz1j and consider jz01j<jz1j. (The case jz01j>jz1j is analogous.)
Then z1 = z01z
00
1 , for some z
00
1 2 +, and q= z001 z2(z1z2)n−j−1. Hence
(z2z1)n= z001 z2(z1z2)
n−1z01:
If n>2, then z2z1 is a proper factor (neither prex nor sux) of (z2z1)2, a contra-
diction.
If n=1, then
z2z01z
00
1 = z
00
1 z2z
0
1;
so there is z3 2 + such that z001 ; z2z01 2 z+3 . Thus z 2 z3z+3 , a contradiction. Consequently,
jz01j 6= jz1j is impossible, hence jz01j= jz1j. Therefore
w=(z1z2)ni+jz1
and we can take c= ni + j. The claim is proved.
We now have from (4), since n0>m0, that k6l and l= k+(r+ s)(n0−m0): Using
this fact and the statement of the claim above we write
A2 = fu2z(r+s)n+c+lz1y1 j n>0g
= fu2z(r+s)(n+n0−m0)+c+kz1y1 j n>0gA1:
In the case when ju1j6ju2j, the only dierence is that l+ k =(r + s)(n0 − m0).
Consequently, in all cases A2A1 and the lemma is proved.
The essential idea contained in the next two lemmas and which will become clear
in the proof of Theorem 5 is that given a word belonging to a slender context-free
language, we cannot pump independently at dierent places. If such a situation appears,
then the pumped positions collapse.
Lemma 3. Consider the words wi; u; v; x; y2; 16i65; such that xy 6=1 and the
sets
Rm= fw1xnw2ynw3umw4vmw5 j n>0g;
for all m>0. If the language
R=
1S
m=0
Rm
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is slender, then there exists m0>0 such that
1S
m=0
Rm=
m0S
m=0
Rm:
Proof. By contradiction. Assume that, for any m0>0,
1S
m=0
Rm 6=
m0S
m=0
Rm:
So, there is m00>m0 + 1 such that Rm00*
Sm0
m=0 Rm. We may assume that Rm00*Sm00−1
m=0 Rm because, if this is not the case, then there is m
000; m0+16m0006m00−1, such
that Rm000*
Sm0
m=0 Rm. Therefore, we may suppose that there is an innite sequence
(mi)i>1, 06m1<m2<   , such that, for any i>1,
Rmi*
mi−1S
m=0
Rm:
By Lemma 2, it follows that, for any 16i<j, Rmi and Rmj have nitely many common
words. Therefore, if k>1 is an arbitrary xed integer, we can nd a positive integer
M such that
M> max
16i6kjxyj+1
(jw1w2w3w4w5j + mijuvj)
and all words of length at least M in the set
kjxyj+1S
i=1
Rmi
belong exactly to one set Rmi . (The integer M is chosen such that, for any 16i6kjxy j
+1, the shortest word in Rmi is shorter than M , and any word z 2Rmi such that jzj>M
does not belong to any Rmj for 16j6kjxyj+ 1; j 6= i.)
Consider the interval [M;M + jxyj − 1] of integers. For any 16i6kjxyj + 1, the
lengths of words in Rmi form an arithmetical progression of ratio jxyj6=0, having
the rst element smaller than M . Thus, each set fjz j j z 2Rmig; 16i6kjxyj + 1, has
one element in the interval. Since there are kjxyj+1 sets, we can nd k+1 words of the
same length. As they have the lengths at least M , they are all dierent. Consequently,
there are k + 1 dierent words of the same length in R. As k has been arbitrarily
chosen, this contradicts the slenderness of R.
Lemma 4. Consider the words wi; u; v; x; y2; 16i65; such that uv 6=1 and the
sets
Rm= fw1xmw2unw3vnw4ymw5 j n>0g;
for all m>0. If the language
R=
1S
m=0
Rm
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is slender, then there exists m0>0 such that
1S
m=0
Rm=
m0S
m=0
Rm:
Proof. Similar with the proof of Lemma 3.
4. Bounds on loops
We show in this section that, if L is a slender context-free language, then it can
be written as in (1) such that the lengths of the words ui; vi; wi; xi; yi; 16i6n, are
bounded by some a priori computable constants depending on L only. This result will
be our most important tool for proving the other results of the paper but we believe
that it is also interesting in itself.
Theorem 5. If L is a slender context-free language, then L can be written as a union
of paired loops in (1):
L=
mS
i=1
fuivni wixni yi j n>0g
with the following conditions:
(i) jvixij6pL and
(ii) juiwiyij6p2L + pL.
Proof. Consider the representation of L from Theorem 1 and consider an arbitrary loop
of L, say fuivni wixni yi j n>0g such that juiviwixiyij>pL. (If there is no such loop, L is
already in the required form.) Corresponding to this loop, we have the derivation tree
of G in Fig. 1. We reduce this tree according to the following procedure.
Algorithm 6 (Tree reduction algorithm).
(1) In the tree in Fig. 1, replace the subtree rooted at the vertex labeled Xi which is
closer to the root by the subtree rooted at the vertex labeled Xi which is closer
to the frontier; we obtain the derivation tree of G depicted below, which we call
the current tree in the algorithm.
(2) As long as the length of the frontier of the current tree is at least pL+1, perform
the steps (3){(5) below.
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(3) Find a longest path from the root to a leaf in the current tree. (Break a tie
arbitrarily.) Because the length of the frontier is at least pL + 1=2card(N )−1 + 1,
this path contains at least card(N ) + 1 vertices labeled by nonterminals.
(4) Find the nonterminal, say X , which labels two vertices on this path in such a way
that the vertex labeled X which is closer to the root is as close to the frontier as
possible.
(Clearly, the frontier of the subtree rooted at the vertex labeled X which is closer
to the root has the length at most pL.)
(5) Replace the subtree rooted at the vertex labeled X which is closer to the root
by the subtree rooted at the vertex labeled X which is closer to the frontier. (As
we did at step (1) with Xi instead of X .) The new current derivation tree is
obtained.
The essential idea of the proof, which will become clear later on, is as follows.
By applying the reduction algorithm above, we may pump independently at dierent
positions in a word and then, using Lemmas 3 and 4, we show that those positions
collapse (see also the remark before Lemma 3). In this way we prove that the loop
we have started with is included in a bigger set which is still included in L and which
can be decomposed as a union of paired loops as required.
Consider next the possible situations that may appear when steps (3){(5) in the re-
duction algorithm are applied twice consecutively and also when the second considered
application of (3){(5) is the last one, that is, after it is performed, the frontier of the
current tree becomes at most pL.
Denote by X (Y ) the repeated nonterminal found at step (4) at the rst (second)
application, respectively. Also, denote by u; v the words pumped by X and by x; y the
ones pumped by Y . We have 0<juvj6pL; 0<jxyj6pL. We assume that all words
u; v; x; y are non-empty. The cases when some of them are empty are similarly treated.
Depending on the relative position of the considered vertices in the tree at the
moment when step (4) is performed the second time (one labeled X and two labeled
Y ), there are four main cases. (The others are analogues of some of these.) We now
consider all of them in details.
Case 1. The relative position of the vertices in the tree is depicted in Fig. 2(a).
When pumping by both X and Y we have the situation in Fig. 2(b). Thus
w1xnw2ynw3umw4vmw5 2L; (5)
for all n; m>0. Denote, for any m>0,
Rm= fw1xnw2ynw3umw4vmw5 j n>0g:
From (5) we have
1S
m=0
RmL
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Fig. 2. (a) Relative position in case 1; (b) combined pumpings in case 1.
hence
S1
m=0 Rm is slender. By Lemma 3, there is m0>0 such that
1S
m=0
Rm=
m0S
m=0
Rm: (6)
Chose now m and n such that the following conditions are fullled:
(i) jvmj>jw3um0w4vm0 j+ jvj+ jyj,
(ii) jynj>jxj+ jyj,
(iii) m
 juvj
jxyj jxj − juj

+ jyuj − jw3j6njyj6(m− m0) juvjjxyj jxj − juxw2w3j.
Clearly, there are such m and n. By (6), there are m0; n0 with 06m06m0; n0>0,
such that
w1xnw2ynw3umw4vmw5 =w1xn
0
w2yn
0
w3um
0
w4vm
0
w5: (7)
It is easy to see that the rst inequality of (iii) implies
jxn0w2j+ jyj+ juj6jxnw2ynw3umj (8)
and that the second inequality of (iii) gives
jxn0 j>jxnw2ynw3j+ juj+ jxj: (9)
From (i), (ii), (8), and (9), it follows that the equality (7) is depicted as in the gure
below
where xn
0
and yn, xn
0
and um, um and yn
0
, and yn
0
and vm overlap each other on a part
longer than jxyj; jxuj; juyj, and jyvj, respectively. Using now the periodicity theorem of
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Fine and Wilf we obtain that the primitive roots of x; y; u; v are all conjugated. More
precisely, we have
x= zr1 ; z 2 +; z primitive; r1>1;
y=(z001 z
0
1)
r2 ; z= z01z
00
1 ; r2>1;
u=(z002 z
0
2)
r3 ; z= z02z
00
2 ; r3>1;
v=(z003 z
0
3)
r4 ; z= z03z
00
3 ; r4>1:
For the other words, which are not pumping words, we have
w2 = zs1z01; s1>0;
w3 = z001 z
s2z02; s2>0;
w4 = z002 z
s3z03; s3>0:
Remark. Notice that it may also be that w3 = z001 (z
00
2 )
−1, when w3 is very short and
z002 is a sux of z
00
1 , but the reasoning in this case is similar. The same holds for w4.
Such a remark can be made as well at several places in the sequel, but we shall omit
it without mentioning. In all cases, the reasoning is completely similar.
Using the above equalities, we now have, by (5),
w1xnw2ynw3umw4vmw5 =w1zs1+s2+s3+2z(r1+r2)n+(r3+r4)mz03w5 2L; (10)
for any n; m>0. Thus, the independent pumpings in (5) collapse into the form of (10).
Assume now that the second application of (3){(5) is the last one. This means that
jw1w2w3w4w5j6pL which implies
jw1zs1+s2+s3+2z03w5j6pL: (100)
By construction, we know also that jxw2yj6pL and juw4vj6pL, thus
jzr1+r2 j6pL; (1000)
jzr3+r4 j6pL: (10000)
Case 2. The relative position of the vertices here is shown in Fig. 3(a). Notice that
here y=w3w4w5.
It is shown in Fig. 3(b) the situation when pumping by both X and Y . We get in
this case that
w1xnw2w3um1w4vm1w5w3um2w4vm2w5 : : : w3umnw4vmnw5w6 2L; (11)
for any n>0 and mi>0; 16i6n. Consider the particular case n=2, i.e.
w1x2w2w3unw4vnw5w3umw4vmw5w6 2L; (12)
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Fig. 3. (a) Relative position in case 2; (b) combined pumpings in case 2.
for any m>0; n>0. Put, for any m>0,
Rm= fw1x2w2w3unw4vnw5w3umw4vmw5w6 j n>0g:
Because of (12),
S1
m=0 Rm is slender so, by Lemma 3,
1S
m=0
Rm=
m0S
m=0
Rm;
for some m0>0. Take now m and n such that
(i) jvnj>jvj+ juj and
(ii) juj+ jvj − jw5w3j6njvj6(m− m0)juj − jw4w5w3j − 2juj.
There are 06m06m0; n0>0 such that
w1x2w2w3unw4vnw5w3umw4vmw5w6 =w1x2w2w3un
0
w4vn
0
w5w3um
0
w4vm
0
w5w6: (13)
From the two inequalities of (ii), we get, respectively,
junw4vnw5w3umj>jun0w4j+ juj+ jvj;
jun0 j>junw4vnw5w3j+ 2juj:
Hence, the equality (13) looks as in the picture below.
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and the overlappings between un
0
and vn, un
0
and um, and um and vn
0
are long enough
to apply again Fine and Wilf’s theorem. We get
u= zr1 ; z 2+; z primitive; r1>1;
v=(z001 z
0
1)
r2 ; z= z01z
00
1 ; r2>1;
w4 = zs1z01; s1>0;
w5 = z001 z
s2z02; z= z
0
2z
00
2 ; s2>0;
w3 = z002 z
s3 ; s3>0:
We now compute the words of (11) in terms of z:
w1xnw2w3um1w4vm1w5w3um2w4vm2w5 : : : w3umnw4vmnw5w6
=w1xnw2(z002 z
0
2)
(s1+s2+s3+2)n(z002 z
0
2)
(r1+r2)
Pn
i=1miw6:
Replacing
Pn
i=1mi by m>0, we have that
w1xnw2(z002 z
0
2)
(s1+s2+s3+2)n(z002 z
0
2)
(r1+r2)mw6 2L; (14)
for any m; n>0.
Applying Lemma 3 for
Rm= fw1xnw2(z002 z02)(s1+s2+s3+2)n(z002 z02)(r1+r2)mw6 j n>0g;
and taking m and n such that
(i) n=0 and
(ii) (m− m0)(r1 + r2)jzj>((s1 + s2 + s3 + 2)(jzj=jxj) + 1)(jw2j+ jxj+ jzj)
(m0 comes from Lemma 3) we nd 06m06m0; n0>0 such that
w1w2(z002 z
0
2)
(r1+r2)mw6 =w1xn
0
w2(z002 z
0
2)
(s1+s2+s3+2)n0(z002 z
0
2)
(r1+r2)m0w6 (15)
and in (15) xn
0
and (z002 z
0
2)
(r1+r2)m overlap each other long enough to apply Fine and
Wilf’s theorem. See also the picture below.
We get
x=(z003 z
0
3)
r3 ; z= z03z
00
3 ; r3>1;
w2 = z003 z
s4z02; s4>0;
and (14) becomes
w1z003 z
s4z(r3+s1+s2+s3+2)n+(r1+r2)mz02w6 2L; (16)
for any n; m>0. Consequently, we have obtained in this case a result similar to the
one in case 1. (Compare (10) and (16).)
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Fig. 4. (a) Relative position in case 3; (b) combined pumpings in case 3.
Consider now the end of the application of the algorithm. We have then jw1w2w6j
6pL, so
jw1z003 zs4z02w6j6pL: (160)
Also, because jxw2w3w4w5j6pL and juw4vj6pL (by construction) we get
jzr3+s1+s2+s3+2j6pL; (1600)
jzr1+r2 j6pL: (16000)
Case 3. The relative position in the tree is depicted for this case in Fig. 4(a).
As seen in Fig. 4(b), we have in this case
w1xmw2unw3vnw4ymw5 2L; (17)
for any m; n>0.
At the beginning, the reasoning is similar with the one for case 1, just that we apply
here Lemma 4 for
Rm= fw1xmw2unw3vnw4ymw5 j n>0g;
obtaining m0>0 with
1S
m=0
Rm=
m0S
m=0
Rm:
Then, we distinguish two subcases here, depending on whether or not jxj=jyj= juj=jvj.
Subcase 3.1. jxj=jyj= juj=jvj. We show that in this case the pumpings in (17) collapse
to two which pump simultaneously. (In the sense of (19) below.)
Choose m; n such that
(i) jxmj>jxm0w2j+ jxj+ juj and
(ii) jymj>jw4ym0 j+ jyj+ jvj.
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Thus, as in case 1, there are n0>0 and 06m06m0 such that
w1xmw2unw3vnw4ymw5 =w1xm
0
w2un
0
w3vn
0
w4ym
0
w5: (18)
The equality (18) is picturally represented below.
As in case 1, we apply Fine and Wilf’s theorem and get
x= zr1 ; z 2+; z primitive; r1>1;
u=(z001 z
0
1)
r2 ; z= z01z
00
1 ; r2>1;
w2 = zs1z01; s1>0;
and
y= tp1 ; t 2+; t primitive; p1>1;
v=(t00t0)p2 ; t= t0t00; p2>1;
w4 = t00t q1 ; q1>0:
We write the words in (17) as
w1zs1zr2n+r1mz01w3t
00tp2n+p1mtq1w5 2L; (19)
for any n; m>0. Moreover, from jxj=jyj= juj=jvj, it follows that whenever (18) holds
for some m; n; m0; n0, then
jxmw2unj= jxm0w2un0 j
and hence we cannot obtain further overlappings. (The two occurrences of the word
w3 in the two sides of (18) t exactly; see also the picture.) Therefore, the best we
can get is (19).
When (3){(5) are applied for the last time, we have jw1w2w3w4w5j6pL, thus
jw1zs1z01w3t00t q1w5j6pL: (190)
From jxw2w3w4yj6pL and juw3vj6pL we obtain
jzr1 tp1 j6pL; (1900)
jzr2 tp2 j6pL: (19000)
Subcase 3.2. jxj=jyj 6= juj=jvj. In this case, the situation changes completely and all
pumpings in (17) collapse again to a single one.
Without loss of generality, we may assume that jxj=jyj<juj=jvj. The other case is
analogous.
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Chose now m and n such that
(i) n=0,
(ii) jxmj>jxm0w2j+ jxj+ juj, and
(iii) (m− m0)
 jxyj
juvj juj − jxj

>jw3w4j+ juj+ jyj.
Notice that jxj=jyj<juj=jvj implies (jxyj=juvj)juj − jxj>0, so there exist m and n ful-
lling (i){(iii) above.
Now, there are n0>0; 06m06m0 such that
w1xmw2w3w4ymw5 =w1xm
0
w2un
0
w3vn
0
w4ym
0
w5: (20)
The equality (20) is depicted below.
Following the same idea used so far, we apply Fine and Wilf’s theorem and get that
z and t are conjugates. More precisely, we have
z= z02z
00
2 ; t= z
00
2 z
0
2;
and
y=(z002 z
0
2)
p1 ; p1>1;
v=(z003 z
0
3)
p2 ; z= z03z
00
3 ; p2>1;
w3 = z001 z
s2z03; s2>0;
w4 = z003 z
s3z02; s3>0:
Therefore, (17) becomes
w1zs1+s2+s3+2z(r2+p2)n+(r1+p1)mz02w5 2L; (21)
for any n; m>0.
At the end of the application of the algorithm, we have jw1w2w3w4w5j6pL so
jw1zs1+s2+s3+2z02w5j6pL: (210)
Since jxw2w3w4yj6pL and juw3vj6pL, we get also that
jzr1+p1 j6pL; (2100)
jzr2+p2 j6pL: (21000)
Case 4. We have now the relative position in Fig. 5(a) and the pumpings in
Fig. 5(b). Here we have x=w2w3; y=w5w6.
With the notations in Fig. 5(b), we have
w1w2un1w3w2un2w3 : : : w2unmw3w4w5vnmw6 : : : w5vn2w6w5vn1w6w7 2L; (22)
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Fig. 5. (a) Relative position in case 4; (b) combined pumpings in case 4.
for any m>0 and ni>0; 16i6m. For m=2 we get
w1w2umw3w2unw3w4w5vnw6w5vmw6w7 2L; (23)
for any m; n>0.
If we now compare (23) with (17), we easily see that we have a situation similar
with subcase 3.1. Therefore, as in subcase 3.1, we obtain
u= zr1 ; z1 2+; z1 primitive; r>1;
v= tp1 ; t1 2+; t1 primitive; p>1;
w3 = z
s1
1 z
0; z1 = z0z00; s1>0;
w2 = z00zs21 ; s2>0;
w6 = t
q1
1 t
0; t1 = t0t00; q1>0;
w5 = t00t
q2
1 ; q2>0
and (22) becomes
w1(z00z0)(s1+s2+1)m(z00z0)r
Pm
i=1niw4(t00t0)(q1+q2+1)m(t00t0)p
Pm
i=1niw7 2L
or, for z= z00z0; t= t00t0, and n=
Pm
i=1 ni,
w1zrn+(s1+s2+1)mw4tpn+(q1+q2+1)mw7 2L (24)
for any n; m>0.
At the end, we have
jw1w4w7j6pL (240)
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and, because jw2w3w4w5w6j6pL and juw3w4w5vj6pL, we get
jzrtpj6pL; (2400)
jzs1+s2+1t q1+q2+1j6pL: (24000)
This is the conclusion of case 4 and the end of our analysis of two consecutive
application of the steps (3){(5) in the tree reduction algorithm.
It is not dicult now to see what happens when we start with an arbitrary loop of
L in (1) together with its derivation tree from Theorem 1(ii) and apply exhaustively
the reduction algorithm. There are the following two possibilities.
(A) When at least one of the cases 1; 2, or 3.2 (or some of their analogues) appears
during the entire application of the algorithm, we get (see (10), (16), and (21))
fw1z
Pk
i=1riniw2 j ni>0; 16i6kgL; (25)
for some w1; w2; z 2 with z 6=1; z primitive, and some integers k>1; ri>1, for
any 16i6k, such that the following inequalities are satised (see (100), (1000), (10000),
(160), (1600), (16000), and (210), (2100), (21000)):
jw1w2j6pL; jzri j6pL; for any 16i6k: (26)
Also, the initial loop is obtained by taking n2 = n3 =    = nk =1 and n1 = n in (25),
i.e.,
fw1z
Pk
i=2ri(zr1 )nw2 j n>0g: (27)
The relation (25) deserves a few explanations. In each of the cases 1, 2, or 3.2
(or their analogues), no matter what relative position we investigated in the tree, we
nally concluded that the pumped words are of the form zr1zr2 , r1; r2>1, such that
jzr1 j= jxyj; jzr2 j= juvj. This is obvious for cases 1 and 3.2. In case 2, we just have to
remember that y=w3w4w5 and the same result is obtained. Therefore, each nonterminal
found by an application of step (4) in Algorithm 6, say Z , pumps a word of the form
zr; r>1, where the length of zr (given by r, z being xed) does not depend on the
position of the other vertices in discussion in the tree; it depends only on the position
of the two vertices labeled Z in the current tree. This is why we have (25).
(B) When only the cases 3.1 and 4 (or their analogues) appear during the application
of the algorithm, we get (see (19) and (24))
fw1z
Pk
i=1riniw2t
Pk
i=1piniw3 j ni>0; 16i6kgL; (28)
for some w1; w2; w3; z; t 2 with z 6=1; t 6=1; z and t primitive, and some integers
k>1; ri>1; pi>1, for any 16i6k, such that the following inequalities are satised
(see (190), (1900), (19000), and (240), (2400), (24000)):
jw1w2w3j6pL; jzri tpi j6pL; for any 16i6k; (29)
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as well as the relation
r1
p1
=
r2
p2
=    = rk
pk
: (30)
Moreover, the initial loop is again obtained with n2 = n3 =    = nk =1 and n1 = n in
(28), i.e.,
fw1z
Pk
i=2ri(zr1 )nw2(tp1 )nt
Pk
i=2piw3 j n>0g: (31)
The relation (28) deserves a few explanations similar with those we made at (A) for
(25). In each of the cases 3.1 or 4 (or their analogues), the pairs of pumped words are
of the form (zr1zr2 ; tp1 tp2 ), r1; r2; p1; p2>1, such that jzr1 j= jxj; jtp1 j= jyj; jzr2 j= juj,
and jtp2 j= jvj. This is clear in case 3.1 and in case 4 use the fact that x=w2w3;
y=w5w6. Hence, each nonterminal found at step (4), say Z , pumps here a pair of
words of the form (zr; tp); r; p>1, wher the lengths of zr and tp (given by r and p,
z and t being xed) depend only on the position of the two veritices labeled Z in the
current tree. Therefore, we have nally (28).
Consequently, we have started with a loop of L in (1) and, by the above reasoning,
this loop can be written as in (27) or (31), at the same time (25) or (28), respectively,
being fullled. We have thus obtained a set bigger than the initial loop (the set in (25)
or (28)) and still contained in L. Next, we show, using (26) and, respectively, (29),
(30), then the new set is a union of loops as required.
The following number theoretic result is useful for our purpose. We denote, for an
integer n, by Mn the set of all multiples of n. Variants of the result are well known
in number theory. We give the proof for the sake of completeness.
Lemma 7. If p1; p2; : : : ; pk are k>2 positive integers and
gcd(p1; p2; : : : ; pk)=d;
then all large enough multiples of d can be expressed as linear combinations of the
numbers p1; p2; : : : ; pk with non-negative integer coecients. More precisely,(
n2Md
 n> 1d

max
16i6k
pi
2)


kP
i=1
nipi j ni>0; 16i6k

:
Proof. By induction on k>2. Consider rst k =2 and p1; p2 with gcd(p1; p2)=d.
Then gcd(p1=d; p2=d)= 1 and, clearly, any integer bigger than p1p2=d2 can be obtained
as a linear combination of p1=d and p2=d. Therefore, by multiplying d, we getn
n2Md
 n>p1p2
d
o
fn1p1 + n2p2 j n1; n2>0g: (32)
Take now k>3 and assume the property true for k − 1. Put
gcd(p1; p2; : : : ; pk−1)=d0:
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If d0=d, then our property follows immediately from the inductive hypothesis, so
assume d0 6=d. We have gcd(d0; pk)=d and put d0=d00d; d00>2. By the inductive
hypothesis(
n2Md0
 n> 1d0

max
16i6k−1
pi
2)


k−1P
i=1
nipi j ni>0; 16i6k − 1

: (33)
Let us prove the following inclusion(
n2Md
 n> 1d0

max
16i6k−1
pi
2
+
d0pk
d
)


kP
i=1
nipi j ni>0; 16i6k

: (34)
For consider n2Md such that
n>
1
d

max
16i6k−1
pi
2
+
d0pk
d
:
Since n>d0pk=d and n2Md, it follows from the stronger assertion we proved in case
k =2, see (32), that there are m1; m2>0 such that
n=m1d0 + m2pk: (35)
We may assume m26d00 − 1 since, if this is not the case, we put m2 =m02d00 +
m002 ; 06m
00
26d
00 − 1, and pk =dp0k obtaining
n=(m1 + m02p
0
k)d
0 + m002pk:
Thus 06m26d00 − 1, which implies
m1d0>
1
d0

max
16i6k−1
pi
2
and so, by (33),
m1d0 2

k−1P
i=1
nipi j ni>0; 16i6k − 1

hence, due to (35),
n2

kP
i=1
nipi j ni>0; 16i6k

and (34) is proved.
As it is not dicult to show that
1
d0

max
16i6k−1
pi
2
+
d0pk
d
6
1
d

max
16i6k
pi
2
;
our statement for k follows from (34). The induction step is completed and the lemma
is proved.
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Proof Theorem 5 (continued). We now apply Lemma 7 to achieve our nal goal. For
a positive integer n, denote by 6n the set of words of length at most n over .
Consider rst case (A) above and put
gcd(r1; r2; : : : ; rk)=d:
By (25) and Lemma 7 we get
fw1z
Pk
i=1riniw2 j ni>0; 16i6kg = fw1z
1
d (max16i6k ri)
2
(zd)nw2 j n>0g [ F L;
where, because of (26),
jzdj6pL;
jw1z
1
d (max16i6k ri)
2
w2j6p2L + pL;
F 

w1(zd)nw2 j 06n< 1d2 (max16i6kri)
2

6p2L+pL :
Consequently, we may replace the initial loop (27) by several which verify the condi-
tions in the statement.
For case (B), put
gcd(r1; r2; : : : ; rk)=d1; gcd(p1; p2; : : : ; pk)=d2:
From (30) we obtain
r1
p1
=
r2
p2
=    = rk
pk
=
d1
d2
and so, by (28) and Lemma 7 we get
fw1z
Pk
i=1riniw2t
Pk
i=1piniw3 j ni>0; 16i6kg
= fw1z
1
d1
(max16i6k ri)
2
(zd1 )nw2(td2 )nt
1
d2
(max16i6k pi)
2
w3 j n>0g [ F L
where, because of (29),
jzd1 td2 j6pL;
jw1z
1
d1
(max16i6k ri)
2
w2t
1
d2
(max16i6kpi)
2
w3j6p2L + pL;
F 
(
w1(zd1 )nw2(td2 )nw3
 06n< 1d21

max
16i6k
ri
2)
6p2L+pL :
Therefore, as in case (A), we may replace the initial loop (31) by several which verify
the conditions in the statement. Our theorem is proved.
348 L. Ilie / Theoretical Computer Science 242 (2000) 327{359
5. Decidability of slenderness
We give in this section two proofs for the decidability of the slenderness problem
for context-free languages. Both rely heavily on the bounds proved by Theorem 5.
We shall also need for the rst proof a result from [6]; cf. also [5].
A language is called bounded if there exists words w1; w2; : : : ; wn 2 such that
Lw1 w2   wn :
Theorem 8 (Ginsburg and Spanier [6]). For two arbitrary context-free languages L1
and L2 one of which is bounded; it is decidable whether or not:
(i) L1L2;
(ii) L2L1;
(iii) L1 =L2.
We are now ready to prove the announced result.
Theorem 9. It is decidable whether or not an arbitrary context-free language is
slender.
First proof. Given a context-free language L, we know, by Theorem 5, that L is slender
if and only if it can be decomposed as a union of paired loops with the conditions (i)
and (ii) in the statement of Theorem 5. Therefore, there are nitely many possibilities
for the loops of L. Using Theorem 8, we may check through all these loops, nd which
ones are included in L, and then check whether the whole L is obtained.
Second proof. The second proof is more complicated than the rst one but it has the
advantage that it avoids the theory of bounded languages, relying on Theorem 5 only.
Let L be a context-free language. Remember that we denote by 6n the set
of words of length at most n over . The following algorithm checks whether or not
L is slender. The correctness proof is presented at the same time.
Algorithm 10.
(1) Find a context-free grammar in Chomsky normal form G=(N; ; S; P) generating
L and set pL=2card(N )−1.
(2) Check whether or not
L S
uwy26p2L+pL
vx26pL
uvwxy
and, if not, then answer no. Notice that this is decidable and the answer is correct by
Theorem 5.
(3) For each u; v; w2 such that juwj6p2L + pL; jvj6pL, construct the language
Lu; v;w =L \ uvw:
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Claim 1. Lu; v;w is eectively regular.
Proof of Claim 1. Lu; v;w is eectively context-free and so are the languages L
(1)
u; v;w =
u−1Lu; v;w; L
(2)
u; v;w =L
(1)
u; v;ww−1, and L
(3)
u; v;w = gv(L
(2)
u; v;w), where gv is a gsm which replaces
each occurrence of v by the letter # 62. Thus L(3)u; v;w  # so L(3)u; v;w is regular. Moreover,
by Parikh’s theorem, it is eectively regular. Performing the above operations in the
reverse order, we get that Lu; v;w is eectively regular.
(4) Construct the language
L0=L− S
uw26p2L+pL
v26pL
Lu; v;w:
This construction is eective by Claim 1. Notice that L0 does not contain any single
loop as in the representation in Theorem 5. Also, L is slender if and only if L0 is
slender.
(5) For each u; v; w; x; y2 with juwyj6p2L + pL; jvxj6pL, construct the language
L1 =L0 \ uvwxy:
Clearly, L0 is slender if and only if all such languages L1 are slender. If L1 is nite or
empty, than it is slender, so suppose that L1 is innite.
(6) Construct the languages L2 = u−1L1; L3 =L2y−1, and L4 = g(L3), where g is a
gsm which replaces each occurrence of v by the word #jvj1 , erases w, and replaces each
occurrence of x by the word #jxj2 , for two new letters #1; #2 62. It is clear that, since
v; w; x are given, such a gsm can be constructed. Also, as proved in Claim 2 below,
L1 and L4 are simultaneously slender.
Claim 2. L1 is slender if and only if L4 is slender.
Proof of Claim 2. Suppose rst that L4 is slender and consider an arbitrary n>0. We
have that
card(fz 2L1 j jzj= ng)6card(fz 2L4 j jzj= n− juwyjg);
therefore L1 is slender.
Conversely, suppose that L1 is slender and take n>0. All words of length n in L4
come from words of length n+ juwyj in L1. We show that any word of L1 cannot pro-
duce more than djvwxj=jvje dierent words of L4. Clearly, this implies the slenderness
of L4.
Suppose that there is z 2L1 which produces at least djvwxj=jvje+1 dierent words of
L4. It follows that there exist two decompositions of z, z= uvnwxmy and z= uvrwxsy
such that r−n>djvwxj=jvje+1. Therefore, the words vn and xm have a common factor
of length at least jvj+jxj. By Fine and Wilf’s theorem, v and x are powers of conjugates
of the same word t 2, say x= t r1 ; v=(t2t1)r2 , where t= t1t2; r1>1; r2>1. Thus
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w= t2t r3 , for some r3>0. It follows that uvnwxmy= ut2t r2n+r1m+r3y, hence uvwxy
ut2ty. But, since jut2yj6p2L +pL and jtj6pL, we have, from step 4, L0 \ ut2ty= ;
and so L1 = ;, a contradiction. The claim is proved.
(7) By Parikh’s theorem, the Parikh set of L4 is eectively semilinear and let it be
P(L4)=
Sr
i=1 Pi, where Pi is a linear set, for any 16i6r. Put also
L4 =
rS
i=1
Ri;
where Ri corresponds to Pi, 16i6r. Each Ri is eectively context-free and L4 is
slender if and only if all Ri; 16i6r, are slender.
(8) For each 16i6r, Ri has the form (which is computable)
Ri= f#c0+
Pq
j=1cjnj
1 #
d0+
Pq
j=1djnj
2 j nj>0; 16j6qg; (36)
for some q>0 and non-negative constant integers cj; dj, 06j6q. We may suppose
that cj + dj>0, for any 16j6q.
Claim 3. Ri is slender if and only if either q61 or else c1=d1 = c2=d2 =   = cq=dq.
Proof of Claim 3. If q=0, then Ri is nite and hence slender. If q=1, then consider
a positive integer k. In order to nd the number of words of length k in Ri, we have
to solve the system
c0 + c1n1 = n; d0 + d1n1 =m; n+ m= k
in the unknowns n1; n, and m. Since the determinant of the matrix of the system is
c1 + d1>0, it has a unique solution, so Ri is 1-slender.
Suppose now that q>2, cj = ldj, for l>0, 16j6q. (Notice that the case when
either all ci’s are 0 or all di’s are 0 is clear.) As above, consider the following system
of equations in n1; n2; : : : ; nq; n; m:
c0 +
qP
j=1
cjnj = n; d0 +
qP
j=1
djnj =m; n+ m= k:
It implies
n− lm= c0 − ld0; n+ m= k
so n and m are uniquely determined. Consequently, Ri is 1-slender.
In order to prove the converse implication, we argue by contradiction. Suppose that
Ri is slender, q>2, and, without loss of generality, c1=d1 6= c2=d2. Consider an arbitrary
xed positive integer k and the set
S = f(r(c2 + d2); (k − r + 1)(c1 + d1)) j 16r6kg:
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For any (n1; n2)2 S, we have
c0 + c1n1 + c2n2 + d0 + d1n1 + d2n2 = c0 + d0 + (k + 1)(c1 + d1)(c2 + d2);
which is constant with respect to n1 and n2. Also, for any two dierent pairs (n1; n2);
(m1; m2)2 S, we have that c0+c1n1+c2n2 = c0+c1m1+c2m2 if and only if c1=d1 = c2=d2.
Therefore, the words #n11 #
n2
2 , (n1; n2)2 S, are all in Ri, dierent, and of the same length.
Since k has been arbitrarily chosen, it follows that Ri is not slender, a contradiction.
The claim is proved.
(9) Since the conditions equivalent with the slenderness of Ri in Claim 3 are trivially
checkable, it follows that it is decidable whether or not Ri is slender.
If all such languages Ri are slender, then answer yes, otherwise answer no. The
proof of the theorem is concluded.
6. Eective constructions
We show in this section that a given slender context-free language L can be eec-
tively written as a union of paired loops, even as a disjoint union of paired loops, and
that the smallest k such that L is k-slender is computable.
Theorem 11. A given slender context-free language can be eectively written as a
union of paired loops.
Proof. Notice rst that the theorem follows by the decidability result of [6] (see
Theorem 8) and Theorem 5, but we give again a proof which avoids the theory of
bunded languages and argue directly, based on the second proof of Theorem 9. We
use the same notations. To conclude the statement, it is enough to prove the following
two facts:
(i) the language Ri at step 8 in Algorithm 10 can be eectively written as a union
of paired loops, once we know it is slender, and
(ii) having the language L4 at step 6 given as a union of paired loops, the language
L3 can be eectively written as a union of paired loops.
Let us prove (i). The case when either all ci’s are 0 or all di’s are 0 is trivial. Suppose
this is not the case and put c=d for c1=d1 = c2=d2 =   = cq=dq in lowest terms. Then
cj = cej, dj =dej, 16j6q, and (36) becomes
Ri= f#c01 (#c1)
Pq
j=1ejnj (#d2 )
Pq
j=1ejnj#d02 j nj>0; 16j6qg:
Now, by Lemma 7, any integer which is a multiple of
e= gcd(e1; e2; : : : ; eq)
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and is bigger than or equal to
E=
1
e

max
16i6q
ei
2
can be expressed as a linear combination of e1; e2; : : : ; eq with non-negative integer
coecients. Therefore
Ri=(Ri \6c0+d0+E(c+d)−1)[f#c0+cE1 (#ce1 )n(#de2 )n#d0+dE2 j n>0g; (37)
and (i) is proved.
For (ii), we consider a gsm h which restores the modications of g, that is, it
replaces each word #jvj1 by v, introduces a w between the last #1 and the rst #2, and
replaces each word #jxj2 by x. Due to the form of Ri, see (37), (ii) is proved if h works
as intended, that is, h(L4)=L3.
We show inclusion in both directions. Notice rst that both members of the equality
to be proved are included in vwx.
Take rst vnwxm 2L3. Then #njvj1 #mjxj2 2 g(L3)=L4 and it is mapped by h into vnwxm.
Thus vnwxm 2 h(L4).
Conversely, consider vnwxm 2 h(L4). Then, for some n1; m1; vnwxm= vn1wxm1 and
#n1jvj1 #
m1jxj
2 2L4 = g(L3). Hence vn1wxm1 2L3. The equality is proved.
Our next goal is to sharpen the result in Theorem 11 showing that a given slender
context-free language can be eectively written as a disjoint union of paired loops.
We mention that it was proved in [17] that any union of paired loops is a disjoint
union of paired loops, but no eective procedure to construct a disjoint union was
given.
The result will follow easily from the next lemma.
Lemma 12. The intersection and the dierence of two given paired loops are eec-
tively disjoint unions of paired loops.
Proof. Consider two paired loops
A= fuvnwxny j n>0g; u; v; w; x; y2;
B= fu0v0mw0x0my0 jm>0g; u0; v0; w0; x0; y0 2:
We suppose that all words v; x; v0; x0 are non-empty. The cases when some of them are
empty are treated similarly.
We consider three cases.
Case 1. (v) 6 (v0) or (x) 6 (x0). We prove that in this case A\B is nite. More
precisely, consider n1 and m1 the least non-negative integers n and m such that the
following two conditions are fullled
(i) min(juvnj; ju0v0mj)>max(juj; ju0j) + jvj+ jv0j,
(ii) min(jxnyj; jx0my0j)>max(jyj; jy0j) + jxj+ jx0j
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and put
M1 =max(juvn1wxn1yj; ju0v0m1w0x0m1y0j):
Then A\B6M1−1.
Suppose that there is z 2A\B such that jzj>M1 and put z= uvnwxny= u0v0mw0x0my0.
By the choice of M1, it follows that n>n1, m>m1 and so the words vn and v0
m have
a common factor of length at least jvj + jv0j. Therefore, by Fine and Wilf’s theorem,
(v) (v0). The same applies for xn and x0m, so also (x) (x0), a contradiction.
Case 2. (v) (v0), (x) (x0), and jvj=jxj= jv0j=jx0j. We prove rst that A\B is
innite if and only if there is z 2A\B such that M16jzj<M1 + lcm(jvxj; jv0x0j) and
when A\B is nite, then A\B6M1−1.
Denote
n0 =
lcm(jvxj; jv0x0j)
jvxj ; m0 =
lcm(jvxj; jv0x0j)
jv0x0j :
Assume rst that there is z 2A\B such that jzj>M1 and put z= uvnwxny=
u0v0mw0x0my0. Since n0jvj=m0jv0j and n0jxj=m0jx0j, it follows that
uvn+rn0wxn+rn0y= u0v0m+rm0w0x0m+rm0y0;
for any r>0, so A\B is innite.
Assume now A\B innite. There is z 2A\B, jzj>M1. If jzj<M1+lcm(jvxj; jv0x0j),
then there is nothing to prove. Otherwise, if z= uvnwxny= u0v0mw0x0my0, then, as
above,
uvn−n0wxn−n0y= u0v0m−m0w0x0m−m0y0:
Therefore, we have obtained a word z0 2A\B such that jz0j= jzj − lcm(jvxj; jv0x0j).
The procedure continues until z 2A\B as required is found.
Suppose now that A\B is innite and the shortest word in the set fz 2A\B j
jzj>M1g is z0 = uvpwxpy= u0v0qw0x0qy0. As above, we have
uvp+sn0wxp+sn0y= u0v0q+sm0w0x0q+sm0y0;
for any s>0, and, because of length considerations,
uvp+nwxp+ny 6= u0v0q+mw0x0q+my0;
for any m; n>0 such that n 62Mn0 or m 62Mm0 . Consequently, we have
A\B= fz 2A\B j jzj<M1g[ fuvp(vn0 )nw(xn0 )nxpy j n>0g;
A− B= fz 2A− B j jzj<jz0jg [
n0−1S
i=1
fuvp+i(vn0 )nw(xn0 )nxp+iy j n>0g:
Case 3. (v) (v0), (x) (x0), and jvj=jxj 6= jv0j=jx0j. Assume that jvj=jxj<jv0j=jx0j.
The other case is similar.
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Take n2 and m2 the least non-negative integers n and m such that the following three
conditions are fullled:
(i) min(juvnj; ju0v0mj)>max(juj; ju0j) + jvj+ jv0j,
(ii) min(jxnyj; jx0my0j)>max(jyj; jy0j) + jxj+ jx0j,
(iii) juwxv0j − ju0j+ njvj6n jvxjjv0x0j jv
0j − ju
0w0y0j − juwyj
jv0x0j jv
0j.
Notice that jvj<(jvxj=jv0x0j)jv0j, so there exist such n and m, hence n2 and m2 are well
dened. Put also
M2 =max(juvn2wxn2yj; ju0v0m2w0x0m2y0j):
Assume now that there is z 2A\B such that jzj>M2 and put
z= uvnwxny= u0v0mw0x0my0: (38)
Due to the choice of M2; n2, and m2, the equality (38) is graphically represented as in
the following picture.
where we assumed juj>ju0j, jy0j>jyj. (All the other cases are similar.) We are again
in the conditions of Fine and Wilf’s theorem and we get
v= zr0 ; z 2+; z primitive; r0>1;
v0=(z001 z
0
1)
r1 ; z= z01z
00
1 ; r1>1;
x=(z002 z
0
2)
r2 ; z= z02z
00
2 ; r2>1;
x0=(z003 z
0
3)
r3 ; z= z03z
00
3 ; r3>1;
w= zq1z02; q1>0;
w0= z001 z
q2z03; q2>0;
u= u0z001 z
q3 ; q3>0;
y0= z003 z
q4z02y; q4>0:
Therefore, we have
uvnwxny= u0z001 z
q1+q3z (r0+r2)nz02y; (39)
u0v0mw0x0my0= u0z001 z
q2+q4+1z (r1+r3)mz02y: (40)
We now obtain, as in Case 2, that A\B is innite if and only if there is z 2A\B such
that M26jzj<M2+jzjlcm(r0+r2; r1+r3) and when A\B is nite, then A\B6M2−1.
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Also, if A\B is innite and the shortest word in the set ft 2A\B j jtj>M2g is
t0 = u0z001 z
q1+q3z (r0+r2)pz02y, then, due to length considerations, we get from (38), (39),
and (40) that
A\B= ft 2A\B j jtj<M2g[ fu0z001 zq1+q3+(r0+r2)p(z (r0+r2)n0 )nz02y j n>0g;
A− B= ft 2A− B j jtj<jt0jg [
n0−1S
i=1
fu0z001 zq1+q3+(r0+r2)p+i(z (r0+r2)n0 )nz02y j n>0g:
The lemma is proved.
The following result is an immediate consequence of Theorem 1 and Lemma 12.
Corollary 13. The family of slender context-free languages is eectively closed under
dierence and intersection.
We can give now the result which strengthens Theorem 11.
Theorem 14. An arbitrarily given slender context-free language can be eectively
written as a disjoint union of paired loops.
Proof. Consider a slender context-free language L. By Theorem 11, L can be
eectively written as a union of paired loops, say
L=
mS
i=1
fuivni wixni yi j n>0g:
We now proceed by induction on m>0. If m61, then L is already in the required
form. If m=2, we apply Lemma 12.
Assume m>3 and the property true for m−1. Let us prove it for m. By the inductive
hypothesis, we can eectively write L as
L=
kS
i=1
fu01v0ni w0i x0ni y0i j n>0g[ fumvnmwmxnmym j n>0g;
where the rst part of the union is a disjoint union of paired loops. Next we just apply
Lemma 12 for any pair of loops fu01v0ni w0i x0ni y0i j n>0g and fumvnmwmxnmym j n>0g, for
16i6k.
Using Theorem 14, we can show now that, for a given slender context-free lan-
guage L, the maximal number of words of the same length in L is computable. Clearly,
this is the smallest k such that L is k-slender, that is
max
n>0
(card(fw2L j jwj= ng))=min(fk jL is k-slenderg):
Theorem 15. For a given slender context-free language L; the smallest k such that L
is k-slender is computable. Equivalently; the maximal number of words of the same
length in L is computable.
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Proof. By Theorem 14, we can write L as a disjoint union of paired loops, say
L=
mS
i=1
fuivni wixni yi j n>0g:
In order to determine whether or not two paired loops fuivni wixni yi j n>0g and
fujvmj wjxmj yj jm>0g have words of the same length, we have to solve the linear dio-
phantine equation in two variables
juiwiyij+ njvi xij= jujwjyjj+ mjvj xjj: (41)
Moreover, we can nd all solutions of (41) and so all lengths common to the considered
paired loops. This extends to any subset of the set of paired loops composing L.
Since the paired loops in the representation of L are pairwise disjoint, any two words
of the same length in two dierent paired loops are dierent. Therefore, the maximal
number of words of the same length in L, hence the minimal k such that L is k-slender,
can be computed.
Corollary 16. For a given k>0; it is decidable whether or not an arbitrary context-
free language is k-slender.
7. Undecidability
The result in Theorem 9 is no longer true when we consider complements or inter-
sections of context-free languages; in both cases we have undecidable problems. This
fact was proved in [17]. We give here a much simpler argument which works in both
cases.
Theorem 17. It is undecidable whether or not the complement of an arbitrary context-
free language is slender.
Proof. Consider an arbitrary instance of the Post Correspondence Problem,
f(x1; x2; : : : ; xn); (y1; y2; : : : ; yn)g; (42)
n>1, xi; yi 2fa; bg+, 16i6n, and two new letters c; # 62 fa; bg. Denote xn+1 =#=yn+1
and construct the well-known languages (see, for instance, [5])
Lx = fbai1bai2 : : : baik cxik xik−1 : : : x1 j k>0; 16ij6n+ 1; 16j6kg;
Ly = fbai1bai2 : : : baik cyik yik−1 : : : y1 j k>0; 16ij6n+ 1; 16j6kg;
Lx;y =LxcLRy;
LR= fw1cw2cwR2 cwR1 jw1; w2 2fa; b; #gg;
LPCP =LR \Lx;y;
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where wR denotes the reversal of w and LR= fwR jw2Lg. It is known that the com-
plement LPCP of LPCP is context-free.
LPCP is the set of all solutions of the following instance of the Post Correspondence
Problem
f(x1; x2; : : : ; xn+1); (y1; y2; : : : ; yn+1)g: (43)
Since xn+1 =yn+1 =#, all words in # are solutions of (43). Moreover, since # 62 fa; bg,
all solutions of (43) are catenations of solutions of (42) and words in #. It follows
that LPCP is slender if and only if the set of solutions of (43) is #, that is, if and
only if (42) has no solution, which is undecidable.
Theorem 18. It is undecidable whether or not the intersection of two arbitrary
context-free languages is slender.
Proof. In the notations of the preceding proof, LR and Lx;y are context-free and
LR \Lx;y is slender if and only if (42) has no solution.
8. Further research
We nally present several problems which have not been investigated here but which
are related to our considerations and may be of interest for future research in this area.
The rst two are connected with the statement of Theorem 5.
Problem 1. Are the bounds given by Theorem 5 optimal?
A short discussion is required here. We worked throughout the paper with a constant
pL depending on L only, whereas it was in fact some pL;G, for G a context-free
grammar in Chomsky normal form generating L. Since G has been considered to be
xed, this was correct. However, by changing the grammar G, pL;G might decrease;
denote its least value by
PL=minfpL;G jG context-free grammar in Chomsky normal form for Lg:
Therefore, Problem 1 may be understood in two ways: (i) in terms of pL=pL;G,
for some xed G (as assumed in Theorem 5); (ii) the least bounds irrespective to
the grammar. A positive solution to the following problem might connect these two
variants.
Problem 2. Is PL computable for L slender context-free?
Let us further remark that Problem 2 is undecidable for arbitrary context-free lan-
guages. To see this, take L context-free and compute the minimal alphabet  such that
L. Then L=+ if and only if L is innite and PL=1. (We assumed 1 62L.)
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Indeed, with only one nonterminal, the productions are of the form
S! SS or S! a; a2:
In this way, the whole + can be obtained, that is, P+ = 1. Conversely, if L is innite
and PL=1, then the production S! SS as well as some productions of the form S! a,
a2; must be present. Hence L=+1 , for some 1. Since  is minimal, 1 =
and so L=+.
Since it is undecidable whether or not L=+, it is also undecidable whether or not
PL=1. In particular, it follows that PL is not computable.
The other problems concern the number of loops.
Problem 3. For an arbitrary slender context-free language L, is the minimal number
of loops in the representation of L as a union of paired loops computable?
Problem 4. The same problem for representations as disjoint unions of paired loops.
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