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D.V. Trushin
Abstract
An algebraic technique is presented that does not use results of model
theory and makes it possible to construct a general Galois theory of ar-
bitrary nonlinear systems of partial differential equations. The algebraic
technique is based on the search for prime differential ideals of special form
in tensor products of differential rings. The main results demonstrating
the work of the technique obtained are the theorem on the construct-
edness of the differential closure and the general theorem on the Galois
correspondence for normal extensions.
1 Introduction
The first algebraic proof of the existence and uniqueness of a differential clo-
sure for a differential field with finitely many pairwise commuting derivations
appeared in Kolchin’s paper1 [1]. A fairly detailed overview of papers on dif-
ferentially closed fields is contained in the introduction of that paper; however
certain questions on the structure of the differential closure remained unan-
swered. On the other hand, back in Shelah’s paper [2] the method related to
complete totally transcendental first-order theories was used, which contains
somewhat more information about the differential closure. In Kolchin’s opinion
(see [1], p. 141), Shelah’s proof is one of the most difficult. Kolchin’s paper [1] is
an attempt to carry out all the proofs in the language of differential algebra. But
we are going to expound Shelah’s proof in the case of differential fields of char-
acteristic zero without using the model-theoretic technique. For that we develop
a fairly simple technique of searching for differential ideals in tensor products
of differential rings. Thus, we not only translate into the algebraic language the
fairly powerful proof of Shelah, but also make a substantial simplification of it.
The model-theoretic proof is divided into two stages; we shall discuss it only
in respect to the theory of differential fields with finitely many derivations. At
first the motion of a constructed models is introduced and Ressayre’s theorem on
the uniqueness of a constructed model is proved for complete theories2 (see [3],
∗XY-pic package is used
1Kolchin uses the term constrained closure
2we shall use Poizat’s book instead of the original paper of Shelah
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Theorem 10.18). Then for totally transcendental theories all simple models are
shown to be constructed (see [3], §§ 18.1, 18.2). In the present paper we follow
the same scheme of proof. The strongest result in this direction is the proof of
Theorem 35 on the constructedness of the differential closure. Moreover, the
algebraic technique obtained makes it possible to advance further and to obtain
the notion of a splitting field for an arbitrary system of differential equations,
and to prove for splitting fields the theorem of the Galois correspondence for
normal extensions.
At present there exist a vast number of papers on differential Galois theory of
various types of differential equations. For example, the Picard-Vessiot theory of
linear differential equations (see [4]) or the Picard-Vessiot theory of parametrized
linear differential equations (see [5]). One of the drawbacks of these papers
is the superfluous assumption about the properties of the initial differential
field; namely, in the Picard-Vessiot theory it is assumed that the constants are
algebraically closed, and in the theory of parametrized equations even more –
the differential closedness. In applications of these theories such assumptions are
inadmissible, especially the assumption of differential closedness, since the initial
fields usually are fields constructed of function, and their differential closure are
too big and have fairly complicated structure. the notion of a splitting field that
we introduce removes this defect; namely, an ordinary Picard-Vessiot extension
(and its parametrized analogue) is a special case of a splitting field, for the
construction of which no additional assumptions on the initial field are required.
A detailed survey the existing Galois theories can be found in the paper
of Cassidy and Singer (see [5], p. 145-137). However, it seems that the most
interesting is the cycle of papers of Pillay [6, 7, 8], in which he completely
describes the structure of the differential closure in terms of the algebraic closure,
generalized Galois extensions, and extensions by trivial elements corresponding
to symmetric groups. In the end it is desirable to find a purely algebraic proof
of Pillay’s results. The present paper is merely the first step on this road.
However, already here we succeeded in constructing an algebraic apparatus that
makes it possible to avoid using the model-theoretic technique ar certain stages.
Furthermore, it is worth mentioning that the technique developed by us finds an
unexpected application in difference algebra; namely, one can use this technique
for proving the existence of difference-closed fields in a fairly board sense3.
the concluding detail in the present paper is Theorem 61, in which we discuss
the connection of the differential spectrum of a differentially finitely generated
algebra over a field with the corresponding differentially algebraic variety. It is
shown that from this viewpoint the set of locally closed points of the differential
spectrum plays the same role as the maximal spectrum for finitely generated
algebras over a field in commutative case.
This research was initiated by A. I. Ovchinnikov. He acquainted the author
with the book of Poizat [3] and posed the questions that are solved in this paper.
In the preparation of the paper invaluable help was given by M.S. Singer. Due
to his comments, a detailed example emerged that illustrates effects of various
3http://arxiv.org/abs/0908.3865
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kinds. I am grateful to my supervisor A.V. Mikhalev.
2 Detailed structure of the paper
The paper consists of three key parts. The first is §§ 3 and 4; here all the main
technique is collected on which the further exposition is based. We consider
questions of constructing differential ideals with requisite properties, and on
the basis of them — constructing differential closure of special types. Sections 5
and 6 are devoted to the translation of model-theoretic results into the algebraic
language; these sections constitute the second part of the text. Subsequently
we define the notion of a splitting field of an arbitrary system of differential
equations and the notion of a differential Galois group. Sections 7-9 are devoted
to the study of the new notions and their connection with the known theories.
We now describe the structure of the paper in more details. Section 3 is
devoted to the terminology used. Section 4 is the a ‘core’ of the technique that is
developed. It consists of three subsections, in each of which we construct specific
prime differential ideals in tensor products of differential rings. Subsection 4.1
is devoted to construction a prime differential ideals with residue field that does
not contain new constants (theorem 1), and this technique is applied to the
Picard-Vessiot theory (Proposition 3) and to constructing a differential closure
with algebraic field of constants (Theorem 5). In Subsection 4.2 we consider
prime differential ideals with a slightly more subtle property (Theorem 11). As
in Subsection 4.1, based on the properties of the ideals obtained, we construct
the corresponding differential closure (Theorem 12). Subsection 4.3 is devoted
to prime differential ideals that have a certain universal property (Theorem 14).
Such ideals enable us to construct constructed fields and constructed differential
closures (Theorem 17).
Section 5 is devoted to the detailed study of constructed fields. Our main
goal is the translation into the algebraic language of the model-theoretic proof
of Ressayre’s theorem — Theorem 10.18 in Ch. 10 of [3] (see Theorem 33). In
§ 6 we translate into the algebraic language the proof of Theorem 18.1 in Ch. 18
of [3] (see Theorem 35).
Due to the results of §§ 5 and 6 we are able to define in § 7 the notion of a
splitting field for an arbitrary system of differential equations. In Subsection 7.1
we define an abstract splitting field, study in detail its properties, and show the
connections with already known notions. Propositions 39 and 40 are devoted
to the existence and uniqueness. Subsection 7.2 us devoted to the connections
of splitting fields with one another. All this leads to the notion of a normal
extension, which is presented in Subsection 7.3 and constitutes the main object
of study in Galois theory. In § 8 the theorem on the Galois correspondence is
proved for normal extensions of differential fields (Theorem 59) and an example
is given, which graphically illustrates the behavior of the objects that we define.
In § 9 we give a geometric interpretation of locally closed points of the dif-
ferential spectrum of a differentially finitely generated algebra over an arbitrary
differential field (Theorem 61) in terms of the corresponding differential alge-
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braic varieties and the Galois group of the differential closure.
3 Definitions and notation
Throughout the paper we consider some differential ground field K of charac-
teristic zero. All differential rings are assumed to be algebras over K with a
finite set of pairwise commuting derivations
∆ = { δ1, . . . , δm }.
Differentially finitely generated algebras are by definition differentially finitely
generated algebras over K. A simple ring is by definition a differential ring
without nontrivial differential ideals. If it is not specified over which ring a
tensor product is taken, then we mean the tensor product over the field K. The
differential spectrum of a ring A is denoted by Spec∆A, and SMax∆A denotes
the set of locally closed points of the differential spectrum. The field (A/p)p
is called the residue field of a prime ideal p ⊆ A. The field of fractions of an
integral domain B is denoted by Qt(B). If in a ring D two subrings A and B
are given, then A ·B denotes the smallest subring of D generated by A and B.
The definition and notation in commutative algebra are the same as in [9], and
in differential algebra as in [10].
4 Ideals of tensor products
In this section we construct special types of differential ideals in tensor products
of differential algebras. Search for prime differential ideals of special types means
search for composites of differential fields of special type. Such composites
appear, in particular, in the construction of differentially closed fields containing
some given differential field. Therefore, the more sophisticated ideals we can
find, the more delicate differential closed overfield we can construct. Here we
search for differential prime ideals of three types. By using each of them we
show the existence of special types of differentially closed fields. We begin with
the most rough condition – the absence of new constants, which works well for
Picard-Vessiot extensions, and conclude with constructing a differential closure
of a fixed field.
Let {Bα }α∈Λ be some set of simple K-algebras. Suppose that in addition
the algebras Bα are differentially finitely generated. We consider R = ⊗αBα
as the inductive (direct) limit of finite tensor products over K (see [9, Ch. 2,
Exercise 23]).
4.1 Algebraic constants
To begin with, we isolate the simplest class of differential ideals of R related to
constants.
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Theorem 1. Let {Bα}α∈Λ be some set of simple differentially finitely generated
K-algebras. We denote by C the subfield of constants of the field K. Then there
exists a prime differential ideals p of R = ⊗αBα such that the constants of the
residue field of p are algebraic over C.
Proof. Consider the set S consisting of pairs (⊗θ∈ΘBθ, pΘ), where Θ ⊆ Λ and
pΘ is a prime differential ideal in ⊗θ∈ΘBθ such that the constants of its residue
field are algebraic over C. We order the set S as follows:
(⊗θ∈Θ1Bθ, pΘ1) 6 (⊗θ∈Θ2Bθ, pΘ2)⇔ Θ1 ⊆ Θ2, pΘ2 ∩ ⊗θ∈Θ1Bθ = pΘ1
Note that S is not empty; for example, it contains the pair (Bα, 0) for any
elements α (see [10, Ch. III, § 10, Proposition 7(d)]). The set thus constructed
satisfies the hypothesis of Zorn’s lemma, for which one must take the direct
limit over a chain. Let (⊗θ∈Θ̂Bθ, pΘ̂) be a maximal element of the set S. We
claim that ⊗θ∈Θ̂Bθ coincides with the whole ring R.
We introduce the notation
RΘ̂ = ⊗θ∈Θ̂Bθ/pΘ̂, BΘ̂ = ⊗θ∈Θ̂Bθ, S = BΘ̂ \ pΘ̂.
Consider the ring R′ = BΘ̂⊗Bα. We define p
′ to be a maximal differential ideal
of it contracting to pΘ̂. We shall show that (R
′, p′) is contained in S; then we
shall obtain a contradiction with the maximality. Indeed, S−1R′/p′ is a simple
differentially finitely generated algebra over the field S−1RΘ̂, the constants of
which are algebraic over the field of constants of the field K (see [10, Ch. III,
§ 10, Proposition 7(d)]). Therefore the constants of the residue field of p′ are
algebraic over C.
In the following definition we assume that a single derivation acts on differ-
ential rings.
Definition 2. A differential algebra D over the field K is called a universal
Picard-Vessiot ring if the following properties hold:
1. D is a simple differential ring;
2. for any linear differential equation of the form y′ = Ay, where A is a
matrix of elements of the field K, there exists a fundamental matrix F of
solutions with coefficients in D;
3. as aK-algebra,D is generated by the elements of all fundamental matrices
F and det(F )−1.
This definition can be found in § 1 of Ch. 10 in [4].
The following statement is a simple corollary of the previous fact. (Definition
of universal Picard-Vessiot extension is in [4, chapter 10, sec. 1].)
Proposition 3. For any ordinary differential field K with algebraically closed
subfield of constants, there exists a universal Picard-Vessiot extension.
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Proof. Let {Bα } be the family of all Picard-Vessiot extensions up to isomor-
phism. In the ring R = ⊗αBα consider the ideal p from theorem 1. Then the
ring R/p has all the required properties of Definition 2, except for, possible,
1). However, since R/p does not contain new constants, it follows from Defini-
tion 1.21 and Proposition 1.22 in § 3 of Ch. 1 in [4] that R/p is the direct limit
of simple differential rings and, consequently, is itself also simple.
Definition 4. A field is said to be differentially closed if any simple differentially
finitely generated algebra over this field coincides with it.
This definition can be found in [1], [5], Definition 3.2, [11], p. 4490, [12],
§ 4, p. 28, or [13]. A slightly more nontrivial application of Theorem 1 is the
following theorem.
Theorem 5. Let K be a differential field with subfield of constants C. Then
there exists a differentially closed field L containing K such that the field of
constants of L is the algebraic closure of the field C.
Proof. Consider the set {Bα } of all simple differentially finitely generated al-
gebras over K up to isomorphism. Consider an ideal p as in Theorem 1. Let L1
be the residue field of the ideal p. By performing the same procedure for L1, we
obtain L2, for L2 we obtain L3, and so on. As a result we obtain the ascending
chain of differential fields
K = L0 ⊆ L1 ⊆ . . . ⊆ Ln ⊆ . . .
We set L = ∪kLk. We see that the field thus constructed does not contain
non-algebraic constants. Note that the field Lk+1 is constructed so that for any
nontrivial differential ideal of the ring of differential polynomials over the field
Lk there exists a common zero in the field Lk+1.
We claim that L is differentially closed. Let
B = L{y1, . . . , yn}/m
be a simple differentially finitely generated algebra. The Ritt-Raudenbush basis
theorem says that there exists a finite set of differential polynomials F such that
m = {F}. But the set of all coefficients of elements of F is finite and therefore all
of them are defined over some Lk for a suitable index k. By the construction of
Lk+1 the family F has a common zero a ∈ Lk+1 ⊆ L and therefore a differential
homomorphism B → L is defined by the rule yi 7→ ai. Since B is simple and
contains L as a subalgebra, the latter homomorphism is an isomorphism.
4.2 Local simplicity
First of all we introduce one definition.
Definition 6. We say that a differential ring B is locally simple if there exists
an element s ∈ B such that the ring Bs is a simple differential ring. A prime
differential ideal p of a differential ring B is called locally maximal if the algebra
B/p is locally simple.
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Such ideals are precisely the locally closed points of the differential spectrum.
In the terminology of Kolchin such algebras are called constrained (see [1]).
To obtain more delicate results we need a more subtle technique. The main
purpose of this subsection is to prove theorem 11. The following lemma contains
all the main technique.
Lemma 7 (“on splitting”). Suppose that D is a differential K-algebra that
is an integral domain, and A and B are differential K-subalgebras of D such
that D = A · B and B is differentially finitely generated. Then there exist a
differentially finitely generated K-subalgebra C of A and an element s ∈ C · B
such that
Ds = A⊗C (C · B)s.
Proof. We choose differential generators b1, . . . , bn in the algebra B. Then the
algebra D is generated over A by the chosen elements as a differential ring.
Consequently, D has the form A{y1, . . . , yn}/p, where p is some prime differ-
ential ideal. Let G = { f1, . . . , fm } be a characteristic set of the ideal p for some
fixed ranking and let h be the product of the initials and separants of elements
of G. Thus we have
Dh = A{y1, . . . , yn}h/[f1, . . . , fn].
Elements of G depend on finitely many coefficients; we choose the differential
subalgebra C generated by them. Then, by tensor multiplying the exact triple
0→ [f1, . . . , fm]→ C{y1, . . . , yn}h → C{y1, . . . , yn}h/[f1, . . . , fn]→ 0
by A over C we obtain the required splitting.
From the splitting lemma we immediately obtain the following corollary.
Corollary 8. Suppose that D is a differential K-algebra that is an integral
domain, and A and B are differential K-subalgebras of it such that D = A · B
and B is differentially finitely generated. Then for any element h ∈ D there exist
a differentially finitely generated K-subalgebra C in A and an element s ∈ C ·B
such that h ∈ C · B and
(A · B)sh = A⊗C (C ·B)sh.
We see that C can be replaced by any larger differential ring.
Corollary 9. Suppose that D is a differential K-algebra that is an integral
domain, and A and F are differential K-subalgebras of it such that D = A · F
and F is field that is differentially finitely generated over K. Then for any
element h ∈ D there exist a differentially finitely generated K-algebra C in A
and an element s ∈ C · F such that h ∈ C · F and
(A · F )sh = A⊗C (C · F )sh.
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Proof. It follows from the hypothesis that there exists a differentially finitely
generated K-algebra such that F is its field of fractions. By applying the pre-
ceding corollary we obtain
(A · B)sh = A⊗C (C ·B)sh.
If S = B \ { 0 }, then
(A · F )sh = (A · S
−1B)sh = S
−1((A · B)sh) =
= S−1(A⊗C (C ·B)sh) = A⊗C (C · S
−1B)sh = A⊗C (C · F )sh.
Proposition 10. Let A and B be a differential C-algebras, where C is a simple
differential ring. Then the canonical map
Spec∆A⊗C B → Spec
∆A× Spec∆B
is surjective.
Proof. Let S be the set of nonzero elements of C. Since C is simple, then for
any differential C-algebra D we have the equality
Spec∆D = Spec∆ S−1D.
Thus, it suffices to prove the assertion for the case where C is a field. Let (p, q)
be an arbitrary pair of prime differential ideals in the product indicated, and
let S = A \ p and T = B \ q. Then it follows from Exercise 21 in Ch. 3 of [9]
and the properties of tensor product that the inverse image of this pair under
that map is naturally homeomorphic to
Spec∆ S−1(A/p)⊗C T
−1(B/q)
Since C is a field the latter ring is nonzero and therefore its differential spectrum
is not empty.
Theorem 11. Let {Bα}α∈Λ be some set of simple differentially finitely gen-
erated K-algebras. Then there exists a prime differential ideal p of the ring
R = ⊗αBα such that any differentially finitely generated K-subalgebra B in the
residue field of the ideal p is locally simple.
Proof. Similarly to the proof of Theorem 1 we consider the set S consisting of
pairs (⊗θ∈ΘBθ, pΘ), where Θ ⊆ Λ, pΘ is a prime differential ideal of ⊗θ∈ΘBθ
such that every differentially finitely generated subalgebra B in the residue field
of the ideal pΘ is locally simple. We order this set as follows:
(⊗θ∈Θ1Bθ, pΘ1) 6 (⊗θ∈Θ2Bθ, pΘ2)⇔ Θ1 ⊆ Θ2, pΘ2 ∩ ⊗θ∈Θ1Bθ = pΘ1
Note that S is not empty; for example, it contains (Bα, 0) for any element α
(see, for example [10, Ch. III, § 10, Proposition 7(b)]). The set thus constructed
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satisfies the hypothesis of Zorn’s lemma. Let (⊗θ∈Θ̂Bθ, pΘ̂) in S be a maximal
element of it. We claim that ⊗θ∈Θ̂Bθ coincides with the whole ring R. We
introduce the notation
RΘ̂ = ⊗θ∈Θ̂Bθ/pΘ̂, BΘ̂ = ⊗θ∈Θ̂Bθ, S = BΘ̂ \ pΘ̂, A = S
−1BΘ̂.
Consider the ring R′ = BΘ̂⊗Bα. We define p
′ as a maximal differential ideal of
this ring contracting to pΘ̂. We shall show that (R
′, p′) is contained in S, then
we shall obtain a contradiction with the maximality.
We denote the ring S−1(R′/p′) by D, and let B be an arbitrary differentially
finitely generated K-subalgebra of the residue field of the ideal p′. Since B is
differentially finitely generated, there exists h ∈ D such that B ⊆ Dh. We set
B′ = B · Bα. By construction we have the equation
Dh = (S
−1A ·B′)h.
By applying corollary 8 we obtain
Dsh = S
−1A⊗C (C · B
′)sh,
for suitable s and C. But C is a differentially finitely generated K-algebra in
S−1A and therefore C is locally simple. By inverting one element, we can assume
that C is simple. Then Proposition 10 guaranties that the differentially finitely
generatedK-algebra (C·B′)sh is simple. Then it follows from Proposition 7(b) in
§ 10 of Ch. III in [10] that B is locally simple. We have obtained a contradiction
with the maximality.
It should be noted that the ideal constructed in theorem 11 is a special case
of the ideal in theorem 1. That is, the residue field of the ideal constructed also
does not contain non-algebraic constants over the field of constants of the field
K. We now demonstrate an application of Theorem 11.
Theorem 12. Let K be a differential field. Then there exists a differentially
closed field L containing K such that any differentially finitely generated K-
subalgebra of L is locally simple.
Proof. As in the proof of Theorem 5, we consider the se {Bα} of all simple
differentially finitely generated algebra over K up to isomorphism. Consider an
ideal p of the ring R = ⊗αBα, as in Theorem 11. We consider L1 to be its
residue field. By applying the same procedure to L1 we obtain L2, for L2 we
obtain L3, and so on. As a result we obtain the ascending chain of fields
K = L0 ⊆ L1 ⊆ . . . ⊆ Ln ⊆ . . .
We define the sought-for differential field: L = ∪kLk. The differential closedness
is proved in the same fashion as in theorem 5, therefore we omit the proof of it.
We claim that the field thus obtained has the indicated property. We conduct
induction on the number of the field. For L1 this is clear from construction.
We show that transition from k to k + 1. Suppose that a differentially finitely
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generated algebra B over K is contained in Lk+1; then the algebra Lk · B is
locally simple by the construction of Lk+1. Let h be an element h such that
(Lk ·B)h is simple. By Corollary 8 we obtain that
(Lk · B)sh = Lk ⊗C (C · B)sh,
for some s and C. As in Theorem 11, C can be considered to be a simple
differentially finitely generatedK-algebra. Then Proposition 10 guarantees that
C · B is locally simple, and therefore Proposition 7(b) in § 10 of Ch. III in [10]
guarantees that the algebra B is locally simple.
4.3 Universal extensions
The field constructed in Theorem 12 is already almost the differential closure.
Recall the definition.
Definition 13. A differentially closed field L containingK is called a differential
closure of K if for any differentially closed field D containing K there exists an
embedding of L into D over K.
Below we construct a certain differential closure in quite a specific way. Such
a construction is a vital necessity on the road to construction of a splitting field.
Suppose that some well-ordering is defined on the set Λ (recall: we consider
the ring R = ⊗α∈ΛBα). Then we define a well-ordered family of differential
subrings {Rα} as follows:
1. R0 = B0;
2. Rα+1 = Rα ⊗Bα+1;
3. Rα = ∪β<αRβ for limit α.
If p is some ideal of the ring R, we denote by pα its contraction to Rα.
Theorem 14. Let {Bα}α∈Λ be some set of simple differentially finitely gen-
erated K-algebras, and suppose that some well-ordering is defined on the set
Λ. Then there exists a prime differential ideal p of R = ⊗αBα such that any
nonzero differential ideal of the ring Rα+1/pα+1 contracts to a nonzero ideal of
the ring Rα/pα.
Proof. We construct a prime differential ideal pα of the ring Rα by transfinite
induction. We set p0 = 0, and at limit ordinals, pα = ∪β<αpβ. It remains to
consider the case of non-limit ordinals.
Suppose that pα has already been constructed; we construct pα+1 in Rα+1
as a maximal differential ideal contracting to pα. Then the ideal p = ∪αpα by
construction has all the required properties.
Proposition 15. Let p be the same ideal as in theorem 14. Then for any
differentially closed field L containing K there exists an embedding of the residue
field of the ideal p into L over K.
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Proof. First we make one simple remark. For any differential subfield F of the
differentially closed field L and for any simple differentially finitely generated
algebra B over the field F there exists an embedding of B into L over F .
We define the field Kα as the residue field of the ideal pα. We see that the
residue field of p is the union of the fields Kα. We construct an embedding by
transfinite induction. By our remark there exists an embedding of R0 into L,
and, consequently, also an embedding of K0 into L. Suppose that Kα is already
embedded; then
Kα · (Rα+1/pα+1) = S
−1Rα+1/pα+1
, where S = Rα \ pα, is a simple algebra by the definition of the ideal p.
Consequently, Kα+1 can also be embedded. At limit ordinals the embedding is
obtained automatically.
Corollary 16. Let p be the same ideal as in Theorem 14. Then in its residue
field every differentially finitely generated K-subalgebra is locally simple.
Proof. Let L be the differentially closed field containing K described in Theo-
rem 12. Then the residue field of the idea p can e embedded into L. Conse-
quently, the required property holds.
We now describe the process of constructing a differential closure. Subse-
quently its structure will be very useful for us.
Theorem 17. Let K be a differential field. Then there exist a differentially
closed field L and a well-ordered chain of differential fields {Lα } such that
1. L0 = K;
2. L = ∪αLα;
3. Lα+1 is differentially finitely generated over Lα;
4. every subalgebra of Lα+1 that is differentially finitely generated over Lα is
locally simple.
Furthermore, the field L is a differential closure of the field K.
Proof. Consider the set {Bα } of all simple differentially finitely generated al-
gebras over K up to isomorphism. Consider the ideal p of the ring R = ⊗αBα,
as in Theorem 14. Let K1 be the residue field of the ideal p. We define K1α
as the residue field of the ideal pα. By applying the same procedure to K1, we
obtain K2, for K2 we obtain K3, and so on. As a result we obtain an ascending
chain of differential fields
K = K0 ⊆ K1 ⊆ . . . ⊆ Kn ⊆ . . .
We set L = ∪kKk. By taking the union of countably many well-ordered sets
we obtain a unified numbering for all the subfields Kkα. This chain satisfies all
the necessary requirements by Proposition 7(b) in § 10 of Ch. [10].
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The fact that the field L is differentially closed is proved in the same fash-
ion as in Theorem 5. Since by construction Kk+1 is universal over Kk in the
indicated sense (Proposition 15), the whole field L also has the same property
over K.
5 Constructed fields
This section is devoted to the more detailed analysis of differential fields con-
structed in Theorem 17. We give the following definition.
Definition 18. Suppose that we are given some differential field L containing
the field K and a well-ordered chain of differential subfields {Lα} of L such that
1. L0 = K;
2. L = ∪αLα;
3. Lα+1 is differentially finitely generated over Lα;
4. every subalgebra of Lα+1 that is differentially finitely generated over Lα
is locally simple.
Then we say that L is constructed over K, and call the chain of differential
fields {Lα} a construction of the field L.
Terms is borrowed from § 10.4 in [3]. We begin with following proposition.
Proposition 19. Suppose that we are given some differential field L containing
the field K a well-ordered chain of differential subfields { Lα} of L such that
1. L0 = K
2. L = ∪αLα
3. Lα+1 is at most countably differentially generated over Lα
4. every subalgebra Lα+1 that is differentially finitely generated over Lα is
locally simple
Then L is constructed; moreover, the chain {Lα} can be refined to a construction
of the field L.
Proof. It suffices to learn how to refine to a construction one ‘storey’ Lα ⊆ Lα+1.
Let {xn}
∞
n=0 be a system of differential generators of Lα+1 over Lα. We define
a chain of differential Lα-algebras Bn and their fields of fractions Fn as follows:
Bn = Lα{x1, . . . , xn}.
We claim that the field Fn+1 over the field Fn has property 4) in Definition 18
of a constructed field. Then, by taking together all such fields for all ordinals,
we obtain a required construction.
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Let B be a differentially finitely generated Fn-algebra in Fn+1. Then it has
the form
B = Fn{z1, . . . , zk}
for some z1, . . . , zk ∈ Fn+1. Thus, B is a localization of the algebraBn{z1, . . . , zk}.
The latter is locally simple by condition 4) in the statement of the proposition.
Since a localization of a locally simple algebra is locally simple, we obtain what
is required.
We now state conditions that guarantee that a field is constructed over a
subfield. We introduce several auxiliary definitions, also borrowed from § 10.4
in [3].
Definition 20. Let L be a constructed differential field over K. Then by
conditions 3) and 4) in Definition 18 for any ordinal α there exists a simple
differentially finitely generated K-algebra Bα ⊆ Lα+1 such that the field Lα+1
is the field of fractions of the algebra Lα · Bα. The family of differential K-
algebras {Bα} is called a generating set for the constructed field L.
We should point out that, first, a generating family can be chosen in differ-
ent ways. Second, every ring in a generating family is a differentially finitely
generated algebra over the ground field K. Note that the field Lα can be recon-
structed from any generating family as follows:
Lα+1 = Lα〈Bα〉,
and for limit ordinals
Lα = K〈{Bβ}β<α〉.
Proposition 21. Let L be a constructed field over K, and {Bα } some gen-
erating family. Then for every Bα there exist a finite set {Bα1 , . . . , Bαt } with
the condition αi < α and an element s ∈ Fα · Bα such that
(Lα · Bα)s = Lα ⊗Fα (Fα · Bα)s,
where
Fα = K〈Bα1 , . . . , Bαt〉
and the algebra (Fα · Bα)s is simple.
Proof. The algebra Lα · Bα is locally simple; consequently, there exists an ele-
ment h ∈ Lα · Bα such that the algebra
(Lα ·Bα)h
is simple. Then from the Corollary 8 of the “splitting lemma” there exist a
differentially finitely generatedK-algebraC ⊆ Lα·Bα and an element s
′ ∈ C ·Bα
such that
(Lα ·Bα)s′h = Lα ⊗C (C ·Bα)s′h.
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We denote the product s′h by s. Since the ring C is differentially finitely
generated over K, there exists a finite set of K-algebras
{Bα1 , . . . , Bαt}
such that C belongs to the field
Fα = K〈Bα1 , . . . , Bαt〉,
and we have the decomposition
(Lα · Bα)s = Lα ⊗Fα (Fα · Bα)s.
Since the right-hand side of the equation is a simple differential ring, it follows
from Proposition 10 that (Fα ·Bα)s is also simple.
Suppose that some generating family of K-algebras {Bα } is fixed for a
differential field L.We define the notion of a package of a ring Bα.
Definition 22. Let L be a constructed differential field over L and {Bα} some
generating family. We give the definition by induction. The package pi0 of the
algebra B0 is declared to be the empty set. Suppose that the package is defined
for Bβ for all β < α; we define the package of Bα. Let {Bα1 , . . . , Bαt} be the
family of K-algebras for the algebra Bα as in Proposition 21. Then the package
piα is defined to be the union
{Bα1 , . . . , Bαt} ∪
⋃
i
piαi .
By induction we obtain that the package of any K-algebra in a generating
family consists of finitely many K-algebras.
Definition 23. The package field of the algebra Bα is defined to be the differ-
ential field generated by all the algebras in the package:
Fα = K∠piα〉
Note that packages are not uniquely defined. The definition of a package
and Proposition 21 imply the following lemma.
Lemma 24 (“on package splitting”). Suppose that L is a constructed differen-
tial field over K, {Bα } is some generating family, and for each α some package
piα is fixed. Then for any α there exists an element s ∈ Fα ·Bα such that
(Lα · Bα)s = Lα ⊗Fα (Fα · Bα)s.
Furthermore, the algebra (Fα · Bα)s is simple.
Proposition 25. Let L be a constructed differential field over K with some
family of generating K-algebras {Bα }. Suppose that for every α some package
piα is fixed and for some α a subfield F contains the field Fα, and let s be the
same elements as in the lemma on package splitting. Then the algebra (F ·Bα)s
is simple.
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Proof. By Lemma 24, for this element s we have
(Lα · Bα)s = Lα ⊗Fα (Fα · Bα)s.
Since F contains Fα, we have
(Lα · Bα)s = Lα ⊗F F ⊗Fα (Fα · Bα)s = Lα ⊗F (F · Bα)s.
It follows from the choice of the element s that the algebra on the left-hand side
of the last equation is simple; therefore by Proposition 10 the algebra (F ·Bα)s
is also simple.
Definition 26. Let L be a constructed differential field over K, and {Bα}
some generating family. Suppose that for every K-algebra Bα in the generating
family {Bα }α∈Λ some package piα is fixed. Consider a subfamily of K-algebras
{Bβ }β∈X (X ⊆ Λ) such that with any ring Bβ , X ⊆ Λ, such that, with each
K-algebra Bβ , this subfamily contains its entire package. Such a family is called
package closed or, more simply, closed.
This term is used in § 10.4 [3]. Recall that the differential finite generatedness
of algebras in a general family is a part of their definition.
Definition 27. Suppose that the conditions of the preceding definition hold,
and suppose that a differential subfield F ⊆ L is generated by some closed
family of algebras {Bβ}. Then such a field is also called closed.
A subset X is a well-ordered set with respect to the ordering induced from
the set Λ. Then we can define a family of subfields {L′β } as follows:
L′β = K〈{Bθ }θ<β
θ∈X
〉.
The importance of closed subfields is emphasized by the following two proposi-
tions (see their logical originals in [3], Ch. 10, Propositions 10.15, 10.17.
Proposition 28. Let L be a constructed differential field over K with some
family of generating algebras {Bα }. Suppose that for each α some package is
fixed, and suppose that some differential subfield F of the field L is closed. Then
the field F is constructed over K, and the chain of fields {L′β } is a construction.
Proof. We need to show that property 4) in definition 18 holds for the pair of
fields L′β ⊆ L
′
β+1. By definition, L
′
β+1 = L
′
β〈Bγ〉 for some γ ∈ X , for every
θ ∈ X strictly smaller than γ we have Bθ ⊆ L
′
β. By Proposition 7(b) in § 10
of Ch. III in [10] it suffices to show that the algebra L′β · Bγ is locally simple.
However, the field F is closed and therefore contains Fγ . By definition of a
package, Fγ is contained in L
′
β , since it is generated by tings of the form Bθ,
where θ ∈ X and strictly smaller than γ. Then Proposition 25 implies what is
required.
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Proposition 29. Let L be a constructed differential field over K with some
family of generating algebras {Bα }. Suppose that for each α some package piα
is fixed and some differential subfield F of the field L is closed. Then the field
L is constructed over F , and the chain of fields {F<Lα> } is a construction.
Proof. We need to show that property 4) in definition 18 holds for the pair of
fields F 〈Lα〉 ⊆ F 〈Lα+1〉. By Proposition 7(b) in § 10 of Ch. III in [10] it suffices
to show that the algebra
F 〈Lα〉 ·Bα
is locally simple. by definition the algebra Lα · Bα is locally simple. Let s be
an element such that algebra
(Lα · Bα)s
is simple. We shall prove that algebra
(F 〈Lα〉 · Bα)s
is also simple. Since F is constructed by Proposition 28, we use induction on β
to show that the algebra
(L′β〈Lα〉 · Bα)s
is simple. Since a limit of simple differential ring is a simple differential ring, it
sufficient to consider non-limit ordinals.
To begin with, we observe that the equation
L′β〈Lα〉 = Qt(L
′
β · Bα)
holds for any β. Let F˜ = Qt(L′β · Bα). Since the field Qt(F˜ · Bα) contains the
package of Bβ+1, by Proposition 25 for some h ∈ F˜ ·Bβ+1 the algebra
(Qt(F˜ ·Bα) · Bβ+1)h
is simple. We set S = (F˜ ·Bα)s \ { 0 }; then
(Qt(F˜ ·Bα) · Bβ+1)h = (S
−1((F˜ · Bα)s) ·Bβ+1)h =
= S−1(((F˜ · Bα)s · Bβ+1)h) = S
−1(((F˜ · Bβ+1)h · Bα)s)
Therefore the algebra
S−1(((F˜ ·Bβ+1)h · Bα)s)
is simple. But since (F˜ ·Bα)s is simple by induction, the set S cannot intersect
any differential ideal in any differential ring. Therefore the ring
((F˜ ·Bβ+1)h ·Bα)s
is also simple, and together with it, so is also
(L′β+1〈Lα〉 · Bα)s
as its localization.
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Proposition 30. Let L be a constructed differential field over K. Then any
differentially finitely generated K-subalgebra of L is locally simple.
Proof. Any constructed differential field L has the following property: for any
differential homomorphism of the field K into a differentially closed field there
exists an extension of it to L. Therefore our field can be embedded into the field
in Theorem 12, whence the desired result follows.
Proposition 31. Let L be a constructed differential field over K with some
family of generating K-algebras {Bα }. Suppose that for each α some package
piα is fixed, and let F be some subfield of L that is differentially finitely generated
over K. Then there exists a closed subfield F ′ containing F that is differentially
finitely generated over K.
Proof. Since the field F is differentially finitely generated, it is contained in the
field generated by some rings Bα1 , . . . , Bαk . We consider as the differential field
F ′ the field generated by these algebras and their packages. We now see that it
satisfies the required properties.
Proposition 32. Let L be a constructed differential field over K. Then L is
constructed over any subfield of it that is differentially finitely generated over
K.
Proof. Let F be differentially finitely generated subfield of L. Then by Proposi-
tion 31 there exists a closed subfield F ′ containing F that is differentially finitely
generated over K. Consequently, by Proposition 29 L is constructed over F ′.
In turn, it follows from Proposition 7(b) in § 10 of Ch. III in [10] that F ′ is
constructed over F , and therefore L is also constructed over F .
The following result in model theory is known as Ressayre’s theorem(see [3,
chapter 10, sec. 4, theor. 10.18]); we present its algebraic analogue.
Theorem 33. Let L and F be differentially closed fields that are constructed
over K. Then they are isomorphic.
Proof. Let construction of the field L and F be {Lα } and {Fβ }, respectively.
We also assume that some families of generating K-algebra are fixed on them
and their packages are defined. Then we consider the following set:
Σ = { (L′, F ′, f ′) | L′ ⊆ L, F ′ ⊆ F, f : L′ → F ′ },
where L′ and F ′ are closed subfields and f ′ is differential isomorphism between
them. On this set we introduce the following partial order relation:
(L′, F ′, f ′) 6 (L′′, F ′′, f ′′) ⇔ L′ ⊆ L′′, F ′ ⊆ F ′′, f ′′ |L′= f
′
The set Σ is not empty, since it contains the element (K,K, Id), and satisfies
the hypothesis of Zorn’s lemma. Consequently, there exists a maximal element
(L̂, F̂ , f̂). We claim that L̂ = L and F̂ = F . Suppose the opposite, for example,
L̂ 6= L.
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Proposition 29 guarantees that the field L is constructed over L̂ (respectively,
F over F˜ ), and a generating set of rings over L˜ is the same as over K, and
therefore the packages are the same. By the assumption there exists a simple
ring Bα ⊆ L that is not contained in L̂. by the definition of constructedness
there exists an element s ∈ L̂ · Bα such that (L̂ · Bα)s is a simple algebra.
Then by the differential closedness of F the differential homomorphism f̂ can
be extended to the field of fraction of the algebra L̂ ·Bα. We denote this field by
L̂1. It follows from Proposition 31 that there exists a closed differentially finitely
generated field F̂1 containing the image of L̂1. In turn, from Proposition 30 and
Proposition 7(b) in § 10 of Ch. III in [10] we obtain that F̂1 is the field of fractions
of a simple differentially finitely generated algebra over the image of L̂1. Then
by the differential closedness of L there exists a reverse embedding of the field
F̂1 into L. Again by Proposition 31 there exists a closed differentially finitely
generated field L̂2 containing the image of F̂1. Then we apply this construction
to the field L̂2, and so on. The scheme of extending the isomorphism f̂ is
presented in the following diagram:
L̂
f̂

L̂1

L̂2

. . . L̂n

. . .
F̂ F̂1
??







F̂2
??









. . . F̂n
??
~
~
~
~
~
~
~
~
~
. . .
As a result we obtain two chains of subfields: L̂k in L, and F̂k in F , and each
element of these chains is closed. Then we define the fields as L′ = ∪kL̂k and
F ′ = ∪kF̂k and we see that they are closed and by construction the differential
homomorphism f̂ can be extended to them. We have obtained a contradiction
with the maximality.
6 Uniqueness theorem
Recall that all differential rings are assumed to be algebras over some differen-
tial field K. Theorem 35 below contains a technique similar to that presented
in Proposition 18.1 in Ch. 18 of [3]. It is on this technique that the entire § 7 is
based. To begin with, we need a certain variant of the splitting lemma. Appar-
ently, the following lemma is directly related to Corollary 16.7 and Theorem 16.8
in Ch. 16 of [3]; possibly, it is their algebraic analogue.
Lemma 34. Let A and B be arbitrary differential K-algebras without nilpotents
and suppose that there exists an element h ∈ A ⊗ B such that (A ⊗ B)h is a
simple differential algebra. Then B is locally simple.
Proof. The element h has the form
∑
ai⊗ bi. We can assume that the elements
ai are linearly independent overK. Since A⊗B is locally simple, for any nonzero
differential ideal a we have
((A⊗B)/a)h = 0
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In particular, for any nonzero prime differential ideal p of B,
(A⊗ (B/p))h = 0.
Since A and B/p are algebras over the field K (of characteristic zero) that do
not contain nilpotents, it follows that A⊗(B/p) also does not contain nilpotents
(see [4, lemma A.16]). The condition of the ring being equal to zero means that
hn = 0 in A ⊗ (B/p), and therefore also h = 0, that is, the elements bi belong
to p. Consequently, the differential spectrum of the ring Bbi consists of a single
element for every i. In view of the absence of nilpotents this means what is
required.
Let L be some differential closure of K, and let field D be a constructed
differential closure (which exists by Theorem 17). Then we see that the field
L can be embedded into D. Our next task is to find a construction of the
differential closure contained in the constructed one.
Theorem 35. Let L be a differential closure of the field K. Then L is con-
structed.
Proof. The arguments before the statement of the theorem show that we can
consider the field L to be embedded into some constructed differential closure D
with constructionDα. In order to construct a construction of L, it seems natural
to choose as such the corresponding intersections Lα = L ∩ Dα. However, it
may happen that the fields Lα do not form a construction. In order to obtain a
correct result, we need to touch up slightly the construction of D. Namely, we
need to construct a system of subfields d′α with the following conditions:
1. Dα ⊆ D
′
α;
2. D′α is closed;
3. D′α+1 is at most countable differentially generated over D
′
α;
4. L ·D′α = L⊗Lα D
′
α, where Lα = L ∩D
′
α;
5. Lα+1 is at most countable differentially generated over Lα.
These conditions are preserved under passing to inductive limits; therefore
it suffices to construct such fields for non-limit ordinals. We assume that some
generating set of K-algebras {Bα} is chosen in D and packages are defined for
them. Thus, the notion of being closed is defined.
We construct a chain of differential fields Dk as follows. We set D1 =
D′α〈Dα〉, it is differentially finitely generated over D
′
α. By construction, D1 is
closed; however, it is not guaranteed that D1 and L are linearly disjoint, that
is, generally speaking,
L ·D1 6= L⊗L∩D1 D1.
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By Corollary 9 (using the field L∩D′α instead of K) we obtain that there exist a
field C1 differentially finitely generated over L∩D′α and an element s ∈ C1 ·D1
such that
(L ·D1)s = L⊗C1 (C1 ·D1)s.
In this case, by setting D2 = Qt(C1 ·D1), we have
L ·D2 = L⊗C1 D2.
Then by the definition of the tensor product we have C1 = L∩D2 and this field
is also differentially finitely generated over L∩D′α. But now the field D2 is not
necessarily closed. Proposition 31 guarantees the existence of a closed field D3
differentially finitely generated over D′α and containing D2. By repeating for
D3 the procedure carried out for D1 we obtain a field D4 containing D3 such
that
L ·D4 = L⊗C2 D4,
and C2 = L∩D4 is differentially finitely generated over L∩D′α. Consequently,
C1 ⊆ C2. By proceeding in similar fashion, we construct a chain of differential
fields Dk and Ck with the following conditions:
1. Ck is differentially finitely generated over L ∩D′α;
2. Dk is differentially finitely generated over D
′
α;
3. Cn = L ∩D2n;
4. L ·D2n = L⊗Cn D2n;
5. D2n+1 is closed.
We set D′α+1 = ∪kDk. Then by property 5) this field is closed. By passing to
the direct limit (see details in [9, Ch. 2, Exercise 20]) we obtain
L ·D′α+1 = L⊗Lα+1 D
′
α+1,
where Lα+1 = L ∩D′α+1, and Lα+1 = ∪kCk. As we see, all five properties are
satisfied.
We claim that the chain of subfields {Lα } satisfies the properties of Propo-
sition 19. For that we only need to verify property 4). Let B be an arbitrary
differentially finitely generated algebra over Lα; then algebra D
′
α · B is differ-
entially finitely generated over D′α. By the closedness of D
′
α it follows from
Propositions 29 and 30 that D′α · B is locally simple. We now consider the
following chain of inclusions:
D′α ⊗Lα B ⊆ D
′
α ⊗Lα L = D
′
α · L
Consequently,
D′α ·B = D
′
α ⊗Lα B.
Since D′α ⊗Lα B is locally simple, it follows from Lemma 34 (for Lα instead of
K) that B is also locally simple.
Corollary 36. A differential closure is unique up to isomorphism, and it is
constructed.
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7 Splitting fields
7.1 Abstract splitting fields
As above, all differential rings are assumed to be algebras over some differential
field K. We consider an arbitrary family of differentially finitely generated K-
algebras {Bα } (not necessarily simple ones), and let L be some differential field.
We consider all possible differential homomorphisms Bα → L for all possible α.
Thus some family of differential subrings of L is defined. If L is the smallest
differential field containing this family, then we shall say that L is generated by
the set of rings {Bα }. For the convenience of subsequent notation we denote
by Bα the image of Bα in L under some differential homomorphism.
Definition 37. We say that L is a splitting field of a family of differentially
finitely generated algebras {Bα} over K if the following conditions hold:
1. L is sufficiently large: for any α and for any locally maximal differential
ideal m of L ⊗Bα we have (L ⊗ Bα)/m = L (this means as isomorphism
onto the first factor of the tensor product);
2. L is not too large: the field L is generated by the family {Bα};
3. L is universal: for any differential field L′ satisfying properties 1) and 2)
there exists an embedding of L into L′ over K.
Note that the differential closure becomes a splitting field for all differentially
finitely generated algebras over the field K.
Proposition 38. Let {Bα } be some family of differentially finitely generated
K-algebra, and suppose that a differential field L has the following properties:
1. for any α and for any locally maximal differential ideal m of L ⊗ Bα we
have (L⊗Bα)/m = L;
2. the field L is generated by the family {Bα };
3. L is constructed over K.
Then L is a splitting field of the family {Bα } over K.
Proof. We need to show that constructedness implies property 3) of the defini-
tion of a splitting field. Indeed, let L′ be an arbitrary field with properties 1)
and 2); then we denote by L
′
its differential closure. The constructedness im-
plies that L embeds into L
′
. It remains to show that the image of L is contained
in L′. Since L is generated by the rings Bα, it is sufficient to show that all these
rings are contained in L′. The algebra L′ ·Bα is locally simple by Proposition 30;
but then by the definition of L′ this algebra coincides with L′, as required.
We now show that for any family of differentially finitely generated K-
algebras splitting fields exist and have very special form.
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Proposition 39. For any set of differentially finitely generated K-algebras
{Bα } there exists a constructed splitting field, and its differential closure is
the differential closure of the field K.
Proof. Consider a family of simple differentially finitely generated K-algebras
of the following form:
F1 = { (Bα/m)s },
where m is an arbitrary locally maximal differential ideals of Bα and s is the
corresponding element such that (Bα/m)s is simple. We well-order the set F1.
Let this family be well-ordered. Then in the ring
R1 = ⊗B∈F1B
we choose an ideal p1 as in Theorem 14.The residue field of the ideal p1 is
denoted by L1. Then we need to repeat the procedure for the family of algebras
{L1 ⊗ Bα } instead of {Bα }. We obtain a field L2 containing L1, and so on.
We set L = ∪kLk. We claim that the field L is the required one. We observe at
once that it is constructed.
We need to show conditions 1) and 3) of Definition 37 hold. Let us show
property 1). Let
(L ·Bα)s = (L⊗Bα)s/m
be some simple differential algebra. Then by Corollary 8 there exist a differ-
entially finitely generated K-algebra C ⊆ L and an element h ∈ C · Bα such
that
(L · Bα)sh = L⊗C (C · Bα)sh.
Since C is differentially finitely generated, we have C ⊆ Lk for some k. Therefore
also,
(L ·Bα)sh = L⊗Lk (Lk · Bα)sh.
But the algebra (Lk · Bα)sh embeds into Lk+1 by construction, and therefore
also into L. That is, the algebra (L ·Bα)sh embeds into L and therefore is also
isomorphic to it, as required.
Since the field L is constructed over K, the differential closure of L is the
differential closure of K. It now follows from Proposition 38 that L is precisely
the sought-for field.
Proposition 40. For any set of differentially finitely generated K-algebras
{Bα }, a splitting field is unique, and any differential automorphism of the field
K can be extended to a differential automorphism of the splitting field.
Proof. Let L and L′ be two splitting fields. Then it follows from Proposition 39
and Corollary 36 that the fields
L = L
′
= K,
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can be identified by the following maps:
L // K L
′oo
L
∪
L′
∪
K
∪
K
⋃
K
∪
It remains only to verify that the fields L and L′ coincide under this identifica-
tion. Let us prove the inclusion L ⊆ L′. Since the family of differential rings
of the form Bα generates L over K, it suffices to show that any algebra B of
the form indicated above is contained in L′. Indeed, consider the algebra L′ ·B;
then it follows from equality L = K and Proposition 30 that this algebra is
locally simple and, consequently, B is contained in L′ by definition. The reverse
inclusion is verified in similar fashion.
Note that any differential automorphism of the field K can be extended to
a differential automorphism of K; this is precisely the theorem of uniqueness of
the differential closure. But then, by identifying the fields by the isomorphism
constructed, we reduce the problem to verifying the uniqueness of a splitting
field. But since this has already been proved, the proposition is also proved.
It follows from the definition of a splitting field of a family {Bα } that for
any locally maximal differential ideal m of Bα the ring Bα/m can be embedded
into the splitting field. We now show that a somewhat more general result is
true.
Proposition 41. Let L be the splitting field over K of a family of differentially
finitely generated K-algebras {Bα }. Then for any locally maximal differential
ideal m of the ring
L⊗Bα1 ⊗ · · · ⊗Bαn
its residue field coincides with L. As a corollary, any locally simple differential
algebra of the form
(Bα1 ⊗ · · · ⊗Bαn)/m
embeds into L.
Proof. We use induction on the number of factors. For n = 1 the condition that
is being proved is contained in the definition of a splitting field. We now suppose
that for n everything has already been proved. We consider the equality
(L ⊗Bα1 ⊗ · · · ⊗Bαn+1)/m = ((L ⊗Bα1 ⊗ · · · ⊗Bαn)/m
c ⊗Bαn+1)/m
It follows from Proposition 7(b) in § 10 of Ch. III in [10] that mc is a locally
maximal differential ideal and therefore by induction the latter ring is equal to
(L⊗Bαn+1)/m = L,
as required.
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We denote an algebra of the form (Bα1 ⊗ . . .⊗Bαn)/m by B; then for some
s in B the algebra Bs is simple. Therefore for any maximal differential ideals
m we have the equality
(L⊗Bs)/m = L,
which ensures an embedding of B into L.
Proposition 42. Let F be a differential subfield of the splitting field L of a
family of differentially finitely generated K-algebras {Bα } over K such that
L is constructed over F . Then L is the splitting field over F of the family
{F ⊗Bα }.
Proof. The first part of the definition follows from the equality
L⊗F F ⊗Bα = L⊗Bα.
Since L is generated by the images of the Bα, it follows that, a fortiori, L is
generated by the images of the F⊗Bα. Then property 3) of Definition 37 follows
from Proposition 38.
We denote the group of differential automorphisms of L overK by Aut∆(L/K).
For an arbitrary group H of differential automorphisms of L over K, we denote
by LH the fixed-element subfield with respect to H .
Proposition 43. For any splitting field L over K we have the equation
K = LAut
∆(L/K).
Proof. Let x ∈ L \K; then this element belongs to some subalgebra of the form
B = Bα1 · . . . ·Bαn .
Since this algebra is differentially finitely generated and L is constructed, Propo-
sition 30 guarantees that B is locally simple, that is, for some s ∈ B the algebra
D = Bs is simple. Since D is a Ritt algebra, the ring D ⊗D has no nilpotents
(see [4], Lemma A.16). Let m be a maximal differential ideal of the ring
(D ⊗D)1⊗x−x⊗1.
We denote the residue field of the ideal m by F , and let D1 be the image of
the first factor in F , and D2 of the second. It follows from Proposition 41 that
the identity homomorphism Qt(D1) → Qt(D) ⊆ L under which x ⊗ 1 7→ x
can be extended to an embedding of F into L. We denote the image of an
element 1 ⊗ x in L by x′. We can now assume that D1 and D2 are contained
in L. By Proposition 42, L is the splitting field of the same family of algebras
noth over Qt(D1) and over Qt(D2). By construction of D1 and D2, there
exists a differential isomorphism between them such that x 7→ x′, and therefore
also between their fields of fractions. It follows from Proposition 40 that this
automorphism can be extended to a differential automorphism of L.
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We define the following transformation of families of differentially finitely
generated K-algebras {Bα}. For each ring Bα consider the family Xα =
{Bα/m}, where the m are all possible locally maximal differential ideals of the
ring Bα. We consider the family X =
⋂
αXα; it consists of locally simple differ-
ential algebras. Now for each B ∈ X there exists s ∈ B such that Bs is simple.
Let Y consist of all the Bs of this form.
Proposition 44. Suppose that {Bα } is an arbitrary family of differentially
finitely generated K-algebra, and families X and Y are obtained in the way
described above. Then the splitting fields of all the three families naturally co-
incide.
Proof. Let L be the splitting field of the initial family. Consider an arbitrary
differential homomorphism Bα → L. Then the image of Bα is a locally simple
ring (this follows from Proposition 30 and the constructedness of the splitting
field) and has the form Bα/m for some locally maximal differential ideal m. On
the other hand, if we are given a differential homomorphism from Bα/m into
L, then it results in a through homomorphism from Bα to L. Therefore if we
replace the initial family by the family X , then L will satisfy the definition of a
splitting field of the family X . We now point out that after passing to the ring
Bα/m the differential homomorphism thus constructed is injective. Then we
can invert the corresponding element so that (Bα/m)s becomes a simple ring,
and the injectivity implies that the differential homomorphism can be extended
from Bα/m to the entire ring (Bα/m)s. Therefore in this case the splitting fields
also coincide.
Definition 45. Consider some ring of differential polynomials K{y1, . . . , yn},
and let f1, . . . , fk be differential polynomials in this ring. Then the splitting
field of the system of differential equations


f1(y1, . . . , yn) = 0
. . .
fk(y1, . . . , yn) = 0
is defined to be the splitting field of the algebra
B = K{y1, . . . , yn}/[f1, . . . , fk].
We now show that our notation of the splitting field agrees with all the
existing ones.
Splitting field of a polynomial. If f is a polynomial of one variable (that is,
an element of K[x]), then its splitting field in the usual sense coincides with our
splitting field. The derivations are considered to be zero.
Indeed, let L be the splitting field of the polynomial f . We now show that
property 1) in Definition 37 of a splitting field holds. Consider the ring
R = L⊗K[x]/(f).
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Let m be some locally maximal ideal of this ring. In fact, it is automatically
maximal (see [9], Ch. 5, Exercise 24), but we can afford not to use this. Let s
be an element such that the ring
F = (R/m)s
simple, that is, a field. Then F = L(x) by construction, where x is a root of the
polynomial f . But the fact that L was already the splitting field implies that
x ∈ L and therefore also F = L. Condition 2) on a splitting field means that
it is generated by roots of f ; however, this is the case by the definition of the
splitting field of a polynomial. And condition 3) on a splitting field means that
if some field contains all the roots of this polynomial, then it also contains its
splitting field.
Picard-Vessiot extension. The splitting field of a system of linear differential
equations (or of a linear differential polynomial) coincides with the correspond-
ing Picard-Vessiot extension (see [4]). Here we assume that all differential rings
have one derivation.
Indeed, let L be the Picard-Vessiot extension for some system of linear dif-
ferential equations y′ = Ay over a differential field K. We denote the set of
these equations by E. Consider the ring
R = L⊗K{y1, . . . , yn}/[E].
Now let m be some locally maximal differential ideal of the ring R, and let
s be an element such that the ring (R/m)s is simple. Then it follows from
Proposition 7(d) in § 10 of Ch. III in [10] that the ring thus obtained does
not contain new constants. Moreover, the images of y1, . . . , yn form a solution
of that equation. Then the definition of a Picard-Vessiot ring (see [4], Ch. 1,
Definition 1.15 and Lemma 1.7) implies that the vector composed of the yi is
expressed in terms of bases solutions with constant coefficients. therefore the
elements yi belong to L. Thus, we have shown that property 1) of Definition 37
holds. That same definition implies that a Picard-Vessiot ring is generated by
solutions of the system of equations, and therefore property 2) of Definition 37
holds. Proposition 1.22 and 1.20(2) in Ch. 1 of [4] imply that any Picard-Vessiot
field is unique up to isomorphism and coincides with the field of fractions of
the Picard-Vessiot ring. Thus, if some field contains a fundamental matrix of
solutions of a linear differential equation, then it also contains the corresponding
Picard-Vessiot field.
Parametrized Picard-Vessiot extension. The splitting field of a system of
linear differential equations (of linear differential equation) with parameters
coincides with the notion of a parametrized Picard-Vessiot extension (see [5]).
Let
∂1Y = A1Y, ∂1Y = A2Y, . . . , ∂rY = ArY
be some systems of equations over the fieldK with derivations ∆ = {∂1, . . . , ∂m},
where k 6 m. Let L be the corresponding parametrized Picard-Vessiot exten-
sion. We denote all equations in the systems above by E. Then we consider the
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ring
R = L⊗K{y1, . . . , yn}/[E].
Let m be some locally maximal differential ideal of the ring R, and let an
element s ∈ R be such that the algebra (R/m)s is simple. Then it follows from
Lemma 9.3 in [5] that in the ring (R/m)s the subring of constants with respect
to the derivations ∂1, . . . , ∂k coincides with the subfield of constants of the field
K with respect to the same derivations. Therefore by Definition 9.4 in [5] this
ring is the corresponding parametrized Picard-Vessiot ring. Therefore, its field
of fractions is the corresponding parametrized Picard-Vessiot extension. Then a
solution composed of the images of the yi is expressed in terms of a fundamental
matrix with elements in the field L with coefficients that automatically belong to
the fieldK. Therefore (R/m)s coincides with L. Property 2) in Definition 37 of a
splitting field holds by the definition of a parametrized Picard-Vessiot extension
(see [5], Definition 9.4(2b)). Property 3) in Definition 37 of a splitting field
means that any differential field generated by a fundamental matrix of solutions
of the equations in E is isomorphic to the parametrized Picard-Vessiot extension;
but this is Proposition 9.5(1) in [5].
Strongly normal extensions. Strongly normal extensions in the sense of
Kolchin are also splitting fields of the corresponding differential algebras (see [11]).
Let G be a strongly normal extension of a differential field K in the sense
of Definition 12.1 in [11]. Then by Proposition 13.8 in [11] there exists a simple
differential algebra R ⊆ G finitely generated over K such that G is the field of
fractions of R. We claim that G is a splitting field of the algebra R. Let us
show that property 1) of Definition 37 of a splitting field holds. Consider the
algebra G⊗R. We can pass to its localization P = G⊗G without loss of prime
differential ideals (see Corollary 13.6 in [11]). It now follows from Corollary 14.3
in [11] that any locally maximal differential ideal m of P is maximal; moreover,
in the proof of that corollary it was shown that P/m = G. Property 2) of
Definition 37 of a splitting field holds, since G is the field of fractions of R. If
some field contains the algebra R, then it automatically contains also its field
of fractions, that is, the field G, and this precisely means that property 3) of
Definition 37 of a splitting field holds.
7.2 Splitting subfields
Let {Bα} be some family of differentially finitely generated K-algebras. Recall
that we can consider all possible differential homomorphisms from the rings Bα
into some differential field F . For convenience we denote the images of such
homomorphisms by Bα. Let K be the differential closure of the field K, and
L some splitting field over K. Then property 3) of Definition 37 of a splitting
field guarantees the existence of an embedding of L into K. However, generally
speaking, there may exist many such embeddings; in this connection we highlight
the following proposition.
Proposition 46. Let L be the splitting field over K of a family of differentially
finitely generated K-algebras {Bα}. Then among the differential subfields of K
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isomorphic to L there exists the largest one, and it coincides with the smallest
subfield generated by rings of the form Bα.
Proof. Consider the subfield of K generated by all differential subrings isomor-
phic to Bα. We denote this field by L
′. If this subfield is the splitting field,
then it is the required one. We know from Proposition 39 that the field L can
be mapped isomorphically onto K. We claim that L is mapped to L′ under
this isomorphism. Since by definition L is generated by the differential algebras
isomorphism to Bα, its image is contained in L
′. Conversely, for any algebra B
of the form Bα it is true that L ·B is locally simple, and therefore by definition
of B is contained in L.
Definition 47. The largest subfield of K isomorphic to some splitting field over
K is called a splitting field.
Definition 48. We call a subfield L of the field K containing K good if K is
the differential closure of the field L. By Corollary 36 a subfield L of the field
K is good if and only if the field K is constructed over L.
We point out that in the case of a Picard-Vessiot extension and a strongly
normal extension of fields, any differential subfield is good. Indeed, each of
these extensions is finitely generated, and, consequently, any differential subfield
is also differentially finitely generated. The Proposition 32 guarantees that
all of them are good. In the case of Parametrized Picard-Vessiot extensions
Theorem 3.5(3) in [5] ensures that all differential subfields are good. It should
be noted that in the general case not all subfields are good. However, the
following proposition holds.
Proposition 49. If L is a splitting subfield, then it is good.
Proof. Since the differential closure of L coincides with the differential closure
of K (Proposition 39), we obtain what is required.
We define the full differential Galois group Gal∆(K/K) of the field K to be
the group of all differential automorphisms of K over K. Since the filed K is
fixed everywhere, we denote this group by G. We say that a differential subfield
L is invariant in K over K if G(L) ⊆ L.
Proposition 50. A differential subfield L is invariant in K over K if and only
if it is the splitting subfield of some family.
Proof. A subfield is invariant if and only if, together with any simple differen-
tially finitely generated algebra, this subfield contains all algebras isomorphism
to this algebra. But Proposition 46 implies that these are precisely splitting
subfields.
Corollary 51. If L is differential subfield invariant in K over K, then K is
constructed over L.
Proof. If the field L is invariant in K, then by Proposition 50 it is a splitting
subfield of K. Then Proposition 49 completes the proof.
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7.3 Normal extensions
In this subsection we deal with differential fields contained not in the differential
closure but in an arbitrary splitting field. We say that an extension of differential
fields F ⊆ L is normal if L is the splitting field of some family of differentially
finitely generated algebras over F .
Proposition 52. An extension of differential fields F ⊆ L is normal if and
only if L can be embedded into F as an differential subfield that is invariant
over F .
Proof. Suppose that F ⊆ L is normal; then by Proposition 39 the differential
closure of L coincides with F . We claim that L is invariant in it. Let L be
the splitting field of a family {Bα }, and let B be a differential subalgebra of
F isomorphic to some Bα. We know that the differential closure is constructed
over the field L. Then by Proposition 30 the algebra L · B is locally simple
and, consequently, coincides with L. Consequently, L is a splitting subfield of
F , which is invariant by Proposition 50.
Conversely, let L be embedded as an invariant subfield into F . Then it fol-
lows from Proposition 50 that L is a splitting subfield and, a fortiori, a splitting
field; consequently, L is normal.
It is important that for normal extensions all the same propositions hold
as for the differential closure. Then it is not necessary to work with the entire
differential closure as a whole; we can confine ourselves to the normal extension
we are interested in.
Proposition 53. Let L be some splitting field over K, and let B be a simple
differentially finitely generated K-algebra contained in L. Then there exists a
map from the splitting field F of the ring B into L. Among the differential
subfields of L isomorphic to F there exists the largest one, and it coincides with
the smallest subfield generated by all the differential rings isomorphic to B.
Proof. We need to map the field F into L. We embed L into its differential
closure as a splitting subfield over the ground field K. Then L is invariant
under the action of the group G, that is, together with the algebra B, it also
contains any algebra isomorphic to B (Proposition 46). In other words, L
contains the smallest subfield spanned by the differential algebras isomorphic to
B. By Proposition 46 the latter subfield is isomorphic to F . By construction it
is the largest one.
Definition 54. If L is a splitting field over K, and F the largest differential
subfield of L isomorphic to some splitting field overK, then F is called a splitting
subfield.
From Propositions 52, 53 we obtain a simple corollary.
Corollary 55. Every splitting field is normal over its a splitting subfield.
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Proposition 56. Let L be arbitrary splitting field over K, and F an arbitrary
splitting subfield over K. Then F is invariant under any differential automor-
phism of L over K.
Proof. The proof immediately follows from Proposition 53.
The differential Galois group Gal∆(L/F ) of a normal extension F ⊆ L is
defined to be the group of all differential automorphisms of L over F .
Proposition 57. A differential subfield F of a splitting field L over K is in-
variant under Gal∆(L/K) if and only if it is the splitting subfield of some family
of differentially finitely generated K-algebras.
Proof. We embed L into its differential closure L. It follows from Proposition 40
that any differential automorphism of L can be extended to a differential au-
tomorphism of L. Therefore the subfield F is invariant in L if and only if it is
invariant in L. But by Proposition 50 this is equivalent to F being a splitting
subfield of L. Then it follows from Proposition 53 that if some simple differen-
tially finitely generated subalgebra B is contained in the field L, then L contains
all differential subalgebras of L isomorphic to B. Therefore a subfield of L is a
splitting subfield if and only if it is a splitting subfield of L.
Proposition 58. Let F ⊆ L be some normal extension of differential fields.
Then F = LGal
∆(L/F ).
Proof. For proving this we need to apply Proposition 43 with F instead of
K.
8 Galois correspondence for normal extensions
We must point out that we construct the theory under the assumption that all
differential rings are algebras over some differential field L of characteristic zero.
As a natural such field one can always choose the field of rational numbers Q.
Theorem 59. Let K ⊆ L be some normal extension of differential fields. Then
for any splitting subfield F of L containing K we have the equation
F = LGal
∆(L/F ).
Moreover, for the group of differential automorphisms we have the equation
Gal∆(F/K) = Gal∆(L/K)/Gal∆(L/F ).
Proof. Corollary 55 says that the extension F ⊆ L is normal. Then by Propo-
sition 58 we obtain that the field F can be reconstructed from its differential
Galois group.
Proposition 56 guarantees that any differential automorphism in the group
Gal∆(L/K) is correctly restricted to the subfield F . Then the kernel of this
homomorphism is exactly the group Gal∆(L/F ). It remains to observe that
any differential automorphism of the field F can be extended to a differential
automorphism of the field L. Indeed, this follows from Proposition 40.
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We now introduce the following notation. Let F ⊆ L be some normal ex-
tension of differential fields; in other words, L is some splitting field over F . We
denote by F the set of all good subfields in L containing F . We denote by F ′
the set {LH | H ⊆ Gal∆(L/F ) }. Let N denote the set of subfields invariant
Gal∆(L/F ).
Note that the set F ′, generally speaking, does not contain all the interme-
diate subfields between F and L. The definition of a good subfield implies the
inclusion F ⊆ F ′, which, generally speaking, is strict. The inclusion N ⊆ F is
also always true (see Proposition 49).
Example 60. This example is borrowed from [14] and [1]. We show how bad
a normal extension can be, and together with it its Galois group.
We confine ourselves to the case of one derivation. Let the field K be an
algebraically closed field of constants. We consider the equation y′ = y3 − y2.
Then it follows from Corollary on p. 532 in [14] that its splitting field is the
following field:
L = K(x1, . . . , xn, . . .),
where xk are algebraically independent over K and x
′
k = x
3
k−x
2
k. As we see, its
differential Galois group is the group of all permutations of the elements, that
is, the permutation group SN of the set of positive integers.
The subfields generated by finitely many xi, that is fields of the formK(xi1 , . . . , xin),
are good and are contained in F . The subfield K(x2, x4, . . . , x2n, . . .) is con-
tained in F ′ \ F . Indeed, it is the set of fixed points for the subgroup per-
muting only the xk with odd indices. But this subfield itself is already a split-
ting field, and, consequently, L cannot be constructed over it. The subfield
K(x2, x3, . . . , xn, . . .) is not contained even in F ′, since any permutation that is
the identity on all elements except the first one is the identity everywhere.
We define a subgroup AF
N
of SN as follows: a permutation σ belongs to A
F
N
if
an only if it permutes only finitely many elements by an even permutation. This
group is the smallest normal subgroup of SN. However its field of invariants is
equal to K. Therefore, in L there is not any proper splitting subfield. In other
words, for any element f ∈ L, by using the operations of addition, subtraction,
multiplication, division, derivations, and changing variables xil to xj , one can
obtain any other element of L.
9 Connection with differential algebraic varieties
Let B be an arbitrary differentially finitely generated algebra over the field K.
Let K be the differential closure of the field K. We denote by XK the set of
Kpoints of the algebra B, that is, the set of differential homomorphisms from
B into K over K. As above, we denote by G the group Gal∆(K/K). The group
G naturally acts on XK :
ξ 7→ g ◦ ξ, g ∈ G, ξ ∈ XK .
We indicate the following connection of SMax∆B and XK .
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Theorem 61. Under the conditions stated above, we have the equality
SMax∆B = XK/G.
Proof. We construct a map from XK into SMax
∆B; namely, with each ξ we
associate its kernel ker ξ. This map is well-defined, since by Corollary 36 the
field K is constructed over K and therefore by Proposition 30 the image of B
is locally simple. Since any locally simple algebra embeds into the differential
closure, the map thus constructed is surjective. By the definition of the action
of the group G this map is constant on the orbits of the action of the group;
consequently, we have a map
XK/G→ SMax
∆B.
It remains to show that it is injective. Indeed, suppose that two differential
homomorphisms ξ1, ξ2 : B → K have the same kernels. We denote by B1 and
B2 the images of B under the action of ξ1 and ξ2, respectively:
B1 ⊆ K B2⊇
B
ξ1
ggOOOOOO
ξ2
77oooooo
then the differential algebra B1 is isomorphic to B2, and this isomorphism ex-
tends to their fields of fractions F1 and F2, respectively. By Proposition 32
the field K is constructed over F1 and F2 and coincides with their differential
closure. Consequently, by Corollary 36 of the uniqueness theorem this isomor-
phism can be extended to a differential automorphism g of the field K. By
construction it satisfies the property ξ2 = g ◦ ξ1, which completes the proof.
Theorem 61 indicates a connection between a differential algebraic variety
and the set of locally closed points of the differential spectrum. In the study of
algebraic varieties by the methods of scheme theory it is very important that
the properties of the spectrum are in a sense related to the properties of the
variety. This theorem asserts that a similar relation also exists in the case of
differential algebraic varieties. Thus, it is possible to transfer geometric results
on the differential spectrum to the case of differential algebraic varieties.
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