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ABSTRACT
In this work, a simple fourth-order accurate finite volume semi-discrete scheme is in-
troduced to solve astrophysical magnetohydrodynamics (MHD) problems on Cartesian
meshes. Hydrodynamic quantities like density, momentum and energy are discretised
as volume averages. The magnetic field and electric field components are discretised
as area and line averages respectively, so as to employ the constrained transport tech-
nique, which preserves the solenoidality of the magnetic field to machine precision.
The present method makes use of a dimension-by-dimension approach employing a 1-
D fourth-order accurate centrally weighted essentially non-oscillatory (1D-CWENO4)
reconstruction polynomial. A fourth-order accurate, strong stability preserving (SSP)
Runge-Kutta method is used to evolve the semi-discrete MHD equations in time.
Higher-order accuracy of the scheme is confirmed in various linear and nonlinear multi-
dimensional tests and the robustness of the method in avoiding unphysical numerical
artifacts in the solution is demonstrated through several complex MHD problems.
1 INTRODUCTION
Many astrophysical phenomena can be approximately de-
scribed by the ideal magnetohydrodynamics (MHD) equa-
tions. Since astrophysical flows are often highly-supersonic,
discontinuities and shocks are very frequent. This is the
reason why various shock-capturing numerical methods have
been proposed to solve astrophysical MHD problems. Many
of them are based on finite differences, where point values
are evolved in time, e.g., (Van Leer 1979; Evans & Hawley
1988; Ryu & Jones 1995), or on the finite volume method,
where cell averages are evolved in time (Godunov 1959;
Zachary & Colella 1992; Zachary et al. 1994; Dai & Wood-
ward 1998; Balsara & Spicer 1999a,b; Janhunen 2000; To´th
2000; Dedner et al. 2002; Balsara 2004; Ziegler 2004). Usu-
ally, the existing MHD codes, based on the above-mentioned
algorithms, are second-order accurate. Efforts to improve the
quality of numerical solutions focus on the reduction of nu-
merical dissipation. To this end, second-order schemes can
be combined with computationally expensive Riemann solv-
ers in order to obtain less diffusive numerical results (Roe
1981; Toro et al. 1994; Powell 1997; Toro 2013).
Another way to reduce the numerical dissipation is to
use high-order schemes. These schemes have received sig-
nificant attention for both finite differences, e.g., (Shu &
Osher 1988, 1989; Del Zanna et al. 2007; Mignone et al. 2010;
To´th et al. 2014) and finite volume frameworks, e.g., (Wood-
ward & Colella 1984; Colella & Woodward 1984; Shu 2009).
In both methodologies, higher-order accuracy in smooth re-
gions is achieved through higher-order reconstruction poly-
nomials. Therefore, codes based on higher-order schemes,
without the use of expensive Riemann solvers (Levy et al.
2002; Lahooti & Pishevar 2012; Buchmu¨ller & Helzel 2014;
Nu´n˜ez-De La Rosa & Munz 2016a; Verma & Mu¨ller 2017),
exhibit much lower numerical dissipation as compared to
second-order schemes. However, codes based on second-order
methods (Stone & Norman 1992; Ziegler 2004) have the ad-
vantage of being more robust against the generation of nu-
merical artifacts in the solution than higher-order schemes
when dealing with flows with discontinuities and shocks. In
addition, they can more easily be combined with adaptive
mesh refinement (AMR) techniques, e.g. (Berger & Oliger
1984; Berger & Colella 1989; Grauer et al. 1998; Balsara
2001; Tang & Tang 2003; Anderson et al. 2006; Zhang &
MacFadyen 2006; Rosenberg et al. 2007; van der Holst &
Keppens 2007; Hu 2013; Dumbser et al. 2013; Buchmu¨ller
et al. 2016). Therefore, the present work aims to suggest an
efficient and simple higher-order finite volume scheme for
MHD flows. As mentioned above, higher-order schemes re-
quire higher-order shock capturing polynomials. The most
popular ones are the weighted essentially non-oscillatory
(WENO) polynomials (Liu et al. 1994; Jiang & Shu 1996)
which are based on the ENO approach (Harten et al. 1987).
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Recently, very high order WENO schemes from the 7th to
the 17th order of accuracy have been suggested for hydro-
dynamic flows (Hu & Shu 1999; Shi et al. 2002; Titarev &
Toro 2004; Shu 2009; Gerolymos et al. 2009; Buchmu¨ller &
Helzel 2014).
In the present work, we choose to employ 1-D fourth-
order accurate centrally weighted essentially non-oscillatory
(1D-CWENO4) reconstruction polynomials (Levy et al.
2000b) in the dimension-by-dimension framework (as the
one in Verma & Mu¨ller (2017)). The first central scheme
was proposed in Friedrichs & Lax (1971), which employs
the spatial averaging of neighbouring grid cells as part of
the integration step. This procedure can be considered as
an imprecise and highly diffusive partial approximation of a
Riemann problem. The Lax-Friedrichs scheme, being first-
order accurate, turns out to be numerically too dissipative
to be of practical use. Therefore, in order to reduce the nu-
merical viscosity, a second-order central scheme based on a
non-oscillatory reconstruction of the linear interpolant has
been developed (Nessyahu & Tadmor 1990; Jiang & Tad-
mor 1998). This approach was further improved by introdu-
cing second and third-order semi-discrete central schemes,
e.g. (Kurganov & Levy 2000; Kurganov & Tadmor 2000;
Kurganov & Petrova 2001; Kurganov et al. 2001; Kurganov
& Levy 2002; Kurganov & Tadmor 2002). The heart of
these semi-discrete central schemes is a CWENO reconstruc-
tion of the local polynomial under consideration. Numer-
ous third and fourth-order CWENO reconstruction methods
have been suggested for 1D, 2D and 3D hyperbolic conser-
vation laws (Levy et al. 2000a,b,c, 2002; Lahooti & Pishevar
2012; Huang et al. 2014). The CWENO method has also
been employed for nonuniform meshes and for AMR (Sem-
plice et al. 2016; Cravero & Semplice 2016).
Note that since we are proposing a semi-discrete scheme
here, one may alternatively apply other well-known higher-
order non-oscillatory reconstructions, e.g., PPM limiter (Mc-
Corquodale & Colella 2011), CWENO5 (Capdeville 2008),
WENO (Shu 2009), MP5 (Suresh & Huynh 1997), etc. When
solving the MHD equations, a major difficulty one encoun-
ters is that ∇ · B usually grows with time, if one treats the
magnetic field components like the other hydrodynamic vari-
ables. Thus, in MHD simulations, a crucial issue is to main-
tain the solenoidality of the magnetic field (∇ ·B = 0) as the
system evolves in time. Otherwise, non-physical effects arise
(Brackbill & Barnes 1980; Powell 1994). Several methods
have been proposed in order to solve this issue. Frequently,
a divergence-cleaning approach is used where the numerical
errors associated with ∇ · B are removed by employing one
of the following three widely used techniques, namely, the
Helmholtz-Hodge projection (Brackbill & Barnes 1980), the
8-wave Multiplier method (Powell 1994) and the General-
ized Lagrange Multiplier technique (Dedner et al. 2002). The
projection method creates spurious small-scale fluctuations
(Balsara & Kim 2004) as a consequence of the divergence-
free but physically not fully consistent state of the projec-
ted magnetic field. The 8-wave method is neither directly
avoiding nor eliminating magnetic monopoles. Instead, the
deviations from solenoidality are advected by the flow velo-
city. The scheme by Dedner et al. couples the evolution of
the magnetic field to the solenoidality constraint through
an additional scalar field (Dedner et al. 2002) and has
been used to develop a high-order dimension-by-dimension
WENO scheme to simulate both non-relativistic (Nu´n˜ez-De
La Rosa & Munz 2016a) and relativistic MHD flows (Nu´n˜ez-
De La Rosa & Munz 2016b). However, in the present work,
we make use of another classical approach, the constrained
transport (CT) technique (Evans & Hawley 1988) which pre-
serves the solenoidality of the magnetic field up to machine
precision.
The CT technique combined with second-order schemes
is being used extensively to study astrophysical MHD prob-
lems, e.g., (Balsara 2004; Ziegler 2004; Gardiner & Stone
2005, 2008; Rossmanith 2006; Helzel et al. 2011). Although
third-order accurate CT-finite volume methods have been
suggested in (Londrillo & Del Zanna 2000, 2004), we em-
phasise here that it is not straightforward to use the CT
technique to develop a fourth-order finite volume scheme
in a way that yields higher-order accuracy in smooth re-
gions and at the same time stays robust in the vicinity of
strong MHD shocks. In this approach, hydrodynamic quant-
ities (density, momentum and energy) are defined as volume
averages, whereas the magnetic field and electric field com-
ponents are defined as area averages and line averages, re-
spectively. Thus, the presence of three simultaneous discret-
isations introduces complexity in computing higher-order
area-averaged numerical fluxes (discussed later in the manu-
script) and line-averaged electric field components. A pre-
cise computation of these quantities is essential to main-
tain higher-order accuracy and to limit the appearance of
numerical artifacts over time. This paper aims at giving
a simple and efficient fourth-order accurate finite volume
CWENO scheme that uses the CT technique. Contrary to
other higher-order methods (Balba´s & Tadmor 2006; Li
2010; Nu´n˜ez-De La Rosa & Munz 2016a), where several
point values have to be reconstructed to estimate the nu-
merical fluxes, the method presented in this paper needs
only two reconstructions per numerical mesh cell per spatial
dimension. The higher-order accuracy in smooth regions is
maintained through area-average↔point value transforma-
tions (McCorquodale & Colella 2011; Buchmu¨ller & Helzel
2014; Verma & Mu¨ller 2017).
This work is organised as follows. In section 2, we for-
mulate the ideal MHD equations to be solved as well as
the finite volume approach. Then, we explain step-by-step
how the right-hand sides of the hydrodynamical equations
are computed in section 3. Section 4 tells how the magnetic
field is evolved in time while preserving its solenoidality us-
ing the CT method. A simple method enhancing the robust-
ness of the numerical method by reducing the appearance of
unphysical numerical fluctuations is presented in section 5.
The time integration and a flow-chart of the method are de-
scribed in section 6. The validity of the numerical method
and its advantage with respect to a lower-order scheme have
been confirmed through various multidimensional numerical
tests, presented in section 7. Finally, section 8 gives some
concluding remarks.
2 IDEAL MHD EQUATIONS AND
NUMERICAL FRAMEWORK
2.1 Equations of Ideal Magnetohydrodynamics
The ideal MHD equations, in conservative form, can be ex-
pressed as follows:
∂t ρ = −∇ · (ρv), (1)
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3Figure 1. Definition of the fluxes Fx, Fy and Fz.
∂t (ρv) = −∇ ·
(
ρvvT + (p + 1
2
|B|2)I − BBT
)
, (2)
∂te = −∇ ·
(
(e + p + 1
2
|B|2)v − (v · B)B
)
, (3)
∂tB = −∇ × E, (4)
with the constraint
∇ · B = 0. (5)
Here I is the 3 × 3 identity matrix, ρ the mass density, v
the velocity, B the magnetic field, e the total energy density
and E = −v × B the electric field. The thermal pressure p
is computed from the ideal gas equation of state, assuming
that the thermodynamic changes of state are adiabatic:
p = (γ − 1)
(
e − 1
2
ρ|v|2 − 1
2
|B|2
)
, (6)
where γ is the ratio of specific heats.
2.2 Finite Volume Approach and Formalism
In the finite volume discretisations, the hydrodynamic vari-
ables (ρ, ρvx, ρvy, ρvz, e) ≡ U are defined as volume-averaged
quantities, denoted by Ui, j,k . The magnetic field components
(Bx, By, Bz ) ≡ B are defined as area averages BFi, j,k . Here the
subscripts (i, j, k) represent the grid-cell under consideration.
The volume-averaged quantity, Ui, j,k can be computed by
integrating the physical quantity U over the region of space
Ωi, j,k = [xi − ∆x2 , xi + ∆x2 ]×[yj −
∆y
2 , yj +
∆y
2 ]×[zk − ∆z2 , zk + ∆z2 ].
Here xi = (i + 0.5)∆x, yj = ( j + 0.5)∆y, zk = (k + 0.5)∆z, and
∆x,∆y,∆z are grid-sizes in the x-, y- and z-directions, re-
spectively. Mathematically, we can express Ui, j,k as,
Ui, j,k =
1
∆x∆y∆z
∫
Ωi, j,k
dx dy dzU(x, y, z). (7)
Integrating the equations (1)-(3) over Ωi, j,k and applying
Gauss’ theorem, we end up with semi-discrete equations in
the following form,
dUi, j,k
dt
= −F
x
i+1/2, j,k − Fxi−1/2, j,k
∆x
−F
y
i, j+1/2,k − Fyi, j−1/2,k
∆y
−F
z
i, j,k+1/2 − Fzi, j,k−1/2
∆z
, (8)
where Fx, Fy and Fz are the area-averaged fluxes in the x-,
y- and z-directions, respectively, as shown in figure 1. These
fluxes are expressed as,
Fxi±1/2, j,k =
1
∆y∆z
∫
Sx
dy dz fx(xi±1/2, y, z), (9)
Fyi, j±1/2,k =
1
∆x∆z
∫
Sy
dx dz fy(x, yj±1/2, z), (10)
Fzi, j,k±1/2 =
1
∆x∆y
∫
Sz
dx dy fz(x, y, zk±1/2), (11)
with Sx = [yj − ∆y2 , yj +
∆y
2 ] × [zk − ∆z2 , zk + ∆z2 ]. Sy and Sz
are defined analogously. The quantities fx, fy and fz are the
point-valued fluxes, which are described below as,
fx = fx(U,B) =
©­­­­­«
ρvx
ρv2x + p + |B|2/2 − B2x
ρvxvy − BxBy
ρvxvz − BxBz
(e + p + |B|2/2)vx − Bx(v · B)
ª®®®®®¬
, (12)
fy = fy(U,B) =
©­­­­­«
ρvy
ρvxvy − BxBy
ρv2y + p + |B|2/2 − B2y
ρvyvz − ByBz
(e + p + |B|2/2)vy − By(v · B)
ª®®®®®¬
, (13)
fz = fz(U,B) =
©­­­­­«
ρvz
ρvxvz − BxBz
ρvyvz − ByBz
ρv2z + p + |B|2/2 − B2z
(e + p + |B|2/2)vz − Bz (v · B)
ª®®®®®¬
. (14)
We note here that the accuracy of the semi-discrete scheme
in Eq.(8) depends on the following:
(i) Accuracy of the integrator employed to evolve the
equations in time (discussed in section 6).
(ii) Accuracy of the area-averaged fluxes (Fx, Fy, Fz) at
the grid-cell interfaces (discussed below as well as in section
3 in detail).
The latter plays a major role in the numerical dissipation
of a semi-discrete scheme. However, we learn from Eqs.(9)-
(11) that the accuracy of the area-averaged fluxes itself de-
pends on the accuracy of the point-valued fluxes (fx, fy fz).
Since these point-valued fluxes are nonlinear functions of the
physical quantities, they can have an accuracy higher than
second-order only if the point values of the physical quant-
ities at the grid-cell interfaces are higher-order accurate. In
section 3 we will discuss how to reconstruct fourth-order ac-
curate point values of the physical quantities at the grid cell
interface from the given volume averages and then how to
utilise these point values to compute fourth-order accurate
area-averaged fluxes.
The CT procedure used to ensure the solenoidality of
the magnetic field is described in section 4.
MNRAS in press, 1–23 (2018)
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3 FLUXES COMPUTATION
The fluxes appearing on the right-hand side of equation
(8) are computed for each dimension separately following
a dimension-by-dimension approach, e.g. (Titarev & Toro
2004; Shu 2009; Buchmu¨ller & Helzel 2014; Verma & Mu¨ller
2017) through the following steps.
(i) Reconstruct a 1D higher-order polynomial from the
given volume averages.
(ii) Employ the polynomial to compute area-averaged
quantities at the grid-cell interfaces.
(iii) Deduce point values of the physical quantities at the
face centres from the area averages.
(iv) Compute point-valued fluxes from already computed
point values of the physical quantities.
(v) Deduce area-averaged fluxes by integrating over
point-valued fluxes.
The next subsections describe each of these steps. In the
following, the computation of the flux in the x-direction is
illustrated, that is, the Fx terms in equation (8). The com-
putations of the two other fluxes Fy and Fz are done in an
analogous manner.
3.1 Step 1: Reconstruction of a 1D Higher-Order
Polynomial from Volume Averages
We construct here a 1D fourth-order CWENO polynomial
from the given volume averages. Before going into the details
of the procedure, we note here that the method for recon-
structing such polynomials is well described in Levy et al.
(1999b). Nevertheless, we provide here a brief overview of
the method for the sake of completeness. In this approach
we reconstruct a quadratic polynomial Ri, j,k (x) in each cell
(i, j, k), which is a convex combination of three quadratic
polynomials Pii−1, j,k (x), Pii, j,k (x) and Pii+1, j,k (x) such that,
Ri, j,k (x) =
i+1∑
m=i−1
wim, j,kP
i
m, j,k (x). (15)
The quantities wi
m, j,k
are the nonlinear weights which en-
sure higher-order accuracy in the smooth regions and non-
oscillatory behaviour near a discontinuity. These weights sat-
isfy the following criteria,
i+1∑
m=i−1
wim, j,k = 1, w
i
m, j,k ≥ 0, ∀ m ∈ {i − 1, i, i + 1}, (16)
and are defined as,
wim, j,k =
αi
m, j,k
αi
i−1, j,k + α
i
i, j,k
+ αi
i+1, j,k
, (17)
with,
αim, j,k =
cm, j,k
( + ISi
m, j,k
)p , ∀ m ∈ {i − 1, i, i + 1}. (18)
Here  , p are chosen to be 10−6 and 2, respectively and the
constants ci−1, j,k = ci+1, j,k = 1/6, ci, j,k = 2/3 are chosen so
as to guarantee the fourth-order accuracy of the physical
quantities at the cell-boundaries (Levy et al. 1999b). The
quantity ISi
m, j,k
is the smoothness indicator quantifying the
smoothness of the corresponding polynomial Pim, j,k (x). It is
defined as,
ISim, j,k =
2∑
n=1
∫ xi+1/2
xi−1/2
(∆x)2n−1(Pi(n)m, j,k (x))2 dx,
where m ∈ {i − 1, i, i + 1} and n represents the order of the
derivative w.r.t. x. All the three coefficients of the quadratic
polynomial Pim, j,k (x) are obtained uniquely by imposing the
conservation of the three volume averages, Um−1, j,k , Um, j,k
and Um+1, j,k , where m ∈ {i−1, i, i+1}. Thus, each polynomial,
Pim, j,k (x), can be written as,
Pim, j,k (x) = Um, j,k
− 1
24
(Um+1, j,k − 2Um, j,k + Um−1, j,k )
+
Um+1, j,k − Um−1, j,k
2∆x
(x − xm)
+
(Um+1, j,k − 2Um, j,k + Um−1, j,k )
2∆x2
(x − xm)2,
where m ∈ {i − 1, i, i + 1}. (19)
After we reconstruct all the polynomials (Pii−1, j,k , Pii, j,k ,
Pii+1, j,k), smoothness indicators can easily be computed us-
ing Eq.(19). Nevertheless, we provide here the final expres-
sions of the same for reference.
ISii−1, j,k =
13
12
(Ui−2, j,k − 2Ui−1, j,k + Ui, j,k )2
+
1
4
(Ui−2, j,k − 4Ui−1, j,k + 3Ui, j,k )2, (20)
ISii, j,k =
13
12
(Ui−1, j,k − 2Ui, j,k + Ui+1, j,k )2
+
1
4
(Ui−1, j,k − Ui+1, j,k )2, (21)
ISii+1, j,k =
13
12
(Ui, j,k − 2Ui+1, j,k + Ui+2, j,k )2
+
1
4
(3Ui, j,k − 4Ui+1, j,k + Ui+2, j,k )2, (22)
Employing the values of the smoothness indicators in Eqs.
(17)-(18), nonlinear weights can be computed. These weights
are finally used to reconstruct the polynomial Ri, j,k (x) in
Eq.(15).
3.2 Step 2: Reconstruction of Area Averages from
Volume Averages
By construction, the polynomial Ri, j,k (x) satisfies the con-
servation constraint,
Ui, j,k =
1
∆x
∫ xi+1/2
xi−1/2
dxRi, j,k (x) . (23)
Now comparing Eq.(7) and Eq.(23) we obtain,
Ri, j,k (xi±1/2) =
1
∆y∆z
∫ zk+1/2
zk−1/2
∫ yj+1/2
yj−1/2
dy dzU(xi±1/2, y, z)
= U±i, j,k (say). (24)
For the sake of convenience, we provide here the formula,
all derivation done, for U±i, j,k from the knowledge of the sur-
MNRAS in press, 1–23 (2018)
5Figure 2. Illustration of the transformation area-average → point value (left) and the inverse transformation point → area-average
values (right).
rounding cell averages:
U+i, j,k =
1
6
[
wii−1, j,k (11Ui, j,k − 7Ui−1, j,k + 2Ui−2, j,k )
+wii, j,k (2Ui+1, j,k + 5Ui, j,k − Ui−1, j,k )
+wii+1, j,k (2Ui, j,k + 5Ui+1, j,k − Ui+2, j,k )
]
, (25)
U−i, j,k =
1
6
[
wii−1, j,k (2Ui, j,k + 5Ui−1, j,k − Ui−2, j,k )
+wii, j,k (2Ui−1, j,k + 5Ui, j,k − Ui+1, j,k )
+wii+1, j,k (2Ui+2, j,k − 7Ui+1, j,k + 11Ui, j,k )
]
.
(26)
From Eq.(24) it is apparent that the reconstruction polyno-
mial Ri, j,k does not provide point values but area-averaged
values at the grid cell interfaces. When employing a Taylor
expansion to expand the polynomial U(xi±1/2, y, z) about the
face centres (xi±1/2, yj, zk ) we obtain,
U±i, j,k = U(xi±1/2, yj, zk ) +
∆y2
24
∂yyU(xi±1/2, yj, zk )
+
∆z2
24
∂zzU(xi±1/2, yj, zk )
+O(∆x4 + ∆y4 + ∆z4). (27)
This implies that the area averages U±i, j,k are second-order
approximations to the point values at the face centres, i.e.
U±i, j,k = U(xi±1/2, yj, zk ) + O(∆x4 + ∆y2 + ∆z2). (28)
Since the averages cannot preserve their accuracy when sub-
ject to multiplication and division, we need to obtain higher-
order point values of the physical quantities to compute
higher-order fluxes and to maintain the higher-order accur-
acy of the numerical scheme. In the next subsection, we dis-
cuss a method to achieve higher-order point values at the
face centres.
3.3 Step 3: From Area Averages to Point Values
In our previous work, we have discussed various methods to
compute higher-order point values from the area averages,
U±i, j,k (Verma & Mu¨ller 2017). In this work, we use the most
efficient method presented in that paper, which is method
C and employs the least number of reconstruction opera-
tions. It is based on McCorquodale & Colella (2011). This
method has also been extended to construct a seventh order
finite volume WENO scheme (Buchmu¨ller & Helzel 2014).
We compute higher-order accurate point values U±i,j,k of the
conserved quantities at the face centres from the correspond-
ing area averages U±i, j,k . This is done through the following
MNRAS in press, 1–23 (2018)
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formula which is illustrated in figure 2:
U±i, j,k = U
±
i, j,k −
1
24
(U±i, j−1,k − 2U
±
i, j,k + U
±
i, j+1,k )
− 1
24
(U±i, j,k−1 − 2U
±
i, j,k + U
±
i, j,k+1)
+O(∆y4 + ∆z4). (29)
We note here that since the mathematical origin of the rela-
tion in Eq.(29) is a Taylor expansion, this transformation is
strictly speaking only valid in smooth regions. Section 5.2.2
addresses this point.
3.4 Step 4: Determination of Point-Valued Fluxes
There are several methods to estimate the physical fluxes
at the interfaces by employing various Riemann-solvers. In
this work, we make use of a simple and robust approxima-
tion to the Riemann problem, i.e. the local Lax-Friedrichs
flux (LLF), e.g., (Shu & Osher 1989; Buchmu¨ller & Helzel
2014; Nu´n˜ez-De La Rosa & Munz 2016a; Verma & Mu¨ller
2017). The LLF approximation to the point-valued flux at
the centre of a cell interface (xi+1/2, yj, zk ) is given by,
Fxi+1/2, j,k =
fx(U−
i+1, j,k,B
−
i+1, j,k ) + fx(U+i, j,k,B+i, j,k )
2
−
ax
i+1/2, j,k
2
(U−i+1, j,k − U+i, j,k ), (30)
where the quantities (U+
i, j,k
,B+
i, j,k
) and (U−
i+1, j,k,B
−
i+1, j,k )
in the present context are fourth-order accurate point
values of the conserved quantities at the centre of the
grid cell interface (xi+1/2, yj, zk ) and fx(U+i+1/2, j,k,B+i+1/2, j,k ),
fx(U−
i+1/2, j,k,B
−
i+1/2, j,k ) are the respective point-valued
fluxes.
The quantity ax
i+1/2, j,k is the local maximum speed of
propagation of information in the x-direction, estimated as:
ax
i+1/2, j,k = max
(
(|vx | + cxf )+i, j,k, (|vx | + cxf )−i+1, j,k
)
(31)
with cx
f
the magneto-sonic speed:
cxf =
√√
1
2
©­«(c2s + c2A) +
√
(c2s + c2A)2 − 4c2s
B2x
ρ
ª®¬, (32)
where cs = (γp/ρ) 12 is the sound speed and cA = (|B2 |/ρ)
1
2 is
the Alfve´n speed. We note here that the expression for the
point-valued LLF at the face centre of the opposite interface
(xi−1/2, yj, zk ), Fxi−1/2, j,k can be recovered by employing the
operation i → i − 1 in Eq.(30).
3.5 Step 5: From Point-Valued Fluxes to
Area-Averaged Fluxes
Once the point-valued fluxes are determined, one can use the
“inverse” of relation (29) in order to compute fourth-order
area-averaged fluxes from the point-valued fluxes (McCor-
quodale & Colella 2011; Buchmu¨ller & Helzel 2014; Verma
& Mu¨ller 2017). These fluxes are the ones appearing in equa-
tion (8). In the x-direction, this is :
Fxi±1/2, j,k = Fxi±1/2, j,k
+
1
24
(Fxi±1/2, j−1,k − 2Fxi±1/2, j,k + Fxi±1/2, j+1,k )
+
1
24
(Fxi±1/2, j,k−1 − 2Fxi±1/2, j,k + Fxi±1/2, j,k+1)
+O(∆y4 + ∆z4). (33)
This relation is illustrated in figure 2.
3.6 Step 6: Repeat for the Other Directions
The previous five subsections describe how to compute the
Fx flux appearing in equation (8). The computation of the
two remaining fluxes Fy and Fz is done in an analogous way.
After all these terms and the ones involving the magnetic
field are computed (see section 4), a Runge-Kutta procedure
is performed for the time integration, which is detailed in
section 6.
4 MAINTAINING THE SOLENOIDALITY OF
THE MAGNETIC FIELD
The solenoidality of the magnetic field (∇ · B = 0) is an im-
portant constraint for MHD simulations. The discretisation
inherent to numerics leads to errors in ∇ · B, so-called “nu-
merical monopoles”, which typically grow in time, causing
unphysical effects (Brackbill & Barnes 1980; Powell 1994).
In order to avoid the appearance of numerical monopoles, we
chose a CT approach, which keeps ∇ · B = 0 up to machine
precision.
4.1 The Constrained-Transport Approach
The CT approach was first proposed in Evans & Hawley
(1988) and is used in (Londrillo & Del Zanna 2000, 2004;
Balsara 2004; Ziegler 2004; Gardiner & Stone 2005, 2008;
Rossmanith 2006; Helzel et al. 2011; Li 2010), for example.
Contrary to the hydrodynamic variables and the total en-
ergy density (ρ, ρvx, ρvy, ρvz, e), defined as volume averages,
the three magnetic field components are described as area
averages on the face normal to the field component direc-
tion in the CT framework. This staggered definition of the
magnetic field is illustrated in figure 3 and mathematically
expressed below:
(BFx )i−1/2, j,k =
1
∆y∆z
∫
Sx
dy dz Bx(xi−1/2, y, z), (34)
(BFy )i, j−1/2,k =
1
∆x∆z
∫
Sy
dz dx By(x, yj−1/2, z), (35)
(BFz )i, j,k−1/2 =
1
∆x∆y
∫
Sz
dx dy Bz (x, y, zk−1/2). (36)
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and definition of the edge-averaged electric field component.
An application of Stokes’ theorem on equation (4) gives,
d(BFx )i−1/2, j,k
dt
= −(Ez )i−1/2, j+1/2,k − (Ez )i−1/2, j−1/2,k
∆y
+
(Ey)i−1/2, j,k+1/2 − (Ey)i−1/2, j,k−1/2
∆z
,
(37)
d(BFy )i, j−1/2,k
dt
=
(Ez )i+1/2, j−1/2,k − (Ez )i−1/2, j−1/2,k
∆x
−(Ex)i, j−1/2,k+1/2 − (Ex)i, j−1/2,k−1/2
∆z
,
(38)
d(BFz )i, j,k−1/2
dt
= −(Ey)i+1/2, j,k−1/2 − (Ey)i−1/2, j,k−1/2
∆x
+
(Ex)i, j+1/2,k−1/2 − (Ex)i, j−1/2,k−1/2
∆y
,
(39)
where the edge-averaged electric field components play the
role of fluxes:
(Ex)i, j−1/2,k−1/2 =
1
∆x
∫ xi+ ∆x2
xi− ∆x2
dx Ex(x, yj−1/2, zk−1/2), (40)
(Ey)i−1/2, j,k−1/2 =
1
∆y
∫ yj+ ∆y2
yj− ∆y2
dy Ey(xi−1/2, y, zk−1/2), (41)
(Ez )i−1/2, j−1/2,k =
1
∆z
∫ zk+ ∆z2
zk− ∆z2
dz Ez (xi−1/2, yj−1/2, z). (42)
It is straightforward to show the conservation of ∇ ·B in
the second-order approximation, as in Ziegler (2004). This
is because the ∇ ·B term in the second-order approximation
can be expressed as:
(∇ · B)i, j,k ≈
(BFx )i+1/2, j,k − (BFx )i−1/2, j,k
∆x
+
(BFy )i, j+1/2,k − (BFy )i, j−1/2,k
∆y
+
(BFz )i, j,k+1/2 − (BFz )i, j,k−1/2
∆z
. (43)
If we take the time derivative of equation (43) and then
employ equations (37)-(39), ddt (∇ · B) vanishes because the
R.H.S. terms cancel pairwise. This means that if the diver-
gence of B is zero initially, it remains zero, up to machine
precision at all times. We note here that the accuracy of the
magnetic field components depends on the following:
(i) Accuracy of the time integrator employed to evolve
the equations (37)-(39) in time (discussed in section 6).
(ii) Accuracy of the edge-averaged electric field compon-
ents.
In order to maintain the higher-order accuracy of the
scheme, it is hence necessary to compute the edge-averaged
electric field components with higher-order accuracy. Be-
sides, we note here that in the CT framework, each mag-
netic field component is evolved in time as an area-averaged
quantity on the faces normal to it. However, in order to
compute the fluxes (see Eqs. (9)-(14)), reconstruction of the
magnetic field components on the other faces is needed as
well. In order to do this, we first compute volume averages
of the magnetic field components from the corresponding
area averages which are known as primary data. We then
treat these volume averages in the same way as the hydro-
dynamic variables to perform reconstructions on grid-cell
interfaces. Thus, the procedure for computing higher-order
edge-averaged electric field components can be described
through the following steps:
(i) Construction of volume-averaged magnetic field com-
ponents from the respective area averages.
(ii) Deduction of area-averaged magnetic field compon-
ents on all faces.
(iii) Computation of area-averaged electric-fluxes at the
grid cell interfaces.
(iv) Reconstruction of edge-averaged electric field com-
ponents from area-averaged electric-fluxes.
These steps are described in the next subsections.
4.2 Step 1: Computing Volume Averages for the
Magnetic Field Components
Although for the determination of the area-average of a
variable from the respective volume-average, a fourth-order
1D-CWENO4 reconstruction is performed (see subsections
3.1-3.2), the area-averaged magnetic field components are
continuous along their respective direction (see for e.g. Lon-
drillo & Del Zanna (2000)). Hence, a simple polynomial in-
terpolation is sufficient: one does not need to use a non-
oscillatory reconstruction to compute the volume averages
from respective area averages. Namely, and as an example,
for the grid-cell indexed by (i, j, k) and surrounded by the
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Figure 4. Illustration of how the volume-averaged magnetic field
component along the x-direction, (Bx )i, j,k is obtained from the
polynomial interpolation of the neighbouring known area aver-
ages, (BFx ).
four faces (i ± 3/2, j, k) and (i ± 1/2, j, k) where the BFx com-
ponent is known (see figure 4), there is a unique polynomial
Q of degree at most three which verifies:
Q(x − 3∆x
2
) = (BFx )i−3/2, j,k,
Q(x − ∆x
2
) = (BFx )i−1/2, j,k,
Q(x + ∆x
2
) = (BFx )i+1/2, j,k,
Q(x + 3∆x
2
) = (BFx )i+3/2, j,k .
Then, a fourth-order approximation of the volume-averaged
magnetic field along the x-direction is deduced from:
(Bx)i, j,k =
1
∆x
∫ xi+∆x/2
xi−∆x/2
dx Q(x) (44)
In practice, with all the algebra done, this gives:
(Bx)i, j,k =
1
6
[
(BFx )i−1/2, j,k + (BFx )i+1/2, j,k
+
1
4
(−(BFx )i−3/2, j,k + 9(BFx )i−1/2, j,k
+9(BFx )i+1/2, j,k − (BFx )i+3/2, j,k )
]
. (45)
The computation of the volume-averaged magnetic field
components along the y and z-directions is carried out ana-
logously.
4.3 Step 2: Deducing Area-Averaged Magnetic
Field Components on All Faces
When the volume-averaged magnetic field components are
known, the 1D-CWENO4 procedure described in subsec-
tions 3.1-3.2 is applied and leads ultimately to the know-
ledge of all the variables on each face in the reconstruction
direction [±]. Note that this procedure is not applied for Bn
for a reconstruction in the n-direction (n ∈ {x, y, z}) since BFn
is already known as primary data.
4.4 Step 3: Deducing The Area-Averaged Electric
Flux
In order to understand the origin of electric-fluxes and their
role in computing the edge-averaged electric field compon-
ents we consider, for example, the x-component of the equa-
tion (4):
∂tBx = −∂yEz − ∂z (−Ey). (46)
Integrating the equation (46) over Ωi, j,k and applying Gauss’
theorem we get:
d(Bx)i, j,k
dt
= −
(Φyz )i, j+1/2,k − (Φyz )i, j−1/2,k
∆y
−
(Φzy)i, j,k+1/2 − (Φzy)i, j,k−1/2
∆z
, (47)
here (Bx)i, j,k is the x-component of the volume-averaged
magnetic field (and not the area-averaged B
F
x ) and
(Φzy)i, j,k±1/2 and (Φ
y
z )i, j±1/2,k are the y and z-components of
the area-averaged electric-fluxes along the z and y-directions,
respectively. Analogously, one may write down the semi-
discrete equations for By and Bz . Note here that the Eq.(47)
resembles Eq.(8) and the only difference is that the time
evolution of Bx is independent of the (electric) fluxes along
the x-direction. The electric-fluxes are described by the fol-
lowing expressions:
(Φzy)i, j,k±1/2 =
1
∆x∆y
∫
Sz
dx dy [−Ey(x, y, zk±1/2)], (48)
(Φyz )i, j±1/2,k =
1
∆x∆z
∫
Sy
dx dz Ez (x, yj±1/2, z). (49)
The remaining expressions for the electric-fluxes can be ob-
tained analogously by considering the y and z-components
of the equation (4) which are:
(Φxz )i±1/2, j,k =
1
∆y∆z
∫
Sx
dy dz [−Ez (xi±1/2, y, z)], (50)
(Φzx)i, j,k±1/2 =
1
∆x∆y
∫
Sz
dx dy Ex(x, y, zk±1/2), (51)
(Φyx)i, j±1/2,k =
1
∆z∆x
∫
Sy
dz dx [−Ex(x, yj±1/2, z)], (52)
(Φxy )i±1/2, j,k =
1
∆y∆z
∫
Sx
dy dz Ey(xi±1/2, y, z). (53)
Note here that although we compute all the above-
mentioned electric-fluxes Φmn (m, n stand for x, y, z), they are
employed only to compute edge-averaged electric field com-
ponents in order to evolve the area averages B
F
n , n ∈ {x, y, z}
in the CT framework. We do not use these fluxes to solve
Eq.(47) because, as stated above, this method does not con-
serve the magnetic field solenoidality. In the ideal MHD
framework, the electric field is E = −v × B, and the point-
valued electric field components in the middle of the faces,
E±n , n ∈ {x, y, z} are deduced from the known point values
of v and B. In order to compute the area-averaged electric
fluxes, when all the variables are known as point values in the
middle of each face (see section 3.3), point-valued electric-
fluxes are first computed using the LLF flux as in section
3.4. These are given by:
(Φxz )i+1/2, j,k =
1
2
(
−(Ez )−i+1, j,k − (Ez )+i, j,k
)
−
ax
i+1/2, j,k
2
(
(By)−i+1, j,k − (By)+i, j,k
)
,
(54)
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1
2
(
(Ey)−i+1, j,k + (Ey)+i, j,k
)
−
ax
i+1/2, j,k
2
(
(Bz )−i+1, j,k − (Bz )+i, j,k
)
,
(55)
(Φyz )i, j+1/2,k =
1
2
(
(Ez )−i, j+1,k + (Ez )+i, j,k
)
−
ay
i, j+1/2,k
2
(
(Bx)−i, j+1,k − (Bx)+i, j,k
)
,
(56)
(Φyx)i, j+1/2,k =
1
2
(
−(Ex)−i, j+1,k − (Ex)+i, j,k
)
−
ay
i, j+1/2,k
2
(
(Bz )−i, j+1,k − (Bz )+i, j,k
)
,
(57)
(Φzy)i, j,k+1/2 =
1
2
(
−(Ey)−i, j,k+1 − (Ey)+i, j,k
)
−
az
i, j,k+1/2
2
(
(Bx)−i, j,k+1 − (Bx)+i, j,k
)
,
(58)
(Φzx)i, j,k+1/2 =
1
2
(
(Ex)−i, j,k+1 + (Ex)+i, j,k
)
−
az
i, j,k+1/2
2
(
(By)−i, j,k+1 − (By)+i, j,k
)
.
(59)
From these point-valued fluxes Φmn , area-averaged electric
fluxes Φmn are computed using relation (33).
4.5 Step 4: From Area-Averaged Electric Fluxes
to Edge-Averaged Electric Field Components
Each edge is surrounded by four faces, on which the area-
averaged electric fluxes Φmn are known. Using the same 1D-
CWENO4 procedure described in subsections 3.1-3.2 for
each of these four faces leads to four estimates of the edge-
averaged electric field components. For the edge-averaged
electric field components to plug in the relations (37)-(39),
we consider their mean and take into account the propaga-
tion of discontinuities. For example, the z-component of the
edge-averaged electric field, Ez is given by (see figure 5):
(Ez )i−1/2, j−1/2,k ≈
1
4
[
− (Φxz )−i−1/2, j,k − (Φxz )+i−1/2, j−1,k
+(Φyz )−i, j−1/2,k + (Φ
y
z )+i−1, j−1/2,k
]
+
αy
4
(
(BFx )−i−1/2, j,k − (B
F
x )+i−1/2, j−1,k
)
−αx
4
(
(ByF )−i, j−1/2,k − (By
F )+
i−1, j−1/2,k
)
,
(60)
where (Φxz )± and (Φyz )± are the edge-averaged electric-fluxes
reconstructed from the area averages, (Φxz ) and (Φyz ) along
the y and x-directions, respectively and the quantities (BFn )±
are the the edge-averaged magnetic field components re-
constructed along the n-direction from area averages B
F
n ,
Figure 5. Illustration of the computation of Ez : initially, electric
fluxes, magnetic field averages and maximum propagation speeds
are known for each faces (top). Then, eight 1D-CWENO4 recon-
structions take place, four for the area-averaged electric fluxes
giving four relevant edge-averaged values and four for the mag-
netic field components (bottom). From them, the edge-averaged
electric field component is computed by averaging and taking into
account the propagation of discontinuities (filled gray circle).
where n ∈ {x, y}. This formula can be derived by considering
the mean of the two underlying one dimensional LLF fluxes
along the x− and y−directions. We note here that the above
expression is different from the one suggested by Londrillo
& Del Zanna (2004), which uses the fields at the diagonal
corners. We adapted this formula for reasons of efficiency
since computing explicitly the corner terms would require
more reconstruction operations. The quantities αn are estim-
ates of the maximum propagation speed in the n-direction,
estimated as:
αx = max(axi−1/2, j,k, axi−1/2, j−1,k ), (61)
αy = max(ayi, j−1/2,k, a
y
i−1, j−1/2,k ). (62)
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In theory, one should consider the maximum speed among
the four reconstructed states. This rough estimation is done
for the sake of efficiency since these values are already known
from the step described in section 3.4, as mentioned in
Londrillo & Del Zanna (2004). Other components of the
edge-averaged electric field (Ex, Ey) can be obtained ana-
logously. These edge-averaged electric field components are
the ones used in order to update the magnetic field compon-
ents through relations (37)-(39).
5 NEGATIVE PRESSURE OR DENSITY
ISSUES
Higher-order finite volume schemes, in the vicinity of strong
shocks, may lead to unphysical quantities like negative dens-
ity or negative pressure during the reconstruction procedure.
This issue is a difficulty in varying degrees of severeness for
many widely applied numerical solvers, but it is particu-
larly pronounced when employing higher-order precision al-
gorithms. The combination of increased stiffness of higher-
order reconstruction polynomials and reduced numerical dis-
sipation appears to be the culprit. Although numerical dif-
fusion entails amplitude errors in the solution that, for ex-
ample, reduce small-scale accuracy of the numerical solu-
tion, it also tends to smooth out unphysical reconstruction
variations. Lower-order numerical schemes thus typically de-
liver lower accuracy but overall more robust solvers when
compared to high-order numerics, in particular for strongly
supersonic flows.
Negative density or pressure appears as the higher-order
reconstruction polynomial fails to maintain non-oscillatory
behaviour around strong shocks. This happens, for example,
when more than one strong discontinuity is present in a wide
stencil. Such a configuration poses difficulties for the re-
construction polynomial to choose an oscillation-free recon-
struction. In order to minimise oscillations to increase the
robustness of the scheme, we make use of “global smooth-
ness indicators” (GSI) which are the weighted averages of
four smoothness indicators computed from the density and
the three magnetic field components. A detailed description
of the GSI is provided in Sec. 5.1. If the scheme still fails to
maintain the positivity of the density or the pressure, fall-
back procedures are employed to reduce the stiffness of the
reconstruction polynomial locally during this timestep (cf.
sections 5.2-5.3).
In the extreme case, the fallback procedures can lower
the accuracy of the scheme locally down to first-order
(Mignone et al. 2007; Tchekhovskoy et al. 2007; Beckwith &
Stone 2011; Nu´n˜ez-De La Rosa & Munz 2016a). Note here
that the higher-order accuracy of the scheme remains unaf-
fected in smooth regions under fallback operations because
they are employed only around strong discontinuities.
5.1 Global Smoothness Indicators: Robustness
Enhancement and Oscillation Reduction
As mentioned above and noted, for example in Balba´s &
Tadmor (2006), the use of individual smoothness indicators
for each variable during the reconstruction leads to signific-
ant oscillations in shock regions. We have also observed this
in our simulations. Hence, in order to reduce the amount of
oscillations, global smoothness indicators (GSI) and global
weights, common for all the reconstructed variables, are em-
ployed. These GSI can be obtained in various ways, see,
e.g. (Levy et al. 1999a; Balba´s & Tadmor 2006). The choice
of these GSI, employed in the present work, is inspired by
Balba´s & Tadmor (2006). The procedure for the same is
described below:
(i) Compute the smoothness indicators for the variables
ρ, Bx, By, Bz .
(ii) Normalise each smoothness indicator with the corres-
ponding norm of the physical quantity, e.g. the smoothness
indicator IS(ρ) based on density ρ, needs to be normalised
with | |ρ| | =
(
∆x∆y∆z
∑
∀i, j,k |ρi, j,k |2
)1/2
.
(iii) Consider the average of all the four normalised
smoothness indicators which returns the GSI.
(iv) Use these GSI in relations 17-18 to deduce the global
weights.
For the weights which are used to reconstruct the edge
averages from the corresponding area averages in the CT
framework (see section 4.5), the mean of the GSI surround-
ing the considered face is taken. For example, given a cell
(i, j, k) and the GSI for a reconstruction along the x-direction
(GSIi
i, j,k
), the GSI for a reconstruction from face to edge
along the x−direction of the faces located at (i, j + 1/2, k)
and (i, j, k + 1/2) are:
GSIi
i, j+1/2,k =
1
2
(GSIii, j,k + GSIii, j+1,k ), (63)
GSIi
i, j,k+1/2 =
1
2
(GSIii, j,k + GSIii, j,k+1). (64)
The weights are then deduced through relations 17-18. We
emphasise here that in addition to reducing the variation of
the reconstruction polynomial, the use of global weights re-
duces the computational cost remarkably. For the numerical
method presented in this paper, one indeed performs seven
1D-CWENO4 reconstructions from volume averages to area
averages and four 1D-CWENO4 reconstructions from area
averages to edge averages for each spatial dimension, that is,
eleven sets of smoothness indicators have to be computed for
each spatial dimension if individual weights are computed.
With the global weights described in this section, only four
sets of smoothness indicators have to be computed for each
spatial dimension, and the weights for the area averages to
edge averages are deduced through a low cost averaging of
already computed GSI. The influence of this choice of global
weights on the oscillation reduction is illustrated in the Brio-
Wu shock-tube test (see section 7.2.1).
5.2 A-posteriori Fallback Approach
In the present method, negative density or negative pressure
may appear during the following steps:
(i) Reconstruction procedure.
(ii) Area average to point value transformation.
Therefore, in the a-posteriori fallback approach, positivity
checks are performed after the reconstruction procedure and
after the area average to point value transformations. A close
look at the flow-chart of the present algorithm in figure 6
(in section 6) may be helpful to understand at which points
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these checks occur. They are detailed in the next subsec-
tions.
5.2.1 First Positivity Check: after Reconstruction
After we reconstruct area averages at the interfaces of a
grid-cell, a second-order approximation of the pressure on
each face is computed by considering the area-averaged val-
ues of the reconstructed quantities as point values. In case
the pressure or the density on either of the two faces is
negative, the area averages are recomputed using a lower-
order reconstruction procedure. Therefore, wherever the 1D-
CWENO4 reconstruction fails to give a physical value, we
make use of a second-order method, namely the Total-
Variation-Diminishing (TVD) slope limiter (Van Leer 1979).
The TVD slope limiter has also been used in a well known
MHD code, NIRVANA (Ziegler 2004). In order to explain
the method, we consider the reconstruction along the x-
direction, for example, where the area-averaged values at
the grid cell interfaces are given by:
U±i, j,k = Ui, j,k ± ∆xUi, j,k, (65)
with
∆xUi, j,k =
max
[
(Ui+1, j,k − Ui, j,k ) · (Ui, j,k − Ui−1, j,k ), 0
]
Ui+1, j,k − Ui−1, j,k
, (66)
and analogously in the y- and z- directions. In case the res-
ulting density or the second-order approximation for the
pressure are still negative, no reconstruction is performed
and we simply take the first-order Godunov scheme approx-
imation U+i, j,k = U
−
i, j,k = Ui, j,k . In practice, for the stand-
ard tests presented in this paper, only the Blast wave (sec-
tion 7.2.3) and the cloud-shock interaction problem (section
7.2.5) make use of this a-posteriori lower-order reconstruc-
tion. The small amount of cells reconstructed at lower-order,
allowing a physical solution at all times, is given in these sec-
tions.
5.2.2 Second Positivity Check: after the Area Average to
Point Value Transformation
As noted in section 3.3, the area average to point value trans-
formation is strictly speaking only valid in smooth regions. It
can happen that as a result of this transformation, negative
point values for the pressure or the density are obtained in
the vicinity of strong discontinuites. In this case, we consider
for this specific face the area averages of all the variables as
point values, which corresponds to a physical solution that
is a second-order approximation of the point values.
5.3 A-priori Fallback Approach
In addition to the mechanisms mentioned above, we noticed
that for particularly complex problems such as the cloud-
shock interaction (see section 7.2.5), additional dissipation
mechanisms are needed in order to ensure that no unphysical
solution appears as the system is evolved in time. In order
to achieve this, the reconstructions are computed at lower-
order in the vicinity of strong shocks. This approach involves
two aspects:
Computation of magnetic
field cell averages (4.2)
Computation of recon-
struction order map (5.3)
For n ∈ {x, y, z }
Reconstruction of all variables
but Bn (3.1,3.2,4.3,5.3.2)
First positivity check (5.2.1)
Area-to-point trans-
formations (3.3,5.3.2)
Second positivity check (5.2.2)
Computation of point-valued
fluxes, including Φ (3.4,4.4)
Point-to-area flux trans-
formation (3.5,4.4,5.3.2)
Deduction of one
term of Eq. (8)
For n ∈ {x, y, z }
Reconstruction of B
F
p
and Φ
p
q , for (p, q)⊥n (4.5)
Computation of En (4.5)
Deduction of two
terms of Eq. (37)-(39)
Apply Runge-
Kutta
stage (6)
do
next
done
do
next
done
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Figure 6. Summary of the right-hand side computation. The
relevant sections are mentioned in brackets.
(i) The computation of a “reconstruction order map” be-
fore the main loop for the computation of the right-hand
side (see figure 6).
(ii) The application of this map for the different steps in
the computation of the right-hand side of the MHD equa-
tions.
Note that this mechanism is different from the lower-order
reconstruction procedure described above since it is applied
even if the higher-order method would give a physical state
at a certain instant t. The implementation of these two as-
pects is explained in the next subsections.
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5.3.1 Computation of the “Reconstruction Order Map”
Additional dissipation should occur only in the vicinity of
strong shocks. Several shock indicators exist in the literat-
ure. In the present work, we use one inspired by Colella
& Woodward (1984) and based on the pressure gradient,
namely: for the cell (i, j, k) and a reconstruction along the
x-direction, the shock indicator sx
i, j,k
is given by:
sxi, j,k =
|pi+1, j,k − pi−1, j,k |
pi, j,k
, (67)
with pi, j,k an estimate of the pressure in cell (i, j, k), done by
considering the volume averages as if they were point values
and plugging them in relation 6. The relation is analogous
for the shock indicators along the y- and z-directions. Then,
for sn
i, j,k
> η, with η a certain threshold, the reconstruction
order map along the n-direction (n ∈ {x, y, z}) at cell (i, j, k),
ROMn
i, j,k
, is set to 0 (which corresponds to lower-order re-
construction), otherwise to 1 (high-order reconstruction).
The choice of the threshold η depends on the type of the
shock indicator and the problem to be solved. For the shock
indicator mentioned here, a reasonable “first guess” for η is
4. Indeed, if one would reconstruct naively, without the use
of any limiter, the pressure at the cell interfaces by using the
second-order approximation p±
i, j,k
= pi, j,k ± pi+1, j,k−pi−1, j,k2∆x ·
∆x
2 , then a value s
x
i, j,k
= 4 would already give a pressure
equal to zero on one side of the cell. Therefore, we employ a
second-order reconstruction method with some limiter, such
as TVD, when this threshold is reached. The choice of η can
also have some impact on the result’s symmetry due to the
higher order numerics, as described in section 7.2.5.
5.3.2 Local Reduction of the Reconstruction Order
For most of the cells, the reconstruction order map has
a value of 1, corresponding to the 1D-CWENO4 recon-
struction method. For the cells (i, j, k) where ROMn
i, j,k
= 0,
changes occur in the volume-to-area reconstructions (sec-
tions 3.1-3.2), the area averages↔point values transform-
ations (sections 3.3 and 3.5) and the computation of the
edge-averaged electric field components (section 4.5):
• For the volume-to-area transformations, the second-
order TVD is used for a reconstruction of cell (i, j, k) along
the n-direction.
• For area averages↔point values transformations, each
direction orthogonal to the face normal is considered inde-
pendently. For example, for a face normal to the x-direction
located at (i + 1/2, j, k), the minima of ROM along the y-
and z-direction for the two cells surrounding the face are
respectively considered:
ROMy
i+1/2, j,k = min(ROM
y
i, j,k
, ROMy
i+1, j,k ) (68)
ROMz
i+1/2, j,k = min(ROMzi, j,k, ROMzi+1, j,k ). (69)
Then the evaluation of the point values U±
i, j,k
from area av-
erages as in relation 29 is done by:
U±i, j,k ≈ U
±
i, j,k −
ROMy
i+1/2, j,k
24
(U±i, j−1,k − 2U
±
i, j,k + U
±
i, j+1,k )
−
ROMz
i+1/2, j,k
24
(U±i, j,k−1 − 2U
±
i, j,k + U
±
i, j,k+1),
(70)
and similarly for the area average to point value trans-
formation (Eq. 33). For transformations along the y- and
z-directions, this is done in an analogous way. This change
comes from the fact that the terms involving the second
derivatives are only relevant for approximations of order
greater than 2 (see Eq. 28).
• For the computation of the edge-averaged electric field
components, two changes occur. First, for the area-to-edge
reconstructions, the same procedure as for the volume-to-
area reconstructions is used, but using instead of ROMn
i, j,k
the minimum of the two ROMn
i, j,k
surrounding the con-
sidered face (see relations 68 and 69). Second, for the term
quantifying the propagation of discontinuities, since second-
order schemes do not actually need it, as in Ziegler (2004),
the relation 60 is changed to:
(Ez )i−1/2, j−1/2,k ≈
1
4
[
− (Φxz )−i−1/2, j,k − (Φxz )+i−1/2, j−1,k
+(Φyz )−i, j−1/2,k + (Φ
y
z )+i−1, j−1/2,k
]
+
wyαy
4
(
(BFx )−i−1/2, j,k − (B
F
x )+i−1/2, j−1,k
)
−w
xαx
4
(
(ByF )−i, j−1/2,k − (By
F )+
i−1, j−1/2,k
)
,
(71)
with wx = min(ROMx
i, j−1/2,k, ROM
x
i−1, j−1/2,k ) and wy =
min(ROMy
i−1/2, j,k, ROM
y
i−1/2, j−1,k ).
As mentioned above, only few cells, faces and edges are af-
fected by these modifications. Section 7.2.5 gives an estimate
of their amount.
6 TIME INTEGRATION AND FLOW-CHART
After we compute all the area-averaged fluxes (Fx,Fy,Fz)
and edge-averaged electric field components (Ex, Ey, Ez ), the
semi-discrete equations (8) and (37)-(39) are evolved in time
using a fourth-order accurate method in order to be consist-
ent with the spatial accuracy.
In order to avoid the introduction of additional oscil-
lations as a part of the time integration process, a Strong
Stability-Preserving Runge-Kutta (SSPRK) method is used
(Shu 2009). The SSPRK method used in this paper is a ten-
stage fourth-order method, described in Ketcheson (2008).
A pseudocode for a low-storage implementation is avail-
able in that paper (pseudocode 3); however, we describe
the method here for the sake of completeness. Expressing
the R.H.S. of equations (8) and (37)-(39) as C[Wi, j,k ] where
Wi, j,k = (Ui, j,k,BFi, j,k ) and dropping the subscripts (i, j, k),
these equations can be rewritten as,
dW(t)
dt
= C[W(t)] (72)
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Table 1. Convergence of errors and EOC for the 2D circularly polarised Alfve´n wave test, computed from
the average of the L1 discrete norms in all the eight variables. Here spatial averages for all the quantities are
compared after one complete period at t = 0.5.
resolution 322 642 1282 2562 5122 10242
L1
δUmean 1.988 10−4 7.383 10−6 3.150 10−7 1.637 10−8 9.608 10−10 5.915 10−11
EOC - 4.75 4.55 4.26 4.09 4.02
The intermediate steps to solve Eq.(72) are as follows,
W1 = W(t) + ∆t6 C[W(t)],
W2 = W1 +
∆t
6
C[W1],
W3 = W2 +
∆t
6
C[W2],
W4 = W3 +
∆t
6
C[W3],
W5 = W4 +
∆t
6
C[W4],
K2 =
1
25
W(t) + 9
25
W5,
W5 = 15K2 − 5W5,
W6 = W5 +
∆t
6
C[W5],
W7 = W6 +
∆t
6
C[W6],
W8 = W7 +
∆t
6
C[W7],
W9 = W8 +
∆t
6
C[W8],
W(t + ∆t) = K2 + 35W9 +
∆t
10
C[W9].
The time step duration ∆t is limited by the maximum
propagation speed of any travelling wave through the
Courant-Friedrichs-Lewy (CFL) stability criterion:
∆t = CCFLmin
i, j,k
(∆x/axi, j,k,∆y/a
y
i, j,k
,∆z/az
i, j,k
), (73)
where CCFL is the CFL number, see for example Nu´n˜ez-De
La Rosa & Munz (2016a). In the present work, unless stated
explicitly, we have chosen a CFL number of 1.95 for 1D and
2D simulations and 1.55 for 3D simulations. The numerical
method is summarised in the flow-chart shown in figure 6.
7 NUMERICAL TESTS
The fourth-order accuracy of the proposed method is con-
firmed by computing the convergence of errors in various
multi-dimensional nonlinear MHD problems, namely: a 2D
circularly polarized Alfve´n wave (CPAW) test (Ziegler 2004),
2D and 3D MHD vortex problem (Li 2010; Mignone et al.
2010) and the 2D Orszag-Tang (OT) vortex problem (Or-
szag & Tang 1979). In the CPAW test and MHD vortex
problems, convergence studies are performed after one com-
plete period, however, in the OT vortex problem, it is done
at a time when the solution is highly nonlinear but still
smooth.
In order to demonstrate the shock capturing behaviour
and the robustness of our method we present the results for
the 1D Brio-Wu shock-tube test, the evolution of the OT
vortex problem, a 2D MHD blast wave (Ziegler 2004; Nu´n˜ez-
De La Rosa & Munz 2016a), the magnetic rotor problem
(Balsara & Spicer 1999b) and the cloud-shock interaction
problem (To´th 2000; Nu´n˜ez-De La Rosa & Munz 2016a).
Lastly, we show some advantages of using higher-order
schemes by comparing the effects of numerical dissipation
for the second- and fourth-order schemes for a CPAW test,
the 2D MHD vortex problem and the blast wave problem in
section 7.3.
In all the tests, as expected, the solenoidality of the
magnetic field remains conserved to machine precision.
7.1 Accuracy
In order to estimate the accuracy of the proposed numerical
scheme, the error is computed using the L1 discrete norm as
follows (Mignone et al. 2010):
δU =
∑
i, j,k |Uti, j,k − U
re f
i, j,k
|
NxNyNz
, (74)
where δU is the error vector for all the eight MHD variables,
Ut is the solution at time t and Ure f is a reference solution.
Nx , Ny and Nz are the number of grid points along the x, y
and z-directions, respectively. For 2D tests we keep Nz = 1.
The mean error is then computed as follows:
δUmean =
∑8
i=1 δU(i)
8
, (75)
with i the index of one of the eight variables
(ρ, ρvx, ρvy, ρvz, e, Bx, By, Bz ). After computing the er-
rors δUmean for several resolutions r1, r2, ..., rN , we obtain
the experimental order of convergence (EOC) using the
formula,
EOCi(U) = | log (δUmean(r = ri)) − log (δUmean(r = ri−1)) || log(ri) − log(ri−1)|
,
(76)
for i ∈ {2, ..., N}. Since we use fourth-order accurate fluxes
and a fourth-order time integration, the expected conver-
gence order is 4.
7.1.1 2D Circularly Polarised Alfve´n Wave Test
These waves are exact smooth solutions of the MHD equa-
tions and therefore they are being used widely to verify the
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Table 2. Convergence of errors and EOC for the 2D MHD vortex problem, computed from the average of the
L1 discrete norms in all the eight variables. Here spatial averages for all the quantities are compared after one
complete period at t = 20.
resolution 322 642 1282 2562 5122 10242
L1
δUmean 9.917 10−3 2.349 10−3 1.683 10−4 6.662 10−6 2.640 10−7 1.315 10−8
EOC - 2.07 3.80 4.65 4.65 4.32
Table 3. Convergence of errors and EOC for the 3D MHD vortex problem, computed from the average of the
L1 discrete norms in all the eight variables. Here spatial averages for all the quantities are compared after one
complete period at t = 10.
resolution 323 643 1283 2563 5123
L1
δUmean 4.211 10−4 4.271 10−5 1.912 10−6 7.719 10−8 4.119 10−9
EOC - 3.30 4.48 4.63 4.22
Table 4. Convergence of errors and EOC for the OT vortex problem, computed from the average of the L1
discrete norms in all the eight variables. Here point values for all the quantities are compared at t = 0.1 with the
reference solution computed at resolution 32322.
resolution 322 962 2882 5442 8002 10562
L1
δUmean 1.569 10−2 4.000 10−4 5.087 10−5 3.862 10−6 2.552 10−7 1.537 10−8
EOC - 3.340 4.03 4.38 4.27 4.23
accuracy of a numerical scheme (Balsara & Spicer 1999b;
To´th 2000; Stone et al. 2008; Li 2010; Mignone et al. 2010;
Nu´n˜ez-De La Rosa & Munz 2016a). In this test the compu-
tational domain is [0, 1] × [0, 1], the ratio of specific heats is
γ = 5/3 and the initial conditions given by Ziegler (2004):
©­­­­­­­­­­­«
ρ
vx
vy
vz
p
Bx
By
Bz
ª®®®®®®®®®®®¬
=
©­­­­­­­­­­­­­­«
1
− A√
2
sin (2pi(x + y))
A√
2
sin (2pi(x + y))
A cos (2pi(x + y))
0.1
B0√
2
+ A√
2
sin (2pi(x + y))
B0√
2
− A√
2
sin (2pi(x + y))
−A cos (2pi(x + y))
ª®®®®®®®®®®®®®®¬
, (77)
where we take the wave amplitude A = 0.9 and the mean-
magnetic field along the x = y diagonal B0 =
√
2. The bound-
aries are periodic. Under these circumstances, the wave
propagates along the diagonal x = y at the Alfve´n speed
associated with the mean-magnetic field: cA =
√
B20
ρ =
√
2.
For the convergence testing, the solution after one com-
plete period i.e. at time t = 0.5 is compared to the ini-
tial fields, taken as the reference. The test was launched
on 322, 642, 1282, 2562, 5122 and 10242 grids. The results are
shown in table 1 which shows the fourth-order convergence.
7.1.2 2D MHD Vortex Problem
The initial conditions of this problem, proposed in Balsara
(2004), lead to a magnetised vortex structure propagating
along the main diagonal of the computational domain. This
structure is a time stationary solution of the nonlinear MHD
equations and can be initialised by the following initial con-
ditions (Balsara 2004; Nu´n˜ez-De La Rosa & Munz 2016a):
©­­­­­­­­­­­«
ρ
vx
vy
vz
p
Bx
By
Bz
ª®®®®®®®®®®®¬
=
©­­­­­­­­­­­­­­«
1
1 − yκ2pi exp( 1−r
2
2 )
1 + xκ2pi exp( 1−r
2
2 )
0
1 + κ
2(1−r2)−µ2
8pi2 exp(1 − r2)−yµ
2pi exp( 1−r
2
2 )
xµ
2pi exp( 1−r
2
2 )
0
ª®®®®®®®®®®®®®®¬
, (78)
with the radius r =
√
x2 + y2 and κ and µ two parameters we
both set to 5 as in Li (2010). The boundary conditions are
periodic. As mentioned in Li (2010), the effects of having a
finite domain should be small enough if one wants to observe
the proper order of convergence. We hence choose a large
domain, [−10, 10] × [−10, 10]. The ratio of specific heats is
chosen to be γ = 5/3. The vortex propagates at unitary
speeds along the x- and y-directions, which means that the
period of motion is T = 20. Table 2 shows the convergence of
errors when comparing the solution at t = T with the initial
fields and confirms a fourth-order convergence.
7.1.3 3D MHD Vortex Problem
The initial conditions for the 3D MHD vortex were first sug-
gested in Mignone et al. (2010) and are as follows:
©­­­­­­­­­­­«
ρ
vx
vy
vz
p
Bx
By
Bz
ª®®®®®®®®®®®¬
=
©­­­­­­­­­­­­­­­­«
1
1 − yκ exp
[
q(1 − r2)
]
1 + xκ exp
[
q(1 − r2)
]
2
1 + 14q
[
µ2
(
1 − 2q(r2 − z2)) − κ2ρ] exp [2q(1 − r2)]
−yµ exp
[
q(1 − r2)
]
xµ exp
[
q(1 − r2)
]
0
ª®®®®®®®®®®®®®®®®¬
,
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Figure 7. 1D Brio-Wu test: the density (left) and the total pressure (right) at time t = 0.1 at resolution 500 employing global smoothness
indicators (solid blue line) and individual smoothness indicators (solid red line). Reference solutions (dashed black line) are obtained at
resolution 10000.
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Figure 8. 1D Brio-Wu test: the x-component of the velocity vx (left) and the y-component of the velocity vy (right) at time t = 0.1 at
resolution 500 employing global smoothness indicators (solid blue line) and individual smoothness indicators (solid red line). Reference
solutions (dashed black line) are obtained at resolution 10000.
(79)
with r being the radius of a sphere, i.e., r =
√
x2 + y2 + z2.
The parameters are set to κ = µ = 1/(2pi) and q = 1. The
computational domain is here [−5, 5]×[−5, 5]×[−5, 5], γ = 5/3
and CCFL = 1.55. Table 3 shows the convergence of errors
by comparing the solution after one period, at t = 10, with
the initial fields. A fourth-order convergence is also observed
here.
7.1.4 Orszag-Tang Vortex Problem
The Orszag-Tang (OT) vortex problem, first described in
Orszag & Tang (1979) in the framework of incompressible
MHD equations, has become a standard test to check the
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Figure 9. Orszag-Tang vortex problem: color-coded contour plots of the density (left), the total pressure (right) at time t = 0.5 for a
resolution 6002 are shown.
Figure 10. Blast wave problem: color-coded contour plots of density profiles at times t = 0.1 (left) and t = 0.5 (right) at resolution 6002.
robustness of a numerical scheme employed to solve com-
pressible MHD equations. This is because, in this test, the
smooth initial conditions lead to the formation of multiple
shock structures which end up developing turbulent dynam-
ics. This problem has been described and solved in several
papers, including (To´th 2000; Ziegler 2004; Del Zanna et al.
2007; Stone et al. 2008; Li 2010; Mignone et al. 2010; Nu´n˜ez-
De La Rosa & Munz 2016a). The initial conditions for this
test are given by:
©­­­­­­­­­­­«
ρ
vx
vy
vz
p
Bx
By
Bz
ª®®®®®®®®®®®¬
=
©­­­­­­­­­­­«
γ2
− sin(2piy)
sin(2pix)
0
γ
− sin(2piy)
sin(4pix)
0
ª®®®®®®®®®®®¬
. (80)
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Figure 11. Blast wave problem: color-coded contour plots of the total pressure profiles at times t = 0.1 (left) and t = 0.5 (right) at
resolution 6002.
Figure 12. The magnetic rotor problem: color-coded contour plots of the density (left), the total pressure (right) at time t = 0.15 at
resolution 6002 are shown.
Periodic boundary conditions are used for the computa-
tional domain [0, 1] × [0, 1] and the ratio of specific heats is
γ = 5/3. As mentioned above, MHD shocks develop quite
soon in this test (shown in the next subsection), hence,
in order to employ this test for the study of convergence,
we choose an instant of time t = 0.1 where the solution is
still smooth. The simulations are launched at resolutions
322, 962, 2882, 5442, 8002, 10562 and 32322. The CFL number
in this test is chosen to be 1.85. For each resolution, 322
point values are extracted, corresponding to the values of
the fields at the cell centres for the lowest resolution, that is
(x = 0.5+i32 , y =
0.5+j
32 )(i, j)∈{1,32}. These point values are com-
puted by using relation (29), in order to obtain fourth-order
point values at the cell centres from the cell averages. The
322 points from the solution launched with resolution 32322
serve as a reference, which are compared to the 322 extrac-
ted points from the lower resolutions using relation (74), but
with point values instead of cell averages. Therefore, for this
test Nx = Ny = 32 and Nz = 1 remain fixed in Eq. (74)
when computing the error at different resolutions. The res-
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Figure 13. The magnetic rotor problem: color-coded contour plots of the Mach number (left), the magnetic field magnitude (right) at
time t = 0.15 at resolution 6002 are shown.
ults are shown in table 4 which demonstrates fourth-order
convergence here as well.
7.2 Shock-Capturing Nature and Robustness
In order to show the shock capturing nature and robustness
of our numerical method, we present five numerical tests:
the 1D Brio-Wu shock-tube test, the Orszag-Tang vortex,
an MHD Blast Wave, the magnetic rotor problem and the
cloud-shock interaction problem. These tests are very de-
manding and show the ability of the proposed scheme at
handling strong and various kinds of MHD shocks.
7.2.1 1D Brio-Wu Shock-Tube
The Brio-Wu shock-tube problem (Brio & Wu 1988) is
an MHD extension of Sod’s shock-tube problem in hydro-
dynamics (Sod 1978). This test is usually performed to
quantify the ability of a numerical scheme in characterising
both continuous and discontinuous flow features. The initial
conditions for this test are as follows:
©­­­­­­­­­­­«
ρ
vx
vy
vz
p
Bx
By
Bz
ª®®®®®®®®®®®¬x≤0.5
=
©­­­­­­­­­­­«
1
0
0
0
1
0.75
1
0
ª®®®®®®®®®®®¬
,
©­­­­­­­­­­­«
ρ
vx
vy
vz
p
Bx
By
Bz
ª®®®®®®®®®®®¬x>0.5
=
©­­­­­­­­­­­«
0.125
0
0
0
0.1
0.75
−1
0
ª®®®®®®®®®®®¬
. (81)
Transmissive boundary conditions are used for the computa-
tional domain [0, 1] and the ratio of specific heats is γ = 5/3.
In figures 7-8, we show spatial profiles of the density (ρ), the
total pressure (p), x- and y-components of the velocities (vx ,
vy) at the instant of time t = 0.1 at resolution 500. These
results are compared with the reference solutions at resolu-
tion 10000. We note here that these results are comparable
to the ones in Nu´n˜ez-De La Rosa & Munz (2016a), how-
ever, significant oscillations around the discontinuities can
be observed if one employs individual smoothness indicat-
ors (compare the blue and red curves in figures 7-8).
7.2.2 Orszag-Tang Vortex
The OT vortex problem and the initial conditions are
already discussed in section 7.1.4. Figure 9 shows contour
plots of the density and the total pressure at time t = 0.5.
Here we have chosen to show the total pressure, instead of
the magnetic pressure as in Nu´n˜ez-De La Rosa & Munz
(2016a), because the latter is contained in the total pres-
sure. We also note here that these solutions are obtained by
using only 1D-CWENO4 reconstruction, that is, no cells are
reconstructed at lower order to have a physical solution (see
section 5). This figure is directly comparable to (Stone et al.
2008; Nu´n˜ez-De La Rosa & Munz 2016a), amongst others.
7.2.3 Blast Wave
The blast wave problem is solved to show the ability of a nu-
merical scheme at handling the propagation and formation
of strong MHD shock waves. Similar tests are described, e.g.
in (Londrillo & Del Zanna 2000; Stone et al. 2008; Nu´n˜ez-De
La Rosa & Munz 2016a). We choose the same initial con-
ditions as in Nu´n˜ez-De La Rosa & Munz (2016a), that is a
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Figure 14. The cloud-shock interaction problem: color-coded contour plots of the density (top), the total pressure (bottom) at time
t = 0.1 at resolution 800 × 400 are shown.
fluid at rest:
©­­­­­­­­­«
ρ
vx
vy
vz
Bx
By
Bz
ª®®®®®®®®®¬
=
©­­­­­­­­­«
1
0
0
0
1/√2
1/√2
0
ª®®®®®®®®®¬
, (82)
for which a large overpressure is present in a cylindrical re-
gion: p = 10 for r =
√
(x − 0.5)2 + (y − 0.5)2 < r0 = 0.1 and
p = 0.1 otherwise.
Periodic boundary conditions are used for the compu-
tational domain [0, 1]× [0, 1] and the ratio of specific heats is
γ = 5/3. Figures 10-11 show color-coded contour plots of the
density and the total pressure at the instants t = 0.1, 0.5 at
resolution 6002. For this test, even though the a-priori fall-
back approach is not required to obtain a physical solution
at all times, at the very beginning, for t < 0.009, a minimal
amount of cells (of the order of 0.001–0.03% of the total num-
ber of cells per time-step) is reconstructed at lower-order,
and around 0.0001–0.01% of the area-to-point transforma-
tions are switched off by the a-posteriori fallback approach
(see section 5.2).
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Figure 15. The 2D CPAW test: 1D plots of the y-component of the velocity vy along the diagonal at time t = 50 (100 periods) at
resolutions 642 (left) and 1282 (right). Here, red lines represent the results from the fourth-order scheme, blue lines denote the second-order
scheme and black line-points represent the reference solution.
Figure 16. 2D MHD vortex problem: color-coded contour plots of the magnetic energy after 10 periods for a domain size of 10×10 from
the second-order scheme (left) and the fourth-order scheme (right) at resolution 1282.
7.2.4 Magnetic Rotor Problem
The magnetic rotor problem was suggested for the first time
by Balsara & Spicer (1999b) which has later been stud-
ied by several others, including (To´th 2000; Ziegler 2004;
Stone et al. 2008; Nu´n˜ez-De La Rosa & Munz 2016a). This
problem can be initialised as follows: in the centre, for
r =
√
x2 + y2 < r0 = 0.1, a dense fluid rotates with a con-
stant angular velocity ω = 20. It is embedded in an ambient
medium at rest for r > r1 = 0.115. The ratio of specific heats
is γ = 7/5. In order to reduce initial transients, a linear taper
is applied for r between r0 and r1, where the density and the
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Figure 17. 2D MHD vortex problem: time evolution of the nor-
malised magnetic energy up to t = 100 (ten periods for a domain
size of 10×10) at resolution 1282, where the red-line represents the
fourth-order scheme and the blue-line stands for the second-order
scheme. The magnetic energy is about 99.8% of its initial value
for the fourth-order scheme.
velocity norm decrease linearly with r:
©­­­­­«
ρ
vx
vy
vz
p
ª®®®®®¬r≤r0
=
©­­­­­«
10
−ωy
ωx
0
1
ª®®®®®¬
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©­­­­­«
ρ
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0
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1
ª®®®®®¬
,
(83)
with f = r1−rr1−r0 . The magnetic field is everywhere:
©­«
Bx
By
Bz
ª®¬ =
©­­«
5√
4pi
0
0
ª®®¬ . (84)
Figure 12 shows contour plots of the density and the total
pressure at time t = 0.15. Figure 13 contains contour plots
of the Mach number and the magnetic field magnitude at
time t = 0.15. These solutions are also obtained without the
use of fallback approach (see section 5). These figures are
directly comparable to Stone et al. (2008), amongst others.
7.2.5 Cloud-Shock Interaction Problem
In this problem, we study the interaction between a shock-
wave and a high-density cloud. The computational domain
is [0, 2]×[0, 1] with transmissive boundary conditions and the
ratio of specific heats is γ = 5/3. The initial conditions for
this test are the same as in (To´th 2000; Nu´n˜ez-De La Rosa
& Munz 2016a):
©­­­­­­­­­­­«
ρ
vx
vy
vz
p
Bx
By
Bz
ª®®®®®®®®®®®¬x≤1.2
=
©­­­­­­­­­­­«
3.86859
0
0
0
167.345
0
2.1826182
−2.1826182
ª®®®®®®®®®®®¬
,
©­­­­­­­­­­­«
ρ
vx
vy
vz
p
Bx
By
Bz
ª®®®®®®®®®®®¬x>1.2
=
©­­­­­­­­­­­«
1.0
−11.2536
0
0
1.0
0
0.56418958
0.56418958
ª®®®®®®®®®®®¬
.
(85)
The density cloud, with density ρ = 10 and radius r = 0.15,
is centered at (1.6, 0.5) and considered to be in pressure equi-
librium with the surrounding medium with p = 1.0. Because
of the strong gradients present in this problem, a lower
CFL number, CCFL = 1.75 is used. The a-priori fallback
approach (see section 5.3) is also used with the threshold
η = 3.6. Less than 0.12% of the reconstructions occur at
lower order. The fraction of lower-order volume-to-area re-
constructions, averaged on the whole simulation time, is
as follows: 0.074% of a-priori second-order reconstruction,
5.10−5% of a-posteriori second-order reconstruction, 0.042%
of a-posteriori first-order reconstruction and 0.004% of the
area-average-to-point value transformations were switched
off (see section 5.2.2). Figure 14 contains color-coded contour
plots of the density (top) and the total pressure (bottom)
at time t = 0.1 at resolution 800 × 400. The results are dir-
ectly comparable to Nu´n˜ez-De La Rosa & Munz (2016a).
As can be observed in this figure, weak deviations from
symmetry can naturally arise in situations with strong dis-
continuities due to higher-order numerics (cf. Figure 14 in
Nu´n˜ez-De La Rosa & Munz (2016a)). We note here that
these asymmetric fluctuations can nevertheless be strongly
reduced by additional numerical diffusion, e.g., by lowering
the threshold η. Moreover, we have also observed that at the
limit η −→ 0, where only the TVD reconstruction is used,
the results are as symmetric as the other tests presented in
this paper.
7.3 Numerical Dissipation
In this section, we demonstrate the advantage of using
higher-order schemes by comparing the effect of numer-
ical dissipation for schemes of different orders of accuracy.
Namely, the fourth-order scheme described in this paper is
compared with a second-order scheme, which is the scheme
that would be obtained if one would forcefully set the recon-
struction order map everywhere to the value 0 (see section
5.3). That is: the reconstruction procedure makes use of the
TVD slope limiter, area↔point values transformations are
deactivated, discontinuity propagation terms are removed,
and a simple averaging of the four surrounding faces is taken
for the edge-averaged electric field. Note that the magnetic
cell interpolation (section 4.2) and the time integration (sec-
tion 6) still remain the same as the ones in the fourth-order
scheme.
7.3.1 2D CPAW Test
A 2D CPAW test is already discussed in the section 7.1.1.
Here we choose the amplitude A = 7 × 10−4. In figure 15 we
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Figure 18. MHD blast wave problem: 1D cut of the density profiles along the diagonal of the computational domain at time t = 0.1
where the left subplot covers the full domain along the diagonal, and the right subplot is zoomed in the range [0,0.7]. The red and
blue lines stand for the fourth and second-order schemes, respectively, obtained at resolution 1282. The black-line denotes the reference
solution obtained from the second-order scheme at resolution 12802.
show the 1D cut of the vy profiles along the diagonal at res-
olutions 642 and 1282 after 100 periods, at time t = 50, where
the red line represents the results from our fourth-order
scheme, the blue line stands for the second-order scheme and
the black line-points represents the initial conditions, taken
as the reference solution. The solutions from our fourth-
order scheme are very close to the reference solution ex-
hibiting almost negligible numerical dissipation; however, a
high dissipation in the second-order scheme is evident.
7.3.2 MHD Vortex
The MHD vortex problem is already discussed in the section
7.1.2. Here the resolution is chosen to be 1282 and a smaller
domain, [−5, 5] × [−5, 5], is taken. In figure 16 we show the
color-coded contour plots of the magnetic energy after 10
periods (t = 100) from the second-order scheme (left) and
fourth-order scheme (right). The fourth-order scheme seems
to preserve the shape and strength of the vortex, whereas it
gets deformed and weakens due to higher numerical dissipa-
tion in the second-order scheme. The numerical dissipation
in the second-order scheme becomes more evident when we
look at the temporal-evolution of the normalised magnetic
energy as shown in figure 17.
7.3.3 MHD Blast Wave
This problem is also already discussed in the section 7.2.3.
In figure 18, we show the 1D cut of the density profiles along
the diagonal of the computational domain at time t = 0.1.
The red and blue lines stand for the fourth and second-
order schemes, respectively, obtained at resolution 1282. The
black-line denotes the reference solution obtained from the
second-order scheme at resolution 12802. Here the left sub-
plot covers the full domain along the diagonal, and the right
subplot is zoomed in the range [0,0.7]. They depict that
our fourth-order scheme is closer to the reference solution
already at lower resolutions.
8 CONCLUSION
We have proposed in this paper a relatively simple fourth-
order accurate finite volume CWENO scheme to study astro-
physical MHD problems. This scheme uses area averages↔
point values transformations in order to maintain the accur-
acy of the scheme, allowing hence a time-efficient dimension-
by-dimension approach where only one point-value is com-
puted for each face. The fourth-order accuracy, shock cap-
turing nature as well as the conservation of magnetic field
solenoidality have been confirmed through various multi-
dimensional complex MHD problems. The extension of
this method to even higher-order schemes should be relat-
ively straightforward, using higher-order 1D non-oscillatory
reconstructions, higher-order area averages↔point values
transformations and a higher-order time integrator.
ACKNOWLEDGMENTS
PSV would like to acknowledge the support from CNRS
and Aix-Marseille University, France in preparing this ma-
nuscript. JMT also gratefully acknowledges support by the
Berlin International Graduate School in Model and Simula-
tion based Research (BIMoS).
MNRAS in press, 1–23 (2018)
23
References
Anderson M., Hirschmann E. W., Liebling S. L., Neilsen D., 2006,
Classical and Quantum Gravity, 23, 6503
Balba´s J., Tadmor E., 2006, SIAM Journal on Scientific Comput-
ing, 28, 533
Balsara D. S., 2001, Journal of Computational Physics, 174, 614
Balsara D. S., 2004, The Astrophysical Journal Supplement
Series, 151, 149
Balsara D. S., Kim J., 2004, The Astrophysical Journal, 602, 1079
Balsara D. S., Spicer D., 1999a, Journal of Computational Phys-
ics, 148, 133
Balsara D. S., Spicer D., 1999b, Journal of Computational Phys-
ics, 149, 270
Beckwith K., Stone J. M., 2011, The Astrophysical Journal Sup-
plement Series, 193, 6
Berger M. J., Colella P., 1989, Journal of Computational Physics,
82, 64
Berger M. J., Oliger J., 1984, Journal of Computational Physics,
53, 484
Brackbill J. U., Barnes D. C., 1980, Journal of Computational
Physics, 35, 426
Brio M., Wu C. C., 1988, Journal of Computational Physics, 75,
400
Buchmu¨ller P., Helzel C., 2014, Journal of Scientific Computing,
61, 343
Buchmu¨ller P., Dreher J., Helzel C., 2016, Applied Mathematics
and Computation, 272, 460
Capdeville G., 2008, Journal of Computational Physics, 227, 2977
Colella P., Woodward P. R., 1984, Journal of Computational
Physics, 54, 174
Cravero I., Semplice M., 2016, Journal of Scientific Computing,
67, 1219
Dai W., Woodward P. R., 1998, Journal of Computational Phys-
ics, 142, 331
Dedner A., Kemm F., Kro¨ner D., Munz C.-D., Schnitzer T.,
Wesenberg M., 2002, Journal of Computational Physics, 175,
645
Del Zanna L., Zanotti O., Bucciantini N., Londrillo P., 2007, As-
tronomy and Astrophysics, 473, 11
Dumbser M., Zanotti O., Hidalgo A., Balsara D. S., 2013, Journal
of Computational Physics, 248, 257
Evans C., Hawley J., 1988, Astrophysical Journal, 332, 659
Friedrichs K. O., Lax P. D., 1971, Proceedings of the National
Academy of Sciences, 68, 1686
Gardiner T. A., Stone J. M., 2005, Journal of Computational
Physics, 205, 509
Gardiner T. A., Stone J. M., 2008, Journal of Computational
Physics, 227, 4123
Gerolymos G., Se´ne´chal D., Vallet I., 2009, Journal of Computa-
tional Physics, 228, 8481
Godunov S. K., 1959, Matematicheskii Sbornik, 89, 271
Grauer R., Marliani C., Germaschewski K., 1998, Physical Review
Letters, 80, 4177
Harten A., Engquist B., Osher S., Chakravarthy S. R., 1987,
Journal of Computational Physics, 71, 231
Helzel C., Rossmanith J. A., Taetz B., 2011, Journal of Compu-
tational Physics, 230, 3803
Hu G., 2013, Journal of Computational Physics, 252, 591
Hu C., Shu C.-W., 1999, Journal of Computational Physics, 150,
97
Huang C.-S., Arbogast T., Hung C.-H., 2014, Journal of Compu-
tational Physics, 262, 291
Janhunen P., 2000, Journal of Computational Physics, 160, 649
Jiang G.-S., Shu C.-W., 1996, Journal of Computational Physics,
126, 202
Jiang G.-S., Tadmor E., 1998, SIAM Journal on Scientific Com-
puting, 19, 1892
Ketcheson D. I., 2008, SIAM Journal on Scientific Computing,
30, 2113
Kurganov A., Levy D., 2000, SIAM Journal on Scientific Com-
puting, 22, 1461
Kurganov A., Levy D., 2002, Mathematical Modelling and Nu-
merical Analysis, 36, 397
Kurganov A., Petrova G., 2001, Numerische Mathematik, 88, 683
Kurganov A., Tadmor E., 2000, Journal of Computational Phys-
ics, 160, 241
Kurganov A., Tadmor E., 2002, Numerical Methods for Partial
Differential Equations, 18, 584
Kurganov A., Noelle S., Petrova G., 2001, SIAM Journal on Sci-
entific Computing, 23, 707
Lahooti M., Pishevar A., 2012, Applied Mathematics and Com-
putation, 218, 10258
Levy D., Puppo G., Russo G., 1999a, Mathematical Modelling
and Numerical Analysis, 33, 547
Levy D., Puppo G., Russo G., 1999b, Mathematical Modelling
and Numerical Analysis, 33, 547
Levy D., Puppo G., Russo G., 2000a, SIAM Journal on Scientific
Computing, 22, 656
Levy D., Puppo G., Russo G., 2000b, Applied Numerical Math-
ematics, 33, 407
Levy D., Puppo G., Russo G., 2000c, Applied Numerical Math-
ematics, 33, 415
Levy D., Puppo G., Russo G., 2002, SIAM Journal on Scientific
Computing, 24, 480
Li S., 2010, Journal of Computational Physics, 229, 7893
Liu X.-D., Osher S., Chan T., 1994, Journal of Computational
Physics, 115, 200
Londrillo P., Del Zanna L., 2000, Astrophysical Journal, 530, 508
Londrillo P., Del Zanna L., 2004, Journal of Computational Phys-
ics, 195, 17
McCorquodale P., Colella P., 2011, Communications in Applied
Mathematics and Computational Science, 6, 1
Mignone A., Bodo G., Massaglia S., Matsakos T., Tesileanu O.,
Zanni C., Ferrari A., 2007, The Astrophysical Journal Sup-
plement Series, 170, 228
Mignone A., Tzeferacos P., Bodo G., 2010, Journal of Computa-
tional Physics, 229, 5896
Nessyahu H., Tadmor E., 1990, Journal of Computational Phys-
ics, 87, 408
Nu´n˜ez-De La Rosa J., Munz C.-D., 2016a, Monthly Notices of the
Royal Astronomical Society, 455, 3458
Nu´n˜ez-De La Rosa J., Munz C.-D., 2016b, Monthly Notices of
the Royal Astronomical Society, 460, 535
Orszag S. A., Tang C.-M., 1979, Journal of Fluid Mechanics, 90,
129
Powell K., 1994, ICASE Rep 94-24
Powell K. G., 1997, Upwind and High-Resolution Schemes.
Springer, 570
Roe P. L., 1981, Journal of Computational Physics, 43, 357
Rosenberg D., Pouquet A., Mininni P., 2007, New Journal of
Physics, 9, 304
Rossmanith J. A., 2006, SIAM Journal on Scientific Computing,
28, 1766
Ryu D., Jones T. W., 1995, The Astrophysical Journal, 442, 228
Semplice M., Coco A., Russo G., 2016, Journal of Scientific Com-
puting, 66, 692
Shi J., Hu C., Shu C.-W., 2002, Journal of Computational Phys-
ics, 175, 108
Shu C.-W., 2009, SIAM review, 51, 82
Shu C.-W., Osher S., 1988, Journal of Computational Physics,
77, 439
Shu C.-W., Osher S., 1989, Journal of Computational Physics,
83, 32
Sod G. A., 1978, Journal of Computational Physics, 27, 1
Stone J. M., Norman M. L., 1992, The Astrophysical Journal
MNRAS in press, 1–23 (2018)
24 Verma et al.
Supplement Series, 80, 753
Stone J. M., Gardiner T. A., Teuben P., Hawley J. F., Simon J. B.,
2008, The Astrophysical Journal Supplement Series, 178, 137
Suresh A., Huynh H., 1997, Journal of Computational Physics,
136, 83
Tang H., Tang T., 2003, SIAM Journal on Numerical Analysis,
41, 487
Tchekhovskoy A., McKinney J. C., Narayan R., 2007, Monthly
Notices of the Royal Astronomical Society, 379, 469
Titarev V. A., Toro E. F., 2004, Journal of Computational Phys-
ics, 201, 238
Toro E. F., 2013, Riemann solvers and numerical methods for
fluid dynamics: a practical introduction. Springer Science &
Business Media
Toro E. F., Spruce M., Speares W., 1994, Shock waves, 4, 25
To´th G., 2000, Journal of Computational Physics, 161, 605
To´th G., van der Holst B., Daldorff L., 2014, in 8th International
Conference of Numerical Modeling of Space Plasma Flows
(ASTRONUM 2013). p. 273
Van Leer B., 1979, Journal of Computational Physics, 32, 101
Verma P. S., Mu¨ller W.-C., Journal of Scientific Computing, 73,
1-29
Woodward P. R., Colella P., 1984, Journal of Computational
Physics, 54, 115
Zachary A. L., Colella P., 1992, Journal of Computational Phys-
ics, 99, 341
Zachary A. L., Malagoli A., Colella P., 1994, SIAM Journal on
Scientific Computing, 15, 263
Zhang W., MacFadyen A. I., 2006, The Astrophysical Journal
Supplement Series, 164, 255
Ziegler U., 2004, Journal of Computational Physics, 196, 393
van der Holst B., Keppens R., 2007, Journal of Computational
Physics, 226, 925
This paper has been typeset from a TEX/LATEX file prepared by
the author.
MNRAS in press, 1–23 (2018)
