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Abstract
In this note we consider distinct distances determined by points in an integer lattice.
We first consider Erdo˝s’s lower bound for the square lattice, recast in the setup of the
so-called Elekes-Sharir framework [5, 8], and show that, without a major change, this
framework cannot lead to Erdo˝s’s conjectured lower bound. This shows that the upper
bound of Guth and Katz [8] for the related 3-dimensional line-intersection problem is
tight for this instance. The gap between this bound and the actual bound of Erdo˝s
arises from an application of the Cauchy-Schwarz inequality (which is an integral part
of the Elekes-Sharir framework). Our analysis relies on two number-theoretic results by
Ramanujan.
We also consider distinct distances in rectangular lattices of the form {(i, j) | 0 ≤
i ≤ n1−α, 0 ≤ j ≤ nα}, for some 0 < α < 1/2, and show that the number of distinct
distances in such a lattice is Θ(n). In a sense, our proof “bypasses” a deep conjecture
in number theory, posed by Cilleruelo and Granville [4]. A positive resolution of this
conjecture would also have implied our bound.
1 On the limitations of the Elekes-Sharir framework
Given a set P of n points in R2, let D(P) denote the number of distinct distances that
are determined by pairs of points from P. Let D(n) = min|P|=nD(P); that is, D(n) is
the minimum number of distinct distances that any set of n points in R2 must always
determine. In his celebrated 1946 paper [6], Erdo˝s derived the bound D(n) = O(n/
√
log n)
by considering a
√
n×√n integer lattice. Recently, after 65 years and a series of increasingly
larger lower bounds1, Guth and Katz [8] provided an almost matching lower bound D(n) =
Ω(n/ log n). For this, Guth and Katz simplified the Elekes-Sharir framework [5], developed
by Elekes, and slightly refined by Sharir, for tackling the distinct distances problem, to
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make it reduce this latter problem to a problem about line intersections in R3. To solve this
problem, Guth and Katz developed several novel techniques, relying on tools from algebraic
geometry and 19th century analytic geometry.
In this note, we examine the gap of Θ(
√
log n) between Erdo˝s’s upper bound and Guth
and Katz’s lower bound for the vertex set of the square lattice considered by Erdo˝s. While
it is conceivable that there exists a set of n points that spans Θ(n/ log n) distinct distances,
the common belief is that D(n) = Θ(n/
√
log n). We prove that, even if this common
belief is correct, the Elekes-Sharir framework cannot lead to the actual bound without a
major improvement of the technique (more specifically, without replacing the use of the
Cauchy-Schwarz inequality by some other technique).
We begin by recalling some of the basics of the Elekes-Sharir framework [5, 8]. Consider
a set P of n points in the plane and put x = D(P). The reduction revolves around the set
Q =
{
(a, p, b, q) ∈ P4 | |ap| = |bq| > 0} ;
The quadruples in Q are ordered, in the sense that (a, p, b, q), (b, p, a, q), (p, a, q, b), and
the other possible permutations are all considered as distinct elements of Q. Also, in a
quadruple (a, p, b, q) ∈ Q, the segments ap and bq are allowed to share vertices or even
coincide.
Basically, the reduction is just double counting |Q|, and we now present the lower bound.
We put x = D(P), and denote the set of (nonzero) distinct distances that are determined
by P × P as δ1, . . . , δx. Also, for 1 ≤ i ≤ x, we set
Ei =
{
(p, q) ∈ P2 | |pq| = δi
}
.
As before, we consider (p, q) and (q, p) as two distinct pairs in Ei. Notice that
∑x
i=1 |Ei| =
n2 − n since every ordered pair of distinct points of P ×P is contained in a unique set Ei.
By applying the Cauchy-Schwarz inequality, we have
|Q| =
x∑
i=1
|Ei|2 ≥ 1
x
(
x∑
i=1
|Ei|
)2
=
(n2 − n)2
x
. (1)
Guth and Katz [8] derive the upper bound |Q| = O(n3 log n) which, combined with the
above lower bound, immediately implies x = Ω(n/ log n). Deriving this upper bound is
considerably more complicated, and we do not discuss it here. We show that, for the vertex
set of the square lattice, Guth and Katz’s bound is tight; that is, |Q| = Θ(n3 log n).
We next recall the full details of Erdo˝s’s lower bound [6]. We take P = {(i, j) | 1 ≤
i, j ≤ √n}; that is, P is the vertex set of a √n×√n integer lattice, as depicted in Figure
1(a). We require the following theorem from number theory.
Theorem 1.1 (Landau-Ramanujan [1, 9]) The number of positive integers smaller than
n that are the sum of two squares is Θ(n/
√
log n).
Every distance determined by a pair from P×P is of the form
√
i2 + j2 where 0 ≤ i, j ≤ √n.
The cases where i = 0 or j = 0 contribute negligible amounts to D(P) and may thus be
ignored. Therefore, Theorem 1.1 implies that D(P) = Θ(n/√log n). This in turn implies
that, for this special set P, the value of the rightmost expression in (1) is Θ(n3√log n).
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(a) (b) (c)
Figure 1: (a) A
√
n × √n integer lattice. (b) An L-shaped configuration. (c) A non-square integer
lattice.
Notice that there is a gap of
√
log n between this bound and the upper bound |Q| =
O(n3 log n). To see where this gap comes from, we rely on another result by Ramanujan.
Recall the expression
∑x
i=1 |Ei|2 from (1) just before applying the Cauchy-Schwarz in-
equality. For a positive integer k, we set r(k) =
∣∣{(i, j) ∈ N2 | i2 + j2 = k}∣∣, and also
rˆ(k) =
∑k
i=1 r(i)
2. Consider a distance 1 ≤ δ ≤ √n/10, say, such that δ =
√
i2 + j2 for
some i, j ∈ N. Clearly, every point of P lies at distance δ from r(δ2) other points of P. This
implies that ∑
i:δi<
√
n/10
|Ei|2 = Ω(n2rˆ(n/100)).
Theorem 1.2 (Ramanujan [10]). rˆ(k) = Θ (k log k).
By combining Theorem 1.2 with the above reasoning, we obtain
x∑
i=1
|Ei|2 = Ω(n2rˆ(n/100)) = Ω(n3 log n).
Thus, by applying the Cauchy-Schwarz inequality, we lose a factor of
√
log n which
prevents the framework from implying the correct bound D(P) = Θ(n/√log n). Moreover,
since we obtain the lower bound of |Q| = Ω(n3 log n), Guth and Katz’s upper bound on the
number of line intersections is tight in this case.
Remarks. (i) The fact that the Cauchy-Schwarz inequality forms a gap in this case in-
dicates that the sizes of the sets Ei are highly non-uniform. Note that Ei = Θ(nr(δ
2
i )) (as
long as δi is not too close to
√
n). Since there are only x = Θ(n/
√
log n) such sets (by
Theorem 1.1), and since
∑x
i=1 |Ei| = Θ(n2), the average size of these sets is Θ(n
√
log n).
That is, the average value of the quantities r(δ2i ), for i = 1, . . . , x, is Θ(
√
log n), but the
average of their squares is
1
x
x∑
i=1
r(δ2i )
2 = Θ
(
(log n)3/2
)
(by Theorem 1.2). This indicates
that the values r(δ2i ) form a rather non-uniform sequence, for which the Cauchy-Schwarz
inequality is too weak.
(ii) One might also compare this with Erdo˝s’s lower bound construction for the repeated
distances problem [6], which relied on the property that for infinitely many values r(δ2i ) can
be as high as nc/ log logn (for some universal constant c).
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The case of an L-shaped configuration. We next consider a different configuration,
in which the Cauchy-Schwarz inequality yields a surprisingly large gap of Θ(n/
√
log n).
We set P1 = {(1, 0), (2, 0), . . . , (n, 0)}, a set of n evenly spaced points on the x-axis, and
similarly, define P2 = {(0, 1), (0, 2), . . . , (0, n)} on the y-axis. Figure 1(b) illustrates the
configuration P ′ = P1 ∪ P2. Every distance determined by P ′ is the square root of a sum
of two squares, where each such sum is between 0 and 2n2. Thus, Theorem 1.1 implies
D(P ′) = Θ(n2/√log n).
We define Q as before and repeat the analysis in (1), which implies the lower bound
|Q| = Ω(n4/D(P ′)) = Ω(n2√log n). However, the value of the expression from (1) before
applying the Cauchy-Schwarz inequality is Θ(n3). To see why, let di, for i = 1, . . . , n − 1,
denote the number of pairs in P ′2 that span a distance of i (not to be confused with δi).
For 1 ≤ i ≤ n/2, we have di = Θ(n) (most of these distances are realized in (P1×P1)∪
(P2 × P2)). Reconsidering the analysis in (1), we have
|Q| =
x∑
i=1
|Ei|2 >
n/2∑
i=1
d2i = Ω(n
3).
That is, if we perform the rest of the analysis as in the Elekes-Sharir framework, we only
obtain (at best) the weak lower bound D(P ′) = Ω(n). The reason for this discrepancy is
that the “trivial” distances 1, 2, . . . , n/2 generate Ω(n3) quadruples in Q, whereas the “real”
inter-line distances generate only a nearly quadratic number of quadruples. The discrepancy
would have been much lower if the analysis could have discarded the trivial distances, for
example, by considering the bipartite version of the problem, which only takes into account
the distinct distances in P1 × P2; see [11] for a study of this variant. The non-bipartite
situation is another instance in which the values |Ei| are (significantly more) non-uniformly
distributed.
2 Distinct distances in rectangular lattices
In the second part of this note we consider the number of distinct distances that are deter-
mined by an n1−α × nα integer lattice, for some 0 < α ≤ 1/2. We denote this number by
Dα(n).
The case α = 1/2 is the case of the square
√
n×√n lattice, which determines D1/2(n) =
Θ(n/
√
log n) distinct distances, as reviewed in Section 1. Surprisingly, we show here a
different estimate for α < 1/2.
Theorem 2.1 For α < 1/2 we have Dα(n) = Θ(n).
Proof. We consider the rectangular lattice
Rα(n) = {(i, j) | 0 ≤ i ≤ n1−α, 0 ≤ j ≤ nα},
and its sublattice,
R′α(n) = {(i, j) | 2nα ≤ i ≤ n1−α, 0 ≤ j ≤ nα};
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since α < 1/2, R′α(n) 6= ∅ for n ≥ n0(α), a suitable constant depending on α. We also
consider the functions
r(m) =
∣∣{(i, j) ∈ R′α(n) | i2 + j2 = m}∣∣,
d(m) =
∣∣{(i, j) ∈ R′α(n) | i2 − j2 = m}∣∣.
Observe that the smallest (resp., largest) value of m for which d(m) 6= 0 is 3n2α (resp.,
n2−2α).
We have the identities ∑
m
r(m) =
∑
m
d(m), (2)
∑
m
r2(m) =
∑
m
d2(m). (3)
The identity (2) is trivial. To see (3) we observe that the sum
∑
m r
2(m) counts the
number of ordered quadruples (i, j, i′, j′), for (i, j), (i′, j′) ∈ R′α(n), such that i2 + j2 =
i′2 + j′2. But this quantity also counts the number of those ordered quadruples (i, j, i′, j′),
for (i, j′), (i′, j) ∈ R′α(n), such that i2 − j′2 = i′2 − j2, which is the value of the sum∑
m d
2(m). Putting (2) and (3) together we have
∑
m
(
r(m)
2
)
=
∑
m
(
d(m)
2
)
. (4)
It is clear that Dα(n) ≤ |Rα(n)| = n + O(n1−α). In the rest of the proof we derive a
matching lower bound for Dα(n).
Writing Mk for the set of those m with r(m) = k, we have
∑
k k|Mk| = |R′α(n)|. On the
other hand,
Dα(n) ≥
∑
k≥1
|Mk|
=
∑
k≥1
k|Mk| −
∑
k≥1
(k − 1)|Mk|
= |R′α(n)| −
∑
k≥2
(k − 1)|Mk|.
Thus Dα(n) ≥ n − O(n2α) −
∑
k≥2(k − 1)|Mk|. Using the inequality k − 1 ≤
(k
2
)
and
(4), we have
∑
k≥2
(k − 1)|Mk| ≤
∑
k≥2
(
k
2
)
|Mk| =
∑
m
(
r(m)
2
)
=
∑
m
(
d(m)
2
)
.
Theorem 2.1 is therefore a trivial consequence of the following proposition.
Proposition 2.2 ∑
m
(
d(m)
2
)
= O
(
n2α log2 n
)
.
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Proof. We need the following easy lemma.
Lemma 2.3 If m can be written as the product of two integers in two different ways,
say m = m1m2 = m3m4, then there exists a quadruple of positive integers (s1, s2, s3, s4)
satisfying
m1 = s1s2, m2 = s3s4, m3 = s1s3, m4 = s2s4.
Proof. Since m1 divides m3m4, we have m1 = s1s2 for some s1 | m3 and some s2 | m4.
Putting s3 = m3/s1 and s4 = m4/s2, we have m2 = s3s4, m3 = s1s3, and m4 = s2s4.
We write ∑
m
(
d(m)
2
)
=
∑
1≤l≤n1−2α
∑
m∈Il
(
d(m)
2
)
,
where Il = [l
2n2α, (l+1)2n2α). We observe that the union of the intervals, namely [n2α, (1+
n1−2α)2n2α), covers all the possible m with d(m) 6= 0.
Now we estimate
∑
m∈Il
(d(m)
2
)
for a fixed l. Let a2− b2 = c2−d2 (a > c and b > d) be a
pair of distinct representations of some m, which is counted in the above sum
∑
m∈Il
(d(m)
2
)
.
Since m ∈ Il we have
l2n2α ≤ a2 − b2 < (l + 1)2n2α.
Thus,
l2n2α ≤ a2 < (l + 1)2n2α + b2 ≤ ((l + 1)2 + 1)n2α < (l + 2)2n2α.
The same inequality holds for c, so we have
lnα ≤ a, c < (l + 2)nα. (5)
Applying Lemma 2.3 to (a−c)(a+c) = (b−d)(b+d), we obtain a quadruple (s1, s2, s3, s4)
satisfying
s1s2 = a− c, s3s4 = a+ c,
s1s3 = b− d, s2s4 = b+ d.
Using (5) and 0 ≤ b, d ≤ nα we have the following inequalities:
1 ≤ s1s2, s1s3, s2s4 ≤ 2nα,
2lnα ≤s3s4 < (2l + 4)nα. (6)
It is clear from the above inequalities that si ≤ 2nα, for i = 1, . . . , 4. From s2s4 ≤
2nα, s1s3 ≤ 2nα, and 2lnα ≤ s3s4, we also deduce that
1 ≤ s2 ≤ s3
l
and 1 ≤ s1 ≤ s4
l
. (7)
Choose s3 between 1 and 2n
α. Then choose s4, according to (6), in the range [
2lnα
s3
, (2l+4)n
α
s3
).
Then choose s1 and s2, according to (7), in
s3
l · s4l ≤ (2l+4)n
α
l2
ways. The overall number of
quadruples (s1, s2, s3, s4) under consideration is thus at most
∑
1≤s3≤2nα
4nα
s3
· (2l + 4)n
α
l2
= O
(
n2α log n
l
)
.
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Finally we have
∑
m
(
d(m)
2
)
≤
∑
1≤l≤n1−2α
∑
m∈Il
(
d(m)
2
)
= O

 ∑
l≤n1−2α
n2α log n
l

 = O (n2α log2 n) .
Discussion. Theorem 2.1 is closely related to a special case of a fairly deep conjecture in
number theory, stated as Conjecture 13 in Cilleruelo and Granville [4]. This special case,
given in [4, Eq. (5.1)], asserts that, for any integer N , and any fixed β < 1/2,∣∣{(a, b) | a2 + b2 = N, |b| < Nβ}∣∣ ≤ Cβ,
where Cβ is a constant that depends on β (but not on N). A simple geometric argument
shows that this is true for β ≤ 1/4 but it is unknown for any 1/4 < β < 1/2. If that latter
conjecture were true, a somewhat weaker version of Theorem 2.1 would follow. Indeed, let
N be an integer that can be written as i2 + j2, for 12n
1−α ≤ i ≤ n1−α and j ≤ nα. Then
N = Θ(n2(1−α)), and j = O(Nβ), for β = α/(2(1 − α)) < 1/2.
Conjecture 13 of [4] would then imply that the number of pairs (i, j) as above is at most
the constant Cβ. In other words, each of the Θ(n) distances in the portion of Rα(n) with
i ≥ 12n1−α, interpreted as a distance from the origin (0, 0), can be attained at most Cβ
times. Hence Dα(n) = Θ(n), as asserted in Theorem 2.1.
The general form of conjecture 13 [4] asserts that the number of integer lattice points
on an arc of length Nβ on the circle a2 + b2 = N is bounded by some constant Cβ, for any
β < 1/2. Cilleruelo and Co´rdoba [3] have proved this for β < 1/4. See also Bourgain and
Rudnick [2] for some consequences of this conjecture.
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