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Resumo
O crescente consumo de energia e a poluição gerada para alimentarem a infraestrutura da
computação em nuvem, impulsionados pela proliferação de dispositivos com baixo poder
de processamento e a crescente necessidade de computação elástica, têm sido uma cons-
tante preocupação, refletida em numerosas abordagens no contexto da computação verde
para lidar com este problema. Além disso, percebemos que o principal padrão escolhido
para a conectividade dos data centers que operam em nuvem, Ethernet, tem apresentado
rápido aumento das taxas de transmissão, bem como a expectativa de continuidade deste.
Neste trabalho efetuamos estudos acerca dos impactos do aumento das taxas de transmis-
são no processo de escalonamento de máquinas virtuais, focando, em especial, no consumo
de energia, no makespan, nos tempos de execução de cargas de trabalho e no número de
migrações de máquinas virtuais em data centers que operam em nuvens, no contexto da
ciência de energia. Desenvolvemos, também, um modelo empírico para estimar o consumo
de energia em função da largura de banda para um conjunto de cenários. Expandimos
nossos estudos e apresentamos o BALA, um algoritmo de escalonamento de máquinas virtu-
ais ciente de energia e de largura de banda, com especial aproveitamento em data centers
com agrupamentos de servidores que apresentam heterogeneidade em largura de banda.
Finalmente, apresentamos o TEA, um algoritmo de escalonamento de máquinas virtuais
ciente de energia e de topologia de rede, que considera não somente os elementos de
borda, mas também o núcleo da rede, sendo um algoritmo escalável capaz de atuar em
uma diversidade de cenários, incluindo, mas não se limitando, a nuvens constituídas de
data centers geodistribuídos ou não, com topologias de rede arbitrárias, que admitem ou
não a migração de máquinas virtuais, homogêneos ou heterogêneos tanto em servidores
quanto no núcleo da rede, podendo suportar SLA com garantia de processamento para
máquinas virtuais e dar preferência às máquinas virtuais de prioridades elevadas. Para
atingir nossos objetivos, utilizamos em ambos algoritmos técnicas como o desligamento
de servidores ociosos, DVFS e a migração de máquinas virtuais. Em adição, no TEA,
também empregamos um conceito de maximização de eficiência em energia de rotas e o
desligamento de comutadores de pacotes ociosos. Resultados obtidos por simulação em
um extenso número de cenários mostram que este algoritmo, confrontado a diversos outros
algoritmos cientes de energia, apresenta os melhores resultados em economia de energia
em aproximadamente metade dos casos, e o melhor makespan na maior parte dos casos.
Os ganhos observados são notáveis em data centers geodistribuídos, heterogêneos e com
topologias constituídas por um número grande de comutadores de pacotes.
Abstract
The increasing energy consumption and the pollution generated to power the infrastruc-
ture of the cloud computing, driven by the proliferation of devices with low processing
power and the increasing need for elastic computing, have been a constant concern, re-
flected in numerous approaches in the context of green computing to deal with this prob-
lem. In addition, we realize that the connectivity leading choice for data centers that
operates in the cloud, Ethernet, has shown rapid increase in transmission rates, as well
as the expectation of continuity of this growth. In this work, we study the impacts of the
increase of transmission rates in the virtual machine scheduling process, focusing in par-
ticular on power consumption, makespan, workload execution times, and the number of
machine migrations in data centers that operate in clouds in the context of energy aware-
ness. We have also developed an empirical model to estimate energy consumption as a
function of bandwidth for a set of scenarios. We have expanded our studies and presented
the BALA, an energy-aware and bandwidth-aware scheduling algorithm, with special use
in data centers with server groups having heterogeneity in bandwidth. Finally, we present
the TEA, a virtual scheduling algorithm aware of energy and network topology, which con-
siders not only the edge elements, but also the network core, being a scalable algorithm
capable of acting in a diversity of scenarios, including, but not limited to, clouds made up
of geo-distributed or non geo-distributed data centers with arbitrary network topologies
that allow or disallow the migration of virtual machines, homogeneous or heterogeneous
servers and network core devices, and supporting SLA with guaranteed processing for
virtual machines and giving preference for high priority virtual machines. To achieve our
goals, we use in both algorithms techniques such as shutdown of idle servers, DVFS, and
migration of virtual machines. In addition, in TEA, we also employ a concept of maxi-
mizing energy efficiency in routes and shutting down idle switches. Results obtained by
simulation in an extensive number of scenarios show that this algorithm, compared to
several other energy-aware algorithms, presents the best results in energy savings in ap-
proximately half of the cases, and the best makespan in most cases. The observed gains
are notable in geo-distributed data centers, with topologies consisting of a large number
of switches, and in heterogeneity cases.
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Capítulo 1
Introdução
A computação em nuvem refere-se a um modelo de computação iniciado em 1999 por Fre-
drik Malmer (WebOS) [15] e que teve um rápido desenvolvimento a partir de 2010 [83], se
tornando uma importante área de pesquisa nos últimos anos. De fato, é possível observar
no Google Scholar centenas de milhares de trabalhos publicados sobre este modelo  com
um aumento de mais de 1.400% no número de artigos publicados desde 2009 [57]  que
permite acesso em rede ubíquo, conveniente e sob demanda para uma gama de recursos
computacionais configuráveis (ex: redes, servidores, armazenamento, aplicações e servi-
ços), que podem ser rapidamente aprovisionados e liberados com mínimo esforço admi-
nistrativo ou interação do provedor de serviços [84].
Este modelo possui cinco características essenciais  auto-serviço sob demanda, acesso
banda larga à rede, aprovisionamento dinâmico de recursos, elasticidade rápida e servi-
ços  e em nível de infraestrutura, plataforma, desenvolvimento e software [6]  pago
pelo uso. Alguns trabalhos vão além e propõem tudo como um serviço (XaaS) [92]. Para
tornar tais serviços possíveis, recursos virtualizados, em especial máquinas virtuais (VMs),
são frequentemente empregados em data centers computacionais [66]  conjuntos físicos
de servidores  máquinas físicas  interconectados por uma rede, disponíveis para rece-
berem máquinas virtuais e, consequentemente, cargas de trabalho. Uma máquina virtual
é uma instância virtual de uma máquina, acessível através de uma nuvem, hospedada em
um servidor determinado por um broker  um servidor responsável por lidar com eventos
como requisição de recursos, criação de máquina virtual, retorno de cargas de trabalho e
finalização de cargas de trabalho e máquinas virtuais. Um exemplo de tecnologia de bro-
ker é o nova-scheduler do OpenStack [95]. Uma máquina física pode hospedar múltiplas
máquinas virtuais a depender da quantidade de recursos que essa dispõe e da quantidade
de recursos esperados para as máquinas virtuais a serem alocadas.
Impulsionadas pelo surgimento de sucessivos dispositivos de baixo poder de proces-
samento, várias plataformas para computação em nuvem surgiram/expandiram, notavel-
mente em grandes corporações  Microsoft Azure [86], Google App Engine [44], Amazon
EC2 [3]  corroborando a identificação da nuvem como uma mega-tendência [47].
Mas esta grande expansão também trouxe algumas preocupações. Koomey [68] afir-
mou que, nos EUA, o consumo de energia dos servidores é da mesma magnitude do
consumo de energia de todas as televisões. De fato, Lefèvre [78] estimou que em 2009
todos os computadores do mundo usaram 10% da energia global consumida. Algumas
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organizações em prol do meio ambiente questionam a computação em nuvem. O Green-
peace [45] estima que em 2020 o número de computadores pessoais ultrapassará 4 bilhões
de dispositivos, e o número de dispositivos móveis duplicará, e para acompanhar o cresci-
mento do número destes dispositivos também devem ocorrer o crescimento de data centers
que operam em nuvens e, consequentemente, a energia necessária e poluição gerada para
alimentação destes. Tang et al. afirmam que o custo de energia para manter data centers
que operam em uma nuvem é vertiginosamente alto [115]. O Greenpeace estimou que
em 2020 o consumo de energia requerida para a computação em nuvem atinja a casa dos
1,96 trilhões de kWh, além de uma preocupante emissão de 1.430 toneladas de dióxido de
carbono por ano, conforme pode ser observado na Figura 1.1.
Figura 1.1: Estimativa de Consumo (Bilhões de kWh) e Emissões de MtCO2e na Com-
putação em Nuvem
As preocupações ambientais têm surtido resultados positivos na evolução da eficiência
em energia: se os níveis de eficiência em energia praticados em 2010 tivessem sido mantidos
em 2014, os data centers dos EUA consumiriam aproximadamente 40 bilhões de kWh a
mais. Mas ainda existe um longo caminho pela frente: estima-se que o crescimento do
consumo de energia dos próximos 5 anos sejam os mesmos dos últimos 5 anos [113]. Com
isto em mente, o papel da criação de infraestrutura para a computação em nuvem se
torna uma área cada vez mais importante na pesquisa [60], em especial com o número
de servidores empregados em data centers que operam em nuvem atingindo a marca de
milhões [33].
A utilização de aplicativos dinâmicos cientes de energia pode tratar a subutilização de
servidores bem como os crescentes custos de energia em um data center [29]. Entre as
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diversas abordagens empregadas para se reduzir o consumo de energia nas nuvens com-
putacionais está a adoção de algoritmos de escalonamento de máquinas virtuais cientes
de energia [80]. Estes algoritmos são executados pelos brokers de data centers e obje-
tivam determinar qual é o servidor que deverá hospedar uma dada máquina virtual, de
modo a minimizar o consumo de energia do data center. Considerando que máquinas
virtuais podem ser migradas entre máquinas físicas em uma rede intra-nuvem [24], tais
algoritmos  mais do que atuar somente na seleção de uma máquina física para hospedar
uma máquina virtual cuja instanciação está sendo solicitada  também possibilitam es-
colher uma melhor máquina física para uma máquina virtual que já está em execução, de
modo que brokers determinem a migração de máquinas virtuais de máquinas físicas menos
eficientes em energia para máquinas físicas mais eficientes, com possível posterior desliga-
mento dessas. Pode-se ressaltar que migrações normalmente impactam em uma pequena
degradação no desempenho de processamento das máquinas virtuais, no entanto, muitas
vezes imperceptível ao usuário.
Um ponto importante para se considerar em data centers que operam na computação
em nuvem é a interconexão da rede. A tecnologia mais comum para esta finalidade é a
Ethernet [112, 114] que, nas últimas três décadas, apresentou um aumento das taxas de
transmissão médio superior a 50% ao ano, evoluindo de 1 Mbps (802.3e) em 1987 [52]
para 100 Gbps em 2015 (802.3bm) [54], conforme ilustrado na Figura 1.2. Além disso, o
IEEE anunciou que existe demanda de taxa de transmissão de 10 Tbps para a Ethernet
em 2020 [53].
Figura 1.2: Evolução das Taxas de Transmissão da Tecnologia Ethernet
Nosso principal objetivo neste trabalho é propor um algoritmo de escalonamento de
máquinas virtuais, ciente de energia e de topologia de rede, para minimizar o consumo
de energia em data centers que operam em nuvem, contribuindo para os princípios da
computação verde. Constatamos em [73] que redes mais rápidas podem reduzir o consumo
de energia em nuvens cientes de energia. Taxas de transmissões maiores possibilitam a
migração de máquinas virtuais em menor tempo, possibilitando desligamento mais rápido
de servidores ociosos. Além disso, estas migrações mais rápidas também possibilitam a
redução do makespan  tempo total compreendido desde o momento em que as cargas
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de trabalho são recebidas pelo data center até o momento em que nos servidores são
concluídas  e dos tempos de execução de cargas. Observamos também, em [74], que a
perda de desempenho durante as migrações afeta menos o makespan do que o algoritmo
de escalonamento de máquinas virtuais utilizado.
A implantação e a manutenção de data centers grandes apresentam elevados custos
associados. Em virtude disso, frequentemente não são totalmente atualizados quando no-
vas tecnologias computacionais  incluindo de redes  são lançadas. Do ponto de vista
econômico, muitas vezes faz mais sentido atualizar partes do data center, o que acaba
por criar data centers com máquinas de configurações heterogêneas, impactando na sua
capacidade de processamento, RAM, largura de banda, etc. Consequentemente, isso pode
gerar uma heterogeneidade, além das máquinas físicas em si, até mesmo da rede. Pode-
mos observar essa heterogeneidade facilmente em nuvens que divulgam informações sobre
suas máquinas físicas. No Amazon EC2, por exemplo, é possível observar uma hetero-
geneidade com pelo menos 5 grupos de máquinas físicas [4]: um grupo constituído por
máquinas com processadores Xeon Platinum 8175, outro com Xeon E5-2686 v4, outro
com Xeon E5-2676 v3, outro com Xeon E5-2670 v2 e outro com Xeon E5-2670. Neste
exemplo, podemos observar a heterogeneidade: processadores diferentes, sockets (de pro-
cessadores) diferentes, placas-mãe diferentes, etc., enfim, agrupamentos de servidores com
configurações de hardware muito distintas. Além disso, a heterogeneidade das redes em
data centers é um tópico que levanta interesse científico [108].
Em adição aos estudos apresentados, propomos neste trabalho algoritmos para o esca-
lonamento ciente de energia de máquinas virtuais. Em um primeiro instante apresentamos
o Bandwidth-Aware Lago Allocator (BALA), um algoritmo ciente de energia e de largura
de banda. Este algoritmo é uma evolução de um predecessor, o Lago Allocator (LA), com
adição do recurso de ciência de largura de banda com o intuito de melhorar seu desempe-
nho no contexto de nuvens constituídas por data centers com heterogeneidade de largura
de bandas em servidores.
Posteriormente, ampliamos o escopo, olhando não só para os elementos de borda,
mas também para o núcleo da rede, considerando os estudos efetuados e os resultados
obtidos com o BALA. Desenvolvemos com as técnicas observadas um novo algoritmo de
escalonamento de máquinas virtuais  TEA ciente de energia e da topologia de rede que
integra os data centers de uma nuvem. Este algoritmo prioriza selecionar máquinas físicas
mais eficientes em energia, mas também considerar aspectos da rede para determinar qual
servidor deverá receber uma máquina virtual solicitada. Mais especificamente, o algoritmo
que propomos tem como princípios fundamentais:
• Flexibilidade de Nuvens → atuação sem restrição de tipos de nuvens. Pode operar
em nuvens privadas, públicas ou híbridas;
• Flexibilidade de Data Centers → atuação em nuvens constituídas tanto por um data
center único quanto por data centers geodistribuídos; onde considera-se a consti-
tuição de uma geodistribuição de nuvem(ns) como data centers distribuídos geo-
graficamente [103] e que compartilham recursos usando uma interface transparente
aos usuários [30]. Tal geodistribuição pode ser implementada em diversos softwa-
res para nuvens, por exemplo, usando o recurso de federação o OpenNebula [94].
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Apresentamos na Figura 1.3 o modelo de geodistribuição de nuvem utilizado neste
trabalho. Neste modelo, dc0 e dc1 representam data centers geograficamente dis-
tintos, interconectados pela internet, acessíveis pelos seus respectivos roteadores de
borda;
• Flexibilidade de Topologia de Rede→ atuação com ciência da topologia de rede, mas
não dependente dela. Em outras palavras, o mesmo algoritmo é capaz de atuar em
diversas topologias, como Single-Hop Star, Flat-Tree, Binary Tree, K-Ary Fat Tree,
topologias arbitrárias, etc; além de considerar larguras de banda arbitrárias para
quaisquer elementos de rede. Esta flexibilidade evita que o algoritmo se transforme
em legado, podendo ser facilmente adaptado para possíveis arquiteturas futuras para
data centers, como a vistas em [104];
• Maximização da Eficiência Energética da Rota → considerando a topologia, o algo-
ritmo visa selecionar rotas com maior eficiência em energia considerando o trajeto
fim-a-fim que as máquinas virtuais deverão percorrer  tanto para serem instancia-
das, quanto para serem migradas. Esta eficiência em energia é diretamente propor-
cional à largura de banda da rota e inversamente proporcional à soma das potências
dos comutadores de pacotes que compõem a rota;
• Determinação do Número de Conexões Simultâneas para Submissão e para Migração
de Máquinas Virtuais → sendo executado por um broker, o algoritmo tem conhe-
cimento do número de conexões que estão em andamento, seja para submeter uma
máquina virtual a ser instanciada, seja para migrar máquina virtual entre servidores.
O algoritmo permite que o administrador determine o número máximo de conexões
para cada um destes tipos de conexões. Números muito baixos tendem a aumentar o
makespan, enquanto números muito altos tendem a aumentar o consumo de energia,
por demandar muitos servidores ligados durante o tempo da transferência das má-
quinas virtuais. Bons números vão depender dos sistemas finais onde as máquinas
virtuais estão armazenadas e da largura de banda entre estes sistemas finais e os
servidores que as hospedarão;
• Pré-processamento de máquinas virtuais a serem submetidas → o algoritmo exe-
cutado pelo broker faz uma ordenação  priorização  prévia, baseado em uma
série de características, para definir a ordem das máquinas virtuais controladas pelo
broker a serem gerenciadas;
• Estimador de Tempo de Conclusão de Máquina Virtual → o algoritmo emprega,
opcionalmente, um estimador de tempo restante para a conclusão de uma máquina
virtual, baseado em dados históricos do comportamento do usuário que a utiliza,
para definir alguns aspectos, como por exemplo se ela deve ser migrada ou não. O
emprego dessa estimativa tem o propósito de evitar que a máquina virtual seja fina-
lizada durante a migração, evitando uso desnecessário da rede e potencial ligamento
desnecessário de máquinas físicas;
• Independência de Tipo de Data Center quanto à Configuração de Máquinas Físicas
→ o algoritmo pode ser executado tanto em data centers homogêneos  com todas
24
dc0 dc1
Figura 1.3: Modelo de Geodistribuição de Nuvens trabalhado nesta proposta
as máquinas com especificações idênticas  quanto heterogêneos  com agrupa-
mentos de máquinas com configurações distintas;
• Arbitrariedade do Tamanho de Data Centers → o algoritmo pode ser executado em
um data center de tamanho arbitrário, ou seja, tanto em data centers pequenos (ex:
aqueles que operam em névoa) quanto data centers grandes;
• Uso Racional de Data Centers Sem Penalização Severa de Tempos → uma forma
ótima de economizar energia em um data center que opera em nuvem seria usar
somente um servidor, o mais eficiente em energia, para hospedar todas as máquinas
virtuais ingressantes. No entanto, essa ação tornaria imensos o makespan e o tempo
para conclusão de cargas individuais  impraticável. O algoritmo deve ser capaz
de utilizar de forma otimizada todos os recursos que ele possui no data center de
modo a evitar penalizar  e se possível melhorar  os tempos;
• Qualidade de Serviço→ se uma máquina virtual de alta prioridade é solicitada, então
o algoritmo deve trabalhar para que esta seja atendida  ainda que isso signifique
um maior consumo de energia  além de tentar reduzir o tempo de processamento
desta;
• Gerenciamento Distribuído de Energia → o algoritmo emprega o desligamento de
máquinas físicas e partes da rede desnecessárias;
• Escalonamento Dinâmico de Tensão e Frequência (DVFS) → os servidores podem
utilizar tecnologias para ajustar sua tensão e frequência  e consequentemente o
consumo de energia  proporcional às cargas que estão processando;
• Migração de Máquinas Virtuais → Quando uma máquina virtual estiver sendo pro-
cessada em um servidor de baixa eficiência em energia, e existir alguma outra má-
quina física mais eficiente em energia, então verificar a possibilidade de migrar a
máquina virtual em questão.
Nossa contribuição é significante de duas maneiras; (i) em nosso conhecimento, este
é o primeiro trabalho a aplicar todos estes princípios fundamentais para o processo de
escalonamento de máquinas virtuais na computação em nuvem; (ii) nosso estudo sistemá-
tico mostra uma abordagem que traz economia de energia  e consequente redução de
potencial poluição gerada  significantes aos data centers que compõem nuvens.
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O modelo de submissão com o qual os algoritmos propostos trabalham é o bag-of-
tasks, ou seja, máquinas virtuais ingressantes não têm como pré-requisito a finalização
de máquinas virtuais anteriores específicas, embora o algoritmo possa ser adaptado com
relativa facilidade para lidar com este cenário.
Portanto, a contribuição deste trabalho pode ser sumarizada como:
• Estudo detalhado dos impactos das redes de alta velocidade em data centers, em
especial no que diz respeito ao consumo de energia, ao makespan, aos tempos de
processamento de cargas individuais e ao número de migrações;
• Proposta de um modelo empírico para estimar o consumo de energia em um processo
de escalonamento, de modo que, abrangendo um número limitado de dimensões e
situações, possibilite uma noção do comportamento de algoritmos de escalonamento
e fomente bases para elaboração de outros modelos;
• Proposta de um algoritmo ciente de energia que apresente resultados satisfatórios
no processo de escalonamento de máquinas virtuais, trazendo como contribuição
para esse processo a ciência da largura de banda, de modo a prover benefícios em
cenários constituídos por servidores heterogêneos em largura de banda;
• Proposta de um algoritmo de escalonamento de máquinas virtuais ciente de ener-
gia, trazendo como inovação a ciência da topologia da rede, apresentando resultados
satisfatórios em um conjunto de possibilidades de configurações de data centers 
homogêneos, heterogêneos, geodistribuídos, não geodistribuídos, de tamanhos arbi-
trários, com ou sem SLA, que suportem ou não a migração de máquinas virtuais,
com usuários com comportamentos arbitrários ou que possuam uma tendência, com
máquinas virtuais de prioridades iguais ou de múltiplas prioridades.
Este trabalho está organizado da seguinte maneira: no Capítulo 2 apresentamos con-
ceitos básicos para balizar o entendimento deste trabalho, a metodologia seguida é apre-
sentada no Capítulo 3, o Capítulo 4 apresenta um estudo detalhado dos impactos das
redes de alta velocidade no consumo de energia das nuvens, bem como o aprofundamento
deste estudo para contemplar makespan, tempo de execução de cargas e número de mi-
grações das nuvens. No Capítulo 5 apresentamos um algoritmo de alocação de máquinas
virtuais ciente de energia e de largura de banda com as informações colhidas nos estudos
prévios e, em seguida, aprofundamos o escalonamento para considerar topologias de redes
no Capítulo 6. No Capítulo 7 apresentamos as conclusões obtidas deste trabalho.
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Capítulo 2
Conceitos Básicos e Trabalhos
Relacionados
Nesse capítulo são apresentados conceitos básicos necessários para o entendimento deste
trabalho, bem como trabalhos que aplicaram tais conceitos ou estão relacionados com
este.
2.1 Computação em Nuvem
Knorr et al. [66] definem computação em nuvem como sendo um modelo de suplemento,
consumo e entrega para serviços em Tecnologia da Informação baseado na internet, que
tipicamente envolve uma disposição sobre a internet de recursos dinamicamente escalá-
veis e frequentemente virtualizados. Já Vaquero et al. [119] apresentam nuvens como
sendo grandes repositórios de recursos virtualizados (hardware, plataformas de desenvol-
vimento e/ou serviços), facilmente acessíveis. Estes recursos podem ser reconfigurados
dinamicamente de modo a se ajustar de acordo com as cargas, otimizando a utilização
destes mesmos recursos. Este repositório de recursos é tipicamente explorado utilizando
um modelo do tipo pagamento-por-uso, onde os fornecedores de infraestrutura oferecem
garantias no formato de Service Level Agreements (SLAs).
A computação em nuvem tem transformado grande parte da indústria de Tecnologia
da Informação, tornando softwares mais atrativos como um serviço e modelando a forma
como os dispositivos de hardware são projetados e adquiridos. Desenvolvedores com ideias
inovadoras para novos serviços de Internet não mais necessitam de gastar seu potencial
financeiro adquirindo hardware para implantar seus serviços e nem de um administrador
para gerenciá-lo. E a consequência disso é o ininterrupto e crescente interesse nessa área,
como podemos ver no gráfico da evolução do interesse dos últimos 10 anos, provido pelo
Google Trends e apresentado na Figura 2.1.
Além disso, o custo de utilização de computação em nuvem é menor e o resultado é
bem mais rápido, o que a torna escalável. Ambrust et al. [7] vão além e afirmam que a
elasticidade de recursos em uma nuvem não tem precedentes na história da tecnologia da
informação. A elasticidade se trata de uma das principais características na computação
em nuvem, podendo ser entendida como a capacidade do ambiente computacional em
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Figura 2.1: Google Trends: Interesse na Computação em Nuvem
nuvem de aumentar ou diminuir os recursos demandados e aprovisionados para cada
usuário, aumentando ou diminuindo a capacidade disponibilizada. Quando o usuário
necessita de maior capacidade da nuvem, ele solicita essa maior capacidade, e quando
tal capacidade não é mais necessária ela é liberada. Essa alocação dinâmica de recursos
permite a economia de escala.
Do ponto de vista físico, as nuvens são compostas por um ou mais data centers e
estes, por sua vez, tipicamente compostos por milhares de máquinas em rede capazes de
realizar trabalhos submetidos por usuários. As máquinas que compõem os data centers
são ligadas entre si.
Normalmente um servidor efetua o escalonamento desses trabalhos e os servidores que
os recebem efetuam o processamento desejado.
Do ponto de vista do usuário, as nuvens podem ser acessadas como instâncias de
máquinas virtuais. Por exemplo, na plataforma de computação em nuvem Amazon EC2,
os usuários podem usar computadores virtuais para suas próprias aplicações, permitindo
a execução de um serviço na rede no qual o usuário poderá iniciar uma imagem de uma
máquina virtual, a qual é dado o nome de instância.
Este trabalho atua na área de infraestrutura como serviço (IaaS) da computação em
nuvem, em especial na seleção de máquinas físicas para hospedar máquinas virtuais.
2.2 Computação Verde
Uma das mais clássicas definições de computação verde é dada por Murugesan [88]: o
estudo e prática de projetar, construir, utilizar e dispôr de computadores, servidores
e sistemas associados  como monitores, impressoras, dispositivos de armazenamento,
sistemas de redes e comunicação  de forma eficiente e efetiva com impacto mínimo ao
meio ambiente.
Michael Dell [32] afirma que sempre acreditou que Tecnologia da Informação fosse o
motor de uma economia eficiente, mas ela também pode se direcionar para ser mais verde,
enquanto Wang [125] sugere que a ligação entre computação verde e o baixo consumo ener-
gético é imediata. Diversas iniciativas têm sido realizadas para tornar a computação me-
nos poluidora no sentido de consumir menos energia e poluir menos o ambiente. Existem
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centenas de iniciativas dedicadas em desenvolver a eficiência energética em ecossistemas
de data centers, tanto nos governos [93] quanto na indústria [46].
Para atingir os objetivos da computação verde, algumas das principais abordagens
estão relacionadas com longevidade de produtos, reciclagem de materiais; além dos itens
contemplados neste trabalho, sendo eles eficiência de algoritmos, alocação de recursos,
virtualização, servidores de terminais e administração de energia.
A virtualização permite atingir os objetivos da computação verde através de consoli-
dação e uso de dispositivos apropriados. Pode-se exemplificar consolidação com o seguinte
cenário: no passado era necessário que cada sistema computacional tivesse sua própria
estrutura de armazenamento para funcionar. A virtualização em armazenamento permite
que sistemas acessem um subsistema de armazenamento que esteja em algum lugar na
rede. Isso também quer dizer que cópias de dados armazenados em cada disco de cada
sistema agora também podem ser armazenados no mesmo subsistema de armazenamento
compartilhado. Está claro que esta abordagem reduz o número de dispositivos de ar-
mazenamentos necessários, a quantidade de energia requerida, o calor gerado, e como
efeito colateral também reduz os custos administrativos tais como backups, manutenção
de armazenamentos de arquivos e afins.
Com relação ao uso de dispositivos apropriados, pode-se usar o seguinte cenário: note
que em uma organização há softwares e arquivos que são acessados com frequências dis-
tintas. Pode-se, por exemplo, dar prioridade para armazenar e executar programas que
são usados com maior frequência em virtualizações executadas nas máquinas mais efici-
entes em energia, enquanto tenta-se manter desligados equipamentos menos eficientes em
energia, que poderão ser usados para armazenar softwares e arquivos utilizados esporadi-
camente em virtualizações de máquinas menos eficientes em energia.
Este trabalho aplica os ideais de computação verde, no sentido de reduzir o consumo
de energia consumido por data centers que operam em nuvens.
2.3 Escalonamento Dinâmico de Tensão e Frequência
Escalonamento Dinâmico de Tensão (DVS - Dynamic Voltage Scaling) [102] é uma técnica
bem conhecida em sistemas digitais, especialmente em projetos de microprocessadores de
alto desempenho e baixo consumo de energia [61], de gerência de energia em uma ar-
quitetura computacional onde a tensão de determinado componente pode ser alterada
de acordo com parâmetros específicos. No âmbito computacional, o aumento de tensão
propicia maior estabilidade de um hardware, ao custo de reduzir sua vida útil, por exem-
plo, com eletromigração ou injeção de transportador quente (HCI); e a redução de tensão
permite reduzir o consumo de energia elétrica do dispositivo de hardware.
Em circuitos digitais baseados no transistor MOSFET, é possível efetuar a alternância
de estados de tensões de alimentação entre alta e baixa. Fabricantes de processadores
se beneficiam dos recursos de DVS para minimizar o consumo de energia de seus disposi-
tivos e, também, reduzem a frequência de tais equipamentos, permitindo-os permanecer
estáveis. Esta técnica de escalonar dinamicamente a tensão e a frequência recebe o nome
de DVFS (Dynamic Frequency and Voltage Scaling).
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As tecnologias Intel SpeedStep [26] e AMD Coll'n'Quiet [5] ajustam, automaticamente,
em nível de hardware, a frequência e tensão de operação dos seus processadores de acordo
com suas cargas de trabalho. Se há altas cargas de trabalho, o processador aumenta os
níveis de tensão e frequência, caso contrário diminui estes níveis. Os estados possíveis
de frequência e tensão são chamados de P-states. Embora os processadores venham com
essas tecnologias, o suporte a elas muitas vezes vem desativado na placa mãe, requerendo
atenção do administrador do sistema para que as ative.
Para calcular o impacto em energia quando o DVFS está ativado, é necessário verificar
a diferença entre a energia consumida pelo processador, operando em baixa frequência e
tensão, e a energia consumida pelo mesmo processador trabalhando em capacidade má-
xima. A potência consumida pelo núcleo do processador pode ser obtida a partir da
fórmula P = cfV 2, onde P é a potência consumida pelo processador em watts ; c é a ca-
pacitância dos transistores internos comutada por ciclo de clock do processador e medida
em farads (determinado pela litografia, constante independentemente da frequência ou
tensão); f é a frequência de trabalho do processador em hertz e V é a tensão de alimen-
tação da CPU em volts. A energia consumida pelo processador pode ser calculada pela
potência na qual ele trabalha multiplicada pelo tempo de operação. A consequência disso
é que a energia consumida cresce linearmente com a frequência de trabalho do processador
e quadraticamente com a tensão.
Para demonstrar a influência das tecnologias supramencionadas no consumo de ener-
gia (e consequentemente de energia dissipada), é tomado como base um processador Intel
Pentium M de 1,6 GHz, com a tecnologia SpeedStep ativada. Neste processador as frequên-
cias se ajustam de 600 MHz até 1,6 GHz, em passos de 200 MHz. A tensão utilizada na
frequência máxima é de 1,484 V e na frequência mínima é 0,956 V. Pode-se verificar
que o consumo de energia, no ajuste da frequência máxima para a frequência mínima, é
reduzido em aproximadamente 84% e, portanto, bastante significativo. Os cálculos são
apresentados na Equação (2.1).
1− 600× 0, 956
2
1600× 1, 4842 ≈ 1−
548, 362
3523, 61
≈ 84% (2.1)
Para melhor visualização, consolidamos a relação entre os P-states, tensão, frequência
e economia de energia na Figura 2.2.
Neste trabalho aplicamos o conceito de DVFS com o objetivo de possuir um consumo
de energia inteligente, usando a potência do processador adaptada às cargas que necessita
processar.
2.4 Migração de Máquinas Virtuais
A tecnologia de máquinas virtuais é antiga, da década de 1960 [27], tendo apresentado
uma grande evolução e se tornado um componente básico para data centers e aglome-
rados, principalmente devido às suas capacidades de isolamento de cargas de trabalho,
consolidação e migração [9]. De modo geral esse recurso permite servir múltiplos usuários
de uma forma segura, eficiente e flexível. Como resultado, essas infraestruturas virtu-
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Figura 2.2: DVFS: Relação entre P-states, Tensão, Frequência e Economia de Energia
alizadas são consideradas componentes-chave para conduzir o emergente paradigma da
Computação em Nuvem [21].
A migração de cargas virtuais possibilita aperfeiçoar a gerência e o desempenho de
sistemas. Mais especificamente, as razões que justificam a migração de máquinas virtuais
em um sistema de produção incluem: a necessidade de fazer balanceamento de carga, que
pode ser conseguida através da migração de máquinas virtuais de servidores sobrecarrega-
dos/superaquecidos; e a necessidade de seletivamente desligar servidores para manutenção
após migrar suas cargas de trabalho para outros servidores [124]. Essa migração pode ser
feita de modo cold  desativando a máquina virtual e a migrando entre servidores  ou
hot, também conhecida como live  feita sem gerar indisponibilidade de serviço e é pouco
perceptível para o usuário, podendo ser realizada, por exemplo, para retirar a carga de
máquinas físicas subutilizadas para desligá-las [24]. Uma das ferramentas que possibilita
efetuar esta migração é o vMotion [122]. Notamos também o emprego de migração de
máquinas virtuais no contexto de tolerância a falhas, com o intuito de ser um mecanismo
para provimento de alta disponibilidade, conforme observamos no extenso estudo de Endo
et al. [37].
Neste trabalho empregamos o recurso da migração de máquinas virtuais com o objetivo
de reduzir o consumo de energia. Mais especificamente, os algoritmos que apresentamos
buscam, quando possível, migrar máquinas virtuais de servidores menos eficientes em
energia para servidores mais eficientes em energia e, quando estes servidores menos efici-
entes estiverem ociosos, desligá-los. Do ponto de vista técnico estes desligamentos podem
ser feitos com os servidores enviando uma sinalização ACPI para a placa-mãe [81], e po-
dem ser religados via um pacote Wake-on-LAN proveniente do escalonador [17]. Em um
computador, a interface de configuração e energia avançada (ACPI) provê um padrão
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aberto que possibilita sistemas operacionais descobrirem e configurarem componentes de
hardware, de modo a realizar gerenciamento de energia através de operações emitidas
pelo kernel usando listas de instruções. O Wake-on-LAN, por sua vez, é um protocolo
padrão da indústria para ligar computadores desligados com acesso à energia através de
um pacote específico de rede denominado magic packet, que carrega como parte de sua
carga útil o endereço físico da interface de rede cujo sistema final deverá ser ligado.
Observamos que em pesquisas recentes, como em [130], a comunicação entre máquinas
virtuais passou a receber maior atenção de pesquisadores. Em outras palavras, temos visto
abordagens que objetivam deixar máquinas virtuais, que apresentam elevada comunicação
entre si, na mesma máquina física, ou pelo menos em máquinas físicas próximas. Nesta
proposta, não consideramos este contexto, apesar de considerá-lo para trabalhos futuros.
2.5 Redes de Alta Velocidade e Migração de Máquinas
Virtuais
Mostramos na Seção 2.4 que a técnica de migração de máquinas virtuais pode reduzir
significativamente o consumo de energia de servidores, em especial através da consolidação
de um grande número de máquinas virtuais nos servidores mais eficientes em energia.
No entanto, considerando que um data center consiste de um conjunto de máquinas
físicas, interconectadas por uma rede, disponíveis para receber/migrar máquinas virtuais,
observamos que a migração possui um custo energético associado, dado pela Equação (2.2),
onde Ec é a energia total consumida no processo da migração, Es,off é a energia consu-
mida para desligar o servidor de origem da migração, Ed,on é a energia consumida para
ligar o servidor destino da migração (caso esteja previamente desligado), Enet é a energia
consumida pela rede durante o processo de migração, Es,migration é a energia consumida
durante o tempo da migração pelo servidor de origem da migração e Ed,migration é a energia
consumida durante o tempo da migração pelo servidor de destino da migração ([101]).
Ec = Es,off + Ed,on + Enet + Es,migration + Ed,migration (2.2)
Máquinas virtuais migram através da rede dos servidores nas quais elas estão hos-
pedadas e, portanto, o tempo da migração está relacionado à largura de banda destes
servidores. Mais especificamente, considere um cenário hipotético onde duas máquinas
físicas adjacentes  h1 e h2  em um data center com uma rede ociosa e uma má-
quina virtual vm1 a migrar entre h1 e h2. Nós podemos observar que quanto maior for
a largura de banda disponível entre h1 e h2, mais rápido a migração ocorrerá. Neste
sentido, o aumento da largura de banda alcançada pela Ethernet causa um impacto: se
adaptadores de redes mais rápidos são colocados tanto em h1 quanto h2, e se a rede está
adequadamente preparada, menor será o tempo consumido pela migração. Observamos
que o fator distância pode também introduzir um atraso de propagação. No entanto,
considerando o contexto de migração de máquinas virtuais, que envolve o envio de uma
grande quantidade de dados, temos que o atraso de transmissão tende a ser muito grande
quando comparado a esse, possibilitando, para muitos casos, a consideração do atraso de
propagação como pontual.
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Note que os valores de Enet, Es,migration e Ed,migration estão intimamente ligados com o
tempo consumido pela migração, uma vez que a energia é numericamente igual ao tempo
multiplicado pela potência consumida (E = P × t). Considerando um cenário de redes de
alta velocidade, portanto, estes valores tendem a diminuir, o que significa que é possível
realizar um maior número de migrações a um custo potencialmente menor de energia
(dependente do consumo da rede).
Nedevschi et al. [90] ressaltam que o consumo de energia pelos equipamentos de redes
com o aumento da largura de banda tende a ser maior. Consideramos essa característica
neste trabalho, e objetivamos responder, para uma gama de cenários, até onde é admissível
o aumento da largura de banda frente ao aumento do consumo de energia em prol da
eficiência em energia.
Nossa proposta envolve, portanto, estudar de que maneiras redes de alta velocidade
podem impactar o consumo de energia no processo de escalonamento de máquinas virtuais
em nuvens, no sentido de reduzir os tempos de migração, permitindo um aumento na
eficiência em energia do data center como um todo.
2.6 Trabalhos Relacionados
Agrawal e Rao [2] propuseram uma nova formulação e mostraram que o escalonamento
ciente de energia é uma generalização do problema de escalonamento com mínimo ma-
kespan. Eles propõem três algoritmos distintos para o escalonamento ciente de energia, e
seu trabalho possibilita o entendimento da compensação entre tempo e energia consumida
pelo processo de escalonamento.
Beloglazov e Buyya [11] apresentam uma avaliação de heurísticas para a realocação
dinâmica de máquinas virtuais utilizando o recurso de migração live de acordo com os
requerimentos correntes para o desempenho de processamento. Resultados mostraram que
as técnicas propostas possibilitaram economia substancial de energia, enquanto garante
qualidade de serviço confiável.
Beloglazov et al. [10] propõem um heurísticas para alocação de recursos para um
gerenciamento de data centers que operam em nuvens. Nesse trabalho é definido um
framework arquitetural e princípios para uma computação em nuvem eficiente em energia.
Baseado nesta arquitetura, eles apresentam um sistema de provisionamento de recursos e
algoritmos de alocação. As heurísticas de alocação propostas proveem recursos dos data
centers para aplicações clientes de modo a melhorar a economia em energia dos data
centers, enquanto entregando qualidades de serviço negociadas.
Bergen et al. [12] afirmam que esforços de pesquisa são necessários para relacionar o
consumo de energia de hardware com o consumo de energia relacionado à execução de
programas. Eles investigam os efeitos das cargas dos processadores no consumo de energia
do data center, tendo como objetivo a redução do consumo de energia atuando com um
escalonamento de tarefas adaptativo e com provisionamento adequado de recursos nas
nuvens.
Berl et al. [13] estudam e revisam o uso de métodos e técnicas eficientes em energia
no contexto da Computação em Nuvem, em especial no campo de hardware e de infra-
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estrutura de redes. O trabalho mostra que a instalação de plug-ins específicos e centros
de controle de energia para redes de larga escala de software e hardware podem atingir
impacto significativo na nuvem, reduzindo a energia consumida pela execução do software
e pelo hardware, com o aperfeiçoamento do balanceamento de carga e redução da energia
de comunicação e do efeito estufa decorrente das emissões de CO2.
Bertini et al. [14] buscam reduzir o impacto ambiental em clusters de servidores web.
Eles modelam o problema selecionando quais servidores devem permanecer ligados e como
devem ser seus desempenhos de processamento através de Programação Inteira Mista,
combinando suas soluções com teoria de controle. Seus resultados aplicados em data
centers pequenos, de até 10 máquinas, mostraram redução no consumo de energia de até
40%. Também aplicaram controle de QoS para tentar garantir eficiência em energia e
uma boa experiência do usuário.
Binder e Suri [16] propõem um algoritmo probabilístico de alocação e despacho de
tarefas que minimiza o número de servidores ativos requeridos, gerenciando o ambiente e
conseguindo reduzir o consumo de energia, mas garantindo qualidade de serviço em SLAs.
Deboosere et al. [31] estudam diversos aspectos para otimizar a utilização de recursos
e a satisfação de usuários. Através de mecanismos de determinar quantos clientes cada
servidor deverá hospedar, considerando-se SLAs, foram capazes de aumentar a utilização
de recursos em 29% e de reduzirem o consumo de energia em até 36%.
Duy et al. [36] projetam, implementam e avaliam um algoritmo de escalonamento
integrando um preditor de redes neurais para otimizar o consumo de energia em servidores
de uma nuvem. Este preditor é construído para prever a carga de trabalho futura baseada
em um histórico de demanda. De acordo com a predição, o algoritmo desliga servidores
ociosos e os reinicia para minimizar o número de servidores em execução, minimizando
desta forma também o uso da energia. Para avaliação foram efetuadas simulações com
duas cargas de trabalho e verificado que este modelo é capaz de reduzir em até 46% o
consumo de energia.
Ferdaus et al. [39] apresentam relevantes informações e taxonomia detalhada para
caracterizar e classificar diversos componentes das técnicas de migração e colocação de
máquinas virtuais, bem como elaboram um survey e uma análise comparativa das téc-
nicas do estado da arte. Além de elencar vários aspectos e divulgar conhecimentos das
estratégias de migração e colocação de máquinas virtuais cientes de rede, e de apresen-
tar algoritmos propostos pela comunidade científica, o survey identifica os benefícios e
limitações das técnicas existentes e discute as direções da pesquisa futura.
Garg et al. [43] propõem um algoritmo quase ótimo de políticas de escalonamento que
exploram a heterogeneidade entre múltiplos data centers de um provedor de nuvem. São
considerados vários fatores relacionados com energia (tais como custo, taxa de emissão
de carbono, carga e eficiência de consumo do processador), enquanto se alterna entre
diferentes data centers de acordo com sua localização, projeto de arquitetura e sistema de
administração. Os autores afirmam que as políticas de escalonamento propostas permitem
atingir economias de até 25% em comparação com as políticas atuais.
Hines et al. [49] projetam, implementam e avaliam o mecanismo pós-cópia de migração
live para máquinas virtuais em redes gigabit. Este mecanismo protela a transferência dos
conteúdos da memória de uma máquina virtual até que o estado do processador seja
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enviado à máquina física de destino; em contraste com a abordagem tradicional, onde
primeiro é copiado o estado da memória sobre múltiplas interações seguidas por uma
transferência final do estado do processados. É verificado que a estratégia pós-cópia
permite reduzir substancialmente o tempo total de migração.
Hu et al. [50] apresentam políticas de escalonamento para redução do consumo de
energia em clusters que trabalham com máquinas virtuais. Esta abordagem utiliza mi-
gração live para transferir carga entre os em uma rede overlay baseada em anel, e pode
reduzir o consumo de energia dos nós do cluster como um todo. Medições experimentais
mostraram que o método pode reduzir o consumo de energia associado em até 75%.
Kliazovich et al. [62] investigaram atrasos decorrentes de alterações nos modos de
energia de máquinas físicas e hardware de rede, bem como suas quantidades para acomodar
diferentes padrões de cargas nos data centers.
Kliazovich et al. [63] trabalharam com relação às larguras de banda das redes. Eles
descobriram que as larguras de banda devem ser levadas em consideração, enquanto para
ambientes móveis o escalonamento se torna dependente da alteração de contexto e pode
ser atacado por muitas frentes, como eficiência em energia, minimização de custo e maxi-
mização de utilização de recursos. Além disso, o papel da malha de comunicação também
é enfatizada, e uma solução de escalonamento através de distribuição efetiva de tráfego
na rede é apresentado.
Kliazovich et al. [65] consideram o papel do tecido de comunicação no consumo de
energia de data centers e apresentam uma abordagem de escalonamento ciente de energia
e de rede chamada DENS. A metodologia do DENS visa balancear o consumo de energia
de um data center com o desempenho de cargas de trabalho individuais e as demandas
de tráfego; e minimizar o número de servidores ligados e pontos de congestionamento na
rede do data center.
Kumar e Raghunathan [69] apresentam uma abordagem adaptativa de disposição e
consolidação de máquinas virtuais de modo a melhorar a eficiência em energia de um
data center que opera em nuvem. Nessa abordagem, eles consideram a heterogeneidade
entre máquinas físicas e controles térmicos integrados para manter o data center em
temperatura operacional. A abordagem heurística proposta reduz o consumo de energia
com nível aceitável de desempenho.
Kumar et al. [70] analisam técnicas de escalonamento para cenários de computação
em nuvem, levando em consideração fatores como a eficiência em energia, minimização
de custo e maximização da utilização de recursos. Eles determinam a técnica de es-
calonamento mais eficiente para um conjunto particular de usuários de acordo com as
necessidades e os problemas atacados pelas técnicas estudadas.
Lee et al. [77] propõem um escalonador multithread para grades computacionais base-
ado em algoritmos genéticos com o objetivo de reduzir o consumo de energia, em especial
nos horários de pico. Resultados obtidos de um protótipo mostraram que essa imple-
mentação pode reduzir a carga de pico substancialmente, além de melhorar os tempos de
computação.
Liu et al. [79] estudam a migração live de máquinas virtuais em data centers, obje-
tivando modelar o desempenho e o consumo de energia. É verificado que os custos de
migração variam significativamente para diferentes cargas de trabalho devido à variedade
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de configurações e características das cargas. Após analisarem parâmetros chaves que
afetam os custos de migração da teoria à prática, eles constroem dois modelos de apli-
cação para predizer o custo através do uso do conhecimento das cargas de trabalho pelo
hypervisor, que permite estimar o custo de migração live em termos tanto de desempenho
quanto de energia. É verificado que as decisões guiadas pelo modelo podem reduzir o
custo associado ao consumo de energia das migrações em até aproximadamente 73%.
Luo et al. [99] apresentam um esquema de gerenciamento de recursos focado no modelo
IaaS, com excelente desempenho considerando os princípios da computação verde.
Meng et al. [85] propõem usar uma colocação de máquinas virtuais ciente de tráfego
com o objetivo de melhorar a escalabilidade. Por otimizar a colocação de máquinas
virtuais em máquinas físicas, os padrões de tráfego entre as máquinas virtuais também
podem ser melhor alinhados com a distância da comunicação entre elas, por exemplo,
máquinas virtuais com um grande uso de largura de banda mútuo podem ser colocadas em
máquinas físicas próximas. Um problema de colocação de máquinas virtuais é formulado
e sua dificuldade é provada.
Motwani et al. [87] exploram expectativas de SLA e QoS para políticas de consolidação
de máquinas virtuais eficientes em energia, e propõem uma política para SLA ciente de
energia para consolidação de máquinas virtuais em data centers que operam em nuvem.
Nathuji et al. [89] usam máquinas virtuais com o objetivo de reduzir o consumo de
energia em ambientes virtualizados em sistemas empresariais.
Piao et al. [98] propõem uma abordagem de colocação e migração de máquinas virtu-
ais objetivando minimizar a transferência de dados e o consumo de tempo. Resultados
sugeriram que a abordagem proposta é efetiva em otimizar a transferência de dados entre
máquinas virtuais, ajudando a otimizar o desempenho geral da aplicação.
Qian et al. [100] se preocupam com a necessidade de minimização do custo operacional
de provedores de data centers, apresentando formulações de otimização para minimizar
os custos de desgaste e de consumo de energia em diferentes configurações de servidores,
em diferentes configurações de data centers (entre homogêneos e heterogêneos). São
apresentados e analisados dois modelos de agregações  preservando e sem preservar
deadline para processamento de cargas de trabalho.
Silva e Fonseca [28] propõem um algoritmo de atribuição para grupos de máquinas
virtuais ciente de topologia em data centers. Este algoritmo foi projetado para ocupar
pequenas áreas do data center com o objetivo de consolidar os fluxos de rede produzidos
pelas máquinas virtuais, sem comprometer a eficiência em energia, e desligando swit-
ches quando ociosos. Esse algoritmo objetiva a ocupação das menores áreas possíveis da
rede em data centers não geodistribuídos e, para isso, trabalha com algoritmos auxiliares
para localização de subgrafos em topologias Fat Tree  que podem ser modificados para
suportar outras topologias.
Srikantaiah et al. [109] estudam como obter a consolidação de eficiência em energia
baseando-se no inter-relacionamento entre consumo de energia, utilização de recursos e
desempenho das cargas de trabalho consolidadas. É mostrado que existe um ponto ótimo
de operação entre estes parâmetros baseado no problema do empacotamento aplicado ao
problema de consolidação.
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Stage e Setzer [111] trabalham com controle e otimização de largura de banda de
algoritmos de migração e elementos de rede relacionados com migração. Eles introduzem
modelos de escalonamento de rede ciente de topologia para migrações live de máquinas
virtuais, propondo um esquema para classificar máquinas virtuais de acordo com suas
características de cargas, e propõem modelos de recursos adequados e escalonamento de
migrações, levando em consideração requerimentos de largura de banda e da rede para
migrações.
Verma et al. [120] investigam projetos, implementações e avaliações de controladores
de colocação de aplicações cientes de energia no contexto de ambientes de clusters de
servidores virtualizados.
Villegas et al. [121] projetam um modelo de serviço em camadas para lidar com fe-
deração entre nuvens, em cada nível de camada de serviço (IaaS, PaaS e SaaS), mediada
por um broker específico para lidar com os problemas neste nível, como SLAs, requisitos
de compilação e dados de monitoramento.
Voorsluys et al. [124] avaliam o custo de desempenho da migração live de máquinas
virtuais em nuvens. É verificado que a migração live de máquinas virtuais é capaz de trazer
benefícios como melhoria de desempenho, facilidade de gerenciamento e tolerância a falha,
enquanto permitindo a movimentação de cargas de trabalho com uma indisponibilidade
pequena.No entanto, SLAs podem ser afetados negativamente durante a migração. No
entanto, resultados mostram que na maioria dos casos, os custos associados à migração
são aceitáveis, mas não devem ser desconsiderados.
Wood et al. [128] estudam e apresentam um sistema que automatiza a monitoração
e detecção de pontos sobrecarregados, determinando novos mapeamentos físicos para re-
cursos virtualizados e realizando eventuais migrações necessárias. É mostrado que este
sistema é capaz de resolver pontos de sobrecarga em poucas dezenas de segundos, sendo
capaz de escalar para grandes data centers.
Xu et al. [129] propõem estratégias de escalonamento com múltiplas restrições de QoS
para múltiplos workflows em computação em nuvem, aumentando a taxa de sucesso para
tarefas de múltiplos workflows com diferentes requisitos de QoS.
Yanggratoke et al. [131] propõem uma resolução para o problema de alocação de
recursos em grandes nuvens baseado em um protocolo que provê uma solução heurística.
Como resultado conseguiram minimizar o consumo de energia através de consolidação de
servidores quando o sistema está subutilizado e está prevista uma alocação razoável de
recursos para o caso de sobrecarga.
Zhang et al. [133] propõem um framework escalável para administrar os mapeamentos
de máquinas virtuais para máquinas físicas, enquanto resolvem o problema de encontrar
o caminho mais eficiente em energia, considerando requerimentos de recursos, entregando
resultados bons, tanto e balanceamento de carga quanto em consumo de energia.
Sumarizamos na Tabela 2.1 uma comparação entre os trabalhos os tópicos de interesse
de trabalhos que também abordaram a minimização do consumo de energia na computação
em nuvem. Nesta tabela elencamos as principais atuações de trabalhos: proposição de
novos Algoritmos, abordagem da utilização deMigração de máquinas virtuais no contexto
da computação verde, preocupação com os tempos de makespan (Ms) e de execução de
cargas individuais (workloads  Wl), ênfase na largura de banda (Bw), atuação em Data
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Centers Heterogêneos, ações no sentido de prover qualidade de serviço cumprindo SLA,
e abordagem considerando a Topologia de rede dos data centers.
Tabela 2.1: Tópicos de interesse de Trabalhos Relacionados
Trabalho Alg Mig Ms Wl Bw Het SLA Topo
Agrawal [2]  
Beloglazov [11]   
Beloglazov [10]   
Bergen [12]   
Berl [13]  
Bertini [14]  
Binder e Suri [16]  
Deboosere [31]   
Duy [36]  
Ferdaus [39]    
Garg [43]
Hines [49]   
Hu [50]    
Kliazovich [62]     
Kliazovich [63]    
Kliazovich et al. [65]      
Kumar [70]  
Kumar [69]   
Lee [77]    
Liu [79]    
Luo [99]   
Meng [85]   
Motwani [87]    
Nathuji [89]   
Piao [98]   
Qian [100]    
Silva e Fonseca [28]      
Srikantaiah [109]  
Stage [111]    
Verma [120]   
Villegas [121]  
Voorsluys [124]    
Wood [128]  
Xu [129]   
Yanggratoke [131]   
Zhang [133]   
[Este Trabalho]         
38
Como se pode ver nos trabalhos mencionados, muitas iniciativas foram tomadas em
diversos aspectos para tornar os data centers que operam numa nuvem mais eficientes
em energia e menos poluidoras. Também são vistas iniciativas para lidar com qualidade
de serviço em data centers. Em trabalhos anteriores [72], nós desenvolvemos e avaliamos
um algoritmo para o escalonamento de máquinas virtuais que objetivam minimizar o
consumo de energia. Para isso, foram empregadas as técnicas de gerenciamento distribuído
de energia (DPM) para desligar servidores inativos, escalonamento dinâmico de tensão
e frequência, e a migração de máquinas virtuais. Posteriormente [76], incluímos neste
sistema a possibilidade de lidar com prioridades de cargas de trabalhos, possibilitando
que o escalonamento conseguisse reduzir substancialmente o tempo de processamento de
cargas mais importantes, sem prejudicar criticamente o tempo de processamento de cargas
de menores prioridades.
Como continuidade dos trabalhos, e diferentemente dos trabalhos supracitados, no
desenvolvimento deste projeto observamos em [73] impactos das emergentes e futuras
redes de alta velocidade no consumo de energia de data centers que operam em nuvens.
Expandimos o trabalho em [74], onde verificamos estes impactos também no contexto de
makespan, número de migrações e tempos de execuções de cargas de trabalho, inclusive
considerando qualidade de serviço. Constatamos que a rápida evolução das especificações
de hardware, inclusive de rede, geram uma tendência de data centers heterogêneos e,
conforme visto no trabalho de Dasgupta et al. [29], a normalização de cargas de trabalho
em sistemas heterogêneos, como as nuvens, é um desafio a ser abordado. Abraçamos
este desafio, ampliando o escopo do processo de escalonamento anterior. Desenvolvemos
em [75] um método de escalonamento de máquinas virtuais ciente de larguras de banda
para data centers, capaz de prover melhorias na eficiência em energia, makespan e tempos
de execução de cargas individuais, adequado para data centers homogêneos, mas com
especial ênfase em data centers heterogêneos em largura de banda, abordando também o
desafio de normalizar cargas de trabalho em sistemas heterogêneos [29].
Como observado por Zhang et al. [132], existem inúmeros desafios de pesquisa na com-
putação em nuvem. Na evolução dos trabalhos realizados, verificamos que não somente
as larguras de banda, mas também as topologias das redes podem fazer diferenças sig-
nificativas no processo de escalonamento de máquinas virtuais. Em adição às propostas
anteriores, também contribuímos para tornar as nuvens mais amigáveis ao meio ambi-
ente, provendo um algoritmo para o escalonamento de máquinas virtuais, visando prover
a redução do consumo de energia, aplicando, além das técnicas prévias  DVFS, desliga-
mento de servidores ociosos, ciência de largura de banda, critérios de escolha de máquinas
físicas cientes de energia  a ciência da topologia de redes.
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Capítulo 3
Metodologia
Desenvolver e validar um algoritmo de escalonamento para computação em nuvem, obje-
tivando minimizar o consumo de energia, levando em consideração aspectos como ciência
de energia, ciência de largura de banda, ciência de topologia de redes, uso de recursos de
desligamento de servidores ociosos, emprego de migração de máquinas virtuais, DVFS,
simultaneamente, não é uma tarefa simples. Consideramos que elaborar tal algoritmo
seria uma tarefa muito difícil, não só pela especificidades técnicas do algoritmo, mas pela
necessidade de aquisição e desenvolvimento de conhecimento científico necessário, e em
especial pela validação.
Diante disso, adotamos a estratégia de dividir para conquistar. Inicialmente, estuda-
mos os impactos das redes de alta velocidade no processo de escalonamento de máquinas
virtuais na computação em nuvem, no que diz respeito ao consumo de energia. Depois,
expandimos este estudo dos impactos das redes de alta velocidade para contemplar outros
fatores importantes, comomakespan, tempo de execução de cargas individuais e número de
migrações. A seguir, desenvolvemos um algoritmo que levasse em consideração a largura
de banda da rede. Por fim, desenvolvemos um algoritmo de escalonamento de máquinas
virtuais ciente de topologia de rede.
A computação em nuvem normalmente envolve um montante significativo de servidores
para o processamento de uma grande quantidade de dados. Por isso, em nível de pesquisa
de inovação, não é fácil a implantação imediata de propostas arrojadas em um ambiente
físico de produção.
Alguns fatores intrínsecos aos data centers , tais como tamanho, incapacidade de des-
ligar máquinas ligadas, necessidade de alterações dinâmicas na estrutura do data center,
problemas específicos inerentes a testes e pesquisa, necessidade de lidar com um número
muito grande de máquinas, além de grandes alterações de infraestrutura em períodos re-
lativamente curtos durante o desenvolvimento dos objetivos propostos, constata-se que a
implementação rápida em um ambiente físico real é muito difícil  senão impossível.
Para lidar com estas limitações, relacionadas com à rigidez da infraestrutura, para
avaliar o desempenho sistêmico do data center sob condições variáveis, observamos co-
mumente o uso de simuladores como ferramentas cruciais para pesquisa. De fato, há
vários simuladores disponíveis capazes de lidar com o contexto de nuvens, sendo alguns
deles bem aceitos pela comunidade científica. Nós avaliamos uma gama considerável de
simuladores cientificamente relevantes para o contexto do nosso trabalho, ou seja, simu-
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ladores capazes de lidar com o escalonamento de máquinas virtuais e analisar o consumo
de energia. Constatamos, como Malhotra e Jain [82], a existência de um número li-
mitado de simuladores para a computação em nuvem, em especial aqueles capazes de
lidar com o consumo de energia. Entre os principais simuladores que avaliamos, citamos
o CloudSim [22]  e suas extensões WorkflowSim [23], DynamicCloudSim [18], Clou-
dReports [116], CloudMIG Xpress [41], CDOSim [40], FederatedCloudSim [67], CloudA-
nalyst [127], FTCloudSim [135], RealCloudSim, CloudSimEx, CloudAuction  o Gre-
enCloud [64], o GroudSim [96], o CloudExp [58], o iCanCloud [91], o SPECI [110] e o
DCSim [117].
Dos simuladores avaliados, escolhemos inicialmente para trabalhar o CloudSim, um
toolkit de simulação baseado em eventos, escrito na linguagem de programação Java, que
permite a modelagem e simulação de sistemas computacionais e ambientes de provisio-
namento para aplicações. Trata-se de um simulador reconhecido academicamente com
citações em centenas de trabalhos publicados, que possibilita efetuar análises de duração
de simulações e consumo de energia e, por isso, foi escolhido inicialmente como simulador.
Para tornar as avaliações possíveis, esse simulador foi estendido com a implementação dos
algoritmos Round-Robin, Best Resource Selection  Highest Utilization e Lago Allocator,
apresentados na Seção 3.1.
Durante o desenvolvimento do trabalho, no entanto, observamos severas limitações do
CloudSim e dos outros simuladores avaliados para avaliar uma série de parâmetros, mais
detalhados no Capítulo A, em especial relacionados com o consumo de energia pelo núcleo
da rede. Por este motivo, desenvolvemos um toolkit de simulação, o SinergyCloud [25],
para possibilitar análises desejáveis para este trabalho.
De modo geral, para todas as etapas de análise do desenvolvimento deste trabalho,
adotamos uma sequência de passos bem definida. Primeiramente, definimos e implemen-
tamos cenários que permitissem avaliar o objeto de estudo em um simulador, executamos
as simulações e analisamos os resultados obtidos. Para poder avaliar os resultados e efe-
tuar comparações, consideramos uma gama de algoritmos de escalonamento apresentados
na Seção 3.1, além de um número de configurações, apresentadas na Seção 3.2. Alguns
parâmetros de simulação gerais são apresentados na Seção 3.3, enquanto os parâmetros
específicos estão apresentados nos capítulos pertinentes.
3.1 Algoritmos Avaliados
Para possibilitar a análise e comparação do processo de escalonamento de máquinas vir-
tuais, com enfoque na economia de energia, precisamos considerar alguns algoritmos de
escalonamento de máquinas virtuais em computação em nuvem, que têm a função de
encontrar servidores  Find Host Algorithm (FHA)  para máquinas virtuais. Caso o
broker  responsável por executar um FHA não encontre um servidor apto a hospedar
uma dada máquina virtual ainda não submetida, então a alocação desta é postergada, ou
seja, o broker tentará em uma próxima atualização, mais tarde, encontrar um servidor
para hospedar a máquina virtual em questão. Se o broker for capaz de encontrar um ser-
vidor válido para hospedar uma máquina virtual já alocada, e este servidor for diferente
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do qual hospeda a máquina virtual, então a máquina virtual será migrada para o servidor
determinado pelo FHA. Empregamos alguns algoritmos bem conhecidos não-cientes de
energia, alguns algoritmos cientes de energia e os algoritmos desenvolvidos neste traba-
lho. Definimos a atualização do broker para ocorrer, salvo disposto em contrário, a cada
5 s, ou seja, a cada 5 s o broker tenta efetuar a submissão e migração de máquinas virtuais
no data center. A atualização do broker é o evento onde este realiza os seguintes proce-
dimentos: verificação e submissão de máquinas virtuais às máquinas físicas; verificação e
submissão de cargas de trabalho às máquinas físicas; verificação e migração de máquinas
virtuais instanciadas.
Entre os algoritmos bem conhecidos, podemos citar o Random, Round-Robin e o First
Available. Os algoritmos cientes em energia apresentados neste trabalho são o Bandwidth-
Aware Lago Allocator e o Topology Energy-Aware Allocator. Apresentamos os algoritmos
usados para comparação que são descritos nas subseções a seguir.
Observamos que, via de regra, os algoritmos cientes de energia tentam consolidar um
grande número de máquinas virtuais em um pequeno número de servidores. Heller et
al. [48] ressaltam que o resultado de rodar um data center com um número mínimo de
equipamentos acarreta uma economia de energia, mas os operadores passam a lidar com
uma degradação na confiabilidade e no desempenho.
3.1.1 Random
Algoritmo que objetiva encontrar um servidor aleatório para uma máquina virtual.
Operação Este algoritmo monta uma lista de servidores que podem alocar a máquina
virtual ingressante, e retorna um elemento aleatório da lista gerada.
Vantagens Este algoritmo tende a fazer um bom balanceamento de carga entre todos
os servidores do data center.
Desvantagens Quanto ao consumo de energia, este algoritmo usualmente não apre-
sentar resultados bons, uma vez que ele tende a deixar um grande número de servidores
ligados.
3.1.2 Round-Robin
Algoritmo de alternância circular para encontrar um servidor para uma máquina virtual.
Operação A primeira máquina virtual ingressante será alocada em um servidor de
índice 1; a segunda no servidor de índice 2; e assim sucessivamente, realizando uma
alternância circular ao final do processo. Se um servidor é incapaz de hospedar a máquina
virtual ingressante, ele será saltado.
Vantagens Este algoritmo tende a fazer um bom balanceamento de carga entre todos
os servidores do data center, potencialmente melhor que o Random.
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Desvantagens Quanto ao consumo de energia, este algoritmo usualmente não apre-
sentar resultados bons, uma vez que ele tende a deixar um grande número de servidores
ligados.
3.1.3 First Available
Algoritmo que objetiva encontrar o primeiro servidor disponível em uma lista para uma
máquina virtual ingressante.
Operação Para cada máquina virtual ingressante, este algoritmo verificará, em uma
lista de servidores, em ordem ascendente, qual é o primeiro servidor capaz de hospedar a
máquina virtual.
Vantagens Este algoritmo apresenta baixa complexidade, e tende a consolidar um
grande número de máquinas virtuais em um número pequeno de servidores  os que
apresentam índices mais baixos  economizando energia.
Desvantagens Se os servidores que apresentam número de identificação baixos não são
eficientes em energia, o consumo tende a ser grande.
3.1.4 Best Resource Selection  Highest Utilization
Algoritmo que objetiva encontrar o servidor com o nível de utilização mais elevado dis-
ponível para uma máquina virtual.
Operação Para cada máquina virtual ingressante, este algoritmo verificará na lista de
servidores qual é o que possui a maior utilização  Highest Utilization  de acordo com
a Equação (3.1), onde utilization representa a utilização relativa de um servidor host,
hostmips_in_use representa a quantidade de MIPS em uso de host, e hostmips_total repre-
senta a quantidade total de MIPS que host possui. Consideramos a quantidade total
de MIPS que um servidor possui como sendo o somatório de MIPS de todos os núcleos
de processadores de finalidade geral que este apresenta; por exemplo, se tomarmos um
servidor com dois processadores, e cada processador com 4 núcleos de 3.000 MIPS, então
a capacidade em MIPS considerada deste servidor será de 2× 4× 3.000 = 24.000 MIPS.
Um variante deste algoritmo pode ser feito considerando não a utilização, mas a requisi-
ção  Highest Requisition  de MIPS pelas máquinas virtuais consolidadas, conforme a
Equação (3.2), onde requisition representa a requisição relativa total de MIPS de um host
por todas as máquinas virtuais que este hospeda, e hostmips_required_by_vms representa a
requisição absoluta total de MIPS de um host por todas as máquinas virtuais que ele
hospeda.
utilization =
hostmips_in_use
hostmips_total
(3.1)
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requisition =
hostmips_required_by_vms
hostmips_total
(3.2)
Vantagens Este algoritmo tenta consolidar um grande número de máquinas virtuais
em servidor com maior utilização, potencialmente minimizando o número de migrações e
mantendo um maior número de servidores oine, tendendo a economizar energia.
Desvantagens Este algoritmo tende a se comportar mal em cargas de trabalho flutu-
antes; se os primeiros servidores escolhidos não forem eficientes em energia o consumo
de energia consolidado do data center pode não ser bom; em cenários sem SLAs restri-
tivos em nível de processamento podem impactar significativamente no desempenho das
máquinas virtuais alocadas.
3.1.5 Minimum Power Diff
Algoritmo eficiente em energia padrão do CloudSim ([19], [22]). Objetiva estimar o con-
sumo de energia após a alocação de uma máquina virtual ingressante para cada servidor,
com o objetivo de escolher o servidor que terá menor impacto após a alocação da máquina
virtual em questão.
Operação Para cada máquina virtual ingressante, este algoritmo calculará para todos
os servidores capazes de hospedar a máquina virtual ingressante a potência estimada
após a alocação desta, comparando o resultado obtido com a potência consumida antes
da alocação. O servidor que possuir a menor diferença de potência é escolhido.
Vantagens Este algoritmo apresenta bons resultados na minimização do consumo de
energia.
Desvantagens Este algoritmo tende a aumentar o makespan e tempo de processamento
das cargas de trabalho, em especial em cenários onde os servidores com maior poder de
processamento possuem menor eficiência em energia.
3.1.6 Lago Allocator
Algoritmo ciente de energia que objetiva selecionar servidores que usando uma sequência
de até 4 critérios entre os servidores dos data centers [72].
Operação Para cada máquina virtual ingressante, este algoritmo realiza comparações
sucessivas, dando prioridade para: (i) o servidor que for mais eficiente em energia; (ii) o
servidor que apresenta a menor diferença entre o consumo de energia atual e o consumo
de energia estimado após a alocação da máquina virtual; (iii) o servidor que tiver maior
utilização; (iv) o servidor que possuir o maior poder de processamento (MIPS).
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Vantagens Este algoritmo desempenha bem na minimização do consumo de energia,
enquanto minimizando o número de migrações de máquinas virtuais, em especial em data
centers heterogêneos.
Desvantagens Este algoritmo tende a aumentar o makespan e os tempos de proces-
samento das cargas de trabalho, especialmente em cenários onde servidores com maior
poder de processamento são menos eficientes em energia.
3.2 Configurações
Cada um dos algoritmos apresentados na subseção anterior pode ser executado com um ou
mais recursos disponíveis no data center, onde consideramos os mais comuns no contexto
de escalonamento ciente de energia. Os algoritmos apresentados foram implementados
com diferentes combinações dos seguintes recursos:
• Power Awareness → Habilidade de desligar servidores ociosos;
• DVFS → Escalonamento Dinâmico de Tensão e Frequência;
• Migração de Máquinas Virtuais → Permite que ocorra a migração de máquinas
virtuais entre os servidores.
Nas simulações comDVFS ativado ou seja, empregando-se tecnologias vistas em [26] 
assume-se que os servidores que estiverem trabalhando no nível mínimo de processamento
(ociosos) consomem 70% de sua potência máxima. Em outras palavras, em uma modela-
gem analítica foi considerado que a potência consumida pelos componentes do servidor,
tais como placa mãe, memórias voláteis e permanentes, e processador em operação mí-
nima, será de 70% da potência máxima consumida pelo servidor. É adotado um modelo
linear proporcional à carga de trabalho para calcular a potência consumida, de modo que
quando um servidor tiver em carga máxima ele consumirá 100% de sua potência. Exem-
plificamos na Figura 3.1 esta relação entre nível de processamento e potência consumida.
Neste exemplo, quando um servidor de 250 W está operando em 0% de sua capacidade
ele consome 175 W; quando operando a 50% de sua capacidade ele consome 212 W; e
quando operando na capacidade máxima ele consome 250 W; portanto a função que rege
o consumo de potência é P = 175+75×getCpuUsage(h), onde P é a potência consumida
por um servidor em watts e getCpuUsage(h) retorna o uso percentual da capacidade de
processamento do servidor h. Este valor de 70% é corroborado por alguns estudos na área
([38], [71], [51] e [105]).
Para algumas simulações, também consideramos a possibilidade de usar o recurso de
qualidade de serviço baseada em prioridades de carga [76], provida por um algoritmo de
escalonamento de cargas de trabalho, que atua em paralelo ao algoritmo de escalonamento
de máquinas virtuais. Com esse recurso, se suportado pelo algoritmo de escalonamento,
cargas de trabalho poderão ser priorizadas, com o objetivo de finalizar as mais importantes
em menor tempo.
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Figura 3.1: Modelo DVFS Linear: Relação entre Processamento e Potência em um Ser-
vidor de 250 W com DVFS
3.3 Modelagem das Simulações
Realizamos a validação das propostas através de implementação em simulador e coleta de
dados, analisando fatores tais como consumo de energia e tempo, além de impactos causa-
dos pelo objetivo de pesquisa em questão. Descrevemos nesta seção os parâmetros comuns
considerados para efetuar todas as simulações, salvo disposto em contrário. Parâmetros
específicos estão explicitados nos capítulos concernentes.
O desenvolvimento deste trabalho foi alicerçado em alguns princípios definidos por
Koomey [68], sendo eles: diversidade de carga, flexibilidade da administração de energia
e escolha do local mais eficiente possível.
Um data center de pouco uso num contexto de ciência de energia não é um bom ce-
nário para avaliar algoritmos de escalonamento, pois neste caso teríamos a maioria dos
servidores desligados. Portanto, focamos em nossa análise quando ocorre maior consumo
de potência do data center, isto é, em especial, quando existem picos de processamento.
Notamos, contudo, que apesar de projetarmos e analisarmos nossas simulações para es-
tes cenários que são significativos para a nossa proposta, em ambientes reais é possível
encontrar taxas de utilização dos data centers abaixo de 25% [97]. Para representar este
comportamento, consideramos o modelo de distribuição de tarefas bag-of-tasks single-
shot [56] nos data centers, onde todas as cargas a serem processadas são submetidas no
início da simulação. Para análise, em cada cenário estudado  para cada tipo de data
center, para cada tamanho de data center, para cada algoritmo, para cada conjunto de
configuração possível, etc.  executamos 30 (trinta) simulações e obtivemos as médias e
intervalo de confiança em 95% dos valores obtidos. O modelo bag-of-tasks referencia um
conjunto de tarefas paralelas fracamente acopladas, executadas para produzir um resul-
tado combinado significativo. As submissões bag-of-tasks dominam as cargas de trabalho
na computação em grade, tanto pelo número de tarefas quanto pelos recursos consumidos,
sendo contabilizadas em mais de 75% das tarefas e do tempo consumido pela CPU neste
tipo de computação [55].
As métricas que consideramos mais relevantes no desenvolvimento deste trabalho fo-
ram o consumo de energia, o makespan e o tempo de conclusão das cloudlets  cargas de
trabalho em uma terminologia do CloudSim  considerando suas prioridades. Baseado
em [72], e realizando adaptações necessárias, nós consideramos os seguintes critérios para
comparar os algoritmos nos cenários estudados: seja A um algoritmo de escalonamento
46
para computação em nuvem (e.g. HU ), C um conjunto de configurações com as quais o
algoritmo atua (e.g. desligamento de servidores ociosos, DVFS e migração de máquinas
virtuais), e P um conjunto de parâmetros do data center (e.g. 10 servidores, 60 máquinas
virtuais e 60 cloudlets).
• A1 com configuração C1 e parâmetros P é considerado melhor do que A2 com con-
figurações C2 e os mesmos parâmetros P se o consumo de energia ((A,C, P )pow_av)
considerando o intervalo de confiança de 95% em energia ((A,C, P )pow_ci) satisfaz
a Inequação (3.3);
• A1 com configuração C e parâmetros P será inaceitavelmente mais lento do que A2
com a mesma configuração C e os mesmos parâmetros P se omakespan ((A,C, P )mk_av)
considerando o intervalo de confiança de 95% em energia ((A,C, P )mk_ci) satisfaz
as Inequações (3.4) e (3.5).
(A1, C1, P )pow_av + (A1, C1, P )pow_ci < (A2, C2, P )pow_av − (A2, C2, P )pow_ci (3.3)
(A1, C, P )mk_av − (A1, C, P )mk_ci > 2× ((A2, C, P )mk_av − (A2, C, P )mk_ci) (3.4)
(A1, C, P )mk_av + (A1, C, P )mk_ci > 2× ((A2, C, P )mk_av + (A2, C, P )mk_ci) (3.5)
Em outras palavras, para cada cenário, o algoritmo a ser considerado o melhor é aquele
que satisfaz a Inequação (3.3) e que as Inequações (3.4) e (3.5) não sejam verdadeiras
para cada conjunto de possíveis configurações e parâmetros; caso contrário (se nenhum
algoritmo atende estes itens) então não é possível dizer que um algoritmo é melhor que
outro.
Quanto ao tipo de migração de máquinas virtuais, consideramos o uso da migração
live, com valor de degradação de desempenho das máquinas virtuais em migração definido
em 10% (padrão do CloudSim), i.e., máquinas virtuais terão um processamento efetivo
de 90% no processamento de suas cargas durante a migração.
Quanto ao tamanho dos data centers, inicialmente consideramos três tamanhos: s10
(10 servidores), s100 (100 servidores) e s1000 (1.000 servidores). Estas definições de ta-
manho foram baseadas nos conceitos de tamanhos de data center de [59], respectivamente,
pequeno, médio e grande.
Consideramos que cada máquina virtual recebe uma carga de trabalho com um nú-
mero de milhões de instruções para processamento e, após o processamento desta carga, a
máquina virtual é finalizada. Esta estratégia foi adotada para (i) que não ocorra a degra-
dação de desempenho do processamento de cargas de trabalho pelas máquinas virtuais,
(ii) evitar adicionar um grau de complexidade desnecessário ao escopo deste trabalho e
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(iii) melhor avaliar os casos de grande processamento de cargas de data centers, onde os
algoritmos podem ser melhor avaliados para desempenharem seus papeis.
Os algoritmos desenvolvidos neste trabalho visam atuar em cenários de data centers
com configurações arbitrárias. Neste sentido, objetivamos que as análises se dessem tanto
em data centers de pelo menos dois tipos, (i) homogêneos  nos quais todos os servidores
possuem configurações de hardware idênticas  e (ii) heterogêneos  com agrupamentos
de servidores de configurações distintas, por exemplo, em 10 servidores divididos em 3
agrupamentos poderão ser encontrados um agrupamento de 4 servidores com configuração
c1, um agrupamento de 3 servidores com configuração c2 e um agrupamento de 3 servidores
com configuração c3. Deste modo, se especificarmos que temos um data center s100
homogêneo, queremos dizer que estamos tratando de um data center constituído por 100
máquinas com configurações de hardware idênticas.
Em cima destes data centers realizamos baterias de simulações com diversos cenários,
considerando servidores com configurações de hardware recentes. Nos data centers he-
terogêneos, o critério para a seleção de processadores foi tentar criar uma disparidade
significativa e capacidade de processamento entre os servidores, para verificar em uma
situação real como os algoritmos se comportam em situações de heterogeneidade grande,
mas em data centers que usam processadores de última geração. Para efeitos de simulação
consideramos que cada operação realizada pelas cargas de trabalho pode ser concretizada
em um ciclo de clock dos processadores, ou seja, há uma razão de 1:1 entre frequência
(MHz) e MIPS.
O principal foco deste trabalho é a minimização do consumo de energia. No entanto,
devemos evitar a escassez de recursos de hardware, de modo que os resultados das si-
mulações não sejam comprometidos por problemas que não são alvo dos algoritmos. Por
outro lado, servidores com configurações irrealistas não devem ser usados. Realizadas es-
tas considerações, é definido que as configurações comuns para servidores de data centers
homogêneos e heterogêneos são:
• Entidades de Processamento → Cada servidor tem um processador, podendo este
ter múltiplos núcleos;
• Espaço em Disco → Cada servidor possui 1 TB de espaço em disco;
• Arquitetura dos servidores do Data Center → É assumido que todos os servidores
usam arquitetura baseada em x64;
• Sistema Operacional → O sistema operacional escolhido para os servidores do data
center foi GNU/Linux;
• Monitor de Máquina Virtual → O monitor de máquina virtual escolhido para os
servidores do data center foi o Xen;
• Tamanho de Arquivo das Cloudlets → Cada cloudlet submetida ao data center,
antes do processamento, possui 300 bytes (padrão dos modelos do CloudSim);
• Tamanho da Saída das Cloudlets → Cada cloudlet possui 300 bytes de dados após
o processamento (padrão dos modelos do CloudSim);
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• Monitor de Máquina Virtual → O monitor de máquina virtual, para as máquinas
virtuais, é o Xen;
Foram utilizadas as configurações padrões dos simuladores usados para os parâmetros
de simulação não explicitamente reportados neste trabalho.
Quanto às métricas apresentadas neste trabalho usamos: W para potência; kWh para
energia; segundos para tempo; milhões de instruções por segundo (MIPS) para velocidade
de processamento; milhões de instruções (MI) para tamanhos de cargas.
Consideramos nas simulações que envolvem ciência de energia que todos os servidores
e comutadores de pacotes intermediários iniciam desligados, e que a simulação estará
concluída após o processamento de todas as cargas.
Consideramos que os servidores e switches serão desligados quando ociosos. Conside-
ramos ociosidade no contexto de servidores quando eles não estiverem processando e nem
em uma transmissão de máquinas virtuais  uma aplicação de [123] a este contexto.
Nas simulações as quais não especificamos a topologia de rede utilizada, consideramos
a topologia single-hop star, na qual existe um switch conectado a todos os sistemas finais.
Existe uma métrica comumente usada na indústria denominada Power Usage Effecti-
veness (PUE) [1], utilizada para o cálculo de eficiência em uso de energia. O PUE para
um data center pode ser calculado de acordo com a fórmula apresentada em (3.6).
PUE =
TFP
ITEP
(3.6)
Nessa fórmula, TFP (Total Facility Power) é a potência total consumida pelo data
center (incluindo instalações e equipamentos) e ITEP (IT Equipment Power) é a potência
consumida pelos equipamentos de TI. Além disso existem categorias nas quais o PUE se
encaixa, dependendo do tipo proveniente da sua fonte energética. Por exemplo, se a
categoria de cálculo do PUE for 0, isto implica que os data centers que serão avaliados
são totalmente elétricos, não consumindo outros tipos de energia (como gás natural, etc).
Esta é uma métrica que se aplica normalmente a ambientes reais, tendo em vista que o
ambiente de simulação não considera o consumo de energia das instalações, do tipo de
resfriamento, entre outras características de consumo de energia de data centers. O cálculo
de PUE, portanto, não se aplica a este trabalho, devido a dependência de características
de infraestrutura de data centers não contempladas em seu escopo.
Com relação ao SLA, nós consideramos as seguintes condições: se uma máquina virtual
é alocada, então ela terá 100% de disponibilidade até sua desalocação; não existe garantia
de desempenho de processamento mínimo; a política de alocação de máquina virtual é de
melhor esforço, no sentido que quando o broker receber uma solicitação de máquina virtual
ele a tentará alocar imediatamente; e não há garantia de largura mínima de banda para
as máquinas virtuais alocadas. Para todas as simulações que realizamos neste trabalho,
não observamos violações destes SLAs.
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3.4 Lista de Siglas e Acrônimos de Algoritmos, Recur-
sos e Unidades
Para facilitar a leitura deste trabalho, usamos algumas siglas e acrônimos para especifi-
car algoritmos, configurações sob as quais estes atuam, dados estatísticos e unidades de
medidas. Listamos tais siglas e acrônimos na Tabela 3.1.
Tabela 3.1: Siglas e Acrônimos de Algoritmos, Recursos e Unidades
Sigla/Acrônimo Significado
Algoritmos de Escalonamento
RND Random
RR Round-Robin
FA First Available
HU Best Resource Selection  Highest Utilization
HR Best Resource Selection  Highest Requisition
MPD Minimum Power Diff
LA Lago Allocator
BALA Bandwidth-Aware Lago Allocator
TEA Topology Energy-Aware Allocator
Recursos Usáveis por Algoritmos de Escalonamento
N Ausência de Gerenciamento Distribuído de Energia (Not Power-Aware)
P Desligamento de Servidores Ociosos (Power-Aware)
D Uso de Escalonamento Dinâmico de Tensão e Frequência (DVFS )
M Uso de Migração de Máquinas Virtuais (Migration)
Estatística e Unidades de Medida
AV Média de Consumo de Energia (Average Energy Consumption)
CI Intervalo de Confiança de 95% (95% Confidence Interval)
MIPS Milhões de Instruções por Segundo
MI Milhões de Instruções
Recapitulando, um algoritmo pode ser executado com uma combinação de recursos.
Podemos designar, por exemplo, MPD-PM como a execução do algoritmo MPD executado com
os recursos de desligamento de servidores ociosos e de migração de máquinas virtuais.
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Capítulo 4
Impactos das Redes de Alta Velocidade
Em nossos estudos observamos que as redes de alta velocidade podem impactar o processo
do escalonamento de várias maneiras, em especial no consumo de energia, makespan,
tempo de conclusão de máquinas virtuais, além do número de migrações que ocorrem nos
data centers. Nas seções a seguir, apresentamos os estudos que realizamos sobre estes
aspectos das referidas redes.
4.1 Impactos das Redes de Alta Velocidade no Con-
sumo de Energia das Nuvens
Redes de alta velocidade impactam a comunicação em data centers que operam em nuvem.
Esta comunicação é utilizada, notavelmente, no processo de submissão e migração de
máquinas virtuais. A submissão e migração de máquinas virtuais são realizadas por
algoritmos de escalonamento. Para verificarmos esse impacto, portanto, devemos analisar
as consequências de taxas de transmissão maiores nestes algoritmos, bem como de que
maneira a ciência de largura de banda pode trazer benefícios à eficiência em energia no
processo de escalonamento de máquinas virtuais. Para esta análise, consideramos quatro
algoritmos de escalonamento, RR, HU, MPD e LA. Além disso, vamos considerar a combinação
de recursos  dentre N, P, D e M  que cada algoritmo pode utilizar. Para esta análise,
utilizamos o simulador CloudSim.
Assumimos que, para todas as simulações, o consumo de energia pela rede é fixo,
com o objetivo de calcular o quanto as velocidades das redes impactam no consumo de
energia, de modo a permitir calcular em quanto o consumo de energia pode subir com as
velocidades das redes de modo a manter o data center eficiente em energia.
Estamos particularmente interessados na diferença do consumo de energia entre as
redes de diferentes velocidades. Seja Ecns1 a energia consumida pelas máquinas físicas
operando com velocidade de rede ns1, e Ecns2 a energia consumida pelas máquinas físicas
operando com velocidade de rede ns2, então a diferença máxima de energia aceitável
MAED (Maximum Acceptable Energy Difference) será dada pela Equação (4.1).
MAED = Ecns1 − Ecns2 (4.1)
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Quanto maior é o valor de MAED, melhor é a eficiência em energia alcançada pelas
redes de velocidades maiores. Por exemplo, se um servidor operando com velocidade de
rede de 100 Mbps consumir 200 kWh; e quando operando a 10 Gbps consumir 150 kWh;
então, do ponto de vista de eficiência em energia, é aceitável que o consumo da rede
poderia subir em até 200− 150 = 50 kWh  em virtude da rede mais rápida  quando
comparado à rede mais lenta.
4.1.1 Simulações e Análises
Nós executamos simulações para as seguintes taxas de transmissão: 100 Mbps, 1 Gbps,
10 Gbps, 100 Gbps, 1 Tbps e 10 Tbps, e coletamos os resultados para analisar os impactos
das velocidades das redes no consumo de energia.
Parâmetros de Simulação
A Tabela 4.1 inclui os parâmetros que utilizamos para a simulação. Campos multivalora-
dos, como tamanhos de cargas de trabalho e MIPS de máquinas virtuais, utilizam distri-
buição round-robin. Por exemplo, a executada de uma cloudlet de 20.000 MI em uma VM
de 3.000 MIPS consome aproximadamente 7 segundos, representando um processamento
relativamente leve; enquanto uma cloudlet com 12.500.000 MI em uma máquina virtual
com 750 MIPS consome cerca de 5 horas, representando um processamento relativamente
pesado. Quanto à distribuição round-robin, em uma simulação com 21 máquinas virtuais,
7 delas serão geradas com 750 MIPS, 7 com 1.500 MIPS, e outras 7 com 3.000 MIPS. Nas
simulações nós também calculamos o makespan.
Tabela 4.1: Parâmetros de Simulação
Parâmetro Valores
Velocidades de Redes (Gbps) 0.1, 1, 10, 100, 1.000, 10.000
Tamanhos de Cargas de Trabalho (MI)
20.000, 100.000, 500.000,
2.500.000, 12.500.000
Número de Máquinas Virtuais 6 vezes o número de máquinas físicas
Razão Cargas de Trabalho : Máquinas Virtuais 1:1
RAM de Máquinas Físicas 24 GiB
VM MIPS 750, 1.500 e 3.000
Largura de Banda de Máquina Virtual
2,5% da largura de banda total
do servidor hospedeiro
VM RAM 128 MiB [34]
Razão VM RAM : RAM do Servidor 1:192
Para este estudo, as cloudlets apresentam distribuição round-robin, para possibilitar
uma variabilidade de processamento generalizada. Além disso, assumimos como seis vezes
o número de máquinas virtuais em relação ao número de servidores.
Em data centers homogêneos, cada servidor possui consumo de 250 W e um proces-
sador baseado no Intel Xeon X5667. Em outras palavras, um processador com 4 núcleos
operando a 3.066 MIPS.
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Em data centers heterogêneos, cada servidor possui um processador, em uma distri-
buição round-robin, baseado em um dos seguintes modelos: Intel Xeon E5603, Intel Xeon
E7520, Intel Xeon X5667, AMD Opteron 6204 e AMD Opteron 6220; possuindo, respec-
tivamente, 4 núcleos com 1.600 MIPS cada, 4 núcleos com 1.860 MIPS cada, 4 núcleos
com 3.066 MIPS cada, 4 núcleos com 3.300 MIPS cada e 8 núcleos com 3.000 MIPS cada.
Além disso, cada servidor apresenta uma das seguintes potências, também distribuídas
em round-robin: 200, 250, 300 e 350 W. A Tabela 4.2 ilustra como o MIPS/potência dos
servidores é distribuído neste tipo de data center.
Tabela 4.2: Configuração de Servidores em um Data Center Heterogêneo
Servidor h0 h1 h2 h3 h4
MIPS 1.600×4 1.860×4 3.066×4 3.300×4 3.000×8
Potência (W) 200 250 300 350 200
Resultados da Simulação e Análises
Executamos um total de 1.152 simulações, e obtivemos uma margem de erro pequena para
o intervalo de confiança considerado, citando por exemplo a margem de erro de 0,0049
para o caso do LA-PDM para o caso de um data center s1000 e heterogêneo com intervalo
de confiança de 95%. Nas tabelas apresentadas nesta subseção, representamos por ER a
redução relativa do consumo de energia do cenário com a rede mais lenta para o cenário
com a rede mais rápida.
Apresentamos na Tabela 4.3 as diferenças nos consumos de energia para data centers
homogêneos, e na Tabela 4.4 estes valores para data centers heterogêneos; em ambos os
casos para todos os tamanhos, para todas as velocidades e para os quatro algoritmos de
escalonamento. Por exemplo, o consumo de energia médio do RR em um data center s10
e homogêneo com rede operando a 10 Tbps é 7,38 W, resultado de 11, 63− 4, 25.
Como é possível observar em todos os casos, o aumento da largura de banda possi-
bilitou a redução no consumo de energia. Isso implica que se considerarmos aumentar a
largura de banda do data center, de modo que este aumento impacte em um valor inferior
ao percentual ER, o data center será mais eficiente em energia. Além disso, considerando
todas as larguras de banda, o algoritmo mais eficiente para data centers s1000 e homo-
gêneos, s100 e heterogêneos, e s1000 e heterogêneos, é o LA. Isso provavelmente ocorre
devido ao fato que o LA já era melhor que os outros algoritmos em consumo de energia.
Analisando o princípio de redução do número de migrações de máquinas virtuais do LA,
perceptível especialmente em data centers heterogêneos, nós podemos inferir que o con-
sumo de energia é mais afetado pela seleção dos servidores para hospedar uma VM do
que a velocidade da rede no processo de escalonamento, mas esta velocidade não pode ser
ignorada.
Em data centers homogêneos, nós observamos que o tempo de makespan é reduzido,
em especial em data centers s1000. Este redução varia de 11,65% (MPD-PDM) até 30,09%
(MPD-PM). Portanto, podemos afirmar que o makespan é positivamente impactado com o
aumento da velocidade das redes, em especial em data centers s1000.
53
Tabela 4.3: Consumo de Energia em Data Centers Homogêneos
AV±CI ER
Conf. RR HU MPD LA RR HU MPD LA
Data Center s10 Homogêneo @ 100 Mbps
PM 16,21±0,04 5,77±0,24 4,85±0,32 5,42±0,19
PDM 11,63±0,02 4,28±0,18 5,08±0,09 4,60±0,08
Data Center s10 Homogêneo  Diferença entre 100 Mbps e 10 Tbps
PM 6,02±0,03 3,07±0,22 2,17±0,30 2,71±0,17 37% 53% 45% 50%
PDM 4,25±0,00 2,07±0,17 2,88±0,07 2,38±0,06 37% 48% 57% 52%
Data Center s100 Homogêneo @ 100 Mbps
PM 164,09±0,06 23,40±0,22 20,62±0,07 21,75±0,11
PDM 118,04±0,05 19,63±0,14 31,28±0,40 20,67±0,16
Data Center s100 Homogêneo  Diferença entre 100 Mbps e 10 Tbps
PM 61,34±0,01 9,13±0,21 6,35±0,06 7,44±0,10 37% 39% 31% 34%
PDM 43,67±0,02 6,47±0,13 18,12±0,40 7,48±0,15 37% 33% 58% 36%
Data Center s1000 Homogêneo @ 100 Mbps
PM 1.644,83±0,27 225,76±0,45 199,65±0,33 213,87±0,35
PDM 1.183,27±0,20 189,90±0,39 326,72±2,03 188,02±0,37
Data Center s1000 Homogêneo  Diferença entre 100 Mbps e 10 Tbps
PM 616,65±0,12 71,08±0,44 44,92±0,31 60,67±0,33 37% 31% 22% 28%
PDM 439,17±0,10 49,83±0,38 186,66±2,02 49,03±0,36 37% 26% 57% 26%
Com respeito a data centers heterogêneos, o makespan se comportou de forma dife-
rente. Em data centers s10, ele variou de uma redução no tempo de 6,44% (MPD-PDM) a
uma piora de 12,29% (HU-PDM); nos data centers de tamanho s100 houve uma melhoria
de 30,06% (MPD-PM) a uma piora de 11,99% (HU-PDM); e em data centers s1000 houve
uma melhora, em todos os casos, variando de 0,31% (RR-PDM) a 34,84% (MPD-PM). Por-
tanto, não é possível conclusivamente afirmar que o aumento na velocidade das redes
de computadores implica em uma redução no makespan, exceto no caso de data centers
s1000.
Com relação ao número de migrações, quando comparamos as taxas de transmissão
de 100 Mbps às de 10 Tbps para os algoritmos HU, MPD e LA, podemos efetuar as seguintes
observações: (i) em data centers homogêneos ocorreu o aumento deste valor, variando de
21,88% (MPD-PDM heterogêneo) a 462,72% (HU-PDM heterogêneo); (ii) em data centers s100
as estes valores aumentaram entre 1.369,63% (MPD-PDM heterogêneo) e 3.969% (LA-PDM
homogêneo); e (iii) no caso dos data centers s1000 este aumento variou entre 2.691,08%
(MPD-PDM heterogêneo) e 5.238% (LA-PDM homogêneo). No caso do RR, o aumento 
esperado, devido à natureza da alternância do algoritmo  no número de migrações
ultrapassou 7.000%.
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Tabela 4.4: Consumo de Energia em Data Centers Heterogêneos
AV±CI ER
Conf. RR HU MPD LA RR HU MPD LA
Data Center s10 Heterogêneo @ 100 Mbps
PM 17,23±0,05 6,41±0,35 4,90±0,25 2,13±0,01
PDM 12,43±0,03 4,66±0,24 3,13±0,19 1,64±0,01
Data Center s10 Heterogêneo  Diferença entre 100 Mbps e 10 Tbps
PM 6,43±0,03 3,49±0,29 2,37±0,20 0,22±0,00 37% 54% 48% 10%
PDM 4,55±0,02 2,12±0,19 1,66±0,18 0,17±0,00 37% 45% 53% 10%
Data Center s100 Heterogêneo @ 100 Mbps
PM 180,79±0,06 25,27±0,67 21,38±0,34 12,99±0,07
PDM 130,83±0,05 21,08±0,70 13,79±0,12 11,58±0,09
Data Center s100 Heterogêneo  Diferença entre 100 Mbps e 10 Tbps
PM 67,84±0,02 8,15±0,59 10,06±0,26 6,10±0,03 38% 32% 47% 47%
PDM 48,59±0,02 5,30±0,64 7,13±0,09 5,39±0,07 37% 25% 52% 46%
Data Center s1000 Heterogêneo @ 100 Mbps
PM 1.813,52±0,25 232,57±1,80 205,16±0,88 128,16±0,27
PDM 1.310,22±0,20 190,99±1,64 129,64±0,94 106,96±0,17
Data Center s1000 Heterogêneo  Diferença entre 100 Mbps e 10 Tbps
PM 683,21±0,12 64,07±1,78 83,41±0,87 52,54±0,25 38% 28% 41% 41%
PDM 487,08±0,10 38,21±1,62 55,85±0,93 40,07±0,16 37% 20% 43% 37%
4.1.2 Um Modelo Empírico para o Consumo de Energia
Baseados nos resultados das simulações, nosso próximo objetivo é determinar um re-
lacionamento empírico entre os diversos fatores considerados neste estudo. No entanto,
desenvolver um modelo empírico para estimar o consumo de energia em qualquer data cen-
ter, considerando parâmetros como o número de servidores, número de máquinas virtuais,
número de cargas de trabalho, tamanho das cargas de trabalho, largura de banda, potên-
cia consumida por cada servidor, modelo de distribuição de cargas e recursos utilizados
por cada algoritmo de escalonamento não foi possível após tentarmos inúmeros modelos
de regressão. De fato, se considerarmos estas variáveis chegamos a um problema de pelo
menos oito dimensões. Decorrente disso, optamos por fixar alguns destes parâmetros para
melhor desenvolver uma estimativa do consumo de energia.
Observamos que o número de máquinas virtuais é igual ao número de cargas de traba-
lho, e este é seis vezes o número de servidores. Além disso, vamos considerar somente as
configurações PM e PDM, que são aquelas que envolvem migração de máquinas virtuais. Com
estas suposições, podemos reduzir o problema a três dimensões: número de servidores,
velocidade das redes e energia consumida pelo data center no modelo de escalonamento
estudado.
Após diversos experimentos, nós determinamos funções bidimensionais usando mode-
los de regressão de ajuste de curva para cada tamanho e tipo de data centers. Ou seja, por
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esta abordagem conseguimos uma função que recebe como parâmetro de entrada a largura
de banda e retorna o consumo de energia estimado pelo data center, desconsiderando o
equipamento de rede.
Através destas experimentações nós encontramos o seguinte modelo empírico, repre-
sentado na Equação (4.2), baseado em uma função de decaimento exponencial, como
sendo a mais adequada para nosso trabalho.
y = y0 + Ae
−x
t (4.2)
Baseado na função apresentada, nós verificamos os valores para as constantes y0, A e
t, de modo a permitir que essa função receba o parâmetro x, que representa a velocidade
da rede medida em Mbps, e retorna y, que representa o consumo de energia estimado
em kWh para os cenários simulados. Portanto, nós usamos esta função como base para
estimar o consumo de energia usando todos os algoritmos apresentados neste trabalho
com configurações cientes de energia e com o recurso de migração de máquinas virtuais
ativado (PM e PDM).
Para data centers homogêneos, nós apresentamos na Tabela 4.5 os valores constantes
que foram determinados para serem usados com (4.2) para calcular o consumo de energia
estimado. Por exemplo, o consumo de energia de um data center s10 com configuração
PM e executando o algoritmo de escalonamento LA para os cenários propostos, é bem
representado pela equação y = 2, 70282 + 2, 83572e
−x
2.784,09551 .
Para data centers heterogêneos, nós apresentamos na Tabela 4.6 os valores das constan-
tes que devem ser usados na Equação (4.2) para calcular o consumo de energia estimado.
Nós ilustramos nas Figuras 4.1 e 4.2, em escala logarítmica, o comportamento para
duas instâncias representativas; aqui o eixo x representa a largura de banda (em Mbps)
e o eixo y representa o consumo estimado de energia. O comportamento geral entre os
algoritmos é similar, tendo como principal diferença o ponto de estabilização após o qual
o aumento da largura de banda não promove impacto significante na redução do consumo
de energia.
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Figura 4.1: Consumo de Energia: 1.000 Servidores, DC Homogêneo, MPD-PDM
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Tabela 4.5: Constantes da Função de Estimativa de Consumo de Energia para Data
Centers Homogêneos
Servidores Algo Config. y0 A t
10 RR PM 10,11377 6,4921 3.627,60717
10 HU PM 2,67814 3,22316 2.636,35684
10 MPD PM 2,66591 2,27678 2.922,30737
10 LA PM 2,70282 2,83572 2.784,09551
10 RR PDM 7,31861 4,60005 3.664,03229
10 HU PDM 2,18845 2,18644 2.765,98852
10 MPD PDM 2,18891 3,01694 2.537,66161
10 LA PDM 2,20451 2,49302 2.696,06922
100 RR PM 101,97131 65,75713 3.494,18772
100 HU PM 14,26654 9,95405 1.164,8013
100 MPD PM 14,2691 6,94683 1.119,5355
100 LA PM 14,32023 8,08427 1.183,21755
100 RR PDM 73,81804 46,80913 3.498,05655
100 HU PDM 13,16057 7,06886 1.137,12121
100 MPD PDM 13,0925 18,99625 2.418,08483
100 LA PDM 13,18211 8,14598 1.196,60522
1.000 RR PM 1.019,40599 668,72109 3.718,6519
1.000 HU PM 154,68796 80,15318 832,0401
1.000 MPD PM 154,72357 51,68791 713,64577
1.000 LA PM 153,20288 68,36449 837,00897
1.000 RR PDM 737,88314 476,20822 3.718,2470
1.000 HU PDM 140,05495 56,44313 804,32979
1.000 MPD PDM 139,78004 196,85604 1.946,46312
1.000 LA PDM 138,99904 55,67264 785,98756
Como é possível observar nos gráficos, existe um limite superior de largura de banda
que impacta o consumo de energia, após o qual virtualmente nenhuma mudança é notada.
Considerando potências de 10, nós temos um limite superior de 1 Gbps para data centers
heterogêneos s100 e s1000 para o algoritmo HU-* (HU com qualquer configuração); um
limite superior de 10 Gbps ocorre para data centers homogêneos s100 e s1000 para os
algoritmos HU-*, MPD-PM e LA-*; bem como para data centers heterogêneos s10 (HU-PM
e LA-*), s100 (MPD-PM e LA-PM) e s1000 (LA-*). Para todos os demais casos, o limite
superior foi de 100 Gbps  em nenhum caso ocorreu um limite superior a 100 Gbps.
Concluindo, como mostramos na Figura 4.3, para os cenários avaliados, em 8,3% dos
casos o limite superior foi de 1 Gbps, em 35,4% dos casos o limite superior foi de 10 Gbps,
e em 56,2% dos casos o limite superior foi de 100 Gbps. Em data centers maiores, o
benefício decorrente do aumento da largura de banda tendeu a ser menor.
Com as funções apresentadas, e para os cenários estudados, é possível determinar até
qual limite o aumento do consumo de energia é aceitável com o objetivo de manter o
data center eficiente em energia. Por exemplo, considere calcular o impacto em energia
quando aumentando a velocidade da rede de um data center s100 e heterogêneo de 1 Gbps
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Tabela 4.6: Constantes da Função de Estimativa de Consumo de Energia para Data
Centers Heterogêneos
Servidores Algo Config. y0 A t
10 RR PM 10,70612 6,93592 3.614,48551
10 HU PM 2,90955 3,75625 1.422,85952
10 MPD PM 2,51583 2,48945 2.551,2765
10 LA PM 1,91525 0,29118 335,26806
10 RR PDM 7,80419 4,92109 3.632,86573
10 HU PDM 2,4976 2,26853 2.454,85047
10 MPD PDM 1,47001 1,74756 1.893,08258
10 LA PDM 1,47167 0,2211 346,46182
100 RR PM 112,15479 72,56471 3.471,04423
100 HU PM 16,86513 51,5428 55,14381
100 MPD PM 11,3056 10,78597 1.456,71931
100 LA PM 6,87437 6,65421 1.194,87392
100 RR PDM 81,66981 51,95114 3.454,01466
100 HU PDM 15,2402 37,39807 53,83431
100 MPD PDM 6,64382 7,49041 2.203,77764
100 LA PDM 6,18258 5,7997 1.391,19357
1.000 RR PM 1.120,8683 738,12808 3.650,6713
1.000 HU PM 165,82083 411,50103 54,97927
1.000 MPD PM 121,68817 88,60645 1.676,17552
1.000 LA PM 75,62853 59,07129 852,78524
1.000 RR PDM 816,42356 526,49848 3.663,93983
1.000 HU PDM 148,34036 273,31252 53,83228
1.000 MPD PDM 73,22041 59,25821 3.261,3144
1.000 LA PDM 66,89072 44,69028 915,50623
para 10 Gbps, no qual o algoritmo de escalonamento MPD-PDM é utilizado. Substituindo os
parâmetros y0, A e t da Equação (4.2) pelos valores fornecidos na Tabela 4.6, nós obtemos
um resultado de 11,40 kWh (um bom resultado  pela simulação o valor calculado foi de
11,41 kWh); e substituindo os mesmos parâmetros pelos valores referentes à velocidade
de 10 Gbps nós obtemos como resultado 6,72 kWh (também um bom resultado  o valor
calculado por simulação foi de 6,66 kWh). Seguindo a Equação (4.1), nós subtraímos os
valores de estimativa calculados, tendo como resultado 4,68 kWh, que representa o quanto
o limite máximo de quanto o consumo de energia pode subir se a rede de 10 Gbps for
implantada. Por exemplo, se a melhoria na rede implicar em um incremento de 10% no
consumo de energia, o resultado será 6, 72 + 6, 72× 0, 1 = 7, 39 kWh, abaixo do consumo
originalmente estimado (11,40 kWh), o que pode ser interpretado como: a implantação
de uma taxa de 10 Gbps para este caso provê eficiência em energia.
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Figura 4.2: Consumo de Energia: 1.000 Servidores, DC Heterogêneo, LA-PDM
Figura 4.3: Limite Superior de Ganhos Potenciais Providos por Redes de Alta Velocidade
4.2 Impactos das Redes de Alta Velocidade noMakes-
pan, Tempo de Execução de Cargas e Número de
Migrações das Nuvens
Nesta seção continuamos os estudos sobre os impactos das redes de alta velocidade nas
nuvens, mas desta vez nos voltamos para o makespan, tempo de execução de cargas e
número de migrações de máquinas virtuais. Para este estudo, selecionamos três algoritmos
de escalonamento de máquinas virtuais representativos: HU, MPD e LA.
Para isso, consideramos dois algoritmos de submissão de cargas de trabalho: um
algoritmo ordinário  sem QoS  e outro algoritmo que permite que cargas com altas
59
prioridades sejam processadas preferencialmente, para ser executado para cada um dos
algoritmos de escalonamento de máquinas virtuais e para cada uma das configurações
cientes de energia. Neste caso, como cargas com altas prioridades podem ser submetidas
mais rapidamente, elas tendem a ser finalizadas mais cedo. Como objetivamos avaliar
os tempos de execução de cargas de trabalho, optamos por fazer uma análise estendida,
envolvendo qualidade de serviço.
Consideramos as possíveis configurações para os algoritmos de escalonamento de má-
quinas virtuais como P, D e M. Além disso, levamos em conta que os algoritmos de esca-
lonamento de máquinas virtuais podem estar trabalhando com um escalonador ordinário
de cargas de trabalho (-) ou com um escalonador com QoS baseado em prioridade de
cargas (Q). Por exemplo, referimos a LA-PDMQ como sendo o algoritmo de escalonamento
de máquinas virtuais o Lago Allocator, executando com a habilidade de desligar máquinas
físicas ociosas, em um data center onde todas as máquinas físicas estão com o recurso de
DVFS ativado, com a habilidade de realizar a migração de máquinas virtuais, e utilizando
um escalonador de cargas de trabalho com QoS.
Nós conduzimos uma série de simulações para estudar de forma abrangente a migração
de máquinas virtuais e o escalonamento com QoS baseado em prioridade de carga, e os
impactos nomakespan, migração e tempos de execução. Para isso, estendemos o CloudSim
implementando o algoritmo de escalonamento de cargas de trabalho com QoS baseado em
prioridade de cargas, e a interação deste aos algoritmos de escalonamento de máquinas
virtuais implementados no CloudSim.
Nós realizamos simulações para cada algoritmo de escalonamento de máquinas virtuais,
com todas as configurações possíveis, e para cada largura de banda selecionada para o
data center : 1 Gbps, 10 Gbps, 100 Gbps, 1 Tbps e 10 Tbps, e para cada tamanho de data
center.
4.2.1 Configuração do Data Center
O número de máquinas virtuais que o data center processará é seis vezes o número de
máquinas físicas, e cada máquina virtual receberá uma cloudlet. Estes números foram
encontrados através de experimentação, e bem apropriados devido ao fato que eles são
suficientemente grandes para mostrar o comportamento do data center sob cargas de alto
processamento, mas não grandes demais para desorientar as simulações realizadas. Por
exemplo, um data center com 100 máquinas físicas receberá 600 máquinas virtuais e,
portanto, 600 cloudlets. As configurações comuns para máquinas físicas, em data centers
homogêneos e heterogêneos, usados nos nossos estudos, são:
• RAM → Cada servidor possui 8 GiB de RAM;
• MIPS de Máquinas Virtuais → As máquinas virtuais do data center apresentam
capacidades de processamento de 1.000 MIPS, 2.000 MIPS e 3.000 MIPS, em uma
distribuição round-robin. Por exemplo, em uma simulação com 20 máquinas virtuais
haverá 7 máquinas virtuais com 1.000 MIPS, 7 máquinas virtuais com 2.000 MIPS
e 6 máquinas virtuais com 3.000 MIPS;
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• Tamanho das Cloudlets → As cloudlets no data center possuem 30.000, 120.000,
480.000, 1.920.000, 7.680.000 milhões de instruções em uma distribuição round-
robin. Estes tamanhos foram escolhidos para dar uma variabilidade generalizada de
processamento. Por exemplo, uma cloudlet com 30.000 milhões de instruções em
uma máquina virtual com 3.000 MIPS consome aproximadamente 10 segundos para
ser processada, representando um processamento relativamente leve, enquanto uma
cloudlet de 7.680.000 milhões de instruções em uma máquina virtual de 1.000 MIPS
consome cerca de 2 horas, representando um processamento relativamente pesado.
• Prioridade de Cloudlets → Cada cloudlet submetida ao data center tem uma prio-
ridade da seguinte lista, em distribuição round-robin: alta, normal, normal, baixa.
Em outras palavras, 50% das cargas de trabalho recebem prioridade normal, en-
quanto 25% das cloudlets possuem prioridade alta, e 25% das cloudlets apresentam
prioridade baixa;
• Largura de Banda de Máquina Virtual → Cada máquina virtual recebe 8,33% da
largura de banda total do servidor que a processa.
4.2.2 Configurações para Data Centers Homogêneos e Heterogê-
neos
Para as simulações executadas em data centers homogêneos, as seguintes configurações
foram adotadas:
• MIPS dos Servidores → Cada servidor em um data center homogêneo tem um
processador baseado no Intel Xeon X5667; em outras palavras, um processador de 4
núcleos operando cada um a 3,06 GHz e, portanto, de acordo com as considerações
de simulação, 3.066 MIPS por núcleo;
• Potência dos Servidores → A potência consumida para cada servidor em um data
center homogêneo é 250 W;
• RAM por Máquina Virtual → Cada máquina virtual possui 1 GiB de RAM.
Para as simulações executadas em data centers heterogêneos, as seguintes configura-
ções foram adotadas:
• MIPS dos Servidores → Cada servidor em um data center heterogêneo possui um
processador, em distribuição round-robin, baseado em um dos seguintes modelos:
Intel Xeon E5603, Intel Xeon E7520, Intel Xeon X5667, AMD Opteron 6204, AMD
Opteron 6220; tendo, respectivamente, 4 núcleos com 1.600 MIPS cada, 4 núcleos
com 1.860 MIPS cada, 4 núcleos com 3.066 MIPS cada, 4 núcleos com 3.300 MIPS
cada e 8 núcleos com 3.000 MIPS cada;
• Potência dos Servidores → Cada servidor em um data center heterogêneo possui
uma das seguintes potências, em distribuição round-robin: 200, 250, 300 e 350 W.
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• RAM por Máquina Virtual → Cada máquina virtual em um data center hetero-
gêneo possui a seguinte quantidade de RAM, em distribuição round-robin: 512 e
1.536 MiB.
Ilustramos na Tabela 4.7 como a relação MIPS/Potência é distribuída neste tipo de
data center.
Tabela 4.7: Configuração de Servidores em um Data Center Heterogêneo
Servidor h0 h1 h2 h3 h4 h5
MIPS×Núcleos 1.600×4 1.860×4 3.066×4 3.300×4 3.000×8 1.600×4
Potência (W) 200 250 300 350 200 250
4.2.3 Resultados: Makespan
Nós agora apresentamos e analisamos os resultados do makespan para os casos estudados.
Apresentamos nas Figuras 4.44.9 o makespan para os algoritmos de escalonamento
de máquinas virtuais HU, MPD e LA, sob as configurações PM, PDM, PMQ e PDMQ para data
centers homogêneos e duas taxas de transmissão, de 1 Gbps e 100 Gbps. De modo similar,
para data centers heterogêneos, os resultados são apresentados nas Figuras 4.104.15.
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Figura 4.4: Makespan: Data Center Homogêneo  10 Servidores @ 1 Gbps
Nós observamos que o aumento na velocidade das redes leva a uma redução no makes-
pan. Isso pode ser explicado pelo fato que velocidades mais rápidas de redes possibilitam
a migração de máquinas virtuais em tempo inferior ao das redes mais lentas, portanto,
reduzindo o potencial impacto negativo de desempenho durante a migração. Como resul-
tado, passa a existir maior eficiência para as máquinas virtuais processarem suas cargas
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Figura 4.5: Makespan: Data Center Homogêneo  10 Servidores @ 100 Gbps
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Figura 4.6: Makespan: Data Center Homogêneo  100 Servidores @ 1 Gbps
de trabalho. Mais do que isso, ainda que considerássemos que as migrações das máquinas
virtuais não reduzissem o desempenho das máquinas virtuais, ainda assim o makespan
poderia ser reduzido, pois as velocidades mais rápidas da rede permitiram que o broker
submetesse as tarefas mais rapidamente aos servidores, possibilitando um processamento
inicial mais cedo das tarefas existentes.
Um importante ponto para se notar aqui é que o aumento das velocidades das redes
beneficia mais alguns algoritmos de escalonamento do que outros. Analisando a estrutura
de algoritmos de escalonamentos, nós notamos que uma estratégia comum em algoritmos
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Figura 4.7: Makespan: Data Center Homogêneo  100 Servidores @ 100 Gbps
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Figura 4.8: Makespan: Data Center Homogêneo  1.000 Servidores @ 1 Gbps
eficientes em energia é reduzir o número de migrações, tentando dispôr máquinas virtuais
em servidores nos quais elas tendam a permanecer por mais tempo sem a necessidade
de migração. Isso ocorre como mostrado na Subseção 4.2.5. Portanto, se o aumento da
largura de banda nas redes impacta a taxa de migrações, e alguns algoritmos intencio-
nalmente tendem a realizar menor número de migrações, então é esperado que estes se
beneficiem menos do que aqueles que realizam um grande número de migrações.
A seguir, nós consideramos o impacto do makespan como uma função do aumento da
velocidade da rede de 1 Gbps para 10 Tbps; conforme se observa nas Figuras 4.16 e 4.17
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Figura 4.9: Makespan: Data Center Homogêneo  1.000 Servidores @ 100 Gbps
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Figura 4.10: Makespan: Data Center Heterogêneo  10 Servidores @ 1 Gbps
para data centers homogêneos e heterogêneos, respectivamente, para todos os algoritmos
estudados, com configuração PDM, para data centers com 100 servidores.
Nós constatamos que a redução no makespan possui, como comportamento geral, um
comportamento de decaimento exponencial em função da velocidade da rede. Notavel-
mente, existe um limite de largura de banda após o qual não ocorre redução significativa
do makespan. Isso ocorre tanto para data centers homogêneos quanto heterogêneos.
Este padrão de comportamento também se mostrou verdade para todas as outras
configurações e todos os tamanhos de data centers.
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Figura 4.11: Makespan: Data Center Heterogêneo  10 Servidores @ 100 Gbps
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Figura 4.12: Makespan: Data Center Heterogêneo  100 Servidores @ 1 Gbps
Considerando data centers homogêneos e o intervalo de confiança de 95%, nós podemos
fazer as seguintes afirmações para todos os cenários estudados: em data centers com 10
máquinas físicas, ocorreu um speedup no makespan variando de 3% a 7% pelo aumento da
largura de banda de 1 Gbps para 10 Gbps; e de 2% a 4% pelo aumento de 10 Gbps para
100 Gbps, e nenhuma melhoria significativa foi observada após este ponto. Data centers
com 100 servidores apresentaram speedups variando entre 4% e 8% quando aumentando
a velocidade da rede de 1 Gbps para 10 Gbps e de 1% a 3% para a melhoria de 10 Gbps
para 100 Gbps, e também não houve melhoria significativa após este ponto; data centers
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Figura 4.13: Makespan: Data Center Heterogêneo  100 Servidores @ 100 Gbps
 10000
 11000
 12000
 13000
 14000
 15000
 16000
 17000
 18000
[PM] [PDM]
[PMQ]
[PDMQ]
se
co
n
ds
[HU]
[MPD]
[LA]
Figura 4.14: Makespan: Data Center Heterogêneo  1.000 Servidores @ 1 Gbps
com 1.000 servidores apresentaram speedup de 4% a 8% com o aumento da velocidade da
rede de 1 Gbps para 10 Gbps e de 2% a 3% quando a velocidade variou de 10 Gbps para
100 Gbps, também não havendo melhoria significativa após este ponto.
De modo similar, considerando data centers heterogêneos, também com um intervalo
de confiança de 95%, nós podemos afirmar o seguinte para todos os cenários estudados:
em data centers com 10 servidores, houve um speedup no makespan variando de 0% a 8%
quando a velocidade da rede aumentou de 1 Gbps para 10 Gbps e, exceto para o algoritmo
LA, houve uma melhoria no makespan de 0% a 4% quando a velocidade da rede aumentou
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Figura 4.15: Makespan: Data Center Heterogêneo  1.000 Servidores @ 100 Gbps
Figura 4.16: Makespan: Data Center Homogêneo  *-PDM  100 Servidores
de 10 Gbps para 100 Gbps, sem melhoria significativa para todos os demais casos. No
caso de data centers com 100 servidores, considerando o aumento da velocidade da rede
de 1 Gbps para 10 Gbps, nós observamos uma melhoria variando de 5% a 8%. Exceto
para o LA, o aumento da velocidade de 10 Gbps para 100 Gbps trouxe uma melhoria de
2% a 4%, e não houve melhoria significativa para todos os demais cenários. Para data
centers com 1.000 servidores, nós observamos uma melhoria de 4% a 7% pelo aumento
da velocidade de 1 Gbps para 10 Gbps, e de 0% a 4% pelo aumento de 10 Gbps para
100 Gbps, sem observar melhorias significativas após este ponto.
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Figura 4.17: Makespan: Data Center Heterogêneo  *-PDM  100 Servidores
4.2.4 Resultados: Tempos de Execução de Cloudlets
Nós apresentamos os tempos de execução das cloudlets para os algoritmos de escalona-
mento de máquinas virtuais HU, MPD e LA sob as configurações PM, PDM, PMQ e PDMQ nas
Figuras 4.184.23 para duas diferentes velocidades de redes, 1 Gbps e 100 Gbps, relem-
brando que existem 3 prioridades de cloudlets : alta, normal e baixa.
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Figura 4.18: Tempos de Execução de Cloudlets : Data Center Homogêneo  10 Servidores
@ 1 Gbps
Nós observamos que no caso das cargas de trabalho, houve uma redução nos tempos
com as velocidades de rede mais rápidas, como ocorreu no caso domakespan. Uma possível
interpretação para isso é por que a migração reduz o desempenho de máquinas virtuais
que processam cargas de trabalho, e em consequência estas passam a apresentar tempos
de processamento aumentados.
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Figura 4.19: Tempos de Execução de Cloudlets : Data Center Homogêneo  10 Servidores
@ 100 Gbps
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Figura 4.20: Tempos de Execução de Cloudlets : Data Center Homogêneo  100 Servi-
dores @ 1 Gbps
Nós observamos que o impacto das migrações no processamento das cargas é grande
o bastante para também se manifestar no makespan (global). Isso reforça a ideia que o
makespan pode ser melhorado em decorrência de migrações mais rápidas, que possibilitam
menor tempo do processo da migração para máquinas virtuais  com sua respectiva
degradação de desempenho  reduzindo os tempos de processamento destas cargas, que
consolidados permitem a redução do makespan.
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Figura 4.21: Tempos de Execução de Cloudlets : Data Center Homogêneo  100 Servi-
dores @ 100 Gbps
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Figura 4.22: Tempos de Execução de Cloudlets : Data Center Homogêneo  1.000 Ser-
vidores @ 1 Gbps
Nós apresentamos nas Figuras 4.244.29 os tempos de execução dos algoritmos de
escalonamento de máquinas virtuais HU, MPD e LA sob as configurações PM, PDM, PMQ e
PDMQ para data centers heterogêneos com velocidades de redes de 1 Gbps e 100 Gbps.
Como podemos observar, existe uma notável redução nos tempos de execução das cargas
com o aumento da largura de banda de 1 Gbps para 100 Gbps.
A seguir, nós consideramos o impacto no tempo de execução em função da velocidade
da rede. Na Figura 4.30, nós plotamos os tempos das cargas de trabalho dependendo
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Figura 4.23: Tempos de Execução de Cloudlets : Data Center Homogêneo  1.000 Ser-
vidores @ 100 Gbps
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Figura 4.24: Tempos de Execução de Cloudlets : Data Center Heterogêneo  10 PMs @
1 Gbps
da velocidade das redes para data centers homogêneos, e para data centers heterogêneos
na Figura 4.31. Em ambos os casos, nós usamos todos os algoritmos estudados com a
configuração PM para data centers com 100 servidores.
Semelhante ao padrão de comportamento do makespan, nós verificamos que o decai-
mento exponencial também ocorre para os tempos de execução das cargas de trabalho.
Em outras palavras, o aumento da velocidade das redes também reduziu os tempos de
execução das cargas de trabalho, mas existe um limite superior de velocidade após o qual
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Figura 4.25: Tempos de Execução de Cloudlets : Data Center Heterogêneo  10 PMs @
100 Gbps
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Figura 4.26: Tempos de Execução de Cloudlets : Data Center Heterogêneo  100 PMs
@ 1 Gbps
nós não observamos maior redução nos tempos de execução. Este padrão é o mesmo
para data centers homogêneos e heterogêneos, para todos os algoritmos e para todas as
configurações.
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Figura 4.27: Tempos de Execução de Cloudlets : Data Center Heterogêneo  100 PMs
@ 100 Gbps
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Figura 4.28: Tempos de Execução de Cloudlets : Data Center Heterogêneo  1.000 PMs
@ 1 Gbps
4.2.5 Resultados: Número de Migrações
Por fim, nós consideramos o impacto do aumento da velocidade das redes no número
de migrações. Nós apresentamos o número de migrações de máquinas virtuais para os
algoritmos de escalonamento HU, MPD e LA sob as configurações PM, PDM, PMQ e PDMQ nas
Figuras 4.324.37 para velocidades de redes de 1 Gbps e 100 Gbps. Para um pequeno
número de servidores, o número de migrações decresce à medida que a velocidade da rede
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Figura 4.29: Tempos de Execução de Cloudlets : Data Center Heterogêneo  1.000 PMs
@ 100 Gbps
Figura 4.30: Tempos de Execução de Cloudlets : Homo. DC  *-PM  100 PMs
aumenta. No entanto, para um grande número de servidores, esta alteração depende do
algoritmo de escalonamento em questão.
Para data centers heterogêneos, o número de migrações de máquinas virtuais para os
algoritmos de escalonamento HU, MPD e LA sob as configurações PM, PDM, PMQ e PDMQ são
apresentados nas Figuras 4.384.43.
Nós observamos que um intrigante e inesperado comportamento ocorreu com respeito
ao número de migração de máquinas virtuais em função da velocidade da rede. Diferen-
temente do makespan e dos tempos de execução das cloudlets, nós não observamos um
decaimento exponencial aqui. Quando nós analisamos o impacto da rede no número de
migrações, nós observamos que aumentando a velocidade das redes existe um aumento
do número de migrações até um certo limite, após o qual existe um declínio acentuado
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Figura 4.31: Tempos de Execução de Cloudlets : Het. DC  *-PM  100 PMs
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Figura 4.32: Número de Migrações: Data Center Homogêneo  10 Servidores @ 1 Gbps
e uma estabilização. Nós exemplificamos pontos amostrados do número de migrações de
acordo com a largura de banda para data centers homogêneos na Figura 4.44 e para data
centers Heterogêneos na Figura 4.45. Em ambos os casos, nós usamos todos os algoritmos
de escalonamento de máquinas virtuais com a configuração PM e 100 servidores. Nós não
podemos concluir que um número maior ou menor de migrações é necessariamente bom
ou ruim, uma vez que ele não impacta necessariamente no consumo de energia, makespan
ou tempo de execução de cargas individuais. Este comportamento é semelhante para data
centers homogêneos e heterogêneos e todos os algoritmos estudados com todas as configu-
rações. Para todos os algoritmos com todas as configurações apresentadas, a taxa de pico
de número de migrações ocorreu entre 1 Gbps e 100 Gbps, indicando que nos cenários
76
 250
 300
 350
 400
 450
 500
[PM] [PDM]
[PMQ]
[PDMQ]
#
[HU]
[MPD]
[LA]
Figura 4.33: Número de Migrações: Data Center Homogêneo  10 Servidores @ 100 Gbps
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Figura 4.34: Número de Migrações: Data Center Homogêneo  100 Servidores @ 1 Gbps
estudados taxas acima de 100 Gbps não aumentam a taxa de migrações, em contraste,
mantêm este nível estável.
Nossa reflexão inicial foi que o motivo para este comportamento não usual no número
de migrações foi devido à dependência do algoritmo de escalonamento. Para entender
isso, considere, por exemplo, três servidores, h1, h2 e h3, com eficiências em energia alta,
média e baixa, respectivamente  i.e., h1 é a máquina mais eficiente em energia  e
cada uma das máquinas virtuais vm1, vm2 e vm3 estão, respectivamente, alocadas em
h1, h2 e h3. Considere também que, quanto à finalização das cargas processadas pelas
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Figura 4.35: Número de Migrações: Data Center Homogêneo  100 Servidores @
100 Gbps
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Figura 4.36: Número de Migrações: Data Center Homogêneo  1.000 Servidores @
1 Gbps
máquinas virtuais, vm1 termina primeiro, seguida pela vm2 e finalmente vm3. Considere
ser possível realizar migrações, e que as máquinas virtuais durante as migrações podem
processar (apesar de experimentarem uma degradação de desempenho).
Considere primeiramente um tempo de migração alto. Suponha que vm1 finaliza seu
processamento, então a vm2 será migrada de h2 para h1, e na sequência vm3 migra de h3
para h2. Se durante a migração de vm3 para h2, vm2 finalizar seu processamento, então
vm3 pode não ser imediatamente migrada para h1 (o servidor mais eficiente em energia),
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Figura 4.37: Número de Migrações: Data Center Homogêneo  1.000 Servidores @
100 Gbps
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Figura 4.38: Número de Migrações: Data Center Heterogêneo  10 Servidores @ 1 Gbps
pois ainda estará em migração para h2. Apenas após a migração de vm3 para h2 estar
concluída é que vm3 poderá ser migrada para h1, fazendo com que este tempo restante de
migração para h2 resulte em uma ineficiência sistêmica em energia, makespan e tempo de
execução de cargas, pois é necessário manter h2 ligada durante a migração enquanto vm3
deveria estar sendo migrada para h1. Esta migração também pode levar à degradação de
desempenho no processamento de vm3. E mais do que isso, este longo tempo consumido
pelas migrações implica em um menor número de migrações.
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Figura 4.39: Número de Migrações: Data Center Heterogêneo  10 Servidores @
100 Gbps
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Figura 4.40: Número de Migrações: Data Center Heterogêneo  100 Servidores @ 1 Gbps
Considere, a seguir, para o mesmo cenário, que os tempos de migrações são baixos 
e.g. que tenhamos redes mais rápidas nos data centers. Suponha que após a conclusão
de vm1, vm2 será migrada de h2 para h1 e seguida por vm3 de h3 para h2. O tempo de
migração de vm3 para h1 neste caso será substancialmente reduzido, pois as redes de alta
velocidade farão com que a migração de vm3 para h2 ocorra em uma taxa acelerada. Em
outras palavras, redes de alta velocidade favorecem migrações mais rápidas, que implicam
em disponibilidade mais rápida de servidores para máquinas virtuais.
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Figura 4.41: Número de Migrações: Data Center Heterogêneo  100 Servidores @
100 Gbps
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Figura 4.42: Número de Migrações: Data Center Heterogêneo  1.000 Servidores @
1 Gbps
Portanto, redes de alta velocidade aumentam a disponibilidade de servidores para má-
quinas virtuais e também reduzem os tempos de migração, o que permite que as máquinas
virtuais permaneçam por mais tempo alocadas em um servidor  e não migrando entre
dois servidores. Isso possibilita um melhor manejo de cargas para as máquinas virtuais.
Agora, ainda resta a seguinte questão para ser respondida: para os cenários avaliados, por
que o número de migrações é reduzido drasticamente e estabiliza após um determinado
ponto?
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Figura 4.43: Número de Migrações: Data Center Heterogêneo  1.000 Servidores @
100 Gbps
Figura 4.44: Número de Migrações: Data Center Homogêneo  *-PM  100 Servidores
Duas hipóteses parecem ser plausíveis para esta questão: (i) devido à maior disponi-
bilidade de servidores, o algoritmo de escalonamento pode realizar alocações otimizadas;
ou (ii) o tempo de processamento das máquinas virtuais, por não sofrer o impacto de
desempenho durante o tempo de migração, melhora tanto o processamento das cargas
que permite que as máquinas virtuais sejam terminadas mais cedo, fazendo com que um
maior número de migrações de máquinas virtuais não precisem ocorrer.
Para responder esta questão, nós implementamos um algoritmo de migração conti-
nuada (RR) e consideramos uma degradação de desempenho de processamento de 10%
durante a migração das máquinas virtuais (valor padrão adotado no CloudSim). Este
algoritmo objetiva selecionar servidores para máquinas virtuais em alternância circular e
como resultado mantém, salvo condições muito específicas (quando o número de máqui-
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Figura 4.45: Número de Migrações: Data Center Heterogêneo  *-PM  100 Servidores
nas virtuais seja múltiplo do número de servidores), as máquinas virtuais migrando por
praticamente todo o seu tempo de vida. Se o número de migrações continua a subir, isso
indica que a hipótese (i) é verdadeira, caso contrário, é uma indicação que a hipótese (ii)
é a correta. Apresentamos na Figura 4.46 o comportamento do número de migrações em
função da velocidade da rede plotado para o algoritmo RR-PM para um data center ho-
mogêneo. Como podemos observar, existe um número de migrações de máquinas virtuais
crescente, sem decaimento, e com estabilização ao final. Isso não indica um decaimento no
número de máquinas virtuais processando cargas, sugerindo que a hipótese (ii) não seja
verdadeira. Isto é, nós temos uma indicação que a alteração no número de migrações de
máquinas virtuais é muito mais dependente do algoritmo usado no processo de escalona-
mento de máquinas virtuais do que na disponibilidade de servidores para processamento
de máquinas virtuais resultante de uma migração mais rápida destas máquinas virtuais.
Figura 4.46: Número de Migrações: Data Center Homogêneo  RR-PM  100 Servidores
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4.3 Comentários Finais
Neste capítulo, constatamos que o aumento da velocidade da rede influencia o consumo de
energia no processo de escalonamento das máquinas virtuais em data centers para os cená-
rios estudados. Observamos que todos os algoritmos de escalonamento foram impactados
positivamente, pois, considerando constante o consumo de energia dos switches, os algorit-
mos tendem a reduzir o consumo de energia com uma velocidade de rede maior. Também
demonstramos como calcular se um aumento de largura de banda no data center vale a
pena em termos de eficiência energética. Os resultados obtidos por simulação mostram
que os benefícios dependem do algoritmo usado. Considerando larguras de banda de até
10 Tbps, o algoritmo mais eficiente em energia em data centers (i) grandes e homogêneos,
(ii) médios e heterogêneos e (iii) grandes e heterogêneos foi o LA.
Também desenvolvemos um modelo empírico usando uma função de decaimento ex-
ponencial que se ajustou bem aos cenários estudados. Este modelo nos permite observar
que, para os quatro algoritmos de escalonamento, existe um limite superior, para a mai-
oria dos casos de 100 Gbps, a partir do qual a largura de banda aumentada não afeta o
consumo de energia.
Nós também apresentamos e analisamos o impacto da velocidade da rede do data center
em data centers que operam na nuvem em relação ao número de migrações, makespan e
tempos de execução das cargas de trabalho individuais. Para este estudo, aprimoramos
o CloudSim modificando os algoritmos de escalonamento de máquinas virtuais HU e MPD,
de modo a trabalharem com um algoritmo de escalonamento de cargas de trabalho com
QoS baseado em prioridade de cargas [76].
Descobrimos que, para todos os cenários avaliados, o aumento da largura de banda
reduz os tempos de execução do makespan e das cargas de trabalho com um compor-
tamento de decaimento exponencial à medida que a velocidade da rede aumenta. Nós
também observamos que o mecanismo de migração live geralmente envolve uma degrada-
ção do desempenho de processamento, mas essa degradação afeta o makespan menos do
que o algoritmo de escalonamento usado.
Também descobrimos que o número de migrações varia de acordo com o algoritmo
de escalonamento empregado, mas o comportamento geral é um aumento no número de
migrações até atingir um pico, geralmente entre 1 Gbps e 100 Gbps, seguido de uma queda
acentuada até este número atinge um ponto de estabilidade. No entanto, percebemos que
o número de migrações tem pouco impacto nos fatores importantes, como o consumo de
energia ou os tempos de processamento.
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Capítulo 5
Bandwidth-Aware Lago Allocator
Nossos estudos sobre os impactos do contínuo aumento das taxas de transmissão do padrão
Ethernet concluíram que esta evolução pode trazer eficiência em energia, pois, entre outras
observações, ao efetuar migrações mais rápidas de máquinas virtuais é possível desligar
mais servidores ociosos em menos tempo.
Motivados pelo fato que a migração live, apesar de usualmente envolver na degradação
do desempenho de processamento, que esta degradação afeta menos o makespan do que
o algoritmo utilizado, sentimos segurança em dar um próximo passo: desenvolver um
método de escalonamento ciente de energia e de largura de banda para prover eficiência
em energia.
Alguns fatores norteiam o algoritmo desenvolvido. Primeiramente, a rápida evolução
das taxas de transmissão do protocolo Ethernet implica na dificuldade de implantação de
redes no mesmo ritmo, isto é, favorece a existência de grupos de servidores, mais antigos,
com taxas de transmissão menores, coexistindo com grupos de servidores, mais novos,
com taxas de transmissão maiores. Portanto, em um senso realístico, é muito provável,
inclusive em grande corporações, existirem data centers heterogêneos [8].
Neste capítulo focamos em data centers com larguras de banda Ethernet heterogêneas
e com SLAs restritivos no provisionamento de largura de banda para máquinas virtuais.
Focamos no impacto da largura de banda de servidores na migração e desempenho de má-
quinas virtuais, considerando uma visão simplificada do data center como single-hop star,
com um switch centralizado onde servidores, com diferentes interfaces de largura de banda
Ethernet, estão conectados. Como uma ilustração simples, considere a Figura 5.1 como
um cenário representativo do nosso trabalho. Aqui, sw0 é o switch central da topologia ao
qual os servidores h0h3 estão conectados com interfaces de diferentes larguras de banda.
Esta topologia exemplifica um switch top-of-rack ao qual são conectados servidores de
uma típica topologia multinível composta de switches core, end-of-row e top-of-rack em
um data center.
Nossa principal contribuição apresentada neste capítulo é um novo método para o
escalonamento de máquinas virtuais, capaz de ser executado em data centers homogêneos,
mas especialmente projetado para data centers heterogêneos. Este método é constituído
por dois algoritmos: (i) um FHA, executado por um broker, que objetiva o uso estratégico
da largura de banda dos servidores; e (ii) um algoritmo, executado pelos servidores, de
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Figura 5.1: Visão Geral de um Cenário de Topologia
provisionamento de largura de banda  Bandwidth Provisioning Algorithm (BPA)  para
máquinas virtuais.
Mais especificamente, nosso FHA objetiva tomar vantagem do fato que larguras de
banda maiores podem potencialmente reduzir os tempos de migração de máquinas virtu-
ais, e interagir, por comunicação através da rede, com um BPA capaz de reservar parte
da largura de banda dos servidores para a migração de máquinas virtuais, em especial
para máquinas virtuais previstas nos cenários deste capítulo  com SLAs restritivos em
larguras de banda  e, como resultado, reduzir o consumo de energia. Nosso trabalho
é significativo por dois caminhos: (i) no nosso conhecimento, esse trabalho é o primeiro
a explorar um ambiente heterogêneo de rede para desenvolver um novo algoritmo; e (ii)
nosso estudo sistemático mostra que nossa abordagem de fato traz economias significativas
ao data center.
Especialmente neste capítulo, projetamos no método proposto um FHA para atuar
conjuntamente ao BPA. Denominamos o FHA proposto como Bandwidth-Aware Lago
Allocator (BALA), e apresentamos múltiplas opções de BPA com os quais ele pode atuar.
Apresentamos no Capítulo 6 este FHA executado independentemente de um BPA, em
cenários com SLAs não restritivos em larguras de banda. Portanto, para este capítulo,
denominaremos como BALA o método constituído do FHA (BALA) juntamente ao BPA (+E)
propostos.
Nós exemplificamos a interação mencionada na Figura 5.2: seja b0 um broker, exe-
cutando um FHA; h0 e h1 são servidores, e cada um deles executa um BPA para uma
máquina virtual. Quando b0 é ligado, ele obtém informações sobre todos os servidores
em seu controle, incluindo CPU, RAM, largura de banda, etc. Quando é requisitado para
b0 a designação de um servidor para uma máquina virtual ingressante, ele executa um
FHA, que verifica entre todos os servidores qual deve receber a máquina virtual. Esta
verificação pode ser feita através de informação previamente registrada em b0 sobre h0
e h1 ou através de uma comunicação ativa entre o FHA de b0 e os BPAs de h0 e h1.
Quando b0 determinar qual servidor deverá receber a máquina virtual ingressante, e.g.
h1, este executará algoritmos de provisionamento de recursos  CPU, RAM, largura de
banda  para a máquina virtual ingressante e, entre estes algoritmos, um BPA. Agora,
suponha que existe um cenário com um SLA restritivo, onde todas as requisições de lar-
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gura de banda de todas as máquinas virtuais (para cada máquina virtual e sua respectiva
migração) deva ser 100% suprido, e que existam duas máquinas virtuais alocadas em h1:
vm0 e vm1. Note que esta configuração pode resultar em uma largura de banda livre e
não usada em h1. O BPA pode agir com o objetivo de reservar esta largura de banda
livre, que não poderia ser entregue à máquina virtual devido aos requerimentos de SLA,
para migrações de máquinas virtuais. Isso tornaria migrações mais rápidas, permitindo
um desligamento mais rápido de servidores que estejam ociosos em um contexto de ciência
de energia.
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Figura 5.2: Interação entre o FHA e o BPA
Esta largura de banda extra a ser reservada para a migração de máquinas virtuais
pode estimada por um BPA. Primeiramente, o BPA analisa quantas máquinas virtuais o
servidor em questão ainda pode suportar, qual é o total de largura de banda que precisa
ser garantida para estas máquinas virtuais baseado nos requerimentos de SLA, e realizar
operações com estes valores para determinar se é possível prover largura de banda extra
para a migração. Se este provisionamento for possível, a reserva é feita.
Os algoritmos que participam do método proposto agem integradamente para mini-
mizar o consumo de energia. Apresentamos o FHA na Seção 5.1 e uma possível imple-
mentação de um BPA de provimento de banda adicional para este método na Seção 5.2.
Os algoritmos são desenvolvidos com os seguintes princípios orientadores:
1. Cada servidor, sabendo os possíveis tipos de máquinas virtuais aos quais estão sujei-
tos a hospedar no data center, são capazes de calcular a largura de banda consolidada
máxima que a soma das máquinas virtuais que poderão consumir/demandar;
2. Sabendo-se essa largura de banda, é possível verificar se haverá largura de banda
disponível no servidor. Essa largura de banda poderá ser alocada como largura
de banda extra (além da largura de banda base demandada pela máquina virtual)
para ser usada, em conjunto com essa largura de banda base, para a migração das
máquinas virtuais.
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3. Esta largura de banda extra reservada pelo servidor não pode integrar requisições
feitas pela máquina virtual, i.e. a largura de banda base demandada pela máquina
virtual não pode ser aumentada, uma vez que ela pode ser migrada para um servidor
com menos largura de banda, gerando um risco de violação de SLA;
4. Durante o processo de escolha de servidores para máquinas virtuais nós podemos
tentar escolher servidores com larguras de banda maior, de modo a permitir potenci-
ais migrações de máquinas virtuais mais rápidas e, portanto, acelerar o processo de
desligamento de servidores ociosos, uma vez que eles ficarão livres mais rapidamente
das máquinas virtuais migradas.
5.1 BALA Encontrar Servidor para uma Máquina Vir-
tual (FHA)
Nós enfatizamos que o objetivo do BALA, executado pelo broker, é reduzir o consumo
de energia do data center, e para atingir este objetivo ele age em paralelo com o BPA
apresentado na Subseção 5.2 para reduzir os tempos de migração. Esta redução é dada
pelo fato que, por acelerando os tempos de migrações, existe uma liberação mais rápida
do servidor de origem da máquina virtual, permitindo que ele se beneficie mais do DVFS,
ou até mesmo seja desligado, caso fique ocioso.
Este FHA tem como escopo data centers homogêneos ou heterogêneos quanto à con-
figuração de máquinas físicas. Além disso, ele não precisa de conhecimento prévio sobre
peso das cargas de trabalho que serão alocadas nas máquinas virtuais do data center,
pois ele verifica dinamicamente as necessidades de processamento e otimiza o consumo de
energia on-the-fly.
Além disso, o FHA foi projetado para trabalhar bem com redes heterogêneas, cons-
tituídas de grupos de servidores com diferentes taxas de transmissão. No entanto, ele
também pode ser aplicado a redes homogêneas, onde todos os servidores apresentam as
mesmas taxas de transmissão na rede.
Agora descrevemos as funções utilizadas pelo FHA.
A função getCpuUsage(host) retorna o atual percentual de uso da CPU, hostmips é
o MIPS total que a CPU suporta e hostvmsmips retorna a soma de MIPS de todas as
máquinas virtuais alocadas no servidor, conforme mostrado na Equação (5.1).
getCpuUsage(host) =
hostvmsmips
hostmips
(5.1)
Note que hostmips reflete o desempenho efetivo de um processador. A fórmula padrão
para calcular o número de Instruções Por Segundo (IPS) depende da frequência do clock e
do número de Ciclos Por Instrução (CPI), como mostrado na Equação (5.2). No entanto,
especialmente em arquiteturas computacionais modernas, o CPI pode variar para cada
tipo de instrução. Então, uma técnica possível para medir este desempenho é a utilização
de benchmarkings sintéticos, sendo um comumente utilizado o Dhrystone [126].
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IPS =
Frequency
CPI
(5.2)
A função getPowerAfterAllocation retorna a potência consumida de um servidor
host após a alocação de uma máquina virtual vm. Em um modelo de potência linear, esta
função pode ser definida como na Equação (5.3), onde hostmax_pow é a potência máxima
consumida por um servidor, composta por sua potência estática hostst_pow (constituída
pelo processador ocioso, placa mãe, discos, RAM, adaptadores de rede, etc.) somada com
uma potência dinâmica, que varia de acordo com a carga do servidor, portanto, dependente
dos MIPS em uso atualmente pelo servidor e dos MIPS requeridos pela máquina virtual
a qual deseja se alocar. hostused_mips representa a quantidade de MIPS de host em uso,
e vmmips representa a quantidade de MIPS solicitada por vm.
getPowerAfterAllocation(host, vm) = hostst_pow
+ (hostmax_pow − hostst_pow)× hostused_mips + vmmips
hostmips
(5.3)
A função bwForVm(host, vm) retorna a largura de banda garantida que uma má-
quina virtual pode receber do servidor. A largura de banda mínima alocável para uma
máquina virtual é a largura de banda estritamente requerida pela máquina virtual, mas
o BALA explora esta função para tentar prover largura de banda extra para a migração de
máquinas virtuais. Este recurso é apresentado com detalhes na Subseção 5.2.
A função BALA findHostForVm(vm) (Algoritmo 1) é executada pelo broker quando
ele deseja determinar o servidor de destino de uma máquina virtual ingressante a ser
instanciada ou migrada. Inicialmente (2), o algoritmo designa um valor menor ou igual a
zero (e.g. infinito negativo) à variável bestEfficiency, que representa o melhor servidor
em eficiência em energia encontrado no data center. Para calcular o valor desta variável,
nós usamos (5.4), e quanto maior o valor, melhor. Após isso, a variável bestHost, que
representa o melhor servidor candidato para a submissão da máquina virtual é inicializado
com o valor null, que indica que inicialmente  antes do algoritmo analisar os servidores
do data center  nenhum servidor é capaz de hospedar a máquina virtual. Finalmente, a
variável powerAtBestHostWithV m, que representa a potência consumida estimada pelo
servidor mais eficiente em energia com a máquina virtual a ser submetida, é inicializada
com um valor infinito positivo.
A seguir, o algoritmo começa a varrer por características em cada servidor do data
center para determinar se ele é adequado para uma máquina virtual ingressante (Linha 5),
ou seja, se o servidor é capaz de suprir as demandas de recursos da máquina virtual em
questão, como MIPS, RAM, etc.
Para cada servidor capaz de suportar a máquina virtual, o primeiro passo é o cálculo
da eficiência em energia (Linha 7) como na Equação (5.4). Se a eficiência em energia
encontrada do servidor sendo verificado é maior do que a eficiência em energia do servidor
encontrado até agora, então o melhor servidor passa a ser considerado o melhor servidor,
atualizando variáveis bestHost e bestEfficiency com os valores encontrados (Linhas 89).
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Algoritmo 1 Bandwidth-Aware Lago Allocator: findHostForVm(vm)
1: function findHostForVm(vm)
2: bestEfficiency ← −∞
3: bestHost← null
4: powerAtBestHostWithV m←∞
5: for all capable hosts for vm in data center do
6: efficiency ← hostmips
hostmax_pow
7: if efficiency > bestEfficiency then
8: bestEfficiency ← efficiency
9: bestHost← host
10: else if efficiency = bestEfficiency then
11: powerAtHostWithV m← getPowerAfterAllocation(host, vm)
12: if powerAtHostWithV m < powerAtBestHostWithV m then
13: bestHost← host
14: powerAtBestHostWithV m← powerAtHostWithV m
15: else if powerAtHostWithV m = powerAtBestHostWithV m then
16: if getCpuUsage(host) > getCpuUsage(bestHost) then
17: bestHost← host
18: else if getCpuUsage(host) = getCpuUsage(bestHost) then
19: if hostmips > bestHostmips then
20: bestHost← host
21: else if hostmips = bestHostmips then
22: if bwForVm(host, vm) > bwForVm(bestHost, vm) then
23: bestHost← host
24: end if
25: end if
26: end if
27: end if
28: end if
29: end for
30: return bestHost
31: end function
EnergyEfficiency =
hostmips
hostmax_pow
(5.4)
Na ocorrência de um empate no último critério, o que pode ser especialmente comum
entre servidores de um mesmo grupo de hardware, uma decisão é realizada (Linha 10)
através de outra comparação, estimando qual servidor possuirá o menor consumo de
potência após a alocação da máquina virtual. Apesar dos servidores pertencerem a um
mesmo grupo, é comum existirem resultados diferentes para esta comparação, em especial
quando o recurso de DVFS estiver habilitado.
Caso ocorra outro empate, será verificado o nível de utilização do servidor (Linha 16).
O servidor que possuir o nível de utilização mais alto será escolhido, uma vez que este
tende a receber um maior número de máquinas virtuais e, potencialmente, demorar mais
para desligar, evitando a migração das máquinas virtuais e que outros servidores fiquem
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subutilizados. Observamos que a utilização desta estratégia pode, dependendo dos SLAs
demandados pelas máquinas virtuais, gerar alguma tendência sobrecarga nos servidores,
no sentido deles não serem capazes de prover a totalidade dos MIPS solicitados pelas
máquinas virtuais que hospedam. Portanto, essa decisão estratégia implica num trade-off
entre desempenho e eficiência em energia, uma vez que apesar de se reduzir o desempe-
nho de máquinas virtuais que não apresentam demanda rígida de processamento mínimo,
evita-se ligar novos servidores, reduzindo, desta maneira, o consumo consolidado de ener-
gia.
Se ainda existir um empate no último item, o que é comum se existirem muitos ser-
vidores que não estejam processando nenhuma máquina virtual, o servidor que possuir o
maior poder de processamento será selecionado (Linha 19). Esta escolha é feita devido
ao fato do servidor em questão tender a suportar maior número de máquinas virtuais.
Em caso de empate no último critério, nós verificamos qual é a largura de banda que
o servidor pode prover para a máquina virtual (Linha 22). Este teste compreende em
especial data centers que contém grupos de servidores com hardware semelhante, mas
com diferentes larguras de banda, e tende a colocar um grande número de máquinas vir-
tuais em servidores com maior largura de banda. Como uma máquina virtual pode já
ter requerimento obrigatório de largura de banda, o objetivo desta escolha não é sim-
plesmente prover mais largura de banda para a máquina virtual. Como nós veremos
na Subseção 5.2, esta escolha, em combo com o método de provisionamento de largura
de banda para máquinas virtuais, possibilita a reserva de largura de banda adicional no
servidor para permitir uma aceleração das migrações, caso venham a ocorrer. Em outras
palavras, a migração de máquina virtual ocorrerá não só pela largura de banda base re-
servada à máquina virtual, mas com uma largura de banda extra  reservada para este
propósito  do servidor, que dificilmente seria utilizada para outra finalidade.
Note que o bloco iniciado na Linha 22 é uma parte modificada do algoritmo LA original,
e adicionamos este critério de desempate na Linha 22, ou seja, o nível mais profundo de
critério de desempate. Este critério foi determinado após a realização de numerosos testes
de simulação, de modo que foi encontrado que esta é a melhor posição para este critério
de modo a reduzir o consumo de energia.
O Algoritmo 1, executado para cada máquina virtual ingressante, apresenta complexi-
dade linear, O(hostsnum), onde hostsnum é o número de servidores que compõem a nuvem,
dado em particular pela iteração da Linha 5. Considerando esta complexidade, para um
número de máquinas virtuais vmsnum, então a complexidade será O(hostsnum×vmsnum).
Em cenários onde se aplica a migração de máquinas virtuais, usando migrationsnum como
o número de migrações, então a complexidade total do processo se torna O(hostsnum ×
vmsnum +migrationsnum).
A função bwForVm (host, vm) pode ser heuristicamente substituída pela getBw(host),
que retorna o total de largura de banda do servidor. Tal substituição implica que o servi-
dor a ser escolhido é simplesmente aquele que possui maior largura de banda, ignorando
a largura de banda que ele seria capaz de prover à máquina virtual. Isso é útil, por
exemplo, para adaptar o Algoritmo 1 para casos onde não é possível conhecer os tipos de
máquinas virtuais alocáveis, ou quando é sabido que todas as máquinas virtuais apresen-
tam as mesmas demandas de largura de banda (ex: todas as máquinas virtuais requerem
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100 Mbps), ou quando desejar tornar o BALA mais genérico e menos dependente do método
de provisionamento de largura de banda para a máquina virtual.
Se for possível estimar os tamanhos das cargas de trabalho, uma outra otimização
também pode ser feita. Considere, por exemplo, que uma máquina virtual está quase
terminando o processamento de uma carga de trabalho. Migrar esta máquina virtual pode
gerar desperdício de energia  seria necessário abortar a migração, pois o processamento
da carga de trabalho terminaria antes da migração ser acabada. Para evitar isso, a
Equação (2.2) pode ser utilizada para otimizar este algoritmo, adicionando uma estimativa
da quantidade de energia que seria requerida pela máquina virtual, e realizar a migração
somente se esta energia consumida for menor do que a energia para processar a máquina
virtual no servidor atual. No entanto, o BALA tem como escopo primário cargas de trabalho
de tamanhos sem padrão e, portanto, esta otimização não é aplicada.
Se todas as máquinas virtuais requisitadas não puderem ser alocadas, as máquinas
virtuais restantes serão verificadas no próximo processamento do broker. À medida que
as máquinas virtuais vão sendo instanciadas, as cargas de trabalho são submetidas para
processamento; e à medida que estes processamentos vão sendo finalizados o broker ten-
tará enviar as máquinas virtuais ainda não submetidas, migrar máquinas virtuais e, na
existência de servidores ociosos, desligá-los.
5.2 BPAOAlgoritmo para Provisionamento de Lar-
gura de Banda para Máquinas Virtuais
No processo de escalonamento de máquinas virtuais pode existir, em adição ao FHA, exe-
cutado pelo broker, um algoritmo responsável pelo provisionamento de largura de banda
às máquinas virtuais (BPA  Bandwidth Provisioning Algorithm), executado pelos ser-
vidores. Nós chamaremos o algoritmo de provisionamento de largura de banda padrão
como SBPA (Standard Bandwidth Provisioning Algorithm), responsável por alocar a banda
base requisitada pro máquinas virtuais no servidor.
Nesta subseção, nós apresentamos um algoritmo de provisionamento de largura de
banda estendido (EBPA Extended Bandwidth Provisioning Algorithm), capaz de prover
uma largura de banda extra, adicional à largura de banda requerida pelas máquinas
virtuais, que é executado em paralelo com um FHA. Neste trabalho, esta largura de
banda extra é reservada no servidor para fins de migração de máquinas virtuais. Além
disso, nós exemplificamos o impacto do provisionamento de largura de banda realizado
pelo EBPA nos tempos de migração.
Inicialmente, nós vamos considerar alguns princípios básicos, que devem ser considera-
dos pelo EBPA, sobre a largura de banda reservável para uma máquina virtual ingressante.
O primeiro princípio é que o algoritmo de provisionamento de largura de banda em um
servidor deve ser capaz de atender as demandas da máquina virtual ingressante. Um ou-
tro princípio é que as reservas realizadas por este método não devem ser grandes demais,
pois isso poderá fazer com que um servidor necessite hospedar um número reduzido de
máquinas virtuais em decorrência da reserva excessiva de largura de banda.
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Em um EBPA igualitário +E, cada servidor calcula uma largura de banda extra fixa, e
este valor é dado para cada máquina virtual alocada no servidor. Para ilustrar a operação
de uma possível implementação deste mecanismo de provisionamento de largura de banda
extra para a migração de máquinas virtuais, considere um pequeno cenário composto por
um servidor que suporte somente três máquinas virtuais, e estas três máquinas virtuais
de diferentes tipos. Conhecendo os tipos de máquinas virtuais que podem ser alocadas,
nós podemos estimar o consumo de largura de banda delas. Portanto, é possível reservar
uma largura de banda extra igual para cada uma destas máquinas virtuais, conforme
mostrado na Figura 5.3, onde bbw representa a largura de banda base requerida pela
máquina virtual, e ebw refere-se à largura de banda extra reservada de modo igualitário.
host_bw
vm1_bbw
vm2_bbw
host_free_bw
host_bw
vm1_bbw
vm2_bbw
vm3_bbwvm1_ebw
vm2_ebw
vm3_ebw
vm3_bbw
Figura 5.3: Reserva de Largura de Banda Estendida: Algoritmo Igualitário
O valor a ser dado para cada máquina virtual não deve exceder um limite superior,
pois ele pode tornar o servidor inapto para receber novas máquinas virtuais devido à
escassez de largura de banda. Conhecendo-se todos os tipos de máquinas virtuais, é
possível calcular um bom valor para +E, dado pela Equação (5.5), onde hostvm_extra_bw é
a largura de banda extra que cada máquina virtual receberá do host em questão, hostbw é
a largura de banda total do servidor que receberá a máquina virtual, hostmax_vms indica
o maior número possível de máquinas virtuais suportadas pelo servidor, e hostmax_vms_bw
indica a demanda de largura de banda base máxima consolidada requerida do servidor
pelo maior grupo de máquinas virtuais que ele suporta.
hostvm_extra_bw =
hostbw − hostmax_vms_bw
hostmax_vms
(5.5)
Neste caso, hostmax_vms é um problema reduzível ao Bin Packing 4-dimensional 
um servidor pode suportar um número de máquinas virtuais considerando pelo menos
o MIPS, RAM, largura de banda e armazenamento. Apesar ser ser um problema NP-
difícil, usualmente o número de tipos de máquinas virtuais é pequeno, então a solução
ótima hostoptimal_max_vms pode ser calculada computacionalmente através de força bruta,
o que é desejável para que o +E opere no melhor caso. Por exemplo, considere dois tipos
de máquinas virtuais: Tipo 1 demandando 2.000 MIPS, 0,5 GiB de RAM e 50 Mbps de
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largura de banda; e Tipo 2 demandando 1.500 MIPS, 1 GiB de RAM e 50 Mbps; em um
cenário com SLA garantindo todas as demandas. Considere que ambos tipos possuam
requisitos de armazenamento desprezíveis. Considere um servidor que possui 6.000 MIPS,
8 GiB de RAM e 1 Gbps de largura de banda. Portanto, o número máximo de máquinas
virtuais suportadas por este servidor será 4, descoberto por força bruta (um servidor pode
suportar até 4 máquinas virtuais do Tipo 2), sendo MIPS o fator limitador de modo que
cada servidor conseguirá, no seu melhor, suportar 4 máquinas virtuais (Tipo 2, cada uma
requerendo 1.500 MIPS) executadas em paralelo. Com conhecimento prévio de quais tipos
de máquinas virtuais podem ser alocada no data center, e de quais máquinas virtuais estão
atualmente alocadas em um dado servidor, é possível estimar quais máquinas virtuais
ainda poderão ser alocadas neste servidor. Neste exemplo, se um servidor já possui uma
máquina virtual do Tipo 2 alocada, então ele terá disponível 4.500 MIPS e 7 GiB de
RAM. Nesta situação, ainda será possível alocar 2 máquinas virtuais do Tipo 1, ou 3
máquinas virtuais do Tipo 2, ou um misto de máquinas virtuais  1 do Tipo 1 e 1 do
Tipo 2. Além disso, não existe um problema de quebra do algoritmo se hostmax_vms_bw
for estimado acima do valor real. No entanto, haverá uma consequência importante: o
provisionamento de largura de banda extra não será feito de modo ótimo.
O cálculo do hostmax_vms_bw também é reduzível ao problema do Bin Packing, uma vez
que existem diversos tipos de máquinas virtuais, cada tipo com seu próprio requerimento
de hardware, tornando este cálculo complexo. No entanto, se nós considerarmos todos os
tipos de máquinas virtuais possuindo os mesmos requerimentos de largura de banda, o
calculo deste valor poderá ser feito de modo simples segundo a Equação (5.6), onde vmbw
retorna a quantidade de largura de banda requerida pela máquina virtual especificada.
Consideraremos neste capítulo que todos os tipos de máquinas virtuais possuem as mesmas
demandas de largura de banda.
hostmax_vms_bw = hostmax_vms × vmbw (5.6)
Considerando o exemplo anterior, nós podemos usar os valores de hostmax_vms en-
contrados aplicados na Equação (5.5), desenvolvendo (Equação (5.7)) e encontrando que,
neste caso, para cada máquina virtual alocada em host, nós podemos reservar uma largura
de banda extra de 200 Mbps, além da largura de banda base de 50 Mbps já demandada
por cada máquina virtual, para acelerar o processo de migração das máquinas virtuais.
Note que, neste caso, mesmo em um data center completamente homogêneo  com todos
os servidores tendo a mesma largura de banda  nós temos um speedup de 5 vezes no
tempo de migração das máquinas virtuais. E, se o servidor possuísse uma largura de
banda de 10 Gbps, cada máquina virtual poderia receber uma largura de banda extra de
2,45 Gbps para migrações, conforme mostrado na Equação (5.8).
hostvm_extra_bw =
1.000− 4× 50
4
= 200 (5.7)
hostvm_extra_bw =
10.000− 4× 50
4
= 2.450 (5.8)
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Com base no apresentado, nós podemos definir a função bwForVm, empregada no Al-
goritmo 5.1 de acordo com a Equação (5.9).
bwForVm(host, vm) = hostvm_extra_bw
+vmbw
(5.9)
Um problema potencial no cálculo de hostmax_vms_bw (Equação (5.5)) é a obriga-
toriedade de se calcular hostmax_vms, que por sua vez requer conhecimento prévio das
demandas de hardware de todas as máquinas virtuais alocáveis. Isto pode não ser prático
em data centers que possuem alta elasticidade quanto aos tipos de máquinas virtuais alo-
cáveis  i.e., possuindo um grande número de tipos de máquinas virtuais. Um caminho
possível de lidar com isso, com o objetivo de evitar possuir um mal resultado no provi-
sionamento de largura de banda extra para as máquinas virtuais, é impôr restrições na
instanciação de máquinas virtuais entre os servidores com o objetivo de determinar com
uma função quantas máquinas virtuais hostmax_vms um servidor pode alocar, e garantir
que todos os tipos de máquinas virtuais possuam larguras de banda iguais e um conjunto
de parâmetros bem conhecido e facilmente trabalhável. Se estas condições são satisfeitas,
é possível calcular, com uma aceitável margem de erro, a largura de banda extra para
uma máquina virtual usando +E com a Equação (5.10).
hostvm_extra_bw =
hostbw − hostmax_vms × vmbw
hostmax_vms
(5.10)
Se a heurística que substitui a função bwForVm(host, vm) pela função getBw(host)
for usada, então a largura de banda extra a ser reservada em uma distribuição igualitária
poderá também ser calculada pela Equação (5.10).
O desempenho de largura de banda para as máquinas virtuais devido ao provisiona-
mento extra depende das garantias previstas em SLAs. Em outras palavras, quanto menor
é a garantia de largura de banda para máquinas virtuais, maior é a largura de banda que
um EBPA poderá reservar para acelerar as migrações. Por outro lado, em cenários restri-
tivos que garantem altos valores de largura de banda para máquinas virtuais, menor será
o desempenho do EBPA.
Além do método de provisionamento para largura de banda extra +E, nós também po-
demos fazer uso de outros métodos de EBPA, como por exemplo, um método diferenciado.
Diferentemente do mecanismo igualitário, onde todas as máquinas virtuais alocadas em
um servidor recebem larguras de banda iguais para a realização de migração, o método
diferenciado possibilita que determinadas máquinas virtuais, alocadas em um mesmo ser-
vidor, recebam diferentes larguras de banda extra entre si. Isto pode ser uma vantagem,
pois podemos tentar prover mais largura de banda para máquinas virtuais que potenci-
almente migrarão mais (e.g. máquinas virtuais com cargas de trabalho mais pesadas),
enquanto pode ser também uma desvantagem, pois se uma má decisão for feita, máqui-
nas virtuais que recebem pouca largura de banda extra terão seus tempos de migração
prejudicadas em relação àquelas que receberam mais largura de banda. Não existe um
algoritmo padrão definido para o mecanismo diferenciado: de fato este é um método
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de designação personalizado, que pode ser adaptado pelo administrador da nuvem com
estratégias apropriadas à nuvem, o que pode fazer este método complexo.
Realizando uma análise mais profunda, em especial no caso de cenários possuindo
configurações heterogêneas de máquinas virtuais, nós observamos que o método de provi-
sionamento igualitário de largura de banda +E pode ter algumas deficiências. Para ilustrar
isso, considere um cenário de um data center que apresenta dois grupos de servidores di-
ferenciados somente pela largura de banda: o Grupo I possui servidores com largura de
banda de 1 Gbps; enquanto a largura de banda para cada servidor do Grupo II é de
10 Gbps. Considere, ainda, dois tipos de máquinas virtuais com exigências de largura de
banda em SLA: o Tipo A requer 25 Mbps de largura de banda; enquanto o Tipo B requer
250 Mbps de largura de banda. Neste cenário, desconsiderando a largura de banda, cada
servidor suporta no máximo 10 máquinas virtuais. Portanto, encontramos que o maior
número de máquinas virtuais alocáveis hostmax_vms será de 10 máquinas virtuais Tipo A
para cada servidor do Grupo I; 10 máquinas virtuais Tipo A para cada servidor do Grupo
II; 4 máquinas virtuais Tipo B para cada servidor do Grupo I; e 10 máquinas virtuais
Tipo B para cada servidor do Grupo II.
Após a implementação do método igualitário nosso passo é calcular hostvm_extra_bw
com a Equação (5.5) para servidores dos grupos I e II. Para calcular hostvm_extra_bw, nós
precisamos encontrar alguns valores: hostbw é uma informação dada  para o Grupo I é
1 Gbps e para o Grupo II é 10 Gbps. Considerando que o número de máquinas virtuais seja
elevado, podemos considerar hostmax_vms_bw como sendo a largura de banda consolidada
máxima consumida pelas máquinas virtuais que mais consomem largura de banda, neste
caso Tipo B  portanto, esta quantidade é hostmax_vms_bw = 10VMs × 250 Mbps=
2, 5 Gbps para servidores do Grupo II, enquanto é hostmax_vms_bw = 4VMs×250 Mbps=
1 Gbps para servidores do Grupo I; e hostmax_vms já foi calculado. Portanto, temos que
hostvm_extra_bw = (10 Gbps−2.5 Gbps)/10 = 750 Mbps para cada servidor do Grupo II e
hostvm_extra_bw = (1 Gbps−1 Gbps)/4 = 0 Mbps para cada servidor do Grupo I.
Agora, baseados na Equação (5.11), que define o aproveitamento mínimo de banda
BwHarnessing para um host totalmente carregado, para máquinas virtuais que utilizam
SLAs restritivos, onde lowestBwVm representa o tipo de máquina virtual alocável que
consome a menor quantidade de largura de banda, nós observamos que para o método
igualitário o aproveitamento é de ((25 + 750) × 10)/(10 Gbps) = 77.5% para servidores
do Grupo II e somente ((25 + 0)× 4)/(1 Gbps) = 10% para servidores do Grupo I. Note,
portanto, que apesar do método igualitário funcionar bem em grupos de máquinas virtuais
com configurações similares de largura de banda, ele pode levar, em alguns cenários, a
uma largura de banda não utilizada  desperdiçada  e, como mostrado neste cenário,
a largura de banda desperdiçada pode chegar a 100%− 10% = 90%.
BwHarnessinghost =
bwForVm(host, lowestBwVm)× hostmax_vms
hostbw
(5.11)
Considerando as deficiências apresentadas pelo método igualitário, e o fato que o mé-
todo diferenciado pode ser difícil de implementar devido às personalizações do ambiente
onde ele será aplicado, nós idealizamos aqui um modelo híbrido/adaptativo de provisio-
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Algoritmo 2 Bandwidth-Aware Lago Allocator: adaptiveAllocateBwForVm(vm)
1: procedure adaptiveAllocateBwForVm(vm)
2: hostmax_remaining_vms ← calcBinPackingMaxRemainingVMsForHost(allV Ms)
3: hostvm_extra_bw = freeBwAfterAllocationvm/hostmax_remaining_vms
4: bwToAllocate = vmbw + hostvm_extra_bw
5: allocateBwForVM(bwToAllocate, vm)
6: end procedure
namento. Este modelo pode atuar em cenários onde máquinas virtuais se comportam de
modo próximo e a aplicação do método igualitário seria aceitável, mas é adaptativo, de
modo a tentar lidar com futuras situações de provisões, sendo guiado por princípios de
uma distribuição balanceada de largura de banda entre as máquinas virtuais alocáveis,
objetivando maximizar a utilização dos servidores do data center, e aplicável a cenários
genéricos. Nós apresentamos o Algoritmo 2, executável pelos servidores do data center
para prover largura de banda para máquinas virtuais em cenários com SLAs restritivos em
provisionamento de largura de banda para máquinas virtuais, onde nós identificamos por
host o servidor atual executando o algoritmo e por vm a máquina virtual a ser alocada.
O Algoritmo 2 opera do seguinte modo: na Linha 2 o algoritmo calcula, conside-
rando os tipos de máquinas virtuais restantes, entre todas as combinações de tipos de
máquinas virtuais suportadas pelo servidor, quantas máquinas virtuais ainda podem ser
alocadas, o que pode ser feito utilizando uma heurística de solução do problema Bin Pac-
king. A melhor opção é encontrar o valor ótimo para este número de máquinas virtuais
ainda suportadas hostmax_remaining_vms, mas o algoritmo pode funcionar normalmente
se a condição hostmax_remaining_vms ≤ hostoptimal_max_remaining_vms for satisfeita, onde
hostoptimal_max_remaining_vms é a solução ótima para o problema do Bin Packing. Uma
aproximação de qualidade questionável pode ser feita utilizando a Equação (5.12), onde
highestV mparameter representa a máquina virtual highestV m que requer a maior quanti-
dade do recurso parameter, e hostremaining_parameter representa os recursos disponíveis de
parameter do servidor host. No próximo passo (Linha 3), o algoritmo estima quanto de
largura banda extra deve ser alocado para a vm a ingressar, o que pode ser determinado
pela razão entre largura de banda disponível no servidor após a alocação de vm e o número
de máquinas virtuais que ainda poderão ser suportadas pelo servidor  como o servidor
ainda não alocou vm, então este valor inclui as demandas de vm. Após isso, na Linha 4 o
servidor calcula quanto de largura de banda consolidada, constituída pela banda base da
máquina virtual  a largura de banda requerida pela máquina virtual  com a largura
de banda extra  calculada na Linha 3  ele reservará para vm. O último passo é o
provisionamento de fato da largura de banda, realizada na Linha 5.
hostmax_remaining_vms
= max
{
hostremaining_mips
highestV mmips
,
hostremaining_ram
highestV mram
,
hostremaining_bw
highestV mbw
,
hostremaining_stor
highestV mstor
}
(5.12)
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Note que o Algoritmo 2 garante 100% de aproveitamento da largura de banda do ser-
vidor. Isso pode ser provado da seguinte maneira: assuma que o servidor pode suportar
somente a última máquina virtual, então o denominador da equação referenciada na Li-
nha 3 é 1, então a largura de banda extra calculada será igual à largura de banda base
demandada pela máquina virtual, acrescida de toda a largura de banda restante do servi-
dor após a alocação, portanto a largura de banda a ser alocada, calculada em 4, deixará
0 Mbps livres após esta alocação, portanto garantindo uma utilização de 100%.
Observamos, contudo, que a atuação dos BPAs se dá apenas nos servidores, não
contemplando o núcleo da rede. Embora as reservas realizadas nos servidores consigam
garantir a largura de banda por parte destes, existe a possibilidade que o núcleo da
rede  área fora do escopo de atuação dos BPAs  dependendo da topologia utilizada,
não consiga atender 100% da demanda consolidada. Portanto, conhecendo as limitações
das redes do data center, um administrador poderá fazer adequações específicas para cada
caso, com o intuito de minimizar os impactos de tais limitações.
5.3 Ilustração
Na Figura 5.4 nós apresentamos um exemplo simplificado de um cenário operacional para
o método de alocação proposto. Seja h0 um servidor Tipo 1, com largura de banda h0_bw;
e h1 um servidor Tipo 2, possuindo configuração idêntica a h0, exceto pela largura de
banda. Estas larguras de banda estão representadas em uma escala não linear na figura.
Seja h1_bw a largura de banda de h1, de modo que h1_bw = 10×h0_bw. Considere que
todas as máquinas virtuais apresentam a mesma configuração, e que todos os SLAs sejam
restritivos em largura de banda, i.e. uma largura de banda requerida por uma máquina
virtual deve ser 100% satisfeita. Considere que o limite superior de máquinas virtuais
hospedáveis por um servidor não seja dado em função da largura de banda.
h0 h1
vm_x vm_x vm_x
vm_x vm_x
vm_x
h0_bw
h1_bw
Figura 5.4: Cenário de Exemplo para o Bandwidth-Aware Lago Allocator
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Notamos que neste cenário existe um desperdício de largura de banda em h1, uma vez
que mesmo que todas as máquinas virtuais sejam alocadas juntamente em um servidor,
ainda haverá muito de h1_bw não utilizado. Por exemplo, se o limite hospedagem em um
servidor for de 3 máquinas virtuais, e cada máquina virtual consumir 250 Mbps de largura
de banda, sendo h0_bw 1 Gbps e h1_bw 10 Gbps, então h0_bw será capaz de prover a
largura de banda consolidada demandada pelas máquinas virtuais e restarão 250 Mbps.
Supondo a alocação destas mesmas máquinas virtuais em h1, então haverão 9,25 Gbps
não utilizados. Uma regra simples para permitir evitar este desperdício no segundo caso
seria prover mais largura de banda para beneficiar a migração de máquinas virtuais,
no entanto esta abordagem implica em dois problemas: (i) (um problema pequeno) a
violação de SLA, pois estaríamos dando mais largura de banda do que o requisitado pelas
máquinas virtuais; e (ii) uma vez que a largura de banda extra seja reservada, se tivermos
que manter a largura de banda neste nível alto, nós impossibilitaríamos a migração de
máquinas virtuais alocadas em h1 para h0, pois h0_bw seria insuficiente para suportar a
as máquinas virtuais de h1, uma vez que a largura de banda reservada em h1_bw seria
muito maior do que h0_bw.
Agora consideramos uma máquina virtual Tipo 2, definida na Seção 5.2, e com uma
quantidade de dados para migrar igual à RAM consumida pela máquina virtual, neste
caso, 1 GB. Com o modelo de migração de máquina virtual utilizando a largura de banda
base da máquina virtual em questão (neste caso 50 Mbps), o tempo consumido será de
(1.000MB)/(50Mbps) = (1.000×8Mb)/(50Mbps) = 160 s considerando o cenário ótimo.
Se o método de migração proposto na Seção 5.2 for utilizado para o mesmo cenário, então
o tempo consumido seria de aproximadamente (1.000 MB)/(50 Mbps + 200 Mbps) =
(1.000× 8Mb)/(250 Mbps) = 32 s, o que representa, em outras palavras, uma redução de
80% no tempo de migração.
5.4 Simulação
Para analisar os benefícios do FHA BALA para encontrar servidores para máquinas virtuais,
atuando juntamente ao EBPA apresentado, utilizamos o simulador CloudSim, realizando
as seguintes modificações em seu núcleo para possibilitar os experimentos:
• Estendemos a classe VmAllocationPolicy para suportar os algoritmos FHA estu-
dados nesta seção;
• Modificamos as classes PowerDataCenter e PowerDataCenterNonPowerAware para
os algoritmos de escalonamento de máquinas virtuais poderem interagir com o al-
goritmo BPA estudado nesta seção.
Nas próximas subseções, nós apresentamos em detalhes como as simulações foram
configuradas e executadas.
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5.5 Configuração do Data Center
Assumindo que o número de máquinas virtuais é seis vezes o número de servidores, e
que cada máquina virtual processa uma cloudlet, então o número de cloudlets é igual ao
número de máquinas virtuais e, portanto, seis vezes o número de servidores. Apresentamos
na Tabela 5.1 os tamanhos dos data centers, número de máquinas virtuais e tamanho das
cargas de trabalho utilizados neste trabalho.
Tabela 5.1: Tamanhos de Data Centers e Cargas de Trabalho
Tamanho # Servidores
# Máquinas
Virtuais
Total de Cargas de Trabalho
do Data Center
(em Milhões de Instruções)
s10 10 60 122.760.000
s100 100 600 1.227.600.000
s1000 1.000 6.000 12.276.000.000
Nós agora comentamos sobre o número de máquinas virtuais por servidor e o relacio-
namento para as cargas de trabalho. Se um data center s1000 recebe um número muito
pequeno de máquinas virtuais e cargas de trabalho para processar, ele poderá terminá-las
rapidamente, praticamente não dando tempo para as migrações e não permitindo uma
avaliação adequada do consumo de energia. Por outro lado, se um data center s10 recebe
um número muito grande de máquinas virtuais e cargas de trabalho, o processamento
poderá consumir tempo demais, também não permitindo uma avaliação adequada do
consumo de energia. Em outras palavras, nós encontramos que é adequado que o número
de máquinas virtuais e cargas de trabalho serem proporcionais ao tamanho do data cen-
ter. Especificamente, para estes testes consideramos que uma boa regra é o número de
máquinas virtuais ser seis vezes o número de servidores, e cada máquina virtual recebe
uma cloudlet por vez.
Portanto, cargas de trabalho são submetidas às máquinas virtuais como cloudlets, de
modo que cada cloudlet tenha 30.000. 120.000. 480.000. 1.920.000 e 7.680.000 milhões
de instruções (MI) em distribuição round-robin. Por exemplo, considerando estes cinco
tamanhos de cloudlets, em um data center s10 com 60 máquinas virtuais, teremos 12
máquinas virtuais processando 12 cloudlets de 30.000 MI cada, 12 máquinas virtuais
processando 12 cloudlets de 120.000 MI, e assim por diante, seguindo o mecanismo round-
robin. Portanto, o total de cargas de trabalho em um data center s10 será de 122.760.000
MI (= 12 × (30.000 + 120.000 + 480.000 + 1.920.000 + 7.680.000)). De modo similar, os
totais de cargas de trabalho determinadas para outras configurações de data centers estão
apresentadas na Tabela 5.1.
Finalmente, nós criamos cenários com cada um destes data centers, operando com
larguras de banda de 100 Mbps, 1 Gbps, 10 Gbps, 100 Gbps, 1 Tbps e 10 Tbps; e
utilizando o método de provisionamento de banda estendida igualitário +E, apresentado
na Subseção 5.2, para a migração de máquinas virtuais.
100
5.5.1 Configurações de Servidores e Máquinas Virtuais
A configuração comum para todos os servidores é: 8 GiB de RAM e 2,5 GB de tamanho de
imagem. Os servidores são diferenciados nos adaptadores de redes, que apresentam taxas
de transmissão definidas para 100 Mbps, 1 Gbps, 10 Gbps, 100 Gbps, 1 Tbps e 10 Tbps,
em uma distribuição round-robin. Os valores do consumo de potência dos servidores são
baseados em [106]. A Tabela 5.2 sumariza as frequências e consumo de potência para
cada servidor para cada tipo de data center.
Tabela 5.2: Distribuição de Servidores para Data Centers
ID do Servidor Parâmetro Homogêneo Misto Heterogêneo
h0
Frequência (GHz) 4×3,06 4×3,06 4×1,6
Potência (W) 250 200 200
h1
Frequência (GHz) 4×3,06 8×3 4×1,86
Potência (W) 250 250 250
h2
Frequência (GHz) 4×3,06 4×3,06 4×3,06
Potência (W) 250 300 300
h3
Frequência (GHz) 4×3,06 8×3 4×3,3
Potência (W) 250 200 350
h4
Frequência (GHz) 4×3,06 4×3,06 8×3
Potência (W) 250 250 200
h5
Frequência (GHz) 4×3,06 8×3 4×1,6
Potência (W) 250 300 250
Com relação às máquinas virtuais, suas RAM foram definidas para 512 MiB. A largura
de banda requisitada por cada máquina virtual é de 8,33 Mbps para garantir que a largura
de banda não seja o limite superior de número de máquinas virtuais alocáveis em um
servidor, mas também não pequeno demais para evitar que um grupo de máquinas virtuais
utilize menos do que a largura de banda máxima garantida de qualquer servidor do data
center para máquinas virtuais. As capacidades de processamento das máquinas virtuais
foram definidas para 1.000, 2.000 e 3.000 MIPS em distribuição round-robin.
5.5.2 Configurações de Data Center Homogêneos
Para simular data centers homogêneos, para cada servidor foram escolhidos, uniforme-
mente, o processador Intel Xeon X5667 (4 × 3,06 GHz), um consumo de 250 W.
5.5.3 Configurações de Data Centers Heterogêneos
Para simular data centers heterogêneos, as seguintes configurações foram adotadas:
• Processador → cada servidor possui um dos seguintes tipos de processadores, em
uma distribuição round-robin: Intel Xeon E5603 (4 × 1,6 GHz), Intel Xeon E7520 (4
× 1,86 GHz), Intel Xeon X5667 (4 × 3,06 GHz), AMD Opteron 6204 (4 × 3,3 GHz)
e AMD Opteron 6220 (8 × 3 GHz);
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• Potência→ cada servidor possui uma das seguintes potências, em uma distribuição
round-robin: 200, 250, 300 e 350 W.
Ilustramos na Tabela 5.3 como os processadores e as potências dos servidores estão
distribuídos neste tipo de data center.
Tabela 5.3: Exemplo de Configuração de Servidores em um Data Center Heterogêneo
Servidor h0 h1 h2 h3 h4 h5
MIPS×Núcleos 1.600×4 1.860×4 3.066×4 3.300×4 3.000×8 1.600×4
Potência (W) 200 250 300 350 200 250
5.5.4 Configuração de Data Centers Mistos
Para simulações realizadas em data centers mistos, as seguintes configurações foram ado-
tadas: cada servidor possui um dos dois tipos de processadores, em distribuição round-
robin: Intel Xeon X5667 (4 × 3,06 GHz) e AMD Opteron 6220 (8 × 3 GHz). Quanto à
potência dos servidores, também foi adotada uma distribuição round-robin de 200, 250 e
300 W.
Ilustramos na Tabela 5.4 como o MIPS/potência dos servidores são distribuídos neste
tipo de data center.
Tabela 5.4: Exemplo de Configuração de Servidores em um Data Center Misto
Servidor h0 h1 h2 h3 h4 h5
MIPS×Núcleos 3.066×4 3.000×8 3.066×4 3.000×8 3.066×4 3.000×8
Potência (W) 200 250 300 200 250 300
5.6 Regras de Simulação
Apesar dos FHAs clássicos HU e MPD atuarem como SBPA, nós realizamos modificações
para que eles pudessem suportar o EBPA proposto neste trabalho, com a possibilidade
de torná-los possivelmente melhores, para compará-los, de modo justo, em suas melhores
configurações, com o BALA, com o objetivo de determinar a melhor opção a ser usada para
todos os tipos de data centers para os cenários abordados. O FHA round-robin não foi
contemplado, visto que seus resultados foram considerados ruins comparados aos demais
algoritmos de escalonamento.
5.7 Resultados e Análise
Os principais critérios escolhidos para análise e comparação foram consumo de energia e
makespan. Um bom algoritmo de escalonamento deve ser eficiente em energia, mas não
deve consumir muito tempo para processar cargas de trabalho.
102
Nas Figuras 5.55.13, nós apresentamos o consumo de energia para cenários compostos
de data centers homogêneos, mistos e heterogêneos, com tamanhos s10, s100 e s1000.
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Figura 5.5: Consumo de Energia: Data Center Homogêneo, 10 Servidores
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Figura 5.6: Consumo de Energia: Data Center Misto, 10 Servidores
Como podemos observar, a adição do método de provisionamento de largura de banda
de máquinas virtuais proposto neste trabalho mostra significativa melhora para os FHAs
HU e MPD. De fato, esta melhoria foi tão impactante que o HU+E superou o MPD na maioria
dos casos, e.g. nos data centers homogêneos o HU+E-PDM foi em média 43% mais eficiente
em energia que o MPD-PDM.
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Figura 5.7: Consumo de Energia: Data Center Heterogêneo, 10 Servidores
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Figura 5.8: Consumo de Energia: Data Center Homogêneo, 100 Servidores
Além disso, considerando a configuração PM, o BALA se mostrou o melhor em todos
os casos de data centers mistos e heterogêneos, atrás do MPD+E somente em data centers
completamente homogêneos. Considerando a configuração PDM, a qual  do ponto de
vista de eficiência em energia  é a mais indicada na prática, tal perda de fato não
ocorre, e nos casos de data centers homogêneos s1000, o BALA-PDM desempenha melhor
do que o MPD+E-PDM em cerca de 1,7%.
Com relação ao makespan, notamos pequenas diferenças. Em alguns casos, os FHAs
com adição do recurso +E consumiram mais tempo, em outros este tempo foi reduzido.
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Figura 5.9: Consumo de Energia: Data Center Misto, 100 Servidores
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Figura 5.10: Consumo de Energia: Data Center Heterogêneo, 100 Servidores
De modo geral, com relação ao HU, a adição do +E aumentou ligeiramente o makespan em
data centers homogêneos e heterogêneos, e o reduziu ligeiramente em data centers mistos;
com relação ao MPD, o makespan foi reduzido em todos os data centers, exceto nos s10 e
s100. Comparado a todos os demais, o BALA desempenhou melhor em data centers não
homogêneos.
Nós observamos que devido às migrações mais rápidas, obtidas com o uso de EBPAs,
existem duas possíveis consequências (A) e (B). Considere dois cenários similares, (i) e (ii),
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Figura 5.11: Consumo de Energia: Data Center Homogêneo, 1.000 Servidores
 100
 150
 200
 250
 300
 350
[PM] [PDM]
kW
h
[HU]
[MPD]
[HU+E]
[MPD+E]
[BALA]
Figura 5.12: Consumo de Energia: Data Center Misto, 1.000 Servidores
diferenciados somente pelo BPA: (i) usando SBPA e (ii) usando um EBPA, por exemplo,
+E.
Caso (A): Se o intervalo de checagem de migrações do broker for grande o bastante
para suportar pelo menos o tempo consumido pelas migrações despachadas na verificação
anterior, e este intervalo for o mesmo em (i) e (ii), então o número de migrações será seme-
lhante entre (i) e (ii). Além disso, devido às migrações mais rápidas, as máquinas virtuais
do cenário (ii) apresentarão menor degradação de desempenho durante seus processos de
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Figura 5.13: Consumo de Energia: Data Center Heterogêneo, 1.000 Servidores
migração de máquinas virtuais, acarretando em uma possível redução do makespan e do
consumo de energia para o cenário (ii) em relação ao cenário (i).
Caso (B): Se o intervalo de verificação de migrações do broker ocorrer mais frequente-
mente do que (A), e.g. se ele for muito curto, ou se o broker é notificado pelos servidores
no evento de finalização da migração das máquinas virtuais, o número de migrações pode
potencialmente aumentar em (ii) quando comparado a (i). Esta maior taxa de migrações
pode causar uma redução no consumo de energia, possivelmente em uma maior escala do
que no Caso (A), devido ao fato que os servidores, em particular aqueles que são menos
eficientes em energia, poderem ser desligados mais cedo. Nos cenários simulados, nós
vemos uma predominância de ocorrência deste caso.
Nas Figuras 5.145.22, apresentamos o makespan para os cenários simulados, consti-
tuídos por data homogêneos, mistos e heterogêneos, com tamanhos s10, s100 e s1000.
Em nossa análise, contemplamos comparações sobre consumo de energia e makespan,
baseados nas inequações apresentadas, dividida em dois estágios. Primeiro, analisamos e
comparação os FHAs bem conhecidos em suas versões clássicas  HU e MPD  com suas
respectivas versões com o o EBPA proposto  HU+E e MPD+E  com o objetivo de obter
dados apurados sobre onde existem ou não melhorias na incorporação de EBPA. Posteri-
ormente, com o objetivo de verificar se o método de escalonamento proposto  BALA  é
uma boa opção para cada cenário, nós comparamos todos estes algoritmos entre si e com
o BALA. Para fomentar esta análise, apresentamos na Tabela 5.5 dados sobre o consumo
de energia para todas as simulações. Na coluna DC o tipo do data center é listado; o nú-
mero de servidores está em Servidores ; Configuração remete à configuração/recursos que
os algoritmos de escalonamento poderão utilizar; HU e MPD se referem ao consumo médio
de energia dos algoritmos clássicos HU e MPD nos cenários apresentados em cada linha, bem
como HU CI e MPD CI se referem aos seus respectivos intervalos de confiança em 95%;
HU+E e MPD+E aluz ao consumo médio de energia dos algoritmos HU e MPD trabalhando em
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Figura 5.14: Makespan: Data Center Homogêneo, 10 Servidores
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Figura 5.15: Makespan: Data Center Misto, 10 Servidores
paralelo como o +E, bem como HU+E CI e MPD+E CI são seus respectivos intervalos de con-
fiança em 95%; BALA refere ao consumo médio de energia pelo método de escalonamento
de máquinas virtuais proposto neste capítulo, e BALA CI ao seu intervalo de confiança
em 95%. Nós também apresentamos na Tabela 5.5 algumas comparações, baseadas na
Inequação (3.3), que permite determinar se um algoritmo é melhor do que outro: CmpHU
se refere à comparação se é verdadeiro que HU+E+CI < HU−CI; em outras palavras, se
adicionar o +E o torna, para o mesmo conjunto de parâmetros, melhor do que o algoritmo
clássico HU; bem como CmpMPD responde se é verdadeiro que MPD+E+ CI < MPD− CI,
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Figura 5.16: Makespan: Data Center Heterogêneo, 10 Servidores
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Figura 5.17: Makespan: Data Center Homogêneo, 100 Servidores
i.e., se adicionar o +E o torna, para o mesmo conjunto de parâmetros, melhor do que
o algoritmo clássico MPD. Na coluna B.BALA nós apresentamos se o método apresentado
neste capítulo pode ser considerado, em frente aos outros parâmetros estabelecidos, me-
lhor do que todos os demais algoritmos. i.e., se BALA + CI < MIN(ALL − CI), onde
ALL representa todos os outros algoritmos; e a coluna NB.BALA representa o oposto, se
algum outro algoritmo é melhor do que o BALA para o cenário analisado: a interpretação
que pode ser feita destas duas colunas é: se B.BALA e NB.BALA são ambas falsas, então
o BALA empata com o algoritmo melhor avaliado (dentre HU, MPD, HU+E e MPD+E) para o
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Figura 5.18: Makespan: Data Center Misto, 100 Servidores
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Figura 5.19: Makespan: Data Center Heterogêneo, 100 Servidores
referido cenário, i.e., se não é possível dizer que um algoritmo específico é melhor do que
o outro ou vice-versa; se NB.BALA é verdadeiro (e portanto B.BALA é falso) então existe
pelo menos um algoritmo competido que é melhor do que o BALA; se B.BALA é verdadeiro
(e portanto NB.BALA é falso) então para aquele cenário o BALA é o melhor algoritmo a ser
usado. Não é possível para B.BALA e NB.BALA serem ambos verdadeiros, uma vez que o
BALA não pode ser melhor do que os demais e vice-versa simultaneamente.
Como podemos observar nas colunas CmpHU e CmpMPD, a inclusão do +E trouxe uma
significante eficiência em energia, para todos os cenários estudados, por permitir migrações
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Figura 5.20: Makespan: Data Center Homogêneo, 1.000 Servidores
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Figura 5.21: Makespan: Data Center Misto, 1.000 Servidores
mais rápidas de máquinas virtuais. De fato, no caso do HU, nós tivemos uma redução
no consumo de energia para data centers homogêneos, mistos e heterogêneos de, em
média, pelo menos 14%, 29% e 26% respectivamente. Para o caso do MPD, a redução no
consumo de energia para data centers homogêneos, mistos e heterogêneos foi, em média,
de pelo menos 23%, 11% e 10% respectivamente. Portanto, em média o +E reduziu o
consumo de energia do HU em pelo menos 23%, e de 15% para o MPD. Em outras, palavras,
a implementação do +E para algoritmos de escalonamento de máquinas virtuais trouxe
economia de energia para os cenários estudados: para o HU variando de 0,54 (= 2,87 −
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Figura 5.22: Makespan: Data Center Heterogêneo, 1.000 Servidores
2,33) kWh para data center s10 homogêneo usando PDM até 91,17 (= 329,90−238,73) kWh
para data center s1000 heterogêneo com configuração PM; e para o MPD esta variação foi
de 0,13 (= 1,88− 1,75) kWh para data center s10 misto com configuração PDM até 78,75
(= 261,53− 182,78) kWh para data center homogêneo s1000 PDM.
Com relação ao FHA proposto neste capítulo, BALA, quando comparado aos demais,
observamos que: ele não é a melhor opção em data centers homogêneos sob configura-
ção PM, pois ele se comporta pior que o MPD-PM em média pelo menos 12%, 9% e 8%,
para tamanhos s10, s100 e s1000, respectivamente. No entanto, para os mesmos tipos e
tamanhos de data centers, sob a configuração PDM  a mais eficiente em energia  um
empate ocorre. Para todos os outros casos, isto é, data centers mistos, heterogêneos, de
quaisquer tamanhos  s10, s100 e s1000  e com qualquer configuração de ciência de
energia  PM e PDM  o BALA se mostrou a melhor opção, com uma redução no consumo
de energia, em média, de pelo menos 43% quando comparado aos demais.
Com relação ao makespan, nós realizamos uma análise baseada nas Inequações (3.4)
e (3.5), para verificar como o +E impacta os FHAs. Nós apresentamos na Tabela 5.6
uma análise comparativa, onde cada linha representa cada cenário, e as colunas têm os
seguintes significados: DC ser refere tipo de data center ; Servidores indica o número de
servidores para o cenário em questão; HU e MPD referenciam o makespan médio mensurado
pelos algoritmos clássicos HU e MPD, bem como seus intervalos de confiança em 95% são
apresentados nas colunas HU CI e MPD CI ; HU+E e MPD+E se referem ao makespan dos
algoritmos HU e MPD, executados com o EBPA +E, bem como HU+E CI e MPD+E CI indicam
seus intervalos de confiança em 95%; BALA se refere ao método de escalonamento proposto
neste capítulo, e BALA CI indica seu intervalo de confiança em 95%. Nós observamos na
coluna CmpHU se é verdadeiro que HU − CI > 2 × HU + E − CI (Inequação (3.4)) e
HU+CI > 2×HU+E+CI (Inequação (3.5)), o que, se for verdadeiro, pode ser entendido
como a adição do EBPA +E tornou o HU+E melhor do que sua versão clássica (HU); e
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na coluna CmpMPD é verificado se as afirmações MPD − CI > 2 ×MPD + E − CI
(Inequação (3.4)) e MPD+CI > 2×MPD+E+CI (Inequação (3.5)) são verdadeiras.
A coluna B.BALA informa se é verdadeiro que o BALA é o melhor entre os algoritmos
apresentados, i.e., se a Inequação (5.13) é satisfeita, onde MIN(ALL − CI) se refere
ao menor valor encontrado entre todos os algoritmos avaliados (HU, MPD, HU+E e MPD+E)
subtraídos de seus respectivos intervalos de confiança em 95%.
BALA+ CI < MIN(ALL− CI) (5.13)
Como nós podemos observar, considerando as comparações de makespan apresentadas
nas Inequações (3.4) e (3.5)), a adição do EBPA +E ao HU e MPD não trouxe mudanças
significativas no makespan.
Para as simulações executadas, não foram observadas violações de SLA previstas na
Seção 5.4.
Comparando o BALA com o HU e o MPD, nós constatamos que no caso de data centers
homogêneos ele foi, em média, 1% mais lento. No entanto, ele desempenhou 7% mais
rápido em data centers mistos e heterogêneos e considerando as Inequações definidas
para makespan, não é possível afirmar que o BALA é inaceitavelmente mais lento que os
demais algoritmos ou vice-versa.
Em resumo, os resultados sugerem que:
• O emprego de EBPA (neste caso, o +E) pode prover eficiência em energia, devido a
um menor impacto no desempenho pelas migrações;
• Para os cenários estudados, o BALA-PDM é arguivelmente uma boa opção para reduzir
o consumo de energia para data centers homogêneos, especialmente se a configuração
PDM for aplicada;
• Nos cenários estudados, BALA-PDM é a melhor opção para reduzir o consumo de
energia para data centers mistos e heterogêneos;
• Nos cenários estudados, o BALA-PDM é a melhor opção para redução do makespan
em todos os data centers não-homogêneos.
Portanto, tanto o BALA quanto o +E são opções viáveis em termos de eficiência em
energia, enquanto não impactando negativamente o makespan.
5.8 Comentários Finais
Neste capítulo apresentamos um método de escalonamento ciente de energia de máquinas
virtuais envolvendo dois algoritmos: (i) o FHA BALA, executado pelo broker, para encon-
trar servidores para máquinas virtuais; e outro, (ii) o BPA +E, executado pelos servidores,
para prover largura de banda adicional para a migração de máquinas virtuais em cenários
com SLAs restritivos em largura de manda.
O algoritmo para encontrar servidores para máquinas virtuais é baseado em um al-
goritmo previamente existente ([72]), e com o conhecimento obtido sobre os os impactos
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do aumento das larguras de banda dos data centers, nós conseguimos o melhorar com o
objetivo de atingir maior eficiência em energia.
Além disso, o BPA proposto foi implementado de um modo versátil, de alta granulari-
dade, podendo ser integrado com relativa facilidade a outros algoritmos de escalonamento
de máquinas virtuais.
O método de alocação de máquinas virtuais e provisionamento de largura de banda
é implantável em qualquer data center operando em nuvem, com resultados de eficiência
em energia similar a outros métodos eficientes em energia para data centers homogêneos,
mas com ganhos notáveis para data centers não homogêneos, sem impacto significativo no
makespan. Os ganhos obtidos com este método, quando comparado aos outros estudados,
foi capaz de reduzir o consumo de energia em 43% para data centers não-homogêneos.
Portanto, a ciência de largura de banda, em data centers em servidores que operam
sob distintas taxas de transmissão, pode ser usada com o objetivo de reduzir o consumo
de energia, pois ela reduz os tempos de migrações de máquinas virtuais. Estes tempos
reduzidos tornam possível evitar sub-processamento devido à finalização acelerada e o
consequente desligamento adiantado de servidores. A soma destes aspectos contribui
substancialmente para maior eficiência em energia, e estes podem ser explorados como
nós fizemos nos métodos de escalonamento.
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Capítulo 6
Topology Energy-Aware Allocator
Vimos até aqui os impactos das redes de alta velocidade no processo de escalonamento de
máquinas virtuais. Focamos especialmente na energia, mas analisamos, também, fatores
importantes, como makespan, tempos de execução de cargas de trabalho e número de
migrações. Propomos, ainda, um algoritmo para escalonamento ciente de largura de
banda, com ênfase na minimização do consumo de energia, e obtivemos bons resultados,
sobretudo em data centers heterogêneos.
No entanto, observamos que o aumento da velocidade das redes impacta não somente
a largura de banda dos servidores, mas em muito a atuação da topologia da rede em
si. Objetivando levar o escalonamento de máquinas virtuais a um novo patamar em
economia de energia, decidimos considerar também este nível impactado pelas redes de
alta velocidade.
Com base nos trabalhos estudados, e com a adição de uma gama de novas estratégias
voltadas aos elementos de núcleo da rede, expandimos a inteligência do processo de escalo-
namento para tentar minimizar o consumo de energia desligando não somente servidores,
mas  com conhecimento da topologia  também partes da rede.
Neste capítulo apresentamos e avaliamos o Topology Energy-Aware Allocator (TEA),
um algoritmo para escalonamento de máquinas virtuais ciente de energia e da topologia da
rede, para a computação em nuvem, que objetiva minimizar o consumo de energia em data
centers, e se possível também o makespan e o tempo de execução de cargas individuais.
Este algoritmo tem como escopo atuar em data centers de tamanhos arbitrários, ho-
mogêneos ou heterogêneos, geodistribuídos ou não, com topologia de rede conhecida. Para
atingir o objetivo de minimizar o consumo de energia nestes data centers, ele lida com
recursos como a gerenciamento distribuído de energia  incluindo o desligamento de
servidores ociosos e de comutadores de pacotes  e DVFS.
Para atingir o objetivo de minimizar o consumo de energia, este algoritmo, além de
alguns dos recursos clássicos comumente incorporados em algoritmos de escalonamento
cientes de energia, utiliza o pré-processamento de ordem de máquinas virtuais: a cada ve-
rificação do broker, as máquinas virtuais passam por uma ordenação de modo a escalonar,
perante critérios pré-definidos, prioritariamente algumas máquinas virtuais em detrimento
de outras. Além disso, este algoritmo pode agir reconhecendo a prioridade solicitada pelos
usuários objetivando, além de prover qualidade de serviço dando preferência às cargas de
prioridades mais elevadas, usar esse recurso para prover economia de energia, de modo a
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evitar escalonar máquinas virtuais que não tenham prioridades elevadas em um percentual
de servidores com baixa eficiência em energia. Quanto à ciência de topologia, dizemos que
este algoritmo analisa aspectos da topologia, em especial as rotas entre os sistemas finais
comunicantes dentro dos data centers que compõem a nuvem e suas respectivas eficiências
em energia, para a determinação de servidores para hospedarem máquina virtuais.
O TEA também é projetado para utilizar  ou não, a depender do usuário da nuvem 
um estimador de tempo para finalização das máquinas virtuais, objetivando tentar prever
e evitar a migração de máquinas virtuais que potencialmente deverão ser finalizadas logo.
Um estimador ideal é aquele que seria capaz de determinar, com precisão absoluta, qual é
o tempo real que uma máquina virtual consumirá para terminar de processar suas cargas
e serem desalocadas. Isso é uma tarefa extremamente difícil  senão impossível. Uma
abordagem comum para esta finalidade verificada em clusters é solicitar aos próprios
usuários do sistema esta estimativa. Esta abordagem pode ser ruim, por várias razões: (i)
o usuário pode não ter uma ideia razoável deste tempo, (ii) aumento da burocracia para
uso do data center, (iii) para o usuário fazer esta estimativa pode-se consumir um tempo
precioso. Nossa implementação do TEA é realizada usando um modelo estatístico auto-
matizado para cálculo do tempo restante para finalização de uma dada máquina virtual.
As principais e visíveis vantagens deste modelo são a agilidade obtida pela eliminação da
burocracia do data center e a redução do erro humano inerente.
6.1 TEA  Funções Auxiliares
Como vimos, a arquitetura do TEA atua em duas principais frentes, que são a ordenação do
conjunto das máquinas virtuais com as quais o broker lida e a determinação de máquinas
físicas para hospedarem tais máquinas virtuais. Os algoritmos executados em ambas as
frentes utilizam funções auxiliares, as quais tratamos nesta seção.
A função getRoute(source, destination) retorna uma rota, isto é, um conjunto de
interfaces de rede pelas quais pacotes são recebidos no tráfego de dados de um sistema
final de origem source para um sistema final de destino destination. Note que, por essa
definição, considerando dois sistemas finais distintos h0 e h1, temos que getRoute(h0,
h1) 6= getRoute(h1, h0). A implementação desta função é simples e dependente de
estar registrado no broker a topologia da rede. Esta definição que apresentamos é voltada
para redes full-duplex, mas é possível realizar adaptações para half-duplex. Apresentamos
no Algoritmo 3 um exemplo código-fonte que pode ser executado por esta função.
Neste algoritmo, o método getConnectable() retorna a interface de rede adjacente ao
objeto que a executa; o método getOwner() retorna o comutador de pacotes ao qual o ob-
jeto que representa a interface de rede pertence; e o método getPortExitTo(destination)
observa a tabela de encaminhamento/roteamento do comutador de pacotes em questão
e retorna a porta de saída para destination. Note que esta função é usada um número
grande de vezes pelos algoritmos apresentados nas próximas seções, então, por questões
de escalabilidade, é recomendado que ele seja implementado com uso de cache histórico,
de forma a armazenar as rotas entre source e destination em um mapa de acesso rápido
para futuras consultas. Caso estejam sendo executados protocolos que modificam as rotas
118
Algoritmo 3 TEA: getRoute(source, destination)
1: function getRoute(source, destination)
2: route← ∅
3: currentConnectable← source.getConnectable()
4: while currentConnectable 6= destination do
5: route.add(currentConnectable)
6: currentConnectable← ((Port) currentConnectable).getOwner()
7: .getPortExitTo(destination).getConnectable()
8: end while
9: route.add(destination)
10: return route
11: end function
Algoritmo 4 TEA: calculateRouteMaxBw(source, destination)
1: function calculateRouteMaxBw(source, destination)
2: bandwidth←∞
3: for all connectable ∈ getRoute(source, destination) do
4: linkbw ← min{connectablebw_down, connectable.getConnectable().bw_up}
5: bandwidth← min{bandwidth, linkbw}
6: end for
7: return bandwidth
8: end function
entre source e destination  como STPs que alteram as rotas dinamicamente  deve-se
tornar o cuidado de zerar este cache para manutenção de coerência.
A seguir apresentamos o Algoritmo 4, utilizado pelo TEA para obtenção da taxa de
transmissão máxima entre os sistemas finais de origem source e de destino destination.
Esta largura de banda máxima é igual à menor taxa de transmissão dos enlaces connectable
connectable.getConnectable()  interface de rede  interface de rede adjacente  que
compõem uma rota.
Como veremos nas próximas seções, este algoritmo é usado por diversos outros algo-
ritmos para possibilitar o cálculo da eficiência em energia da rede entre um sistema final
de origem e um sistema final de destino.
Apresentamos a seguir o Algoritmo 5, que tem por finalidade estimar o tempo médio
restante para finalizar uma dada máquina virtual, em segundos.
O algoritmo apresentado inicia fazendo a simples verificação se, de fato, o estimador
está configurado como ativado (Linha 2). Caso não esteja, é retornado um valor infinito
positivo que, para efeitos práticos, significa que o estimador não está funcionando.
Na sequência (Linha 5), é verificado se a máquina virtual em questão está processando
ou recebendo alguma carga. Caso não esteja  e.g. a máquina virtual já tenha terminado
de processar todas as cargas à ela designada  é retornado um valor 0.
A seguir (Linha 8), definimos a variável vmMips, que representa o MIPS de uma
máquina virtual. Existem duas situações aqui: caso (A) a máquina esteja alocada em
um servidor, essa variável receberá o MIPS efetivo da máquina virtual em questão, ou
seja, a quantidade de MIPS que o servidor hospedeiro de fato entrega; ou caso (B) a
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Algoritmo 5 TEA: estimateAverageTimeRemainingToFinish(vm)
1: function estimateAverageTimeRemainingToFinish(vm)
2: if ¬ finishTimeEstimatorEnabled then
3: return ∞
4: end if
5: if vm.getWorkloads().isEmpty() then
6: return 0.0
7: end if
8: if vm.getState() = OPERATIONAL then
9: vmMips← vm.getMipsEffective()
10: else
11: vmMips← vm.getMipsTotal()
12: end if
13: return getHistAvgMiPerWl(userId) × vm.getWorkloads()total/vmMips
14: end function
máquina esteja oine  e.g. ainda não tenha sido submetida para processamento 
nessa situação, a variável vai receber o valor de MIPS requisitado pela máquina virtual
em questão.
Uma vez definida essa variável, finalmente vamos ao passo final (Linha 13). Neste
passo, a função getHistAvgMiPerWl(userId) retorna a média histórica referente ao iden-
tificador do usuário userId responsável pela solicitação de vm. Caso o data center não
esteja programado para identificar usuários, ou que o usuário identificado por userId não
tenha processado nenhuma carga no data center, então esta função poderá retornar os
dados históricos de todos os usuários. O parâmetro vm.getWorkloads()total retorna o
número de cargas de trabalho que vm está processando em paralelo.
O TEA trabalha com um conceito mais amplo de eficiência em energia do que os al-
goritmos anteriores. O conceito clássico da eficiência em energia é dado em função da
capacidade de processamento de um servidor, conforme a Equação (5.4). O TEA pode
considerar a eficiência em energia EnergyEfficiency em função de recursos computaci-
onais Resource e da potência consumida Power, conforme a Equação (6.1).
EnergyEfficiency =
Resource
Power
(6.1)
Dentre os recursos computacionais que podem ser trabalhados pelo TEA estão: MIPS,
RAM e largura de banda. As funções explícitas que realizam cálculos de eficiência em ener-
gia  calculateEnergyEfficiencyMips(host), calculateEnergyEfficiencyRam(host)
e calculateEnergyEfficiencyBw(host)  calculam a eficiência em energia conforme a
Equação (6.1).
Além dos recursos computacionais básicos supramencionados, o TEA também realiza
o cálculo da eficiência em energia consolidada da rede para uma rota entre dois sistemas
finais source e destination. Este cálculo é feito conforme o Algoritmo 6.
Sumarizadamente, o Algoritmo 6 trata, portanto, a eficiência em energia de uma
dada rota como sendo proporcional à largura de banda que ela oferece e inversamente
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Algoritmo 6 TEA: calculateEnergyEfficiencyNetwork(source, destination)
1: function calculateEnergyEfficiencyNetwork(source, destination)
2: route← getRoute(source, destination)
3: powerSum← 0
4: for all connectable ∈ route do
5: switch← connectable.getOwner()
6: powerSum← powerSum+ switchmax_power
7: end for
8: return calculateRouteMaxBw(source, destination) / powerSum
9: end function
Algoritmo 7 TEA: estPwAfterAlloc(host, vm)
1: function estPwAfterAlloc(host, vm)
Require: vm /∈ host
2: mipsAfterAlloc← hostmips_requested_by_vms + vm.getMipsTotal()
3: usageAfterAlloc← min{1.0,mipsAfterAlloc/host.getMipsTotal()}
4: return host.getPowerModel().getPower(usageAfterAlloc);
5: end function
proporcional ao consumo consolidado de potência dos comutadores de pacotes powerSum
pelos quais ela passa.
O TEA também tenta prever a potência consumida por um servidor durante o processo
de escalonamento. Esta previsão pode ser feita de várias maneiras e, dentre elas, consi-
deramos razoável ter um modelo de potência para o servidor em questão. Apresentamos
o Algoritmo 7 que tem por objetivo estimar a potência consumida por um servidor host
após a alocação de uma máquina virtual vm.
Sabe-se que o principal elemento de potência consumida por um servidor usualmente
é o processador. O algoritmo apresentado visa estimar o consumo de potência de um
servidor em função dos MIPS requisitados por uma dada máquina virtual. Inicialmente,
é verificado o total de MIPS mipsAfterAlloc que será requisitado do servidor após a
alocação de vm, o que pode ser calculado pela soma do total de MIPS requisitado por todas
as máquinas virtuais que este servidor hospeda com a quantidade de MIPS requisitada
por vm. Note que este valor de requisição pode ser maior que o valor total de MIPS do
servidor  o que neste caso acarreta em uma perda de desempenho das máquinas virtuais
pelo fato do servidor não conseguir prover todos os MIPS solicitados. Na sequência, é
calculada a utilização percentual usageAfterAlloc que o servidor terá após a alocação de
vm. Por fim, é estimado utilizando um modelo de potência qual é o consumo de potência
que o servidor ficará após a alocação da máquina virtual. Considerando um modelo de
potência com DVFS, por exemplo, pode-se estimar este consumo com a Equação (5.3).
De forma análoga à análise da potência consumida após a alocação de uma dada
máquina virtual, podemos também estimar a potência consumida após a desalocação de
uma dada máquina virtual conforme mostramos no Algoritmo 8.
Inicialmente, é verificado o total de MIPS mipsEstAfterDealloc que será requisitado
do servidor após a desalocação de vm, que pode ser calculado pela subtração do total
de MIPS requisitado por todas as máquinas virtuais que este servidor hospeda com a
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Algoritmo 8 TEA: estimatePowerAfterDeallocation(host, vm)
1: function estimatePowerAfterDeallocation(host, vm)
Require:
vm ∈ host
2: mipsEstAfterDealloc← min{host.getMipsTotal(),
3: hostmips_requested_by_vms − vm.getMipsTotal()}
4: utilizationAfterDealloc← mipsEstAfterDealloc/host.getMipsTotal()
5: return host.getPowerModel().getPower(utilizationAfterDealloc)
6: end function
quantidade de MIPS requisitada por vm. Na sequência, é calculada a utilização percentual
usageAfterAlloc que o servidor ficará após a alocação de vm. Por fim, é estimado
utilizando um modelo de potência qual é o consumo de potência que o servidor ficará
após a alocação da máquina virtual. Considerando um modelo de potência com DVFS,
por exemplo, pode-se estimar este consumo com a Equação (5.3), com uma consideração
adicional: caso o servidor fique com uma utilização de 0%  e.g. não hospedar nenhuma
máquina virtual  ele poderá ser desligado  ou seja, o consumo será de 0 W após o
desligamento considerando o emprego de P no processo de escalonamento.
6.2 TEA  Pré-processamento de Máquinas Virtuais
Quando um broker está trabalhando com um conjunto de máquinas virtuais, em proces-
samento ou não, o TEA atua inicialmente com o intuito de não trabalhar cegamente com
a abordagem FIFO. Diferentemente de outros algoritmos, que quando realizam somente
uma ordenação  i.e. se realizam  com base na prioridade das máquinas virtuais, o TEA
faz um pré-processamento completo do conjunto de máquinas virtuais para definir a ordem
com a qual ele lidará. Apresentamos no Algoritmo 9 o algoritmo de comparação usado
para a ordenação deste conjunto. Esse algoritmo recebe como parâmetro duas máquinas
virtuais a serem comparadas, e retorna um valor negativo caso a primeira máquina virtual
deve ser ordenada com prioridade, um valor positivo caso a segunda máquina virtual deva
ter prioridade, ou 0 caso a prioridade de ambas deva ser a mesma.
O algoritmo de pré-processamento inicia verificando se as máquinas virtuais estão
online ou oine (Linha 2). A prioridade nessa situação é dada para máquinas que
estejam oine, de modo a permitir um despacho acelerado delas  maior responsividade
do data center. Esta é uma decisão que na verdade vai contra os princípios da eficiência
em energia, pois tende a ligar um maior número de servidores para hospedar as máquinas
virtuais. Por outro lado, este comportamento faz com que as requisições das máquinas
virtuais sejam atendidas mais rapidamente e, assim, consideramos que este trade-off é
desejável  pois tende a reduzir substancialmente o makespan. Caso não haja uma saída
neste desvio condicional, então existe a implicação que deste ponto para frente no código
o estado de ambas as máquinas virtuais é o mesmo, ou seja, ambas estão oine ou ambas
estão online.
Na sequência (Linha 10), é checada a prioridade das máquinas virtuais oine, e aquela
que possuir prioridade mais alta receberá a preferência. Isso garante uma submissão
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Algoritmo 9 TEA: compare(vm0, vm1)
1: function compare(vm0, vm1)
2: if vm0.getState() 6= vm1.getState() then
3: if vm0.getState() = INOPERABLE_OFFLINE then
4: return -1
5: else . if vm1.getState() = INOPERABLE_OFFLINE
6: return 1
7: end if
8: end if
9: if (vm0.getState() = INOPERABLE_OFFLINE)
10: & (vm0.getPriority() 6= vm1.getPriority()) then
11: if vm0.getPriority() = HIGH then
12: return -1
13: end if
14: if vm1.getPriority() = HIGH then
15: return 1
16: end if
17: if vm0.getPriority() = NORMAL then
18: return -1
19: end if
20: if vm1.getPriority() = NORMAL then
21: return 1
22: end if
23: end if
acelerada das máquinas virtuais com maior prioridade definida pelo usuário. Esta também
não é uma decisão baseada na economia de energia, mas em atendimento rápido aos
anseios dos usuários da nuvem, no sentido de minimizar o tempo de processamento de
máquinas virtuais com alta prioridade. Note que como assumimos três prioridades de
máquinas virtuais (alta, média e baixa), não precisamos fazer a comparação dentro do
aninhamento para verificar se a prioridade da máquina virtual é baixa, pois esta é uma
condição impossível  duas máquinas virtuais com diferentes prioridades e uma delas
não ser alta ou normal após passar por todos os critérios de desempate neste nível de
aninhamento.
Após isso, é verificado, na Linha 25, a prioridade das máquinas virtuais online e, ao
contrário da situação anterior, aquela que possuir prioridade mais baixa receberá a pre-
ferência. Essa decisão é tomada com o objetivo de migrar preferencialmente máquinas
virtuais de prioridades mais baixas para evitar o impacto de desempenho nas máquinas
virtuais de prioridades mais altas. Mais uma vez, esta decisão não é baseada na eco-
nomia de energia, mas em atendimento rápido aos anseios dos usuários da nuvem, no
sentido também de minimizar o tempo de processamento de máquinas virtuais com alta
prioridade.
Caso a execução passe deste ponto, existem duas garantias: ambas as máquinas virtu-
ais que estão sendo comparadas apresentam (i) o mesmo estado e (ii) a mesma prioridade.
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24: if (vm0.getState() = OPERATIONAL)
25: & (vm0.getPriority() 6= vm1.getPriority()) then
26: if vm0.getPriority() = HIGH then
27: return 1
28: end if
29: if vm1.getPriority() = HIGH then
30: return -1
31: end if
32: if vm0.getPriority() = NORMAL then
33: return 1
34: end if
35: if vm1.getPriority() = NORMAL then
36: return -1
37: end if
38: end if
39: if vm0.getState() = OPERATIONAL then
40: h0 ← vm0.getHostProcessing()
41: h1 ← vm1.getHostProcessing()
42: h0EE ← calculateEnergyEfficiencyMips(h0)
43: h1EE ← calculateEnergyEfficiencyMips(h1)
44: if h0EE > h1EE then
45: return 1
46: else if h0EE < h1EE then
47: return -1
48: end if
49: h0EE ← calculateEnergyEfficiencyRam(h0)
50: h1EE ← calculateEnergyEfficiencyRam(h1)
51: if h0EE > h1EE then
52: return 1
53: else if h0EE < h1EE then
54: return -1
55: end if
O algoritmo começa a, de fato, se preocupar com a eficiência a partir da Linha 39.
Neste trecho, ele verifica se, caso as máquinas virtuais estejam operacionais, ou seja,
hospedadas e ativas, qual o servidor é o menos eficiente em energia. Primeiramente, é ve-
rificado entre os servidores que hospedam vm0 e vm1, respectivamente h0 e h1, se algum
deles é mais eficiente energeticamente que o outro. Aqui o algoritmo primeiro compara a
eficiência em energia calculada tomando como base o MIPS dos servidores (Linha 42), de
acordo com a Equação (5.4) e, caso ocorra um empate, usa-se a Equação (6.2)  onde
hostram representa a quantidade de RAM que um servidor possui  para comparar a efi-
ciência em energia EnergyEfficiency proporcional à quantidade de RAM dos servidores
em relação à potência consumida por estes hostmax_pow (Linha 49).
EnergyEfficiency =
hostram
hostmax_pow
(6.2)
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56: if estimateAverageTimeRemainingToFinish(vm0)
57: < estimateAverageTimeRemainingToFinish(vm1) then
58: return 1
59: end if
60: if estimateAverageTimeRemainingToFinish(vm0)
61: > estimateAverageTimeRemainingToFinish(vm1) then
62: return -1
63: end if
64: end if
65: if vm0.getState() = INOPERABLE_OFFLINE then
66: if vm0.getRam() < vm1.getRam() then
67: return -1
68: end if
69: if vm0.getRam() > vm1.getRam() then
70: return 1
71: end if
72: if vm0.getMipsTotal() < vm1.getMipsTotal() then
73: return -1
74: end if
75: if vm0.getMipsTotal() > vm1.getMipsTotal() then
76: return 1
77: end if
Realizadas as devidas verificações, neste ponto o algoritmo já considera que ambas
as máquinas virtuais que estão sendo comparadas apresentam (i) o mesmo estado, (ii)
a mesma prioridade e (iii) se estão operacionais, então os servidores que as hospedam
apresentam a mesma eficiência em energia considerando tanto MIPS quanto RAM.
Na sequência, o algoritmo realiza um passo (opcional) na Linha 57. Este passo visa
utilizar um estimador para calcular o tempo estimado restante para processar a máquina
virtual. Apresentamos no Algoritmo 5 uma implementação de um possível estimador
estatístico para esta finalidade. Neste passo uma verificação é realizada para o caso das
máquinas virtuais sendo comparadas estarem operacionais, dando preferência àquela que
provavelmente levará mais tempo para concluir o processamento de carga. Esta decisão é
baseada em eficiência em energia, pois prioriza migrar a máquina virtual que demandará
mais tempo a ser processada primeiro, podendo deixar esta alocada por mais tempo em
um servidor mais eficiente em energia.
A partir da Linha 65, partimos para outros critérios de priorização de máquinas vir-
tuais ainda não submetidas. Primeiro, tentamos dar prioridade à máquina virtual que
consome menos RAM. Esta decisão é tomada com o objetivo de tentar consolidar um
maior número de máquinas virtuais em servidores mais eficientes em energia. Caso ocorra
empate nesta decisão, passamos a considerar o MIPS requisitado pela máquina virtual,
pela mesma razão.
Prosseguindo, o algoritmo de pré-processamento verifica qual é a máquina virtual
que possui o menor tamanho de arquivo de imagem. Essa decisão é tomada com base
em uma heurística para minimizar o tempo médio de conclusão das cargas de trabalho,
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78: if vm0.getImageFilesize() < vm1.getImageFilesize() then
79: return -1
80: end if
81: if vm0.getImageFilesize() > vm1.getImageFilesize() then
82: return 1
83: end if
84: end if
85: if vm0.getState() = OPERATIONAL then
86: if vm0.getRam() < vm1.getRam() then
87: return -1
88: end if
89: if vm0.getRam() > vm1.getRam() then
90: return 1
91: end if
92: vm0Mips ← vm0.getMipsEffective()
93: vm1Mips ← vm1.getMipsEffective()
94: if vm0Mips < vm1Mips then
95: return -1
96: else if vm0Mips > vm1Mips then
97: return 1
98: end if
99: if vm0.getWorkloadsProcessedMi()
100: < vm1.getWorkloadsProcessedMi() then
101: return -1
102: end if
103: if vm0.getWorkloadsProcessedMi()
104: > vm1.getWorkloadsProcessedMi() then
105: return 1
106: end if
107: end if
108: return 0
109: end function
uma vez que máquinas com tamanhos de arquivos menores levam menos tempo para ser
carregadas do local onde estão armazenadas ao servidor. Isso ajuda particularmente nos
casos de imagens muito grandes em data centers que hospedam os arquivos de imagens
em Network Attached Storages (NASes).
Se ocorrerem empates até este momento, consideramos ter exaurido todos os critérios
que o algoritmo de pré-processamento considera relevante para o desempate para máquinas
virtuais que estejam oine. A partir deste ponto o algoritmo faz os últimos desempates
em situações nas quais as máquinas virtuais estejam online.
O próximo critério de desempate, visto na Linha 86, visa dar prioridade de migração
às máquinas virtuais que consomem menos memória RAM. A importância deste critério
é realizar migrações mais rápidas  pois teremos uma menor quantidade de dados para
migrar de máquinas virtuais operacionais na migração live  reduzindo os impactos de
desempenho para estas máquinas.
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Algoritmo 10 TEA: Dead Code Estimate Time Remaining
1: if vm0.getState() = INOPERABLE_OFFLINE then
2: if estimateAverageTimeRemainingToFinish(vm0)
3: < estimateAverageTimeRemainingToFinish(vm1) then
4: return -1
5: end if
6: if estimateAverageTimeRemainingToFinish(vm0)
7: > estimateAverageTimeRemainingToFinish(vm1) then
8: return 1
9: end if
10: end if
A seguir, na Linha 92 comparamos o MIPS efetivo  ou seja, aquele entregue pelo
servidor hospedeiro à máquina virtual. Este critério visa dar preferência à máquina virtual
com menor MIPS, nessa situação, o pré-processamento objetivará a consolidação do maior
número de máquinas virtuais em servidores mais eficientes em energia.
O critério final de comparação no pré-processamento é dado na Linha 100 onde verifi-
camos a quantidade de carga que cada máquina virtual já processou. É dada prioridade
à máquina virtual que tenha processado menos carga, em virtude da expectativa da má-
quina virtual que processou mais carga durar menos tempo, com o objetivo de reduzir o
impacto no desempenho do processamento desta.
Com base nestes critérios de comparação, pode-se usar qualquer algoritmo de ordena-
ção para definir a ordem de prioridade no conjunto das máquinas virtuais.
A versão original do algoritmo passou por diversas otimizações a fim de torná-lo
mais escalável. Em princípio, pareceu ser uma boa ideia colocar no algoritmo de pré-
processamento, antes da Linha 57, um passo adicional para priorizar no processo de
seleção máquinas virtuais ainda não instanciadas as que potencialmente finalizarão pri-
meiro, de modo a minimizar o tempo médio para conclusão das cargas de trabalho. No
entanto, observamos que este código, com especial dependência do estimador de tempo
restante para finalização das máquinas virtuais utilizado, em execução prática, para um
enorme número de cenários avaliados, trouxe ganhos insignificantes, além de demandar
um nível de processamento mais acentuado dos brokers e, por isso, foi removido do código
do algoritmo de pré-processamento. Apresentamos, para apreciação, este código morto
no Algoritmo 10.
6.3 TEA  Encontrar Servidor para uma Máquina Vir-
tual (FHA)
Apresentado o pré-processamento realizado pelo broker, além do estimador opcional, da-
mos início à explicação do algoritmo de escolha de servidor para hospedar uma dada
máquina virtual ingressante.
O TEA age em pelo menos cinco critérios cruciais para determinar o melhor servidor
para uma máquina virtual. São eles: (i) menor diferença de consumo de potência antes e
após a alocação da máquina virtual ingressante, (ii) servidor mais eficiente em energia com
127
Algoritmo 11 TEA: findHostForVm(vm)
1: function findHostForVm(vm)
2: bestHost ← vm.getHostProcessing()
3: if vm.getState() = INOPERABLE_OFFLINE then
4: source ← getStorageForVm(vm)
5: else
6: source ← bestHost
7: end if
8: for all capable host ∈ cloud do
9: if host = bestHost then
10: continue
11: end if
12: hostEnergyEfficiencyMips← calculateEnergyEfficiencyMips(host)
13: if vm.getPriority() 6= HIGH &
14: hostEnergyEfficiencyMips <
minimumAcceptableEnergyEfficiencyForGeneralUsage then
15: continue
16: end if
17: hostPowerDiff ←
18: estPwAfterAlloc(host, vm) - hostcur_power
19: if hostPowerDiff < bestHost.getPowerDiff() then
20: bestHost← host
21: continue
22: else if hostPowerDiff > bestHost.getPowerDiff() then
23: continue
24: end if
25: if host.energyEfficiencyMips > bestHost.energyEfficiencyMips then
26: bestHost ← host
27: continue
28: else if host.energyEfficiencyMips < bestHost.energyEfficiencyMips then
29: continue
30: end if
relação ao MIPS, (iii) servidor mais eficiente em energia com relação à RAM, (iv) servidor
mais eficiente em energia com relação à largura de banda e (v) maior eficiência energética
com relação à largura de banda dos comutadores de pacotes da origem ao destino.
Ao receber a solicitação para determinar um servidor para uma máquina virtual vm,
o FHA TEA (Algoritmo 11) inicia constatando qual servidor a está processando e, na
existência deste, começa tratando-o como o melhor servidor bestHost encontrado até o
momento para hospedá-la (Linha 2). Esta seleção visa evitar a migração de máquinas
virtuais que já tenham sido alocadas no data center.
Depois, definimos a variável source, que representa o local onde a máquina virtual se
encontra (Linha 3). Para uma máquina virtual ainda não alocada, esta variável represen-
tará o local (storage) onde ela está armazenada; caso ela esteja alocada em um servidor,
então esta variável representará o servidor que a processa. Essa variável é usada para
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31: if host.energyEfficiencyRam > bestHost.energyEfficiencyRam then
32: bestHost ← host
33: continue
34: else if host.energyEfficiencyRam < bestHost.energyEfficiencyRam then
35: continue
36: end if
37: if host.energyEfficiencyBw > bestHost.energyEfficiencyBw then
38: bestHost ← host
39: continue
40: else if host.energyEfficiencyBw < bestHost.energyEfficiencyBw then
41: continue
42: end if
43: hostEnergyEfficiencyNetwork ←
44: calculateEnergyEfficiencyNetwork(source, host)
45: if hostEnergyEfficiencyNetwork
46: > bestHost.getEnergyEfficiencyNetwork() then
47: bestHost ← host
48: end if
49: end for
50: return bestHost
51: end function
possibilitar a determinação de características da rede (e.g. rota) para transmissão  sub-
missão ou migração  da máquina virtual.
A partir daqui, o algoritmo começa a realizar uma varredura em todos os servidores
da nuvem capazes de suportar a máquina virtual com os quais o broker esteja progra-
mado para trabalhar (Linha 8). Entende-se um servidor como sendo capaz de suportar a
máquina virtual se ele tiver condições de prover recursos suficientes à sua hospedagem 
e.g. MIPS, RAM, etc. Notamos que algumas plataformas de computação em nuvem
podem não dar suporte nativo à detecção de suficiência de recursos em servidores para
a hospedagem de máquinas virtuais. Nestes casos, o uso de ferramentas adicionais para
prover tal suporte às plataformas se faz necessário. Um exemplo deste tipo de ferramenta
é a VM2T [35].
Caso o broker esteja processando uma máquina virtual previamente hospedada  i.e.,
verificando a possibilidade de migrá-la  o servidor onde ela se encontra pode ser saltado
(Linha 9) nessa verificação, pois já foi definido como sendo o bestHost inicialmente.
Na Linha 14 vemos em ação uma funcionalidade que objetiva prover (i) uma reserva
de máquinas físicas dedicadas ao processamento de máquinas virtuais de prioridades mais
elevadas e (ii) maior eficiência em energia. É permitido ao usuário do TEA definir um
parâmetro minimumAcceptableEnergyEfficiencyForGeneralUsage, que representa a
eficiência em energia mínima aceitável que um servidor deve ter para hospedar máqui-
nas virtuais de prioridades que não sejam altas. Em outras palavras, podemos deixar o
escalonamento mais eficiente em energia ou com melhor desempenho facilmente modifi-
cando este parâmetro. Podemos, por exemplo, fazer com que o TEA seja executado em
modo econômico (TEAe) especificando esta variável para que o TEA utilize no máximo 50%
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dos servidores para hospedarem máquinas virtuais que não tenham prioridades elevadas;
podemos fazer com que o TEA seja executado voltado para máximo desempenho (TEAp)
configurando-o para utilizar 100% dos servidores no processo de escalonamento; ou pode-
mos fazer uma operação balanceada configurando o TEA para utilizar no máximo 75% dos
servidores para essa finalidade (TEAb). Vale ressaltar que caso o TEA esteja programado
para operar utilizando um percentual muito elevado (e.g. 100%) dos servidores, e a nuvem
esteja saturada, e ingressar máquinas virtuais de alta prioridade, então estas poderão ter
sua inicialização postergadas, quando comparadas aos casos mais econômicos.
Seja leedec uma lista ordenada de modo decrescente por eficiência em energia dos ser-
vidores que compõem a nuvem, leesize o tamanho desta lista, e general_hosts% o valor
percentual desejado. Com estes dados, podemos usar a Função (6.3), que recebe como
entrada o percentual de servidores para uso geral, para calcular facilmente o valor de
minimumAcceptableEnergyEfficiencyForGeneralUsage. Observe que, por essa fór-
mula, quanto maior for o número de servidores para uso geral, menor será a eficiência em
energia exigida.
calculateMinimumAcceptableEnergyEfficiencyForGeneralUsage(general_hosts%)
= leedec.get(round((leesize − 1)× general_hosts%)) (6.3)
A seguir, o algoritmo usa como critério de comparação a diferença de potência con-
sumida estimada antes e após a alocação da máquina virtual (Linha 18). Neste critério
compara-se a diferença do incremento do consumo de potência acarretado pela alocação
de vm em host com o de vm alocada em bestHost. Se vm alocada em host tiver uma
menor variação do consumo de potência do que vm alocada em bestHost, então bestHost
é atualizado. Caso bestHost não esteja definido, então a função estPwAfterAlloc()
(Algoritmo 7) retornará o valor ∞. Caso a máquina esteja previamente hospedada na
máquina a qual deseja se calcular a diferença de energia do servidor com e sem a máquina
virtual, a função estimatePowerAfterDeallocation() (8) poderá ser utilizada. O mé-
todo getPowerDiff() calcula a diferença de potência consumida por bestHost de acordo
com o caso aplicável.
A seguir (Linha 25), o TEA verifica se a eficiência em energia do servidor host é melhor
do que o melhor servidor encontrado bestHost. Caso afirmativo, ele atualiza o bestHost
como sendo host e ignora as demais comparações e continua a iteração. Caso a eficiência
em energia de host seja pior do que bestHost, então não compensa atualizar e nem verificar
os critérios adiante, portanto nesta situação ele também ignora as demais comparações e
continua a iteração.
Todas as comparações a seguir também ocorrem de modo análogo à eficiência em
energia comparando o MIPS: (i) se host for melhor do que bestHost no critério valiado
então bestHost é substituído por host, não são feitas mais comparações e a iteração
continua; (ii) se host for pior do que bestHost no critério avaliado então não são feitas
mais comparações e a iteração continua; (iii) se empatarem no quesito corrente então o
próximo quesito passa a ser avaliado.
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A próxima avaliação é feita comparando a eficiência em energia com base na RAM
(Linha 31), e na sequência compara-se a eficiência em energia com base na largura de
banda (Linha 37). A eficiência em energia de todos estes recursos é feita com base na
Equação (6.1).
A última avaliação realizada (Linha 46) é um pouco mais complexa. Nela, objetivamos
calcular a eficiência em energia da rede de um sistema final de origem source, onde a
máquina virtual está hospedada, até um sistema final de destino host, para onde ela
deverá ser submetida. Para calcular a eficiência em energia da rede  rota  entre
source e host, empregamos, para cada comutador de pacotes intermediário, pertencente à
nuvem, a Equação (6.1), definindo como recurso a largura de banda máxima entre origem
e destino. A fórmula para calcular a eficiência em energia da rede network_ee segue
a apresentada no Algoritmo 6, mas podemos também escrever de forma simplificada a
eficiência em energia entre source e host como na Equação (6.4).
network_ee(source, destination) =
max_bw(source, host)∑
∀ports∈route port.getOwner()max_power
(6.4)
Nessa equação, a largura de banda máxima entre um sistema final de origem source
e um sistema final de destino destination como apresentado na Equação (6.5). Nesta
equação, max_bw(source, destination) representa a largura de banda máximo entre um
sistema final de origem source e um sistema final de destino destination; port representa
cada porta da rota route pela qual os pacotes deverão trafegar entre source e destination;
bw representa a largura de banda do trajeto do tráfego na porta em questão, sendo
referente ao upload se o sentido do tráfego for de envio ou download se o sentido do
tráfego na porta for de download.
max_bw(source, destination) = min{∀ports ∈ route bw} (6.5)
A ordem das comparações/critérios usados no FHA foi definida após uma extensa
experimentação, com o objetivo de maximizar a eficiência em energia.
Nós tentamos diversos outros recursos e critérios na implementação do FHA TEA, com
o objetivo de torná-lo mais eficiente em energia. No entanto, tais critérios foram removi-
dos do algoritmo. Tratam-se de recursos que em princípio pareciam fazer sentido serem
utilizados, mas que quando colocados em teste  na avaliação prática por uma extensa
simulação para um grande número de cenários  constatamos que eles não compensa-
vam  seja por prejudicar a escalabilidade a ponto de se tornarem implausíveis e/ou não
trazerem benefícios consideráveis. A seguir, elencamos alguns destes recursos.
Um recurso que tentamos utilizar foi evitar migrar máquinas virtuais caso o tempo
estimado para a migração das máquinas virtuais fosse maior do que o tempo restante
estimado para a finalização destas. Considerando o contexto de migrações pré-cópia,
apresentamos na Equação (6.6) uma fórmula simplificada para estimar o tempo de mi-
gração de uma máquina virtual de um servidor de origem source para um servidor de
destino destination. Nesta fórmula, estimated_migration_time representa o tempo es-
timado para a migração, vmram representa a quantidade total de RAM que a máquina
131
virtual vm ocupa, e estimated_bwsource_destination representa a largura de banda dispo-
nível estimada entre source e destination para realização da migração. Este critério se
mostrou inadequado por vários motivos, em especial no contexto da grande escala: (i) o
custo computacional para analisar a largura de banda estimada entre dois sistemas finais
em uma rede complexa é grande, (ii) precisa-se ter um mecanismo de alta complexidade
para que, uma vez a migração iniciada, não se modifique a largura de banda em nenhum
trajeto da topologia entre os sistemas que participam da migração; (iii) o item (ii) tem
como consequência travar a rede para possíveis novas submissões de máquinas virtuais e
cargas de trabalho elevadas; (iv) o estimador da largura de banda disponível entre source
e destination pode ter uma complexidade muito alta e falhar; (v) esta é uma estimativa
simplificada e pode falhar consideravelmente em ambientes reais, em especial no contexto
de migrações pós-cópia em cenários com grandes alterações no conteúdo da RAM da
máquina virtual em questão.
estimated_migration_time =
vmram
estimated_bwsource_destination
(6.6)
Outro critério que foi removido no processo de otimização do TEA, foi o de tentar dar
preferência explícita para rotas que apresentem o maior número de comutadores de pacotes
ligados entre o sistema final de origem e o sistema final de destino da máquina virtual.
Este critério foi removido, pois (i) a análise destes percursos consome um processamento
considerável em contextos de escalas maiores e (ii) na prática isso já tende a ocorrer
em virtude do critério de desempate por maximização da eficiência em energia da rota,
presente na Linha 46 do Algoritmo 11.
Mais um critério que não entrou no TEA foi a minimização do número de saltos entre o
sistema final de origem e o sistema final de destino da máquina virtual. Este critério não
foi incluído pois (i) a análise destes percursos consome um processamento considerável em
contextos de escalas maiores e (ii) o cálculo da eficiência em energia da rota, presente na
Linha 46 do Algoritmo 11, contempla, implicitamente, a maior parte dos benefícios que
poderiam ser providos por utilizar este critério.
Foi descartado, também, no TEA a utilização de rotas dedicadas para as conexões
(de submissão/migração de máquinas virtuais). Embora este critério, em princípio, tenha
parecido bom no sentido de ter potencial para minimizar o tempo médio para conclusão de
máquinas virtuais, na prática, em grande escala, (i) apresenta uma complexidade elevada,
(ii) trava partes da topologia, (iii) em consequência a (ii) inviabiliza uma quantidade de
servidores eficientes em energia, acessíveis através de partes da rede pelas quais passam
tráfego, de receberem máquinas virtuais. Para ilustrar este problema, damos um exemplo:
considere, por exemplo, duas rotas, (a) e (b), distintas, com partes coincidentes. Considere
que uma imagem de máquina virtual de 8 GB começa a ser transmitida pela rota (a)
e, posteriormente, seria desejável para o algoritmo a submissão de uma outra máquina
virtual, de 500 MB, pela rota (b). No entanto, esta segunda máquina virtual vai precisar
ser postergada  ou pior, precisar usar outra rota para outro sistema final de destino,
potencialmente menos eficiente em energia  em virtude da ocupação da rota, ainda que
tenha um tamanho muito menor do que a primeira. O mesmo ocorre para migrações de
máquinas virtuais com diferenças de tamanhos de RAMs significativas. Além disso, uma
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solução de complexidade baixa e satisfatória, indicada para o uso do TEA  e também de
outros algoritmos de escalonamento  é a limitação do número de conexões simultâneas
para submissão ou migração de máquinas virtuais.
Outro critério que desconsideramos para o TEA foi o de dar preferência aos servidores
que já estão hospedando maior número de máquinas virtuais. A ideia inicial deste critério
era que, um servidor hospedando um grande número de máquinas virtuais tenderá a
permanecer ligado em virtude da consolidação, evitando migrações. No entanto, avaliando
os diversos cenários estudados percebemos que o número de migrações que este recurso
evita é desprezível, pois via de regra compensa realizar migrações quando existem outros
servidores mais eficientes em energia.
No mesmo sentido da ideia e da dispensa do critério anterior, dispensamos também
dar preferência aos servidores que possuem maior quantidade de RAM. Mais do que isso,
usualmente o critério presente na Linha 31 do Algoritmo 11 engloba, indiretamente, na
maioria dos casos, este desempate.
Um outro fator que foi descartado também foi o de menor latência estimada entre o
sistema final de origem e o sistema final de destino da máquina virtual. Este critério foi
descartado, pois (i) minimizar latência gera impacto pontual com arquivos grandes como
são os casos das imagens de máquinas virtuais ou com a grande quantidade de dados que
é necessário transmitir durante a migração de uma máquina virtual, além (ii) da comple-
xidade envolvida para estimar essa latência. Em outras palavras, a estimativa da soma
das estimativas de atraso nodal, atraso de enfileiramento, atraso de propagação e atraso
de transmissão por toda a topologia, além de consumir um processamento considerável
em um processo complexo, trás um benefício muito pequeno para grandes quantidades de
dados  o overhead por atraso é muito pequeno nesta situação.
6.4 Simulação
Adotamos a simulação como método para validação e possibilitar a análise de resultados.
Por razões históricas e de aproveitamento de códigos preexistentes, inicialmente cogita-
mos utilizar o CloudSim. No entanto, observamos severas limitações nesse simulador, tais
como: inexistência de suporte oficial ao consumo de energia no núcleo da rede; questões
técnicas relatadas em fóruns mostrando a dificuldade elevada de prover tal suporte nati-
vamente; questões de escalabilidade  abrangência muito larga para um contexto IaaS
que torna as simulações pesadas  para um grande número de simulações necessárias
para a avaliação desejável do TEA; funcionamento padrão de não usar storages para arma-
zenar as imagens de máquinas virtuais; modelos de potência severamente limitados  ex:
não consideram tempos de ligamento/desligamento e nem o processamento durante este
tempo de servidores e elementos de rede; incapacidade de avaliar nativamente tanto o
tempo para conclusão de processamento de cargas quanto o tempo de processamento de
cargas  mensurado a partir do recebimento da carga pela máquina virtual; entre diversas
outras questões.
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Por este motivo, consideramos uma substituição de simulador e, dentre uma gama
de outros simuladores, consideramos o mais adequado para essa simulação o Sinergy-
Cloud [25], descrito com mais detalhes no Capítulo A.
6.4.1 Parâmetros das Simulações
Nas topologias geradas com limitação do número de portas dos switches, cada switch
possui um limite superior de 24 portas.
Consideramos as seguintes possibilidades para compôr os cenários de simulação: data
centers geodistribuídos e não geodistribuídos; com topologias Single-Hop Star, Flat-Tree,
Binary Tree e K-Ary Fat Tree; com migrações ativadas e desativadas; homogêneos e he-
terogêneos; com nuvens constituídas por 10, 100 e 1.000 servidores; com SLA de garantia
de 100% de processamento ativado e desativado; comportamento de processamento de
usuários seguindo um padrão histórico ou não; máquinas virtuais com somente uma ou
com múltiplas prioridades e as migrações podem ser executadas quando ocorrem atualiza-
ções do broker, estas definidas para ocorrer nos seguintes eventos: inicialização do broker,
inicialização de máquina virtual, finalização de máquina virtual, inicialização de carga de
trabalho, finalização de carga de trabalho, finalização de migração de máquina virtual e
abortamento de migração de máquina virtual.
Os algoritmos de escalonamento de máquinas virtuais selecionados para as compara-
ções foram o Round-Robin (RR), Random (RND), First Available (FA), Best Resource Se-
lection  Highest Utilization (HU), Best Resource Selection  Highest Requisition (HR),
Minimum Power Diff (MPD), Lago Allocator (LA), Bandwidth-Aware Lago Allocator (BALA)
e seis sabores do TEA, a seguir elencadas:
• TEAp→ TEA Perfomance, TEA com utilização de 100% dos servidores para uso geral
e sem estimador de tempo de finalização de máquinas virtuais;
• TEApf → TEA Perfomance com estimador de tempo de Finalização de máquinas
virtuais;
• TEAb → TEA Balanced, TEA com utilização de 75% dos servidores para uso geral e
sem estimador de tempo de finalização de máquinas virtuais;
• TEAbf → TEA Balanced com estimador de tempo de Finalização de máquinas vir-
tuais;
• TEAe → TEA Eco, TEA com utilização de 50% dos servidores para uso geral e sem
estimador de tempo de finalização de máquinas virtuais;
• TEAef → TEA Eco com estimador de tempo de Finalização de máquinas virtuais.
Observamos que os algoritmos de escalonamento de máquinas virtuais utilizados para
comparação usualmente são empregados em um data center, por um broker, para de-
terminar um servidor físico, dentro deste data center, para hospedar a máquina virtual
ingressante. Portanto, este cenário clássico não lida com a geodistribuição de data centers.
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Para lidar com esta limitação em cenários geodistribuídos, implementamos estes algorit-
mos clássicos para selecionar servidores não somente dentro de um data center, mas da
nuvem como um todo.
Contemplamos todos os conjuntos de possibilidades apresentadas em cenários. Cada
cenário foi executado 30 vezes para cada algoritmo de escalonamento de máquinas virtuais.
Ou seja, todas as possibilidades de simulações para quatro modelos de topologias, duas
possibilidades quanto o suporte à migração de máquinas virtuais, duas possibilidades
quanto ao uso de SLA, duas possibilidades de uso quanto à definição do comportamento
de usuários, duas possibilidades quanto ao uso de prioridades, duas possibilidades quanto
ao uso de geodistribuição, quatorze algoritmos de escalonamento, dois tipos de data centers
e três tamanhos de data centers, resultando um total de 4×2×2×2×2×2×14×2×3 =
10.752 cenários simulados, portanto, um total de 322.560 simulações realizadas foram
consideradas.
Consideramos para cada cenário uma relação 1:4 entre número de servidores e número
de máquinas virtuais; bem como 1:4 entre número de usuários e número de máquinas
virtuais  e, por consequência, o número de usuários é idêntico ao número de servidores
que compõem a nuvem  cada máquina virtual recebe uma carga de trabalho; e a imagem
de cada máquina virtual é armazenada em um storage na proporção 35:1, ou seja, cada
storage fica responsável pelo armazenamento de 35 imagens de máquinas virtuais. Por
questões de maximização de desempenho e para uma comparação justa, o número de
submissões e o número de migrações de máquinas virtuais é igual ao número de storages 
isso evita, por exemplo, sobrecarga da rede por excesso de migrações ou um número
muito grande de conexões simultâneas de envio de máquinas virtuais a partir de um
mesmo storage, acarretando em um aumento de tempo considerável para transmissão das
imagens das máquinas virtuais.
Consideramos os tempos de ligamento de servidores, desligamento de servidores, li-
gamentos de switches e desligamento de switches para serem, respectivamente, 20, 10,
10 e 5 segundos. Configuramos cada switch para ser desligado automaticamente após 30
minutos sem atividade de conexão, e cada servidor para ser desligado após 30 minutos
de ociosidade. Se este valor for muito baixo, então teríamos sucessivos desligamentos e
religamentos, o que acarretaria em um overhead muito grande; mas se for muito alto então
não conseguiríamos uma boa eficiência em energia. Consideramos que servidores e swit-
ches podem ser desligados, enquanto roteadores de borda, brokers e storages não  ou
seja, estes estão permanentemente ligados.
Cada storage foi definido para ter 10 Gbps de largura de banda e 4 kTB de espaço de
armazenamento. O modelo de potência usado nos storages é o DVFS linear, com consumo
mínimo de 175 W e máximo de 250 W, e desligamento desativado.
As nuvens não geodistribuídas são constituídas por um data center onde ficam todos
os sistemas finais, as nuvens geodistribuídas são constituídas por dois data centers com
distribuição igualitária dos sistemas finais entre os data centers. As taxas de transmissão
entre os data centers geodistribuídos é de 100 Mbps.
Nos data centers homogêneos, consideramos todos os servidores possuindo a mesma
configuração: 1 Gbps de largura de banda; 16 GiB de RAM; processador i7 6700K (4 ×
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4.000 MHz); e um modelo de potência DVFS linear com consumo máximo de pico de
400 W.
Nos data centers heterogêneos, adotamos as seguintes configurações para os servidores:
• Largura de banda de 100 Mbps, 1 Gbps e 10 Gbps, em distribuição round-robin;
• 16 GiB de RAM por servidor;
• Processadores baseados nos modelos Xeon E3-1505M v6 (4×3.000 MHz), Xeon E7-
8893 v4 (4× 3.500 MHz) e i7 6700K (4× 4.000 MHz), em distribuição round-robin;
• Modelos de potência DVFS linear, baseado nas máquinas HP DL380, IBM Bla-
deCenter H Blade Server, Dell PowerEdge R710, IBM i5-520 e Sun V490, com
consumos máximos de, respectivamente, 262, 320, 570, 582 e 651 W, e mínimos de
70% deste valor; com distribuição round-robin.
Para poder avaliar de forma mais dedicada os efeitos da ciência da topologia no pro-
cesso do escalonamento  para instanciação e migração de máquinas virtuais  consi-
deramos pontual o consumo de taxa de transmissão utilizada pelos sistemas em operação
das máquinas virtuais e que os servidores não rodam nenhum tipo de EBPA, ou seja,
inexiste a reserva de largura de banda dedicada ou extra para máquinas virtuais.
A distribuição do armazenamento das imagens das máquinas virtuais pelos storages é
feita em round-robin.
A colocação dos switches obedece distribuição round-robin, sendo que cada switch
pode possuir todas as portas com largura de banda de 1 Gbps ou todas as portas com
largura de banda de 10 Gbps. Estes valores foram escolhidos intencionalmente para tentar
mostrar a importância em conhecer as larguras de banda dos elementos que compõem o
núcleo da topologia  e não somente os elementos de borda. Por consequência, esta
decisão de implementação afeta de forma negativa algoritmos que consideram somente a
largura de banda dos elementos de borda, como o BALA.
O modelo de potência dos switches foi o DVFS linear e baseado nos modelos Cisco
SPS2024, Cisco SGE2000P e NETGEAR ProSAFE M7100-24X, com consumo máximo
respectivamente de 33, 102 e 195,2 W, e mínimos a 70% deste valor; com distribuição
round-robin.
Os roteadores de borda apresentam interface interna de 10 Gbps e modelo de potência
DVFS linear de 120 W, baseado no modelo Cisco 2801.
A pilha de protocolos utilizada foi constituída de Ethernet, IPv6 e TCP.
As máquinas virtuais foram inspiradas nos modelos do Amazon AWS m3.medium,
m4.large e t2.medium, possuindo, processadores com núcleos × clock, respectivamente,
1× 2.500, 2× 2.400 e 2× 3.300 em distribuição round-robin. Seguindo esta inspiração, a
RAM obedece a distribuição round-robin com tamanhos de 4 GiB e 8 GiB.
Nos cenários com somente uma prioridade, todas as máquinas virtuais apresentam
prioridade normal. Nos cenários com múltiplas prioridades, é feita a seguinte distribuição
round-robin entre as máquinas virtuais: alta, alta, normal, normal, normal, baixa, baixa.
136
As imagens das máquinas virtuais foram baseadas nas atuais distribuições Linux De-
bian, Ubuntu Server CLI, OpenSUSE, Ubuntu Server e Fedora, possuindo, respectiva-
mente, 500 MB, 1,5 GB, 3 GB, 5 GB e 10 GB.
As cargas de trabalho têm tamanho médio de 12 milhões de MI, sendo aleatório no
intervalo de 2 milhões  72 milhões de MI. Nos cenários sem comportamento de usuário
definido esta distribuição é totalmente aleatória, e nos cenários com comportamento de
usuário definido essa distribuição é feita de modo que cada as cargas de trabalho tenham
uma discrepância máxima de ± 50% em relação à média das cargas por usuário.
Por fim, o broker apresenta largura de banda de 10 Gbps, modelo de potência DVFS
linear com consumo mínimo de 175 W e máximo de 250 W.
A seguir, iniciamos a análise dos resultados obtidos pela simulação. Em prol da síntese
e considerando a enorme gama de possibilidades abordadas para tornar este trabalho
completo, optamos por iniciar apresentando uma característica representativa do data
center por vez ao invés de abordar todos os cenários simulados. Nos histogramas referentes
ao consumo de energia, não contemplamos os algoritmos RR e RND, pois como se podia
esperar estes algoritmos  não cientes de energia  apresentaram valores de consumo
muito alto, prejudicando a boa visualização dos resultados. Cada entrada na tabela,
portanto, se refere ao número total de cenários (no caso, 10.752) dividido pelo número
de valores possíveis para a característica avaliada: exemplo (i), geodistribuição de data
centers pode assumir dois valores: geodistribuídos ou não geodistribuídos, logo cada
linha para este critério abrange 10.752/2 = 5.376 cenários; exemplo (ii) a nuvem pode
apresentar três tamanhos, com 10, 100 e 1.000 servidores, logo cada linha para este critério
abrange 10.752/3 = 3.584 cenários. Resultados consolidados serão apresentados mais à
frente.
6.4.2 Análise de Resultados: Energia Total
A Figura 6.1 traz informações sobre a energia total consumida pela nuvem. Neste ce-
nário, avaliamos uma nuvem possuindo 10 servidores distribuídos em dois data centers
geodistribuídos e heterogêneos, empregando topologia Flat-Tree. O recurso de migração
de máquinas virtuais está ativado, com SLA de garantia de 100% de processamento para
as máquinas virtuais, com comportamento de usuários indefinido e cargas de trabalho com
somente uma prioridade. O algoritmo de escalonamento que apresentou melhores resul-
tados (18,49 ± 0,22 kWh) para este quesito foi o TEA (TEAe), apresentando, considerando
o intervalo de confiança, isoladamente os melhores valores do parâmetro comparado den-
tre todos os algoritmos para este cenário, com uma melhora variando de 15,9% a 21,8%
comparado ao segundo melhor (BALA).
Apresentamos na Figura 6.2 uma comparação da energia total consumida pela nu-
vem. Neste cenário, avaliamos uma nuvem possuindo 1.000 servidores distribuídos em
dois data centers geodistribuídos e heterogêneos, empregando topologia K-Ary Fat Tree.
O recurso de migração de máquinas virtuais está desativado, com SLA de garantia de
100% de processamento para as máquinas virtuais, com comportamento de usuários de-
finido e cargas de trabalho com somente uma prioridade. O algoritmo de escalonamento
que apresentou melhores resultados (2.753,38 ± 30,65 kWh) para este quesito foi o TEA
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Figura 6.2: Energia Total: DC Geo. Het., 1.000 srvs, K-Ary Fat Tree, S/Mig, SLA, Comp
Usr Def, S/Mult Pr
(TEApf), apresentando, considerando o intervalo de confiança, isoladamente os melhores
valores do parâmetro comparado dentre todos os algoritmos para este cenário, com uma
melhora variando de 355,5% a 366,1% comparado ao segundo melhor (MPD).
Apresentamos na Figura 6.3 uma comparação da energia total consumida pela nuvem.
Neste cenário, avaliamos uma nuvem possuindo 100 servidores distribuídos em dois data
centers geodistribuídos e homogêneos, empregando topologia K-Ary Fat Tree. O recurso
de migração de máquinas virtuais está desativado, sem SLA de garantia de 100% de pro-
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Figura 6.3: Energia Total: DC Geo. Homo., 100 srvs, K-Ary Fat Tree, S/Mig, S/SLA,
Comp Usr Def, Mult Pr
cessamento para as máquinas virtuais, com comportamento de usuários definido e cargas
de trabalho com múltiplas prioridades. O algoritmo de escalonamento que apresentou me-
lhores resultados (278,00 ± 5,08 kWh) para este quesito foi o TEA (TEAb), apresentando,
considerando o intervalo de confiança, isoladamente os melhores valores do parâmetro
comparado dentre todos os algoritmos para este cenário, com uma melhora variando de
33,4% a 39,0% comparado ao segundo melhor (MPD).
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Figura 6.4: Energia Total: DC Geo. Homo., 10 srvs, Single-Hop Star, Mig, SLA, Comp
Usr Def, Mult Pr
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Apresentamos na Figura 6.4 uma comparação da energia total consumida pela nuvem.
Neste cenário, avaliamos uma nuvem possuindo 10 servidores distribuídos em dois data
centers geodistribuídos e homogêneos, empregando topologia Single-Hop Star. O recurso
de migração de máquinas virtuais está ativado, com SLA de garantia de 100% de proces-
samento para as máquinas virtuais, com comportamento de usuários definido e cargas de
trabalho com múltiplas prioridades. O algoritmo de escalonamento que apresentou me-
lhores resultados (19,16 ± 0,28 kWh) para este quesito foi o FA, empatado tecnicamente
pelo menos com o segundo melhor, HR (19,37 ± 0,33 kWh).
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Figura 6.5: Energia Total: DC N.Geo. Het., 10 srvs, Binary Tree, S/Mig, SLA, Comp
Usr Def, Mult Pr
Mostramos na Figura 6.5 um gráfico da energia total consumida pela nuvem. Neste ce-
nário, avaliamos uma nuvem possuindo 10 servidores distribuídos em um data center não
geodistribuído e heterogêneo, empregando topologia Binary Tree. O recurso de migração
de máquinas virtuais está desativado, com SLA de garantia de 100% de processamento
para as máquinas virtuais, com comportamento de usuários definido e cargas de trabalho
com múltiplas prioridades. O algoritmo de escalonamento que apresentou melhores resul-
tados (21,57 ± 0,29 kWh) para este quesito foi o TEA (TEAef), apresentando, considerando
o intervalo de confiança, isoladamente os melhores valores do parâmetro comparado den-
tre todos os algoritmos para este cenário, com uma melhora variando de 23,3% a 31,1%
comparado ao segundo melhor (HU).
A Figura 6.6 traz informações sobre a energia total consumida pela nuvem. Neste ce-
nário, avaliamos uma nuvem possuindo 10 servidores distribuídos em um data center não
geodistribuído e heterogêneo, empregando topologia Flat-Tree. O recurso de migração de
máquinas virtuais está ativado, sem SLA de garantia de 100% de processamento para as
máquinas virtuais, com comportamento de usuários indefinido e cargas de trabalho com
somente uma prioridade. O algoritmo de escalonamento que apresentou melhores resul-
tados (14,42 ± 0,13 kWh) para este quesito foi o TEA (TEAe), apresentando, considerando
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Figura 6.6: Energia Total: DC N.Geo. Het., 10 srvs, Flat-Tree, Mig, S/SLA, Comp Usr
Ind, S/Mult Pr
o intervalo de confiança, isoladamente os melhores valores do parâmetro comparado den-
tre todos os algoritmos para este cenário, com uma melhora variando de 25,4% a 35,1%
comparado ao segundo melhor (BALA).
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Figura 6.7: Energia Total: DC N.Geo. Het., 10 srvs, Flat-Tree, S/Mig, SLA, Comp Usr
Def, Mult Pr
A Figura 6.7 traz informações sobre a energia total consumida pela nuvem. Neste
cenário, avaliamos uma nuvem possuindo 10 servidores distribuídos em um data center não
geodistribuído e heterogêneo, empregando topologia Flat-Tree. O recurso de migração de
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máquinas virtuais está desativado, com SLA de garantia de 100% de processamento para
as máquinas virtuais, com comportamento de usuários definido e cargas de trabalho com
múltiplas prioridades. O algoritmo de escalonamento que apresentou melhores resultados
(14,62 ± 0,14 kWh) para este quesito foi o TEA (TEAe), apresentando, considerando o
intervalo de confiança, isoladamente os melhores valores do parâmetro comparado dentre
todos os algoritmos para este cenário, com uma melhora variando de 35,6% a 44,7%
comparado ao segundo melhor (BALA).
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Figura 6.8: Energia Total: DC N.Geo. Het., 10 srvs, Flat-Tree, S/Mig, SLA, Comp Usr
Ind, Mult Pr
Temos na Figura 6.8 um histograma sobre a energia total consumida pela nuvem.
Neste cenário, avaliamos uma nuvem possuindo 10 servidores distribuídos em um data
center não geodistribuído e heterogêneo, empregando topologia Flat-Tree. O recurso de
migração de máquinas virtuais está desativado, com SLA de garantia de 100% de proces-
samento para as máquinas virtuais, com comportamento de usuários indefinido e cargas
de trabalho com múltiplas prioridades. O algoritmo de escalonamento que apresentou
melhores resultados (14,67 ± 0,13 kWh) para este quesito foi o TEA (TEAe), apresentando,
considerando o intervalo de confiança, isoladamente os melhores valores do parâmetro
comparado dentre todos os algoritmos para este cenário, com uma melhora variando de
34,1% a 42,5% comparado ao segundo melhor (BALA).
Apresentamos na Figura 6.9 uma comparação da energia total consumida pela nuvem.
Neste cenário, avaliamos uma nuvem possuindo 10 servidores distribuídos em um data
center não geodistribuído e heterogêneo, empregando topologia K-Ary Fat Tree. O re-
curso de migração de máquinas virtuais está desativado, com SLA de garantia de 100% de
processamento para as máquinas virtuais, com comportamento de usuários definido e car-
gas de trabalho com múltiplas prioridades. O algoritmo de escalonamento que apresentou
melhores resultados (23,54 ± 0,39 kWh) para este quesito foi o TEA (TEAe), apresentando,
considerando o intervalo de confiança, isoladamente os melhores valores do parâmetro
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Figura 6.9: Energia Total: DC N.Geo. Het., 10 srvs, K-Ary Fat Tree, S/Mig, SLA, Comp
Usr Def, Mult Pr
comparado dentre todos os algoritmos para este cenário, com uma melhora variando de
20,9% a 29,8% comparado ao segundo melhor (FA).
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Figura 6.10: Energia Total: DC N.Geo. Het., 10 srvs, Single-Hop Star, S/Mig, S/SLA,
Comp Usr Ind, S/Mult Pr
Mostramos na Figura 6.10 um gráfico da energia total consumida pela nuvem. Neste
cenário, avaliamos uma nuvem possuindo 10 servidores distribuídos em um data center
não geodistribuído e heterogêneo, empregando topologia Single-Hop Star. O recurso de
migração de máquinas virtuais está desativado, sem SLA de garantia de 100% de processa-
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mento para as máquinas virtuais, com comportamento de usuários indefinido e cargas de
trabalho com somente uma prioridade. O algoritmo de escalonamento que apresentou me-
lhores resultados (14,42 ± 0,17 kWh) para este quesito foi o TEA (TEAef), apresentando,
considerando o intervalo de confiança, isoladamente os melhores valores do parâmetro
comparado dentre todos os algoritmos para este cenário, com uma melhora variando de
30,6% a 39,4% comparado ao segundo melhor (FA).
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Figura 6.11: Energia Total: DC N.Geo. Het., 10 srvs, Single-Hop Star, S/Mig, SLA,
Comp Usr Def, Mult Pr
Temos na Figura 6.11 um histograma sobre a energia total consumida pela nuvem.
Neste cenário, avaliamos uma nuvem possuindo 10 servidores distribuídos em um data cen-
ter não geodistribuído e heterogêneo, empregando topologia Single-Hop Star. O recurso
de migração de máquinas virtuais está desativado, com SLA de garantia de 100% de pro-
cessamento para as máquinas virtuais, com comportamento de usuários definido e cargas
de trabalho com múltiplas prioridades. O algoritmo de escalonamento que apresentou me-
lhores resultados (14,75 ± 0,18 kWh) para este quesito foi o TEA (TEAef), apresentando,
considerando o intervalo de confiança, isoladamente os melhores valores do parâmetro
comparado dentre todos os algoritmos para este cenário, com uma melhora variando de
36,9% a 46,0% comparado ao segundo melhor (BALA).
6.4.3 Análise de Resultados: Energia  Servidores
Mostramos na Figura 6.12 um gráfico da energia total consumida pelos servidores da
nuvem. Neste cenário, avaliamos uma nuvem possuindo 100 servidores distribuídos em
dois data centers geodistribuídos e homogêneos, empregando topologia Binary Tree. O
recurso de migração de máquinas virtuais está ativado, com SLA de garantia de 100% de
processamento para as máquinas virtuais, com comportamento de usuários indefinido e
cargas de trabalho com múltiplas prioridades. O algoritmo de escalonamento que apre-
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Figura 6.12: Energia Servidores: DC Geo. Homo., 100 srvs, Binary Tree, Mig, SLA,
Comp Usr Ind, Mult Pr
sentou melhores resultados (71,13 ± 0,30 kWh) para este quesito foi o HR, apresentando,
considerando o intervalo de confiança, isoladamente os melhores valores do parâmetro
comparado dentre todos os algoritmos para este cenário, com uma melhora variando de
0,2% a 1,9% comparado ao segundo melhor (BALA).
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A Figura 6.13 traz informações sobre a energia total consumida pelos servidores da
nuvem. Neste cenário, avaliamos uma nuvem possuindo 10 servidores distribuídos em
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dois data centers geodistribuídos e heterogêneos, empregando topologia Flat-Tree. O
recurso de migração de máquinas virtuais está ativado, com SLA de garantia de 100%
de processamento para as máquinas virtuais, com comportamento de usuários indefinido
e cargas de trabalho com somente uma prioridade. O algoritmo de escalonamento que
apresentou melhores resultados (7,13 ± 0,08 kWh) para este quesito foi o TEA (TEAe),
apresentando, considerando o intervalo de confiança, isoladamente os melhores valores do
parâmetro comparado dentre todos os algoritmos para este cenário, com uma melhora
variando de 12,4% a 20,4% comparado ao segundo melhor (LA).
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Figura 6.14: Energia Servidores: DC Geo. Homo., 1.000 srvs, Single-Hop Star, Mig, SLA,
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Mostramos na Figura 6.14 um gráfico da energia total consumida pelos servidores da
nuvem. Neste cenário, avaliamos uma nuvem possuindo 1.000 servidores distribuídos em
dois data centers geodistribuídos e homogêneos, empregando topologia Single-Hop Star.
O recurso de migração de máquinas virtuais está ativado, com SLA de garantia de 100%
de processamento para as máquinas virtuais, com comportamento de usuários indefinido
e cargas de trabalho com somente uma prioridade. O algoritmo de escalonamento que
apresentou melhores resultados (831,78 ± 17,33 kWh) para este quesito foi o TEA (TEAef),
apresentando, considerando o intervalo de confiança, isoladamente os melhores valores do
parâmetro comparado dentre todos os algoritmos para este cenário, com uma melhora
variando de 54,5% a 61,3% comparado ao segundo melhor (HR).
Apresentamos na Figura 6.15 uma comparação da energia total consumida pelos servi-
dores da nuvem. Neste cenário, avaliamos uma nuvem possuindo 10 servidores distribuídos
em um data center não geodistribuído e homogêneo, empregando topologia Binary Tree.
O recurso de migração de máquinas virtuais está ativado, sem SLA de garantia de 100%
de processamento para as máquinas virtuais, com comportamento de usuários definido e
cargas de trabalho com múltiplas prioridades. O algoritmo de escalonamento que apre-
sentou melhores resultados (6,54 ± 0,05 kWh) para este quesito foi o FA, apresentando,
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Figura 6.15: Energia Servidores: DC N.Geo. Homo., 10 srvs, Binary Tree, Mig, S/SLA,
Comp Usr Def, Mult Pr
considerando o intervalo de confiança, isoladamente os melhores valores do parâmetro
comparado dentre todos os algoritmos para este cenário, com uma melhora variando de
1,2% a 5,1% comparado ao segundo melhor (HR).
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Figura 6.16: Energia Servidores: DC N.Geo. Het., 10 srvs, Binary Tree, S/Mig, SLA,
Comp Usr Def, Mult Pr
Temos na Figura 6.16 um histograma sobre a energia total consumida pelos servido-
res da nuvem. Neste cenário, avaliamos uma nuvem possuindo 10 servidores distribuídos
em um data center não geodistribuído e heterogêneo, empregando topologia Binary Tree.
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O recurso de migração de máquinas virtuais está desativado, com SLA de garantia de
100% de processamento para as máquinas virtuais, com comportamento de usuários defi-
nido e cargas de trabalho com múltiplas prioridades. O algoritmo de escalonamento que
apresentou melhores resultados (6,33 ± 0,08 kWh) para este quesito foi o TEA (TEAef),
apresentando, considerando o intervalo de confiança, isoladamente os melhores valores do
parâmetro comparado dentre todos os algoritmos para este cenário, com uma melhora
variando de 40,5% a 52,0% comparado ao segundo melhor (BALA).
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Figura 6.17: Energia Servidores: DC N.Geo. Het., 10 srvs, Flat-Tree, Mig, S/SLA, Comp
Usr Ind, S/Mult Pr
Mostramos na Figura 6.17 um gráfico da energia total consumida pelos servidores da
nuvem. Neste cenário, avaliamos uma nuvem possuindo 10 servidores distribuídos em
um data center não geodistribuído e heterogêneo, empregando topologia Flat-Tree. O
recurso de migração de máquinas virtuais está ativado, sem SLA de garantia de 100%
de processamento para as máquinas virtuais, com comportamento de usuários indefinido
e cargas de trabalho com somente uma prioridade. O algoritmo de escalonamento que
apresentou melhores resultados (6,05 ± 0,05 kWh) para este quesito foi o TEA (TEAe),
apresentando, considerando o intervalo de confiança, isoladamente os melhores valores do
parâmetro comparado dentre todos os algoritmos para este cenário, com uma melhora
variando de 30,7% a 42,3% comparado ao segundo melhor (BALA).
Temos na Figura 6.18 um histograma sobre a energia total consumida pelos servido-
res da nuvem. Neste cenário, avaliamos uma nuvem possuindo 10 servidores distribuídos
em um data center não geodistribuído e heterogêneo, empregando topologia Flat-Tree.
O recurso de migração de máquinas virtuais está desativado, com SLA de garantia de
100% de processamento para as máquinas virtuais, com comportamento de usuários defi-
nido e cargas de trabalho com múltiplas prioridades. O algoritmo de escalonamento que
apresentou melhores resultados (6,30 ± 0,06 kWh) para este quesito foi o TEA (TEAe),
apresentando, considerando o intervalo de confiança, isoladamente os melhores valores do
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Figura 6.18: Energia Servidores: DC N.Geo. Het., 10 srvs, Flat-Tree, S/Mig, SLA, Comp
Usr Def, Mult Pr
parâmetro comparado dentre todos os algoritmos para este cenário, com uma melhora
variando de 41,0% a 51,0% comparado ao segundo melhor (BALA).
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Figura 6.19: Energia Servidores: DC N.Geo. Het., 10 srvs, K-Ary Fat Tree, S/Mig, SLA,
Comp Usr Ind, Mult Pr
Mostramos na Figura 6.19 um gráfico da energia total consumida pelos servidores
da nuvem. Neste cenário, avaliamos uma nuvem possuindo 10 servidores distribuídos
em um data center não geodistribuído e heterogêneo, empregando topologia K-Ary Fat
Tree. O recurso de migração de máquinas virtuais está desativado, com SLA de garantia
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de 100% de processamento para as máquinas virtuais, com comportamento de usuários
indefinido e cargas de trabalho com múltiplas prioridades. O algoritmo de escalonamento
que apresentou melhores resultados (6,30 ± 0,06 kWh) para este quesito foi o TEA (TEAe),
apresentando, considerando o intervalo de confiança, isoladamente os melhores valores do
parâmetro comparado dentre todos os algoritmos para este cenário, com uma melhora
variando de 39,0% a 47,9% comparado ao segundo melhor (BALA).
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Figura 6.20: Energia Servidores: DC N.Geo. Het., 10 srvs, Single-Hop Star, S/Mig,
S/SLA, Comp Usr Ind, S/Mult Pr
A Figura 6.20 traz informações sobre a energia total consumida pelos servidores da
nuvem. Neste cenário, avaliamos uma nuvem possuindo 10 servidores distribuídos em um
data center não geodistribuído e heterogêneo, empregando topologia Single-Hop Star. O
recurso de migração de máquinas virtuais está desativado, sem SLA de garantia de 100%
de processamento para as máquinas virtuais, com comportamento de usuários indefinido
e cargas de trabalho com somente uma prioridade. O algoritmo de escalonamento que
apresentou melhores resultados (6,14 ± 0,06 kWh) para este quesito foi o TEA (TEAef),
apresentando, considerando o intervalo de confiança, isoladamente os melhores valores do
parâmetro comparado dentre todos os algoritmos para este cenário, com uma melhora
variando de 34,6% a 44,6% comparado ao segundo melhor (FA).
6.4.4 Análise de Resultados: Energia  Switches
Temos na Figura 6.21 um histograma sobre a energia total consumida pelos switches dos
data centers da nuvem. Neste cenário, avaliamos uma nuvem possuindo 100 servidores
distribuídos em dois data centers geodistribuídos e homogêneos, empregando topologia
Flat-Tree. O recurso de migração de máquinas virtuais está ativado, com SLA de garantia
de 100% de processamento para as máquinas virtuais, com comportamento de usuários
definido e cargas de trabalho com múltiplas prioridades. O algoritmo de escalonamento
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Figura 6.21: Energia Switches: DC Geo. Homo., 100 srvs, Flat-Tree, Mig, SLA, Comp
Usr Def, Mult Pr
que apresentou melhores resultados (1,07 ± 0,00 kWh) para este quesito foi o BALA,
empatado tecnicamente pelo menos com o segundo melhor, HU (1,07 ± 0,00 kWh).
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Figura 6.22: Energia Switches: DC Geo. Homo., 1.000 srvs, Flat-Tree, S/Mig, SLA,
Comp Usr Def, S/Mult Pr
Mostramos na Figura 6.22 um gráfico da energia total consumida pelos switches dos
data centers da nuvem. Neste cenário, avaliamos uma nuvem possuindo 1.000 servidores
distribuídos em dois data centers geodistribuídos e homogêneos, empregando topologia
Flat-Tree. O recurso de migração de máquinas virtuais está desativado, com SLA de
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garantia de 100% de processamento para as máquinas virtuais, com comportamento de
usuários definido e cargas de trabalho com somente uma prioridade. O algoritmo de
escalonamento que apresentou melhores resultados (67,77 ± 3,74 kWh) para este quesito
foi o TEA (TEAp), apresentando, considerando o intervalo de confiança, isoladamente os
melhores valores do parâmetro comparado dentre todos os algoritmos para este cenário,
com uma melhora variando de 741,1% a 840,5% comparado ao segundo melhor (FA).
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Figura 6.23: Energia Switches: DC N.Geo. Het., 10 srvs, Binary Tree, Mig, SLA, Comp
Usr Def, S/Mult Pr
Temos na Figura 6.23 um histograma sobre a energia total consumida pelos switches
dos data centers da nuvem. Neste cenário, avaliamos uma nuvem possuindo 10 servidores
distribuídos em um data center não geodistribuído e heterogêneo, empregando topologia
Binary Tree. O recurso de migração de máquinas virtuais está ativado, com SLA de
garantia de 100% de processamento para as máquinas virtuais, com comportamento de
usuários definido e cargas de trabalho com somente uma prioridade. O algoritmo de
escalonamento que apresentou melhores resultados (3,30 ± 0,08 kWh) para este quesito
foi o FA, apresentando, considerando o intervalo de confiança, isoladamente os melhores
valores do parâmetro comparado dentre todos os algoritmos para este cenário, com uma
melhora variando de 1,0% a 12,3% comparado ao segundo melhor (HR).
Temos na Figura 6.24 um histograma sobre a energia total consumida pelos switches
dos data centers da nuvem. Neste cenário, avaliamos uma nuvem possuindo 10 servidores
distribuídos em um data center não geodistribuído e heterogêneo, empregando topologia
Binary Tree. O recurso de migração de máquinas virtuais está desativado, com SLA
de garantia de 100% de processamento para as máquinas virtuais, com comportamento
de usuários indefinido e cargas de trabalho com múltiplas prioridades. O algoritmo de
escalonamento que apresentou melhores resultados (3,08 ± 0,07 kWh) para este quesito
foi o TEA (TEAbf), empatado tecnicamente pelo menos com o segundo melhor, HR (3,18 ±
0,08 kWh).
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Figura 6.25: Energia Switches: DC N.Geo. Het., 10 srvs, Flat-Tree, S/Mig, S/SLA, Comp
Usr Ind, S/Mult Pr
Temos na Figura 6.25 um histograma sobre a energia total consumida pelos switches
dos data centers da nuvem. Neste cenário, avaliamos uma nuvem possuindo 10 servidores
distribuídos em um data center não geodistribuído e heterogêneo, empregando topologia
Flat-Tree. O recurso de migração de máquinas virtuais está desativado, sem SLA de
garantia de 100% de processamento para as máquinas virtuais, com comportamento de
usuários indefinido e cargas de trabalho com somente uma prioridade. O algoritmo de
escalonamento que apresentou melhores resultados (0,08 ± 0,00 kWh) para este quesito
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foi o TEA (TEAbf), apresentando, considerando o intervalo de confiança, isoladamente os
melhores valores do parâmetro comparado dentre todos os algoritmos para este cenário,
com uma melhora variando de 16,8% a 28,3% comparado ao segundo melhor (LA).
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Figura 6.26: Energia Switches: DC N.Geo. Het., 10 srvs, K-Ary Fat Tree, S/Mig, SLA,
Comp Usr Ind, S/Mult Pr
A Figura 6.26 traz informações sobre a energia total consumida pelos switches dos
data centers da nuvem. Neste cenário, avaliamos uma nuvem possuindo 10 servidores
distribuídos em um data center não geodistribuído e heterogêneo, empregando topologia
K-Ary Fat Tree. O recurso de migração de máquinas virtuais está desativado, com SLA
de garantia de 100% de processamento para as máquinas virtuais, com comportamento
de usuários indefinido e cargas de trabalho com somente uma prioridade. O algoritmo de
escalonamento que apresentou melhores resultados (4,16 ± 0,07 kWh) para este quesito
foi o TEA (TEApf), empatado tecnicamente pelo menos com o segundo melhor, FA (4,16 ±
0,12 kWh).
A Figura 6.27 traz informações sobre a energia total consumida pelos switches dos
data centers da nuvem. Neste cenário, avaliamos uma nuvem possuindo 10 servidores
distribuídos em um data center não geodistribuído e heterogêneo, empregando topologia
Single-Hop Star. O recurso de migração de máquinas virtuais está ativado, com SLA de
garantia de 100% de processamento para as máquinas virtuais, com comportamento de
usuários indefinido e cargas de trabalho com somente uma prioridade. O algoritmo de
escalonamento que apresentou melhores resultados (0,10 ± 0,00 kWh) para este quesito
foi o TEA (TEAb), apresentando, considerando o intervalo de confiança, isoladamente os
melhores valores do parâmetro comparado dentre todos os algoritmos para este cenário,
com uma melhora variando de 0,0% a 9,6% comparado ao segundo melhor (HR).
Mostramos na Figura 6.28 um gráfico da energia total consumida pelos switches dos
data centers da nuvem. Neste cenário, avaliamos uma nuvem possuindo 10 servidores
distribuídos em um data center não geodistribuído e heterogêneo, empregando topologia
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Figura 6.27: Energia Switches: DC N.Geo. Het., 10 srvs, Single-Hop Star, Mig, SLA,
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Figura 6.28: Energia Switches: DC N.Geo. Het., 10 srvs, Single-Hop Star, S/Mig, S/SLA,
Comp Usr Ind, S/Mult Pr
Single-Hop Star. O recurso de migração de máquinas virtuais está desativado, sem SLA
de garantia de 100% de processamento para as máquinas virtuais, com comportamento
de usuários indefinido e cargas de trabalho com somente uma prioridade. O algoritmo de
escalonamento que apresentou melhores resultados (0,08 ± 0,00 kWh) para este quesito
foi o TEA (TEAb), apresentando, considerando o intervalo de confiança, isoladamente os
melhores valores do parâmetro comparado dentre todos os algoritmos para este cenário,
com uma melhora variando de 12,7% a 25,2% comparado ao segundo melhor (MPD).
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6.4.5 Análise de Resultados: Makespan
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Figura 6.29: Makespan: DC Geo. Homo., 100 srvs, K-Ary Fat Tree, S/Mig, S/SLA,
Comp Usr Def, Mult Pr
A Figura 6.29 traz informações sobre omakespan. Neste cenário, avaliamos uma nuvem
possuindo 100 servidores distribuídos em dois data centers geodistribuídos e homogêneos,
empregando topologia K-Ary Fat Tree. O recurso de migração de máquinas virtuais está
desativado, sem SLA de garantia de 100% de processamento para as máquinas virtuais,
com comportamento de usuários definido e cargas de trabalho com múltiplas prioridades.
O algoritmo de escalonamento que apresentou melhores resultados (46.450,06± 1.563,15 s)
para este quesito foi o TEA (TEAb), apresentando, considerando o intervalo de confiança,
isoladamente os melhores valores do parâmetro comparado dentre todos os algoritmos
para este cenário, com uma melhora variando de 64,8% a 76,9% comparado ao segundo
melhor (LA).
Apresentamos na Figura 6.30 uma comparação do makespan. Neste cenário, avalia-
mos uma nuvem possuindo 1.000 servidores distribuídos em dois data centers geodistri-
buídos e homogêneos, empregando topologia Single-Hop Star. O recurso de migração de
máquinas virtuais está ativado, com SLA de garantia de 100% de processamento para
as máquinas virtuais, com comportamento de usuários indefinido e cargas de trabalho
com somente uma prioridade. O algoritmo de escalonamento que apresentou melhores
resultados (97.514,17 ± 5.278,83 s) para este quesito foi o TEA (TEAef), apresentando,
considerando o intervalo de confiança, isoladamente os melhores valores do parâmetro
comparado dentre todos os algoritmos para este cenário, com uma melhora variando de
569,9% a 646,7% comparado ao segundo melhor (LA).
Temos na Figura 6.31 um histograma sobre o makespan. Neste cenário, avaliamos
uma nuvem possuindo 10 servidores distribuídos em dois data centers geodistribuídos e
homogêneos, empregando topologia Single-Hop Star. O recurso de migração de máquinas
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Figura 6.31: Makespan: DC Geo. Homo., 10 srvs, Single-Hop Star, Mig, SLA, Comp Usr
Def, Mult Pr
virtuais está ativado, com SLA de garantia de 100% de processamento para as máquinas
virtuais, com comportamento de usuários definido e cargas de trabalho com múltiplas
prioridades. O algoritmo de escalonamento que apresentou melhores resultados (14.791,14
± 474,75 s) para este quesito foi o TEA (TEAb), empatado tecnicamente pelo menos com o
segundo melhor, FA (15.176,05 ± 753,81 s).
Mostramos na Figura 6.32 um gráfico do makespan. Neste cenário, avaliamos uma
nuvem possuindo 10 servidores distribuídos em dois data centers geodistribuídos e he-
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Figura 6.32: Makespan: DC Geo. Het., 10 srvs, Single-Hop Star, S/Mig, S/SLA, Comp
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terogêneos, empregando topologia Single-Hop Star. O recurso de migração de máquinas
virtuais está desativado, sem SLA de garantia de 100% de processamento para as máquinas
virtuais, com comportamento de usuários definido e cargas de trabalho com somente uma
prioridade. O algoritmo de escalonamento que apresentou melhores resultados (18.608,63
± 534,11 s) para este quesito foi o TEA (TEAe), empatado tecnicamente pelo menos com o
segundo melhor, HU (18.970,24 ± 793,31 s).
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Figura 6.33: Makespan: DC N.Geo. Het., 10 srvs, Binary Tree, S/Mig, S/SLA, Comp
Usr Def, S/Mult Pr
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Mostramos na Figura 6.33 um gráfico do makespan. Neste cenário, avaliamos uma
nuvem possuindo 10 servidores distribuídos em um data center não geodistribuído e hete-
rogêneo, empregando topologia Binary Tree. O recurso de migração de máquinas virtuais
está desativado, sem SLA de garantia de 100% de processamento para as máquinas vir-
tuais, com comportamento de usuários definido e cargas de trabalho com somente uma
prioridade. O algoritmo de escalonamento que apresentou melhores resultados (13.609,61
± 626,55 s) para este quesito foi o TEA (TEAb), apresentando, considerando o intervalo
de confiança, isoladamente os melhores valores do parâmetro comparado dentre todos os
algoritmos para este cenário, com uma melhora variando de 12,4% a 33,7% comparado
ao segundo melhor (MPD).
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Figura 6.34: Makespan: DC N.Geo. Het., 10 srvs, Binary Tree, S/Mig, S/SLA, Comp
Usr Ind, Mult Pr
A Figura 6.34 traz informações sobre omakespan. Neste cenário, avaliamos uma nuvem
possuindo 10 servidores distribuídos em um data center não geodistribuído e heterogêneo,
empregando topologia Binary Tree. O recurso de migração de máquinas virtuais está
desativado, sem SLA de garantia de 100% de processamento para as máquinas virtuais,
com comportamento de usuários indefinido e cargas de trabalho com múltiplas prioridades.
O algoritmo de escalonamento que apresentou melhores resultados (12.976,20 ± 246,67 s)
para este quesito foi o TEA (TEAp), apresentando, considerando o intervalo de confiança,
isoladamente os melhores valores do parâmetro comparado dentre todos os algoritmos
para este cenário, com uma melhora variando de 3,1% a 10,5% comparado ao segundo
melhor (RR).
Apresentamos na Figura 6.35 uma comparação do makespan. Neste cenário, avaliamos
uma nuvem possuindo 10 servidores distribuídos em um data center não geodistribuído
e heterogêneo, empregando topologia Binary Tree. O recurso de migração de máqui-
nas virtuais está desativado, sem SLA de garantia de 100% de processamento para as
máquinas virtuais, com comportamento de usuários indefinido e cargas de trabalho com
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somente uma prioridade. O algoritmo de escalonamento que apresentou melhores resulta-
dos (12.635,36 ± 421,94 s) para este quesito foi o TEA (TEAb), apresentando, considerando
o intervalo de confiança, isoladamente os melhores valores do parâmetro comparado den-
tre todos os algoritmos para este cenário, com uma melhora variando de 10,5% a 25,9%
comparado ao segundo melhor (MPD).
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Figura 6.36: Makespan: DC N.Geo. Het., 10 srvs, Binary Tree, S/Mig, SLA, Comp Usr
Ind, S/Mult Pr
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Temos na Figura 6.36 um histograma sobre o makespan. Neste cenário, avaliamos uma
nuvem possuindo 10 servidores distribuídos em um data center não geodistribuído e hete-
rogêneo, empregando topologia Binary Tree. O recurso de migração de máquinas virtuais
está desativado, com SLA de garantia de 100% de processamento para as máquinas vir-
tuais, com comportamento de usuários indefinido e cargas de trabalho com somente uma
prioridade. O algoritmo de escalonamento que apresentou melhores resultados (13.655,89
± 285,06 s) para este quesito foi o TEA (TEAb), apresentando, considerando o intervalo
de confiança, isoladamente os melhores valores do parâmetro comparado dentre todos os
algoritmos para este cenário, com uma melhora variando de 4,1% a 14,9% comparado ao
segundo melhor (HR).
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Figura 6.37: Makespan: DC N.Geo. Het., 10 srvs, Flat-Tree, S/Mig, S/SLA, Comp Usr
Ind, S/Mult Pr
A Figura 6.37 traz informações sobre o makespan. Neste cenário, avaliamos uma
nuvem possuindo 10 servidores distribuídos em um data center não geodistribuído e he-
terogêneo, empregando topologia Flat-Tree. O recurso de migração de máquinas virtuais
está desativado, sem SLA de garantia de 100% de processamento para as máquinas vir-
tuais, com comportamento de usuários indefinido e cargas de trabalho com somente uma
prioridade. O algoritmo de escalonamento que apresentou melhores resultados (12.160,12
± 307,30 s) para este quesito foi o TEA (TEAbf), apresentando, considerando o intervalo
de confiança, isoladamente os melhores valores do parâmetro comparado dentre todos os
algoritmos para este cenário, com uma melhora variando de 15,7% a 29,5% comparado
ao segundo melhor (MPD).
Temos na Figura 6.38 um histograma sobre o makespan. Neste cenário, avaliamos
uma nuvem possuindo 10 servidores distribuídos em um data center não geodistribuído
e heterogêneo, empregando topologia K-Ary Fat Tree. O recurso de migração de máqui-
nas virtuais está desativado, sem SLA de garantia de 100% de processamento para as
máquinas virtuais, com comportamento de usuários indefinido e cargas de trabalho com
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Figura 6.38: Makespan: DC N.Geo. Het., 10 srvs, K-Ary Fat Tree, S/Mig, S/SLA, Comp
Usr Ind, S/Mult Pr
somente uma prioridade. O algoritmo de escalonamento que apresentou melhores resulta-
dos (12.575,15 ± 451,32 s) para este quesito foi o TEA (TEAbf), apresentando, considerando
o intervalo de confiança, isoladamente os melhores valores do parâmetro comparado den-
tre todos os algoritmos para este cenário, com uma melhora variando de 9,9% a 24,0%
comparado ao segundo melhor (MPD).
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Figura 6.39: Makespan: DC N.Geo. Het., 10 srvs, Single-Hop Star, Mig, SLA, Comp Usr
Ind, S/Mult Pr
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Mostramos na Figura 6.39 um gráfico do makespan. Neste cenário, avaliamos uma nu-
vem possuindo 10 servidores distribuídos em um data center não geodistribuído e heterogê-
neo, empregando topologia Single-Hop Star. O recurso de migração de máquinas virtuais
está ativado, com SLA de garantia de 100% de processamento para as máquinas virtu-
ais, com comportamento de usuários indefinido e cargas de trabalho com somente uma
prioridade. O algoritmo de escalonamento que apresentou melhores resultados (14.394,29
± 367,40 s) para este quesito foi o TEA (TEAb), apresentando, considerando o intervalo
de confiança, isoladamente os melhores valores do parâmetro comparado dentre todos os
algoritmos para este cenário, com uma melhora variando de 0,8% a 11,0% comparado ao
segundo melhor (HR).
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Figura 6.40: Makespan: DC N.Geo. Het., 10 srvs, Single-Hop Star, S/Mig, S/SLA, Comp
Usr Ind, S/Mult Pr
A Figura 6.40 traz informações sobre omakespan. Neste cenário, avaliamos uma nuvem
possuindo 10 servidores distribuídos em um data center não geodistribuído e heterogêneo,
empregando topologia Single-Hop Star. O recurso de migração de máquinas virtuais está
desativado, sem SLA de garantia de 100% de processamento para as máquinas virtuais,
com comportamento de usuários indefinido e cargas de trabalho com somente uma pri-
oridade. O algoritmo de escalonamento que apresentou melhores resultados (12.289,87
± 378,03 s) para este quesito foi o TEA (TEAb), apresentando, considerando o intervalo
de confiança, isoladamente os melhores valores do parâmetro comparado dentre todos os
algoritmos para este cenário, com uma melhora variando de 12,3% a 26,3% comparado
ao segundo melhor (MPD).
6.4.6 Análise de Resultados: Tempo de Processamento de Cargas
Mostramos na Figura 6.41 um gráfico do tempo de processamento das cargas de tra-
balho após a instanciação da máquina virtual. Neste cenário, avaliamos uma nuvem
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Figura 6.41: Tempo de Processamento de Cargas: DC Geo. Het., 10 srvs, Binary Tree,
S/Mig, S/SLA, Comp Usr Def, Mult Pr
possuindo 10 servidores distribuídos em dois data centers geodistribuídos e heterogêneos,
empregando topologia Binary Tree. O recurso de migração de máquinas virtuais está de-
sativado, sem SLA de garantia de 100% de processamento para as máquinas virtuais, com
comportamento de usuários definido e cargas de trabalho com múltiplas prioridades. O
algoritmo de escalonamento que apresentou melhores resultados (3.094,64 ± 4,07 s) para
este quesito foi o RR, apresentando, considerando o intervalo de confiança, isoladamente os
melhores valores do parâmetro comparado dentre todos os algoritmos para este cenário,
com uma melhora variando de 0,3% a 1,1% comparado ao segundo melhor (MPD).
Mostramos na Figura 6.42 um gráfico do tempo de processamento das cargas de tra-
balho após a instanciação da máquina virtual. Neste cenário, avaliamos uma nuvem
possuindo 10 servidores distribuídos em dois data centers geodistribuídos e homogêneos,
empregando topologia Binary Tree. O recurso de migração de máquinas virtuais está de-
sativado, sem SLA de garantia de 100% de processamento para as máquinas virtuais, com
comportamento de usuários definido e cargas de trabalho com somente uma prioridade.
O algoritmo de escalonamento que apresentou melhores resultados (3.087,03 ± 4,11 s)
para este quesito foi o BALA, empatado tecnicamente pelo menos com o segundo melhor,
RR (3.089,30 ± 4,46 s).
Temos na Figura 6.43 um histograma sobre o tempo de processamento das cargas de
trabalho após a instanciação da máquina virtual. Neste cenário, avaliamos uma nuvem
possuindo 10 servidores distribuídos em dois data centers geodistribuídos e homogêneos,
empregando topologia Flat-Tree. O recurso de migração de máquinas virtuais está ati-
vado, com SLA de garantia de 100% de processamento para as máquinas virtuais, com
comportamento de usuários definido e cargas de trabalho com somente uma prioridade. O
algoritmo de escalonamento que apresentou melhores resultados (3.101,26 ± 4,04 s) para
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Figura 6.42: Tempo de Processamento de Cargas: DC Geo. Homo., 10 srvs, Binary Tree,
S/Mig, S/SLA, Comp Usr Def, S/Mult Pr
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Figura 6.43: Tempo de Processamento de Cargas: DC Geo. Homo., 10 srvs, Flat-Tree,
Mig, SLA, Comp Usr Def, S/Mult Pr
este quesito foi o HR, empatado tecnicamente pelo menos com o segundo melhor, BALA
(3.109,37 ± 4,67 s).
Mostramos na Figura 6.44 um gráfico do tempo de processamento das cargas de tra-
balho após a instanciação da máquina virtual. Neste cenário, avaliamos uma nuvem pos-
suindo 100 servidores distribuídos em dois data centers geodistribuídos e heterogêneos,
empregando topologia Single-Hop Star. O recurso de migração de máquinas virtuais está
ativado, sem SLA de garantia de 100% de processamento para as máquinas virtuais, com
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Figura 6.44: Tempo de Processamento de Cargas: DC Geo. Het., 100 srvs, Single-Hop
Star, Mig, S/SLA, Comp Usr Def, S/Mult Pr
comportamento de usuários definido e cargas de trabalho com somente uma prioridade.
O algoritmo de escalonamento que apresentou melhores resultados (3.087,90 ± 1,66 s)
para este quesito foi o BALA, empatado tecnicamente pelo menos com o segundo melhor,
LA (3.089,23 ± 1,78 s).
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Figura 6.45: Tempo de Processamento de Cargas: DC Geo. Homo., 1.000 srvs, Single-Hop
Star, Mig, S/SLA, Comp Usr Def, S/Mult Pr
Mostramos na Figura 6.45 um gráfico do tempo de processamento das cargas de tra-
balho após a instanciação da máquina virtual. Neste cenário, avaliamos uma nuvem pos-
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suindo 1.000 servidores distribuídos em dois data centers geodistribuídos e homogêneos,
empregando topologia Single-Hop Star. O recurso de migração de máquinas virtuais está
ativado, sem SLA de garantia de 100% de processamento para as máquinas virtuais, com
comportamento de usuários definido e cargas de trabalho com somente uma prioridade. O
algoritmo de escalonamento que apresentou melhores resultados (3.046,56 ± 0,12 s) para
este quesito foi o LA, empatado tecnicamente pelo menos com o segundo melhor, BALA
(3.046,58 ± 0,09 s).
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Figura 6.46: Tempo de Processamento de Cargas: DC N.Geo. Het., 10 srvs, Binary Tree,
Mig, S/SLA, Comp Usr Def, Mult Pr
Apresentamos na Figura 6.46 uma comparação do tempo de processamento das cargas
de trabalho após a instanciação da máquina virtual. Neste cenário, avaliamos uma nuvem
possuindo 10 servidores distribuídos em um data center não geodistribuído e heterogêneo,
empregando topologia Binary Tree. O recurso de migração de máquinas virtuais está
ativado, sem SLA de garantia de 100% de processamento para as máquinas virtuais, com
comportamento de usuários definido e cargas de trabalho com múltiplas prioridades. O
algoritmo de escalonamento que apresentou melhores resultados (3.150,29 ± 8,23 s) para
este quesito foi o RR, empatado tecnicamente pelo menos com o segundo melhor, MPD
(3.151,55 ± 12,95 s).
A Figura 6.47 traz informações sobre o tempo de processamento das cargas de trabalho
após a instanciação da máquina virtual. Neste cenário, avaliamos uma nuvem possuindo
10 servidores distribuídos em um data center não geodistribuído e heterogêneo, empre-
gando topologia Flat-Tree. O recurso de migração de máquinas virtuais está desativado,
sem SLA de garantia de 100% de processamento para as máquinas virtuais, com com-
portamento de usuários indefinido e cargas de trabalho com somente uma prioridade. O
algoritmo de escalonamento que apresentou melhores resultados (3.083,46 ± 2,75 s) para
este quesito foi o RR, empatado tecnicamente pelo menos com o segundo melhor, MPD
(3.094,99 ± 11,12 s).
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Figura 6.47: Tempo de Processamento de Cargas: DC N.Geo. Het., 10 srvs, Flat-Tree,
S/Mig, S/SLA, Comp Usr Ind, S/Mult Pr
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Figura 6.48: Tempo de Processamento de Cargas: DC N.Geo. Het., 10 srvs, K-Ary Fat
Tree, Mig, S/SLA, Comp Usr Ind, Mult Pr
A Figura 6.48 traz informações sobre o tempo de processamento das cargas de traba-
lho após a instanciação da máquina virtual. Neste cenário, avaliamos uma nuvem pos-
suindo 10 servidores distribuídos em um data center não geodistribuído e heterogêneo,
empregando topologia K-Ary Fat Tree. O recurso de migração de máquinas virtuais está
ativado, sem SLA de garantia de 100% de processamento para as máquinas virtuais, com
comportamento de usuários indefinido e cargas de trabalho com múltiplas prioridades.
O algoritmo de escalonamento que apresentou melhores resultados (3.136,96 ± 8,66 s)
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para este quesito foi o RR, empatado tecnicamente pelo menos com o segundo melhor, MPD
(3.150,66 ± 12,03 s).
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Figura 6.49: Tempo de Processamento de Cargas: DC N.Geo. Het., 10 srvs, Single-Hop
Star, Mig, S/SLA, Comp Usr Ind, Mult Pr
Mostramos na Figura 6.49 um gráfico do tempo de processamento das cargas de tra-
balho após a instanciação da máquina virtual. Neste cenário, avaliamos uma nuvem pos-
suindo 10 servidores distribuídos em um data center não geodistribuído e heterogêneo,
empregando topologia Single-Hop Star. O recurso de migração de máquinas virtuais está
ativado, sem SLA de garantia de 100% de processamento para as máquinas virtuais, com
comportamento de usuários indefinido e cargas de trabalho com múltiplas prioridades.
O algoritmo de escalonamento que apresentou melhores resultados (3.144,04 ± 9,18 s)
para este quesito foi o RR, empatado tecnicamente pelo menos com o segundo melhor, MPD
(3.148,33 ± 11,02 s).
6.4.7 Análise de Resultados: Tempo de Processamento de Car-
gas  Prioridade Alta
Temos na Figura 6.50 um histograma sobre o tempo de processamento das cargas de tra-
balho de alta prioridade após a instanciação da máquina virtual. Neste cenário, avaliamos
uma nuvem possuindo 10 servidores distribuídos em dois data centers geodistribuídos e
homogêneos, empregando topologia Binary Tree. O recurso de migração de máquinas
virtuais está ativado, sem SLA de garantia de 100% de processamento para as máquinas
virtuais, com comportamento de usuários definido e cargas de trabalho com múltiplas
prioridades. O algoritmo de escalonamento que apresentou melhores resultados (2.811,80
± 20,41 s) para este quesito foi o BALA, empatado tecnicamente pelo menos com o segundo
melhor, LA (2.812,99 ± 19,99 s).
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Figura 6.50: Tempo de Processamento de Cargas: Alta Prioridade: DC Geo. Homo., 10
srvs, Binary Tree, Mig, S/SLA, Comp Usr Def, Mult Pr
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Figura 6.51: Tempo de Processamento de Cargas: Alta Prioridade: DC Geo. Homo., 10
srvs, Flat-Tree, Mig, S/SLA, Comp Usr Def, Mult Pr
A Figura 6.51 traz informações sobre o tempo de processamento das cargas de trabalho
de alta prioridade após a instanciação da máquina virtual. Neste cenário, avaliamos
uma nuvem possuindo 10 servidores distribuídos em dois data centers geodistribuídos
e homogêneos, empregando topologia Flat-Tree. O recurso de migração de máquinas
virtuais está ativado, sem SLA de garantia de 100% de processamento para as máquinas
virtuais, com comportamento de usuários definido e cargas de trabalho com múltiplas
prioridades. O algoritmo de escalonamento que apresentou melhores resultados (2.812,43
170
± 19,02 s) para este quesito foi o FA, empatado tecnicamente pelo menos com o segundo
melhor, HR (2.823,15 ± 24,66 s).
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Figura 6.52: Tempo de Processamento de Cargas: Alta Prioridade: DC Geo. Homo., 10
srvs, K-Ary Fat Tree, Mig, S/SLA, Comp Usr Ind, Mult Pr
A Figura 6.52 traz informações sobre o tempo de processamento das cargas de trabalho
de alta prioridade após a instanciação da máquina virtual. Neste cenário, avaliamos
uma nuvem possuindo 10 servidores distribuídos em dois data centers geodistribuídos e
homogêneos, empregando topologia K-Ary Fat Tree. O recurso de migração de máquinas
virtuais está ativado, sem SLA de garantia de 100% de processamento para as máquinas
virtuais, com comportamento de usuários indefinido e cargas de trabalho com múltiplas
prioridades. O algoritmo de escalonamento que apresentou melhores resultados (2.805,76
± 11,17 s) para este quesito foi o BALA, empatado tecnicamente pelo menos com o segundo
melhor, FA (2.817,43 ± 15,83 s).
Apresentamos na Figura 6.53 uma comparação do tempo de processamento das car-
gas de trabalho de alta prioridade após a instanciação da máquina virtual. Neste cenário,
avaliamos uma nuvem possuindo 1.000 servidores distribuídos em dois data centers geodis-
tribuídos e heterogêneos, empregando topologia Single-Hop Star. O recurso de migração
de máquinas virtuais está ativado, sem SLA de garantia de 100% de processamento para
as máquinas virtuais, com comportamento de usuários indefinido e cargas de trabalho com
múltiplas prioridades. O algoritmo de escalonamento que apresentou melhores resultados
(3.045,36 ± 0,33 s) para este quesito foi o LA, empatado tecnicamente pelo menos com o
segundo melhor, BALA (3.045,55 ± 0,36 s).
Mostramos na Figura 6.54 um gráfico do tempo de processamento das cargas de tra-
balho de alta prioridade após a instanciação da máquina virtual. Neste cenário, avaliamos
uma nuvem possuindo 100 servidores distribuídos em dois data centers geodistribuídos
e heterogêneos, empregando topologia Single-Hop Star. O recurso de migração de má-
quinas virtuais está desativado, sem SLA de garantia de 100% de processamento para as
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Figura 6.53: Tempo de Processamento de Cargas: Alta Prioridade: DC Geo. Het., 1.000
srvs, Single-Hop Star, Mig, S/SLA, Comp Usr Ind, Mult Pr
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Figura 6.54: Tempo de Processamento de Cargas: Alta Prioridade: DC Geo. Het., 100
srvs, Single-Hop Star, S/Mig, S/SLA, Comp Usr Def, Mult Pr
máquinas virtuais, com comportamento de usuários definido e cargas de trabalho com
múltiplas prioridades. O algoritmo de escalonamento que apresentou melhores resultados
(3.056,58 ± 1,17 s) para este quesito foi o RR, empatado tecnicamente pelo menos com o
segundo melhor, RND (3.057,35 ± 1,53 s).
Apresentamos na Figura 6.55 uma comparação do tempo de processamento das car-
gas de trabalho de alta prioridade após a instanciação da máquina virtual. Neste cenário,
avaliamos uma nuvem possuindo 10 servidores distribuídos em um data center não geo-
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Figura 6.55: Tempo de Processamento de Cargas: Alta Prioridade: DC N.Geo. Homo.,
10 srvs, Binary Tree, S/Mig, S/SLA, Comp Usr Def, Mult Pr
distribuído e homogêneo, empregando topologia Binary Tree. O recurso de migração de
máquinas virtuais está desativado, sem SLA de garantia de 100% de processamento para
as máquinas virtuais, com comportamento de usuários definido e cargas de trabalho com
múltiplas prioridades. O algoritmo de escalonamento que apresentou melhores resulta-
dos (2.795,63 ± 27,53 s) para este quesito foi o TEA (TEAp), empatado tecnicamente pelo
menos com o segundo melhor, RR (2.804,59 ± 26,74 s).
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Figura 6.56: Tempo de Processamento de Cargas: Alta Prioridade: DC N.Geo. Het., 10
srvs, K-Ary Fat Tree, S/Mig, SLA, Comp Usr Def, Mult Pr
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Apresentamos na Figura 6.56 uma comparação do tempo de processamento das car-
gas de trabalho de alta prioridade após a instanciação da máquina virtual. Neste cenário,
avaliamos uma nuvem possuindo 10 servidores distribuídos em um data center não geo-
distribuído e heterogêneo, empregando topologia K-Ary Fat Tree. O recurso de migração
de máquinas virtuais está desativado, com SLA de garantia de 100% de processamento
para as máquinas virtuais, com comportamento de usuários definido e cargas de trabalho
com múltiplas prioridades. O algoritmo de escalonamento que apresentou melhores re-
sultados (2.774,11 ± 23,59 s) para este quesito foi o TEA (TEAp), empatado tecnicamente
pelo menos com o segundo melhor, BALA (2.788,70 ± 23,88 s).
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Figura 6.57: Tempo de Processamento de Cargas: Alta Prioridade: DC N.Geo. Het., 10
srvs, Single-Hop Star, Mig, S/SLA, Comp Usr Def, Mult Pr
Temos na Figura 6.57 um histograma sobre o tempo de processamento das cargas
de trabalho de alta prioridade após a instanciação da máquina virtual. Neste cenário,
avaliamos uma nuvem possuindo 10 servidores distribuídos em um data center não geo-
distribuído e heterogêneo, empregando topologia Single-Hop Star. O recurso de migração
de máquinas virtuais está ativado, sem SLA de garantia de 100% de processamento para
as máquinas virtuais, com comportamento de usuários definido e cargas de trabalho com
múltiplas prioridades. O algoritmo de escalonamento que apresentou melhores resultados
(2.844,45 ± 20,02 s) para este quesito foi o TEA (TEApf), empatado tecnicamente pelo
menos com o segundo melhor, LA (2.850,85 ± 27,23 s).
Temos na Figura 6.58 um histograma sobre o tempo de processamento das cargas
de trabalho de alta prioridade após a instanciação da máquina virtual. Neste cenário,
avaliamos uma nuvem possuindo 10 servidores distribuídos em um data center não geo-
distribuído e heterogêneo, empregando topologia Single-Hop Star. O recurso de migração
de máquinas virtuais está ativado, com SLA de garantia de 100% de processamento para
as máquinas virtuais, com comportamento de usuários definido e cargas de trabalho com
múltiplas prioridades. O algoritmo de escalonamento que apresentou melhores resultados
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Figura 6.58: Tempo de Processamento de Cargas: Alta Prioridade: DC N.Geo. Het., 10
srvs, Single-Hop Star, Mig, SLA, Comp Usr Def, Mult Pr
(2.795,98 ± 23,11 s) para este quesito foi o TEA (TEApf), empatado tecnicamente pelo
menos com o segundo melhor, FA (2.808,52 ± 21,44 s).
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Figura 6.59: Tempo de Processamento de Cargas: Alta Prioridade: DC N.Geo. Het., 10
srvs, Single-Hop Star, S/Mig, S/SLA, Comp Usr Def, Mult Pr
A Figura 6.59 traz informações sobre o tempo de processamento das cargas de trabalho
de alta prioridade após a instanciação da máquina virtual. Neste cenário, avaliamos
uma nuvem possuindo 10 servidores distribuídos em um data center não geodistribuído e
heterogêneo, empregando topologia Single-Hop Star. O recurso de migração de máquinas
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virtuais está desativado, sem SLA de garantia de 100% de processamento para as máquinas
virtuais, com comportamento de usuários definido e cargas de trabalho com múltiplas
prioridades. O algoritmo de escalonamento que apresentou melhores resultados (2.801,10
± 26,90 s) para este quesito foi o TEA (TEApf), empatado tecnicamente pelo menos com
o segundo melhor, MPD (2.811,35 ± 18,41 s).
6.4.8 Análise de Resultados: Tempo de Processamento de Car-
gas  Prioridade Normal
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Figura 6.60: Tempo de Processamento de Cargas: Prioridade Normal: DC Geo. Het., 10
srvs, K-Ary Fat Tree, S/Mig, SLA, Comp Usr Def, Mult Pr
Temos na Figura 6.60 um histograma sobre o tempo de processamento das cargas de
trabalho de prioridade normal após a instanciação da máquina virtual. Neste cenário,
avaliamos uma nuvem possuindo 10 servidores distribuídos em dois data centers geodis-
tribuídos e heterogêneos, empregando topologia K-Ary Fat Tree. O recurso de migração
de máquinas virtuais está desativado, com SLA de garantia de 100% de processamento
para as máquinas virtuais, com comportamento de usuários definido e cargas de trabalho
com múltiplas prioridades. O algoritmo de escalonamento que apresentou melhores re-
sultados (3.213,80 ± 21,30 s) para este quesito foi o TEA (TEAe), empatado tecnicamente
pelo menos com o segundo melhor, LA (3.219,13 ± 20,52 s).
A Figura 6.61 traz informações sobre o tempo de processamento das cargas de trabalho
de prioridade normal após a instanciação da máquina virtual. Neste cenário, avaliamos
uma nuvem possuindo 1.000 servidores distribuídos em dois data centers geodistribuídos e
homogêneos, empregando topologia Single-Hop Star. O recurso de migração de máquinas
virtuais está ativado, sem SLA de garantia de 100% de processamento para as máquinas
virtuais, com comportamento de usuários indefinido e cargas de trabalho com múltiplas
prioridades. O algoritmo de escalonamento que apresentou melhores resultados (3.047,47
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Figura 6.61: Tempo de Processamento de Cargas: Prioridade Normal: DC Geo. Homo.,
1.000 srvs, Single-Hop Star, Mig, S/SLA, Comp Usr Ind, Mult Pr
± 0,17 s) para este quesito foi o BALA, empatado tecnicamente pelo menos com o segundo
melhor, LA (3.047,57 ± 0,13 s).
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Figura 6.62: Tempo de Processamento de Cargas: Prioridade Normal: DC Geo. Homo.,
10 srvs, Single-Hop Star, Mig, SLA, Comp Usr Def, Mult Pr
Mostramos na Figura 6.62 um gráfico do tempo de processamento das cargas de traba-
lho de prioridade normal após a instanciação da máquina virtual. Neste cenário, avaliamos
uma nuvem possuindo 10 servidores distribuídos em dois data centers geodistribuídos e
homogêneos, empregando topologia Single-Hop Star. O recurso de migração de máquinas
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virtuais está ativado, com SLA de garantia de 100% de processamento para as máquinas
virtuais, com comportamento de usuários definido e cargas de trabalho com múltiplas
prioridades. O algoritmo de escalonamento que apresentou melhores resultados (3.233,78
± 22,06 s) para este quesito foi o LA, empatado tecnicamente pelo menos com o segundo
melhor, MPD (3.239,38 ± 29,04 s).
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Figura 6.63: Tempo de Processamento de Cargas: Prioridade Normal: DC N.Geo. Het.,
10 srvs, Binary Tree, Mig, S/SLA, Comp Usr Def, Mult Pr
Temos na Figura 6.63 um histograma sobre o tempo de processamento das cargas de
trabalho de prioridade normal após a instanciação da máquina virtual. Neste cenário,
avaliamos uma nuvem possuindo 10 servidores distribuídos em um data center não ge-
odistribuído e heterogêneo, empregando topologia Binary Tree. O recurso de migração
de máquinas virtuais está ativado, sem SLA de garantia de 100% de processamento para
as máquinas virtuais, com comportamento de usuários definido e cargas de trabalho com
múltiplas prioridades. O algoritmo de escalonamento que apresentou melhores resultados
(3.279,48 ± 25,24 s) para este quesito foi o MPD, empatado tecnicamente pelo menos com
o segundo melhor, RND (3.297,20 ± 31,44 s).
Mostramos na Figura 6.64 um gráfico do tempo de processamento das cargas de traba-
lho de prioridade normal após a instanciação da máquina virtual. Neste cenário, avaliamos
uma nuvem possuindo 10 servidores distribuídos em um data center não geodistribuído
e heterogêneo, empregando topologia Binary Tree. O recurso de migração de máquinas
virtuais está ativado, com SLA de garantia de 100% de processamento para as máquinas
virtuais, com comportamento de usuários definido e cargas de trabalho com múltiplas
prioridades. O algoritmo de escalonamento que apresentou melhores resultados (3.239,74
± 24,72 s) para este quesito foi o TEA (TEAbf), empatado tecnicamente pelo menos com
o segundo melhor, HR (3.243,90 ± 28,26 s).
Temos na Figura 6.65 um histograma sobre o tempo de processamento das cargas de
trabalho de prioridade normal após a instanciação da máquina virtual. Neste cenário,
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Figura 6.64: Tempo de Processamento de Cargas: Prioridade Normal: DC N.Geo. Het.,
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Figura 6.65: Tempo de Processamento de Cargas: Prioridade Normal: DC N.Geo. Het.,
100 srvs, Flat-Tree, Mig, S/SLA, Comp Usr Ind, Mult Pr
avaliamos uma nuvem possuindo 100 servidores distribuídos em um data center não ge-
odistribuído e heterogêneo, empregando topologia Flat-Tree. O recurso de migração de
máquinas virtuais está ativado, sem SLA de garantia de 100% de processamento para as
máquinas virtuais, com comportamento de usuários indefinido e cargas de trabalho com
múltiplas prioridades. O algoritmo de escalonamento que apresentou melhores resultados
(3.048,54 ± 0,50 s) para este quesito foi o RR, apresentando, considerando o intervalo
de confiança, isoladamente os melhores valores do parâmetro comparado dentre todos os
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algoritmos para este cenário, com uma melhora variando de 0,0% a 0,2% comparado ao
segundo melhor (RND).
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Figura 6.66: Tempo de Processamento de Cargas: Prioridade Normal: DC N.Geo. Het.,
10 srvs, Flat-Tree, S/Mig, S/SLA, Comp Usr Def, Mult Pr
Mostramos na Figura 6.66 um gráfico do tempo de processamento das cargas de traba-
lho de prioridade normal após a instanciação da máquina virtual. Neste cenário, avaliamos
uma nuvem possuindo 10 servidores distribuídos em um data center não geodistribuído
e heterogêneo, empregando topologia Flat-Tree. O recurso de migração de máquinas vir-
tuais está desativado, sem SLA de garantia de 100% de processamento para as máquinas
virtuais, com comportamento de usuários definido e cargas de trabalho com múltiplas
prioridades. O algoritmo de escalonamento que apresentou melhores resultados (3.246,17
± 25,85 s) para este quesito foi o MPD, empatado tecnicamente pelo menos com o segundo
melhor, FA (3.287,25 ± 31,19 s).
Apresentamos na Figura 6.67 uma comparação do tempo de processamento das cargas
de trabalho de prioridade normal após a instanciação da máquina virtual. Neste cená-
rio, avaliamos uma nuvem possuindo 10 servidores distribuídos em um data center não
geodistribuído e heterogêneo, empregando topologia Flat-Tree. O recurso de migração de
máquinas virtuais está desativado, sem SLA de garantia de 100% de processamento para
as máquinas virtuais, com comportamento de usuários indefinido e cargas de trabalho
com somente uma prioridade. O algoritmo de escalonamento que apresentou melhores
resultados (3.083,46 ± 2,75 s) para este quesito foi o RR, empatado tecnicamente pelo
menos com o segundo melhor, MPD (3.094,99 ± 11,12 s).
Temos na Figura 6.68 um histograma sobre o tempo de processamento das cargas de
trabalho de prioridade normal após a instanciação da máquina virtual. Neste cenário,
avaliamos uma nuvem possuindo 10 servidores distribuídos em um data center não geo-
distribuído e heterogêneo, empregando topologia Single-Hop Star. O recurso de migração
de máquinas virtuais está ativado, sem SLA de garantia de 100% de processamento para
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Figura 6.67: Tempo de Processamento de Cargas: Prioridade Normal: DC N.Geo. Het.,
10 srvs, Flat-Tree, S/Mig, S/SLA, Comp Usr Ind, S/Mult Pr
 3200
 3220
 3240
 3260
 3280
 3300
 3320
 3340
 3360
 3380
 3400
se
cs
RND
RR
FA
HU
HR
MPD
LA
BALA
TEAp
TEApf
TEAb
TEAbf
TEAe
TEAef
Figura 6.68: Tempo de Processamento de Cargas: Prioridade Normal: DC N.Geo. Het.,
10 srvs, Single-Hop Star, Mig, S/SLA, Comp Usr Ind, Mult Pr
as máquinas virtuais, com comportamento de usuários indefinido e cargas de trabalho com
múltiplas prioridades. O algoritmo de escalonamento que apresentou melhores resultados
(3.234,78 ± 17,40 s) para este quesito foi o RR, empatado tecnicamente pelo menos com
o segundo melhor, MPD (3.238,49 ± 23,06 s).
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6.4.9 Análise de Resultados: Tempo de Processamento de Car-
gas  Prioridade Baixa
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Figura 6.69: Tempo de Processamento de Cargas: Baixa Prioridade: DC Geo. Het., 10
srvs, Binary Tree, S/Mig, S/SLA, Comp Usr Def, Mult Pr
Mostramos na Figura 6.69 um gráfico do tempo de processamento das cargas de traba-
lho de baixa prioridade após a instanciação da máquina virtual. Neste cenário, avaliamos
uma nuvem possuindo 10 servidores distribuídos em dois data centers geodistribuídos e
heterogêneos, empregando topologia Binary Tree. O recurso de migração de máquinas
virtuais está desativado, sem SLA de garantia de 100% de processamento para as máqui-
nas virtuais, com comportamento de usuários definido e cargas de trabalho com múltiplas
prioridades. O algoritmo de escalonamento que apresentou melhores resultados (3.174,59
± 28,28 s) para este quesito foi o RR, empatado tecnicamente pelo menos com o segundo
melhor, TEAb (3.185,86 ± 35,30 s).
Mostramos na Figura 6.70 um gráfico do tempo de processamento das cargas de traba-
lho de baixa prioridade após a instanciação da máquina virtual. Neste cenário, avaliamos
uma nuvem possuindo 10 servidores distribuídos em dois data centers geodistribuídos e
heterogêneos, empregando topologia Flat-Tree. O recurso de migração de máquinas vir-
tuais está desativado, sem SLA de garantia de 100% de processamento para as máquinas
virtuais, com comportamento de usuários definido e cargas de trabalho com múltiplas
prioridades. O algoritmo de escalonamento que apresentou melhores resultados (3.159,41
± 45,15 s) para este quesito foi o MPD, empatado tecnicamente pelo menos com o segundo
melhor, RND (3.190,99 ± 41,87 s).
Apresentamos na Figura 6.71 uma comparação do tempo de processamento das cargas
de trabalho de baixa prioridade após a instanciação da máquina virtual. Neste cenário,
avaliamos uma nuvem possuindo 10 servidores distribuídos em dois data centers geodistri-
buídos e heterogêneos, empregando topologia Single-Hop Star. O recurso de migração de
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Figura 6.70: Tempo de Processamento de Cargas: Baixa Prioridade: DC Geo. Het., 10
srvs, Flat-Tree, S/Mig, S/SLA, Comp Usr Def, Mult Pr
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Figura 6.71: Tempo de Processamento de Cargas: Baixa Prioridade: DC Geo. Het., 10
srvs, Single-Hop Star, Mig, S/SLA, Comp Usr Ind, Mult Pr
máquinas virtuais está ativado, sem SLA de garantia de 100% de processamento para as
máquinas virtuais, com comportamento de usuários indefinido e cargas de trabalho com
múltiplas prioridades. O algoritmo de escalonamento que apresentou melhores resultados
(3.252,02 ± 21,23 s) para este quesito foi o RR, empatado tecnicamente pelo menos com
o segundo melhor, MPD (3.275,57 ± 30,52 s).
A Figura 6.72 traz informações sobre o tempo de processamento das cargas de trabalho
de baixa prioridade após a instanciação da máquina virtual. Neste cenário, avaliamos uma
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Figura 6.72: Tempo de Processamento de Cargas: Baixa Prioridade: DC Geo. Homo.,
1.000 srvs, Single-Hop Star, S/Mig, S/SLA, Comp Usr Def, Mult Pr
nuvem possuindo 1.000 servidores distribuídos em dois data centers geodistribuídos e
homogêneos, empregando topologia Single-Hop Star. O recurso de migração de máquinas
virtuais está desativado, sem SLA de garantia de 100% de processamento para as máquinas
virtuais, com comportamento de usuários definido e cargas de trabalho com múltiplas
prioridades. O algoritmo de escalonamento que apresentou melhores resultados (3.040,15
± 0,03 s) para este quesito foi o RR, empatado tecnicamente pelo menos com o segundo
melhor, RND (3.040,20 ± 0,07 s).
A Figura 6.73 traz informações sobre o tempo de processamento das cargas de traba-
lho de baixa prioridade após a instanciação da máquina virtual. Neste cenário, avaliamos
uma nuvem possuindo 10 servidores distribuídos em um data center não geodistribuído
e homogêneo, empregando topologia Binary Tree. O recurso de migração de máquinas
virtuais está desativado, com SLA de garantia de 100% de processamento para as máqui-
nas virtuais, com comportamento de usuários definido e cargas de trabalho com múltiplas
prioridades. O algoritmo de escalonamento que apresentou melhores resultados (3.129,25
± 28,97 s) para este quesito foi o TEA (TEAb), empatado tecnicamente pelo menos com o
segundo melhor, RND (3.155,06 ± 24,70 s).
A Figura 6.74 traz informações sobre o tempo de processamento das cargas de trabalho
de baixa prioridade após a instanciação da máquina virtual. Neste cenário, avaliamos
uma nuvem possuindo 100 servidores distribuídos em um data center não geodistribuído
e heterogêneo, empregando topologia Flat-Tree. O recurso de migração de máquinas
virtuais está ativado, sem SLA de garantia de 100% de processamento para as máquinas
virtuais, com comportamento de usuários indefinido e cargas de trabalho com múltiplas
prioridades. O algoritmo de escalonamento que apresentou melhores resultados (3.071,78
± 0,70 s) para este quesito foi o RR, apresentando, considerando o intervalo de confiança,
isoladamente os melhores valores do parâmetro comparado dentre todos os algoritmos
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Figura 6.73: Tempo de Processamento de Cargas: Baixa Prioridade: DC N.Geo. Homo.,
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Figura 6.74: Tempo de Processamento de Cargas: Baixa Prioridade: DC N.Geo. Het.,
100 srvs, Flat-Tree, Mig, S/SLA, Comp Usr Ind, Mult Pr
para este cenário, com uma melhora variando de 0,0% a 0,3% comparado ao segundo
melhor (RND).
A Figura 6.75 traz informações sobre o tempo de processamento das cargas de traba-
lho de baixa prioridade após a instanciação da máquina virtual. Neste cenário, avaliamos
uma nuvem possuindo 10 servidores distribuídos em um data center não geodistribuído
e homogêneo, empregando topologia Flat-Tree. O recurso de migração de máquinas vir-
tuais está desativado, sem SLA de garantia de 100% de processamento para as máquinas
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Figura 6.75: Tempo de Processamento de Cargas: Baixa Prioridade: DC N.Geo. Homo.,
10 srvs, Flat-Tree, S/Mig, S/SLA, Comp Usr Def, Mult Pr
virtuais, com comportamento de usuários definido e cargas de trabalho com múltiplas
prioridades. O algoritmo de escalonamento que apresentou melhores resultados (3.163,77
± 38,52 s) para este quesito foi o MPD, empatado tecnicamente pelo menos com o segundo
melhor, HU (3.164,23 ± 32,84 s).
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Figura 6.76: Tempo de Processamento de Cargas: Baixa Prioridade: DC N.Geo. Het.,
10 srvs, K-Ary Fat Tree, Mig, S/SLA, Comp Usr Def, Mult Pr
Temos na Figura 6.76 um histograma sobre o tempo de processamento das cargas
de trabalho de baixa prioridade após a instanciação da máquina virtual. Neste cenário,
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avaliamos uma nuvem possuindo 10 servidores distribuídos em um data center não geo-
distribuído e heterogêneo, empregando topologia K-Ary Fat Tree. O recurso de migração
de máquinas virtuais está ativado, sem SLA de garantia de 100% de processamento para
as máquinas virtuais, com comportamento de usuários definido e cargas de trabalho com
múltiplas prioridades. O algoritmo de escalonamento que apresentou melhores resultados
(3.138,70 ± 44,81 s) para este quesito foi o MPD, empatado tecnicamente pelo menos com
o segundo melhor, RR (3.207,66 ± 35,17 s).
6.4.10 Análise de Resultados: Tempo para Conclusão de Cargas
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Figura 6.77: Tempo para Conclusão de Cargas: DC Geo. Homo., 100 srvs, K-Ary Fat
Tree, Mig, S/SLA, Comp Usr Def, Mult Pr
Apresentamos na Figura 6.77 uma comparação do tempo para conclusão das cargas
de trabalho desde o recebimento da solicitação pelo broker. Neste cenário, avaliamos
uma nuvem possuindo 100 servidores distribuídos em dois data centers geodistribuídos e
homogêneos, empregando topologia K-Ary Fat Tree. O recurso de migração de máquinas
virtuais está ativado, sem SLA de garantia de 100% de processamento para as máquinas
virtuais, com comportamento de usuários definido e cargas de trabalho com múltiplas
prioridades. O algoritmo de escalonamento que apresentou melhores resultados (25.979,71
± 958,95 s) para este quesito foi o TEA (TEAb), apresentando, considerando o intervalo
de confiança, isoladamente os melhores valores do parâmetro comparado dentre todos os
algoritmos para este cenário, com uma melhora variando de 42,8% a 54,2% comparado
ao segundo melhor (BALA).
Mostramos na Figura 6.78 um gráfico do tempo para conclusão das cargas de trabalho
desde o recebimento da solicitação pelo broker. Neste cenário, avaliamos uma nuvem pos-
suindo 1.000 servidores distribuídos em dois data centers geodistribuídos e homogêneos,
empregando topologia Single-Hop Star. O recurso de migração de máquinas virtuais está
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Figura 6.78: Tempo para Conclusão de Cargas: DC Geo. Homo., 1.000 srvs, Single-Hop
Star, Mig, SLA, Comp Usr Def, S/Mult Pr
ativado, com SLA de garantia de 100% de processamento para as máquinas virtuais, com
comportamento de usuários definido e cargas de trabalho com somente uma prioridade. O
algoritmo de escalonamento que apresentou melhores resultados (40.917,59 ± 2.127,68 s)
para este quesito foi o TEA (TEApf), apresentando, considerando o intervalo de confiança,
isoladamente os melhores valores do parâmetro comparado dentre todos os algoritmos
para este cenário, com uma melhora variando de 679,8% a 765,4% comparado ao segundo
melhor (HU).
Temos na Figura 6.79 um histograma sobre o tempo para conclusão das cargas de
trabalho desde o recebimento da solicitação pelo broker. Neste cenário, avaliamos uma
nuvem possuindo 10 servidores distribuídos em um data center não geodistribuído e hete-
rogêneo, empregando topologia Binary Tree. O recurso de migração de máquinas virtuais
está desativado, sem SLA de garantia de 100% de processamento para as máquinas vir-
tuais, com comportamento de usuários indefinido e cargas de trabalho com somente uma
prioridade. O algoritmo de escalonamento que apresentou melhores resultados (5.601,15
± 132,10 s) para este quesito foi o MPD, empatado tecnicamente pelo menos com o segundo
melhor, BALA (5.658,52 ± 144,64 s).
Mostramos na Figura 6.80 um gráfico do tempo para conclusão das cargas de traba-
lho desde o recebimento da solicitação pelo broker. Neste cenário, avaliamos uma nuvem
possuindo 10 servidores distribuídos em um data center não geodistribuído e heterogêneo,
empregando topologia Binary Tree. O recurso de migração de máquinas virtuais está de-
sativado, com SLA de garantia de 100% de processamento para as máquinas virtuais, com
comportamento de usuários indefinido e cargas de trabalho com múltiplas prioridades. O
algoritmo de escalonamento que apresentou melhores resultados (5.442,07 ± 14,01 s) para
este quesito foi o RR, apresentando, considerando o intervalo de confiança, isoladamente os
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Figura 6.79: Tempo para Conclusão de Cargas: DC N.Geo. Het., 10 srvs, Binary Tree,
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Figura 6.80: Tempo para Conclusão de Cargas: DC N.Geo. Het., 10 srvs, Binary Tree,
S/Mig, SLA, Comp Usr Ind, Mult Pr
melhores valores do parâmetro comparado dentre todos os algoritmos para este cenário,
com uma melhora variando de 1,0% a 4,1% comparado ao segundo melhor (TEAbf).
Temos na Figura 6.81 um histograma sobre o tempo para conclusão das cargas de tra-
balho desde o recebimento da solicitação pelo broker. Neste cenário, avaliamos uma nuvem
possuindo 10 servidores distribuídos em um data center não geodistribuído e heterogêneo,
empregando topologia Binary Tree. O recurso de migração de máquinas virtuais está de-
sativado, com SLA de garantia de 100% de processamento para as máquinas virtuais, com
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Figura 6.81: Tempo para Conclusão de Cargas: DC N.Geo. Het., 10 srvs, Binary Tree,
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comportamento de usuários indefinido e cargas de trabalho com somente uma prioridade.
O algoritmo de escalonamento que apresentou melhores resultados (5.496,62 ± 115,52 s)
para este quesito foi o HR, apresentando, considerando o intervalo de confiança, isolada-
mente os melhores valores do parâmetro comparado dentre todos os algoritmos para este
cenário, com uma melhora variando de 0,3% a 6,2% comparado ao segundo melhor (HU).
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Figura 6.82: Tempo para Conclusão de Cargas: DC N.Geo. Het., 10 srvs, Flat-Tree, Mig,
SLA, Comp Usr Ind, S/Mult Pr
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Apresentamos na Figura 6.82 uma comparação do tempo para conclusão das cargas
de trabalho desde o recebimento da solicitação pelo broker. Neste cenário, avaliamos uma
nuvem possuindo 10 servidores distribuídos em um data center não geodistribuído e he-
terogêneo, empregando topologia Flat-Tree. O recurso de migração de máquinas virtuais
está ativado, com SLA de garantia de 100% de processamento para as máquinas virtuais,
com comportamento de usuários indefinido e cargas de trabalho com somente uma pri-
oridade. O algoritmo de escalonamento que apresentou melhores resultados (5.704,61 ±
123,29 s) para este quesito foi o HR, empatado tecnicamente pelo menos com o segundo
melhor, HU (5.800,78 ± 89,00 s).
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Figura 6.83: Tempo para Conclusão de Cargas: DC N.Geo. Het., 10 srvs, Flat-Tree,
S/Mig, SLA, Comp Usr Def, S/Mult Pr
Temos na Figura 6.83 um histograma sobre o tempo para conclusão das cargas de tra-
balho desde o recebimento da solicitação pelo broker. Neste cenário, avaliamos uma nuvem
possuindo 10 servidores distribuídos em um data center não geodistribuído e heterogêneo,
empregando topologia Flat-Tree. O recurso de migração de máquinas virtuais está desa-
tivado, com SLA de garantia de 100% de processamento para as máquinas virtuais, com
comportamento de usuários definido e cargas de trabalho com somente uma prioridade.
O algoritmo de escalonamento que apresentou melhores resultados (5.262,78 ± 102,61 s)
para este quesito foi o HR, apresentando, considerando o intervalo de confiança, isolada-
mente os melhores valores do parâmetro comparado dentre todos os algoritmos para este
cenário, com uma melhora variando de 0,9% a 8,9% comparado ao segundo melhor (HU).
Apresentamos na Figura 6.84 uma comparação do tempo para conclusão das cargas
de trabalho desde o recebimento da solicitação pelo broker. Neste cenário, avaliamos uma
nuvem possuindo 10 servidores distribuídos em um data center não geodistribuído e he-
terogêneo, empregando topologia Flat-Tree. O recurso de migração de máquinas virtuais
está desativado, com SLA de garantia de 100% de processamento para as máquinas vir-
tuais, com comportamento de usuários indefinido e cargas de trabalho com somente uma
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Figura 6.84: Tempo para Conclusão de Cargas: DC N.Geo. Het., 10 srvs, Flat-Tree,
S/Mig, SLA, Comp Usr Ind, S/Mult Pr
prioridade. O algoritmo de escalonamento que apresentou melhores resultados (5.235,89 ±
127,72 s) para este quesito foi o HR, apresentando, considerando o intervalo de confiança,
isoladamente os melhores valores do parâmetro comparado dentre todos os algoritmos
para este cenário, com uma melhora variando de 2,8% a 10,3% comparado ao segundo
melhor (HU).
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Figura 6.85: Tempo para Conclusão de Cargas: DC N.Geo. Het., 10 srvs, K-Ary Fat
Tree, S/Mig, SLA, Comp Usr Ind, S/Mult Pr
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Apresentamos na Figura 6.85 uma comparação do tempo para conclusão das cargas
de trabalho desde o recebimento da solicitação pelo broker. Neste cenário, avaliamos
uma nuvem possuindo 10 servidores distribuídos em um data center não geodistribuído
e heterogêneo, empregando topologia K-Ary Fat Tree. O recurso de migração de máqui-
nas virtuais está desativado, com SLA de garantia de 100% de processamento para as
máquinas virtuais, com comportamento de usuários indefinido e cargas de trabalho com
somente uma prioridade. O algoritmo de escalonamento que apresentou melhores resul-
tados (5.455,18 ± 74,98 s) para este quesito foi o HR, empatado tecnicamente pelo menos
com o segundo melhor, HU (5.619,92 ± 92,42 s).
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Figura 6.86: Tempo para Conclusão de Cargas: DC N.Geo. Het., 10 srvs, Single-Hop
Star, S/Mig, SLA, Comp Usr Def, S/Mult Pr
A Figura 6.86 traz informações sobre o tempo para conclusão das cargas de trabalho
desde o recebimento da solicitação pelo broker. Neste cenário, avaliamos uma nuvem pos-
suindo 10 servidores distribuídos em um data center não geodistribuído e heterogêneo,
empregando topologia Single-Hop Star. O recurso de migração de máquinas virtuais está
desativado, com SLA de garantia de 100% de processamento para as máquinas virtuais,
com comportamento de usuários definido e cargas de trabalho com somente uma prio-
ridade. O algoritmo de escalonamento que apresentou melhores resultados (5.210,20 ±
125,69 s) para este quesito foi o HR, apresentando, considerando o intervalo de confiança,
isoladamente os melhores valores do parâmetro comparado dentre todos os algoritmos
para este cenário, com uma melhora variando de 4,1% a 12,4% comparado ao segundo
melhor (HU).
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Figura 6.87: Tempo para Conclusão de Cargas: Alta Prioridade: DC Geo. Homo., 1.000
srvs, Binary Tree, S/Mig, SLA, Comp Usr Def, Mult Pr
6.4.11 Análise de Resultados: Tempo para Conclusão de Car-
gas  Prioridade Alta
Mostramos na Figura 6.87 um gráfico do tempo para conclusão das cargas de trabalho de
alta prioridade desde o recebimento da solicitação pelo broker. Neste cenário, avaliamos
uma nuvem possuindo 1.000 servidores distribuídos em dois data centers geodistribuídos
e homogêneos, empregando topologia Binary Tree. O recurso de migração de máquinas
virtuais está desativado, com SLA de garantia de 100% de processamento para as máqui-
nas virtuais, com comportamento de usuários definido e cargas de trabalho com múltiplas
prioridades. O algoritmo de escalonamento que apresentou melhores resultados (15.759,20
± 519,82 s) para este quesito foi o TEA (TEApf), apresentando, considerando o intervalo
de confiança, isoladamente os melhores valores do parâmetro comparado dentre todos os
algoritmos para este cenário, com uma melhora variando de 435,9% a 491,3% comparado
ao segundo melhor (RND).
Mostramos na Figura 6.88 um gráfico do tempo para conclusão das cargas de trabalho
de alta prioridade desde o recebimento da solicitação pelo broker. Neste cenário, avaliamos
uma nuvem possuindo 1.000 servidores distribuídos em dois data centers geodistribuídos
e heterogêneos, empregando topologia Flat-Tree. O recurso de migração de máquinas
virtuais está desativado, sem SLA de garantia de 100% de processamento para as máquinas
virtuais, com comportamento de usuários definido e cargas de trabalho com múltiplas
prioridades. O algoritmo de escalonamento que apresentou melhores resultados (28.011,15
± 685,40 s) para este quesito foi o TEA (TEApf), apresentando, considerando o intervalo
de confiança, isoladamente os melhores valores do parâmetro comparado dentre todos os
algoritmos para este cenário, com uma melhora variando de 201,2% a 228,3% comparado
ao segundo melhor (RND).
194
 20000
 30000
 40000
 50000
 60000
 70000
 80000
 90000
 100000
 110000
se
cs
RND
RR
FA
HU
HR
MPD
LA
BALA
TEAp
TEApf
TEAb
TEAbf
TEAe
TEAef
Figura 6.88: Tempo para Conclusão de Cargas: Alta Prioridade: DC Geo. Het., 1.000
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Figura 6.89: Tempo para Conclusão de Cargas: Alta Prioridade: DC Geo. Homo., 100
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Mostramos na Figura 6.89 um gráfico do tempo para conclusão das cargas de trabalho
de alta prioridade desde o recebimento da solicitação pelo broker. Neste cenário, avaliamos
uma nuvem possuindo 100 servidores distribuídos em dois data centers geodistribuídos e
homogêneos, empregando topologia Flat-Tree. O recurso de migração de máquinas virtu-
ais está desativado, com SLA de garantia de 100% de processamento para as máquinas
virtuais, com comportamento de usuários indefinido e cargas de trabalho com múltiplas
prioridades. O algoritmo de escalonamento que apresentou melhores resultados (7.149,36
195
± 236,80 s) para este quesito foi o TEA (TEAb), apresentando, considerando o intervalo
de confiança, isoladamente os melhores valores do parâmetro comparado dentre todos os
algoritmos para este cenário, com uma melhora variando de 68,4% a 80,0% comparado
ao segundo melhor (FA).
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Figura 6.90: Tempo para Conclusão de Cargas: Alta Prioridade: DC Geo. Homo., 100
srvs, K-Ary Fat Tree, Mig, S/SLA, Comp Usr Ind, Mult Pr
Apresentamos na Figura 6.90 uma comparação do tempo para conclusão das cargas de
trabalho de alta prioridade desde o recebimento da solicitação pelo broker. Neste cenário,
avaliamos uma nuvem possuindo 100 servidores distribuídos em dois data centers geodis-
tribuídos e homogêneos, empregando topologia K-Ary Fat Tree. O recurso de migração de
máquinas virtuais está ativado, sem SLA de garantia de 100% de processamento para as
máquinas virtuais, com comportamento de usuários indefinido e cargas de trabalho com
múltiplas prioridades. O algoritmo de escalonamento que apresentou melhores resultados
(7.207,13 ± 264,17 s) para este quesito foi o TEA (TEApf), apresentando, considerando o
intervalo de confiança, isoladamente os melhores valores do parâmetro comparado den-
tre todos os algoritmos para este cenário, com uma melhora variando de 74,8% a 88,7%
comparado ao segundo melhor (HR).
A Figura 6.91 traz informações sobre o tempo para conclusão das cargas de trabalho de
alta prioridade desde o recebimento da solicitação pelo broker. Neste cenário, avaliamos
uma nuvem possuindo 100 servidores distribuídos em dois data centers geodistribuídos e
homogêneos, empregando topologia Single-Hop Star. O recurso de migração de máquinas
virtuais está ativado, sem SLA de garantia de 100% de processamento para as máquinas
virtuais, com comportamento de usuários indefinido e cargas de trabalho com múltiplas
prioridades. O algoritmo de escalonamento que apresentou melhores resultados (6.578,57
± 196,09 s) para este quesito foi o TEA (TEAbf), apresentando, considerando o intervalo
de confiança, isoladamente os melhores valores do parâmetro comparado dentre todos os
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Figura 6.91: Tempo para Conclusão de Cargas: Alta Prioridade: DC Geo. Homo., 100
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algoritmos para este cenário, com uma melhora variando de 84,3% a 95,8% comparado
ao segundo melhor (BALA).
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Figura 6.92: Tempo para Conclusão de Cargas: Alta Prioridade: DC N.Geo. Het., 10
srvs, Single-Hop Star, Mig, S/SLA, Comp Usr Def, Mult Pr
A Figura 6.92 traz informações sobre o tempo para conclusão das cargas de trabalho de
alta prioridade desde o recebimento da solicitação pelo broker. Neste cenário, avaliamos
uma nuvem possuindo 10 servidores distribuídos em um data center não geodistribuído e
heterogêneo, empregando topologia Single-Hop Star. O recurso de migração de máquinas
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virtuais está ativado, sem SLA de garantia de 100% de processamento para as máquinas
virtuais, com comportamento de usuários definido e cargas de trabalho com múltiplas
prioridades. O algoritmo de escalonamento que apresentou melhores resultados (3.608,69
± 66,51 s) para este quesito foi o RR, apresentando, considerando o intervalo de confiança,
isoladamente os melhores valores do parâmetro comparado dentre todos os algoritmos
para este cenário, com uma melhora variando de 1,5% a 9,9% comparado ao segundo
melhor (TEApf).
6.4.12 Análise de Resultados: Tempo para Conclusão de Car-
gas  Prioridade Normal
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Figura 6.93: Tempo para Conclusão de Cargas: Prioridade Normal: DC Geo. Homo.,
1.000 srvs, Single-Hop Star, Mig, SLA, Comp Usr Def, S/Mult Pr
Mostramos na Figura 6.93 um gráfico do tempo para conclusão das cargas de traba-
lho de prioridade normal desde o recebimento da solicitação pelo broker. Neste cenário,
avaliamos uma nuvem possuindo 1.000 servidores distribuídos em dois data centers geodis-
tribuídos e homogêneos, empregando topologia Single-Hop Star. O recurso de migração de
máquinas virtuais está ativado, com SLA de garantia de 100% de processamento para as
máquinas virtuais, com comportamento de usuários definido e cargas de trabalho com so-
mente uma prioridade. O algoritmo de escalonamento que apresentou melhores resultados
(40.917,59 ± 2.127,68 s) para este quesito foi o TEA (TEApf), apresentando, considerando o
intervalo de confiança, isoladamente os melhores valores do parâmetro comparado dentre
todos os algoritmos para este cenário, com uma melhora variando de 679,8% a 765,4%
comparado ao segundo melhor (HU).
A Figura 6.94 traz informações sobre o tempo para conclusão das cargas de trabalho de
prioridade normal desde o recebimento da solicitação pelo broker. Neste cenário, avaliamos
uma nuvem possuindo 100 servidores distribuídos em dois data centers geodistribuídos e
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Figura 6.94: Tempo para Conclusão de Cargas: Prioridade Normal: DC Geo. Homo., 100
srvs, Single-Hop Star, Mig, S/SLA, Comp Usr Ind, Mult Pr
homogêneos, empregando topologia Single-Hop Star. O recurso de migração de máquinas
virtuais está ativado, sem SLA de garantia de 100% de processamento para as máquinas
virtuais, com comportamento de usuários indefinido e cargas de trabalho com múltiplas
prioridades. O algoritmo de escalonamento que apresentou melhores resultados (23.901,10
± 1.354,26 s) para este quesito foi o TEA (TEApf), apresentando, considerando o intervalo
de confiança, isoladamente os melhores valores do parâmetro comparado dentre todos os
algoritmos para este cenário, com uma melhora variando de 47,0% a 64,8% comparado
ao segundo melhor (BALA).
Apresentamos na Figura 6.95 uma comparação do tempo para conclusão das cargas
de trabalho de prioridade normal desde o recebimento da solicitação pelo broker. Neste
cenário, avaliamos uma nuvem possuindo 10 servidores distribuídos em um data center não
geodistribuído e heterogêneo, empregando topologia Binary Tree. O recurso de migração
de máquinas virtuais está desativado, sem SLA de garantia de 100% de processamento
para as máquinas virtuais, com comportamento de usuários indefinido e cargas de trabalho
com somente uma prioridade. O algoritmo de escalonamento que apresentou melhores
resultados (5.601,15 ± 132,10 s) para este quesito foi o MPD, empatado tecnicamente pelo
menos com o segundo melhor, BALA (5.658,52 ± 144,64 s).
Temos na Figura 6.96 um histograma sobre o tempo para conclusão das cargas de
trabalho de prioridade normal desde o recebimento da solicitação pelo broker. Neste ce-
nário, avaliamos uma nuvem possuindo 10 servidores distribuídos em um data center não
geodistribuído e heterogêneo, empregando topologia Binary Tree. O recurso de migração
de máquinas virtuais está desativado, com SLA de garantia de 100% de processamento
para as máquinas virtuais, com comportamento de usuários indefinido e cargas de traba-
lho com somente uma prioridade. O algoritmo de escalonamento que apresentou melhores
resultados (5.496,62 ± 115,52 s) para este quesito foi o HR, apresentando, considerando
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Figura 6.95: Tempo para Conclusão de Cargas: Prioridade Normal: DC N.Geo. Het., 10
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Figura 6.96: Tempo para Conclusão de Cargas: Prioridade Normal: DC N.Geo. Het., 10
srvs, Binary Tree, S/Mig, SLA, Comp Usr Ind, S/Mult Pr
o intervalo de confiança, isoladamente os melhores valores do parâmetro comparado den-
tre todos os algoritmos para este cenário, com uma melhora variando de 0,3% a 6,2%
comparado ao segundo melhor (HU).
Mostramos na Figura 6.97 um gráfico do tempo para conclusão das cargas de traba-
lho de prioridade normal desde o recebimento da solicitação pelo broker. Neste cenário,
avaliamos uma nuvem possuindo 10 servidores distribuídos em um data center não ge-
odistribuído e heterogêneo, empregando topologia Flat-Tree. O recurso de migração de
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Figura 6.97: Tempo para Conclusão de Cargas: Prioridade Normal: DC N.Geo. Het., 10
srvs, Flat-Tree, Mig, SLA, Comp Usr Ind, S/Mult Pr
máquinas virtuais está ativado, com SLA de garantia de 100% de processamento para
as máquinas virtuais, com comportamento de usuários indefinido e cargas de trabalho
com somente uma prioridade. O algoritmo de escalonamento que apresentou melhores
resultados (5.704,61 ± 123,29 s) para este quesito foi o HR, empatado tecnicamente pelo
menos com o segundo melhor, HU (5.800,78 ± 89,00 s).
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Figura 6.98: Tempo para Conclusão de Cargas: Prioridade Normal: DC N.Geo. Het., 10
srvs, Flat-Tree, S/Mig, SLA, Comp Usr Def, S/Mult Pr
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Apresentamos na Figura 6.98 uma comparação do tempo para conclusão das cargas
de trabalho de prioridade normal desde o recebimento da solicitação pelo broker. Neste
cenário, avaliamos uma nuvem possuindo 10 servidores distribuídos em um data center
não geodistribuído e heterogêneo, empregando topologia Flat-Tree. O recurso de migração
de máquinas virtuais está desativado, com SLA de garantia de 100% de processamento
para as máquinas virtuais, com comportamento de usuários definido e cargas de trabalho
com somente uma prioridade. O algoritmo de escalonamento que apresentou melhores
resultados (5.262,78 ± 102,61 s) para este quesito foi o HR, apresentando, considerando
o intervalo de confiança, isoladamente os melhores valores do parâmetro comparado den-
tre todos os algoritmos para este cenário, com uma melhora variando de 0,9% a 8,9%
comparado ao segundo melhor (HU).
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Figura 6.99: Tempo para Conclusão de Cargas: Prioridade Normal: DC N.Geo. Het., 10
srvs, Flat-Tree, S/Mig, SLA, Comp Usr Ind, S/Mult Pr
Apresentamos na Figura 6.99 uma comparação do tempo para conclusão das cargas de
trabalho de prioridade normal desde o recebimento da solicitação pelo broker. Neste ce-
nário, avaliamos uma nuvem possuindo 10 servidores distribuídos em um data center não
geodistribuído e heterogêneo, empregando topologia Flat-Tree. O recurso de migração de
máquinas virtuais está desativado, com SLA de garantia de 100% de processamento para
as máquinas virtuais, com comportamento de usuários indefinido e cargas de trabalho
com somente uma prioridade. O algoritmo de escalonamento que apresentou melhores
resultados (5.235,89 ± 127,72 s) para este quesito foi o HR, apresentando, considerando
o intervalo de confiança, isoladamente os melhores valores do parâmetro comparado den-
tre todos os algoritmos para este cenário, com uma melhora variando de 2,8% a 10,3%
comparado ao segundo melhor (HU).
Apresentamos na Figura 6.100 uma comparação do tempo para conclusão das cargas
de trabalho de prioridade normal desde o recebimento da solicitação pelo broker. Neste
cenário, avaliamos uma nuvem possuindo 10 servidores distribuídos em um data center
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Figura 6.100: Tempo para Conclusão de Cargas: Prioridade Normal: DC N.Geo. Het.,
10 srvs, K-Ary Fat Tree, S/Mig, SLA, Comp Usr Ind, S/Mult Pr
não geodistribuído e heterogêneo, empregando topologia K-Ary Fat Tree. O recurso de
migração de máquinas virtuais está desativado, com SLA de garantia de 100% de proces-
samento para as máquinas virtuais, com comportamento de usuários indefinido e cargas
de trabalho com somente uma prioridade. O algoritmo de escalonamento que apresentou
melhores resultados (5.455,18 ± 74,98 s) para este quesito foi o HR, empatado tecnicamente
pelo menos com o segundo melhor, HU (5.619,92 ± 92,42 s).
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Figura 6.101: Tempo para Conclusão de Cargas: Prioridade Normal: DC N.Geo. Het.,
10 srvs, Single-Hop Star, S/Mig, SLA, Comp Usr Ind, Mult Pr
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Apresentamos na Figura 6.101 uma comparação do tempo para conclusão das cargas
de trabalho de prioridade normal desde o recebimento da solicitação pelo broker. Neste
cenário, avaliamos uma nuvem possuindo 10 servidores distribuídos em um data center
não geodistribuído e heterogêneo, empregando topologia Single-Hop Star. O recurso de
migração de máquinas virtuais está desativado, com SLA de garantia de 100% de proces-
samento para as máquinas virtuais, com comportamento de usuários indefinido e cargas de
trabalho com múltiplas prioridades. O algoritmo de escalonamento que apresentou melho-
res resultados (5.532,93 ± 16,06 s) para este quesito foi o RR, apresentando, considerando
o intervalo de confiança, isoladamente os melhores valores do parâmetro comparado den-
tre todos os algoritmos para este cenário, com uma melhora variando de 0,4% a 3,6%
comparado ao segundo melhor (TEApf).
6.4.13 Análise de Resultados: Tempo para Conclusão de Car-
gas  Prioridade Baixa
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Figura 6.102: Tempo para Conclusão de Cargas: Baixa Prioridade: DC Geo. Het., 10
srvs, K-Ary Fat Tree, Mig, S/SLA, Comp Usr Def, Mult Pr
A Figura 6.102 traz informações sobre o tempo para conclusão das cargas de traba-
lho de baixa prioridade desde o recebimento da solicitação pelo broker. Neste cenário,
avaliamos uma nuvem possuindo 10 servidores distribuídos em dois data centers geodis-
tribuídos e heterogêneos, empregando topologia K-Ary Fat Tree. O recurso de migração
de máquinas virtuais está ativado, sem SLA de garantia de 100% de processamento para
as máquinas virtuais, com comportamento de usuários definido e cargas de trabalho com
múltiplas prioridades. O algoritmo de escalonamento que apresentou melhores resultados
(10.510,61 ± 309,75 s) para este quesito foi o HU, empatado tecnicamente pelo menos com
o segundo melhor, HR (10.938,50 ± 372,56 s).
204
 0
 100000
 200000
 300000
 400000
 500000
 600000
 700000
 800000
se
cs
RND
RR
FA
HU
HR
MPD
LA
BALA
TEAp
TEApf
TEAb
TEAbf
TEAe
TEAef
Figura 6.103: Tempo para Conclusão de Cargas: Baixa Prioridade: DC Geo. Homo.,
1.000 srvs, Single-Hop Star, Mig, SLA, Comp Usr Def, Mult Pr
A Figura 6.103 traz informações sobre o tempo para conclusão das cargas de traba-
lho de baixa prioridade desde o recebimento da solicitação pelo broker. Neste cenário,
avaliamos uma nuvem possuindo 1.000 servidores distribuídos em dois data centers geo-
distribuídos e homogêneos, empregando topologia Single-Hop Star. O recurso de migração
de máquinas virtuais está ativado, com SLA de garantia de 100% de processamento para
as máquinas virtuais, com comportamento de usuários definido e cargas de trabalho com
múltiplas prioridades. O algoritmo de escalonamento que apresentou melhores resultados
(59.641,89 ± 2.521,64 s) para este quesito foi o TEA (TEAp), apresentando, considerando o
intervalo de confiança, isoladamente os melhores valores do parâmetro comparado dentre
todos os algoritmos para este cenário, com uma melhora variando de 828,7% a 910,8%
comparado ao segundo melhor (LA).
Temos na Figura 6.104 um histograma sobre o tempo para conclusão das cargas de
trabalho de baixa prioridade desde o recebimento da solicitação pelo broker. Neste cená-
rio, avaliamos uma nuvem possuindo 100 servidores distribuídos em um data center não
geodistribuído e heterogêneo, empregando topologia Binary Tree. O recurso de migração
de máquinas virtuais está ativado, sem SLA de garantia de 100% de processamento para
as máquinas virtuais, com comportamento de usuários indefinido e cargas de trabalho com
múltiplas prioridades. O algoritmo de escalonamento que apresentou melhores resultados
(22.071,54 ± 255,46 s) para este quesito foi o BALA, empatado tecnicamente pelo menos
com o segundo melhor, LA (22.328,23 ± 215,50 s).
Mostramos na Figura 6.105 um gráfico do tempo para conclusão das cargas de tra-
balho de baixa prioridade desde o recebimento da solicitação pelo broker. Neste cenário,
avaliamos uma nuvem possuindo 10 servidores distribuídos em um data center não ge-
odistribuído e heterogêneo, empregando topologia Binary Tree. O recurso de migração
de máquinas virtuais está ativado, com SLA de garantia de 100% de processamento para
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Figura 6.104: Tempo para Conclusão de Cargas: Baixa Prioridade: DC N.Geo. Het., 100
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Figura 6.105: Tempo para Conclusão de Cargas: Baixa Prioridade: DC N.Geo. Het., 10
srvs, Binary Tree, Mig, SLA, Comp Usr Def, Mult Pr
as máquinas virtuais, com comportamento de usuários definido e cargas de trabalho com
múltiplas prioridades. O algoritmo de escalonamento que apresentou melhores resultados
(7.526,70 ± 152,22 s) para este quesito foi o LA, empatado tecnicamente pelo menos com
o segundo melhor, BALA (7.539,38 ± 172,17 s).
A Figura 6.106 traz informações sobre o tempo para conclusão das cargas de traba-
lho de baixa prioridade desde o recebimento da solicitação pelo broker. Neste cenário,
avaliamos uma nuvem possuindo 10 servidores distribuídos em um data center não geo-
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Figura 6.106: Tempo para Conclusão de Cargas: Baixa Prioridade: DC N.Geo. Het., 10
srvs, Binary Tree, S/Mig, SLA, Comp Usr Ind, Mult Pr
distribuído e heterogêneo, empregando topologia Binary Tree. O recurso de migração de
máquinas virtuais está desativado, com SLA de garantia de 100% de processamento para
as máquinas virtuais, com comportamento de usuários indefinido e cargas de trabalho com
múltiplas prioridades. O algoritmo de escalonamento que apresentou melhores resultados
(7.547,55 ± 57,87 s) para este quesito foi o RR, apresentando, considerando o intervalo
de confiança, isoladamente os melhores valores do parâmetro comparado dentre todos os
algoritmos para este cenário, com uma melhora variando de 0,0% a 5,2% comparado ao
segundo melhor (TEAbf).
A Figura 6.107 traz informações sobre o tempo para conclusão das cargas de traba-
lho de baixa prioridade desde o recebimento da solicitação pelo broker. Neste cenário,
avaliamos uma nuvem possuindo 10 servidores distribuídos em um data center não ge-
odistribuído e heterogêneo, empregando topologia Flat-Tree. O recurso de migração de
máquinas virtuais está desativado, com SLA de garantia de 100% de processamento para
as máquinas virtuais, com comportamento de usuários indefinido e cargas de trabalho com
múltiplas prioridades. O algoritmo de escalonamento que apresentou melhores resultados
(7.416,94 ± 41,26 s) para este quesito foi o RR, apresentando, considerando o intervalo
de confiança, isoladamente os melhores valores do parâmetro comparado dentre todos os
algoritmos para este cenário, com uma melhora variando de 1,6% a 7,1% comparado ao
segundo melhor (TEAbf).
Apresentamos na Figura 6.108 uma comparação do tempo para conclusão das cargas
de trabalho de baixa prioridade desde o recebimento da solicitação pelo broker. Neste
cenário, avaliamos uma nuvem possuindo 10 servidores distribuídos em um data center
não geodistribuído e heterogêneo, empregando topologia K-Ary Fat Tree. O recurso de
migração de máquinas virtuais está desativado, com SLA de garantia de 100% de proces-
samento para as máquinas virtuais, com comportamento de usuários indefinido e cargas
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Figura 6.107: Tempo para Conclusão de Cargas: Baixa Prioridade: DC N.Geo. Het., 10
srvs, Flat-Tree, S/Mig, SLA, Comp Usr Ind, Mult Pr
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Figura 6.108: Tempo para Conclusão de Cargas: Baixa Prioridade: DC N.Geo. Het., 10
srvs, K-Ary Fat Tree, S/Mig, SLA, Comp Usr Ind, Mult Pr
de trabalho com múltiplas prioridades. O algoritmo de escalonamento que apresentou me-
lhores resultados (7.564,31 ± 53,33 s) para este quesito foi o RR, empatado tecnicamente
pelo menos com o segundo melhor, TEAbf (7.794,12 ± 185,17 s).
A Figura 6.109 traz informações sobre o tempo para conclusão das cargas de traba-
lho de baixa prioridade desde o recebimento da solicitação pelo broker. Neste cenário,
avaliamos uma nuvem possuindo 10 servidores distribuídos em um data center não geo-
distribuído e heterogêneo, empregando topologia Single-Hop Star. O recurso de migração
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Figura 6.109: Tempo para Conclusão de Cargas: Baixa Prioridade: DC N.Geo. Het., 10
srvs, Single-Hop Star, Mig, S/SLA, Comp Usr Def, Mult Pr
de máquinas virtuais está ativado, sem SLA de garantia de 100% de processamento para
as máquinas virtuais, com comportamento de usuários definido e cargas de trabalho com
múltiplas prioridades. O algoritmo de escalonamento que apresentou melhores resultados
(8.271,12 ± 312,62 s) para este quesito foi o TEA (TEAb), empatado tecnicamente pelo
menos com o segundo melhor, RR (8.334,70 ± 215,08 s).
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Figura 6.110: Tempo para Conclusão de Cargas: Baixa Prioridade: DC N.Geo. Het., 10
srvs, Single-Hop Star, S/Mig, SLA, Comp Usr Ind, Mult Pr
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Apresentamos na Figura 6.110 uma comparação do tempo para conclusão das cargas
de trabalho de baixa prioridade desde o recebimento da solicitação pelo broker. Neste
cenário, avaliamos uma nuvem possuindo 10 servidores distribuídos em um data center
não geodistribuído e heterogêneo, empregando topologia Single-Hop Star. O recurso de
migração de máquinas virtuais está desativado, com SLA de garantia de 100% de proces-
samento para as máquinas virtuais, com comportamento de usuários indefinido e cargas de
trabalho com múltiplas prioridades. O algoritmo de escalonamento que apresentou melho-
res resultados (7.452,53 ± 50,99 s) para este quesito foi o RR, apresentando, considerando
o intervalo de confiança, isoladamente os melhores valores do parâmetro comparado den-
tre todos os algoritmos para este cenário, com uma melhora variando de 0,5% a 5,8%
comparado ao segundo melhor (TEApf).
6.4.14 Análise de Resultados: # Migrações Abortadas
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Figura 6.111: # Migrações Abortadas: DC Geo. Homo., 1.000 srvs, Binary Tree, Mig,
SLA, Comp Usr Ind, S/Mult Pr
Mostramos na Figura 6.111 um gráfico do número de migrações abortadas. Neste ce-
nário, avaliamos uma nuvem possuindo 1.000 servidores distribuídos em dois data centers
geodistribuídos e homogêneos, empregando topologia Binary Tree. O recurso de migração
de máquinas virtuais está ativado, com SLA de garantia de 100% de processamento para
as máquinas virtuais, com comportamento de usuários indefinido e cargas de trabalho
com somente uma prioridade. O algoritmo de escalonamento que apresentou melhores re-
sultados (42,20 ± 2,52) para este quesito foi o HR, apresentando, considerando o intervalo
de confiança, isoladamente os melhores valores do parâmetro comparado dentre todos os
algoritmos para este cenário, com uma melhora variando de 627,4% a 746,0% comparado
ao segundo melhor (FA).
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Figura 6.112: # Migrações Abortadas: DC Geo. Het., 10 srvs, Flat-Tree, Mig, SLA,
Comp Usr Ind, S/Mult Pr
Mostramos na Figura 6.112 um gráfico do número de migrações abortadas. Neste
cenário, avaliamos uma nuvem possuindo 10 servidores distribuídos em dois data centers
geodistribuídos e heterogêneos, empregando topologia Flat-Tree. O recurso de migração
de máquinas virtuais está ativado, com SLA de garantia de 100% de processamento para
as máquinas virtuais, com comportamento de usuários indefinido e cargas de trabalho
com somente uma prioridade. O algoritmo de escalonamento que apresentou melhores
resultados (2,80 ± 0,47) para este quesito foi o HR, empatado tecnicamente pelo menos
com o segundo melhor, LA (2,93 ± 0,47).
Mostramos na Figura 6.113 um gráfico do número de migrações abortadas. Neste
cenário, avaliamos uma nuvem possuindo 10 servidores distribuídos em dois data cen-
ters geodistribuídos e heterogêneos, empregando topologia K-Ary Fat Tree. O recurso de
migração de máquinas virtuais está ativado, com SLA de garantia de 100% de proces-
samento para as máquinas virtuais, com comportamento de usuários indefinido e cargas
de trabalho com somente uma prioridade. O algoritmo de escalonamento que apresentou
melhores resultados (2,50 ± 0,54) para este quesito foi o LA, empatado tecnicamente pelo
menos com o segundo melhor, HR (2,53 ± 0,45).
A Figura 6.114 traz informações sobre o número de migrações abortadas. Neste cená-
rio, avaliamos uma nuvem possuindo 100 servidores distribuídos em um data center não
geodistribuído e homogêneo, empregando topologia Binary Tree. O recurso de migração
de máquinas virtuais está ativado, sem SLA de garantia de 100% de processamento para
as máquinas virtuais, com comportamento de usuários definido e cargas de trabalho com
múltiplas prioridades. O algoritmo de escalonamento que apresentou melhores resultados
(7,73 ± 0,93) para este quesito foi o TEA (TEAbf), empatado tecnicamente pelo menos
com o segundo melhor, HR (9,60 ± 1,10).
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Figura 6.113: # Migrações Abortadas: DC Geo. Het., 10 srvs, K-Ary Fat Tree, Mig,
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Figura 6.114: # Migrações Abortadas: DC N.Geo. Homo., 100 srvs, Binary Tree, Mig,
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A Figura 6.115 traz informações sobre o número de migrações abortadas. Neste cená-
rio, avaliamos uma nuvem possuindo 100 servidores distribuídos em um data center não
geodistribuído e homogêneo, empregando topologia Single-Hop Star. O recurso de migra-
ção de máquinas virtuais está ativado, sem SLA de garantia de 100% de processamento
para as máquinas virtuais, com comportamento de usuários definido e cargas de trabalho
com múltiplas prioridades. O algoritmo de escalonamento que apresentou melhores resul-
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tados (7,00 ± 1,06) para este quesito foi o HR, empatado tecnicamente pelo menos com o
segundo melhor, TEApf (7,13 ± 0,69).
6.4.15 Análise de Resultados: Discussão
Confrontando os resultados apresentados pelos melhores algoritmos, não observamos vi-
olações dos critérios de análise definidos pelas Inequações (3.3), (3.4) e (3.5). Em outras
palavras, para todos os algoritmos tidos como os melhores em consumo de energia nos
cenários estudados, nenhum apresentou um desempenho de tempo global  makespan 
inaceitavelmente inferior aos demais. Realizamos na Tabela 6.1 uma análise por caracte-
rísticas individuais dos data centers que compõem a nuvem para os cenários simulados,
apresentando valores relativos percentuais do número de vezes em que cada algoritmo
apresentou os melhores valores médios para os cenários avaliados, destacando o resultado
do melhor algoritmo. Ressaltamos que o total de cenários simulados foi de 10.752, por-
tanto, cada entrada no tabela representa o número de cenários referente ao item avaliado.
Por exemplo, temos quatro opções possíveis para topologias, logo cada entrada na tabela
indicará o resultado consolidado da simulação de 10.752/4 = 2.688 cenários.
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Tabela 6.1: Análise Excl. por Características da Nuvem
RND RR FA HU HR MPD LA BALA
TEAp TEApf TEAb TEAbf TEAe TEAef TEA
Consumo de Energia Total Médio
Data Center Não Geodistribuídos
0,0% 0,0% 12,2% 0,5% 21,1% 7,8% 7,8% 10,4%
2,9% 4,7% 4,2% 4,2% 12,8% 11,5% 40,1%
Makespan Médio
Data Center Não Geodistribuídos
0,3% 1,8% 3,1% 0,8% 2,1% 2,1% 4,9% 7,3%
13,0% 12,0% 13,5% 16,4% 12,8% 9,9% 77,6%
Tempo Médio de Processamento das Cargas
Data Center Não Geodistribuídos
4,7% 29,4% 2,3% 2,6% 20,6% 6,0% 9,6% 7,6%
1,8% 3,4% 2,1% 4,2% 2,1% 3,6% 17,2%
Tempo Médio de Processamento das Cargas  Alta Prioridade
Data Center Não Geodistribuídos
51,6% 12,2% 1,0% 0,5% 6,8% 0,8% 4,2% 6,0%
2,9% 3,6% 2,9% 2,6% 3,1% 1,8% 16,9%
Tempo Médio de Processamento das Cargas  Prioridade Normal
Data Center Não Geodistribuídos
4,4% 30,2% 2,3% 3,4% 15,4% 9,1% 6,8% 6,0%
3,4% 4,2% 2,9% 3,6% 3,9% 4,4% 22,4%
Tempo Médio de Processamento das Cargas  Baixa Prioridade
Data Center Não Geodistribuídos
53,6% 15,6% 0,0% 1,6% 9,1% 4,7% 3,9% 5,5%
0,3% 1,0% 1,8% 0,8% 1,6% 0,5% 6,0%
Tempo Médio para Conclusão das Cargas
Data Center Não Geodistribuídos
0,0% 8,6% 15,1% 1,8% 9,6% 16,7% 8,6% 13,0%
4,2% 4,7% 3,9% 4,9% 4,9% 3,9% 26,6%
Tempo Médio para Conclusão das Cargas  Alta Prioridade
Data Center Não Geodistribuídos
51,3% 2,9% 6,8% 1,6% 6,8% 5,5% 3,6% 6,0%
1,6% 4,9% 0,8% 2,9% 4,2% 1,3% 15,6%
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RND RR FA HU HR MPD LA BALA
TEAp TEApf TEAb TEAbf TEAe TEAef TEA
Tempo Médio para Conclusão das Cargas  Prioridade Normal
Data Center Não Geodistribuídos
0,0% 9,6% 14,3% 2,1% 8,1% 15,9% 9,9% 13,0%
4,2% 5,2% 3,9% 4,7% 5,7% 3,4% 27,1%
Tempo Médio para Conclusão das Cargas  Baixa Prioridade
Data Center Não Geodistribuídos
50,3% 6,3% 8,3% 1,0% 4,2% 5,2% 5,5% 6,8%
2,3% 1,8% 2,3% 2,9% 1,0% 2,1% 12,5%
Consumo de Energia Total Médio
Data Centers Geodistribuídos
0,0% 0,0% 9,9% 0,3% 8,9% 1,0% 0,0% 0,0%
10,9% 11,7% 8,6% 11,2% 18,2% 19,3% 79,9%
Makespan Médio
Data Centers Geodistribuídos
0,0% 0,0% 7,8% 11,2% 3,4% 0,0% 0,0% 0,0%
13,0% 13,3% 8,3% 14,6% 12,8% 15,6% 77,6%
Tempo Médio de Processamento das Cargas
Data Centers Geodistribuídos
4,2% 27,9% 3,1% 2,6% 22,4% 2,1% 14,3% 13,8%
2,1% 1,8% 1,0% 1,8% 1,3% 1,6% 9,6%
Tempo Médio de Processamento das Cargas  Alta Prioridade
Data Centers Geodistribuídos
54,2% 8,9% 1,6% 1,6% 8,6% 1,8% 6,5% 8,3%
1,6% 0,5% 1,0% 1,6% 2,1% 1,8% 8,6%
Tempo Médio de Processamento das Cargas  Prioridade Normal
Data Centers Geodistribuídos
3,9% 25,5% 2,9% 3,1% 21,9% 2,9% 15,4% 14,3%
2,6% 2,6% 1,3% 1,0% 0,8% 1,8% 10,2%
Tempo Médio de Processamento das Cargas  Baixa Prioridade
Data Centers Geodistribuídos
57,0% 11,2% 1,0% 0,8% 9,1% 3,1% 8,3% 3,9%
0,3% 1,6% 1,0% 1,3% 0,8% 0,5% 5,5%
Tempo Médio para Conclusão das Cargas
Data Centers Geodistribuídos
0,0% 0,0% 19,3% 14,8% 4,4% 0,3% 0,0% 0,0%
8,3% 11,5% 8,6% 11,7% 9,9% 11,2% 61,2%
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Tempo Médio para Conclusão das Cargas  Alta Prioridade
Data Centers Geodistribuídos
50,0% 0,0% 4,4% 8,6% 3,1% 3,4% 0,0% 0,0%
5,7% 7,3% 3,9% 4,7% 5,5% 3,4% 30,5%
Tempo Médio para Conclusão das Cargas  Prioridade Normal
Data Centers Geodistribuídos
0,0% 0,0% 18,0% 15,6% 4,4% 0,5% 0,0% 0,0%
10,2% 12,0% 8,6% 11,5% 8,6% 10,7% 61,5%
Tempo Médio para Conclusão das Cargas  Baixa Prioridade
Data Centers Geodistribuídos
50,0% 0,0% 9,9% 12,0% 0,8% 0,3% 0,0% 0,0%
4,2% 5,7% 4,2% 3,6% 5,5% 3,9% 27,1%
Consumo de Energia Total Médio
Data Centers com topologia Single-Hop Star
0,0% 0,0% 8,3% 0,5% 14,6% 8,3% 7,8% 5,7%
6,8% 7,8% 5,7% 5,7% 13,5% 15,1% 54,7%
Makespan Médio
Data Centers com topologia Single-Hop Star
0,0% 3,6% 3,6% 5,7% 2,6% 4,2% 6,3% 4,7%
9,4% 11,5% 10,9% 14,6% 10,9% 12,0% 69,3%
Tempo Médio de Processamento das Cargas
Data Centers com topologia Single-Hop Star
2,6% 27,6% 4,2% 3,6% 20,8% 4,7% 14,1% 12,0%
1,0% 3,1% 0,0% 3,1% 1,0% 2,1% 10,4%
Tempo Médio de Processamento das Cargas  Alta Prioridade
Data Centers com topologia Single-Hop Star
52,6% 11,5% 1,0% 2,1% 8,3% 0,5% 5,2% 7,3%
1,0% 2,6% 2,1% 2,1% 2,1% 1,6% 11,5%
Tempo Médio de Processamento das Cargas  Prioridade Normal
Data Centers com topologia Single-Hop Star
3,1% 27,1% 4,2% 3,6% 17,7% 6,8% 14,1% 12,5%
2,1% 4,2% 0,0% 2,1% 1,0% 1,6% 10,9%
Tempo Médio de Processamento das Cargas  Baixa Prioridade
Data Centers com topologia Single-Hop Star
53,1% 15,1% 1,0% 0,5% 7,3% 5,2% 5,7% 5,2%
0,0% 2,1% 0,5% 2,1% 2,1% 0,0% 6,8%
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Tempo Médio para Conclusão das Cargas
Data Centers com topologia Single-Hop Star
0,0% 8,3% 14,1% 7,3% 5,7% 14,6% 5,7% 10,4%
3,6% 9,4% 3,1% 6,3% 5,2% 6,3% 33,9%
Tempo Médio para Conclusão das Cargas  Alta Prioridade
Data Centers com topologia Single-Hop Star
50,5% 1,6% 3,1% 4,7% 5,7% 7,3% 2,1% 4,7%
3,1% 4,7% 2,6% 3,1% 4,2% 2,6% 20,3%
Tempo Médio para Conclusão das Cargas  Prioridade Normal
Data Centers com topologia Single-Hop Star
0,0% 9,4% 12,0% 7,3% 4,2% 14,6% 5,7% 11,5%
6,3% 9,4% 3,1% 5,7% 5,2% 5,7% 35,4%
Tempo Médio para Conclusão das Cargas  Baixa Prioridade
Data Centers com topologia Single-Hop Star
50,5% 6,3% 6,3% 6,3% 1,0% 6,8% 2,6% 5,2%
2,1% 3,1% 2,1% 2,6% 3,1% 2,1% 15,1%
Consumo de Energia Total Médio
Data Centers com topologia Flat-Tree
0,0% 0,0% 7,3% 0,0% 12,0% 6,3% 5,2% 4,7%
9,9% 7,3% 8,3% 6,8% 18,2% 14,1% 64,6%
Makespan Médio
Data Centers com topologia Flat-Tree
0,5% 0,0% 4,7% 7,8% 1,0% 0,0% 0,5% 4,2%
14,1% 11,5% 13,5% 14,6% 15,1% 12,5% 81,3%
Tempo Médio de Processamento das Cargas
Data Centers com topologia Flat-Tree
5,7% 29,2% 1,6% 2,1% 19,8% 3,1% 17,7% 7,3%
2,6% 2,6% 1,6% 2,6% 2,6% 1,6% 13,5%
Tempo Médio de Processamento das Cargas  Alta Prioridade
Data Centers com topologia Flat-Tree
54,2% 9,9% 2,1% 1,6% 6,8% 1,6% 8,9% 4,2%
2,1% 0,0% 2,1% 1,0% 2,6% 3,1% 10,9%
Tempo Médio de Processamento das Cargas  Prioridade Normal
Data Centers com topologia Flat-Tree
4,7% 29,2% 3,1% 2,6% 16,7% 4,7% 14,1% 8,3%
4,2% 3,1% 3,1% 1,6% 2,1% 2,6% 16,7%
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Tempo Médio de Processamento das Cargas  Baixa Prioridade
Data Centers com topologia Flat-Tree
57,8% 10,4% 0,0% 0,5% 7,8% 3,6% 7,8% 4,7%
0,5% 1,6% 2,6% 1,0% 1,6% 0,0% 7,3%
Tempo Médio para Conclusão das Cargas
Data Centers com topologia Flat-Tree
0,0% 4,2% 16,1% 6,3% 6,3% 6,3% 3,1% 6,8%
9,4% 6,3% 6,3% 10,4% 9,9% 8,9% 51,0%
Tempo Médio para Conclusão das Cargas  Alta Prioridade
Data Centers com topologia Flat-Tree
51,0% 2,1% 1,6% 5,2% 4,7% 4,2% 0,5% 3,6%
3,1% 7,8% 2,6% 5,2% 5,7% 2,6% 27,1%
Tempo Médio para Conclusão das Cargas  Prioridade Normal
Data Centers com topologia Flat-Tree
0,0% 5,2% 14,6% 7,3% 5,2% 6,3% 3,1% 5,7%
9,4% 7,8% 6,3% 11,5% 10,4% 7,3% 52,6%
Tempo Médio para Conclusão das Cargas  Baixa Prioridade
Data Centers com topologia Flat-Tree
50,0% 2,6% 6,3% 6,8% 3,1% 1,6% 2,6% 3,6%
4,2% 3,1% 3,1% 3,6% 4,2% 5,2% 23,4%
Consumo de Energia Total Médio
Data Centers com Topologia Binary Tree
0,0% 0,0% 13,5% 0,5% 18,8% 1,6% 1,6% 6,3%
5,2% 6,8% 5,2% 7,3% 15,6% 17,7% 57,8%
Makespan Médio
Data Centers com Topologia Binary Tree
0,0% 0,0% 7,3% 5,7% 2,6% 0,0% 2,6% 2,6%
12,5% 12,5% 10,4% 16,7% 12,0% 15,1% 79,2%
Tempo Médio de Processamento das Cargas
Data Centers com Topologia Binary Tree
5,7% 29,2% 3,6% 2,6% 18,8% 4,2% 8,9% 13,0%
2,1% 3,6% 1,6% 3,1% 1,0% 2,6% 14,1%
Tempo Médio de Processamento das Cargas  Alta Prioridade
Data Centers com Topologia Binary Tree
51,6% 11,5% 1,0% 0,0% 6,3% 0,5% 2,6% 10,9%
3,1% 2,1% 2,6% 2,6% 3,6% 1,6% 15,6%
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Tempo Médio de Processamento das Cargas  Prioridade Normal
Data Centers com Topologia Binary Tree
5,7% 27,1% 2,1% 4,7% 16,1% 6,3% 9,9% 10,4%
2,1% 4,7% 1,6% 3,1% 2,6% 3,6% 17,7%
Tempo Médio de Processamento das Cargas  Baixa Prioridade
Data Centers com Topologia Binary Tree
54,2% 15,1% 0,5% 1,6% 8,9% 3,6% 5,2% 5,7%
0,5% 1,0% 1,6% 0,0% 0,5% 1,6% 5,2%
Tempo Médio para Conclusão das Cargas
Data Centers com Topologia Binary Tree
0,0% 2,1% 21,9% 9,4% 6,3% 7,3% 3,6% 5,7%
5,7% 6,3% 7,8% 11,5% 4,7% 7,8% 43,8%
Tempo Médio para Conclusão das Cargas  Alta Prioridade
Data Centers com Topologia Binary Tree
50,5% 1,6% 11,5% 3,6% 4,7% 3,1% 1,0% 3,1%
3,6% 4,2% 2,1% 4,2% 4,2% 2,6% 20,8%
Tempo Médio para Conclusão das Cargas  Prioridade Normal
Data Centers com Topologia Binary Tree
0,0% 2,1% 21,4% 10,4% 6,8% 6,8% 4,2% 5,7%
7,3% 5,7% 7,8% 9,4% 4,2% 8,3% 42,7%
Tempo Médio para Conclusão das Cargas  Baixa Prioridade
Data Centers com Topologia Binary Tree
50,0% 2,1% 12,0% 6,3% 1,6% 2,1% 2,1% 3,6%
4,2% 3,1% 3,6% 3,1% 3,1% 3,1% 20,3%
Consumo de Energia Total Médio
Data Centers com topologia K-Ary Fat Tree
0,0% 0,0% 15,1% 0,5% 14,6% 1,6% 1,0% 4,2%
5,7% 10,9% 6,3% 10,9% 14,6% 14,6% 63,0%
Makespan Médio
Data Centers com topologia K-Ary Fat Tree
0,0% 0,0% 6,3% 4,7% 4,7% 0,0% 0,5% 3,1%
16,1% 15,1% 8,9% 16,1% 13,0% 11,5% 80,7%
Tempo Médio de Processamento das Cargas
Data Centers com topologia K-Ary Fat Tree
3,6% 28,6% 1,6% 2,1% 26,6% 4,2% 7,3% 10,4%
2,1% 1,0% 3,1% 3,1% 2,1% 4,2% 15,6%
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Tempo Médio de Processamento das Cargas  Alta Prioridade
Data Centers com topologia K-Ary Fat Tree
53,1% 9,4% 1,0% 0,5% 9,4% 2,6% 4,7% 6,3%
2,6% 3,6% 1,0% 2,6% 2,1% 1,0% 13,0%
Tempo Médio de Processamento das Cargas  Prioridade Normal
Data Centers com topologia K-Ary Fat Tree
3,1% 28,1% 1,0% 2,1% 24,0% 6,3% 6,3% 9,4%
3,6% 1,6% 3,6% 2,6% 3,6% 4,7% 19,8%
Tempo Médio de Processamento das Cargas  Baixa Prioridade
Data Centers com topologia K-Ary Fat Tree
56,3% 13,0% 0,5% 2,1% 12,5% 3,1% 5,7% 3,1%
0,0% 0,5% 1,0% 1,0% 0,5% 0,5% 3,6%
Tempo Médio para Conclusão das Cargas
Data Centers com topologia K-Ary Fat Tree
0,0% 2,6% 16,7% 10,4% 9,9% 5,7% 4,7% 3,1%
6,3% 10,4% 7,8% 5,2% 9,9% 7,3% 46,9%
Tempo Médio para Conclusão das Cargas  Alta Prioridade
Data Centers com topologia K-Ary Fat Tree
50,5% 0,5% 6,3% 6,8% 4,7% 3,1% 3,6% 0,5%
4,7% 7,8% 2,1% 2,6% 5,2% 1,6% 24,0%
Tempo Médio para Conclusão das Cargas  Prioridade Normal
Data Centers com topologia K-Ary Fat Tree
0,0% 2,6% 16,7% 10,4% 8,9% 5,2% 6,8% 3,1%
5,7% 11,5% 7,8% 5,7% 8,9% 6,8% 46,4%
Tempo Médio para Conclusão das Cargas  Baixa Prioridade
Data Centers com topologia K-Ary Fat Tree
50,0% 1,6% 12,0% 6,8% 4,2% 0,5% 3,6% 1,0%
2,6% 5,7% 4,2% 3,6% 2,6% 1,6% 20,3%
Consumo de Energia Total Médio
Migração de Máquinas Virtuais Desabilitada
0,0% 0,0% 4,2% 0,8% 6,3% 8,9% 3,6% 4,7%
7,8% 10,7% 8,3% 8,9% 17,2% 18,8% 71,6%
Makespan Médio
Migração de Máquinas Virtuais Desabilitada
0,3% 0,0% 4,2% 3,4% 1,3% 1,8% 1,8% 2,6%
13,0% 14,1% 12,0% 15,6% 14,8% 15,1% 84,6%
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Tempo Médio de Processamento das Cargas
Migração de Máquinas Virtuais Desabilitada
8,1% 46,4% 5,5% 3,1% 3,6% 6,3% 3,9% 3,4%
3,1% 3,9% 2,3% 4,4% 2,3% 3,6% 19,8%
Tempo Médio de Processamento das Cargas  Alta Prioridade
Migração de Máquinas Virtuais Desabilitada
55,7% 19,0% 1,0% 1,8% 3,4% 2,6% 2,1% 2,3%
2,1% 2,1% 1,3% 1,8% 2,9% 1,8% 12,0%
Tempo Médio de Processamento das Cargas  Prioridade Normal
Migração de Máquinas Virtuais Desabilitada
6,3% 44,0% 4,7% 3,9% 3,9% 7,6% 3,9% 5,2%
4,2% 4,4% 2,6% 2,9% 2,3% 4,2% 20,6%
Tempo Médio de Processamento das Cargas  Baixa Prioridade
Migração de Máquinas Virtuais Desabilitada
56,3% 20,6% 1,0% 1,6% 2,3% 3,4% 1,8% 2,1%
0,5% 2,6% 2,6% 2,1% 2,1% 1,0% 10,9%
Tempo Médio para Conclusão das Cargas
Migração de Máquinas Virtuais Desabilitada
0,0% 2,9% 11,7% 6,3% 8,6% 13,5% 4,4% 6,5%
6,0% 8,6% 7,0% 8,1% 7,3% 9,1% 46,1%
Tempo Médio para Conclusão das Cargas  Alta Prioridade
Migração de Máquinas Virtuais Desabilitada
50,3% 1,8% 2,9% 4,7% 2,3% 7,6% 1,8% 2,3%
3,9% 7,0% 2,6% 4,4% 4,9% 3,4% 26,3%
Tempo Médio para Conclusão das Cargas  Prioridade Normal
Migração de Máquinas Virtuais Desabilitada
0,0% 2,3% 10,9% 7,3% 7,8% 13,5% 5,2% 6,3%
6,8% 9,4% 7,0% 8,1% 7,0% 8,3% 46,6%
Tempo Médio para Conclusão das Cargas  Baixa Prioridade
Migração de Máquinas Virtuais Desabilitada
50,0% 3,6% 7,0% 5,2% 2,9% 4,4% 2,1% 3,9%
3,1% 4,7% 3,6% 3,1% 3,4% 2,9% 20,8%
Consumo de Energia Total Médio
Migração de Máquinas Virtuais Habilitada
0,0% 0,0% 18,0% 0,0% 23,7% 0,0% 4,2% 5,7%
6,0% 5,7% 4,4% 6,5% 13,8% 12,0% 48,4%
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Makespan Médio
Migração de Máquinas Virtuais Habilitada
0,0% 1,8% 6,8% 8,6% 4,2% 0,3% 3,1% 4,7%
13,0% 11,2% 9,9% 15,4% 10,7% 10,4% 70,6%
Tempo Médio de Processamento das Cargas
Migração de Máquinas Virtuais Habilitada
0,8% 10,9% 0,0% 2,1% 39,3% 1,8% 20,1% 18,0%
0,8% 1,3% 0,8% 1,6% 1,0% 1,6% 7,0%
Tempo Médio de Processamento das Cargas  Alta Prioridade
Migração de Máquinas Virtuais Habilitada
50,0% 2,1% 1,6% 0,3% 12,0% 0,0% 8,6% 12,0%
2,3% 2,1% 2,6% 2,3% 2,3% 1,8% 13,5%
Tempo Médio de Processamento das Cargas  Prioridade Normal
Migração de Máquinas Virtuais Habilitada
2,1% 11,7% 0,5% 2,6% 33,3% 4,4% 18,2% 15,1%
1,8% 2,3% 1,6% 1,8% 2,3% 2,1% 12,0%
Tempo Médio de Processamento das Cargas  Baixa Prioridade
Migração de Máquinas Virtuais Habilitada
54,4% 6,3% 0,0% 0,8% 15,9% 4,4% 10,4% 7,3%
0,0% 0,0% 0,3% 0,0% 0,3% 0,0% 0,5%
Tempo Médio para Conclusão das Cargas
Migração de Máquinas Virtuais Habilitada
0,0% 5,7% 22,7% 10,4% 5,5% 3,4% 4,2% 6,5%
6,5% 7,6% 5,5% 8,6% 7,6% 6,0% 41,7%
Tempo Médio para Conclusão das Cargas  Alta Prioridade
Migração de Máquinas Virtuais Habilitada
51,0% 1,0% 8,3% 5,5% 7,6% 1,3% 1,8% 3,6%
3,4% 5,2% 2,1% 3,1% 4,7% 1,3% 19,8%
Tempo Médio para Conclusão das Cargas  Prioridade Normal
Migração de Máquinas Virtuais Habilitada
0,0% 7,3% 21,4% 10,4% 4,7% 2,9% 4,7% 6,8%
7,6% 7,8% 5,5% 8,1% 7,3% 5,7% 41,9%
Tempo Médio para Conclusão das Cargas  Baixa Prioridade
Migração de Máquinas Virtuais Habilitada
50,3% 2,6% 11,2% 7,8% 2,1% 1,0% 3,4% 2,9%
3,4% 2,9% 2,9% 3,4% 3,1% 3,1% 18,8%
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RND RR FA HU HR MPD LA BALA
TEAp TEApf TEAb TEAbf TEAe TEAef TEA
Consumo de Energia Total Médio
Data Centers Homogêneos
0,0% 0,0% 19,5% 0,8% 23,2% 5,7% 0,3% 0,0%
7,6% 8,1% 9,4% 8,6% 6,8% 10,2% 50,5%
Makespan Médio
Data Centers Homogêneos
0,3% 1,8% 5,2% 1,0% 1,0% 1,6% 0,3% 0,0%
14,8% 13,8% 10,9% 16,1% 14,6% 18,5% 88,8%
Tempo Médio de Processamento das Cargas
Data Centers Homogêneos
4,4% 22,1% 3,1% 3,6% 24,2% 4,9% 11,7% 13,8%
0,8% 2,6% 1,6% 2,3% 1,8% 2,9% 12,0%
Tempo Médio de Processamento das Cargas  Alta Prioridade
Data Centers Homogêneos
53,6% 8,3% 2,1% 1,3% 9,9% 0,5% 4,4% 7,6%
2,1% 1,8% 1,6% 2,1% 3,1% 1,6% 12,2%
Tempo Médio de Processamento das Cargas  Prioridade Normal
Data Centers Homogêneos
5,2% 22,1% 3,4% 3,9% 21,4% 3,6% 11,5% 13,8%
1,8% 3,6% 2,1% 1,8% 1,8% 3,9% 15,1%
Tempo Médio de Processamento das Cargas  Baixa Prioridade
Data Centers Homogêneos
55,2% 10,7% 0,5% 1,6% 12,2% 3,4% 5,2% 6,0%
0,3% 0,8% 1,0% 1,0% 1,8% 0,3% 5,2%
Tempo Médio para Conclusão das Cargas
Data Centers Homogêneos
0,0% 3,1% 26,6% 2,3% 6,3% 12,2% 0,5% 1,0%
7,0% 8,3% 7,0% 8,3% 7,0% 10,2% 47,9%
Tempo Médio para Conclusão das Cargas  Alta Prioridade
Data Centers Homogêneos
50,0% 0,0% 8,1% 1,6% 6,8% 4,9% 0,0% 0,0%
5,2% 7,0% 2,9% 4,9% 6,0% 2,6% 28,6%
Tempo Médio para Conclusão das Cargas  Prioridade Normal
Data Centers Homogêneos
0,0% 4,7% 24,5% 3,9% 3,9% 12,2% 1,3% 0,8%
7,8% 9,1% 7,6% 8,3% 6,8% 9,1% 48,7%
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RND RR FA HU HR MPD LA BALA
TEAp TEApf TEAb TEAbf TEAe TEAef TEA
Tempo Médio para Conclusão das Cargas  Baixa Prioridade
Data Centers Homogêneos
50,3% 3,1% 13,5% 1,0% 3,9% 4,7% 0,3% 0,8%
3,6% 3,6% 3,6% 3,4% 4,4% 3,6% 22,4%
Consumo de Energia Total Médio
Data Centers Heterogêneos
0,0% 0,0% 2,6% 0,0% 6,8% 3,1% 7,6% 10,4%
6,3% 8,3% 3,4% 6,8% 24,2% 20,6% 69,5%
Makespan Médio
Data Centers Heterogêneos
0,0% 0,0% 5,7% 10,9% 4,4% 0,5% 4,7% 7,3%
11,2% 11,5% 10,9% 14,8% 10,9% 7,0% 66,4%
Tempo Médio de Processamento das Cargas
Data Centers Heterogêneos
4,4% 35,2% 2,3% 1,6% 18,8% 3,1% 12,2% 7,6%
3,1% 2,6% 1,6% 3,6% 1,6% 2,3% 14,8%
Tempo Médio de Processamento das Cargas  Alta Prioridade
Data Centers Heterogêneos
52,1% 12,8% 0,5% 0,8% 5,5% 2,1% 6,3% 6,8%
2,3% 2,3% 2,3% 2,1% 2,1% 2,1% 13,3%
Tempo Médio de Processamento das Cargas  Prioridade Normal
Data Centers Heterogêneos
3,1% 33,6% 1,8% 2,6% 15,9% 8,3% 10,7% 6,5%
4,2% 3,1% 2,1% 2,9% 2,9% 2,3% 17,4%
Tempo Médio de Processamento das Cargas  Baixa Prioridade
Data Centers Heterogêneos
55,5% 16,1% 0,5% 0,8% 6,0% 4,4% 7,0% 3,4%
0,3% 1,8% 1,8% 1,0% 0,5% 0,8% 6,3%
Tempo Médio para Conclusão das Cargas
Data Centers Heterogêneos
0,0% 5,5% 7,8% 14,3% 7,8% 4,7% 8,1% 12,0%
5,5% 7,8% 5,5% 8,3% 7,8% 4,9% 39,8%
Tempo Médio para Conclusão das Cargas  Alta Prioridade
Data Centers Heterogêneos
51,3% 2,9% 3,1% 8,6% 3,1% 3,9% 3,6% 6,0%
2,1% 5,2% 1,8% 2,6% 3,6% 2,1% 17,4%
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Tempo Médio para Conclusão das Cargas  Prioridade Normal
Data Centers Heterogêneos
0,0% 4,9% 7,8% 13,8% 8,6% 4,2% 8,6% 12,2%
6,5% 8,1% 4,9% 7,8% 7,6% 4,9% 39,8%
Tempo Médio para Conclusão das Cargas  Baixa Prioridade
Data Centers Heterogêneos
50,0% 3,1% 4,7% 12,0% 1,0% 0,8% 5,2% 6,0%
2,9% 3,9% 2,9% 3,1% 2,1% 2,3% 17,2%
Consumo de Energia Total Médio
Nuvem com 10 servidores
0,0% 0,0% 25,8% 0,4% 3,5% 0,0% 0,0% 0,0%
3,9% 3,1% 3,1% 4,7% 27,3% 28,1% 70,3%
Makespan Médio
Nuvem com 10 servidores
0,4% 0,4% 12,5% 12,1% 5,5% 0,0% 1,6% 2,0%
10,2% 7,8% 12,9% 16,8% 8,6% 9,4% 65,6%
Tempo Médio de Processamento das Cargas
Nuvem com 10 servidores
5,1% 25,4% 3,1% 5,1% 20,7% 9,4% 8,6% 10,9%
1,2% 3,1% 1,2% 2,3% 1,6% 2,3% 11,7%
Tempo Médio de Processamento das Cargas  Alta Prioridade
Nuvem com 10 servidores
53,1% 4,3% 3,1% 2,0% 2,7% 1,2% 5,5% 8,6%
2,7% 3,9% 2,7% 3,5% 3,9% 2,7% 19,5%
Tempo Médio de Processamento das Cargas  Prioridade Normal
Nuvem com 10 servidores
2,7% 22,7% 3,5% 6,6% 13,3% 11,7% 9,8% 13,7%
2,3% 4,7% 1,2% 2,0% 2,3% 3,5% 16,0%
Tempo Médio de Processamento das Cargas  Baixa Prioridade
Nuvem com 10 servidores
59,4% 13,3% 0,8% 2,3% 3,9% 8,6% 3,5% 2,3%
0,8% 0,8% 0,8% 2,3% 0,8% 0,4% 5,9%
Tempo Médio para Conclusão das Cargas
Nuvem com 10 servidores
0,0% 9,8% 37,1% 16,4% 17,2% 9,0% 3,1% 3,1%
0,8% 0,8% 1,2% 1,6% 0,0% 0,0% 4,3%
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Tempo Médio para Conclusão das Cargas  Alta Prioridade
Nuvem com 10 servidores
52,0% 4,3% 7,8% 11,3% 8,6% 0,8% 0,0% 0,4%
2,3% 5,5% 1,2% 2,0% 3,5% 0,4% 14,8%
Tempo Médio para Conclusão das Cargas  Prioridade Normal
Nuvem com 10 servidores
0,0% 11,3% 34,0% 18,8% 14,5% 9,4% 3,9% 3,1%
2,3% 1,2% 0,4% 1,2% 0,0% 0,0% 5,1%
Tempo Médio para Conclusão das Cargas  Baixa Prioridade
Nuvem com 10 servidores
50,4% 7,0% 18,0% 10,2% 3,9% 1,2% 2,3% 2,3%
0,8% 0,8% 1,2% 2,0% 0,0% 0,0% 4,7%
Consumo de Energia Total Médio
Nuvem com 100 servidores
0,0% 0,0% 2,0% 0,8% 28,1% 9,0% 9,0% 13,7%
5,1% 6,3% 6,6% 6,6% 6,3% 6,6% 37,5%
Makespan Médio
Nuvem com 100 servidores
0,0% 0,0% 0,8% 5,9% 0,0% 0,0% 3,5% 6,6%
11,3% 14,8% 10,2% 15,6% 16,0% 15,2% 83,2%
Tempo Médio de Processamento das Cargas
Nuvem com 100 servidores
1,2% 32,4% 3,1% 1,2% 19,9% 1,6% 11,3% 13,3%
2,3% 2,0% 2,7% 3,5% 1,6% 3,9% 16,0%
Tempo Médio de Processamento das Cargas  Alta Prioridade
Nuvem com 100 servidores
52,7% 14,8% 0,0% 0,8% 9,0% 1,2% 3,5% 6,6%
2,0% 1,6% 2,0% 2,0% 2,0% 2,0% 11,3%
Tempo Médio de Processamento das Cargas  Prioridade Normal
Nuvem com 100 servidores
5,1% 33,2% 2,0% 1,6% 18,8% 4,7% 8,2% 10,2%
2,3% 2,3% 3,5% 2,0% 2,7% 3,5% 16,4%
Tempo Médio de Processamento das Cargas  Baixa Prioridade
Nuvem com 100 servidores
52,7% 14,8% 0,4% 0,4% 9,4% 2,3% 7,4% 7,8%
0,0% 1,6% 0,4% 0,4% 2,0% 0,4% 4,7%
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Tempo Médio para Conclusão das Cargas
Nuvem com 100 servidores
0,0% 0,0% 9,0% 8,6% 2,3% 12,5% 8,2% 12,5%
7,0% 8,6% 6,6% 10,2% 7,0% 7,4% 46,9%
Tempo Médio para Conclusão das Cargas  Alta Prioridade
Nuvem com 100 servidores
50,0% 0,0% 3,1% 2,3% 2,7% 10,2% 4,7% 7,8%
2,7% 2,7% 2,3% 4,3% 5,1% 2,0% 19,1%
Tempo Médio para Conclusão das Cargas  Prioridade Normal
Nuvem com 100 servidores
0,0% 0,0% 8,2% 7,8% 2,0% 11,3% 9,0% 12,9%
8,6% 8,6% 7,0% 8,6% 8,2% 7,8% 48,8%
Tempo Médio para Conclusão das Cargas  Baixa Prioridade
Nuvem com 100 servidores
50,0% 0,8% 5,5% 9,4% 2,0% 5,5% 4,7% 5,9%
1,6% 2,7% 3,9% 3,5% 2,7% 2,0% 16,4%
Consumo de Energia Total Médio
Nuvem com 1.000 servidores
0,0% 0,0% 5,5% 0,0% 13,3% 4,3% 2,7% 2,0%
11,7% 15,2% 9,4% 11,7% 12,9% 11,3% 72,3%
Makespan Médio
Nuvem com 1.000 servidores
0,0% 2,3% 3,1% 0,0% 2,7% 3,1% 2,3% 2,3%
17,6% 15,2% 9,8% 14,1% 13,7% 13,7% 84,0%
Tempo Médio de Processamento das Cargas
Nuvem com 1.000 servidores
7,0% 28,1% 2,0% 1,6% 23,8% 1,2% 16,0% 7,8%
2,3% 2,7% 0,8% 3,1% 2,0% 1,6% 12,5%
Tempo Médio de Processamento das Cargas  Alta Prioridade
Nuvem com 1.000 servidores
52,7% 12,5% 0,8% 0,4% 11,3% 1,6% 7,0% 6,3%
2,0% 0,8% 1,2% 0,8% 2,0% 0,8% 7,4%
Tempo Médio de Processamento das Cargas  Prioridade Normal
Nuvem com 1.000 servidores
4,7% 27,7% 2,3% 1,6% 23,8% 1,6% 15,2% 6,6%
4,3% 3,1% 1,6% 3,1% 2,0% 2,3% 16,4%
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Tempo Médio de Processamento das Cargas  Baixa Prioridade
Nuvem com 1.000 servidores
53,9% 12,1% 0,4% 0,8% 14,1% 0,8% 7,4% 3,9%
0,0% 1,6% 3,1% 0,4% 0,8% 0,8% 6,6%
Tempo Médio para Conclusão das Cargas
Nuvem com 1.000 servidores
0,0% 3,1% 5,5% 0,0% 1,6% 3,9% 1,6% 3,9%
10,9% 14,8% 10,9% 13,3% 15,2% 15,2% 80,5%
Tempo Médio para Conclusão das Cargas  Alta Prioridade
Nuvem com 1.000 servidores
50,0% 0,0% 5,9% 1,6% 3,5% 2,3% 0,8% 0,8%
5,9% 10,2% 3,5% 5,1% 5,9% 4,7% 35,2%
Tempo Médio para Conclusão das Cargas  Prioridade Normal
Nuvem com 1.000 servidores
0,0% 3,1% 6,3% 0,0% 2,3% 3,9% 2,0% 3,5%
10,5% 16,0% 11,3% 14,5% 13,3% 13,3% 78,9%
Tempo Médio para Conclusão das Cargas  Baixa Prioridade
Nuvem com 1.000 servidores
50,0% 1,6% 3,9% 0,0% 1,6% 1,6% 1,2% 2,0%
7,4% 7,8% 4,7% 4,3% 7,0% 7,0% 38,3%
Consumo de Energia Total Médio
Nuvem sem SLA de Garantia de 100% de Processamento para as Máquinas Virtuais
0,0% 0,0% 13,0% 0,3% 9,6% 4,2% 4,4% 4,9%
7,6% 8,3% 6,8% 8,1% 14,6% 18,2% 63,5%
Makespan Médio
Nuvem sem SLA de Garantia de 100% de Processamento para as Máquinas Virtuais
0,3% 0,8% 4,4% 8,1% 2,3% 0,8% 3,4% 5,5%
14,3% 12,8% 8,9% 15,4% 12,5% 10,7% 74,5%
Tempo Médio de Processamento das Cargas
Nuvem sem SLA de Garantia de 100% de Processamento para as Máquinas Virtuais
4,2% 53,4% 0,0% 0,0% 6,3% 5,5% 15,1% 15,6%
0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0%
Tempo Médio de Processamento das Cargas  Alta Prioridade
Nuvem sem SLA de Garantia de 100% de Processamento para as Máquinas Virtuais
53,9% 18,5% 1,0% 0,3% 3,4% 0,5% 7,3% 12,2%
0,5% 1,0% 0,3% 0,5% 0,5% 0,0% 2,9%
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Tempo Médio de Processamento das Cargas  Prioridade Normal
Nuvem sem SLA de Garantia de 100% de Processamento para as Máquinas Virtuais
4,9% 51,8% 0,0% 0,0% 6,3% 7,6% 14,1% 15,4%
0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0%
Tempo Médio de Processamento das Cargas  Baixa Prioridade
Nuvem sem SLA de Garantia de 100% de Processamento para as Máquinas Virtuais
56,3% 22,7% 0,0% 0,3% 3,6% 3,6% 8,1% 5,5%
0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0%
Tempo Médio para Conclusão das Cargas
Nuvem sem SLA de Garantia de 100% de Processamento para as Máquinas Virtuais
0,0% 4,9% 16,1% 9,6% 3,9% 8,9% 4,9% 6,5%
5,7% 7,0% 6,3% 9,1% 7,3% 9,6% 45,1%
Tempo Médio para Conclusão das Cargas  Alta Prioridade
Nuvem sem SLA de Garantia de 100% de Processamento para as Máquinas Virtuais
50,0% 1,0% 6,3% 4,2% 2,6% 5,7% 1,8% 2,9%
3,6% 7,0% 3,1% 4,2% 4,7% 2,9% 25,5%
Tempo Médio para Conclusão das Cargas  Prioridade Normal
Nuvem sem SLA de Garantia de 100% de Processamento para as Máquinas Virtuais
0,0% 4,9% 14,8% 10,7% 3,4% 8,9% 6,0% 6,3%
7,6% 7,6% 5,7% 8,9% 6,8% 8,6% 45,1%
Tempo Médio para Conclusão das Cargas  Baixa Prioridade
Nuvem sem SLA de Garantia de 100% de Processamento para as Máquinas Virtuais
50,0% 3,1% 7,8% 6,8% 1,8% 3,1% 2,1% 3,4%
3,9% 3,6% 3,9% 3,6% 2,9% 3,9% 21,9%
Consumo de Energia Total Médio
Nuvem com SLA de Garantia de 100% de Processamento para as Máquinas Virtuais
0,0% 0,0% 9,1% 0,5% 20,3% 4,7% 3,4% 5,5%
6,3% 8,1% 6,0% 7,3% 16,4% 12,5% 56,5%
Makespan Médio
Nuvem com SLA de Garantia de 100% de Processamento para as Máquinas Virtuais
0,0% 1,0% 6,5% 3,9% 3,1% 1,3% 1,6% 1,8%
11,7% 12,5% 13,0% 15,6% 13,0% 14,8% 80,7%
Tempo Médio de Processamento das Cargas
Nuvem com SLA de Garantia de 100% de Processamento para as Máquinas Virtuais
4,7% 3,9% 5,5% 5,2% 36,7% 2,6% 8,9% 5,7%
3,9% 5,2% 3,1% 6,0% 3,4% 5,2% 26,8%
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Tempo Médio de Processamento das Cargas  Alta Prioridade
Nuvem com SLA de Garantia de 100% de Processamento para as Máquinas Virtuais
51,8% 2,6% 1,6% 1,8% 12,0% 2,1% 3,4% 2,1%
3,9% 3,1% 3,6% 3,6% 4,7% 3,6% 22,7%
Tempo Médio de Processamento das Cargas  Prioridade Normal
Nuvem com SLA de Garantia de 100% de Processamento para as Máquinas Virtuais
3,4% 3,9% 5,2% 6,5% 31,0% 4,4% 8,1% 4,9%
6,0% 6,8% 4,2% 4,7% 4,7% 6,3% 32,6%
Tempo Médio de Processamento das Cargas  Baixa Prioridade
Nuvem com SLA de Garantia de 100% de Processamento para as Máquinas Virtuais
54,4% 4,2% 1,0% 2,1% 14,6% 4,2% 4,2% 3,9%
0,5% 2,6% 2,9% 2,1% 2,3% 1,0% 11,5%
Tempo Médio para Conclusão das Cargas
Nuvem com SLA de Garantia de 100% de Processamento para as Máquinas Virtuais
0,0% 3,6% 18,2% 7,0% 10,2% 8,1% 3,6% 6,5%
6,8% 9,1% 6,3% 7,6% 7,6% 5,5% 42,7%
Tempo Médio para Conclusão das Cargas  Alta Prioridade
Nuvem com SLA de Garantia de 100% de Processamento para as Máquinas Virtuais
51,3% 1,8% 4,9% 6,0% 7,3% 3,1% 1,8% 3,1%
3,6% 5,2% 1,6% 3,4% 4,9% 1,8% 20,6%
Tempo Médio para Conclusão das Cargas  Prioridade Normal
Nuvem com SLA de Garantia de 100% de Processamento para as Máquinas Virtuais
0,0% 4,7% 17,4% 7,0% 9,1% 7,6% 3,9% 6,8%
6,8% 9,6% 6,8% 7,3% 7,6% 5,5% 43,5%
Tempo Médio para Conclusão das Cargas  Baixa Prioridade
Nuvem com SLA de Garantia de 100% de Processamento para as Máquinas Virtuais
50,3% 3,1% 10,4% 6,3% 3,1% 2,3% 3,4% 3,4%
2,6% 3,9% 2,6% 2,9% 3,6% 2,1% 17,7%
Consumo de Energia Total Médio
Comportamento de Usuários Indefinido
0,0% 0,0% 11,5% 0,3% 15,1% 4,2% 4,4% 4,7%
8,9% 6,8% 5,7% 7,6% 14,8% 16,1% 59,9%
Makespan Médio
Comportamento de Usuários Indefinido
0,0% 1,3% 5,7% 6,5% 1,8% 1,6% 2,1% 4,2%
15,9% 10,9% 10,4% 15,6% 12,8% 11,2% 76,8%
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Tempo Médio de Processamento das Cargas
Comportamento de Usuários Indefinido
4,7% 29,4% 2,9% 2,1% 21,9% 3,6% 10,7% 12,0%
2,3% 2,1% 1,3% 2,6% 2,3% 2,1% 12,8%
Tempo Médio de Processamento das Cargas  Alta Prioridade
Comportamento de Usuários Indefinido
53,1% 10,9% 0,8% 1,0% 8,6% 0,8% 5,2% 7,3%
2,3% 1,8% 1,3% 1,3% 3,9% 1,6% 12,2%
Tempo Médio de Processamento das Cargas  Prioridade Normal
Comportamento de Usuários Indefinido
3,6% 27,3% 2,6% 3,1% 18,8% 6,3% 9,1% 11,7%
4,2% 4,2% 1,8% 2,3% 2,9% 2,1% 17,4%
Tempo Médio de Processamento das Cargas  Baixa Prioridade
Comportamento de Usuários Indefinido
54,4% 14,3% 0,8% 1,8% 9,1% 4,2% 4,9% 5,2%
0,0% 1,6% 0,5% 1,6% 0,8% 0,8% 5,2%
Tempo Médio para Conclusão das Cargas
Comportamento de Usuários Indefinido
0,0% 3,4% 17,4% 9,1% 7,0% 8,1% 3,9% 7,0%
6,8% 7,3% 7,3% 8,9% 7,8% 6,0% 44,0%
Tempo Médio para Conclusão das Cargas  Alta Prioridade
Comportamento de Usuários Indefinido
50,8% 1,0% 5,7% 5,5% 4,2% 4,7% 1,8% 2,9%
2,9% 5,5% 3,6% 3,6% 4,9% 2,9% 23,4%
Tempo Médio para Conclusão das Cargas  Prioridade Normal
Comportamento de Usuários Indefinido
0,0% 4,4% 15,6% 9,6% 6,0% 7,8% 4,9% 7,0%
7,6% 7,8% 7,8% 8,3% 7,6% 5,5% 44,5%
Tempo Médio para Conclusão das Cargas  Baixa Prioridade
Comportamento de Usuários Indefinido
50,3% 2,6% 9,6% 6,8% 2,3% 2,1% 2,1% 3,9%
4,2% 3,1% 3,4% 3,6% 3,4% 2,6% 20,3%
Consumo de Energia Total Médio
Comportamento de Usuários Definido
0,0% 0,0% 10,7% 0,5% 14,8% 4,7% 3,4% 5,7%
4,9% 9,6% 7,0% 7,8% 16,1% 14,6% 60,2%
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Makespan Médio
Comportamento de Usuários Definido
0,3% 0,5% 5,2% 5,5% 3,6% 0,5% 2,9% 3,1%
10,2% 14,3% 11,5% 15,4% 12,8% 14,3% 78,4%
Tempo Médio de Processamento das Cargas
Comportamento de Usuários Definido
4,2% 27,9% 2,6% 3,1% 21,1% 4,4% 13,3% 9,4%
1,6% 3,1% 1,8% 3,4% 1,0% 3,1% 14,1%
Tempo Médio de Processamento das Cargas  Alta Prioridade
Comportamento de Usuários Definido
52,6% 10,2% 1,8% 1,0% 6,8% 1,8% 5,5% 7,0%
2,1% 2,3% 2,6% 2,9% 1,3% 2,1% 13,3%
Tempo Médio de Processamento das Cargas  Prioridade Normal
Comportamento de Usuários Definido
4,7% 28,4% 2,6% 3,4% 18,5% 5,7% 13,0% 8,6%
1,8% 2,6% 2,3% 2,3% 1,8% 4,2% 15,1%
Tempo Médio de Processamento das Cargas  Baixa Prioridade
Comportamento de Usuários Definido
56,3% 12,5% 0,3% 0,5% 9,1% 3,6% 7,3% 4,2%
0,5% 1,0% 2,3% 0,5% 1,6% 0,3% 6,3%
Tempo Médio para Conclusão das Cargas
Comportamento de Usuários Definido
0,0% 5,2% 16,9% 7,6% 7,0% 8,9% 4,7% 6,0%
5,7% 8,9% 5,2% 7,8% 7,0% 9,1% 43,8%
Tempo Médio para Conclusão das Cargas  Alta Prioridade
Comportamento de Usuários Definido
50,5% 1,8% 5,5% 4,7% 5,7% 4,2% 1,8% 3,1%
4,4% 6,8% 1,0% 3,9% 4,7% 1,8% 22,7%
Tempo Médio para Conclusão das Cargas  Prioridade Normal
Comportamento de Usuários Definido
0,0% 5,2% 16,7% 8,1% 6,5% 8,6% 4,9% 6,0%
6,8% 9,4% 4,7% 7,8% 6,8% 8,6% 44,0%
Tempo Médio para Conclusão das Cargas  Baixa Prioridade
Comportamento de Usuários Definido
50,0% 3,6% 8,6% 6,3% 2,6% 3,4% 3,4% 2,9%
2,3% 4,4% 3,1% 2,9% 3,1% 3,4% 19,3%
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Consumo de Energia Total Médio
Máquinas Virtuais Possuindo Somente uma Prioridade
0,0% 0,0% 8,3% 0,3% 13,0% 3,4% 4,4% 4,7%
8,9% 9,9% 7,0% 8,1% 17,2% 14,8% 65,9%
Makespan Médio
Máquinas Virtuais Possuindo Somente uma Prioridade
0,0% 1,0% 1,8% 2,1% 1,8% 1,6% 1,8% 3,1%
14,3% 14,8% 12,2% 17,4% 14,3% 13,5% 86,7%
Tempo Médio de Processamento das Cargas
Máquinas Virtuais Possuindo Somente uma Prioridade
1,3% 28,6% 2,3% 2,3% 21,1% 5,2% 12,8% 11,2%
2,9% 2,9% 1,8% 2,9% 1,3% 3,4% 15,1%
Tempo Médio de Processamento das Cargas  Alta Prioridade
Máquinas Virtuais Possuindo Somente uma Prioridade
100,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0%
0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0%
Tempo Médio de Processamento das Cargas  Prioridade Normal
Máquinas Virtuais Possuindo Somente uma Prioridade
1,3% 28,6% 2,3% 2,3% 21,1% 5,2% 12,8% 11,2%
2,9% 2,9% 1,8% 2,9% 1,3% 3,4% 15,1%
Tempo Médio de Processamento das Cargas  Baixa Prioridade
Máquinas Virtuais Possuindo Somente uma Prioridade
100,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0%
0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0%
Tempo Médio para Conclusão das Cargas
Máquinas Virtuais Possuindo Somente uma Prioridade
0,0% 4,2% 15,6% 4,2% 9,1% 9,1% 3,4% 5,7%
8,1% 9,4% 5,7% 8,6% 8,9% 8,1% 48,7%
Tempo Médio para Conclusão das Cargas  Alta Prioridade
Máquinas Virtuais Possuindo Somente uma Prioridade
100,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0%
0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0%
Tempo Médio para Conclusão das Cargas  Prioridade Normal
Máquinas Virtuais Possuindo Somente uma Prioridade
0,0% 4,2% 15,6% 4,2% 9,1% 9,1% 3,4% 5,7%
8,1% 9,4% 5,7% 8,6% 8,9% 8,1% 48,7%
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RND RR FA HU HR MPD LA BALA
TEAp TEApf TEAb TEAbf TEAe TEAef TEA
Tempo Médio para Conclusão das Cargas  Baixa Prioridade
Máquinas Virtuais Possuindo Somente uma Prioridade
100,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0%
0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 0,0%
Consumo de Energia Total Médio
Máquinas Virtuais Possuindo Múltiplas Prioridades
0,0% 0,0% 13,8% 0,5% 16,9% 5,5% 3,4% 5,7%
4,9% 6,5% 5,7% 7,3% 13,8% 15,9% 54,2%
Makespan Médio
Máquinas Virtuais Possuindo Múltiplas Prioridades
0,3% 0,8% 9,1% 9,9% 3,6% 0,5% 3,1% 4,2%
11,7% 10,4% 9,6% 13,5% 11,2% 12,0% 68,5%
Tempo Médio de Processamento das Cargas
Máquinas Virtuais Possuindo Múltiplas Prioridades
7,6% 28,6% 3,1% 2,9% 21,9% 2,9% 11,2% 10,2%
1,0% 2,3% 1,3% 3,1% 2,1% 1,8% 11,7%
Tempo Médio de Processamento das Cargas  Alta Prioridade
Máquinas Virtuais Possuindo Múltiplas Prioridades
5,7% 21,1% 2,6% 2,1% 15,4% 2,6% 10,7% 14,3%
4,4% 4,2% 3,9% 4,2% 5,2% 3,6% 25,5%
Tempo Médio de Processamento das Cargas  Prioridade Normal
Máquinas Virtuais Possuindo Múltiplas Prioridades
7,0% 27,1% 2,9% 4,2% 16,1% 6,8% 9,4% 9,1%
3,1% 3,9% 2,3% 1,8% 3,4% 2,9% 17,4%
Tempo Médio de Processamento das Cargas  Baixa Prioridade
Máquinas Virtuais Possuindo Múltiplas Prioridades
10,7% 26,8% 1,0% 2,3% 18,2% 7,8% 12,2% 9,4%
0,5% 2,6% 2,9% 2,1% 2,3% 1,0% 11,5%
Tempo Médio para Conclusão das Cargas
Máquinas Virtuais Possuindo Múltiplas Prioridades
0,0% 4,4% 18,8% 12,5% 4,9% 7,8% 5,2% 7,3%
4,4% 6,8% 6,8% 8,1% 6,0% 7,0% 39,1%
Tempo Médio para Conclusão das Cargas  Alta Prioridade
Máquinas Virtuais Possuindo Múltiplas Prioridades
1,3% 2,9% 11,2% 10,2% 9,9% 8,9% 3,6% 6,0%
7,3% 12,2% 4,7% 7,6% 9,6% 4,7% 46,1%
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RND RR FA HU HR MPD LA BALA
TEAp TEApf TEAb TEAbf TEAe TEAef TEA
Tempo Médio para Conclusão das Cargas  Prioridade Normal
Máquinas Virtuais Possuindo Múltiplas Prioridades
0,0% 5,5% 16,7% 13,5% 3,4% 7,3% 6,5% 7,3%
6,3% 7,8% 6,8% 7,6% 5,5% 6,0% 39,8%
Tempo Médio para Conclusão das Cargas  Baixa Prioridade
Máquinas Virtuais Possuindo Múltiplas Prioridades
0,3% 6,3% 18,2% 13,0% 4,9% 5,5% 5,5% 6,8%
6,5% 7,6% 6,5% 6,5% 6,5% 6,0% 39,6%
Estudando exclusivamente o consumo de energia total médio da nuvem, analisamos os
valores relativos ao percentual do número de vezes em que cada algoritmo foi considerado
o melhor para os cenários avaliados:
• BALA foi o melhor em 5,2% dos cenários avaliados;
• FA foi o melhor em 11,1% dos cenários avaliados;
• HR foi o melhor em 15,0% dos cenários avaliados;
• HU foi o melhor em 0,4% dos cenários avaliados;
• LA foi o melhor em 3,9% dos cenários avaliados;
• MPD foi o melhor em 4,4% dos cenários avaliados;
• TEAb foi o melhor em 6,4% dos cenários avaliados;
• TEAbf foi o melhor em 7,7% dos cenários avaliados;
• TEAe foi o melhor em 15,5% dos cenários avaliados;
• TEAef foi o melhor em 15,4% dos cenários avaliados;
• TEAp foi o melhor em 6,9% dos cenários avaliados;
• TEApf foi o melhor em 8,2% dos cenários avaliados;
• Portanto, o TEA foi o melhor em 60,0% dos cenários avaliados para este critério.
Considerando exclusivamente o makespan médio da nuvem, analisamos os valores re-
lativos do percentual do número de vezes em que cada algoritmo foi considerado o melhor
para os cenários avaliados:
• BALA foi o melhor em 3,6% dos cenários avaliados;
• FA foi o melhor em 5,5% dos cenários avaliados;
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• HR foi o melhor em 2,7% dos cenários avaliados;
• HU foi o melhor em 6,0% dos cenários avaliados;
• LA foi o melhor em 2,5% dos cenários avaliados;
• MPD foi o melhor em 1,0% dos cenários avaliados;
• RND foi o melhor em 0,1% dos cenários avaliados;
• RR foi o melhor em 0,9% dos cenários avaliados;
• TEAb foi o melhor em 10,9% dos cenários avaliados;
• TEAbf foi o melhor em 15,5% dos cenários avaliados;
• TEAe foi o melhor em 12,8% dos cenários avaliados;
• TEAef foi o melhor em 12,8% dos cenários avaliados;
• TEAp foi o melhor em 13,0% dos cenários avaliados;
• TEApf foi o melhor em 12,6% dos cenários avaliados;
• Portanto, o TEA foi o melhor em 77,6% dos cenários avaliados para este critério.
Em uma reflexão exclusiva sobre o tempo médio de processamento das cargas de
trabalho na nuvem, observamos os valores relativos do percentual do número de vezes em
que cada algoritmo foi considerado o melhor para os cenários avaliados:
• BALA foi o melhor em 10,7% dos cenários avaliados;
• FA foi o melhor em 2,7% dos cenários avaliados;
• HR foi o melhor em 21,5% dos cenários avaliados;
• HU foi o melhor em 2,6% dos cenários avaliados;
• LA foi o melhor em 12,0% dos cenários avaliados;
• MPD foi o melhor em 4,0% dos cenários avaliados;
• RND foi o melhor em 4,4% dos cenários avaliados;
• RR foi o melhor em 28,6% dos cenários avaliados;
• TEAb foi o melhor em 1,6% dos cenários avaliados;
• TEAbf foi o melhor em 3,0% dos cenários avaliados;
• TEAe foi o melhor em 1,7% dos cenários avaliados;
• TEAef foi o melhor em 2,6% dos cenários avaliados;
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• TEAp foi o melhor em 2,0% dos cenários avaliados;
• TEApf foi o melhor em 2,6% dos cenários avaliados;
• Portanto, o TEA foi o melhor em 13,4% dos cenários avaliados para este critério.
Em uma reflexão exclusiva sobre o tempo médio de processamento das cargas de traba-
lho de alta prioridade na nuvem, observamos os valores relativos do percentual do número
de vezes em que cada algoritmo foi considerado o melhor para os cenários avaliados:
• BALA foi o melhor em 7,2% dos cenários avaliados;
• FA foi o melhor em 1,3% dos cenários avaliados;
• HR foi o melhor em 7,7% dos cenários avaliados;
• HU foi o melhor em 1,0% dos cenários avaliados;
• LA foi o melhor em 5,3% dos cenários avaliados;
• MPD foi o melhor em 1,3% dos cenários avaliados;
• RND foi o melhor em 52,9% dos cenários avaliados;
• RR foi o melhor em 10,5% dos cenários avaliados;
• TEAb foi o melhor em 2,0% dos cenários avaliados;
• TEAbf foi o melhor em 2,1% dos cenários avaliados;
• TEAe foi o melhor em 2,6% dos cenários avaliados;
• TEAef foi o melhor em 1,8% dos cenários avaliados;
• TEAp foi o melhor em 2,2% dos cenários avaliados;
• TEApf foi o melhor em 2,1% dos cenários avaliados;
• Portanto, o TEA foi o melhor em 12,8% dos cenários avaliados para este critério.
Em uma reflexão exclusiva sobre o tempo médio de processamento das cargas de
trabalho de prioridade normal na nuvem, observamos os valores relativos do percentual
do número de vezes em que cada algoritmo foi considerado o melhor para os cenários
avaliados:
• BALA foi o melhor em 10,2% dos cenários avaliados;
• FA foi o melhor em 2,6% dos cenários avaliados;
• HR foi o melhor em 18,6% dos cenários avaliados;
• HU foi o melhor em 3,3% dos cenários avaliados;
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• LA foi o melhor em 11,1% dos cenários avaliados;
• MPD foi o melhor em 6,0% dos cenários avaliados;
• RND foi o melhor em 4,2% dos cenários avaliados;
• RR foi o melhor em 27,9% dos cenários avaliados;
• TEAb foi o melhor em 2,1% dos cenários avaliados;
• TEAbf foi o melhor em 2,3% dos cenários avaliados;
• TEAe foi o melhor em 2,3% dos cenários avaliados;
• TEAef foi o melhor em 3,1% dos cenários avaliados;
• TEAp foi o melhor em 3,0% dos cenários avaliados;
• TEApf foi o melhor em 3,4% dos cenários avaliados;
• Portanto, o TEA foi o melhor em 16,3% dos cenários avaliados para este critério.
Em uma reflexão exclusiva sobre o tempo médio de processamento das cargas de
trabalho de baixa prioridade na nuvem, observamos os valores relativos do percentual
do número de vezes em que cada algoritmo foi considerado o melhor para os cenários
avaliados:
• BALA foi o melhor em 4,7% dos cenários avaliados;
• FA foi o melhor em 0,5% dos cenários avaliados;
• HR foi o melhor em 9,1% dos cenários avaliados;
• HU foi o melhor em 1,2% dos cenários avaliados;
• LA foi o melhor em 6,1% dos cenários avaliados;
• MPD foi o melhor em 3,9% dos cenários avaliados;
• RND foi o melhor em 55,3% dos cenários avaliados;
• RR foi o melhor em 13,4% dos cenários avaliados;
• TEAb foi o melhor em 1,4% dos cenários avaliados;
• TEAbf foi o melhor em 1,0% dos cenários avaliados;
• TEAe foi o melhor em 1,2% dos cenários avaliados;
• TEAef foi o melhor em 0,5% dos cenários avaliados;
• TEAp foi o melhor em 0,3% dos cenários avaliados;
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• TEApf foi o melhor em 1,3% dos cenários avaliados;
• Portanto, o TEA foi o melhor em 5,7% dos cenários avaliados para este critério.
Considerando exclusivamente o tempo médio para conclusão das cargas de trabalho
na nuvem, observamos os valores relativos do percentual do número de vezes em que cada
algoritmo foi considerado o melhor para os cenários avaliados:
• BALA foi o melhor em 6,5% dos cenários avaliados;
• FA foi o melhor em 17,2% dos cenários avaliados;
• HR foi o melhor em 7,0% dos cenários avaliados;
• HU foi o melhor em 8,3% dos cenários avaliados;
• LA foi o melhor em 4,3% dos cenários avaliados;
• MPD foi o melhor em 8,5% dos cenários avaliados;
• RR foi o melhor em 4,3% dos cenários avaliados;
• TEAb foi o melhor em 6,3% dos cenários avaliados;
• TEAbf foi o melhor em 8,3% dos cenários avaliados;
• TEAe foi o melhor em 7,4% dos cenários avaliados;
• TEAef foi o melhor em 7,6% dos cenários avaliados;
• TEAp foi o melhor em 6,3% dos cenários avaliados;
• TEApf foi o melhor em 8,1% dos cenários avaliados;
• Portanto, o TEA foi o melhor em 43,9% dos cenários avaliados para este critério.
Considerando exclusivamente o tempo médio para conclusão das cargas de trabalho
de alta prioridade na nuvem, observamos os valores relativos do percentual do número de
vezes em que cada algoritmo foi considerado o melhor para os cenários avaliados:
• BALA foi o melhor em 3,0% dos cenários avaliados;
• FA foi o melhor em 5,6% dos cenários avaliados;
• HR foi o melhor em 4,9% dos cenários avaliados;
• HU foi o melhor em 5,1% dos cenários avaliados;
• LA foi o melhor em 1,8% dos cenários avaliados;
• MPD foi o melhor em 4,4% dos cenários avaliados;
• RND foi o melhor em 50,7% dos cenários avaliados;
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• RR foi o melhor em 1,4% dos cenários avaliados;
• TEAb foi o melhor em 2,3% dos cenários avaliados;
• TEAbf foi o melhor em 3,8% dos cenários avaliados;
• TEAe foi o melhor em 4,8% dos cenários avaliados;
• TEAef foi o melhor em 2,3% dos cenários avaliados;
• TEAp foi o melhor em 3,6% dos cenários avaliados;
• TEApf foi o melhor em 6,1% dos cenários avaliados;
• Portanto, o TEA foi o melhor em 23,0% dos cenários avaliados para este critério.
Considerando exclusivamente o tempo médio para conclusão das cargas de trabalho
de prioridade normal na nuvem, observamos os valores relativos do percentual do número
de vezes em que cada algoritmo foi considerado o melhor para os cenários avaliados:
• BALA foi o melhor em 6,5% dos cenários avaliados;
• FA foi o melhor em 16,1% dos cenários avaliados;
• HR foi o melhor em 6,3% dos cenários avaliados;
• HU foi o melhor em 8,9% dos cenários avaliados;
• LA foi o melhor em 4,9% dos cenários avaliados;
• MPD foi o melhor em 8,2% dos cenários avaliados;
• RR foi o melhor em 4,8% dos cenários avaliados;
• TEAb foi o melhor em 6,3% dos cenários avaliados;
• TEAbf foi o melhor em 8,1% dos cenários avaliados;
• TEAe foi o melhor em 7,2% dos cenários avaliados;
• TEAef foi o melhor em 7,0% dos cenários avaliados;
• TEAp foi o melhor em 7,2% dos cenários avaliados;
• TEApf foi o melhor em 8,6% dos cenários avaliados;
• Portanto, o TEA foi o melhor em 44,3% dos cenários avaliados para este critério.
Considerando exclusivamente o tempo médio para conclusão das cargas de trabalho
de baixa prioridade na nuvem, observamos os valores relativos do percentual do número
de vezes em que cada algoritmo foi considerado o melhor para os cenários avaliados:
• BALA foi o melhor em 3,4% dos cenários avaliados;
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• FA foi o melhor em 9,1% dos cenários avaliados;
• HR foi o melhor em 2,5% dos cenários avaliados;
• HU foi o melhor em 6,5% dos cenários avaliados;
• LA foi o melhor em 2,7% dos cenários avaliados;
• MPD foi o melhor em 2,7% dos cenários avaliados;
• RND foi o melhor em 50,1% dos cenários avaliados;
• RR foi o melhor em 3,1% dos cenários avaliados;
• TEAb foi o melhor em 3,3% dos cenários avaliados;
• TEAbf foi o melhor em 3,3% dos cenários avaliados;
• TEAe foi o melhor em 3,3% dos cenários avaliados;
• TEAef foi o melhor em 3,0% dos cenários avaliados;
• TEAp foi o melhor em 3,3% dos cenários avaliados;
• TEApf foi o melhor em 3,8% dos cenários avaliados;
• Portanto, o TEA foi o melhor em 19,8% dos cenários avaliados para este critério.
Considerando o TEA e comparando suas diferentes implementações entre si e com os
melhores algoritmos nos critérios estudados, observamos que:
• Considerando exclusivamente a média do consumo de energia, a melhor versão do
TEA foi a TEAe (em 15,5% dos casos);
• Considerando exclusivamente o makespan médio, a melhor versão do TEA foi a TEAbf
(em 15,5% dos casos);
• Considerando exclusivamente a média do tempo de processamento de cargas de
trabalho, a melhor versão do TEA foi a TEAbf (em 3,0% dos casos);
• Considerando exclusivamente a média do tempo de processamento de cargas de
trabalho com alta prioridade, a melhor versão do TEA foi a TEAe (em 2,6% dos
casos);
• Considerando exclusivamente a média do tempo de processamento de cargas de
trabalho com prioridade normal, a melhor versão do TEA foi a TEApf (em 3,4% dos
casos);
• Considerando exclusivamente a média do tempo de processamento de cargas de
trabalho com baixa prioridade, a melhor versão do TEA foi a TEAb (em 1,4% dos
casos);
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• Considerando exclusivamente a média do tempo para conclusão de cargas de traba-
lho, a melhor versão do TEA foi a TEAbf (em 8,3% dos casos);
• Considerando exclusivamente a média do tempo para conclusão de cargas de traba-
lho com alta prioridade, a melhor versão do TEA foi a TEApf (em 6,1% dos casos);
• Considerando exclusivamente a média do tempo para conclusão de cargas de tra-
balho com prioridade normal, a melhor versão do TEA foi a TEApf (em 8,6% dos
casos);
• Considerando exclusivamente a média do tempo para conclusão de cargas de traba-
lho com baixa prioridade, a melhor versão do TEA foi a TEApf (em 3,8% dos casos).
• Analisando a média do consumo de energia, considerando os intervalos de confiança
em 95% de todos os algoritmos, a versão do TEA que apresentou os melhores resulta-
dos foi TEAe (com o TEA sendo melhor em 63,0% dos casos entre todos os algoritmos
avaliados);
• Analisando o makespan médio, considerando os intervalos de confiança em 95% de
todos os algoritmos, a versão do TEA que apresentou os melhores resultados foi TEAb
(com o TEA sendo melhor em 80,6% dos casos entre todos os algoritmos avaliados);
• Analisando a média do tempo de processamento de cargas de trabalho, considerando
os intervalos de confiança em 95% de todos os algoritmos, a versão do TEA que
apresentou os melhores resultados foi TEAbf (com o TEA sendo melhor em 28,4% dos
casos entre todos os algoritmos avaliados);
• Analisando a média do tempo de processamento de cargas de trabalho de alta pri-
oridade, considerando os intervalos de confiança em 95% de todos os algoritmos,
a versão do TEA que apresentou os melhores resultados foi TEAp (com o TEA sendo
melhor em 23,7% dos casos entre todos os algoritmos avaliados);
• Analisando a média do tempo de processamento de cargas de trabalho de prioridade
normal, considerando os intervalos de confiança em 95% de todos os algoritmos, a
versão do TEA que apresentou os melhores resultados foi TEAbf (com o TEA sendo
melhor em 35,2% dos casos entre todos os algoritmos avaliados);
• Analisando a média do tempo de processamento de cargas de trabalho de baixa
prioridade, considerando os intervalos de confiança em 95% de todos os algoritmos,
a versão do TEA que apresentou os melhores resultados foi TEAp (com o TEA sendo
melhor em 16,1% dos casos entre todos os algoritmos avaliados);
• Analisando a média do tempo para conclusão de cargas de trabalho, considerando
os intervalos de confiança em 95% de todos os algoritmos, a versão do TEA que
apresentou os melhores resultados foi TEAp (com o TEA sendo melhor em 45,4% dos
casos entre todos os algoritmos avaliados);
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• Analisando a média do tempo para conclusão de cargas de trabalho de alta prio-
ridade, considerando os intervalos de confiança em 95% de todos os algoritmos, a
versão do TEA que apresentou os melhores resultados foi TEAp (com o TEA sendo
melhor em 25,4% dos casos entre todos os algoritmos avaliados);
• Analisando a média do tempo para conclusão de cargas de trabalho de prioridade
normal, considerando os intervalos de confiança em 95% de todos os algoritmos, a
versão do TEA que apresentou os melhores resultados foi TEAp (com o TEA sendo
melhor em 46,0% dos casos entre todos os algoritmos avaliados);
• Analisando a média do tempo para conclusão de cargas de trabalho de baixa pri-
oridade, considerando os intervalos de confiança em 95% de todos os algoritmos,
a versão do TEA que apresentou os melhores resultados foi TEAp (com o TEA sendo
melhor em 21,0% dos casos entre todos os algoritmos avaliados).
6.5 Comentários Finais
Neste capítulo expandimos nosso foco para prover eficiência em energia considerando não
somente os elementos de borda, mas também trazendo ao algoritmo a ciência da topologia
em si.
Empregando os conhecimentos obtidos com os estudos anteriores, propomos um novo
e escalável algoritmo de escalonamento de máquinas virtuais, o TEA. Este algoritmo foi
projetado para atuar em duas frentes: (a) nas atualizações do broker, realizando um pré-
processamento da ordem na qual as máquinas virtuais serão tratadas, de modo estratégico
para prover eficiência em energia sem prejudicar as prioridades; e (b) na escolha do servi-
dor para hospedar as máquinas virtuais, objetivando prover eficiência em energia através
de cinco critérios: (i) menor diferença em potência consumida antes e após a alocação da
máquina virtual; servidor com maior eficiência em energia com relação (ii) ao MIPS, (iii)
à quantidade de RAM, (iv) à largura de banda; e (v) rota mais eficiente em energia entre
o sistema final no qual a máquina virtual se encontra e o servidor de destino.
Este algoritmo também atua com duas possibilidades de personalização: (i) limitação
do número de servidores ligados  os mais eficientes em energia  para cargas não
prioritárias e (ii) uso de um estimador de tempo restante de máquinas virtuais para tentar
otimizar o processo de escalonamento. Com base nestas personalizações, oferecemos e
testamos seis sabores do algoritmo: quanto à limitação do número de servidores para uso
geral ligados oferecemos (i) uma versão econômica TEAe, com o limite de 50%; (ii) uma
versão balanceada TEAb, com limite de 75%; e (iii) uma versão focada em desempenho
TEAp, que admite ligar todos os servidores. Além destes, oferecemos mais três sabores,
que tentam estimar o tempo restante das máquinas virtuais com um algoritmo estatístico
de modo a tentar otimizar o processo de escalonamento, a saber, respectivamente, TEAef,
TEAbf e TEApf.
Nossos testes mostraram que todos os sabores do TEA se comportaram de forma sa-
tisfatória em todos os cenários, com ganhos notáveis em data centers geodistribuídos,
heterogêneos e com topologias constituídas por uma numerosa quantidade de comutado-
243
res de pacotes ou cujas rotas possam passar por um grande número de comutadores de
pacotes. Vale aqui ressaltar que o principal objetivo da atuação do TEA é na minimiza-
ção do consumo de energia. No entanto, do ponto de vista de custos operacionais, em
especial no caso de geodistribuição, taxas inerentes à manutenção de data centers  e.g.
interligação  também podem ser passíveis de análise pelo administrador da nuvem.
A melhor versão do TEA para economia de energia foi a TEAe e para o makespan foi
a TEAb. Quanto aos tempos de processamento de cargas independente de prioridade a
melhor versão foi a TEAbf, enquanto com prioridades alta, média e baixa foram, respec-
tivamente, TEAp, TEAbf e TEAp. Sobre o tempo para conclusão das cargas, para todos os
casos a melhor versão foi a TEAp.
Considerando o intervalo de confiança, o TEA se mostrou melhor do que todos os
algoritmos em 63% dos casos de eficiência em energia.
Os resultados obtidos por simulação mostraram que, tanto nos casos da análise ex-
clusiva de média, quanto considerando os intervalos de confiança, o recurso de estimativa
do tempo para finalização de máquinas virtuais utilizado f gerou os melhores, porém li-
mitados, resultados nos tempos de processamento de cargas, independente de prioridade,
sugerindo que este recurso pode trazer melhoras neste sentido. Apesar disso, não podemos
tecer a mesma afirmação acerca do makespan e do tempo para conclusão de cargas de
trabalho.
Portanto, podemos dizer que o TEA trouxe ganhos consideráveis para o processo de
escalonamento ciente de energia, corroborando a importância de se olhar para o núcleo da
rede no processo de escalonamento de máquinas virtuais em nuvens computacionais.
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Capítulo 7
Conclusão
Neste trabalho observamos as consequências  na forma de heterogeneidade  da rápida
evolução dos hardwares usados na computação em nuvem, apresentando nossas contri-
buições para maximizar a eficiência em energia e a redução da poluição gerada por data
centers através do estudo e propostas de sistemas de escalonamento ciente de energia de
máquinas virtuais que operam em nuvem.
Entregamos, como primeiras contribuições, o resultado de um extenso estudo acerca
dos impactos das redes de alta velocidade em data centers que operam em nuvem, que
continuam emergindo conforme a consistente evolução da tecnologia Ethernet. Vimos que
as redes de alta velocidade podem impactar de forma significativa o processo de escalona-
mento de máquinas virtuais, em especial no que diz respeito sobre a submissão de máqui-
nas virtuais  possibilitando instanciações mais rápidas destas em cenários de armazena-
mento distribuídos de imagens  e a migração de máquinas virtuais  tornando-as mais
rápidas. Vimos que os impactos dependem do algoritmo de escalonamento empregado e
que algoritmos que utilizam menos a rede  e.g., os que realizam menos migrações  são
menos beneficiados. Notamos que as redes de alta velocidade podem trazer um custo
energético associado, mas que os ganhos obtidos com os impactos destas podem compen-
sar. Norteamos sobre como calcular se compensa ou não a substituição das redes de alta
velocidade nessas situações. Apresentamos um modelo empírico para estimar o consumo
de energia de data centers com tais redes, mostrando o comportamento dos data centers
sob redes de alta velocidade. Vimos que o comportamento do consumo de energia, do
makespan e do tempo de execução de cargas é de decaimento exponencial em função da
velocidade da rede  quando admitimos a potência constante da rede  e que existe um
limite superior após o qual o aumento da velocidade da rede não trás benefícios substanci-
ais  para os cenários estudados benefícios muito pequenos foram observados para redes
com velocidades acima de 100 Gbps. Observamos que o número de migrações em redes de
alta velocidade tendem a aumentar até um limite de velocidade e, após este, tal número
pode sofrer grande queda, mas isso é dependente do algoritmo de escalonamento utilizado
e uma possível hipótese para explicar isso é que redes de alta velocidade possibilitam
disponibilização mais rápida de servidores e, com tal disponibilização, os algoritmos de
escalonamento são capazes de realizar alocações otimizadas.
Notando os impactos da evolução dos equipamentos de hardware em geral, inclusive
redes, observamos o potencial surgimento de data centers cada vez mais heterogêneos, in-
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clusive em largura de banda. De posse dos aprendizados obtidos com os estudos anteriores
e a experiência prévia em algoritmos de escalonamento cientes de energia, propomos um
novo algoritmo, ciente de energia, que considerava diversos aspectos dos sistemas finais, e
como contribuição passou a ponderar também a largura de banda. Tal algoritmo, o BALA,
atua através de sucessivos critérios de desempate de características entre os servidores
de uma nuvem para definir qual é o melhor para uma dada máquina virtual ingressante,
a saber: (i) a maior eficiência em energia, (ii) menor diferença do consumo de potência
estimada antes e após a alocação da máquina virtual em questão, (iii) servidor com maior
utilização, (iv) servidor com maior capacidade de processamento e (v) servidor com maior
largura de banda. Originalmente este algoritmo foi projetado para trabalhar juntamente
a algoritmos de provisionamento de largura de banda para máquinas virtuais, executados
por servidores, mas também apresentamos posteriormente este algoritmo atuando sem tal
simbiose. Apresentamos um exemplo de algoritmo de reserva de largura de banda para
lidar com o tais reservas, o +E, que tem por objetivo fazer reservas de largura de banda
não utilizada igualitariamente entre todas as máquinas virtuais alocadas em um dado
servidor, para acelerar o processo de migração de máquinas virtuais. Mostramos também
como a reserva adicional de banda pode ser melhorada com duas ideias de algoritmos:
(i) um algoritmo de reserva de banda diferenciado, complexo, customizável para atender
às solicitações do administrador da nuvem, ou (ii) um sub-tipo do algoritmo (i), adapta-
tivo, capaz de resolver uma limitação vista no +E que é, em alguns casos, não conseguir
fazer reserva de toda a largura de banda adicional para a migração de máquinas virtu-
ais. Quanto ao consumo de energia e ao makespan, mostramos que o BALA é uma opção
aceitável para data centers homogêneos, mas dentre os algoritmos estudados se mostrou
a melhor opção para data centers heterogêneos. Vimos que, com relação ao consumo de
energia, nos casos em que o BALA se mostrou pior do que os demais  notavelmente em
data centers homogêneos  esta piora foi em média de 10%; mas nos cenários em que ele
foi melhor, o desempenho foi superior a 43%. No caso do makespan, esta piora e melhora
giraram em, respectivamente, 1% e 7%.
Em outra contribuição, aumentamos a abrangência de nosso foco para considerar não
somente os servidores, mas também o núcleo da rede, em diversas topologias e os impactos
das redes de alta velocidade. Neste sentido, propomos o nosso último algoritmo de esca-
lonamento, o TEA, baseado em dois pilares: (a) em toda a atualização do broker, realizar
um pré-processamento estratégico da ordem das máquinas virtuais por este atendidas;
e (b) o algoritmo para encontrar servidores para máquinas virtuais, ciente de energia e
de topologia de rede. O pré-processamento da ordem das máquinas virtuais visou dar
preferência máquinas virtuais (i) que necessitam de maior prioridade, (ii) que apresentam
maior eficiência em energia  considerando MIPS, RAM e largura de banda  (iii) a
máquina virtual que apresenta maior tempo restante estimado para ser finalizada, (iv)
solicitação de recursos pela máquina virtual  RAM e MIPS  (v) tamanho do arquivo
de imagem da máquina virtual, (vi) MIPS efetivo da máquina virtual, (vii) quantidade
de carga já processada pela máquina virtual. Quanto ao algoritmo de determinação de
servidor para receber uma máquina virtual, os princípios foram: (i) menor diferença de
consumo de potência estimada antes e após alocar a máquina virtual, (ii) eficiência em
energia considerando a capacidade de processamento do servidor, (iii) eficiência em energia
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considerando a quantidade de RAM do servidor, (iv), eficiência em energia considerando
a largura de banda do servidor, (v) eficiência em energia considerando a rota entre o
sistema final onde máquina virtual se encontra e o servidor de destino. O TEA se mostrou
capaz de atuar em um grande número de cenários, como em nuvens constituídas por data
centers homogêneos ou heterogêneos, geodistribuídos ou não, com topologias arbitrárias,
com taxas de transmissão arbitrárias de quaisquer elementos de núcleo e de borda, com
alguns SLAs, com ou sem o recurso de migração de máquinas virtuais e escalável. Os
resultados obtidos por simulação, para uma enorme gama de cenários, mostrou a efici-
ência do algoritmo desenvolvido, sendo capaz de, quando comparado a diversos outros
algoritmos eficientes em energia, ser a melhor opção em (i) mais da metade dos cenários
quanto ao consumo de energia, (ii) redução do makespan em 3/4 dos casos, (iii) redução
do tempo de processamento de cargas de trabalho em um décimo dos casos e (iv) redução
do tempo médio para conclusão das cargas de trabalho em um décimo dos casos; não
sendo inaceitavelmente mais lento que os demais em caso algum. Comparado aos demais
algoritmos, observamos ganhos notáveis em data centers geodistribuídos, heterogêneos e
com topologias constituídas por um número grande de comutadores de pacotes ou cujas
rotas possam passar por um elevado número de comutadores de pacotes.
Além dos trabalhos apresentados, deixamos como legado também o SinergyCloud, um
framework open-source de simulação para nuvens, projetado com alta granularidade, e
considerando em especial a rede. O SinergyCloud foi desenvolvido para ser facilmente
usado em um grande número de cenários de nuvens, provendo suporte a um grande
número de características e recursos de nuvens, como geodistribuição de data centers,
topologias arbitrárias e migrações de máquinas virtuais, possibilitando aos pesquisadores
testar detalhadamente suas soluções com ênfase em consumo de energia IaaS, em especial
com relação ao processo de escalonamento. O toolkit de simulação proposto é facilmente
extensível, com um projeto modular que garante a fácil adição de novos módulos, além de
permitir usuários de configurar rapidamente suas simulações com uma arquitetura de fácil
uso. Como visto neste trabalho, o SinergyCloud também provê um grande espectro de
elementos de modelagem e percepção do processo de simulação, enquanto apresentando
boas métricas de desempenho, mesmo em simulações de larga escala.
Como propostas de trabalhos futuros, pretendemos trabalhar com outros modelos de
distribuição de cargas além do bag-of-tasks, como por exemplo, workflows e com traces
de organizações; trabalhar com o intuito de maximizar a eficiência de estruturas que
consomem energia externas ao núcleo dos data centers, em especial às relacionadas com
resfriamento, otimizando o PUE ; considerar geodistribuição com data centers com diferen-
tes fontes de energia (ex: renováveis e não renováveis), fusos horários e zonas climáticas;
objetivar a disposição próxima de máquinas virtuais com elevada inter-comunicação; e
realizar otimizações no contexto de Storage Area Networks.
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Apêndice A
SinergyCloud
Para poder avaliar o TEA, inicialmente cogitamos, por razões históricas, usar o simulador
CloudSim. No entanto, nos deparamos com uma série de limitações deste simulador,
incluindo, mas não se limitando a: questões de escalabilidade para cenários complexos 
o simulador apresenta muitos recursos que demandam processamento fora do nosso escopo
de análise; impossibilidade de realizar estudos de consumo de energia dos elementos de
núcleo da rede; impossibilidade de usar modelos de potência em todos os elementos de
núcleo e de borda; dificuldades em mensurar abortamentos de migrações de máquinas
virtuais em virtude da finalização destas; uso padrão de topologias com armazenamento de
máquinas virtuais em servidores e não em storages. Em virtude disso, fizemos uma extensa
pesquisa sobre simuladores (conforme Seção 3), mas não encontramos nenhum simulador
que fosse capaz de possibilitar satisfatoriamente as análises desejáveis para mensurar o
desempenho do TEA. Também consideramos modificar o CloudSim para suportar todos
os recursos desejados, mas após minuciosa análise técnica consideramos ser tecnicamente
mais viável a criação de um novo simulador que possibilitasse tais análises, não só para
este trabalho, mas para uso geral da comunidade científica.
Diante do exposto, optamos por desenvolver o SinergyCloud [25], que é um toolkit de
simulação que foca na avaliação do comportamento de data centers nos processos de esca-
lonamento de máquinas virtuais e de cargas de trabalho. Esta ferramenta, desenvolvida
em Java, orientada a eventos e em nível de pacotes tem como objetivo analisar consumo
de energia, makespan, tempo de finalização e de processamento de cargas de trabalho,
entre outras características desejáveis para este trabalho.
A.1 Introdução
Entre as muitas abordagens voltadas para a economia de energia em data centers está
o escalonamento ciente de energia de máquinas virtuais e de cargas de trabalho [80].
Alguns fatores dos data centers, tais como tamanho; incapacidade de desligar máquinas
em funcionamento; a necessidade de grandes modificações na estrutura do data center
para testes e pesquisas; entre outros; tornam irrealizável a implantação direta de sistemas
de escalonamentos inovadores. Para ligar com estas limitações, relacionadas com a rigidez
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da infraestrutura, para avaliação do desempenho das aplicações sob condições variáveis,
o uso de simuladores é comumente empregado como ferramenta crucial para pesquisa.
Aqui apresentamos o SinergyCloud, um framework para modelar e simular o ambiente
da computação em nuvem, com foco principal no escalonamento, consumo de energia,
makespan e tempo de execução de cargas, com o objetivo de diminuir a complexidade
nos testes de sistemas de computação em nuvem. O objetivo do SinergyCloud é permitir
desenvolvedores e pesquisadores analisarem o comportamento de nuvens computacionais,
com granularidade dinâmica, de modo fácil e com uma menor curva de aprendizado que
outros simuladores, sem se preocuparem com detalhes relacionados com a infraestrutura
das nuvens, abrindo a possibilidade de avaliar hipóteses em um ambiente controlado.
É possível editar com pouco esforço eventos, por exemplo, como uma conexão é estabe-
lecida; como uma migração de máquina virtual é iniciada e terminada, qual é o servidor de
origem, servidor de destino e o broker responsável; como uma carga de trabalho começa
a ser submetida pelo broker, processada e retornada pela máquina virtual; o que fazer
quando um pacote de uma dada conexão atinge um determinado switch; etc. Também é
possível operar em vários níveis da arquitetura, como criar modelos de consumo de po-
tência, algoritmos de escalonamento de máquinas virtuais, algoritmos de escalonamento
de cargas de trabalho, algoritmos de armazenamento de imagens de máquinas virtuas,
algoritmos personalizados de STP, etc.
O SinergyCloud, portanto, surge como uma opção ao número relativamente limitado
de simuladores para a computação em nuvem [82], em especial àqueles que são capazes de
lidar com escalonamento e consumo de energia, apresentando uma arquitetura flexível e
facilmente estendível para adaptar às necessidades do pesquisador. Nós observamos que,
para o melhor de nosso conhecimento, não conseguimos encontrar um simulador capaz
de trabalhar no contexto de IaaS com o objetivo de permitir analisar o processo de esca-
lonamento na computação em nuvem, desenvolvido em uma linguagem de programação
amplamente utilizada, focado na análise do consumo de energia da nuvem, sendo esta nu-
vem constituída de data centers individuais ou geodistribuídos, e incluindo nesta análise
o consumo de energia tanto de elementos de borda quanto elementos de núcleo.
A.2 Características
O SinergyCloud é um framework que possibilita a execução de simulações suaves e contí-
nuas, para um amplo espectro de cenários, focado principalmente no consumo de energia e
na computação em nuvem em nível da infraestrutura. Este toolkit de simulação foi desen-
volvido para lidar com o problema de avaliação de desempenho em ambientes distribuídos,
possuindo como características principais:
• Desenvolvido em Java → este framework de simulação é construído sobre a lingua-
gem de programação Java, a primeira colocada no ranking de uso TIOBE [118];
• Dirigido a Eventos→ Simulações de Eventos Discretos (DES) são um tipo de simu-
lação onde eventos são mantidos em uma fila ordenada pelo tempo e processados em
um dado tempo de simulação [134]. O SinergyCloud apresenta todos os recursos de
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um simulador orientado a eventos: ele possui variáveis internas que mantêm regis-
tro do tempo de simulação; o estado do sistema (/seus componentes) é armazenado;
existem pontos que indicam a mudança de estado do sistema, e cada evento possui
seu tempo associado. O motor trabalha sobre um conjunto de eventos ordenado
por tempo, de modo que eles são processados enquanto a simulação não estiver
concluída;
• Nível de Pacotes → Diferentemente de simuladores de computação em nuvem que
trabalham somente com grafos direcionados que indicam o fluxo de dados nas redes,
o SinergyCloud implementa tráfego em nível de pacote. Cada pacote em trânsito
é representado por um objeto com estrutura abstraída do formato de quadros da
arquitetura TCP/IP. Nativamente, o SinergyCloud provê suporte para os seguintes
formatos de quadros: Ethernet no nível de enlace; IPv4 e IPv6 no nível de rede; e
TCP e UDP no nível de transporte.
Este framework de simulação provê classes básicas para descrever um ambiente de
nuvem, incluindo data centers, máquinas virtuais, recursos computacionais, políticas de
escalonamento e provisionamento de diversas partes do sistema, etc. Estes componentes
podem ser usados para avaliar novas topologias, algoritmos de escalonamento de máquinas
virtuais e cargas de trabalho, etc., com foco principal no consumo de energia, makespan e
tempo de processamento de cargas de trabalho individuais. Este toolkit possibilita cons-
truir cenários simplesmente por estender ou substituir as classes existentes e codificando
o cenário desejado.
A.3 Arquitetura
As principais funções do SinergyCloud são implementadas em um pacote Core. Nele
existem abstrações configuráveis pelo usuário para executar simulações, tais como data
centers  constituídos de brokers, storages, servidores, switches, roteadores de borda,
SLAs, máquinas virtuais e cargas de trabalho  bem como a implementação de com-
ponentes de núcleo, como geodistribuição de data centers, conexões, pacotes de rede e
eventos.
Apresentamos na Figura A.1 um relacionamento entre estes componentes, que são:
• Carga de Trabalho → representa uma carga a ser processada;
• Máquina Virtual → processa cargas de trabalho;
• SLA → restrição de uma máquina virtual que deve ser atendida pela nuvem;
• Servidor → servidor responsável pelo provisionamento de recursos (ex: processa-
mento, RAM, etc.) para às máquinas virtuais;
• Storage → responsável por armazenar imagens das máquinas virtuais;
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Figura A.1: SinergyCloud : Relacionamento entre Componentes
• Broker → responsável por selecionar servidores para máquinas virtuais, enviar car-
gas de trabalho para máquinas virtuais operacionais, e por receber cargas processa-
das;
• Switch → interconecta nós físicos de rede, que podem ser roteadores de borda,
switches, brokers, storages ou servidores;
• Roteador de Borda → permite a interconexão de data centers.
Um cenário de simulação usualmente é constituído de pelo menos um broker, um
storage, um servidor, de modo que todos estes elementos estão interconectados. Nós
apresentamos na Figura A.2 um esquema destes elementos de núcleo e suas interações.
O SinergyCloud usa uma simulação orientada a eventos. Esta decisão de implementa-
ção traz muitas vantagens de desempenho comparada aos simuladores orientados a passos
de tempo, pois o SinergyCloud pode concentrar um número grande de operações a serem
realizadas e uma única vez, o que não seria possível se a segunda implementação fosse
utilizada.
Para demonstrar esta vantagem da orientação a eventos, veja o seguinte exemplo:
suponha que um servidor, que possui somente uma máquina virtual, recebe uma carga
de trabalho grande (que levaria, por exemplo, 5 horas para concluir). Um simulador
orientado a passos de tempo, com  por exemplo  intervalos de processamento de
1 segundo, precisaria, neste caso, de realizar atualizações dos cálculos de processamento
desta carga de trabalho 5×60×60×1 = 18.000 vezes. No entanto, no caso da orientação
a eventos, como nada ocorre neste intervalo entre o recebimento da carga pela máquina
virtual e a conclusão deste processamento, somente um evento é escalonado, para o tempo
estimado de conclusão do processamento desta carga, portanto, somente 1 processamento
seria necessário (contra 18.000 requeridos pela simulação orientada a passos de tempo).
Nós enfatizamos, porém, que se o usuário desejar uma simulação orientada a passos
de tempo, é possível, gerando eventos com as atualizações desejadas, para os intervalos
que o usuário desejar.
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Figura A.2: SinergyCloud : Arquitetura do Núcleo
Nós apresentamos na Tabela A.1 os eventos suportados pelo SinergyCloud. É pos-
sível ao usuário do SinergyCloud personalizar qualquer um deles, adicionando recursos
necessários para a sua pesquisa.
O motor de simulação permite ao usuário acessar as seguintes informações: indicação
de quando a simulação foi iniciada, número de desligamentos de servidores, número de liga-
ções de servidores, número de desligamentos de switches, número de ligações de switches,
número de migrações iniciadas, número de migrações concluídas, número de migrações
abortadas, e uma lista contendo os tempos de execução de cada migração. O motor de
simulador também executa um STP nos data centers em um número personalizado de
tempo, por padrão, 30 segundos.
As principais funções do motor de simulação são Set Up e Run.
Set Up Configura o SinergyCloud para realizar uma nova simulação. Alguns parâme-
tros que podem ser definidos pelo usuário são: data centers, máquinas virtuais, cargas
de trabalho, armazenador de imagens de máquinas virtuais, gerador de STP, gerador de
relatórios, tamanho de overhead da camada de enlace e tamanho do cabeçalho das cama-
das de rede e de transporte. O SinergyCloud também permite o uso de uma heurística de
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Tabela A.1: SinergyCloud : Eventos Suportados
Elemento Ações Quando
Broker Iniciar; Atualizar
Conexão
Estabelecer; Finalizar;
Abortar; Atualizar
Dispositivo Alterar Estado
Pacote
Chegar ao próximo nó;
Partir de uma porta WAN
Máquina Virtual Iniciar Antes/Após envio
Máquina Virtual Migração Iniciar; Finalizar; Abortar
Máquina Virtual Finalizar Antes/Após recebimento
Carga de Trabalho Iniciar Antes/Após envio pelo Broker
Carga de Trabalho Finalizar Antes/Após recebimento pelo Broker
Carga de Trabalho
Atualizar/Finalizar
Processamento
agrupamento de pacotes, que pode reduzir o tempo de execução de uma simulação tendo
como trade-off uma pequena perda de acurácia nas durações das conexões.
Run A simulação pode ser executada após a configuração. O SinergyCloud basicamente
verifica algumas condições iniciais para tornar a simulação possível e, uma vez atendidas,
inicializa o gerador de relatórios e executa os eventos de simulação enquanto os brokers
ainda tiverem máquinas virtuais ou cargas de trabalho para processar. Após os trabalhos
dos brokers serem terminados, a simulação finaliza a contabilização do consumo de energia
e na sequência um relatório é criado pelo gerador de relatórios especificado pelo usuário.
A medida em que a simulação é executada, um logger imprime o progresso da simulação.
Funções secundárias usadas pelo SinergyCloud são implementadas fora do pacote Core.
Entre estas funções podemos citar geradores de árvore geradora, modelos de consumo
de potência, geradores de relatórios, armazenadores de imagens de máquinas virtuais,
algoritmos de escalonamento de máquinas virtuais e utilitários.
O SinergyCloud acompanha algoritmos padrões de geradores de árvore geradora (com
propagação em largura), armazenadores de imagens de máquinas virtuais (round-robin)
e escalonadores de cargas de trabalho (round-robin). Nativamente, o SinergyCloud provê
suporte aos modelos de consumo de potência Simples  considera somente duas po-
tências: uma para o estado ligado e outra para o estado desligado  DVFS linear e
DVFS stepped. Os geradores de relatório que acompanham o SinergyCloud permitem
gerar relatórios em tela ou em arquivos CSV  com possível geração de plt para gnu-
plot. Com relação aos algoritmos de escalonamento de máquinas virtuais, o SinergyCloud
implementa nativamente o RND, RR, FA, HU, HR, MPD, LA e BALA. Quanto aos utilitários, o
SinergyCloud possui uma calculadora com utilidades para o escalonamento, um gerador
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automatizado de elementos (brokers, storages, servidores, processadores, máquinas virtu-
ais e cargas de trabalho), e um gerador automatizado para as topologias Single-Hop Star,
Flat-Tree, Binary Tree e K-Ary Fat Tree.
O framework SinergyCloud foi construído em uma metodologia de desenvolvimento de
especificações padrão estável usando uma abordagem de testes e construção disciplinada
e rigorosa, baseado na prática Test-Driven Development (TDD). O uso desta metodologia
é capaz de reduzir drasticamente as taxas de defeito do framework, além de manter os
casos de testes unitários criados como um ativo reusável e extensível de modo a continuar
provendo qualidade por toda a sua vida.
Numerosos testes foram escritos para garantir a correção e qualidade do framework
de simulação, seguidos por suas soluções, e estes procedimentos foram realizados em
sucessivas iterações. De fato, milhares de asserções foram codificadas de modo a manter
sua robustez. Cada um destes testes foi cuidadosamente planejado, baseado em modelos
formais, e codificado no renomado framework de testes JUnit [42], e o toolkit foi capaz de
satisfazer todas a asserções programadas.
Os testes foram escritos para todos os aspectos encontrados no framework de simula-
ção. Cada teste consistiu na verificação de saídas esperadas possíveis para a simulação.
Em outras palavras, nós modelamos com detalhes o que era esperado para o framework
de simulação para uma saída real e verdadeira, codificada nos testes, e passo-a-passo cada
ação da simulação. No total, milhares de testes e asserções foram escritos, de modo a
avaliar todos os componentes do framework do simulação, tanto para operações unitárias
quanto integradas, e estão disponíveis para download no site do SinergyCloud.
Agora nós comparamos na Tabela A.2 o SinergyCloud a dois simuladores populares
capazes de estimar o consumo de energia em nuvens computacionais: CloudSim [22] e
GreenCloud [64].
Tabela A.2: Comparação Qualitativa entre CloudSim, GreenCloud e SinergyCloud
CloudSim GreenCloud SinergyCloud
Disponibilidade GPL
Platforma Java NS2 (C++ & Otcl) Java
Tempo de Simulação Rápido Lento Médio
Suporte Gráfico GUI Limitado
Modelo de Comunicação
Orientado
a Eventos
Pilha TCP/IP
Completa
Nível de
Pacotes
Modelos de Potência Servidores Servidores e Rede
Modos de Economia
de Energia
(desligamento e DVFS)
Servidores Servidores e Rede
O CloudSim é um toolkit para modelagem e simulação de ambientes de computação
em nuvem e avaliação de algoritmos de provisionamento de recursos e provisionamento,
desenvolvido pela Universidade de Melbourne, Austrália, construído em cima do simulador
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GridSim [20]. Do outro lado, o GreenCloud é um simulador de nível de pacotes de
data centers cientes de energia, encabeçado pela University of Luxembourg, desenvolvido
como uma extensão do NS2 [107]. O SinergyCloud é um framework de simulação para
analisar o consumo de energia e tempos (makespan e tempo de execução de cargas de
trabalho), considerando a energia despendida pelos elementos de núcleo da rede, focado
na escalabilidade, construído a partir do zero para esta finalidade.
Em resumo, o CloudSim provê bons tempos de simulação enquanto o GreenCloud
oferece mais acurácia. Com relação ao consumo de energia, o CloudSim tem como grande
limitação a incapacidade de prover suporte ao consumo de energia do núcleo da rede, o
que é uma grande limitação. Para o GreenCloud, entre suas principais limitações estão
sua baixa escalabilidade e a linguagem de programação pouco utilizada (OTcl). Para
prover uma solução para esta lacuna, o SinergyCloud provê bons tempos de simulação,
tornando possível analisar o uso do núcleo da rede, é escalável, e usa uma linguagem de
programação largamente utilizada (Java).
O framework SinergyCloud, sua documentação e recursos afins estão disponíveis para
download através do endereço www.lrc.ic.unicamp.br/sinergycloud/.
