Accurate and noninvasive measurement of tissue optical properties can be used for biomedical diagnostics and monitoring of tissue analytes. Noninvasive measurement of tissue optical properties ͑total attenuation and scattering coefficients, optical thickness, etc.͒ can be performed with the optical coherence tomography ͑OCT͒ technique. However, speckle noise substantially deteriorates the accuracy of the measurements with this technique. We studied suppression of speckle noise for accurate measurement of backscattering signal and scattering coefficient with the OCT technique. Our results demonstrate that the precision of measurement of backscattering signals with the OCT technique can be 0.2% for homogeneously scattering media and 0.7% for skin, if spatial averaging of speckle noise is applied. This averaging allows us to achieve the precision of tissue scattering coefficient measurements of approximately Ϯ0.8%. This precision can be further improved by a factor of 2-3, upon optimization of OCT operating parameters.
Introduction
Optical coherence tomography ͑OCT͒ was proposed by Huang et al. 1 as a new technique for highresolution imaging based on detection of light backscattered from tissue. OCT systems utilize Michelson interferometer and low-coherent nearinfrared radiation for tissue probing. The OCT signal is detected only when the length of reference arm of interferometer matches the length of sample arm within the coherence length of the light source. This ensures high in-depth resolution of the OCT technique ͑10 -15 m or even better͒. OCT systems have been proposed and used for high-resolution imaging of different tissues, including eye, 2,3 skin, 4, 5 dental tissue, 6 gastrointestinal tract, 7, 8 and vascular tissue. 9 Along with imaging, OCT can also be used for quantitative analysis of tissue optical properties, 10 as OCT signal depends on the total attenuation and backscattering coefficients. According to the Lambert-Beer law, the flux of light propagating through a scattering and absorbing homogeneous medium ͑in the region of single scattering͒ exponentially decreases, as is shown by F͑ z͒ ϭ F 0 exp͑Ϫ t z͒,
where F 0 is the flux of incident light, t ϭ a ϩ s is a total attenuation coefficient, and a and s are absorption and scattering coefficients, respectively. Thus, the in-depth distribution of OCT signal can be used for measurement of t . In the near-infrared spectral range the scattering coefficient of most tissues is much greater than the absorption coefficient: s Ͼ Ͼ a , and t Х s . Therefore, in this spectral range one can measure s by analyzing the slope of OCT signal in logarithmic scale. If the absorption coefficient is much greater than the scattering coefficient, a Ͼ Ͼ s , one can measure the absorption coefficient with the OCT technique.
Measurement of tissue optical properties can be used for monitoring of tissue analytes. Recently, we proposed to use OCT for monitoring of blood glucose concentration. 11 The correlation between tissue scattering properties and blood glucose concentration was studied by means of various techniques. [12] [13] [14] The scattering properties of the tissue depend on the difference between the refractive indices of cell membrane, n cell , and the extracellular fluid ͑ECF͒ n ECF . Increasing glucose concentration in ECF reduces the mismatch between n ECF and n cell , and therefore, reduces scattering in tissue. Kohl et al. 12 predicted ͑0.05-0.1͒%͞mM decrease of the scattering coefficient of human muscle and adipose tissue with glucose concentration. Maier et al. 13 measured change in the scattering coefficient of 0.6%͞mM for muscle tissue of human thigh with the relative error of ⌬ s ͞ s Х Ϯ0.4%. Bruulsema et al. 14 obtained ͑0.11-0.34͒%͞mM change in the scattering coefficient of human adipose tissue with the relative error of ⌬ s ͞ s Х Ϯ0.3%. Our in vivo animal studies demonstrated that variation of glucose concentration from 4 to 30 mM yielded up to 40% change in the slope of OCT signal in some tissue layers. 11 Thus, the glucose-induced changes of s in vivo may be 1.54%͞mM, whereas the relative error of ⌬ s ͞ s in polystyrene microspheres suspension with low speckle noise was ХϮ1%. The higher value of glucose-induced changes in our experiments may be caused by probing specific tissue layers with high spatial resolution provided by the OCT technique.
Accurate monitoring of glucose concentration ͑with an acceptable error of at least 1 mM͒ with the OCT technique requires measurement of changes in tissue scattering coefficient with the precision better than 1%. The OCT technique has very high signal-tonoise ratio ͑SNR͒ ͑ϳ10 ͒ for specular reflection from the interface between two transparent media. However, in scattering media the coherent nature of radiation and interferometric detection of the scattered light result in formation of speckles. 15, 16 The speckles pose a major obstacle to measurement of tissue optical properties with the OCT technique. Without speckle averaging, it is impossible to measure the OCT signal slope in tissue accurately. 10,16 -19 Schmitt et al. 10 succeeded in reducing speckle noise, according to our estimates, down to the level of 5%-10% that yielded the precision of scattering coefficient measurement for different sites of human skin of approximately 10%-20%. Speckle noise should be reduced to at least the level of tenths of percent of the signal magnitude in order to measure s with the precision of approximately 1%. To the best of our knowledge, the problem of speckle noise reduction to such low level has not been studied for tissues.
The stability of OCT system parameters such as power, amplification, lengths of interferometer arms, etc. is also very important for precise measurement of the OCT signal slope. Another effect that should be taken into account for accurate measurement of the OCT signal is so-called confocal function. 17, 20 It represents the dependence of OCT sensitivity on the distance from the focal plane to the probed site and significantly influences the accuracy of measurements introducing a systematical error, when sharp focusing of the probing beam is used. Recently, the influence of the confocal function on accuracy of measurements of tissue optical properties with OCT has been addressed. 21 Furthermore, for accurate measurement of tissue properties in vivo, motion artifacts should be minimized as well.
The goal of performing this study was to determine the lowest level of speckle noise and the maximum precision of measurements of tissue backscattering signal and scattering coefficient that could be achieved by spatial averaging of OCT signal.
Materials and Methods
In our experiments we used an interferometer-based fiber-optic portable OCT system ͑Fig. 1͒ built at the Institute of Applied Physics of the Russian Academy of Sciences. 22 The system was designed for in vivo studies and is being used for animal and clinical studies at the University of Texas Medical Branch. Superluminescent diode ͑SLD͒ ͑central wavelength of 1300 nm, output power ϳ500 W, incident power on the sample surface ϳ200 W͒ served as a source of low-coherent IR radiation ͑coherence length ϳ15 m͒. The emitted radiation was coupled into a single-mode fiber-optic Michelson interferometer along with an aiming beam of a cw laser diode with the wavelength of 640 nm ͑not shown in the figure͒. The light was split into a sample and reference arms by a 50͞50 beam splitter. Piezoelectric modulation of the fiber length provided the in-depth ͑Z-axial͒ scanning by variation of the difference between lengths of two arms of the interferometer.
Electromechanical bending of the fiber tip in the focal plane of the objective lens in two orthogonal directions ensured lateral ͑X-and Y-axial͒ scanning within the adjustable range of 0 -3 mm. The bending of the fiber tip was performed with built-in galvanometers. The operation of in-depth and lateral scanners was completely automated and controlled by a PC laptop computer ͑Inspiron 3800, Dell Computer Corporation, Round Rock, Texas͒. The frequency of in-depth scanning was 57 Hz that allowed for data acquisition and reconstruction of a single two-dimensional ͑2D͒ image with the size of 300 ϫ 300 pixels for 5 s. The images were displayed in the computer monitor. In addition to the 2D images, the flux of light reflected and backscattered from the sample in each in-depth scan was visualized as a function of depth in the sample and recorded in real time by a digital oscilloscope ͑TDS 3012, Tektronix, Inc., Wilsonville, Oregon͒.
Electronic noise in the OCT signals in all experiments discussed below was substantially suppressed by temporal averaging over several in-depth scans. Figures 2͑a͒ and 2͑b͒ show in logarithmic scale the signal of reflection from glass-water interface without temporal averaging and with averaging for 9 s ͑i.e., over 512 in-depth scans͒, respectively. The significant increase of SNR is demonstrated by the low residue level of electronic noise in the case shown in Fig. 2͑b͒ , which is approximately 0.2% of the reflection signal magnitude.
The OCT signals measured from scattering media are inherently deteriorated by the speckle noise as well. Averaging of the signals obtained from different sites of the sample surface ͑spatial averaging͒ can reduce this type of noise. It is well known that the developed speckles, which take place when the number of scatterers is large enough ͑typical for tissue͒, obey the Gaussian statistics. 15 This obedience implies that the noise level that can be characterized by the standard error of the mean ͑SEM͒ should decrease with the number of independent measurements N used for averaging as the square root of N,
where is standard deviation of signal magnitude from its mean value ͑ 2 is a variance of speckle noise at certain depth͒. The relative value of SEM is determined as
where ͗ A͘ is the mean signal magnitude. One can estimate the number of independent measurements, necessary to achieve the desired value of SEM, if statistical characteristics of scattering signals ͑͗ A͘ and ͒ are known. For instance, if Х ͗ A͘ as for developed speckles, 15 one needs to use as many as 10 6 independent measurements in the averaging procedure to achieve the SEM rel ϳ0.1%. We suggested that the measurements could be treated as independent, when they are obtained from nonoverlapping effective scattering volumes ͑coher-ence length of radiation and beam diameter, d 0 , determine the axial dimension and the lateral size of this volume, respectively͒. We consider two effective scattering volumes as not overlapped when they are shifted from each other in the lateral direction by the value of beam diameter on the sample surface. To determine d 0 , we measured the diameter of the beam d at the 1͞e 2 level in the far field of our 2ϫ objective ͑L Х 20 mm from focus͒ using a small pinhole and measuring the transmitted light power. Then we calculated d 0 using the well-known relation d 0 ϭ 2͑͞ E ͒, where E ϭ d͑͞2L͒ is the beam divergence. In our case d 0 was 12 m.
Scanning the probing beam relative to the sample surface that can be implemented by movement of either the beam or a sample in lateral direction provides the spatial averaging. In our in vivo experiments the samples were still, and the OCT probing beam was scanned over the sample surface to provide spatial averaging. As mentioned before, the probing beam in our OCT system can be moved in two orthogonal lateral directions. When both of those movements are managed by a single built-in generator, their phases are correlated and the resulting trajectory on the sample surface is a segment of a straight line with orientation determined by the choice of scanning parameters for each direction. However, such linear scanning cannot provide the required values of N because of tissue inhomogeneity and limited scanning range of the OCT system. Moreover, the OCT sensitivity changes by 3%-10%͞mm with the angular deviation of the beam from its normal orientation relative to sample surface, which limits the Fig. 2 . Signal of reflection from glass-water interface: ͑a͒ without temporal averaging and ͑b͒ with 9-s temporal averaging ͑512 scans͒. ͑The peak at the depth of approximately 220 m is an artifact associated with reflection from the optical elements of the system and from the cuvette walls.͒ acceptable scanning amplitude. To provide 2D scanning, we applied a sine voltage signal produced by an external generator to perform scanning along one lateral coordinate, whereas the OCT built-in generator provided scanning along the other ͑orthogonal͒ lateral coordinate. Note, however, that to cover the scanning area completely, the frequencies of the signals from generators should be significantly different and are not multiples of each other. In this case, the phase difference between the two voltage signals changes randomly, yielding random trajectory of the beam on the sample surface. This type of scanning allows for accumulation of a large number of independent measurements at small scanning amplitudes in both lateral directions.
In our in vitro and phantom experiments, we were moving the sample with a 2D automated translation stage, whereas the OCT probing beam was still. The stable position of the OCT beam ͑orthogonal to the sample surface͒ ensured the constant OCT sensitivity during the scanning. Thus, the scanning range in these studies was much larger and was restricted only by the inhomogeneity of the sample ͑in case the latter was present͒. The sample was moved in X-lateral direction with the increment ⌬x ϭ 12 m ͑adjusted to the beam diameter d 0 ͒, and the displacement of the sample with respect to the beam was performed with the frequency of 57 Hz ͑adjusted to the OCT in-depth scanning rate͒. Such parameters ensured that each new in-depth scan was performed at a new site on the sample surface, yielding the signal completely independent from the previous one. Every 5 s we changed the direction of the stage movement into an opposite one and simultaneously shifted the stage in Y-lateral direction by ⌬y ϭ 25 m. Thus, all in-depth scans were separated in space on the sample surface, and the total number of independent measurements was equal to the number of indepth scans performed. When the number of independent measurements was very large ͑N ϳ 10,000-100,000͒, we did not record every in-depth scan, but rather the result of averaging of 100 -200 consecutive scans to save the personal computer operative memory. In addition, this type of data acquisition ensured the preliminary partial averaging of speckle noise, whereas final averaging required postprocessing with a specially designed software. The images obtained were processed then with a software developed in our laboratory. The program separated all in-depth scans of each image as dependences of backscattering signal on depth within the sample and adjusted the position of surface peak in all scans to certain depth ͑the peaks are shifted relative to each other, when the sample surface is not perfectly even͒. Then an averaging of the entire number of scans was performed and yielded an average in-depth distribution of backscattered power.
In our phantom studies we used a Spectralon reflectance standard ͑Model SRS-99-010, Labsphere Inc., North Sutton, New Hampshire͒, which represents a highly scattering, homogeneous medium. The use of the homogeneous scattering standard allows one to clarify what limitations in speckle noise suppression are due to the OCT system itself and what limitations are caused by tissue inhomogeneity.
Another object in our phantom studies was water suspension of polystyrene microspheres. By varying the diameter of the microspheres and their concentration in water, one can adjust the scattering coefficient of the suspension to s of human skin ͑which is typically approximately 5-10 mm Ϫ1 ͒. Besides, the speckle noise is inherently low in polystyrene microsphere suspensions owing to averaging of the noise by the Brownian motion of the microspheres in water, because when placed in gel prepared from gelatin, they gave an apparent speckle pattern in the OCT signal. Both homogeneity and low speckle noise in suspensions allows the range of depths within the tissue to be estimated, where the logarithmic OCT signal linearly depends on depth. The knowledge of this range is very important, as the slope of linear part of the scattering signal is used for s determination, and nonlinearity caused by multiple scattering at larger depths 23 may introduce significant error in measurement of tissue optical properties with the OCT technique.
For the in vitro experiments, we used freshly excised pig skin. The pig skin surface was rougher than that of the human skin ͑the roughness of skin surface estimated from OCT images was approximately 100 m and 15-20 m for pig and human skin, respectively͒. To make the pig skin surface smoother, we poured a small amount of saline on the surface, covered it by a glass plate ͑a standard 1-mmthick microscope slide͒, and applied light pressure. The pressure did not distort the skin inner structure and scattering properties that were monitored by the OCT system.
In vivo studies were performed on healthy volunteers. The OCT signals were measured from the skin in the inner side of the forearm. A clinical protocol for these studies was approved by the Institutional Review Board of the University of Texas Medical Branch. Figure 3 shows the effect of speckle noise suppression in typical OCT signals recorded from the human skin ͑the forearm area͒ in vivo. The image in Fig. 3͑a͒ was obtained with X-lateral scanning within ⌬x ϭ 1.2 mm produced by the OCT built-in generator and with Y-lateral scanning within ⌬y ϭ 0.6 mm produced by the external generator ͑frequency ϳ20 Hz͒. It is composed of 300 separate scans, and each of them is actually an average of 7 single in-depth scans. With the scanning parameters used, all 2100 in-depth scans performed were spatially independent. Figure 3͑b͒ shows the result of averaging of 105 in-depth scans. The speckles in the upper dermis layers ͑the area around second peak that represents the epidermis-dermis junction͒ are clearly seen, although they are already partially suppressed.
Results and Discussion

A. Precision of Backscattering Signal Measurements
When we performed averaging of all 2100 in-depth scans, we obtained a signal with low ͑0.2-0.3 dB͒ speckle noise ͓Fig. 3͑c͔͒. Nevertheless, this noise level is still too high for the desired precision of OCT signal measurements. One can lower it by increasing the number of independent measurements. However, we were unable to expand the scanning range of the OCT beam any more because of the above-mentioned reasons ͑tissue inhomogeneity and variation of the OCT system sensitivity with the angular scanning of the beam͒.
To cover by scanning large areas on the sample surface, we used the other above-described technique, i.e., the sample ͑phantom or pig skin in vitro͒ was moved relative to the probe beam. The OCT signal presented in Fig. 4͑a͒ was obtained from the Spectralon reflectance standard by in-depth scanning only ͑without any spatial averaging͒. Temporal averaging was used for 9 s ͑i.e., of 512 in-depth scans͒ in the oscilloscope, thus allowing for suppression of electronic noise ͑one can estimate its residue level by analyzing the part of the signal left to the main reflection peak͒. In accordance with the technical information from the manufacturer, the reflectance standard is a highly homogeneous material, and the dependence of the backscattered signal on the depth should be smooth. Hence, the rugged structure in the signal may be due to the speckle noise. Fig. 4͑b͒ confirms this suggestion. Scanning was conducted within the area of 3.4 mm ϫ 4.3 mm and yielded 50,000 independent measurements, equal to the total number of in-depth scans performed. The computer Fig. 3 . OCT image and signals obtained from human skin in vivo ͑forearm area͒. The lateral scanning was performed with the external generator within ⌬y ϭ 0.6 mm ͑20 Hz͒ and with the built-in generator within ⌬x ϭ 1.2 mm. ͑a͒ Two-dimensional image ͑di-mensions ⌬x ϫ ⌬z are 1.2 mm ϫ 1 mm͒, ͑b͒ result of averaging of ϳ100 in-depth scans, ͑c͒ result of averaging of ϳ2100 in-depth scans. program that governs the image-acquisition process accomplished preliminary averaging for each 100 indepth scans. The final image consisted of 500 pixels in lateral direction and was obtained every 15 min. It was processed then by the software to perform further spatial averaging of the 500 recorded scans. Figure 4͑b͒ demonstrates the result of this procedure. Obviously, the speckle noise became indiscernible by naked eye ͑the magnitude of the noise will be discussed below in this section͒. Therefore, one can conclude that the OCT system provides efficient suppression of speckle noise originating from a homogeneous scattering medium. Figure 5 shows OCT images and signals measured from the pig skin in vitro. Originally, pig skin had a very uneven surface ͓Fig. 5͑a͔͒. When we covered it with saline and the glass plate and applied light pressure, its surface became much smoother ͓Fig. 5͑b͔͒. Figure 5͑c͒ shows the OCT signals reconstructed from images for uncovered ͑dashed curve͒ and covered ͑solid curve͒ pig skin after the averaging of 50,000 independent in-depth scans. The scanning area and the image-acquisition time were the same as for the Spectralon standard. The averaged signal was very smooth and had insignificant speckle noise. The large peak in the signal is produced by the glassskin interface and does not represent the reflection from the stratum corneum. The scattering signal from the skin covered by the glass is 18 -19 dB higher than that from uncovered skin. The increase of the scattering signal is due to the covering of the skin with the glass plate and immersion by saline, which decreased the OCT signal attenuation resulting from the scattering of light from the rough uncovered surface. In contrast the slope of the scattering signal in the deep layers of the skin did not change.
To characterize the level of the speckle noise in our measurements quantitatively, we calculated the mean value of the OCT signal ͗ A͘, standard deviation ͑SD͒, and SEM for signal magnitude at different depths within the medium. Figures 6, 7 , and 8 show the dependences of ͗ A͘, SD, and SEM, respectively, on the number of independent scans N used for spatial averaging. Figure 6 demonstrates the mean value of the OCT signal for the human skin and for the Spectralon standard. Two depths were chosen within each sample to illustrate the result of the averaging procedure with different number of independent scans involved. The mean value of the OCT signal measured from the Spectralon standard was calculated at the surface ͑z ϭ 0͒ and at the depth of approximately 85 m ͓see Fig. 4͑b͔͒ . For human skin the mean value was calculated at the surface ͑z ϭ 0͒ and at the epidermis-dermis junction, z ϭ 143 m ͑the two prominent peaks in the signals in Fig. 3͒ . One can see that the stabilization of the mean signal magnitude with the uncertainty of a few percent requires a relatively low number of independent scans ͑of the order of 100͒.
The two lower curves in Fig. 7 represent SD for the signal from the Spectralon standard at the same two depths: at z ϭ 0, where mean signal magnitude ͗ A͘ is ϳ86 dB from the noise level, and at 85 m below the surface ͑͗ A͘ ϭ 36 dB͒. The two upper curves represent SD for the signal from the human skin, again at the surface ͑͗ A͘ ϭ 58 dB͒ and at the epidermis-dermis junction ͑͗ A͘ ϭ 33 dB͒. These results show that the spatial averaging of 150 -200 independent scans is sufficient for SD stabilization, i.e., for determination. Note that for signals measured at different depths proved independent of the signal magnitude: the change of the magnitude by 25-50 dB did not affect . This feature of speckle noise measured in logarithmic mode was discussed and explained previously. 24 Besides, measured with 150 -200 scans ͑i.e., fast and over a small spatial averaging area͒ is determined mostly by speckle noise rather than by tissue inhomogeneity or instability of the OCT system parameters. Figure 8 shows the SEM for the human skin and the Spectralon standard determined from two types of experiments: with a relatively small number of independent measurements used ͑N ϭ 300͒ and with large one, when preliminary averaging was performed for 7 scans ͑for the human skin͒ or for 100 scans ͑for the Spectralon standard͒ during the process of signal acquisition. The theoretical dependences SEM͑N͒ are presented as well ͑the straight lines in Fig. 8͒ . They were calculated from Eq. ͑2͒, where for both samples was determined from Fig. 7 . One can see that the experimental dependence for the Spectralon standard follows the theoretical one at short time of averaging ͑at relatively low N: 10-1000͒. However, when the averaging time increases ͑N Ͼ 1000͒, there is a deviation of the experimental dependence from the theoretical one. This deviation means that, in addition to speckles, there is another source of noise associated with long-term instability of the OCT system parameters ͑such as output power, spectrum of SLD, etc.͒ during averaging for long time ͑of the order of minutes͒. The minimum values of relative SEM reached in these experiments are 0.2% for N ϭ 5 ϫ 10 4 and ͗ A͘ ϭ 49 dB in the Spectralon standard and 0.65% for N ϭ 2100 and ͗ A͘ ϭ 38 dB in human skin ͑dermis͒. Table 1 summarizes the major results of all of our experiments. It shows standard deviation ͑char-acterizing the noise level in each experiment͒ calculated from several measurements. Also shown are the absolute and relative values of minimal SEM for signals from certain depths z within the samples ͑with the corresponding ͗ A͘ values͒ and the number of independent measurements N max produced. The theoretical values of SEM for given are represented by the ͞N 1͞2 column. The experiments with the Spectralon standard yielded the best result: not only had minimal value, but also SEM was very low ͑0.11%͒. Thus, the standard error of the OCT signal magnitude measurement for a homogeneous stable medium can be as small as 0.1% ͑for ͗ A͘ ϭ 100 dB after averaging of N ϭ 5 ϫ 10 4 scans͒, which is only two times greater than the theoretical value of SEM rel ϭ 0.05% for the same N and ͗ A͘. As mentioned above, the reason for this difference is the following: fluctuations of OCT signal depend not only on the speckle noise but also on the long-term instability of OCT system parameters, too. Since the difference between the experimental and the theoretical SEM for the Spectralon standard is known and, obviously, total SEM tot ϭ ͑¥ SEM i 2 ͒
1͞2
, where SEM i are errors caused by different sources, we can estimate the contribution of the OCT system instability SEM OCT to the SEM tot as
at N ϭ 5 ϫ 10 4 . By using the same approach and the data for pig skin ͑SEM tot , , and N͒ we can estimate the SEM originating from the skin surface roughness as well:
It is interesting to note that the covered pig skin yielded a signal with the same , but lesser SEM than the uncovered pig skin. This result means that the cover glass plate does not affect associated with speckle noise, but reduces tissue surface roughness by smoothing the surface. The total SEM was reduced from 0.23 to 0.14 dB by use of the cover glass plate, and the part of SEM produced by skin surface roughness was 0.19 -0.20 dB for uncovered tissue and 0.04 -0.08 dB for covered tissue at N ϭ 5 ϫ 10 4 . The relative contribution of different sources of error to the total SEM calculated above for pig skin is presented in Table 2 . One can see that for uncovered pig skin the main contribution is from the pig skin surface roughness. However, for covered pig skin the contribution of this effect is smaller than that of speckle noise or of OCT instability. ͑Volume tissue inhomogeneity may contribute to this part of the error as well͒. We estimated that for human skin the contribution of surface roughness does not exceed 0.1%-0.2% also, if the number of independent measurements is increased to 5 ϫ 10 4 . This estimation is based on the roughness of human skin being approximately equal to that of the covered pig skin that was found from the OCT images. An additional confirmation of this fact is that the backscattering signal from the epidermis-dermis junction was almost the same in both tissues ͓38 dB in Fig. 3͑c͒ versus 40 dB in Fig. 5͑c͒, respectively͔, i.e., almost equal intensity of light entered the tissue in both cases after being scattered on the surface.
Besides, as for speckle noise in human skin is lower compared with that in pig skin, we can expect that the level of speckle noise will be lower than 0.2% ͑the current value for covered pig skin͒ after averaging of 5 ϫ 10 4 independent scans. Both these estimations ͑contributions of surface roughness and speckle noise͒ allow us to suggest that if the number of independent measurements is increased to N ϳ5 ϫ 10 4 , the total SEM for human skin will not exceed the best achieved total SEM for covered pig skin of 0.34%. We can use this value to estimate the precision of the human skin scattering coefficient measurement.
Since the acquisition time for in vivo measurements is limited, OCT systems with faster scanning should be used to provide measurement with low speckle noise in vivo. For instance, the use of a highspeed grating-based scanner 25 with a high frequency of scanning ͑2 ϫ 10 3 Hz͒ would allow the time of averaging of N ϳ10 5 scans to be shortened to 1 min. Moreover, as seen from Eqs. ͑2͒ and ͑3͒, it is possible to shorten the averaging time by increasing the signal magnitude that can be realized at higher SLD output power. If SLD with the output power 10 times higher than that of our current one could be employed in our OCT system ͑and such SLD are available in the market now͒, the magnitude of the OCT logarithmic signal could be increased by 40 dB ͑approximately 2 times for scattering signal in tissue͒. This increase would ensure the fourfold decrease of the number of independent measurements ͑or acquisition time͒ necessary for obtaining the same accuracy of measurements.
B. Precision of the Scattering Coefficient Measurement
When the OCT signal is measured in logarithmic scale, s is proportional to the slope of the signal ͓Eq. ͑1͔͒. It is true for homogeneously scattering media at depths where probability of multiple scattering is much less than the probability of single scattering. One can measure the scattering coefficient by fitting the experimental data in the single-scattering range by a linear function y ϭ a ϩ bx, using the least-square method for determination of coefficients a and b. 26 If the error of the signal magnitude measurement is known ͓in our case it is SEM͑S͔͒, one can estimate the error of coefficient b calculation, 26 SEM͑b͒ ϭ SEM͑S͒ ϫ ͑M͞⌬͒ 1͞2 ,
where M is the total number of pixels ͑x m , y m ͒ used in the fitting procedure, and
Introducing ⌬z as a total interval chosen for slope calculation and ⌬z 0 as an in-depth increment of data recording, we have ⌬z ϭ ͑M Ϫ 1͒ ⌬z 0 and
Taking into account that for OCT measurements s ϭ b͞2, we obtain
For relative error of s calculation we have
where ⌬S is the change of signal on the interval ⌬z: ⌬S ϭ 2 s ϫ ⌬z.
The dependence of the statistical coefficient M 1͞2 ϫ ͑M Ϫ 1͒͑͞⌬Ј͒ 1͞2 on the number M of increments within the fitting interval ⌬z is shown in Fig. 9 . The statistical coefficient and, therefore, SEM rel ͑ s ͒ decrease with the number of increments within the fitting interval.
One can see from Eqs. ͑8͒ and ͑9͒ that SEM rel ͑ s ͒ is smaller, when larger ⌬z is used for the calculation or when the scattering coefficient is larger. However, calculation of the average scattering coefficient with large ⌬z can result in loss of information on local values of s within this interval. Thus, we can obtain better accuracy of s measurement at the expense of lower spatial resolution. So, it is reasonable to use the interval ⌬z for s calculation, where s does not change significantly. For a homogeneous scattering medium it is a range of single scattering presented by a linear part of the OCT signal.
One can estimate the maximal value of ⌬z for the samples used in our experiments. Figure 10 shows the OCT signals from the Spectralon standard, pig skin in vitro ͑these two signals were obtained with spatial averaging of 5 ϫ 10 4 scans͒, and the suspension of polystyrene microspheres in water ͑ s Х 10 mm
Ϫ1
, the microsphere diameter is 0.44 m͒ without spatial averaging, but with temporal averaging for 9 s. The latter dependence is added to demonstrate that the signal nonlinearity in the upper layers of the skin is caused by the skin structure. The range of the linear part of the signal ͑where s is approximately constant͒ extends for approximately 60 m within the Spectralon standard and 230 m within the suspension ͑ s Х 40 mm Ϫ1 and 10 mm
, respectively͒. For skin this range is approximately equal to 250 m and is limited by the skin inhomogeneity. The change of signal magnitude in this linear range ͑the single-scattering range͒ is approximately a half of the maximal signal value, i.e. ͑S͞⌬S͒ ϭ 2. Therefore, taking into account that ⌬z 0 Х 8 m for the used settings of data recording, we can estimate that M Х 30 within ⌬z Х 250 m. Thus, one can calculate SEM rel ͑ s ͒ by using these parameters in Eq. ͑8͒: 
