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Abstract
We apply a joint Renormalised Perturbation Theory and Numerical Renor-
malisation Group approach to the study of an n-orbital Anderson Model
with a Hund’s Rule Coupling. We apply the same methods to the analysis
of a two-impurity Anderson model, and find the emergence of a single renor-
malised energy scale on the approach to two types of quantum critical point,
such that it is possible to characterise the low energy physics in terms of this
energy scale alone.
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Forward
A central challenge in theoretical physics is the understanding of systems that
contain a large number of correlated degrees of freedom. These are systems
for which a one-body description - which relies on treating the interactions
between particles as qualitatively immaterial to the properties of the system
as a whole - is completely unable to account for their observed behaviour.
This thesis will be concerned with strongly correlated electrons - a term that
is normally used to describe the behaviour of atomic systems with partially
filled 3-d or 4-f shells, in which electrons are strongly localised. We will ex-
tend the development of the complementary use of two theoretical methods,
the Numerical Renormalisation Group and the Renormalised Perturbation
Theory, and apply these methods in tandem to two different manifestations
of strong correlation effects. The first of these is the case in which intra-
atomic interactions affect the scattering of itinerant electrons off an atom in
a metal. The second is a situation in which electronic correlations become
anomalously strong in the region of local quantum critical points.
This work is arranged as follows. In Chapter 1 we will outline some general
methodology which has been developed to tackle strong correlation problems,
as well as motivating and describing in more technical detail the less well-
known aspects of the theoretical techniques we will use. In Chapter 2 we
develop the Renormalised Perturbation Theory for an n-orbital Anderson
Model, and show how its predictions can be confirmed by using the Numerical
Renormalisation Group for the special case n = 2. Finally, in Chapter 3 we
will turn our attention to a model with two types of Quantum Critical Point
which has been used to describe series-coupled Double Quantum Dots.
Note that we set kB = ~ = 1 throughout, so that temperature (T ) and
frequency (ω) both correspond to energy scales.
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Chapter 1
Theoretical Methods in
Strongly Correlated Physics
1.1 Single Impurity Physics
The Single Impurity Anderson Model (SIAM) and its generalisations are
central in all the work to be presented and, as such, we outline its motivation
and associated physics. It describes a localised state, hereafter referred to
as the “d-level” or “impurity”, hybridised with a band of itinerant electrons.
The Hamiltonian is written,
H =
H0︷ ︸︸ ︷∑
kσ
kc
†
kσckσ +
∑
σ
(d − σh)d†σdσ +
∑
kσ
(
V ∗k c
†
kσdσ + Vkd
†
σckσ
)
+
Hd︷ ︸︸ ︷
Und↑nd↓
(1.1)
where c†kσ creates a band state with momentum k and spin σ and d
†
σ creates
an electron in the d-level. An applied field h splits the up (σ = +1) and down
(σ = −1) spin d-level energies. A more rigorous “derivation” of this Hamil-
tonian and its parameters is possible1, but its power is as a minimal model
which captures the essential physics in the simplest way. The hybridisation V
1Specifically we could imagine solving the Schro¨dinger equation for, say, a Fe atom
with some approximate potential V (r) to give some wavefunctions {φn}. Upon decom-
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between the impurity and the band is balanced by a local Coulomb repulsion
U which acts only between electrons on the impurity and suppresses double
occupation. The ratio U/V therefore dictates the low energy behaviour of
the model. At weak coupling the impurity is effectively nonmagnetic and a
one-body description in terms of weakly interacting quasiparticles is appro-
priate. Stronger coupling gives rise2 to the Mixed Valence regime, in which
the impurity occupation fluctuates between two different valence states, and
to the Local Moment Regime, in which charge fluctuations are eliminated
and the impurity behaves as a local spin-1/2, with two internal degrees of
freedom (ms = ±1/2). In the latter case, the Anderson Model (1.1) reduces
to an effective model under a Schrieffer-Wolff transformation [1] in which the
effects of virtual charge fluctuations are included perturbatively to leading
order in V 2/U . The resulting Hamiltonian is that of the Kondo Model,
H =
∑
kσ
kc
†
kσckσ + |J |
∑
kk′
skk′ · Sd (1.2)
where skk′ ≡
∑
γδ c
†
kγσγδck′δ/2 and the interaction term in (1.2) corresponds
to exchange scattering between a band state and the local moment. The cou-
pling3 |J | ∝ V 2/U turns out to be antiferromagnetic (see [2] for a detailed
discussion), and it is this property of the model which has profound and
nontrivial consequences at low temperature. Specifically, the perturbative
contribution to the resistivity from the impurity ∝ 1 − 4|J |ρ0(F ) log(T/D)
which increases as the temperature T drops below the itinerant bandwidth
D (ρ0(F ) is the non-interacting density of states at the fermi level), leading
to the (experimentally observed [3]) appearance of a resistivity minimum at
posing plane wave states in the band (eik·r) into spherical waves indexed by their angular
momentum we could define a hybridisation
Vnk ≈
∫
dr
∑
`m i
`j`(kr)Y
∗
`m(θk, ψk)Y`m(θr, ψr)V (r)φn(r), where the Y`m are Spherical
Harmonics and the j` are Spherical Bessel functions.
2This is true only for models close to particle-hole symmetry.
3The coupling away from particle-hole symmetry is more elaborate, but - provided that
it is weakly broken - the resulting physics is the same.
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finite temperature in metals with magnetic impurities. As T → 0 such a
calculation erroneously predicts infinite resistivity, indicating that the per-
turbative approach is valid only at high temperature. At low temperature
the formation of a many-body bound state invalidates perturbation theory
(in terms of Bloch states and d-states that are uncorrelated) and the result-
ing physics can be probed only by non-perturbative methods such as the
Renormalisation Group [4] and Bethe Ansatz [5].
The low temperature behaviour at strong coupling also has an appealing
physical picture: conduction electrons “near”4 to the impurity form a sin-
glet state which “screens” the magnetic moment and renders it effectively
nonmagnetic to electrons at higher energy. The internal spin degrees of free-
dom which gave rise to the divergent scattering amplitude are said to be
“quenched”. The resulting “Kondo” singlet (which is a complex, entangled
state made up from both d-electrons and band electrons) lies an energy TK
below the ground state energy of the system with the impurity decoupled
from the band, which implicitly defines the Kondo temperature TK .
Futhermore, at strong coupling and low temperature the Anderson model
exhibits universal behaviour: all the low energy physics is characterised by
a single, emergent low-energy scale - the Kondo Temperature - with
TK ∝ e−1/Jρ0(F ).
In this work we consider variants of the Anderson Model (1.1) which contain
multiple impurities. Specifically, we study the effects of inter -impurity5 in-
teractions - such as an magnetic exchange - on the emergent low-energy scale
associated with such models, which can give rise to novel universal scaling
behaviour and exponential suppression of TK [6], [7] as well as Quantum Crit-
ical points, “emergent universality” and exotic Non-Fermi Liquid behaviour
4“near” in both k-space and in real space: this statement will be made more precise in
the section on NRG methods.
5Or, equivalently, intra-atomic.
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[8].
We have studied these models using Renormalised Perturbation Theory (RPT)
and the Numerical Renormalisation Group (NRG). These methods are com-
plementary in the following sense. The RPT can be used to calculate certain
response functions perturbatively at low frequency in terms of unknown effec-
tive parameters which are different from the bare parameters in the Hamilto-
nian (1.1). The NRG then can be used to compute these effective parameters
from the bare parameters.
1.2 The Renormalisation Group
The Renormalisation Group (RG) encompasses a broad set of ideas devel-
oped since the 1950s for solving exceptionally hard physics problems. Most
generally, the RG philosophy begins with the understanding that to solve a
physics problem is somehow contextual: the kind of solution sought is based
on the length scale, or time scale, of interest. Indeed, in judging the “correct-
ness” of any description of physical reality, one should take into account what
is actually experienced, or measured; a reductionist statement about the el-
ementary, constituent particles inside a tree - and the way those particles
interact - runs the risk of being both scientifically correct and meaningless.
Meaningless in the human sense that it would be completely unconnected to
our experience of the tree as a whole, and meaningless in the more objective,
scientific sense that it would not help us to explain any of the tree’s mani-
fest properties - its brownness, its propensity to float and to catch fire, its
reluctance to conduct electricity.
The reductionist approach to questions one might have about the physical
properties of a tree, or a piece of gold, or a superconductor, is not wrong,
but, on its own, it is not useful. Even if all the equations for the atoms inside
a macroscopic body could be written down, solving them simultaneously
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would be an unimaginably complex task. Interpreting the meaning of such
a solution, written on many billions of sheets of paper, and understanding
its relevance to the collective physical properties which are observed and
measured would be equally complex and hopeless.
Moreover, even if such a solution could be found and made sense of, it would
represent a woefully failed exposition of the reductionist principle in action
in that the elementary constituents of the tree, or piece of gold, or super-
conductor, were taken to be atoms, and not the more fundamental electrons,
protons and neutrons - still less quarks and strings - from which these atoms
are made.
The acceptance and embracing of this apparent failure underpins the suc-
cessful understanding of many collective phenomena in Condensed Matter
physics [9]. Most of these problems can be formulated in terms of a micro-
scopic theory of ions and electrons, but in calculating the observable physical
properties of the system an effective model - one appropriate to the smallest
length or time scale of interest, should be used. This effective model gener-
ally has many interacting constituent parts (which may or may not be simply
related to the constituent parts of the more fundamental theory), and has
the merit that it can be used to make predictions that are experimentally
verifiable on the scale at which the system is being probed. The advantage of
the effective model over the microscopic model is both that it contains fewer
degrees of freedom and that it identifies and isolates the most important
degrees of freedom from those that are inessential to the physics of interest.
Renormalisation Group methods, though multifarious in their implementa-
tion and application, are then generically concerned with relating different
effective models appropriate at different length or time scales. Remarkably,
this process can be made quantitative and general and contains three canon-
ical steps [10]:
I Coarse Grain: The space on which the microscopic theory is defined
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is segmented using an arbitrary parameter b > 1, so that a microscopic
theory with a minimum length scale a acquires a new minimum length
scale ba > a. In a Fourier-transformed theory this procedure is more
fluid, and corresponds to partitioning the field, viz.,
φ(k) =
φf︷ ︸︸ ︷
Θ(k − Λ/b)φ(k) +
φs︷ ︸︸ ︷
Θ(Λ/b− k)φ(k) (1.3)
into “fast” (φf ) and “slow” (φs) modes (Θ is a Heaviside function), so
that only φf is sensitive to spatial fluctuations on a length scale shorter
than ba (Λ ∼ a−1 is the largest momentum in the microscopic model).
II Renormalise: The Partition Function Z (from which all physical ob-
servables are derived) is a trace over a functional of the field configu-
rations φ: Z ∼ Tr{e−S[φs,φf ]}, with S[φs, φf ] the “Bare” (i.e. unrenor-
malised) Action. Renormalising the theory amounts to performing a
partial trace Tr{φf} over the fast modes φf alone, so giving rise to an
Effective Action S ′ defined by e−S
′ ∼ Tr{φf}{e−S[φs,φf ]}. If the algebraic
structure of S and S ′ are the same then the original, microscopic theory
is Renormalisable. In this case the effects of tracing out the fields φf are
compensated by a modification of the coupling parameters in S ′.
III Rescale: Finally the original length scale is restored by rescaling k →
bk, and the field rescaled φs → bkφφ, with kφ chosen so as to make the
leading6 term in the Action invariant under a step of the RG. In this
way, the bare and renormalised theories can be compared, and the RG
process is encapsulated by a (generally non-invertable) transformation
{κ′} = Rb{κ} acting on the space of couplings in the Hamiltonian, {κ}.
The physical system (at the length/momentum and time/energy scale
of interest) is characterised by fixed points of R, with a special set of
couplings, {κ∗}, such that {κ∗} = Rb{κ∗}.
6For a discussion of what this might mean see, for example, [10]
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1.2.1 Renormalised Perturbation Theory
Condensed matter systems can often be described by diagrammatic perturba-
tion theory7, in which the effects of interactions on observables are calculated
order-by-order in the interaction strength. A central object in this descrip-
tion is the 2-point Causal Green’s function Gc(t, t
′) = −iT 〈Ψ(t)Ψ†(t′)〉 (T
time-orders the subsequent expression) from which all one-body observables,
and thus all thermodynamics, may be calculated (see, for example [12]).
In the frequency domain, the inverse (Causal, zero-temperature) impurity
Green’s function for the free model (H0 in 1.1) is of the form,
[G0c,σ(ω, h)]
−1 = ω − d + i∆sgn(ω) + σh (1.4)
Here we have taken limη→0
∑
k
|Vk|2
w−k+iη = pi|V |2ρc(0)sgn(ω) ≡ ∆sgn(ω) which
corresponds to the limiting case of an infinitely wide, flat conduction band
(ρc(0) is the band density of states at the Fermi energy) [4]. The effects
of electron-electron interactions (Hd in 1.1) are then contained within the
frequency dependent self-energy Σσ(ω, h), so defining the full inverse Green’s
function,
[Gc,σ(ω, h)]
−1 = [G0c,σ(ω, h)]
−1 − Σσ(ω, h) (1.5)
Renormalised Perturbation Theory [13] is motivated by the ubiquity of the
Fermi Liquid principle in condensed matter physics. In particular, the ground
state of 1.1 is a Fermi Liquid8. Excitations of the system as T → 0 are
therefore quasiparticles and quasiholes that carry the same spin and statistics
as the bare electrons but differ in their mass, and are adiabatically connected
to those of the non-interacting model. A perturbative expansion in terms of
these quasiparticles, in which certain interaction effects are included ab initio
7These methods are standard and well-known and will not be described here. An
excellent introduction is [11].
8More specifically, a Local Fermi Liquid because the self-energy is momentum indepen-
dent.
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in the free quasiparticle propagator, then constitutes a better starting point
for diagramatic perturbation theory.
In fermionic models the Pauli Principle and ensuing phase space restric-
tions dictate that the low energy physics is dominated by quasiparticle and
quasihole processes near the Fermi surface. This observation suggests a re-
organisation of the terms in the interacting Green’s function into a form
which better captures the low-energy physics at low order in some renor-
malised parameter U˜ . An expansion of the self-energy about the Fermi level,
viz.
∑
n ω
n∂nωΣσ(ω = 0, h) (we set ωF = 0), produces terms constant and
linear in ω that can be absorbed into a redefinition of the parameters in the
interacting Green’s function 1.5, viz.:
[Gc,σ(ω)]
−1 = ω
z−1︷ ︸︸ ︷
(1− ∂ωΣσ(0, h))−
z−1˜d,σ(h)︷ ︸︸ ︷
(d − σh+ Σσ(0, h)) +
iz−1∆˜︷︸︸︷
i∆ −
z−1Σ˜σ(ω,h)︷ ︸︸ ︷
Σremσ (ω, h)
(1.6)
from which we can identify a quasiparticle inverse Green’s function,
[G˜c,σ(ω)]
−1 = z[Gc,σ(ω)]−1 = ω − ˜d,σ(h) + i∆˜− Σ˜σ(ω, h) (1.7)
written in terms of effective or renormalised parameters ˜d, ∆˜, U˜
9. This pro-
cedure is contingent on Luttinger’s result that Im{Σσ(ω, h)} ∼ ω2 for small
ω, which amounts to a microscopic definition of a Fermi liquid. The rescaling
parameter zσ(h) = (1 − ∂ωΣσ(0, h))−1 is sometimes called the quasiparticle
weight.
Although the higher frequency components in the expansion of Σσ(ω, h) have
not been thrown away, two Hamiltonians written in terms of the bare par-
ticles and the quasiparticles would clearly not be equivalent. It is therefore
necessary to add to the quasiparticle Hamiltonian a counter term Hamilto-
nian written in terms of a set of parameters called counter-terms, λi, whose
job is to enforce this equivalence. The details of this procedure are better
9We have dropped the sgn(ω) term for clarity, with the understanding that it should
be reinstated whenever using (1.7) for calculations.
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seen using the Lagrangian prescription in which the frequency dependence
enters explicitly. We write the interacting bare Lagrangian as the sum of a
renormalised Lagrangian and a counter term Lagrangian:
L = L˜ +LCT (1.8)
with
L˜ =
∑
σ
d˜†σ(τ){∂τ + ˜d,σ(h)− i∆˜σ(h)}d˜σ(τ) + U˜(h)n˜↑(τ)n˜↓(τ) (1.9)
LCT =
∑
σ
d˜†σ(τ){λ2,σ(h)∂τ + λ1,σ(h)}d˜σ(τ) + λ3,σ(h)n˜↑(τ)n˜↓(τ) (1.10)
where the field operators have been re-scaled dσ(τ) =
√
zd˜σ(τ) (τ expresses
the imaginary-time dependence). When performing a perturbative expan-
sion, the counter terms are then determined at each order from the require-
ment that our definition of the renormalised parameters 1.6 be respected.
Specifically, the constant and linear-ω parts of the bare self-energy Σ are no
longer present in the renormalised self-energy Σ˜, leading to the renormalisa-
tion conditions,
Σ˜σ(0, h) = 0 (1.11)
∂ωΣ˜σ(0, h) = 0 (1.12)
U˜ = Γ˜↑↓(0, 0; 0, 0) (1.13)
where Γ˜mm
′
σσ′ (0, 0, 0, 0) is the renormalised four-vertex at zero-frequency (we
leave spin and channel indices free to suggest that other quartic interactions
could be calculated in different scattering channels).
1.2.2 The Numerical Renormalisation Group
The Numerical Renormalisation Group (NRG) [4] is a non-perturbative ap-
proach to solving Quantum Impurity problems involving the scattering of
itinerant states off a localised (and possibly spin-dependent) potential. The
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details of NRG calculations are often involved, laborious and physically
opaque, but as with other RGs discussed previously, the NRG is conceptu-
ally simple and has an appealing physical picture. We will work towards the
details of the NRG, starting with this physical picture as a kind of heuristic
motivation.
NRG in a paragraph
In the Anderson model, the most important itinerant states are those which
are most localised with the impurity. This suggests a natural starting point
for building up a hierarchy of states, with successive additions to this hi-
erarchy having less and less importance to the low energy physics of the
model. The essence of the NRG is first to couple the impurity to the most
localised state and solve the resulting (extremely simplified) Hamiltonian.
Those states deemed lower in the hierarchy of physical importance are then
added back into the problem one by one, with the corresponding Hamiltonian
solved at each step. The original complexity is therefore gradually reintro-
duced in a controlled way, but because the important degrees of freedom
have been isolated and treated first, the solution to the model (i.e. the level
spectrum) remains invariant after a finite and - crucially - tractable number
of steps. At this point the addition of further states lower down the hierarchy
does not affect the low energy physics and the model is solved.
NRG - the details
The “most important” itinerant states referred to previously are clearly those
made from Fourier components spread across the whole of the bandwidth
which are thus most localised with the impurity. To make this approach
computationally viable, Wilson divided up the conduction band into 2N
energy “bins”, with the width of the nth bin given by Λn+1 − Λn ≡ `n, for
0 < n < N − 1, and Λ a discretisation parameter normally taken to be
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2 < Λ < 6. This logarithmic discretisation is akin to the “course graining”
stage of any RG recipe as discussed before, but it is more subtle than most,
giving relatively greater resolution to the more important states lying near
the Fermi level than those at the band edges, as well as achieving a separation
of energy scales by order of magnitude.
The usefulness of this latter feature can be understood heuristically by recog-
nising that the low energy physics is controlled by an emergent energy scale
TK that is exponentially small compared to the bare energy scales of the
model. A perturbative treatment of scattering generally involves a summa-
tion over frequency contributions from the entire bandwidth, giving rise to
a series in terms ∝ log(T/D) which diverges when T ∼ TK . Thus in sepa-
rating energy scales by order of magnitude we break down the troublesome
frequency summations into equally contributing parts and so reflect naturally
the logarithmic structure of the divergence [2].
The NRG Hamiltonian couples the atomic Hamiltonian - i.e. that of the
isolated d-level (see 1.1) - to a linear chain of N+1 sites (c†i,σ) which represents
the noninteracting conduction band:
HN =
∑
σ
dd
†
σdσ + Und↑nd↓ +
∑
σ
(V ∗d†σc0,σ + V c
†
0,σdσ)
+
N−1∑
n=0,σ
Λ−n/2ξn
(
c†n,σcn+1,σ + c
†
n+1,σcn,σ
)
(1.14)
where the coefficients ξn ∼ O(1) depend on the conduction band structure (a
flat band of width D is normally taken). The mapping from (1.1) to (1.14)
is lengthy and will not be discussed here (for a pedagogical review see [14]).
The salient feature of (1.14) is the exponentially decreasing hybridisation,
as controlled by Λ−n/2, along the chain. The NRG transformation consists
of adding a site to the chain, and so reducing the low energy scale in the
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N -dependent spectrum of (1.14) by a factor10
√
Λ;
R{HN} =
√
ΛHN + ξN
∑
σ
(
c†N,σcN+1,σ + c
†
N+1,σcN,σ
)
(1.15)
Note that the Hamiltonian is also rescaled by the action of R, so achieving
parts (II) and (III) of the canonical RG procedure (Section 1.2) in one fell
swoop.
	  
Figure 1.1
A schematic of the NRG transformation procedure. The leftmost panel
shows some low-lying eigenvalues of the Hamiltonian corresponding to a
Wilson chain of length N . The effects of the application of R then shown
in the central panel, in which the Hamiltonian with an extra site added to
the chain is diagonalised (I) and rescaled (II). Note that the higher energy
levels in (I) of the central panel are thrown away in (II). Comparing (II)
for chain lengths N (left panel) and N +1 (central panel), we see that the
levels are different, indicating that the RG procedure has not reached
a fixed point. In contrast, a comparison of (II) in steps N + 1 and N + 2
(rightmost panel) shows little change in the levels, indicating that the
fixed point has been reached. Note that in practice we compare iterations
corresponding to chains of even length.
10The spectra of even and odd length chains are distinct. The addition of two extra
sites therefore facilitates the comparison of (rescaled) spectra before and after an NRG
transformation, necessary to monitor the convergence towards a fixed point. In practice,
calculations are made using R2{HN} = HN+2 as the useful RG transformation.
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The transformation (1.15) (depicted schematically in [fig.1.1]) is unusual as
an RG transformation in that it does not explicitly trace out high-energy
degrees of freedom and map a complicated problem to a simpler, but equiv-
alent, problem described by a modified set of parameters. The simplifying
power of the NRG instead relies on the observation that as N → ∞ the
low-energy part of the spectrum becomes invariant under the action of R
even when the higher energy states are neglected. This means that the size of
the Hilbert space does not grow exponentially with N , but a nominal high-
energy cutoff may be imposed - determined by computational feasibility -
by keeping only the least energetic states after each application of R. The
effects of the states discarded after diagonalising HN are in modifying the
entire eigenspectrum of HN+1 - including the low-lying levels. In this way the
information contained in the high-energy degrees of freedom is successively
passed down into a low-energy, effective Hamiltonian that arises as N →∞.
This effective Hamiltonian contains the “right” degrees of freedom - in this
case quasiparticles that are mixtures of d-electrons and states from the entire
conduction bandwidth - appropriate to the time (or rather frequency) scale
of interest.
Figure 1.2
A schematic of the NRG setup for two impurities (pink central sites). The
free chains are indicated by the black sites and are indexed such that the
site “0” couples directly to the impurity.
However, the NRG provides no simple prescription to calculate the couplings
in the effective Hamiltonians generated by R, and relate these to the bare
couplings in the original model (1.1). We have a quasiparticle level spectrum,
but little insight into the effective Hamiltonian having the structure of (1.1)
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that would generate such a spectrum.
A simple and powerful method for calculating this effective Hamiltonian by
monitoring the flow of its effective parameters under the application of R
underpins all the work done to date. It is the subject of the next section.
1.3 The RPT and NRG combined
The NRG can be used to calculate effective parameters that describe the
low-energy physics of the Anderson model (1.1) and related multi-orbital
models. Various response functions may then be calculated using an associ-
ated effective Hamiltonian, giving very accurate or exact results at low orders
in Renormalised Perturbation Theory. The method we use to calculate the
effective parameters relies crucially on a property of (1.1): its low-energy
spectrum corresponds to that of noninteracting quasiparticles. In the NRG,
this means that the model at the attractive fixed point HN→∞ is that of a free
(i.e. entirely noninteracting) chain, but with a renormalised hybridisation to
the impurity, V˜ , and a renormalised level energy, ˜d.
1.3.1 Calculating ˜d and V˜
To calculate ˜d and V˜ from the NRG we first need to calculate the free, local
Green’s function of the impurity level (d) using the bilinear part of the NRG
Hamiltonian (1.14), H0N . The inverse Green’s function matrix in the basis
made from the d-electrons and the sites along the chain is then,
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(G0(ω))−1 ≡ ωI −H0N =

ω − d V 0 0 0
V ω ξ0 0 0
0 ξ0 ω Λ
−1/2ξ1 0
0 0 Λ−1/2ξ1 ω Λ−1ξ2
0 0 0 Λ−1ξ2 ω
. . .

where the dots indicate that this matrix has dimension N + 2 which grows
with the chain length. To find the Green’s function for the impurity we use
the identity that if,
C =
 M1 M2
M3 M4

then the inverse is,
C−1 =
 (M1 −M2M−14 M3)−1 (M2M−14 M3 −M1)−1M2M−14
M−14 M3(M2M
−1
4 M3 −M1)−1 (M4 −M3M−11 M2)−1

where the Mi are invertible matrices. By making the identification
(ωI − H0N)11 ≡ (G0d(ω))−1 = M1 - i.e. by partitioning off the d-site in the
matrix for the full inverse Green’s function, (G0(ω))−1 - we can then read off
G0d(ω) from the first element of C
−1, giving,
G0d(ω) = (ω − Λ(N−1)/2d − ΛN−1V 2g0,N(ω))−1 (1.16)
In this expression g0,N(ω) - which has been naturally identified with the
N + 1-dimensional block matrix M4 in the expression for C - is the local
Green’s function for the zeroth site (i.e. that which couples directly to the
impurity) of a non-interacting N-site NRG chain that is isolated from the
impurity [15]. By iterating this procedure the Green’s function for the ith
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site of such a chain can be expressed in terms of that of the i+ 1th site,
gi,N(ω) = (ω − ξ2i ΛN−i−1gi+1,N(ω))−1 (1.17)
with gN,N = 1/ω. Note that we have put the rescaling factor Λ
(N−1)/2 into the
definition of g0,N(ω), so that in doing calculations using the NRG spectrum
the energy arguments of the function G0d(ω) should also be rescaled.
The NRG programme generates a spectrum of energies EN(Q,S; i), where
Q and S are charge and spin quantum numbers and i is an index such that
EN(Q,S; i) > EN(Q,S; j) if i > j. EN(Q = 1, S; 1) is therefore the lowest
single quasiparticle N -dependent energy which, along with the corresponding
quasihole energy, EN(Q = −1, S; 1), is substituted into (1.16):
[G0d(EN(Q = 1, S
z; 1))]−1 = 0
[G0d(EN(Q = −1, Sz; 1))]−1 = 0
These equations are solved simultaneously to give N -dependent renormalised
parameters - ˜d,N and V˜N - which replace the bare parameters d and V in
(1.16). This step therefore implicitly defines the renormalised parameters
˜d,N and V˜N as being those parameters which generate poles in the d-level
free Green’s function, corresponding to quasiparticle excitations. As N is
made large ˜d,N and V˜N tend to the fixed values ˜d and V˜ respectively, so
that at the fixed point, with N =∞, the excitations are those of an entirely
noninteracting chain, but with a modified hybridisation, V˜ , and a modified
level energy ˜d on the impurity site. This process is shown in [fig.1.3].
1.3.2 Calculating U˜ , U˜12 and J˜
Having calculated the one-body quasi-particle excitations we are in a position
to calculate the renormalised on-site interactions U˜ . We diagonalise the
N + 2 -site, noninteracting (U = 0) NRG Hamiltonian in terms of quasi-
particle operators: H0N =
∑N+2
l=1,σ lN a˜
†
lσa˜lσ, with lN the energy of a l-particle
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Figure 1.3
The renormalised parameters - here for a two-orbital model with a Hund’s
Rule coupling (J˜H) in addition to (U˜) - are plotted as functions of the NRG
iteration index N . With Λ = 6, the fixed point is reached around N = 15.
excitation. Note that HN depends on the ˜d and V˜ found previously. We
now add to the Hamiltonian a local, renormalised interaction HN = H
0
N +
U˜ : d†↑d↑d
†
↓d↓ : and expand the local d-operators in the quasiparticle operator
basis, viz.:
d†σ =
∑
i
φi(−1)a˜†iσ (1.18)
The coefficient11 φ1(−1), which is the overlap of the d-electron with the lowest
energy quasiparticle operator, can be written as12,
|φ1(−1)|2 = 1
1− V˜ 2Λ(N−1)g′0,N(EN(Q,Sz, 1))
(1.19)
where g′0,N is the derivative of g0,N , and we give a proof of this in [Appendix
B] for the related case of calculating the coefficients φ1(0).
11The argument “−1” indicates that we are working with the impurity site, generally
indexed by −1.
12These coefficients can also be calculated by direct diagonalisation of the noninteracting
Wilson chain, but we have found this to be more computationally expensive, especially
when one considers chain lengths N > 100.
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The g′0,N = −g20,N(1 − ξ20Λ(N−1)g′1,N) can then be calculated as a continued
fraction in much the same way as g0,N . The coefficients |φ1(−1)| are near
constant up to some characteristic, Λ-dependent value of N , and then they
fall-off quickly as Λ−N/2. This is shown in [fig.1.4], in which the log scale
shows the exponential decrease for N > 12.
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Figure 1.4
The coefficients |φ1(−1)| plotted as a function of N for the single-channel
Anderson model with U/pi∆ = 4 at particle-hole symmetry.
To calculate the renormalised two-body interactions, we consider the energy
of putting two quasi-particles into the lowest quasi-particle level (˜1N) in the
interacting model. At first order we equate the interaction energy to the
(rescaled) difference between the lowest two-particle (EN(2, S; 1)) and twice
the lowest one-particle (EN(1, S; 1)) energies from the NRG;
Λ−(N−1)/2(EN(2, S; 1)− 2EN(1, S; 1)) = 〈HN〉0 − 〈H0N〉0
= |φ1(−1)|4U˜ (1.20)
where the subscript 〈〉0 indicates that the expectation is calulated with re-
spect to H0N . From (1.20) we calculate a N -dependent quantity U˜N . As N
is made large, U˜N tends to the fixed value U˜ .
We have illustrated the procedure for calculating renormalised parameters
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just in terms of the single-channel model. In the two-orbital models that
will be investigated later the procedure for calculating the renormalised pa-
rameters that describe the non-interacting quasiparticles - ˜d and V˜ - is the
same as in the single-channel case, because, without the interaction terms in
Hd (see (2.9)), the two-orbital Hamiltonian decouples into two single-channel
models. Channel asymmetries (such as asymmetric hybridisations, V1 6= V2)
can naturally be accommodated by calculating separate V˜α, with α a chan-
nel index, and the NRG energies labelled by additional quantum numbers.
For the two-channel case we choose EN(2S,Q,∆Q; i), where S is the spin,
Q the total charge and ∆Q is the difference in total charge between the ith
excitation in the two Wilson chains.
Equipped with a description of free quasiparticles in each lead we can then
determine interactions between orbitals by a judicious choice of quantum
numbers. For example, the splitting between triplet and singlet energies
determines the renormalised exchange energy J˜ :
1
2
(Etriplet(N)− Esinglet(N)) = |φ1,a(−1)|2|φ1,b(−1)|2J˜ (1.21)
where the quasiparticle matrix elements have acquired an orbital index - a
and b - to accommodate the possibility of channel asymmetry.
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Chapter 2
The n-Orbital Anderson Model
2.1 The model and its motivation
Physical models hoping to describe interacting intra-atomic electrons should
incorporate three main energy scales. These share a common origin - the
Coulomb repulsion between two electrons - but typically differ in their size.
In a tight-binding representation, which is appropriate for localised electrons,
such as those in atomic d-shells, the interaction energy is encoded in the two-
body matrix element,
Uαβγδ =
1
2
∫
d3x d3x′ ψ∗α(x)ψγ(x)v(x,x
′)ψ∗β(x
′)ψδ(x′) (2.1)
where the {ψα(x)} are wavefunctions for a set of orthogonal electronic or-
bitals and v(x,x′) is the the electron-electron interaction. The aforemen-
tioned energy scales then arise from considering the various different contri-
butions to Uαβγδ. The most important of these come from the direct terms,
Uαβαβ, which couple density fluctuations in different orbitals,
U ′ ≡ Uαβαβ = 1
2
∫
d3x d3x′ |ψα(x)|2v(x,x′)|ψβ(x′)|2 (2.2)
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and the Hubbard terms, Uαααα, which account for the electronic repulsion in
the same orbital,
U ≡ Uαααα = 1
2
∫
d3x d3x′ |ψα(x)|2v(x,x′)|ψα(x′)|2 (2.3)
The third possibility is found by setting γ = β and δ = α, giving the exchange
integral,
JH ≡ Uαββα = 1
2
∫
d3x d3x′ ψ∗α(x)ψβ(x)v(x,x
′)ψ∗β(x
′)ψα(x′) (2.4)
This term tends to lower the energy of orbital two-particle configurations
described by a spatially antisymmetric wavefunction as compared to a spa-
tially symmetric wavefunction, intuitively because an antisymmetric function
must vanish halfway between the two electrons where the Coulomb repulsion
is strongest. Pauli statistics then dictates that the overall spin configuration
be symmetric, so that the Coulomb interaction - which at first sight couples
only the charge degrees of freedom - here enforces a symmetric alignment of
the two spins. This is the quantum-mechanical origin of bulk magnetism.
The implications of a positive exchange integral, JH > 0 are summarised
phenomenologically in Hund’s Rules [22], which specify the lowest energy
configuration of nd electrons in a shell with orbital degeneracy n as follows:
• The total spin S should be maximised.
• Given S, the total angular momentum L should be maximised.
• For nd < n the smallest value of J = |L − S| should be selected and
for n < nd < 2n the largest value of J = |L+ S| should be selected.
We will not discuss these here in more detail; they are covered well in e.g.
[23]. We note however, that the first Hund’s Rule (see above) will be partic-
ularly significant in situations where the atomic d-shells are half filled, such
as in the transition metal Mn2+, in which the large degeneracy of orbital
configurations is reduced by the requirement that S = 5/2 be maximised.
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The different energy scales associated with the matrix elements (2.2), (2.3)
and (2.4) depend on the form of the Coulomb interaction, v(x,x′), among
other things. Screening effects of the conduction electrons have been shown
[24] [25] to reduce the isolated, atomic value of1 U by up to ∼ 80% so that
an effective value of 4 − 6eV is often reported. We will not be concerned
with the exact values for either the unscreened or screened interactions, but
we note that values for JH ∼ 0.5− 1.5eV have been quoted for 3d transition
metals and ∼ 0.1eV in the parent high-Tc cuprates [26]. We will work with
a general model in which the conclusions of our analysis will only be subject
to the restriction that U > (1 − 1/n)JH , where n is the orbital degeneracy,
which, given the above, seems physically realistic.
Multi-orbital impurity models have been introduced in [27] [28] [29]. We
will study a model similar to that introduced by Yoshimori [28], which does
not include spin-orbit coupling or crystal-field effects. This model takes the
single-impurity Anderson Model (SIAM) as its starting point, and considers
coupling different atomic orbitals to different channels of conduction elec-
trons. In the d-block metals, the motivation for this is that, given near
spherical symmetry about the atom, the predominant hybridisation of the d-
electrons is with partial wave conduction band state with l = 2. These form
2l+ 1 = 5 distinct conduction channels, and so the inter-orbital interactions
exist entirely on the impurity and come from the matrix elements (2.2) and
(2.4). The full Hamiltonian is then,
H =
∑
mσ
dmσd
†
mσdmσ +
∑
k,mσ
kmσc
†
kmσckmσ +
∑
kmσ
(Vkd
†
mσckmσ + V
∗
k c
†
kmσdmσ)
....+
(U − JH)
2
∑
mm′σσ′
d†mσd
†
m′σ′dm′σ′dmσ +
JH
2
∑
mm′σσ′
d†mσd
†
m′σ′dmσ′dm′σ
(2.5)
We can identify contributions to (2.5) that are familiar from the SIAM. The
1The exchange integral is less affected: see [24].
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free conduction electrons are described by,
Hc =
∑
kmσ
kmσc
†
kmσckmσ (2.6)
where c†kmσ and ckmσ are creation and annihilation operators for conduction
electrons of wavenumber k and spin projection σ =↑, ↓ in a partial wave state
m about the impurity. The hybridisation term,
HV =
∑
kmσ
(Vkmd
†
mσckmσ + V
∗
kmc
†
kmσdmσ) (2.7)
mixes band states and d-electron states of the same magnetic quantum num-
ber m and spin σ via a k-dependent hybridisation Vkm. We denote the
hybridisation width by ∆mσ() = pi
∑
k |Vkm|2δ(− kmσ), which we can take
to be a constant ∆m in the wide flat band limit. In the original model [28],
Vkm ≡ Vk was taken to be the same for all orbitals. We will retain an or-
bital index for the time being so that the RPT results worked out in the
next section are valid for channel-asymmetric models (to be studied in Chpt.
3). So far, the sum of (2.6) and (2.7) just amounts to 2` + 1 copies of the
non-interacting single-channel Anderson Model. New physics arises from the
“atomic” part of the Hamiltonian,
Hd =
(U − JH)
2
∑
mm′σσ′
d†mσd
†
m′σ′dm′σ′dmσ + ..
..+
JH
2
∑
mm′σσ′
d†mσd
†
m′σ′dmσ′dm′σ +
∑
mσ
dmσd
†
mσdmσ (2.8)
which correlates the behaviour of electrons within the 2` + 1 orbitals that
make up the atomic magnetic multiplet in question. The notation is stan-
dard: d†mσ, dmσ, are creation and annihilation operators respectively for d-
electrons of spin σ in an impurity state with total angular momentum quan-
tum number `, with z-projection (i.e. magnetic quantum number) spanning
the 2`+ 1 orthogonal states indexed by m` ≡ m = −`,−`+ 1...`− 1, `. The
d-level in a magnetic field h we take as dmσ = d−µBσh−µBmh−µ, where
σ =↑= 1 and σ =↓= −1 and µ is the chemical potential, and µB the Bohr
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magneton. In addition to an energy scale U , which couples charge fluctu-
ations, (2.8) accounts for Hund’s Rule induced magnetic (spin) correlations
due to the ferromagnetic exchange integral (2.4).
Written in the form (2.8), Hd is hard to interpret physically. Specifically, it is
hard to understand the interplay of the aforementioned “Hubbard”, “Direct”
and “Exchange” interactions (2.2), (2.3), (2.4), which arise in a somewhat
convoluted way from the anticommutation relations of electrons in the quartic
terms in (2.8). To this end, and to better display its various symmetries, we
will introduce two new operators in terms of which the Hamiltonian can be
written in a more illuminating way.
The ith component of the local spin operator in orbital m is
Sid,m =
∑
δγ d
†
mδσ
i
δγdmγ/2, where σ
i is the ith Pauli matrix (i = x, y, z). A
summation over the local spin operator in each orbital then defines the total
impurity spin operator, the ith component of which is therefore
Sid =
∑
m S
i
d,m. Similarly, we can define the total impurity charge operator
2
nd =
∑
mσ d
†
mσdmσ, so that (2.8) can be written,
Hd = (d +
3JH
4
)nd + (U − 3JH
2
)
nd
2
(nd − 1)− JHS2d (2.9)
The appearance of the Hund’s Rule term −JHS2d is reassuring, and an obvi-
ous starting point for any model trying to capture the effects of inter-orbital
magnetic correlations. However, (2.9) represents more than just the addi-
tion of −JHS2d to 2` + 1 copies of the SIAM, the strong coupling version of
which was investigated by e.g.[30]. This is because the density-density term,
(U − 3JH
2
)nd(nd − 1)/2, does not distinguish between charge fluctuations oc-
curring on the same orbital or different orbitals. This means that (2.9) can
be written in terms of the squares of the total charge (nd) and total spin
(Sd) operators, and so has the property that it is invariant under rotations
in both orbital space and spin space, represented by the symmetry group
2We adopt the economical notation that missing indices have been summed over, e.g.;
nd =
∑
m nd,m =
∑
mσ nd,mσ ≡
∑
mσ d
†
mσdmσ.
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SU(2)s
⊗
SU(n)op, where the subscripts stand for spin and orbital degrees
of freedom respectively and, for brevity, n ≡ 2` + 1 henceforth labels the
orbital degeneracy in the multiplet. This enlarged symmetry is motivated by
physical considerations. Whereas the direct interaction (2.2) plays no role in
multi-orbital spin models (e.g. [30]), or enters as an additional free parameter
in models which retain charge degrees of freedom (e.g. [29]), (2.9) represents
a minimal, two-parameter model which naturally incorporates the three types
of interaction (2.2), (2.3), (2.4) in a rotationally invariant way. Futhermore,
at least for moderate values of J << U , we find that3 U ′ = O(U) - which,
in the case of the transition metals, has some experimental (and theoretical)
justification [25].
When JH = 0 (2.9) has an enlarged SU(2n) symmetry in which the spin and
orbital degrees of freedom are treated in a completely symmetric fashion. At
particle hole symmetry4, d = (n− 1)(3JH/2− U)− U/2, so that (2.9) then
takes the particularly simple form5,
H
SU(2n)
d =
U
2
(nd − n)2 − U
2
n2 (2.10)
In the strong coupling limit this goes over to a SU(2n) Kondo Model, which
is the same as the model introduced by Coqblin and Schrieffer [31]. Effective
models describing this situation are discussed later.
We can anticipate some of the low-energy physics of the full Hamiltonian,
Hc+HV +Hd, by looking at the eigenstates of the atomic part, Hd, on its own.
3This can be seen by expanding n2d and S
2
d in (2.9) and examining the coefficients of
terms ∼ nd,αnd,β (with α 6= β) and ∼ ndα↑nd,α↓. The former corresponds to U ′ and the
latter to U . In the two-orbital case (n = 2), we find that U ′ = U − 3JH/2, so that U ′ ≈ U
in the physically interesting regime with JH ≈ U/10.
4This result goes over to the familiar d = −U/2 for the single-channel Anderson model
when n = 1.
5The final constant is unnecessary but is retained here and elsewhere for consistency
with our definition of particle-hole symmetry, which sets d such that the fully occupied
configuration (nd = 2n) and the unoccupied configuration (nd = 0) both have zero energy.
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Whilst Hd has 2
2n atomic eigenstates in general, only a subset of these will
substantially affect the low energy physics. Indeed, our later analysis will be
concerned with the zero temperature properties of the full model, for which
only the lowest energy eigenstates contribute to the partition sum, Z, from
which all response functions are calculated. More generally, the identification
of the groundstate manifold of Hd for a given set of parameters facilitates the
construction of an effective model that sometimes captures the low-energy
physics of the full Hamiltonian, H, in an intuitive and transparent way. To
this end we focus on the particle-hole symmetric model around half-filling
(< nd >= n), for which the effects of the Hund’s Rule term should be at
their most pronounced. At particle hole symmetry (2.9) becomes,
Hd =
1
2
(
U − 3JH
2
)
(nd − n)2 − JHS2d −
1
2
(
U − 3JH
2
)
n2 (2.11)
which, for a given n, is a quadratic potential with a minimum at nd = n. In
the atomic limit, HV → 0, or equivalently when U/pi∆ >> 1, we can replace
nd by its eigenvalue n, so that,
Hd = −1
2
(
U − 3JH
2
)
n2 − JHS2d (2.12)
Because n is now just a number, the ground states of (2.12) will obviously
be those which maximise S, i.e. those for which S = n/2, forms an n + 1
fold degenerate magnetic multiplet. The key point is that if JH is sufficiently
large, the effects of coupling the atomic part of the Hamiltonian to the band
electrons via HV will not be strong enough to break up the local spin S.
We will see very clearly that “sufficiently large” in this context means that
JH should be bigger than the Kondo temperature that arises from Kondo
screening of individual orbitals. When this is the case the entire n-orbital
impurity behaves as a “rigid” spin S = n/2, with n + 1 internal degrees of
freedom which can therefore be perfectly Kondo screened by the n available
conduction channels.
It is possible to quantify all this by first projecting onto the groundstate
manifold of (2.11) and then incorporating the effects of HV to lowest order,
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so generating the effective Hamiltonian [2],
H ′c + Jn
∑
kk′m
Sd · skk′m (2.13)
where Sd is the rigid local spin-n/2 and s
kk′
m ≡
∑
γδ c
†
kmγσγδck′mδ/2 are spin-
1/2
operators made from conduction electrons in channel m. The prime on Hc
indicates that some potential scattering terms have been absorbed into the
conduction band dispersion kmσ, and the exchange coupling Jn is given by
6
Jn =
4V 2
U+(n−1)JH . This calculation is worked out in detail for the case n = 2 in
[Appendix A]. Although we will not work with (2.13) explicitly, writing the
Hamiltonian in this form makes contact with similar spin models, such as
the s− d model. The form of the exchange interaction Jn also immediately
suggests that any Kondo temperature arising from screening of the local spin-
n/2 will have an inverse exponential dependence on the Hund’s Rule energy,
viz.; TK ∼ e−1/Jnρ0(0) ∝ e−(n−1)JH/4V 2ρ0(0).
One assumption has been made about the relative size of U and JH in the
calculations that lead to (2.13). Replacing S2d by its eigenvalue
n
2
(n
2
+ 1) in
(2.12) gives the energy of this maximal spin atomic state as
n2(JH − U)/2 − nJH/2. In the particle-hole symmetric case the state with
maximal charge has energy = 0 by construction, so the maximal spin states
will span the groundstate manifold if n2(JH − U)/2− nJH/2 < 0, or equiva-
lently U > (1− 1/n)JH . The picture of a rigid local spin S obviously makes
sense for all n provided that TK << JH << U .
2.2 RPT calculations
A generalisation of the Renormalised Perturbation Theory that was devel-
oped to tackle the SIAM (see [Chapter 1]) can be applied to the n-orbital
model. The fundamental quantity is again the Fourier transform of the single
6Our sign convention is that JH > 0 is the ferromagnetic Hund’s Rule exchange.
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particle Green’s function for the d-electrons,
Gd,mσ(ωn′) = −
∫ β
0
〈Tτdmσ(τ)d†mσ(0)〉eiωn′τ dτ (2.14)
which has now acquired an extra orbital index, m = 1, 2...n, which runs over
the number of orbitals in the model. Here, ωn′ = (2n
′ + 1)/β is a (fermonic)
Matsubara frequency and the brackets 〈...〉 denote a thermal average. (2.14)
takes the form7,
Gd,mσ(ωn′) =
1
iωn′ − dmσ + i∆msgn(ωn′)− Σmσ(ωn′ , h) (2.15)
which is wholly equivalent to the single-channel result save for the addition
of the orbital index, m.
For the purposes of diagrammatic perturbation theory it will be necessary to
work with the original second-quantised Hamiltonian (2.5), rather than the
more physically transparent version (2.9). To facilitate the development of
a perturbative expansion in powers of U and JH it will also be convenient
to separate the interaction terms in the atomic part of the Hamiltonian, Hd,
into those terms involving interactions between electrons in the same channel
and those between electrons in different channels8 m 6= m′. The quartic part
of Hd then takes the form,
Hd = U
∑
m
nd,m↑nd,m↓+
(U − JH)
2
∑
m6=m′σσ′
d†mσd
†
m′σ′dm′σ′dmσ..
..+
JH
2
∑
m 6=m′σσ′
d†mσd
†
m′σ′dmσ′dm′σ (2.16)
7See e.g. [32] for a derivation of this.
8We use to word “channel” to refer to distinct orbitals and the conduction electrons
that couple to these distinct orbitals. Note that in the “2 Channel Kondo Model”, distinct
conduction electron channels couple to the same spin. Note also that if we include spin
then the total number of channels doubles. This convention is of course the origin of the
prefactor “2” in front of n that crops up in the SU(2n) symmetry. When referring to
scattering processes between electrons in different spin channels we will always explicitly
include the word “spin”.
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The perturbation theory is built from interaction vertices that correspond to
the three terms in (2.16). The first term scatters d-electrons that are in the
same orbital channel but different spin channels. Accordingly, the two-body
vertex is;
m,σm,σ
m,σ¯m,σ¯
U
Figure 2.1
(σ¯ denotes the opposite spin to σ) which is the same as for the single-channel
model. The second term in (2.16) couples charge density fluctuations in
different channels, scattering d-electrons irrespective of their spin. Its vertex
is,
m,σm,σ
m′,σ′m′,σ′
(U − JH)/2
Figure 2.2
SEE NEXT PAGE
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The last term in (2.16) scatters electrons that carry the same spin into dif-
ferent orbital channels;
m′,σ′m,σ′
m′,σm,σ
JH/2
Figure 2.3
The Renormalised Perturbation Theory proceeds along similar lines to the
single-channel case worked through in [Chapter 1]. We start by defining the
quasiparticle Green’s function G˜d,α,σ(ωn) = z
−1
α Gd,α,σ(ωn), which is given by,
G˜d,mσ(ωn) =
1
iωn − ˜dmσ + i∆˜msgn(ωn)− Σ˜mσ(ωn, h)
(2.17)
As before, the renormalised parameters, ˜dmσ and ∆˜m come from absorbing
the low-frequency contributions to the self-energy into a redefinition of the
d-level energy,
˜dmσ = z(d + Σmσ(0, h))− µBσh− µBmh (2.18)
and a rescaling of the effective bandwidth,
∆˜m = zm∆m (2.19)
Here9, zm = (1− ∂iωΣmσ(0))−1 is the quasiparticle weight, and the quasipar-
ticle self-energy in (2.17) is defined by,
Σ˜mσ(ω, h) = zm
(
Σmσ(ω, h)− Σmσ(0, h)− iω∂Σmσ(ω, 0)
∂iω
∣∣∣
ω=0
)
(2.20)
9The extra spin index on Σmσ appears to be missing on the LHS of this equation. In
practice we will always evaluate zm in zero field, so we lose the spin index for clarity of
presentation.
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where we have assumed the Luttinger theorem [33], Im{Σ(0)} = 0, so that
Im{Σ˜α,σ(ω)} ∼ ω2 as ω → 0.
In order to develop a renormalised perturbative expansion in the quartic
part of the Hamiltonian, Hd, we will need to extend our definition of the
renormalised parameters to include the new types of interaction (2.2), (2.4),
not previously encountered in the single-channel model. The full 4-vertex
takes a more general form, Γm1σ1;m2σ2m3σ3;m4σ4(ω1, ω2, ω3, ω4), which corresponds to
the Fourier coefficient of the connected skeleton diagram for the two particle
Green’s function,
〈Tτdm1σ1(τ1)dm2σ2(τ2)d†m3σ3(τ3)d†m4σ4(τ4)〉 (2.21)
with the external legs removed. Using conservation of spin and conservation
of angular momentum, Yoshimori [28] was able to show that this vertex at
zero frequency can be expressed in terms of two parameters, ΓC and Γe, as,
Γm1σ1;m2σ2m3σ3;m4σ4(0, 0, 0, 0) =
ΓC(δ
m1
m4
δm2m3δ
σ1
σ4
δσ2σ3 − δm1m3δm2m4δσ1σ3δσ2σ4 )
+Γe(δ
m1
m3
δm2m4δ
σ1
σ4
δσ2σ3 − δm1m4δm2m3δσ1σ3δσ2σ4 ) (2.22)
To first order in the interaction terms the ΓC and Γe should just correspond
to the couplings in the diagrams [fig.2.1], [fig.2.2], [fig.2.3], meaning that
ΓC = U − JH and Γe = JH. The renormalised parameters, U˜ , and J˜H, can
then be defined as in the single-channel case by,
zm1zm2zm3zm4 Γ
m1σ1;m2σ2
m3σ3;m4σ4
(0, 0, 0, 0) =
(U˜ − J˜H)(δm1m4δm2m3δσ1σ4δσ2σ3 − δm1m3δm2m4δσ1σ3δσ2σ4 )
+J˜H(δ
m1
m3
δm2m4δ
σ1
σ4
δσ2σ3 − δm1m4δm2m3δσ1σ3δσ2σ4 ) (2.23)
where the factor zm1zm2zm3zm4 arises from the rescaling of the fields, dmσ →
dmσ/
√
zm ≡ d˜mσ, in the definition of quasiparticle Green’s function (2.17)
combined with the definition of the 4-vertex in (2.21). Note that for the
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single-channel case with n = 1 (2.23) reduces to,
z2 Γσ1;σ2σ3;σ4(0, 0, 0, 0) = U˜(δ
σ1
σ4
δσ2σ3 − δσ1σ3δσ2σ4 ) (2.24)
which coincides with the definition of U˜ used in [13].
The RPT is carried out using the renormalised or effective Hamiltonian, H˜,
which has exactly the same form as the bare Hamiltonian, H, in which the
bare parameters have been replaced by their renormalised counterparts and
the bare fields, dmσ, have been rescaled; d˜mσ = dmσ/
√
zm. However, although
both Hamiltonians take the same form, if we wish to go beyond Landau’s
Fermi Liquid theory, we cannot take them as being equal. As explained in
[Chapter 1], it is necessary to introduce counter-terms to enforce the various
renormalisation conditions that arise from working with the renormalised
parameters. The first two renormalisation conditions are the same as the
single-channel results,
Σ˜mσ(0, 0) = 0,
∂Σ˜mσ(ω, 0)
∂iω
∣∣∣
0
= 0 (2.25)
and the third follows naturally from (2.23) by introducing the renormalised
4-vertex at zero frequency, Γ˜m1σ1;m2σ2m3σ3;m4σ4(0, 0, 0, 0), such that,
Γ˜m1σ1;m2σ2m3σ3;m4σ4(0, 0, 0, 0) =(U˜ − J˜H)(δm1m4δm2m3δσ1σ4δσ2σ3 − δm1m3δm2m4δσ1σ3δσ2σ4 )..
..+ J˜H(δ
m1
m3
δm2m4δ
σ1
σ4
δσ2σ3 − δm1m4δm2m3δσ1σ3δσ2σ4 ) (2.26)
As before, we will introduce the counter-terms via the Lagrangian formu-
lation, in which frequency enters explicitly. For simplicity, we consider the
case in the absence of a magnetic field (h = 0), where the energy levels dmσ
are independent of m and σ. The bare Lagrangian density, L(d,∆, U, JH),
is written as the sum of the effective (or renormalised) Lagrangian, L˜ and
the counter-term Lagrangian, Lc;
L(d,∆, U, JH) = L˜(˜d, ∆˜, U˜ , J˜H) + Lc(λ1, λ2, λ3, λ4) (2.27)
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where the functions L, L˜ and Lc all have the same dependence on their
arguments10. The counter-term Lagrangian density, Lc, takes the form,
Lc(λ1, λ2, λ3, λ4) =
∑
mσ
˜¯dmσ(τ)(λ2∂τ − λ1)d˜mσ(τ)..
..+ (λ3 − λ4)
∑
mm′σσ′
˜¯dm,σ(τ)
˜¯dm′σ′(τ)d˜m′σ′(τ)d˜mσ(τ)..
..+ λ4
∑
mm′σσ′
˜¯dmσ(τ)
˜¯dm′σ′(τ)d˜m,σ′(τ)d˜m′σ(τ) (2.28)
where the ˜¯dmσ(τ) and d˜mσ(τ) are a pair of (rescaled) Grassmanian fields of
the imaginary time variable τ . The counter-term coeffiecients λi are defined
to make the LHS and RHS of (2.27) equal, and so they can be calculated
explicitly in terms of the bare and renormalised parameters. To calculate λ4,
for example, we equate the coefficients of the third terms in L and L˜ + Lc,
viz.:
−JH
2
= − J˜H
2zmzm′
+
λ4
zmzm′
(2.29)
where the zmzm′ arises because the LHS of (2.27) is expressed exclusively in
terms of the rescaled fields. From (2.29) we see that λ4 = (J˜H− zmzm′JH)/2,
and, by the same argument, the other coefficients λ1 = −Σ(0), λ2 = zm − 1,
λ3 = (zmzm′U − U˜)/2 follow easily.
These expressions for the λi are the culmination of an exhaustive reorganisa-
tion of the terms in the bare model. Nothing has been thrown away, for the
counter terms ensure that (2.27) is an exact identity, yet nothing has obvi-
ously been gained. To make headway we proceed as in the single-channel case
[13] by expressing the λi as power series in U˜ and J˜H. The coefficients in these
series can then be calculated consecutively at each order in the perturbation
series using the renormalisation conditions (2.25) and (2.26) as constraints.
In this way, physical quantities such as response functions can be expressed
10The excess notation is unnecessary, but serves as a reminder of the physical meaning
of the various terms and allows explicit mention of their arguments to be conveniently
dropped.
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in terms of the renormalised parameters alone, and the renormalised param-
eters then calculated using the NRG, appeal to experiment, or other (recent)
methods [34].
For calculational purposes we will work with the free quasiparticle propaga-
tor, G˜
(0)
d,mσ, which is found by neglecting the self energy in the renormalised
retarded Green’s function (2.17),
G˜
(0)
d,mσ(ωn) =
1
iωn − ˜dmσ + i∆˜msgn(ωn)
(2.30)
Using ρ˜
(0)
mσ = − Im G˜(0)d,mσ/pi this generates the free quasiparticle spectral den-
sity in the mth channel,
ρ˜(0)mσ(ω) =
∆˜m/pi
(ω − ˜dmσ)2 + ∆˜2m
(2.31)
From Fermi liquid theory, (see, e.g. [32]) the quasiparticle interaction terms
do not contribute to the linear specific heat coefficient γ of the electrons. It
follows that the impurity contribution to this coefficient is proportional to
the free quasiparticle density of states evaluated at the Fermi level and is
given by,
γ =
pi2
3
∑
m,σ
ρ˜(0)mσ(0) (2.32)
In zero field h = 0 the sum over m in (2.32) just amounts to multiplication
by n and the sum over σ just amounts to multiplication by 2, so that γ =
(2npi2/3)ρ˜(0)(0), where ρ˜(0)(0) is the quasiparticle density of states per spin
per channel.
Integrating the free quasiparticle density of states (2.31) to the Fermi level
(µ = 0 at T = 0) gives the expectation value of the number operator, 〈n˜dmσ〉,
given by,
〈n˜dmσ〉 = 1
2
− 1
pi
tan−1
(
˜dmσ
∆˜
)
(2.33)
By the Friedel sum rule [35] [2], this also determines the phase shift ηmσ =
pi〈n˜dmσ〉 in the channel with quantum numbers m and σ. A significant result
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in the single-channel case is that the quasiparticle occupation is equal to the
particle occupation: 〈n˜d〉 = 〈nd〉. It was shown by Shiba [36] that this result
also holds for the n-orbital model analysed here, giving 〈n˜dmσ〉 = 〈ndmσ〉; the
quasiparticle occupation number in each of the 2n channels is equal to the
electron occupation number in that channel11.
The h = T = 0 spin susceptibility, χs, is familiar from the single-channel case
and is found, as there, by differentiating the magnetisation with respect to
h - χs =
∑
m ∂h(〈n˜dm↑〉 − 〈n˜dm↓〉) - and evaluating this expression at h = 0.
The charge susceptibility is found similarly, this time by differentiating the
total impurity occupation with respect to ˜d (or the chemical potential) in
the absence of a magnetic field: χc =
∑
mσ ∂˜d(〈n˜dmσ〉).
In order to evaluate these expressions we will calculate the quaisparticle
occupation 〈n˜dmσ〉 to first order in the renormalised interaction terms. The
formula for the spin susceptibility, for example, is (using (2.33)),
χs =
∑
m
∂h
[
− 1
pi
tan−1
(
˜dm↑ + Σ˜
(1)
m↑(0, h)
∆˜
)
+
1
pi
tan−1
(
˜dm↓ + Σ˜
(1)
m↓(0, h)
∆˜
)]
h=0
(2.34)
evaluated at h = 0. Here, Σ˜
(1)
mσ(0, h) denotes the first order renormalised
self-energy which has contributions from the three vertices [fig.2.1], [fig.2.2]
and [fig.2.3]. Note that in [fig.2.1] and [fig.2.2] we just need to close the loop
in the internal free quasiparticle propagator, forming a tadpole diagram such
as shown12 in [fig.2.4] for the vertex [fig.2.1]. The vertex shown in [fig.2.3]
forms an “oyster” diagram at this order that comes with a different sign, but
the integrals over the internal frequency in all three diagrams just gives the
free quasiparticle number occupation, n˜mσ, and after doing the sum over one
11For a discussion of models in which a less restrictive form of this sum rule applies see
[37].
12Being a self-energy, the external legs should obviously be discounted. They are left
in this diagram as a reminder that this is a contribution to the self-energy in the channel
m,σ.
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U˜m, σ¯
m, σ m, σ
Figure 2.4
of the channel indices we arrive at13,
Σ˜(1)mσ(0, h) = U˜ n˜mσ¯ − (n− 1)J˜H n˜mσ + (n− 1)(U˜ − J˜H)(n˜mσ + n˜mσ¯)
= (n− 1)(U˜ − 2J˜H)n˜mσ +
[
U˜ + (n− 1)(U˜ − J˜H)
]
n˜mσ¯ (2.35)
The derivatives in (2.34) give terms of the form piρ˜
(0)
mσ(∂h˜dmσ +∂hΣ˜
(1)
mσ(0, h)),
and, spotting that14 ∂hn˜mσ = −ρ˜(0)mσ∂h˜dmσ and substituting this into the
h-derivative of (2.35), we find for (2.34),
χs = −
∑
m
ρ˜(0)mσ
[
(∂h˜dmσ − ∂h˜dmσ¯)(1 + (U˜ − (n− 1)J˜H)ρ˜(0)mσ)
]
(2.36)
where we have implicitly taken σ = 1 in going from (2.34) to (2.36). Noting
that ∂h˜dmσ − ∂h˜dmσ¯ = −2µB we arrive at,
χs = 2nµ
2
Bρ˜
(0)(0)(1 + (U˜ + (n− 1)J˜H)ρ˜(0)(0)) (2.37)
where the spin index has been dropped because h = 0 and the remaining
channel index has been summed over (and subsequently dropped, assuming
channel isotropy) giving the prefactor n.
The charge susceptibility can also be calculated in a similar way, and the
result is,
χc = 2nρ˜
(0)(0)(1− ((2n− 1)U˜ − 3(n− 1)J˜H)ρ˜(0)(0)) (2.38)
13In order to enforce the renormalisation condition Σ˜
(1)
mσ(0, 0) = 0 we should subtract
terms proportional to nmσ(0, h = 0) from the RHS of this expression. In this case the
resulting calculations are not affected, providing we remember to set Σ˜
(1)
mσ(0, 0) = 0 in the
formula for the zero-field spectral density, ρ˜
(0)
m .
14When it is obvious that ω = 0, the frequency argument of ρ˜(0)(ω) will occasionally be
dropped in what follows to save space.
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The contribution to the susceptibilities (2.37) and (2.38) from quasiparticle
interactions is contained in the coefficient of ρ˜(0)(0) within the brackets. This
is a function of the renormalised parameters which depends on the difference
of the prefactors of the first and second terms in (2.35) in the case of χs and
on their sum in the case of χc. It has the effect of enhancing or reducing
the susceptibilities from their noninteracting values and, as we will show
later, often tends to a constant value that does not depend on the bare
interactions if the strength of these bare interactions is large enough. For
the spin susceptibility, the enhancement factor (1 + (U˜ + (n− 1)J˜H)ρ˜(0)(0))
is also called the Wilson Ratio, RW , which is a constant RW = 2 in the
single-channel case at strong coupling U/pi∆ >> 1.
In addition to the spin χs and charge χc susceptibilities familiar from the
single-channel model, it is also possible to define an “orbital” susceptibility,
χorb. This is the orbital analogue of the spin susceptibility, so instead of
χs =
∑
mσ ∂h〈σn˜mσ〉 (with σ = ±1), we pre-multiply by the orbital index to
give χs =
∑
mσ ∂h〈mn˜mσ〉. The result is,
χorb =
(n2 − 1)µ2Bρ˜(0)(0)
12
(
1 + (U˜ − 3J˜H)ρ˜(0)(0)
)
(2.39)
Using the fact that the Hamiltonian conserves spin, charge and orbital an-
gular momentum independently, Yoshimori [28] was able to derive Ward
identities to show that the above first order results, (2.37), (2.38) and (2.39),
are exact. The ab-initio reorganisation of terms in the perturbation series
means that all the higher order terms in U˜ and J˜H cancel out.
By appealing to certain physical expectations we have for the various re-
sponse functions, we are immediately able to make predictions about the
scaling behaviour of the renormalised parameters in certain regimes. A large
value of U/pi∆ >> 1 will suppress charge fluctuations on the impurity, so we
expect that in the strong-coupling limit χc = 0. Then, using (2.38), we find,
((2n− 1)U˜ − 3(n− 1)J˜H)ρ˜(0)(0) = 1 (2.40)
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giving a relation between ρ˜(0)(0), U˜ and J˜H. Similarly, we expect a strong
enough value of the Hund’s Rule coupling15 JH/pi∆ >> 1 to suppress orbital
fluctuations, so that χorb = 0, which, from (2.39), immediately gives the
relationship,
1 + U˜ ρ˜(0)(0) = 3J˜H ρ˜
(0)(0) (2.41)
Then combining (2.40) and (2.41) we find the following relation that is inde-
pendent of n,
U˜ =
3J˜H
2
=
1
ρ˜(0)(0)
≡ 4TK (2.42)
where the definition of the Kondo temperature, 4TK ≡ 1/ρ˜(0)(0), has been
introduced. This is a significant result, for it predicts that if charge and
orbital fluctuations are suppressed, the low-energy model contains only one
renormalised energy scale, TK . As in the single-channel model, this scaling
behaviour is called “universal”: the effects of strong electronic correlations
have reduced the three independent energy scales that characterise the bare
model to one energy scale that characterises the effective model. Substituting
from (2.42) into the formula for χs also determines the generalisation of the
Wilson Ratio as a function of the orbital degeneracy: RW = 2(n+2)/3. This
reduces to the single-channel result RW = 2 when n = 1.
For the SU(2n) model with JH = 0 we can use (2.38) to give the relation,
U˜ ρ˜(0)(0) =
1
(2n− 1) (2.43)
in the strong-coupling regime. In this case we find for the Wilson Ratio,
R
SU(2n)
W = 2n/(2n− 1), which goes to its noninteracting value RW → 1 as n
becomes large. Evidently the effect of increasing the number of orbitals is to
dilute the effects of U˜ .
15We will see later that JH/pi∆ can actually be much smaller than this to give the same
effect.
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All these relations simplify in the case of particle-hole symmetry when
d = (n−1)(3JH/2−U)−U/2. This is because ˜d = 0 and so ρ˜(0)(0) = 1/pi∆˜.
Specifically, the non-linear relation (2.40) becomes,
pi∆˜ = (2n− 1)U˜ − 3(n− 1)J˜H (2.44)
and (2.42) becomes,
pi∆˜ = U˜ =
3
2
J˜H = 4TK (2.45)
which was first conjectured in [38] using a phenomenological mean field the-
ory.
By combining pairs of the three vertices [fig.2.1], [fig.2.2], [fig.2.3], we can
calculate the renormalised self-energy to second order in the renormalised
parameters J˜H and U˜ . The labels on the propagators limit the number of
“cross-terms” - i.e. those which combine two different vertices - to just one
at this order [fig.2.5a] plus three other “diagonal” contributions [fig.2.5b],
[fig.2.5c], [fig.2.5d].
m′, σ
m′, σ
m, σ
(a)
m, σ¯
m, σ¯
m, σ
(b)
m′, σ′
m′, σ′
m,σ
(c)
m′, σ′
m,σ′
m′, σ
(d)
Figure 2.5
Second-order contributions to the renormalised self-energy, Σ˜
(2)
mσ(ω).
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As with the case at first order, the couplings attached to these Feynman
diagrams [fig.2.5] come with n-dependent prefactors that arise from the sum-
mation over distinct channels in the original definition of the interaction
terms. For diagrams (a,b,c,d) these are respectively: −2(n− 1)J˜H(U˜ − J˜H),
U˜2, 2(n− 1)(U˜ − J˜H)2 and 2(n− 1)J˜2H.
A exact relation for the low temperature impurity contribution to the resis-
tivity in the particle-hole symmetric case has been derived by Yoshimori [28].
He gives an expression in terms of the contributions to the full 4-vertex, Γe
and ΓC , which, translated into the language of the renormalised vertices can
be written as,
R(T ) = R0
(
1− pi
4(1 + 2IR)T
2
3
+ O(T 4)
)
(2.46)
where IR is given by,
IR = (ρ˜
(0)(0))2((2n− 1)U˜2 − 6(n− 1)J˜H(U˜ − J˜H)) (2.47)
We note that the resistivity can also be evaluated within the framework of
the RPT [13] [39] [2] by calculating the co-efficient of the ω2 part of the
renormalised self energy using the diagrams [fig.2.5]. The first order (i.e. fre-
quency independent) contributions are cancelled by counter terms because
of the renormalisation condition Σ˜(0) = 0, as are the linear-ω contributions
because of the renormalisation condition Σ˜′(0) = 0. At particle-hole symme-
try, there are no corrections from the counter terms to the vertices at second
order. As shown, in the Kondo regime we can then relate the renormalised
parameters to a single energy scale, TK , whence (2.47) reduces to,
R(T ) = R0
(
1− pi
4(5 + 4n)
96
(
T
TK
)2
+ O(T 4)
)
(2.48)
This agrees with the result derived by Nozie`res [40] and Yamada [41] [42] for
the case n = 1, so these exact Fermi liquid relations can be derived at just
second order using the RPT.
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It is also possible to calculate dynamical quantities using the RPT that pro-
vide an accurate description of the low-frequency regime. The Fourier trans-
form of the dynamic spin susceptibility calculated in [43] can be generalised
to include a channel index,
χ+−s (iωn′) =
∫ β
0
〈Tτ
∑
m
S+d,m(τ)
∑
m′
S−d,m′(0)〉eiωn′τ dτ (2.49)
where ωn′ = 2pin
′/β and S+d,m = d
†
m↑dm↓ and S
−
d,m = d
†
m↓dm↑ (with the longitu-
dinal part Szd,m = (nd,↑−nd,↓)/2). Although (2.49) is a transverse component
of χs(iωn′), we expect it to be equal to (twice) the longitudinal part in the
absence of a magnetic field. The calculation proceeds as detailed in [43], by
taking into account repeated scattering in the (quasi) particle-hole channel,
but here the orbital degeneracy opens up the possibility that a particle hole
pair created in channel m can scatter into a different channel m′ 6= m.
W˜
σ¯ σ¯
σ σ
W˜ W˜
σ¯
σ
σ¯
σ
Figure 2.6
The repeated scattering of an up-spin (σ =↑) quasiparticle with a down-spin
quasihole.
The two vertices which enter into the calculation of the Green’s function in
(2.49) in the particle-hole channel are [fig.2.1] and [fig.2.3], but we should take
into account the fact that all zero-frequency contributions to the full 4-vertex
are already contained in the renormalised parameters by using an a further
effective parameter, W˜ , in the ladder diagram [fig.2.6]. Here, W˜ is some
function of U˜ and J˜H to be determined by the condition that χ
+−
s (ω+ iδ)→
2χs as ω → 0.
To calculate χ+−s (ω+iδ) we sum the infinite geometric series that corresponds
to the ladder [fig.2.6]. In the absence of a magnetic field we can multiply this
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sum by the orbital degeneracy, n, to give,
χ+−s (ω + iδ) = 4nµ
2
B
Π˜+−(ω + iδ)
1− W˜ Π˜+−(ω + iδ) (2.50)
where we have analytically continued to real frequency ω. The free particle-
hole pair propagator within any particular channel is the same for all chan-
nels, and is easy to calculate analytically. It is given by16,
Π˜+−(ω + iδ) =
∆˜
piω(ω + 2i∆˜)
{
ln
(
1 +
ω
˜d + i∆˜
)
+ ln
(
1− ω
˜d − i∆˜
)}
(2.51)
when ω 6= 0 and by ρ˜(0)(0) when ω = 0. Using this last result we are now in
a position to calculate W˜ . We find,
W˜ =
U˜ + (n− 1)J˜H
1 + (U˜ + (n− 1)J˜H)ρ˜(0)(0)
(2.52)
whence the full dynamic susceptibility can be written exclusively in terms of
the ω = 0 renormalised parameters,
χ+−s (ω + iδ) = 4nµ
2
B
{1 + (U˜ + (n− 1)J˜H)ρ˜(0)(0)}Π˜+−(ω + iδ)
1 + (U˜ + (n− 1)J˜H)(ρ˜(0)(0)− Π˜+−(ω + iδ))
(2.53)
We note that (2.53) satisfies the exact Korringa-Shiba relation,
lim
ω→0
Imχ+−s (ω + iδ)
ω
=
piχ2s
nµ2B
(2.54)
as proved for this model in [36] and [37].
2.3 NRG calculations for the case n = 2
The RPT analysis for the n-orbital model developed in the previous section
generates expressions for certain physical quantities in terms of renormalised
parameters, not bare parameters. As described in [Chapter 1], the NRG can
be used to calculate these renormalised parameters by studying the flow of
16For δ → +0.
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the eigenvalues of the a related Hamiltonian on the approach to the non-
interacting fixed point. We will now use the two-channel NRG to calculate
renormalised parameters for the special case n = 2, and by substituting these
renormalised parameters into the RPT expressions we will be able to calcu-
late the low-energy behaviour of the model in different regions of the phase
diagram that covers the space of bare parameters.
We start by noting that the case n = 2 is equivalent to an having an “orbital-
pseudospin” L = 1/2. We can therefore introduce three operators,
Li =
∑
σmm′ d
†
mσσ
i
mm′dm′σ/2, with i = x, y, z, that have exactly the same
form as the total spin operator defined previously. It is then easy to re-write
the atomic part of the Hamiltonian as,
Hd = (d +
3
2
(U − JH))nd −
(
U − 3JH
4
)
(L2 + S2) +
JH
4
(3L2 − S2) (2.55)
which manifestly has SU(2)op
⊗
SU(2)s symmetry. At particle-hole symme-
try the coefficient of nd vanishes, and we can read off the atomic ground
state by looking at the last term in (2.55) on its own. Specifically, JH > 0
favours a spin-triplet, with S = 1, and JH < 0 favours a pseudospin-triplet,
with17 L = 1. In the case of a Hund’s Rule coupling we take JH > 0, so the
energy of the spin-triplet is E(L;S) = E(0; 1) = −2U + JH , which will be
the ground state energy if U > JH/2. Eigenstates of (2.55) at half-filling (i.e.
when there are a total of two d-electrons, which corresponds to particle-hole
symmetry for the isolated Hd above) can be labelled by their orbital and
spin quantum numbers18: |L,Lz;S, Sz〉, where Lz = −1, 0, 1 is the quantum
number normally called m` for the case of L = 1, and similarly for spin.
If, in addition to particle-hole symmetry, we have JH = 0, then (2.55) takes
a particularly simple and symmetric form,
Hd = −U(L2 + S2) (2.56)
17Note that S = 1 forces L = 0 and vice-versa.
18The notation is overcomplete but easy to work with.
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which is the atomic part of the Hamiltonian of an SU(4) Anderson Model. We
will first look at the NRG results for this, the SU(4) case, before introducing
the Hund’s Rule term in a later section.
The SU(4) model: JH = 0
By substituting the formula for the quasiparticle spectral weight at ω = 0
into (2.43), we arrive at an expression for U˜ as a function of the occupation,
U˜ =
pi∆˜
(2n− 1)sin2(pind/2n)
(2.57)
For n = 2 this relation - based on the suppression of charge susceptibility -
should hold near to points of integer valence nd = 1, 2, 3. This means that
for nd = 2 we expect that U˜/pi∆˜ = 1/3 whereas for nd = 1, 3, we expect that
U˜/pi∆˜ = 2/3. To investigate this we take the case at quarter-filling, with
nd = 1, and plot 2∆˜/3∆, U˜/pi∆, and the ratio U˜/pi∆˜ as a function of U/pi∆
in [fig.2.7a]. A single energy scale clearly emerges for U/pi∆ > 4.5, and the
ratio U˜/pi∆˜ asymptotically approaches the value 2/3. When U/pi∆ = 14
we find U˜/pi∆˜ = 0.66665, which amounts to a very accurate verification of
(2.57) for nd = 1 and n = 2.
In [fig.2.8] we extend the calculation of renormalised parameters away from
integer valence. As mentioned, we expect the RPT predictions that arise
from assuming total suppression of the charge susceptibility to hold in the
strong coupling regime whenever nd ≈ integer, and [fig.2.8] essentially con-
firms this prediction. Although it is hard to corroborate the exact RPT
predictions of the ratios of renormalised parameters at nd = 1, 2, 3 by look-
ing at [fig.2.8], the points of maximal renormalisation clearly lie at half filling
and (to a somewhat lesser extent) in the region of nd = 1 and nd = 3. Here,
the quasiparticle weight z = ∆˜/∆ is heavily reduced, corresponding to the
narrowing of the Kondo resonance as it approaches the Fermi level. We note
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Figure 2.7
(a) A plot of U˜/pi∆, 2pi∆˜/3pi∆ and U˜/pi∆˜ as functions of U/pi∆ for the SU(4)
model at quarter filling; nd = 1. (b) A plot of the spin susceptibility, χs,
(in units of 4µ2B) and the charge susceptibility, χc, as a function of the
impurity occupation nd for the SU(4) model with U/pi∆ = 5.
that the minima in z that lie away from half filling occur not exactly at
integer valence, as might be expected, but are both slightly shifted inwards
towards the central feature at nd = 2. We will see the same phenomenon
in the last section of [Chapter 3]: a possible explanation is that the quasi-
particle resonance that forms at integer valence is slightly off-set from the
Fermi level by the presence of high-lying “Hubbard” satellites in the total
density of states. The resonance then moves through the Fermi level at a
point when the integrated spectral weight slightly exceeds (in the case near
nd = 1) the values it takes at exactly integer filling. Another notable feature
of [fig.2.8] is that even away from integer valence there are still very con-
siderable renormalisations of the effective parameters: for instance, U˜/pi∆ is
more than twenty times smaller than its bare value U/pi∆ = 5 at nd = 1.5
This effect rapidly breaks down for nd < 0.75 and nd > 3.25, coinciding
with removal of spin degrees of freedom, at which point the renormalised
parameters approach their bare values.
In [fig.2.7b] we give the corresponding results for χs and χc with U/pi∆ = 5.
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Figure 2.8
A plot of the renormalised parameters pi∆˜, ˜d and U˜ in units of pi∆ = 0.01pi
as a function of the impurity occupation nd for the model with U/pi∆ = 5.
Due to the large value of U/pi∆ the spin and charge susceptibilities behave
completely differently as nd is varied, with χs showing enhanced peaks near
integer values of nd as expected. Referring back to [fig.2.8] we see that the
peak values of ∆˜ at nd = 1 and near nd = 2, 3 are almost the same. The
higher value of χs at nd = 2, therefore, is due to the fact that at this point
˜d = 0, so enhancing the quasiparticle density of states as compared to the
peaks near nd = 1 and nd = 3. We see again that the peaks in χs near nd = 1
and nd = 3 are not precisely at integer valence.
Still looking at [fig.2.7b], it is somewhat surprising that the charge suscepti-
bility, χc, is so small over the whole filling region and not just at the points
of integer valence. We can explore this observation further by plotting the
factors by which the spin and charge susceptibilities are enhanced (or sup-
pressed) by interactions. These are ηs = 1 + (U˜ + (n − 1)J˜H)ρ˜(0)(0) and
ηc = 1 − ((2n − 1)U˜ − 3(n − 1)J˜H)ρ˜(0)(0) respectively, and are plotted for
JH = 0 in [fig.2.9a] as functions of nd. Both χs and χc are nearly constant
over the whole range 1 < nd < 3, indicating that approximately universal
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behaviour exists through the mixed valence regimes as well as around integer
filling, with RW = ηs ≈ 4/3 over this entire region. This suggests that a local
effective spin model would be appropriate even away from integer valence,
as the charge degrees of freedom do not appear to play much of a role in the
low energy physics in this region.
In [fig.2.9b] we compare the results for U˜/pi∆˜ and 1/(3 sin2(pind/4)) as func-
tions of the impurity occupation, nd, for the model with U/pi∆ = 5 and
pi∆ = 0.01pi. The formula U˜/pi∆˜ = 1/(3 sin2(pind/4)) comes from putting
n = 2 into (2.57). Again, though we only have reason to assume this should
hold at integer valence, the NRG values for U˜/pi∆˜ agree remarkably well
with this RPT-derived formula even at mixed valence, confirming our pre-
vious findings. All these indications of universal behaviour suggest that it
should be possible to define a Kondo temperature over the entire filling region
for this model.
We make the definition for the Kondo temperature,
TK =
2n− 1
4n2ρ˜(0)(0)
(2.58)
which differs from the definition we will use later by the n-dependent fac-
tor, which equals (2n − 1)/n2 = 3/4 for the case here with n = 2. The
motivation for this definition is that it is consistent with the definition of
χj = (gµB)
2j(j + 1)(1 + U˜ ρ˜
(0)
d )/3 for the n-fold degenerate infinite-U Ander-
son Model [31], where χj is the total angular momentum susceptibility and
j = (n−1)/2 is the total angular momentum, so facilitating comparison with
previous results. Using (2.58) and the formula for the d-level renormalised
spectral density we can re-write (2.57) in terms of TK :
TK =
pi∆˜(2n− 1)
4n2sin2(pind/2n)
(2.59)
[fig.2.10a] shows a plot of TK for n = 2 and U/pi∆ = 5, 10. As before, there are
three dips corresponding to local minima for TK at nd = 2 and near nd = 1, 3.
The models at quarter and half filling have different Kondo temperatures, as
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shown in [fig.2.11] for the range 5 ≤ U/pi∆ ≤ 14. The ratio of TK for nd = 1
to that for nd = 2 is shown in the inset and increases monotonically with
U/pi∆ as a function of U/pi∆, however it is hard to fit this ratio to an obvious
function. The enhanced Kondo temperature for the model at quarter filling
can be understood intuitively by counting the number of degenerate atomic
groundstates that can be accessed via virtual tunnelling processes at lowest
order in V 2. In the quarter-filled model every atomic state19 |m,σ〉 = d†mσ |0〉
is connected to every other at O(V 2), yet this is not true for the half-filled
model where, for example, |1, 1; 0, 0〉 connects to |1,−1; 0, 0〉 only at O(V 2).
We will have more to say about this in [Chapter 3].
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Figure 2.9
(a) A plot of the Wilson Ratio, RW = ηs and ηc as functions of the occu-
pation nd for the model with U/pi∆ = 5. (b) A plot of U˜/pi∆˜ (full line) and
1/(3 sin2(pind/4)) (dashed line) as functions of the impurity occupation nd for
the model with U/pi∆ = 5 and pi∆ = 0.01pi. The curves match well over the
region where ηc is small (see text).
We can use the formula for TK in conjunction with the formula for ρ˜
(0)
d (0) to
find a formula for the renormalised level,
˜d = TK
2n2sin(pind/n)
pi(2n− 1) (2.60)
19|0〉 denotes the state with no particles on the impurity.
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and, noting that ˜d = ∆˜ cot(pind/2n) and using various trigonometric identi-
ties we can determine the quasiparticle spectral weight entirely in terms of
the Kondo temperature and the filling,
ρ˜(0)(ω) =
(2n− 1)/(4n2TK)
(Ω− cos(pind/2n))2 + sin2(pind/2n)
(2.61)
with Ω = ωpi(2n−1)/(4TKn2sin(pind/2n)). It is then possible to compare the
quasiparticle density of states at half-filling, nd = n = 2, with that at quarter-
filling, nd = 1. In the former case we can put ˜d = 0 in (2.61) (this just gets
rid of the cos in the denominator) and, approximating 4n2/(2n− 1) ≈ 2n for
large n, ρ˜(0)(ω) then takes the form,
ρ˜(0)(ω) ≈ 2nTK/pi
2
ω2 + (2nTK/pi)2
(2.62)
In contrast, when nd = 1 and n > 1, the quasiparticle peak sits near, but
not at, the Fermi level, as mentioned before. Again for large n, ρ˜(0)(ω) then
takes the approximate form,
ρ˜(0)(ω) ≈ TK/2n
(ω − TK)2 + (piTK/2n)2 (2.63)
which corresponds to a resonance at ω = TK whose width narrows as 1/n
when n is increased. In the limit n→∞ this then becomes a Dirac delta func-
tion in the density of states. The slight asymmetry in the spectral function
about the Fermi level is illustrated in [fig.2.10b], which shows a comparison
of ρ˜
(0)
d (ω) as a function of ω for the SU(4) model at quarter (nd = 1) and
half (nd = 2) filling, with U/pi∆ = 5 and pi∆ = 0.01pi.
In the limit of large n, we have seen that interaction effects becomes increas-
ingly dilute. Using the Sommerfeld expansion formula, [44] [2], we can then
calculate the coefficient of the T 3 contribution to the specific heat capacity,
which is also proportional to the T 2 coefficient of the spin susceptibility, using
a free quasiparticle approximation. Both coefficients are proportional to,(
ρ(0)
′′
(0)
ρ(0)(0)
)
−
(
ρ(0)
′
(0)
ρ(0)(0)
)2
=
2(˜2d − ∆˜2)
(˜2d + ∆˜
2)2
(2.64)
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Figure 2.10
(a) A plot of the SU(4) Kondo Temperature, TK = 3pi∆˜/(16 sin
2(pind/4)) as
a function of nd for two different values of U/pi∆. This definition of
TK is valid over regions where ηc is small (see text). (b) A plot of the
Quasiparticle spectral function, ρ˜
(0)
d (ω), as a function of ω for the SU(4)
model at quarter (nd = 1) and half (nd = 2) filling. U/pi∆ = 5 and pi∆ = 0.01pi
in both (a) and (b).
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Figure 2.11
A plot of the Kondo Temperature, here defined as TK ≡ 3/(16ρ˜(0)d (0)), as a
function of U/pi∆ for the SU(4) model at quarter (nd = 1) and half (nd = 2)
filling. The inset shows the ratio TK [nd = 1]/TK [nd = 2].
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With the peak in the spectral function at ω = 0, the second term on the LHS
of (2.64) vanishes and we find −2/∆˜2 for the coefficient. However, when the
peak of the spectral function is shifted away from ω = 0, as is the case at
quarter filling in two orbital model, or more generally at 1/(2n)-filling in n-
fold degenerate models, we have the possibility that this coefficient changes
sign and becomes positive for |˜d| > ∆˜. Because χs(T ) should go over to
a high temperature form that is Curie-like, i.e. ∝ 1/T , which is arbitrarily
small as T →∞, the implication of a positive low-temperature T 2 coefficient
is that there must be a peak in χs(T ) at some finite temperature. We note
that this peak is found in Bethe ansatz solutions for the N -fold degenerate,
infinite U , Anderson model for N > 3 [45] [46], but the arguments here
indicate why it should exist in an intuitive and relatively simple way.
JH 6= 0: The effects of a Hund’s Rule coupling
The most noticeable effect of switching on a large Hund’s Rule coupling is
that the universal physics, which in the SU(2n) case persisted through the
mixed-valence region, is now only present near half-filling. We can under-
stand this very simply by remembering that the Hund’s Rule term only comes
into operation when nd ≈ n; in fact, even more restrictively when ndm ≈ 1.
Thus, away from nd = n, we have unsuppressed orbital fluctuations which
renormalise the JH differently from the U . In [Chapter 3] we explain in more
detail why this happens by counting the different ways that fluctuations can
occur between different atomic configurations. Essentially, JH breaks the
symmetry between the number of low-energy virtual processes that flip the
orbital-pseudospin and those that flip spin. If these orbital fluctuations20 are
not then suppressed by having nd ≈ n there will be no universal low-energy
scale.
20The spin fluctuations could also be suppressed by the application of a magnetic field,
leading to the so-called “pseudospin” Kondo effect.
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Figure 2.12
(a) A plot of the Wilson Ratio, RW = ηs, ηorb and ηc as functions of the
occupation nd for the model with U/pi∆ = 2 and JH/pi∆ = 0.05. (b) A plot of
the Wilson Ratio, RW = ηs, ηorb and ηc as functions of the occupation nd for
the model with U/pi∆ = 4 and JH/pi∆ = 0.05.
All this is true for a “large” enough Hund’s Rule coupling, but it is interesting
to ask what is meant by “large” in this context. The two figures [fig.2.12a]
and [fig.2.12b] offer a clue as to the answer to this question. Both show the
Wilson Ratio, RW = ηs, ηorb and ηc plotted against the occupation nd for
the model JH/pi∆ = 0.05. The only difference is in the value of the bare
U , with U/pi∆ = 2 in [fig.2.12a] and U/pi∆ = 4 in [fig.2.12b]. In [fig.2.12a]
these ratios - which are flat and unchanging in the universal regime (c.f.
especially [fig.2.9a]) - show a moderate variation as the filling is changed,
but in [fig.2.12b] this variation is significantly more pronounced. The value
of JH has not changed, but the value of JH/TK has
21. This suggests that we
should still have some universal scaling behaviour when JH is small compared
to TK , where, as has been shown in the previous sections, it makes sense to
define a TK even away from integer valence. We will find out here that for the
case of the intra-atomic energy scale, JH , “large” means “large compared to
TK”, or more generally, “large compared to the lowest renormalised energy
21The coupling U/pi∆ = 2 is on the borderline of the universal regime even when JH = 0,
and so ηs and ηc are not as flat as they could be in [fig.2.12a].
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scale in the model”, and this will be a recurring theme that, in [Chapter 3],
has exotic consequences.
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Figure 2.13
A plot of the renormalised parameters pi∆˜, ˜d, U˜ and J˜H in units of pi∆ as
a function of the impurity occupation nd for the model with U/pi∆ = 4 and
a Hund’s Rule exchange coupling JH/pi∆ = 0.15. Note that the local minima
away from half filling - corresponding to points of enhanced renormalisa-
tion - do not occur at exactly integer valence.
In [fig.2.13] we show the renormalised parameters pi∆˜, ˜d, U˜ and J˜H in units of
pi∆ as a function of the impurity occupation nd for the model with U/pi∆ = 4
and a Hund’s Rule exchange coupling JH/pi∆ = 0.15. As before, the local
minima near nd = 1 and nd = 3 - which correspond to points of enhanced
renormalisation - do not occur at exactly integer valence. It is interesting to
compare [fig.2.13] with the renormalised parameters in [fig.2.14b], which is for
smaller value of U/pi∆ = 2 and a smaller value of JH/pi∆ = 0.05. The ratio
J/TK is therefore much larger in [fig.2.13] than in [fig.2.14b], as evidenced
by the much larger variation of the renormalisations occurring in [fig.2.13].
[fig.2.15] shows the same plot for a choice of parameters that lies somewhere
between these extremes. As a result, pi∆˜, although showing considerable
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variation with nd, is almost equally reduced around nd = 1 and nd = 3 as it
is around nd = 2, and J˜H is much larger at nd = 2 than in (2.13).
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Figure 2.14
(a) A plot of the Wilson Ratio, RW = ηs, ηorb and ηc as functions of the
occupation nd for the model with U/pi∆ = 4 and JH/pi∆ = 0.15. (b) A plot of
the renormalised parameters pi∆˜, ˜d, U˜ and J˜H in units of pi∆ as a function
of the impurity occupation nd for the model with U/pi∆ = 2 and JH/pi∆ = 0.05.
Although the Hund’s Rule term weakens or destroys the universal behaviour
in general, near half-filling the suppression of orbital fluctuations leads to the
further constraint, χorb ≈ 0, once again reducing the number of independent
renormalised energy scales from two to one. Taking χorb = 0 gives (2.42),
from which we can predict that the Wilson Ratio, RW → 8/3 = 2.66. This
can be seen to hold approximately in [fig.2.14a] in the region 1.8 < nd < 2.2,
and becomes exact at nd = n = 2.
In [fig.2.16] we show the spectral function, ρ˜
(0)
d (ω), as a function of ω at
quarter (nd = 1) and half (nd = 2) filling (given n = 2) for two different
values of U/pi∆, with JH/pi∆ = 0.05. An notable feature is that resonance
when nd = 1 is both dragged towards the Fermi level and narrowed by
increasing the value of U/pi∆.
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Figure 2.15
A plot of the renormalised parameters pi∆˜, ˜d, U˜ and J˜H in units of pi∆ as
a function of the impurity occupation nd for the model with U/pi∆ = 4 and
JH/pi∆ = 0.05.
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Figure 2.16
A plot of the quasiparticle spectral function, ρ˜
(0)
d (ω), as a function of ω for
the model at quarter (nd = 1) and half (nd = 2) filling for two different
values of U/pi∆. JH/pi∆ = 0.05.
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2.4 Particle-hole symmetry and Universal Be-
haviour
We now apply the NRG to the more restricted case with particle-hole symme-
try, focusing first on the case without a Hund’s Rule term. We have already
seen signs of Kondo scaling in the model without particle-hole symmetry
providing that the Hund’s Rule was sufficiently weak. The consequences of
particle-hole symmetry will allow us to test the predictions of the RPT the-
ory set out previously, in particular with regard to the influence of JH on the
Kondo temperature, TK .
The SU(2n) model: JH = 0
At particle-hole symmetry, the SU(2n) model depends on two bare energy
scales, ∆ and U , in general, and on a single bare energy scale in the strong
coupling regime where U/pi∆ > 3. [fig.2.17] confirms this picture, with the
renormalised energy scales U˜ and pi∆˜ being distinct and scaling differently
as functions of U/pi∆ when U/pi∆ < 3, but scaling in the same way and pro-
portionally to the Kondo Temperature for U/pi∆ > 3. The RPT prediction
pi∆˜ = 3U˜ follows from taking ρ˜
(0)
d = 1/pi∆˜ in (2.31) (which holds only at
particle-hole symmetry), and putting ηc = 0, which corresponds to the limit
in which (real) charge fluctuations on the d-orbitals are heavily suppressed
by interactions. [fig.2.17] shows this prediction holding very accurately - to
0.01% - for the SU(4) model over the range 3 < U/pi∆ < 14.
It is interesting to compare renormalisation effects for the single-channel
(SU(2)) and two-channel (SU(4)) models. [fig.2.18] shows the quasiparti-
cle weight plotted against U/pi∆ for the cases n = 1 and n = 2. In the
weakly-coupled regime, U < pi∆, zn=1 and zn=2 are roughly equal, and fall-
off rapidly with increasing U . This can attributed to the fact that real charge
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Figure 2.17
A plot of pi∆˜/3pi∆ and U˜/pi∆ as functions of U/pi∆ for the SU(4) model
with JH = 0 at half-filling. The curves become coincident for U/pi∆ > 3,
reflecting the universal scaling behaviour found in the regime in which
charge-fluctuations are heavily suppressed. The inset shows the universal
scaling extending up to larger values of U/pi∆.
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fluctuations are still present in this regime which affect equally the SU(2)
and SU(4) models. For U/pi∆ > 1, however, the SU(4) atomic ground-
states are sixfold degenerate, compared to the twofold degeneracy in the
SU(2) model. Whilst charge fluctuations are progressively frozen-out, the
SU(4) model retains both orbital (L) and spin (S) degrees of freedom, with
an atomic Hamiltonian H = −U(L2 + S2), whereas the SU(2) model can
access only the remaining spin degrees of freedom. The presence of these
extra orbital fluctuations ensures that renormalisation effects are weaker in
the SU(4) case, which corresponds to the slower fall-off of the quasiparticle
weight zn=2 > zn=1.
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Figure 2.18
A comparison of the fall-off in the quasiparticle weight, z ≡ pi∆˜/pi∆ for
the SU(2) (n = 1) and SU(4) (n = 2) models with JH = 0. The inset shows a
comparison of the Wilson Ratio, ηs, for the same models.
[fig.2.19] essentially confirms the findings in [fig.2.18]: the renormalisation
effects on U˜ are significantly weaker in the SU(4) model, so, for U/pi∆ > 1,
U˜ reduces much more slowly as a function of U/pi∆ in this case than in the
single-channel model.
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Figure 2.19
A comparison of the flow of U˜/pi∆ as a function of U/pi∆ for the SU(2)
(n = 1) and SU(4) (n = 2) models with JH = 0.
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Figure 2.20
A plot of the (normalised) Kondo Temperature, TK/pi∆ ≡ pi∆˜/4pi∆, as a
function of U/pi∆ for the model with JH = 0. The dashed curve is
1.01 U2pi2∆ × e−pi
2U/16pi∆+pi∆/4U . The inset shows a log plot of the same curves.
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JH 6= 0: The effect of a Hund’s Rule coupling with particle-hole
symmetry
A ferromagnetic coupling JH does not explicitly break the high-energy SU(4)
symmetry in the full Hamiltonian [47] [48], (i.e. all 15 generators Li, Si and
LiSj still commute with H), but the symmetry is “dynamically” broken
when one considers a projection onto the low-energy states. With JH 6= 0,
the three triplet |0, 0; 1, Sz〉 states span the atomic groundstate manifold,
and, at strong coupling, the “orbitally polarised” states |1,±1; 0, 0〉 (corre-
sponding to double occupation of a single orbital) are projected out. The
effect of JH is therefore to suppress orbital fluctuations, and this occurs when
the energy splitting between the excited states |1,±1; 0, 0〉 and the ground
states |0, 0; 1, Sz〉 exceeds O(TK). The suppression of the orbital fluctua-
tions means that χorb ∼ 0 when JH is large enough, so it is still possible
to achieve universal scaling behaviour with a Hund’s Rule coupling, because
this relation generates an extra condition on the renormalised parameters.
At strong coupling, and with the particle-hole symmetry, there are now three
renormalised parameters - pi∆˜, U˜ and J˜H - and two constraints - ηorb = 0
and ηc = 0 - and so a single universal energy scale again emerges - a Kondo
regime - with all three renormalised parameters ∝ TK .
[fig.2.21] shows pi∆˜/pi∆, U˜/pi∆ and 3J˜H/2pi∆ plotted against JH/pi∆ for
a model with U/pi∆ = 4. The large value of U is sufficient to suppress
the charge susceptibility, so that for JH/pi∆ > 0.13, the renormalised pa-
rameters scale universally as predicted before (2.42). Note that in this case
with U/pi∆ = 4, TK ≈ 0.06pi∆, so that the universal regime sets in for
JH > 2.16TK . It will be shown in Chapter 3 that such a value is very sig-
nificant in the context of a related model 2-channel model in which JH is
taken to be an “inverted Hund’s Rule” - an antiferromagnetic coupling. In
that case the consequences of tuning |JH | >≈ 2.165TK will not be universal
scaling, as here, but rather a Quantum Critical Point and a new type of
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Fermi liquid groundstate. For the time being, we simply note that the onset
of qualitatively new low-energy behaviour occurs around |JH | ≥ 2TK in both
models22. [fig.2.21] shows an upturn in U˜/pi∆ for very small JH , before the
universal scaling sets in. This can be explained by remembering that to low-
est order, J˜H ∝ JH , whereas its effect on the free quasiparticles - controlled
by z ≡ pi∆˜/pi∆ - is initially much weaker. Then to satisfy ηc = 0, U˜/pi∆
must be ∝ J˜H/pi∆ for very small JH .
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Figure 2.21
A plot of pi∆˜/pi∆, U˜/pi∆ and 3J˜H/2pi∆ as functions of JH/pi∆ for the model
with U/pi∆ = 4. The inset shows the Wilson Ratio, ηs = 1 + (U˜ + J˜H)/pi∆˜, for
the same model.
[fig.2.22] corresponds to taking a slice through [fig.2.23a] at JH/pi∆ = 0.05
and then changing the value of U/pi∆. As shown in [fig.2.23a], this choice
of JH lies outside the Kondo regime when U/pi∆ = 4, but by increasing
U/pi∆ > 6 the Kondo regime is restored, and there is only one energy scale.
Note that TK/pi∆ = 0.025 when U/pi∆ = 6, so that the onset of universal
22Of course, judging the moment that all three curves in [fig.2.21] become coincident is
somewhat imprecise.
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scaling would correspond to JH ≈ 2TK . This is close the the previous result
(2.16) in the model with U/pi∆ = 4.
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Figure 2.22
A plot of z ≡ pi∆˜/pi∆, U˜/pi∆ and 3J˜H/2pi∆ as functions of U/pi∆ for the model
with JH/pi∆ = 0.05. Note that from [fig.2.21], this value of JH/pi∆ falls just
outside the “universal” regime.
[fig.2.23a] shows the charge (χc), orbital (χorb) and spin (χs) susceptibilities
plotted against JH/pi∆ for the model with U/pi∆ = 4. χc is small everywhere
and does not change much, whilst χorb is steadily reduced by the Hund’s Rule
term as predicted. The remaining spin degrees of freedom get locked into a
local triplet state by JH , with the lifetime of the effective spin-1 diverging as
1/TK . The spin susceptibility is thus enhanced and equals χs = 8/(3TK) in
the Kondo regime. [fig.2.23b] shows the Wilson Ratio RW = ηs - which is a
measure of the aforementioned enhancement of the spin susceptibility due to
correlation effects - for the model with JH/pi∆ = 0.05 as a function of U/pi∆.
RW increases monotonically (and nearly linearly) from U = 0, until levelling
off around U/pi∆ = 6 to its predicted two-channel, spin-1 value23 of 8/3.
23RW continues to increase very slightly over the range 6 < U/pi∆ < 7, indicating
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Figure 2.23
(a) A plot of the (scaled) charge susceptibility, χc, the spin susceptibility,
χs and the scaled orbital susceptibility, χorb as functions of JH/pi∆ for the
model with U/pi∆ = 4. The scaling ensures that all the data can be compared
in the same figure. (b) A plot of the Wilson Ratio, ηs, as a function of U/pi∆
for the model with JH/pi∆ = 0.05.
The full Hamiltonian (2.5) can be projected onto the triplet atomic ground-
states to give a local spin-1 model (see [Appendix A]). The effective antiferro-
magnetic exchange interaction that couples the local spin to the band states
was found to be ρc(0)Jeff = 4∆/pi(U + JH). Now, the Bethe Ansatz result
[2] for the Kondo temperature for a single channel s-d model takes the form
TK/D = ae
−1/2ρcJK , where a is a constant, ρc is the conduction band DoS at
the Fermi level, and so for the case here we take TK = ae
−b/2ρcJK where b is a
constant to be determined empirically, and JK is the Kondo exchange. Sub-
stituting Jeff for JK leads to an exponential JH-dependence in the Kondo
temperature; TK = ae
−bpi2(U+JH)/pi∆. For constant U/pi∆ this produces an
exponential dependence24 of the Kondo temperature on JH ; TK(JH/pi∆) =
ae−bpi
2JH/pi∆ in the strong-correlation regime when JH > O(TK(JH = 0)).
perhaps that a better estimate of the onset of universal scaling would be for U/pi∆ > 7.
In the model here with J/pi∆ = 0.05, this corresponds to JH ≈ 2.3TK .
24Where the constant ae−bpi
2U/pi∆ = a′ has been absorbed into the prefactor, and a′
then redefined: a′ → a.
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Figure 2.24
A plot of the (normalised) Kondo Temperature, TK/pi∆ ≡ pi∆˜/4pi∆ (full
curve) as a function of JH/pi∆ for the model with U/pi∆ = 4. The dashed
curve is 0.0854e−1.49pi
2JH/pi∆. The inset shows a log plot of the same curves.
[fig.2.24] shows a comparison of TK/pi∆ ≡ pi∆˜/4pi∆ and ae−bpi2JH/pi∆ for the
model with constant U/pi∆ = 4, a = 0.0854 and b = 1.49. The inset shows
a log plot which indicates that the fit is very good over intermediate values
0.1 < JH/pi∆ < 0.25, essentially validating the effective spin-1 model. The
deviation for larger values of JH is likely due to the weak JH dependence in
the prefactor a, which depends on the effective bandwidth. Indeed, a Poor
Man’s scaling [49] [2] derivation of TK contains a
√
JK dependence in the
prefactor which we will use in [Chapter 3] for the situation in which the
conduction electrons which screen the local moment are interacting.
The figures [fig.2.25] illustrate the effect of JH on the dynamic susceptibility.
Increasing the value of JH enhances the low-frequency dynamic response for
ω < TK , and the gradient of the imaginary part of χ
±
s (ω) at ω = 0 steepens
dramatically. We note that this is consistent with the Korringa-Shiba relation
that has been proved for this model in [36], which states that Im{χ+−s (ω)}
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Figure 2.25
(a) The real part of the dynamic spin susceptibility, Re{χ+−s (ω)}, (in units of
8µ2B) as a function of ω for two different values of JH . (b) The imaginary
part of the dynamic spin susceptibility, Im{χ+−s (ω)}, (in units of 8µ2B) for the
same two different values of JH . U/pi∆ = 4 in both figures.
vanishes linearly as ω → 0 with a coefficient that is proportional to χ2s. As
we have seen in [fig.2.23a], JH has the effect of enhancing the static part χs,
which in turn enhances the gradient of Im{χ+−s (ω)} as ω → 0 here.
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Chapter 3
Quantum Criticality
3.1 Classical and Quantum Phase Transitions
3.1.1 Classical Phase Transitions
Classical Phase Transitions occur in many-particle systems at finite tem-
perature in the Thermodynamic Limit [50][51][52][53]. They can be super-
ficially understood by considering the total Free Energy f = U − TS: the
entropic advantage of exploring many microstates (corresponding to the same
macrostate) at high temperature (T ) is conceded to that gained by minimis-
ing the internal potential energy (U) at lower temperatures (S is the entropy).
The particle configuration which achieves this is generally an ordered one,
possessing fewer symmetries than the underlying Hamiltonian. This sponta-
neous symmetry breaking suggests that different phases may be characterised
by some function of the equilibrium particle configuration, the order param-
eter, which is typically nonzero in the low-temperature broken symmetry
phase but which vanishes in the high-temperature symmetric phase.
Phase transitions are described as being first-order when the system hangs
at the critical temperature as a finite amount of energy - the latent heat - is
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added, required to drive it into the new phase. At criticality both phases co-
exist in different pockets of space and the correlation length, ξ, below which
fluctuations of the microscopic degrees of freedom are correlated, is finite.
First-order transitions include the melting of ice and the boiling of water,
and, more exotically, the magnetisation in a piece of ferromagnet below its
critical temperature as a function of applied magnetic field1
Second-order phase transitions are continuous: pockets of the ordered phase
nucleate above the critical temperature, with the largest pocket being roughly
the size of the correlation length. As the phase transition is approached, the
correlation length diverges algebraically with the deviation from the critical
temperature, ξ ∼ |T−Tc|−ν , where ν is a number called the critical exponent,
and the system develops correlations over all length scales. This gives rise
to a unique, critical phase just at the transition, in which the system is
configurationally self-similar on all length scales. It is scale-free2.
As alluded to in our pre´cis of the RG ([Chapter 1]), the divergence of the
correlation length in a second-order transition and the observation that uni-
versal sets of critical exponents govern the form of response functions near
the transition for whole classes of superficially unrelated physical systems
suggest that the details of microscopic interactions often do not matter near
to criticality. An effective field theory, involving only long-wavelength col-
lective fluctuations of the system, is then sufficient to capture the critical
physics. These ideas motivated the Landau-Ginzburg theory of second-order
phase transitions, based on a phenomenological Hamiltonian functional writ-
ten in terms of fluctuations3of the order parameter, δψ(x), constrained only
1Such a transition is driven second-order for T > Tc.
2See [54] for a nice discussion of this.
3Without allowing for the coupling of fluctuations, such an energy functional would
be minimised by some spatially constant nonzero value of the order parameter, ψ¯, in the
ordered phase, with ψ¯ minimising the free energy density, f , viz.: ∂f/∂ψ|ψ=ψ¯ = 0. Setting
ψ(x) = ψ¯+ψ(x) and neglecting terms linear in ψ(x) (which vanish anyway) then generates
(3.1). A good discussion of this is contained in [54].
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by the original symmetries of the microscopic Hamiltonian. The fluctuation
contribution to this Hamiltonian then takes the form4,
∆HLG =
∫
d3x{a(δψ(x))2 + b(∇δψ(x))2 + c(δψ(x))4 + ..− hδψ(x)} (3.1)
Higher powers in δψ(x) could be included, but since the order parameter
vanishes by construction at the phase transition it should be small in the
vicinity of the transition, justifying the truncation (typically below order
(ψ(x))6). The coefficients a = a(T, h, ψ¯), b = b(T, h, ψ¯) etc. are assumed to
depend on microscopic interactions, the Mean-Field configuration ψ¯, and be
analytic functions of external variables such as temperature, T , and applied
field, h, (and pressure and others besides).
The Partition Function, Z[h] = ∫ Dψe−βHLG , facilitates computation of var-
ious thermodynamic functions, such as the Entropy, S = β−2∂f/∂β and the
Specific Heat, C = β−3∂S/∂β, and various response functions such as the
“susceptibility”, χ ∼ ∂ψ¯/∂h|h=0, via the free energy f = −β−1 logZ. Be-
cause of the construction of H in terms of an algebraic expansion in ψ(x),
these thermodynamic quantities in general behave as powers of the phe-
nomenological parameters a, b, etc.. The assumption that these are analytic
functions of temperature near the critical temperature, Tc, then legitimises
an expansion, a(T, ...) =
∑
j ajt
j, where t ≡ (T −Tc)/Tc is called the reduced
temperature, in favour of another set of phenomenological parameters aj, bj,
such that all response functions now acquire power-law dependence on t in the
critical region. The set of critical exponents characterising this dependence
then depends only on the form of H, and on the dimensionality. If a0 = 0
then clearly the sign of a changes through the transition, rendering ψ¯ finite
4In this example we have assumed that HLG(h = 0) is invariant under ψ(x)→ −ψ(x)
and not included couplings between the field and its gradient. Such terms could be in-
cluded, and indeed are necessary to describe e.g. epitaxial growth within the Landau-
Ginzburg paradigm [55]. We have also taken ψ(x) to be a real scalar for notational
simplicity - in the case of the ferromagnetic transition it would be a 3-component vector;
in the case of the superconducting transition, a complex scalar.
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and spontaneously breaking the symmetry of H under ψ(x)→ −ψ(x). The
vanishing of the so-called “mass-term”, ∼ a0ψ2, at the transition corresponds
to the divergence of the correlation length ξ ∼ a−10 and the appearance of
gapless low-energy modes5.
An analysis of the fluctuation contribution to HLG uncovers one other con-
ceptually important idea. When the dimensionality d < 4, the fluctuation
contribution to any physical quantity one might compute using (3.1) scales
as ξd−4 and thus diverges as t → 0. d = dc = 4 is then called the upper
critical dimension of the theory (or rather of the Universality Class of theo-
ries described by H), below which a mean-field analysis should be swamped6
by the build-up of critical fluctuations as t → 0. Remarkably, for d > dc, a
mean-field analysis of the critical exponents in terms of ψ¯ is exact, a result
which motivates the 4− expansion as a way to investigate fluctuation effects
perturbatively [10].
3.1.2 Quantum Phase Transitions
An aspect of classical phase transitions that shall be useful in discussing their
quantum counterpart is critical slowing down. As well as spatial correlations
becoming arbitrarily long-range, the time taken for the system to return to
thermal equilibrium if it is prepared in some non-equilibrium state diverges as
criticality is approached as a power of the spatial correlation length: ξτ ∼ ξz,
where z is called the dynamic exponent.
In the classical phase transitions described above, the energy of critical
5In the case where this corresponds to breaking a continuous symmetry.
6The mean-field and fluctuation contributions to, say, the specific heat become equal
in magnitude some distance tG from the critical temperature. tG is the Ginzburg re-
duced temperature and depends on the various phenomenological parameters a, b, etc.. If
tG << 1 (which occurs most notably in the superconducting transition) then a mean-field
treatment can be valid within an experimentally accessible region close to the transition,
such that tG << t << 1. This is called the Ginzburg Criterion.
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modes7 is much smaller than the transition temperature, ωcrit(ξ
−1) << Tc.
In the finite-temperature formalism the classical Action is expressed as a in-
tegral over an (imaginary) time dimension of length β, where β = 1/T and
T is the temperature. This Action is then insensitive to correlations over
(imaginary) time scales τ >> β ≡ 1/Tc. However, if the transition tem-
perature is reduced so that Tc << ωcrit, a theory of phase transitions that
accommodates temporal correlations in the critical region, as well as spatial
ones, becomes essential8.
At a Quantum Critical Point (QCP), Tc → 0, and the phase transition is
driven by some non-thermal parameter, such as pressure, or, in a theoretical
model, the value of some microscopic coupling. A T = 0 transition is of
course physically impossible, but a quantum-critical state persists at finite
temperatures T if 1/T << ξτ . Because the correlation time ξτ has a power
law divergence in the vicinity of the QCP, a wedge-shaped quantum-critical
region emerges above the QCP in a typical phase diagram (see [fig.3.2]), which
persists up to temperatures of the order of the renormalised microscopic
cutoff (in Kondo Lattice models this will be the Kondo Temperature TK).
7Two remarks are in order: that the appellation “classical” refers to the phase transition
itself, and not to the states of matter which it separates, which may be entirely quantum-
mechanical in nature, and that low-energy, typically gapless, modes emerge in the critical
region of a second-order transition, usually as a consequence of the associated breaking of
a continuous symmetry (see, for example, [10]).
8In Quantum Mechanics the dynamic degrees of freedom pˆ and the static degrees of
freedom xˆ in a prototypical Hamiltonian pˆ2/2m + V (xˆ) do not commute. In evaluating
the partition sum, a partial trace over the classical momenta - which corresponds to a
product of Gaussian integrals - would therefore seem impossible. However, the condition
ωcrit << Tc often validates a purely classical field theoretic description in the critical
region.
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3.2 Quantum Critical behaviour and the Heavy
Fermions
Quantum Critical behaviour has been unambiguously observed in some Heavy
Fermion compounds [56] [57] [58] [59] [60] [61] [62] in which an extremely
small renormalised energy scale facilitates tuning of a non-thermal variable
in the laboratory9. Heavy Fermions are inter-metallic compounds in which
the interaction of local moments with itinerant electrons gives rise to quasi-
particles with a massively enhanced effective mass up to m∗ ∼ 1000me.
The moment formation might be attributed to orbitally-selective symmetry
breaking in which an atomic magnetic multiplet splits into a local moment
S (stabilised by Hund’s Rules) and an itinerant band [63] or partially-filled
f -orbitals co-existing with a conduction band. The low temperature and low
energy physics is thought to be described by the Kondo Lattice Model, in
which a variant of the single-impurity Kondo resonance generates a band of
heavy quasiparticles intersected by the Fermi Level. In contrast to the single-
impurity model, which explains the resistivity minimum observed in dilute
metallic alloys, the f -like quasiparticles actually contribute to the carrier
density of states, and metallic resistivity is observed in the Heavy Fermions,
decreasing monotonically with temperature.
Central to the critical behaviour of the Kondo Lattice Model is the interac-
tion between the local moments themselves. This might be of RKKY type
in origin, or, especially in the cuprates, via some superexchange path to lig-
and orbitals [64], and typically induces antiferromagnetic order. The Kondo
Lattice Model is already heavily renormalised. Its provenance might be a
higher-level model in which charge degrees of freedom are frozen-out below
some high-energy scale U . As the system cools, the remaining spin degrees
9This is another way of saying that some Heavy Fermion compounds naturally sit near
their QCPs, so that energy scale which stabilises the ground state phase is consequently
small.
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of freedom will favour local-moment formation at each lattice site below a
temperature T ∼ W , where W << U is an intra-orbital energy scale, such as
that which arises from the Hund’s Rules discussed in [Chapter 2], at which
point the Kondo Lattice Model becomes a plausible effective model. As the
temperature (or cut-off) is reduced, so the original Hamiltonian can be pro-
jected onto a smaller and smaller subspace of states and correspondingly
the entropy is reduced. As the system cools further a Kondo-like ground
state, in which conduction band electrons participate in a complete or par-
tial quenching of the local moment degrees of freedom may persist to zero
temperature, depending on the relative size of the renormalised Fermi Tem-
perature10, T ∗F , compared to the inter -impurity energy scale J (for example
a JRKKY interaction).
The T = 0 ground state then depends on whether J is sufficiently large to
drive local moments to order below some nonzero temperature T = Tc > 0.
If so, it is conjectured (see below) that the heavy quasiparticle resonance as-
sociated with the Kondo effect is destroyed and the local moments no longer
contribute to the Fermi surface density of states. Most low temperature
transport properties as well as the specific heat and generalised susceptibili-
ties depend on ρ˜d(0), so the collapse of such a resonance has a sizeable and
experimentally verifiable effect [65] [66].
This process is sketched in [fig.3.1], in which the vanishing residual entropy
characteristic of a Fermi Liquid is approached in two different ways as the
temperature is reduced, depending on the relative size of J and T ∗F . For
J > Jc there is generally a sudden reduction in entropy at some T = Tc > 0,
and limT→0 S(T )/T = 0 in most cases (the details of how the remaining
entropy is quenched are not universal but depend on the nature of the low
10T ∗F is the lattice analogue of the Kondo temperature TK , modified by the various lattice
interactions. It is handwavingly the energy advantage of delocalising local moments into
a narrow band of heavy quasiparticles.
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Temp.
Figure 3.1
As the temperature is reduced, charge fluctuations are frozen out at some
energy scale W , reducing the entropy S. Further cooling leads to dif-
ferent mechanisms that compete to quench the remaining (spin or orbital)
degrees of freedom as T → 0 (see text).
energy excitations). Alternatively, for J < Jc, the entropy vanishes linearly
such that S(T )/T ∝ T ∗F for T << T ∗F .
Two competing scenarios to explain the Heavy Fermion QCP are commonly
put forward: Spin Density Wave Criticality (SDW) and the Kondo Collapse
(KC) [21] [67] [68] [69] [70]. In the SDW case, the Kondo resonance persists
through the QCP into the magnetically ordered phase, producing two distinct
low-energy scales in the critical region: the Ne´el temperature TN (which is
driven to zero at the QCP) and the renormalised Fermi temperature T ∗F below
which the low-energy excitations are those of a heavy Fermi Liquid and the
residual entropy is fully quenched. The heavy quasiparticles remain itinerant
in the ordered phase. The alternative KC scenario posits that TN and T
∗
F
combine to form a single low-energy scale in the critical region which vanishes
at the QCP. The “static” Kondo effect (caused by ω = 0 virtual fluctuations)
gets destroyed and there is no quasiparticle contribution to the Fermi-level
density of states. It has recently been suggested that both mechanisms might
play a role, depending on the dimensionality of the Heavy Fermion compound
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Fermi liquid Antiferromagnetism
Paramagnetism
Non-Fermi liquid
Figure 3.2
A prototypical Heavy Fermion QCP, in which the Neel temperature is re-
duced to T = 0 by application of some non-thermal parameter δ. In this di-
agram, the crossover temperature to conventional Fermi Liquid behaviour
goes to T = 0 commensurately, compatible with the Kondo Collapse criti-
cality. Additionally there is often a region of non Fermi liquid behaviour
in the vicinity of the QCP, in which the temperature dependence of the
resistivity is reported to have anomalous exponents [68]
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in question [71].
Another feature of Heavy Fermion criticality that has been reported is so-
called ω/T -scaling [19] [72] [73], in which neutron scattering experiments
reveal that the dynamic spin susceptibility is a homogenous function of the
variable ω/T over several decades of magnitude.
3.3 Two-Impurity Models
The Two-impurity Kondo Model (2IKM) and related Two-impurity Anderson
Model (2IAM) are an obvious extension of their single-impurity counterparts
and are well-studied [17] [18] [74]. Although the QPT seen in heavy fermion
models is a consequence of the thermodynamic limit11 - and as such can only
be captured by lattice models - the 2IAM is a minimal model with which to
study the effects of inter-impurity interactions on the Kondo effect.
The real-space derivation of the 2IAM starts with two impurities, separated
by a distance R in an electron gas. This situation can be recast in a basis
of even and odd parity states about the spatial origin12 (halfway between
the impurities), leading to a model in which impurity couples to a differ-
ent symmetry channel of the conduction electrons and there is an exchange
interaction between the impurities. If antiferromagnetic, this exchange is
only generated in models in which there is some hybridisation path between
the impurities, either via a direct hopping or mediated by the conduction
electrons. Such a term is neglected in most two-impurity models.
Despite its manifest artificiality and inadequacy as a realistic model of two
11Impurity models generally do not exhibit symmetry-breaking phase transitions: min-
imising the potential energy of a single interacting degree of freedom is normally out-
weighed by the delocalisation energy advantage that quantum fluctuations proffer to the
O(1023) band degrees of freedom.
12See [81] for a discussion of the implications of the impurity separation in real space.
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strongly interacting impurities, the 2IAM has regained credibility in recent
years with the fabrication of Quantum Dots [78] [79] [80], in which the con-
duction electron channels coupling to the dots are truly distinct and the
tunnelling between the dots can be controlled in the lab. However, the 2IAM
will be of most interest here because it is simple enough to yield a com-
prehensive and detailed understanding whilst possessing a non-trivial phase
diagram and a Quantum Critical Point.
3.3.1 The 2IAKM
We will study a model closely related to the 2IAM in which the inter-impurity
hybridisation term is set to zero and the impurity degrees of freedom are
coupled by various two-body interactions. This Two Impurity Anderson-
Kondo Model (2IAKM) is a generalisation of the n = 2 case of (2.5) to
include an arbitrary direct interaction, U12, which couples charge fluctuations
on either impurity. The full Hamiltonian, H = H12 +
∑
αHα, is made up
from two separate SIAMs describing the intra-orbital physics,
Hα =
H0α︷ ︸︸ ︷∑
kασ
kασn
kk
ασ +
∑
ασ
dασndασ +
∑
kασ
(
V ∗k c
†
kασdασ + h.c.
)
+
HIα︷ ︸︸ ︷
Undα↑ndα↓
(3.2)
plus a two-body inter-orbital part that couples d-electrons on different or-
bitals,
H12 = U12
∑
σ
nd,1,σ
∑
σ′
nd,2,σ′ − 2JSd,1 · Sd,2, (3.3)
Note that in (3.2), nkkασ ≡ c†kασckασ and the level dασ has a spin index to
facilitate the calculation of magnetic susceptibilities through dασ → dα−hσ,
though only the zero-field h = 0 situation is investigated here.
We consider first the channel symmetric (Vk,1 = Vk,2 etc.) and particle-
hole symmetric (2d + U + 2U12 = 0) model, which therefore contains three
independent bare energy scales - U/pi∆, U12/pi∆ and J/pi∆ - although we will
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find that these collapse to a single renormalised energy scale in a surprising
and non-trivial way near to Quantum Critical Points in the phase diagram. In
terms of Spin (S) and Orbital Pseudospin (L) operators defined previously,
this direct interaction adds a new (Lz)2 term to the Hamiltonian, and so
breaks the full high-energy SU(4) symmetry:
Hd = (d+U/2+U12)nd−1
2
(U+U12)(L
2+S2)+
J
4
(3L2−S2)+(U−U12−3J/2)(Lz)2
(3.4)
where,
Hd = H12 +
∑
ασ
dασndασ +
∑
α
HIα (3.5)
is the atomic Hamiltonian that results from ignoring the band state and the
hybridisation terms in (3.2).
Of the fifteen SU(4) generators Li, Si, Kij, the seven generators Si, Kiz, Lz,
still commute with (3.4), lowering its symmetry to SU(2)s ⊗ U(1)op, where
the subscripts s and op refer to the spin and orbital pseudospin symmetry
sectors respectively. The U(1)op symmetry corresponds to invariance under
rotations about the z-axis of orbital pseudospin, so that the orbital charge
∆Q ≡ na − nb remains a good quantum number13.
The RPT calculations for the zero temperature static susceptibilities calcu-
lated in [Chapter 2] can be easily generalised14 to included the Lz term in
(3.4), as well as asymmetries between the orbitals α = 1 and α = 2. The
various renormalised parameters then acquire an orbital index: U˜ → U˜α,
∆˜→ ∆˜α etc. . The resulting charge and spin susceptibilities are,
χc = 2
∑
α
ηc,αρ˜α(0) χs = 2µ
2
B
∑
α
ηs,αρ˜α(0) (3.6)
13This reflects our having neglected direct charge transfer between orbitals - a somewhat
unphysical assumption in a model with an AFM exchange.
14By writing (Lz)2 =
∑
α nα↑nα↓/2 −
∑
σσ′ d
†
1σd
†
2σ′d2σ′d1σ and absorbing these terms
into the other interactions.
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with,
ηs,α = 1 + U˜αρ˜α(0)− J˜ ρ˜β(0)
ηc,α = 1− U˜αρ˜α(0)− 2U˜12ρ˜β(0) (3.7)
and β 6= α. Although these equations amount to a mean-field treatment in
the renormalised interactions, U˜α, J˜ and U˜12, they are in fact exact results
for the spin and charge susceptibilities, as shown by Yoshimori [28] for the
n-orbital case (see [Chapter 2]).
The corresponding equations for the staggered susceptibilities also follow
from these mean field equations,
χsts = 2µ
2
B
∑
α
ηsts,αρ˜α(0), χ
st
c = 2
∑
α
ηstc,αρ˜α(0) (3.8)
with,
ηsts,α = 1 + U˜αρ˜α(0) + J˜ ρ˜β(0)
ηstc,α = 1− U˜αρ˜α(0) + 2U˜12ρ˜β(0) (3.9)
3.3.2 The case U12 = 0
We first switch off the direct interaction U12 and look at the behaviour of the
model as a function of the exchange coupling J alone. Although this does
not represent a physical parameter regime for double quantum dots, it makes
for direct connection with the previous work done on the 2IKM, which (with
U12 = 0) corresponds to the large-U/pi∆ limit of the symmetric 2IAKM. For
simplicity we consider first the particle-hole symmetric case with
d+U/2 = 0, although the effective model and physics will not be greatly al-
tered for small deviations away from particle-hole symmetry. We also initially
limit our attention to the channel-symmetric case, although the consequences
of relaxing these restrictions will be discussed later.
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Effective models and symmetries
Much of the low-energy phase diagram of the full Hamiltonian H = Hc+HV +
Hd can be anticipated by constructing effective models from (3.4) appropriate
to various limiting cases of the parameters U , J and U12. To this end we first
classify the possible atomic low-energy eigenstates of (3.4), before introducing
the effects of the hybridisation HV perturbatively.
The eigenstates of (3.4) can be labelled by their Spin and Orbital Pseudospin
and its Lz projection such that,
Hd |L,Lz;S, Sz〉 = E(L, |Lz|;S) |L,Lz;S, Sz〉 (3.10)
with eigenvalues following from (3.4) (we have taken the particle-hole sym-
metric case for the moment),
E(L, |Lz|;S) = {3J
4
− 1
2
(U + U12)}L(L+ 1)− {J
4
+
1
2
(U + U12)}S(S + 1)..
....+ {U − U12 − 3J/2}(Lz)2
(3.11)
Eigenstates of (3.4) have energies;
E(0, 0; 1) = −U − J/2
E(1, 0; 0) = 2J
E(1,±1; 0) = U + J/2 (3.12)
so for the FM case J > 0 the atomic triplet E(0, 0; 1) will be the ground
state energy with three degenerate eigenstates defined as follows;
|1, 1〉 = d†1↑d†2↑|Ω〉 |1; 0〉 = 1√2(d
†
1↑d
†
2↓ + d
†
1↓d
†
2↑)|Ω〉 |1,−1〉 = d†1↓d†2↓|Ω〉
where the eigenvalues L and Lz - in this case both equal to zero - have been
suppressed for clarity.
To derive an effective Hamiltonian appropriate at strong coupling, we first
write the Schro¨dinger equation as
∑
iHij|φj〉 = E|φj〉 where Hij = PiHPj
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and Pj is a projector onto the subspace of atomic states with energy Ej. In
this case the combined effects of a large U and a large J push the spin triplet
energy far below that of the excited one (E1) and three (E3) particle states.
The Schro¨dinger equation can be re-written in the form,
(PgsHPgs +
∑
i=1,3
PgsHPi(E −Hii)−1PiHPgs)|φ〉 = E|φ〉 (3.13)
where PgsHPgs can be identified as the Hamiltonian in the limit
∆/J,∆/U → 0. An effective Hamiltonian can be found by including the
effects of
∑
i=1,3 PgsHPi(E − Hii)−1PiHPgs perturbatively to leading order
in ∆/J,∆/U .
In order to evaluate (3.13) we introduce the projection operators
Pi =
∑
k |i; k〉〈i; k|, where |i; k〉 is a state in the subspace with energy Ei.
Since HV is the only term which changes the occupation of the impurity, we
need only consider PiHV Pgs =
∑
jk |i; j〉〈i; j|HV |gs; k〉〈gs; k| (for i 6= gs).
The lowest-order calculation15 gives an effective spin-1 model of the form,
HS=1eff = Hc +
∑
kk′α
JS=1kk′ S · skk′α (3.14)
with skk′α ≡
∑
γδ c
†
kαγσγδck′αδ/2 a spin-
1/2 operator and an antiferromagnetic
exchange coupling JS=1kk′ = 4VkV
∗
k′/(U + |J |). This model is identical to the
2-orbital effective model considered in [Chapter 1] because the direct term
(U − 3J/2)(Lz)2 does not affect fluctuations about the spin triplet S = 1
low-lying subspace. We thus expect TK to scale ∼ e−J/pi∆ as before.
More interesting and qualitatively new behaviour arises when the limit J →
−∞ of large AFM coupling is considered. The atomic groundstate is now a
non-degenerate spin singlet,
|1, 0; 0, 0〉 ≡ 1√
2
(d†1↑d
†
2↓ + d
†
2↑d
†
1↓) |Ω〉 (3.15)
15For details see the appendix [Appendix A].
83
with energy E(1, 0; 0) = −3|J |/2. Projecting onto this state generates an
effective Hamiltonian that is particularly simple,
HLSeff =
∑
kk′mσ
(k′δkk′ −Qkk′(k + k′))c†kmσck′mσ (3.16)
in which conduction electrons scatter off a static impurity potential Qkk′ =
VkV
∗
k′/(3|J |+U)2 without exciting its internal degrees of freedom which have
been “locked” by the large exchange interaction J . The implication of (3.16)
is that the conduction bands completely decouple from the impurity in the
AFM limit J → −∞.
In the particle-hole symmetric case, we can identify two distinct phases asso-
ciated with the different FM and AFM limits considered above: a “Kondo-
screened” (KS) phase16 as J → ∞ and a “Local Singlet” (LS) phase as
J → −∞. In the KS phase the conduction electrons are able to hop on and
off the impurity via virtual tunnelling and so acquire a phase shift δα = pi/2
in each channel. The zero-frequency effective hybridisation with the band,
V˜α is then nonzero. In the LS phase the energy cost of breaking up the local
atomic singlet induced by J exceeds the energy gain of delocalising electrons
via virtual hopping to the bands, ∼ O(TK), and V˜α = 0. The conduction
electrons’ phase shift then vanishes in each channel; δα = 0.
For J = 0 (3.4) becomes two decoupled copies of the single-impurity Ander-
son model. In this case δ1 = pi/2 and δ2 = pi/2 independently, still producing
the KS phase. For U/pi∆ >> 1 and d ≈ −U/2 this model has the same
low-energy physics as a 2IKM17, with separate Kondo screening taking place
in each channel corresponding to SU(2)1 ⊗ SU(2)2 symmetry. The effects
of an exchange term coupling the two Kondo impurities have been studied
first by means of perturbative scaling [75] and later using the NRG [76] as
well as Conformal Field Theory (CFT) [77]. For large ferromagnetic J , [75]
16This name is misleading: the stable phase associated with the J = 0 fixed point exists
even at weak coupling, in the absence of any Kondo physics.
17As can be seen following [1].
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reports a two-stage quenching of the spin degrees of freedom as the temper-
ature is lowered, leading to a vanishing residual entropy (S(T = 0) = 0)
and finite T = 0 susceptibility. The two stages of screening arise because
the bare Hamiltonian in question describes two spatially separated spin-1/2
objects in a single bath of conduction electrons. It is then demonstrated
that the effective “‘locked” impurity spin-1 appropriate for temperatures
T << |J | couples differently to even and odd admixtures of the conduc-
tions electrons defined with respect to the (spatial) midpoint between the
two impurity spins, so that two different Kondo scales - say TK> and TK<
- can be identified at low temperature. If these are sufficiently separated
then for temperatures TK< << T << TK> the impurity degrees of freedom
are said to be “semi-quenched”, giving rise to an effective spin-1/2 which is
coupled both ferromagnetically and antiferromagnetically to the odd and
even channels of conductions electrons respectively. Whilst the former term
is RG-irrelevant and vanishes as T → 0, the latter behaves as an effective
single-channel Kondo model leading to a fully-compensated groundstate for
temperatures T < TK<. The extreme antiferromagnetic case J = −100TK
is also considered, but little is made of the T = 0 physics for weak AFM J ,
chiefly because the scaling methods used are unable to capture the physics of
the phase boundary when the bare (|J |) and renormalised (TK) energy scales
involves are not separated by several orders of magnitude. Indeed, for small
enough AFM 0 < −J << −TK , there is no reason to expect the KS not
to persist, with some manner of crossover to the LS phase consistent with
(3.16) upon further reduction of J < 0.
In fact, no such gradual crossover takes place, and instead the LS and KS
phases are separated by a well-known QCP at some Jc ∼ −TK . Sophisticated
but somewhat opaque arguments have been presented [18] [20] to explain the
necessity of a QCP in the related 2IKM, but it is worth pausing to reflect on
the strangeness of this QCP.
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The sharp transition from the KS to LS phases implies that their full many-
body groundstates, call them |KS; 0〉 and |LS; 0〉 are unmixed by H. To see
how this arises, consider (see [82], pp1) some Hamiltonian H = H0 + kH
′,
with k a dimensionless tuning parameter, for which [H0, H
′] = 0. In this case
eigenstates of H0 are also eigenstates of H
′, though with generally distinct
eigenvalues, viz.; H0 |n〉 = En |n〉 and H ′ |n〉 = E ′n |n〉. Then a pair of states
|1〉 and |2〉 will have energies E1 + kE ′1 and E2 + kE ′2 respectively, defining a
kc = (E2 − E1)/(E ′1 − E ′2) at which the levels cross, but with 〈1|H |2〉 = 0.
In the 2IAKM considered here, not only is [JS1 · S2, H] 6= 0, but the KS
and LS phases have the same symmetry and parity. There is no spontaneous
symmetry breaking accompanying the QCP and so no description in terms
of an order parameter acquiring a non-vanishing expectation value is pos-
sible. Both phases are Fermi Liquids in which residual degrees of freedom
are quenched as T → 0 and both will be described in terms of an effective
model of the same form. The vanishing of the matrix elements 〈LS|H |KS〉
which conspire to produce a sharp QCP in this model is therefore a true
many-body effect, which can be captured neither by local cluster models nor
physical intuition.
To see this it is interesting to diagonalise a four site model with Hamiltonian,
H2 =
∑
m
U
2
(nm − 1)2 +
∑
mσ
(V d†mσcmσ + h.c.) + 2JSd,1 · Sd,2 (3.17)
with m = 1, 2. As the AFM exchange J is increased, the groundstate and
first excited state converge, but a gap opens around some critical J = Jcross,
resulting in an avoided level crossing, as seen in [fig.3.3].
The spin-spin correlator (see [fig.3.4]) also shows crossover behaviour, sig-
nalling essentially uncorrelated spins < Sd,1 · Sd,2 >= 0 for J << Jcross and
correlated singlet behaviour | < Sd,1 · Sd,2 > | = 3/4 for J >> Jcross.
[fig.3.4a] suggests that Jcross scales linearly with V in the weakly coupled
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Avoided level crossing in a four site model with U = 1 and V = 0.1
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Figure 3.4
Spin correlations in the four site model. The vertical axes correspond to
the magnitude of the spin-spin correlation, | < Sd,1 ·Sd,2 > |, which takes the
“singlet” value of 3/4 in the limit of large J (with the sign convention of
(3.17))
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model with U = 0. At finite U , the crossover becomes smoother as V is
increased and an effective exchange coupling ∝ V 2/U competes with J , as
seen in [fig.3.4b].
The full NRG results are shown in [fig.3.5], and confirm that Jc is set by the
renormalised energy scale pi∆˜(U, 0) for U/pi∆ > 1.5, with Jc = 1.378TK (we
will define TK = 1/ρ˜
(0)
d (0) as in [Chapter 1]) in this region. For weaker U/pi∆,
the AFM exchange must first suppress real fluctuations to the |1,±1; 0, 0〉
states - which have not already been projected out by the onsite-U - before it
can drive the transition to the localised singlet, so the physics here depends
on the ratio U/pi∆. We note that the proportionality of |Jc| to pi∆˜(U, 0) (and
thence to18 TK) is a well-established result in the context of the 2IKM [17], to
which the 2IAKM studied here is completely equivalent in the particle-hole
symmetric, channel-symmetric, strong coupling (U/pi∆ >> 1) limit when
U12 = 0.
Emergent Universal Behaviour near J = Jc
The implication of (3.16) - that the hybridisation between d-electrons and
conduction electrons vanishes on the lowest energy scale in the limit J → −∞
- amounts to the condition limJ→−∞ ∆˜ = 0. As discussed, a QCP exists at
which ∆˜ vanishes for all finite |J | ≥ |Jc|. Recalling the RPT definition of
∆˜ = z∆, it can be inferred that the quasiparticle weight z must vanish at the
QCP, implying the complete breakdown of local Fermi Liquid Theory in this
region of the phase diagram. Because z = (1−Σ′(0))−1, we see that there is
no requirement that the self-energy be an analytic function of frequency and
temperature for the line |J | > |Jc|.
The observation that ∆˜ → 0 at the QCP, when combined with the RPT
18The reported figure of |Jc|/TK ≈ 2.2 in [17] corresponds to a different definition of TK
from the one used here.
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A plot of Jc/pi∆˜(U, 0) as a function of U/pi∆. pi∆˜(U, 0) is found by calculating
pi∆˜ for the model with J = 0. Note that here Jc > 0 corresponds to AFM
exchange.
relations for the susceptibilities (3.6) and (3.8), also leads to intriguing and
potentially profound consequences for physics in the quantum critical region.
To see this, recall that ρ˜
(0)
d (0) = 1/pi∆˜ at particle hole symmetry, so that
the susceptibilities in the four channels are all of the form χi = ηi/pi∆˜ (i =
spin, charge...etc. labels the channel). At the QCP then, either all of the χi
diverge, or, if the susceptibility in a particular channel i is to remain finite,
it follows that ηi should scale as κi∆˜
xi as J → Jc, with xi ≥ 1 and κi some
constant.
At the Curie temperature in a paramagnet long range order sets in and the
zero-field magnetic susceptibility develops a power-law divergence. The same
phenomenon occurs at the Ne´el temperature in an antiferromagnet, but it is
the susceptibility in the staggered spin channel that diverges, whilst that in
the spin channel remains finite. Generally, those response functions which
probe critical modes (which are driven gapless at the phase transition) will
diverge at Tc, with other response functions remaining finite (there may of
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course be discontinuities in various other derivatives of the Free energy - such
as the specific heat - but not divergences). Applying this reasoning to the
QCP at Jc, we expect χc, χs and χorb to remain finite through the transition,
and χstags , which couples to critical fluctuations which occur exclusively in the
staggered spin channel, to diverge. From (3.9) and (3.7), the implication for,
say, the charge susceptibility, is that as J → Jc, U˜ + 2U˜12 = pi∆˜− piκc∆˜1+xc ,
so that to leading order, U˜ + 2U˜12 = pi∆˜. Further relations (neglecting for
the moment the - at least - quadratic corrections; piκc∆˜
1+xc) follow from the
other finite susceptibilities, viz.;
J˜ − U˜ = pi∆˜
U˜ + 2U˜12 = pi∆˜
U˜ − 2U˜12 = pi∆˜ (3.18)
implying that a single renormalised energy scale pi∆˜ = U˜ = J˜/2 emerges at
this quantum critical point. Such “universal” scaling behaviour is normally
a feature of strong correlation effects, where for example a large Hubbard-U
suppresses the (single-channel) charge susceptibility χc ∼ (1 − U˜/pi∆˜)/pi∆˜
such that U˜ = pi∆˜. Here however, even without a strong-coupling condition
on U/pi∆, the RPT calculations show that all the renormalised parameters
vanish at the critical point, and do so at the same rate. The implications of
this may be relevant to the Heavy Fermion QCPs discussed earlier. Specifi-
cally, dynamic response functions of the form F (ω/∆˜) would be expected to
cross over to a form T γf(ω/T ) near the QCP, which is inline with the ω/T
scaling reported earlier. The robustness of this vanishing low-energy scale is
remarkably consistent, and suggests that this might be a general feature of
this type of QCP.
The NRG can be used to calculate the renormalised parameters for the
2IAKM model for19 |J | < |Jc| as described in [Chapter 1]. [fig.3.6a] shows the
19In describing the QCP we will henceforth always treat J as a negative quantity, and
so drop the modulus notation. This amounts to switching the sign of J in (3.3).
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flow of J˜/pi∆ and pi∆˜/pi∆ as J approaches Jc for the model with U/pi∆ = 5.
For this choice of U/pi∆, Jc = 0.005652pi∆˜, so that initially (for J/Jc << 1),
the large bare U enhances the effective J˜ , with J˜ ≈ 2J . As J/Jc is increased,
J˜/pi∆ grows and only drops below its bare value for J/Jc ≈ 0.7. Both of
these features seem to be universal in the strong-coupling regime - they occur
irrespective of the value of U/pi∆ for U/pi∆ > 3. The initial enhancement
of J˜ over its bare value can be understood physically if we remember that
the model with J = 0 is already heavily renormalised by the large-U on each
orbital. The spin in each orbital is thus fluctuating much more slowly than it
would were the orbitals non-interacting, and this amplifies the effect of any
magnetic coupling between them.
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Figure 3.6
(a) Renormalised parameter flows for U/pi∆ = 5. Note that U˜/pi∆ and pi∆˜/pi∆
fall on the same curve. (b) The case U/pi∆ = 0: the renormalised parameters
U˜/pi∆, J˜/pi∆ and pi∆˜/pi∆ flow to zero at the QCP even when U/pi∆ = 0.
In [fig.3.6a], pi∆˜ evolves continuously from its value at J = 0 (= 4TK) to a
much reduced energy scale on the approach to J/Jc = 1. As predicted by the
RPT relations, J˜ and pi∆˜ merge to form one energy scale which vanishes at
J/Jc = 1, though this is better seen in [fig.3.7], which plots the value of J˜/pi∆˜
against J/Jc. These NRG results confirm the RPT prediction J˜ = 2pi∆˜ at
J = Jc even for the case U = 0. The same effect is seen for the ratio U˜/pi∆˜
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in [fig.3.8], for which U˜/pi∆˜ = 1 for the weakly and strongly-coupled models
at J = Jc, with U˜/pi∆˜ = 1 persisting down to J = 0 only for U/pi∆ > 3 as
a consequence of the suppression of charge fluctuations as discussed.
[fig.3.6b] shows the case U/pi∆ = 0 in more detail. Here, Jc/pi∆˜(U, 0) =
Jc/pi∆ ≈ 0.5 because the pi∆˜(U, 0) is completely unrenormalised. In no sense,
therefore, is any of the bare parameters in the model large compared to the
quasiparticle bandwidth ∼ pi∆˜(U, 0), yet the universal behaviour associated
with strong correlations emerges for ≈ 0.98 < J/Jc < 1. Note also that
J induces a nonzero U˜ , even though U = 0, which grows to a maximum
around J/Jc = 0.72, as well enhancing the effective J˜ , such that J˜/J reaches
a maximum ≈ 1.4 at J/Jc ≈ 0.7. The renormalised parameters are largest in
the crossover regime between weak and strong coupling, for example in the
SIAM for U/pi∆ ≈ 1, where mean-field or second order perturbation theory
gives way to an analysis in terms of repeated scattering in some appropriate
channel, leading to Kondo scaling. The same behaviour here suggests that
fluctuations in one channel - the staggered spin channel for the transition
at J = Jc - start to become important already at J/Jc ≈ 0.7. [fig.3.12b]
shows the build up of fluctuations in the staggered channel, which enhance
the staggered susceptibility over its J = 0 value by a factor of ≈ 10 for
J/Jc = 0.72. This effect also occurs in the strongly-coupled model on the
approach to the transition, but it is most startling in the model with U = 0,
in which the strong renormalisation of the effective bandwidth pi∆˜ is induced
entirely by the QCP.
For J > Jc the previous NRG and RPT analysis needs to be modified. This is
because ∆˜ = 0 for J ≥ Jc. V ∝
√
∆ is an example of a dangerous irrelevant
operator because the NRG fixed point spectrum is discontinuous in the limit
V → 0 (or equivalently ∆˜ → 0). This is reflected in the form of the Kondo
temperature, TK ∼ e−a/V 2 , which does not have a regular expansion about
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J˜/pi∆˜ = 2 at J = Jc for all U/pi∆.
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U˜/pi∆˜ = 1 at J = Jc for all U/pi∆.
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V = 0. For J > Jc then, the NRG fixed point corresponds to that of a
non-interacting tight-binding chain, as discussed in [Chapter 1], with the
impurity site removed, so that the chain of odd length 2N + 1 becomes a
chain of even length 2N and vice versa. The chain of even length has a
gapped fixed point spectrum, whereas the chain of odd length has a gapless
fixed point spectrum, so in practice Jc is found by altering the value of J
whilst checking the nature (gapped or gapless) of the fixed point spectrum20.
It follows that when J > Jc the analysis of the fixed point should be in
terms of the first site of the conduction chain (confusingly we will keep the
convention of labelling this site-“0”, with creation operator c†0,ασ etc.), with
a fixed point NRG quasiparticle Hamiltonian,
H =
∑
ασ
{˜0c†0,ασc0,ασ + V˜0αc†0,ασc1,ασ + h.c. +
∞∑
i=1
ξic
†
i,ασci+1,ασ + h.c.} (3.19)
and all the leading-order irrelevant corrections to this new fixed point -∑
α U˜n0α↑n0α↓, U˜12n0,1n0,2 and 2J˜S0,1 · S0,2 - allowed by symmetry21. The
renormalised parameters can then be calculated as for J < Jc, but with
one adjustment. The original formulation of the NRG relied on mapping
a conduction bath with a continuum spectrum to a discretised linear chain
model [14] [4], with discretisation parameter Λ > 1. If the continuum DoS,
ρc, is taken to be that corresponding to a flat band of halfwidth D, as is
the case here, then the discretised conduction band DoS corresponds to an
effective bandwidth, Deff , that depends on Λ. The dependence is contained
20Away from particle-hole symmetry both N =even and N =odd spectra tend to be
gapped, but the low-lying levels will be distinct and will invert across J = Jc.
21It is also possible that new two-body interactions are created. We can check for this
possibility by calculating the quantity Λ−λ(1−N)/2(E′pp(N)− 2E′p(N)), where E′pp and E′p
denote the lowest two- and one-body (N -dependent) excitations associated with these new
interactions and λ is a number. By fixing λ such that this quantity converges to a fixed
value as N is made large, we can read off the degree of irrelevancy of the operators, with
larger values of λ > 1 indicating sub-leading order corrections to the free fixed point (see
[83]).
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in a scaling parameter, AΛ, such that Deff = AΛD, with,
AΛ =
1 + Λ−1
1− Λ−1 log
√
Λ (3.20)
in the limit Λ→ 1 (see [83]). Thus in calculating the renormalised quasipar-
ticle bandwidth pi∆˜ = pi2V˜ 2/2D using the levels from the NRG, with Λ > 1,
we should remember to replace D by Deff if we want to compare the results
for the various ∆˜-dependent quantities we calculate using the NRG to those
of the original continuum model. However, when J > Jc and we are treat-
ing the zeroth site of the Wilson chain as being interacting, the discretised
conduction band no longer goes over to a flat band of halfwidth D in the
continuum limit Λ → 1. Both the bandwidth and the Fermi level DoS are
modified. This is because the conduction chain now effectively contains a
new set of hopping matrix elements, ξ′n = ξn+1/
√
Λ for n = 0, 1.., and so
describes some new (unknown) continuum band structure. We should there-
fore replace the scale factor AΛ by some other scale factor BΛ in calculating
∆˜0 for J > Jc. We can do this very simply by demanding that the Wilson
Ratio, calculated in terms of renormalised parameters using these modified
hopping matrix elements, goes to its strong coupling value, RW = 2, for the
single-channel model. This implies that U˜/pi∆˜ → 1 in the strong coupling
limit, so when we calculate the values of pi∆˜ and U˜ using the free chain
with the modified set of hoppings, we can estimate BΛ by demanding that
U˜/pi∆˜BΛ = 1, where pi∆˜ is the continuum value - i.e. it already contains the
scaling factor AΛ. The value of BΛ should depend on Λ but not on U/pi∆. In
practice we found a very weak dependence on U/pi∆ when U/pi∆ ∼ 1, but a
pronounced, quasi-linear dependence on Λ, which is shown in [fig.3.11a]. For
Λ = 6 we use the value BΛ = 2.2371.
As (3.16) suggests, the limit J/pi∆ → ∞ is now the J > Jc analogue of the
of the non-interacting case with U = U12 = J = 0 (and V nonzero) and so
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Figure 3.9
The impurity (pink) has interactions U , U12 and J . The hybridisations Vα with
the noninteracting Wilson chains couple directly to the original impurity,
and for J < Jc we use the methods described in [Chapter 1] to calculate
the renormalised hybridisations, V˜α, by treating the zeroth sites of the
Wilson chain (the first black sites above) as being noninteracting. For J >
Jc, the original impurity decouples from the chains, and the renormalised
parameters are calculated by treating the zeroth sites as interacting. This
corresponds to the situation with J < Jc in which the bare hybridisations
are V0α and the chain is one site shorter.
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Figure 3.10
As J >> pi∆ grows large, J˜/2 (yellow stars) and U˜ (purple crosses) renor-
malise to zero, whereas pi∆˜ (blue stars) asymptotically approaches its bare
value = 2.50741.
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we expect V˜0 = ξ0 (its bare value) here. However, as J > Jc is reduced,
V0 gets renormalised by residual interactions from the interacting d-orbitals,
although these are decoupled from the baths on the lowest energy scale. The
other renormalised parameters show commensurately strong renormalisations
as J = Jc is approached from above, presumably mediated by an effective
hybridisation V˜ (ω) that is nonzero for ω > 0. This is shown in [fig.3.10],
which plots the renormalised parameters for J > Jc up to J/Jc ≈ 5 × 104,
for U/pi∆ = 6. For J near to Jc, all the renormalised parameters are of
the same order of magnitude, with U˜ and pi∆˜ exactly coincident due to the
strong coupling. This persists up to J = pi∆, but for larger J , J˜ and U˜ flow
towards the values they would take if the model were non-interacting - zero.
pi∆˜ also gradually de-renormalises and asymptotically approaches its bare
value pi2BΛξ
2
0/2AΛ = 2.50741. Is it somewhat remarkable that the strong-
correlation RPT predictions for the renormalised parameters continue to be
valid in the regime J > Jc for bare couplings of the order of the conduction
bandwidth. This is an energy scale ∼ 500 times larger than the renormalised
energy scale which dictates the physics near the QCP (for U/pi∆ = 5), and
implies that the quantity ∆˜0 is proportional to a quasiparticle weight over
this entire region, so that the system is still “strongly correlated” by the
residual interactions occurring at higher frequency.
[fig.3.12a] shows the flow of renormalised parameters across the critical point.
The energy scale T ∗<(U, J) is defined such that T
∗
<(U, 0) = TK = pi∆˜(U, 0)/4
and vanishes algebraically at Jc like a<|1− J/Jc|m< , with a< = 7.45× 10−5
and m< = 1.98 found numerically. In the LS phase, J > Jc another energy
scale, T ∗> = pi∆˜0/4, can be defined, and it is found that T
∗
> = a>|J − Jc|m>
near to the critical point with a> = 7.48 × 10−5 and m> = 2.01. The
extremely small energy scales near the transition make it hard to ascertain
the precise numerical values of these empirical fitting parameters, but it
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(a) The value of BΛ is plotted as a function of Λ for U/pi∆ = 6. (b) T
∗ in
the vicinity of the critical point, alongside the curve 7.46× 10−5|J/Jc|2
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Figure 3.12
(a) The renormalised parameters across J = Jc for U/pi∆ = 5. The energy
scales T ∗< and T
∗
> are locally symmetric about J = Jc. (b) The susceptibility
in the staggered spin channel, χsts , diverges at the QCP.
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seems reasonable to conclude that T ∗< and T
∗
> scale identically in the limit
J → Jc with exponent m = 2 and a< = a> ≡ a the same constant. This
is consistent with the predictions based on a CFT approach to the 2IKM
[77], in which |J − Jc| is shown to be a relevant perturbation about the
unstable “Quantum Critical” fixed point with scaling dimension 1/2, implying
a crossover scale (given by the specific heat co-efficient γ ∝ 1/z) which
vanishes as |J−Jc|2. A plot of T ∗ in the vicinity of the critical point is shown
in [fig.3.11b], alongside the curve 7.46 × 10−5|J/Jc|2. This lends weight to
the conjecture that universal physics emerges near to the critical point. The
perfect continuity of T ∗< and T
∗
> at J = Jc suggests that we can think of a
single energy scale T ∗< = T
∗
> = T
∗ for all J which completely characterises
the non-interacting stable fixed points of the model. T ∗ is the energy below
which residual degrees of freedom become quenched, so that the T = 0
entropy takes its Fermi liquid value S = 0.
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Figure 3.13
(a) ηs for U/pi∆ = 5. (b) A close up of the region near the critical point,
including a quadratic fit.
[fig.3.13a] shows a plot of ηs across the critical point for U/pi∆ = 5. The
details of how ηs goes to zero at J = Jc are more easily seen in [fig.3.13b], in
which NRG data-points are plotted along with a fitted curve22 of the form
22A spurious constant c is included to absorb any systematic error near Jc in the hope
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Figure 3.14
(a) The ratio of the spin susceptibility to its value at J = 0 plotted as a
function of J/Jc for the model with U/pi∆ = 5 and (b) U/pi∆ = 3.5. At the
critical point this ratio takes on the universal value 1/3.
c + d|1− J/Jc|f . The fitting is extremely sensitive to the range of J chosen
because ηs depends on the ratio of two quantities in the limit that they both
go to zero. Fitting only the section J < Jc gives f ≈ 1.94 and fitting only the
section J > Jc gives f ≈ 2.19. These numbers, combined with the physical
grounds we have for expecting χs(J = Jc) to be finite and nonzero, strongly
suggest that f = 2 as J → Jc in a region that (because of round-off errors)
is inaccessible to the NRG. The fitted curve in [fig.3.13b] is 2.41|1 − J/Jc|2
and approximates the data well near J = Jc. Recalling the reasoning that
ηs = κs∆˜
xs at the critical point, these value of d and f imply that xs = 1
and κs = 2.53× 104.
The figures [fig.3.14a] and [fig.3.14b] plot the spin susceptibility divided by its
value at J = 0 across the QCP for U/pi∆ = 5 and U/pi∆ = 3.5 respectively.
As explained, numerics in the region close to J = Jc become extremely
unstable and the apparent small upturn in the susceptibility here might be an
artifact caused by these instabilities. However, in comparing [fig.3.14a] and
[fig.3.14b], it is striking that the ratio χs(Jc)/χs(0) seems to lie close to 1/3
in both cases. This is also true for other choices of U/pi∆ (not shown), and
that the “valid” parameters d and f will be rendered more reliable. Reassuringly, it turns
out that c ∼ 10−4.
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invites the conjecture that χs(Jc)/χs(0) is a universal function of TK . From
(3.6) this would imply that κs = pi/6TK in the strongly correlated regime for
all values of U/pi∆. Putting in the numbers for the case U/pi∆ = 5 gives
pi/6TK = 2.55×104, which is very close to the empirical value κs = 2.53×104
found previously.
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Figure 3.15
(a) A plot of pi∆˜(U, J)/pi∆˜(U, 0) for different values of U/pi∆, all in the
strong-coupling regime. (b)A plot of pi∆˜(U, J)/pi∆˜(U, 0) for different values
of U/pi∆ including the weak-coupling regime.
To investigate the idea that the spin susceptibility scales universally we plot
pi∆˜(U, J)/pi∆˜(U, 0) as a function of J/Jc in [fig.3.15a] for different values
of U/pi∆. All three curves for U/pi∆ = 4, 5 and 6 are coincident, which
implies scaling : pi∆˜(U, J) = pi∆˜(U, 0)G(J/Jc) is a homogeneous function of
J/Jc, for some G(x) satisfying G(1) = 0, G(0) = 1 and limx→∞G(x) = 0.
As Jc = 1.378TK for U/pi∆ > 1.5, it follows that pi∆˜(U, J) is entirely
determined by TK , viz.; pi∆˜(U, J) = 4TKG(0.726J/TK), or equivalently,
T ∗ = TKG(0.726J/TK). The same relation does not hold at weaker cou-
plings U/pi∆ = 1, 0.5 and 0, as can be seen in [fig.3.15b].
Here, universal scaling occurs only in the immediate vicinity of the QCP,
where, as seen before, pi∆˜ = a|1 − J/Jc|2, with a proportional to TK . This
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Figure 3.16
(a) The ratios of renormalised parameters J˜/pi∆˜ and U˜/pi∆˜ fall on a single
curve for different values of U/pi∆ in the strong-coupling regime, whereas
for weaker coupling (b), non-universal behaviour is seen except in the im-
mediate vicinity of the QCP
empirical fitting relates to the form of the function G(x) near x = 1, implying
G′(1) = 0 and G′′(1) = a.
The ratios of the renormalised parameters also exhibit universal behaviour
in the strong-coupling regime. [fig.3.16a] shows that J˜/pi∆˜ is independent
of U/pi∆ for U/pi∆ = 4, 5 and 6, and - as expected from the single-channel
result - U˜/pi∆˜ = 1 always. Again this breaks down at weaker coupling, as
seen in [fig.3.16b], where the increase in U˜/pi∆˜ as J → Jc for U/pi∆ = 0 is
dramatic, and in [fig.3.17a] for J˜/pi∆˜.
For small bare U/pi∆, the absence of universal scaling is more significant
in the charge channel than in the spin channel, as a comparison of figures
[fig.3.17b] and [fig.3.18a] shows. Whereas ηs is largely independent of U/pi∆
for 1 > J/Jc > 0.6 (see [fig.3.17b]), ηc shows a wide variation with U/pi∆,
with the universal scaling only setting in right at the quantum critical region
itself (see [fig.3.18a]). This indicates that changing the value of U/pi∆ has a
much larger effect on the charge fluctuations than on the spin fluctuations
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Figure 3.17
(a) The ratio of renormalised parameters J˜/pi∆˜ does not exhibit universal
scaling for a range of weak-coupling U/pi∆, as reflected (b) in the coeffi-
cient of the spin susceptibility ηs.
for 1 > J/Jc > 0.6. TK will be much smaller for larger values of U/pi∆, so
the total charge and spin susceptibilities will here be much larger, but the
relative enhancement set by the prefactors ηs and ηc is different. Presumably
the AFM J by itself does much to suppress the spin susceptibility as J/Jc → 1
irrespective of U/pi∆, as valence fluctuations away from half-filling are non-
magnetic, whereas these do count as charge fluctuations and so enhance the
ηc.
[fig.3.18b] uses an interpolation function to plot the ratio
pi∆˜(U/pi∆ = 6, J)/pi∆˜(U/pi∆ = 6, 0) to pi∆˜(U/pi∆ = 5, J)/pi∆˜(U/pi∆ =
5, 0) as a function of J/Jc for much larger values of J/Jc. The curve shows
a small upward trend, reaching 1.06 for J/Jc = 30.
As explained previously, the QCP reveals itself in the NRG as a switching
of the fixed point energy spectrum associated with N =even and N =odd
NRG chain lengths at J = Jc. However, when J is tuned near
23 to Jc, a
new fixed point appears, whose signature is a small plateau in the NRG
23In this context, “near” means that G(J/Jc) << 1.
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Figure 3.18
(a) The coefficient of charge susceptibility, ηc, is very sensitive to the value
of U/pi∆.
(b) The ratio (pi∆˜(U/pi∆ = 6, J)/pi∆˜(U/pi∆ = 5, J)) × (TK(U/pi∆ = 6)/TK(U/pi∆ =
5)) plotted as a function of J/Jc for larger values of J varies weakly up
to J/Jc = 30.
energies as a function of N . [fig.3.19] shows this plateau for a model with
U/pi∆ = 3.5 and (J − Jc)/Jc = 9.352 × 10−6. This corresponds to the LS
zero-temperature phase, so the quasiparticle N =odd levels are gapped and
the N =even levels are gapless at T = 0. The T = 0 behaviour sets in
for T < T ∗, which is an energy scale comparable to the energy prefactors
of relevant perturbations to the unstable fixed point. The closer the model
is tuned to perfect criticality, the smaller the magnitude of these relevant
perturbations. The inset in [fig.3.19] shows the same model slightly de-tuned
from its critical point, for which the unstable plateau region is smaller and
a small gap opens between the N =even and N =odd level energies.
[fig.3.21a] shows the orbital entropy as a function of (N −1)/2 (an interpola-
tion has been used to join points corresponding to N = even: the additional
“−1/2” simply scales the energies by a factor√Λ). The three different curves
are the result of tuning the bare model ever closer to J = Jc, resulting in an
enlarged S = log(2)/2 entropy plateau, which is destabilised on a scale ∝ T ∗.
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Figure 3.19
When the model is fine-tuned to near its Quantum Critical Point,
(J−Jc)/Jc = 9.352×10−6, the lowest lying quasiparticle energies for NRG step
N =even and N =odd converge at the unstable fixed point across an energy
window TK > T > T
∗. A small gap opens around T ∗ as the system is driven
to its stable Fermi liquid fixed point, characterised by gapped (N =odd)
and gapless (N =even) levels. The inset shows the same phenomenon for
a model further de-tuned from its QCP, (J − Jc)/Jc = −3.276 × 10−3, but
the gap between the levels at the UFP opens much sooner. Identifying T =
DΛ−(N−1)/2 from the NRG implies that the x-axis corresponds to logΛ(D/TK).
The vertical axis is energy in arbitrary units.
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At smaller24 N ∼ higher temperatures, two other small entropy plateaux are
seen for all three curves. The first25, around S = log(16) corresponds to the
regime in which the impurity can freely tunnel between all of its 42 atomic
states. At lower temperatures the charge degrees of freedom are effectively
projected out, leaving only the 22 spin degrees of freedom which generate the
“free local-moment” regime around N = 10 ∼ 14. At a yet lower tempera-
ture ∝ TK , the system flows near the unstable fixed point characterised by
S = log(2)/2 entropy, which is a signature of both the Two-Channel Kondo
Model and the Two-Impurity Kondo Model QCPs [20] [18] [84].
[fig.3.20] is a 3-dimensional plot of the entropy as a function of both step
index N and J/Jc for U/pi∆ = 5. Nascent traces of the NFL plateau at
S = 0.347 ≡ log(2)/2 exist in the form of a flattening of S(T ) already at
J/Jc = 0.9 - further from the critical point than corresponds to the onset
of the NFL plateau in the one-body level [fig.3.19] - that broadens into a
well-defined flat plateau which, for J/Jc ≈ 1, persists down to the lowest
energy scales corresponding to (N − 1)` > 30. [fig.3.21b] shows the way this
S = log(2)/2 entropy is recovered as J → Jc for two different “temperatures”,
given by cross sections of [fig.3.20] at (N−1)` = 19.399 and (N−1)` = 21.191
(` is a scaling factor which relates logΛ and loge). At higher temperatures
T < TK the NFL fixed point clearly affects the partition sum even when the
model is relatively “de-tuned” from its critical point.
The figures [fig.3.19], [fig.3.21a] and [fig.3.21b] suggest that the effects of
the unstable fixed point are manifest in the T > 0 physics in the vicinity
24The NRG step index N can be related to a “temperature” scale via TN ∼ DΛ−(N−1)/2
(see e.g. [4]).
25The entropy, initially at log(16), actually develops a small plateau around S =
3.8 log 2. This is because the NRG truncation procedure, which discards high-energy
states, leads to small errors in the high-temperature calculations which become less sig-
nificant to the partition sum - whence the entropy - as the separation of energy scales
increases.
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Figure 3.20
A plot of the entropy (S) as a function of the NRG step index N and
the ratio J/Jc (top axis) for the model with U/pi∆ = 5. Identifying
T = DΛ−(N−1)/2 from the NRG implies that the bottom-axis corresponds to
logΛ(D/TK) (` = log Λ/2 is a scaling factor to convert from loge to logΛ). As
J/Jc → 1 a well-defined plateau - already nascent at J/Jc = 0.94 - emerges at
S = 0.347 ≡ log(2)/2, which, for J/Jc = 1, persists down to the lowest energy
scales corresponding to (N−1)` > 30. The full quenching of the entropy as
a function of N ∝ log(1/T ) for J/Jc = 0.90568, J/Jc = 0.99287 and J/Jc = 0.99986,
corresponding to “slices” of the above figure in a plane perpendicular to
the J/Jc-axis, is shown in [fig.3.21a].
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of the QCP at J = Jc. The RPT equations for the susceptibilities have
been generalised to include a temperature dependence in [85] [15], where
results for the SIAM are in remarkable agreement with exact results for the
temperature-dependent spin susceptibility from the Bethe Ansatz. We can
generalise these results to the two impurity model to give,
χs(T ) = χ˜
(0)(T )(1 + 2(U˜ + J˜)χ˜(0)(T )) (3.21)
where the temperature-dependent free quasiparticle susceptibility is,
χ˜(0)(T ) = −1
2
∫
dωρ˜
(0)
d (ω)∂ωf(ω) (3.22)
and (3.21) corresponds to a mean-field treatment of the renormalised in-
teraction Hamiltonian (f(ω) is the Fermi function). We can then evaluate
χs(TN) by using N -dependent renormalised parameters from the NRG via
TN = DΛ
−(N−1)/2.
[fig.3.22] shows how the coupling J affects the temperature-dependent spin
susceptibility near the QCP. As J/Jc → 1, a pronounced peak forms in the
spin susceptibility at lower and lower temperatures T , with T ∗ << T <<
TK . The enhancement of χs due to quantum critical fluctuations starts to
emerge around temperatures TK , as shown in [fig.3.24], which shows χs(T, J)
increasing relative to its SIAM value (with J = 0) around T ≈ TK for
J/Jc = 0.864, but decreasing relative to its SIAM value for J/Jc = 0.309.
The latter is in line with the previous T = 0 result that χs(0, Jc) = χs(0, 0)/3,
but the T > 0 enhancement in the spin channel - which does not couple
directly to the quantum critical fluctuations which occur in the staggered
channel - is surprising.
[fig.3.25] shows how Fermi-liquid physics is recovered below a temperature
scale ∝ T ∗ for various different values of J/Jc, at which point χs is suppressed
below its J = 0 value, indicated by the line at χs(T, J)/χs(T, 0) = 1. An
alternative way of plotting the susceptibility - χs(T, J)/χs(0, J) (i.e. choosing
to normalise by the T = 0 susceptibility, as in [15]) is shown in [fig.3.23b]
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for a model with U/pi∆ = 3.5. The effect of even a moderate J/Jc = 0.679
compared to the case J = 0 on the T ≈ TK physics is here seen most clearly.
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Figure 3.21
(a) The entropy S/ log(2) as a function of N ∝ log(1/T ) for J/Jc = 0.90568
(furthest to the left), J/Jc = 0.99287 (middle), and J/Jc = 0.99986 (furthest
to the right). A Non-Fermi liquid plateau emerges at S/ log(2) = 0.5 for the
model sufficiently close to criticality, J/Jc = 0.99287 and J/Jc = 0.99986, but
not for J/Jc = 0.90568. Note also the other plateaux around S/ log(2) = 4 and
S/ log(2) = 2 for all three curves. (b) A plot of “slices” through [fig.3.20] -
this time for two fixed “temperatures”, (N −1)` = 19.399 (red) and (N −1)` =
21.191 (blue), as a function of J/Jc. The flat dotted line corresponds to
the residual entropy at J = Jc: S(T = 0) = log(2)/2.
[fig.3.26] plots the staggered spin susceptibility as a function of log(T/TK).
These results show that J enhances χsts as J/Jc → 1 in a way that is com-
pletely inline with the expectation that χsts diverges as |J − Jc|−2 at T = 0.
Note that T ∗ here plays the role of an energy scale below which χsts is no
longer affected by T but is rather completely determined by |J − Jc|. These
results ([fig.3.26]) together with the J = 0 line in [fig.3.23b] go some way
to validating this method for calculating temperature-dependent (static) re-
sponse functions in the context of the NFL physics studied here.
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Figure 3.22
The temperature dependence of the spin susceptibility normalised by its
value at J = 0, χs(T, J)/χs(T, 0), for (a) J/Jc = 0.895, (b) J/Jc = 0.910, (c)
J/Jc = 0.926 and (d) J/Jc = 0.938 for the model with U/pi∆ = 3.5. A pronounced
peak forms and moves to lower temperatures << TK as J/Jc → 1.
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Figure 3.23
(a) The peak value of χs(T, J) plotted as a function of 1−J/Jc (see [fig.3.22])
for U/pi∆ = 3.5. (b) The ratio of the temperature-dependent spin susceptibil-
ity to its T = 0 value for J/Jc = 0.679 (red) and J = 0 (blue), for U/pi∆ = 3.5.
Note that an interpolating function has been used, giving small erroneous
negative values near log(T/TK) = 5.
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Figure 3.24
The upturn in the finite temperature spin susceptibility, χs(T, J), occurs
around T = TK for J/Jc = 0.864 (line labelled c) and J/Jc = 0.802 (line labelled
b), but for J/Jc = 0.309, (line labelled a), it flows directly to its T = 0 value
without any finite-temperature peak. U/pi∆ = 3.5.
[fig.3.23a] shows the height of the peak value of χs(T, J) (see [fig.3.22]) as
a function of 1 − J/Jc. A thorough empirical analysis has not been carried
out, but fitting these data to a function of the form a|1 − J/Jc|−n gives
a = 10.36 and n = 4.021, which suggests that χs(T, J) diverges as z
−2 in
the limits J → Jc and T → 0. This result would be in conflict with the
whole claim of universal scaling behaviour which rests on the validity of the
equations (3.18), and would undermine much of the central arguments put
forward in this work. It would also be in conflict with CFT results [107]
for the related 2IKM, which predict χs to be regular at J = Jc, as well as
original NRG work [86] which (tentatively) reports χ → 0 as J → Jc for
the same model. Given that our NRG calculations consistently confirm the
universal RPT predictions for the ratios of various renormalised parameters
at QCPs very accurately and in many different situations, we posit that the
function χs(T, J) is not smooth and differentiable at χs(0, Jc). This would
allow for a possible line discontinuity of χs in the T − J plane originating at
(0, Jc), such that the limits limT→0 and limJ→Jc do not commute. The spin
susceptibility could then be finite = χs(0, 0)/3 at the QCP when approached
at zero temperature, but divergent when approached along the line J = Jc.
111
æææææææææææææææææææææææææææææææææææææææææææææææææææææææææææææææææææææææææææææææ
æ
à
à
à
à
à
à
à
à
à
à
à
à
à
à
à
à
à
à
à
à
à
à
à
à
à
à
à
àààààààààààààààààààààààààààààààààààààààààààààààààààà
ì
ì
ì
ì
ì
ì
ì
ì
ì
ì
ì
ì
ì
ì
ì
ì
ì
ì
ì
ì
ì
ì
ì
ì
ì
ì
ììììììììììììììììììììììììììììììììììììììììììì
òòòòòòòòòòòòòòòòòòòòòòòòòòòòòòòòòòòòòòòòòòòòòòòòòòòòòòòòòòòòòòòòòòòòòòòòòòòòòòò
ô
ô
ô
ô
ô
ô
ô
ô
ô
ô
ô
ô
ô
ô
ô
ô
ô
ô
ô
ô
ô
ô
ô
ô
ô
ô
ô
ôôôôôôôôôôôôôôôôôôôôôôôôôôôôôôôôôôôôôôôôôôôôôôôôôôôô
a
b
c
-13 -12 -11 -10 -9 -8
Log@TTK@J=0DD
2
4
6
8
10
12
14
Χs@T,JDΧs@T,0D
Figure 3.25
The AFM J reduces the ratio χs(T, J)/χs(T, 0) below unity (as indicated by the
intersection of the labelled lines with the flat line at 1) at a temperature
scale ∝ T ∗, for (a) J/Jc = 0.910, (b) J/Jc = 0.926 and (c) J/Jc = 0.938.
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Figure 3.26
The temperature dependence of the staggered susceptibility normalised by
its value at J = 0, χsts (T, J)/χ
st
s (T, 0), for (a) J/Jc = 0.586, (b) J/Jc = 0.679, (c)
J/Jc = 0.750, (d) J/Jc = 0.802 for the model with U/pi∆ = 3.5.
3.3.3 The case J = 0
We now consider putting J = 0 and varying U12 > 0. This situation was
described by [87] [88] in the low-density limit and [89] [90] in the particle-hole
symmetric case. For U12 = 0 separate Kondo screening takes place in each
channel giving SU(2)1⊗SU(2)2 symmetry. Increasing U12 with 0 < U12 < U
has a negligible effect on the low-energy physics: the ground state manifold is
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spanned by the four states {|0, 0; 1, Sz〉 , |1, 0; 0, 0〉} of energy −(U+U12), and
incipient correlations induced by U12 occur exclusively in the charge sector
in which real fluctuations are suppressed a priori by the onsite interaction
U , and so have little effect.
On tuning U12 ∼ U we see that the orbital-pseudospin in (3.4) becomes
isotropic. This is similar to the n-orbital model studied in [Chapter 2] with
n = 2, but with an enlarged degeneracy, because here there is no Hund’s
Rule term. The particle-hole symmetric Hamiltonian is,
H
SU(4)
d = −U(L2 + S2) (3.23)
with a sextet of ground states {|1, Lz; 0, 0〉 , |0, 0; 1, Sz〉} of energy −2U . Writ-
ing H
SU(4)
d in the form (3.23) highlights its manifest SU(4) symmetry, which
is confirmed by noting that it commutes with the 42 − 1 generators Li, Si,
Kij, as does the full Hamiltonian including the conduction electrons.
As before, an effective model can be found for Hc + HV + H
SU(4)
d by pro-
jecting onto the states {|1, Lz; 0, 0〉 , |0, 0; 1, Sz〉}. Three types of fluctuations
must be considered: those connecting states within the same sub-manifold,
|0, 0; 1, Sz〉 ↔ |0, 0; 1, Sz′〉 and |1, Lz; 0, 0〉 ↔ |1, Lz′; 0, 0〉, and those connect-
ing states in different sub-manifolds, |1, Lz; 0, 0〉 ↔ |0, 0; 1, Sz〉.
Defining a four component vector d = (d1↑, d1↓, d2↑, d2↓)> ≡ (d1,d2)> (and
similarly for conduction electrons, with c =
∑
k ck) and noting that (3.23)
(and HV ) is invariant under a rotation into the basis of even/odd parity states
(“the orbital basis”), (de,do)
> = (τx + τ z)(d1,d2)>, we can immediately
write down the analogue of (3.14) due to |1, Lz; 0, 0〉 ↔ |1, Lz′; 0, 0〉 processes
that couples an effective orbital pseudospin-1 to the band,∑
kk′
J
SU(4)
kk′ L · `kk′ (3.24)
with J
SU(4)
kk′ = 4VkV
∗
k′/U and L = d
† · (I2 ⊗ σ) · d/2. as well as a familiar
spin-1 exchange interaction due to processes within the spin-triplet sector,
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|0, 0; 1, Sz〉 ↔ |0, 0; 1, Sz′〉, ∑
kk′
J
SU(4)
kk′ S · skk′ (3.25)
with S = d† · (σ ⊗ I2) · d/2. Fluctuations between different sub-manifolds
generate a more complicated term that entangles spin and orbital degrees of
freedom, ∑
kk′ij
J
SU(4)
kk′ Λ
ij · λijkk′ (3.26)
with,
Λij =
∑
αβσσ′
d†ασσ
i
σσ′σ
j
αβdβσ′ (3.27)
Note that at the SU(4) point U = U12 the Kondo Temperature is enhanced
by the larger scattering phase space and we expect T
SU(4)
K ∼ (T SU(2)K )1/2, as
reported in e.g. [89].
Upon increasing U12 > U the physics becomes extremely subtle and is not
readily captured by the type of exchange models derived before. Refer-
ring to (3.4) we see that the ground states form an orbital pseudospin dou-
blet |1;±1; 0, 0〉 of energy −2U12. Naively, fluctuations would be expected
to favour a “charge-pseudospin-Kondo” ground state even as U12 → ∞.
However, the geometry of the series-coupled quantum dots is important
here: the states |1;±1; 0, 0〉 are connected via virtual fluctuations only at
order O(V 4), so a putative effective model would contain transverse terms26
∼ |1, 1; 00〉 〈1,−1; 0, 0| `−↑↓`−↓↑ (with `−↑↓ ≡ c†2↑c1↓ etc.) from virtual processes
with matrix elements proportional to,
V
1
U/2
V ∗V
1
U12 − U/2V
∗ (3.28)
(wave numbers k have been suppressed), suggesting a charge-pseudospin
Kondo temperature T
SU(2)cp
K ∼ e−pi
2(2U12−U)U/16∆2 ∼ (TK)pi(2U12−U)/2∆ which,
26Note that longitudinal fluctuations can occur at O(V 2): any resulting effective model
at large U12 would therefore be anisotropic.
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though small compared to TK , has the same exponential dependence
27 on
the coupling U12 as the standard Kondo temperature for U12 > U above the
SU(4) point.
A more sophisticated analysis [90] suggests that the quantum fluctuations
which destabilise the magnetic ground state in e.g. the single-impurity An-
derson model are here so weak that a charge-ordered ground state in which
Lz = 1 or Lz = −1 becomes stable for U12 > U c12 and U c12−U12 ∼ T SU(4)K . At
large U12 then, the locally charge-ordered impurity decouples from the band
and acts as a potential scatterer in a similar manner to the Local Singlet
(3.16), although the two transitions are essentially different in one respect:
the LS is a unique atomic groundstate and both the LS and the KS phases
are Fermi-liquids with the same symmetry and parity, and vanishing residual
entropy. In contrast, the charge-ordering transition involves a local symme-
try breaking of degenerate atomic groundstates to a phase with a residual
entropy of ∼ log(2), and as such invites characterisation in terms of an order
parameter 〈Lz〉.
The same reasoning that led to the equations (3.18) can be applied to the
transition at U12 = U
c
12. This time it is the susceptibility in the staggered
charge channel (sometimes referred to as the “orbital” susceptibility) which
is expected to diverge at the transition, leading to a complementary set of
equations,
−J˜ − U˜ = pi∆˜
J˜ − U˜ = pi∆˜
U˜ + 2U˜12 = pi∆˜ (3.29)
which ensure that ηs, ηc and η
st
s respectively remain finite. (3.29) imply
that J˜ → 0 and U˜12 → pi∆˜ and U˜ → −pi∆˜ as U12 → U c12, so that in the
27After a first glance at this fourth-order process one might assume that
T
SU(2)cp
K ∼ e−(U12−U)
2/∆2 - which would scale differently from TK and thus go some way
to justifying the sudden collapse of T
SU(2)cp
K for U12 > U .
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vicinity of the transition there again emerges a single energy scale T ∗ such
that 4T ∗ = pi∆˜ = U˜12 = −U˜ . [fig.3.27a] shows pi∆˜/pi∆ as a function of U12
for the model with U/pi∆ = 5. Clearly pi∆˜ is already heavily renormalised at
U12 = 0 by the large intra-orbital U , but is largely unaffected by increasing
the inter-orbital U12 up to U12 ≈ 0.95U . This contrasts with the case when
U12 = 0 and J is increased up to Jc (cf. [fig.3.6a]), where pi∆˜ shows a strong
dependence on J for J/Jc > 0.3. This difference can be attributed to the fact
that the KS ground state for both cases U12 < U
c
12 and J < Jc is dominated
by spin fluctuations in each orbital, whereas charge fluctuations are strongly
suppressed by the onsite U . It follows that J - which couples these spin
fluctuations - has a much larger impact on the low energy physics than U12,
which is reflected in the comparatively stronger renormalisation of pi∆˜. The
low energy physics for U12 < U is essentially unaffected by U12 right up to
the critical region, as was pointed out in [90] and is seen very clearly here.
As U12 → U the Kondo temperature shows a marked increase because of the
restoration of the full SU(4) symmetry in the low-energy Hamiltonian derived
from (3.23). This upturn occurs when the splitting between the excited states
|1,±1; 0, 0〉 and the ground states {|1, 0; 0, 0〉 , |0, 0; 1,±1〉 , |0, 0; 1, 0〉} is of the
order of the Kondo temperature TK . For U12 > U , pi∆˜ falls dramatically to
zero. As discussed, the orbitals are charge-Kondo screened in the region U <
U12 < U
c
12, with fluctuations between the degenerate atomic ground states
|1,±1; 0, 0〉 mediated by O(V 4) matrix elements which effectively vanish at
U c12. [fig.3.27b] shows pi∆˜/pi∆ in the interesting region where U12 ≈ U for
the strongly interacting model with U/pi∆ = 5.
[fig.3.28] shows the rapid fall-off of TK for U12 > U for different values of
U/pi∆. Three regions can be identified: for U12 − U < TK , ∆˜ shows a weak
downward trend but is approximately constant. For U12−U > TK , ∆˜ initially
decreases linearly, but for (U c12 − U)/pi∆ < 0.04, ∆˜ ∝ e−a/
√
(Uc12−U12), with a
a constant depending on U . This dependence on U c12 − U12 is markedly dif-
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Figure 3.27
(a) A plot of pi∆˜/pi∆ as a function of U12 for the model with U/pi∆ = 5. (b)
A large scale plot of pi∆˜/pi∆ around the SU(4) point where U12 = U .
ferent from that on Jc − J which reflects the underlying differences between
these QCPs. [fig.3.31a] shows − log(TK/D) as a function of δU−1/212 , with
δU12 ≡ (U c12 − U12)/pi∆, for U/pi∆ = 3 and U/pi∆ = 1, confirming the expo-
nential inverse dependence, characteristic of a Kosterlitz-Thouless transition
[90] [91], as U12 → U c12. The inset in [fig.3.28] shows that U c12−U scales with
T
SU(4)
K - the SU(4) Kondo temperature (proportional to ∆˜(U12 = U)). This
appears to hold for both strong and weak coupling.
At the SU(4) point when U12 = U it follows from the RPT (3.6) that U˜12 =
U˜ = pi∆˜/3 in the strong-coupling regime where χc = 0. This result, which is
confirmed very accurately by the NRG results for U/pi∆ = 5 (most clearly
seen in [fig.3.31b]), does not hold in general; we note that U˜12 = U˜ = 0.325pi∆˜
and U˜12 = U˜ = 0.227pi∆˜ for U/pi∆ = 3 and U/pi∆ = 0.5 respectively. As
shown in [fig.3.29], the charge susceptibility for U/pi∆ = 3 is small and
constant everywhere, but for the non-universal regime (U/pi∆ = 1 and 0.5
are shown) it decreases as U12 is increased, although the ηc is approximately
constant, but nonzero, over this range (see inset in [fig.3.29]).
[fig.3.30] shows that the orbital susceptibility is strongly enhanced by U12,
with the enhancement most pronounced in the strong-coupling regime. Math-
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Figure 3.28
The demise of ∆˜ as a function of (U12−U)/pi∆ for the models with U/pi∆ = 0
(blue), U/pi∆ = 1 (red), U/pi∆ = 3 (yellow) and U/pi∆ = 5 (green). U c12 − U is
seen to increase as U decreases, with the energy scale determining U c12 −U
appearing to show perfect scaling with the T
SU(4)
K Kondo temperature (see
inset).
ematically this is because the condition U˜12 = U˜ = pi∆˜/3 forces ηorb = 4/3
at the SU(4) point, so that χ
SU(4)
orb = 2pi/3T
SU(4)
K . As U˜12 = U˜ < pi∆˜/3 for
weaker coupling28, so χorb will be less enhanced. Physically, the larger U12 at
the SU(4) point for stronger coupling will increase the orbital lifetime over
the weak coupling case and make it relatively easier to “orbitally polarise”
the impurity, increasing the orbital susceptibility.
[fig.3.32] show the ratios of renormalised parameters (a) U˜/pi∆˜ and (b) U˜/pi∆˜
for U12 < U
c
12. The x-axis scaling U12/U
c
12 gives the appearance that U˜/pi∆˜
and U˜/pi∆˜ depart significantly from their single-impurity values (1 and 0
respectively) at a distance from the SU(4) point that is inversely correlated
with the strength of U/pi∆. This is misleading; in fact it is the absolute
scale (U − U12)/pi∆ that is important in this respect. Note that U12 induces
significant renormalisations of U˜ at weaker coupling: indeed for the case
28The precise statement is, limU/pi∆→∞ U˜12 = U˜ = pi∆˜/3.
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Figure 3.29
A plot of χc as a function of U12/U for U/pi∆ = 0.5 (red), U/pi∆ = 1 (yellow)
and U/pi∆ = 3 (blue). The inset shows ηc for the region near U12 = U for
the same parameters: most of the variation in χc comes from the upturn in
∆˜ near to U = U12. Note that ηc for U/pi∆ = 3 even shows a small increase
near to the SU(4) point, presumably to compensate for the increase in ∆˜
and keep χc flat.
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Figure 3.30
The plot of χorb tells a different story from [fig.3.29]: the orbital suscep-
tibility is strongly enhanced as U12 → U , with the effect most pronounced
for the strong-coupling case U/pi∆ = 3 (blue) as compared to U/pi∆ = 1
(yellow) or U/pi∆ = 0.5 (red).
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U = 0 a negative U˜ is induced in the effective model for all U12 > 0. The
predicted values of U˜12 → pi∆˜ and U˜ → −pi∆˜ as U12 → U c12 are seen to hold
for all values of U .
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Figure 3.31
(a) A plot of − log(TK/D) as a function of δU−1/212 . The scaling TK ∝
e−a/
√
Uc12−U12 kicks-in near U c12 for both weak and strong bare coupling;
U/pi∆ = 3 (yellow) and U/pi∆ = 1 (red). (b) A large scale plot of U˜12/pi∆˜ and
U˜/pi∆˜ as functions of U12 around the SU(4) point where U12 = U .
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Figure 3.32
(a) U˜/pi∆˜ as a function of U12/U
c
12 for various choices of U/pi∆. (b) The same
as (a), but for U˜12/pi∆˜. Note the different behaviour in the weakly and
strongly coupled cases (see text).
In contrast to the case with U12 = 0 and J > Jc, the model with J =
120
0 and U12 > U
c
12 does not have a conventional local Fermi liquid ground
state because of the unquenched residual log(2) entropy associated with the
degenerate Lz = ±1 atomic states. This is discussed in [90], where a two-
self-energy prescription is used to describe dynamics within the non Fermi
liquid phase.
3.3.4 J and U12 Nonzero
When both U12 and J are nonzero the various effective models derived in
the previous section will be qualitatively unaffected29 provided a sufficiently
low-lying atomic groundstate manifold can be found onto which to project.
The various possibilities are set out in Table 3.1.
V12 > 0 V12 < 0
J > 0
If 2J > V12
|0, 0; 1〉
|0, 0; 1〉
If 2J < V12
|0, 0; 1〉
J < 0
|1, 1; 0〉
|1, 0; 0〉
|1,−1; 0〉
Table 3.1
Atomic (∆ = 0) groundstates |L,Lz;S〉.
There is, however, an exceptional case that occurs when V12 ≡ U12 − U +
3J/2 = 0. From (3.4), this restriction implies isotropy in S − L space, with
29Of course the various coupling constants Jeff will change, as will the low-lying atomic
energies.
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a Hamiltonian,
Hd = (d +
3
2
(U − J))nd − U(L2 + S2) + J
2
(3L2 + S2) (3.30)
which is equivalent to the “n = 2” model in [Chapter 2], with full SU(4)
symmetry. For AFM exchange (J < 0) it is easy to read off the ground state
manifold from (3.30): an orbital-pseudospin triplet {|1, Lz; 0, 0〉} of energy
−2U + 3J . A local pseudospin-1 model is therefore still appropriate even for
arbitrarily large AFM J → −∞,
HAFYeff = H
′
c +
∑
kk′
JAFYkk′ L · `kk′ (3.31)
with JAFYkk′ = 4V
∗
k Vk′/(U + 3|J |). This situation (3.31) contrasts starkly
with the model (3.16) derived when U12 = 0, which correctly presaged the
formation of a decoupled Local Singlet at large AFM J .
In this case, (3.31) indicates that Kondo fluctuations are always present
in the groundstate, and no QCP is expected as J → −∞ or U12 → ∞.
This is because it is the isotropy-breaking term V12(L
z)2 that destroys these
fluctuations and renders the locally-ordered (CO or LS) phases stable. This
does not seem intrinsically so surprising if one considers the following parallel:
the SO(3) classical Heisenberg model has no phase transition in 2D; but if
the SO(3) is broken down to SO(2) - i.e., XY - or to Z2 - i.e., Ising - a
phase transition becomes possible [92]. One of the phases is destabilized
by fluctuations, but might survive if these have been previously killed by
anisotropies. The “anisotropy” we need here is then the term that breaks
the orbital rotational symmetry.
It seems reasonable to assume that the pseudospin-screened Kondo ground-
state is robust to small anisotropies, V12 < T
∗, and this is confirmed by
the NRG map of the the full phase diagram shown in [fig.3.33a] for the
model with U/pi∆ = 5 as a function of U12 and J . Following the critical
line Jc(U12) (red) that separates the KS and LS phases, we see an upturn
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Figure 3.33
(a) The full phase diagram showing Quantum Critical lines separating the
KS (δ = pi/2) and LS (δ = 0) phases (red line) and the KS (δ = pi/2) and
CO (δ = 0) phases (blue line) for U/pi∆ = 5. The dotted line is at V12 ≡
U12−U + 3J/2 = 0. The two vertical black lines correspond to trajectories
along which renormalised parameters are calculated in [fig.3.33b] (left)
and [fig.3.34a]. Note that the conduction electron half-bandwidth, D, is
used to normalise the couplings J and U12 in [fig.3.33a].
as U12 → U = 5pi∆, which is a consequence of the enhancement of TK at
the SU(4) point. Indeed, Jc(U12)/pi∆˜(U12) ≈ constant in this region: as
the energy advantage of fluctuations grows, so too must the critical J = Jc
needed to stabilise the local singlet. As U12 is increased above U , Jc(U12)
continues to grow. Given that TK falls very rapidly in this region, this seems
surprising and counter to the various physical arguments put forward as to
why a local singlet forms in the first place, but a more careful analysis finds
there is no surprise at all. For U12 > U we have shown that a (pseudospin-1)
Kondo ground state is stable on the line V12 = 0 (see (3.31)), so it is now
the energy splitting between the lines V12 = 0 and Jc(U12) that is the rel-
evant energy scale to compare with TK to determine the energy advantage
of forming a local singlet, and this starts to diminish at exactly U12 ≥ U .
The dependence of Jc on U12 in this region can then be explained as follows.
The effective coupling found in (3.31) is JAFYkk′ = 4V
∗
k Vk′/(U + 3|J |). Us-
ing U12 = U + 3|J |/2 and comparing with the effective coupling for the
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particle-hole symmetric SIAM, Jkk′ = 4V
∗
k Vk′/U , it follows from replac-
ing U → 2U12 and using the form for the 2IAKM spin-1 Kondo tempera-
ture derived for the ferromagnetic case that TK = c(2U12)e
−piU12/8∆+pi∆/8U12
(c = 1.01 was found previously). We saw before that Jc = 1.378TK for
the model with U12 = 0, so that here, with U12 >> U , we can estimate
Jc(U12) = 2(U12 − U)/3 + c × 2.756U12e−piU12/8∆+pi∆/8U12 . Similar reasoning
can be applied to the charge-ordering transition with J 6= 0 (because in the
case J = 0, U c12 was found to depend on another renormalised energy scale
- T
SU(4)
K ). This means that although for large-U12 the LS phase exists expo-
nentially close to the line V12 = 0 and therefore exponentially close to the
CO phase, they never share the same phase boundary: a nominal “tricriti-
cal” point does not exist at finite J and U12. This has implications for the
susceptibilities and RPT analysis: specifically the two types of QCP can still
be treated separately for general U12 and J , and so the susceptibilities in at
least three channels should be finite everywhere in the phase diagram.
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Figure 3.34
(a) The renormalised parameters U˜/pi∆˜, J˜/pi∆˜ and U˜12/pi∆˜ along the right-
most slice in the phase diagram [fig.3.33a], with U/pi∆ = 5. (b) A plot of the
renormalised parameters ∆˜/∆, U˜/pi∆ and J˜/pi∆ as a function of J/pi∆ for
U/pi∆ = 5 and V12 = 0.
It is also interesting to hold U12 constant and consider a slice through [fig.3.33a]
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created by changing the value of J . [fig.3.33b] corresponds to the line on the
left in [fig.3.33a] which is at U12 = U . For large FM J (corresponding to the
far left hand side of [fig.3.33b]) the ratios U˜/pi∆˜→ 1 and |J˜ |/pi∆˜→ 2/3, in
line with the strong coupling result for the 2-channel spin-1 case considered
earlier. Even though U = U12, U˜ and U˜12 renormalise completely differently
under the ferromagnetic coupling, with U˜12/pi∆˜→ 0 as (J − Jc)/Jc → −∞,
presumably because the spin triplet atomic ground states suppress fluctua-
tions to the |1,±1 : 0, 0〉 orbital states and kill ηorb. In [fig.3.33b] (J−Jc)/Jc =
−5 corresponds to J ≈ −0.4pi∆, so the “Yoshimori” restriction V12 = 0 holds
approximately for the case U12 = U = 5pi∆ considered here. This means that
the RPT results for the Yoshimori model in the case when ηorb and ηc are both
suppressed, which predict |J˜ | = 2pi∆˜/3, should hold approximately as well,
and this is confirmed in [fig.3.33b]. At the SU(4) point when J = 0 we see
that U˜ = U˜12 = pi∆˜/3 as discussed previously, before J˜/pi∆˜ = 2U˜/pi∆˜ = 2
and U˜12/pi∆˜ = 0 at J = Jc, as corresponds to the equations (3.18) which
describe the KS-to-LS QCP with U12 = 0. Moving into the LS phase the
ratios decrease, but with the sum (U˜ + 2U˜12)/pi∆˜ = 1 constant. All this
shows that the evolution of the physics under J and particularly the ensuing
QCP are qualitatively the same whether U12 = 0 or U12 = U .
The renormalised parameters as functions of (J − Jc)/Jc along the right-
most slice in the phase diagram [fig.3.33a] with U12 = 0.052D = constant are
shown in [fig.3.34a]. There are now three QCPs to consider. Initially, for (fer-
romagnetic) J/Jc = −6, the renormalised parameters take their “Yoshimori”
values U˜/pi∆˜ = 1 and |J˜ |/pi∆˜ = 2/3 and U˜12/pi∆˜ = 0 (as explained in the
preceding paragraph). As J increases the ratios crossover to their expected
values on the critical line U c12. This crossover starts to take effect around
(J − Jc)/Jc = −4 which equates to an energy distance |J | ≈ 2Jc from the
QCP. When U12 = U = 5pi∆, Jc ≈ 0.1pi∆, so that 2Jc = 0.2pi∆ = 0.002D
which is approximately the same as U c12 − U along the (yellow) line in
[fig.3.33a] where J = 0. Note also that when U˜/pi∆˜ = 0, J˜ ≈ −pi∆˜/3
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which follows from the Yoshimori result pi∆˜ = (2n− 1)U˜ − 3(n− 1)J˜ when
n = 2. In the CO phase we are not able to calculate renormalised parameters
because of the Non-Fermi liquid groundstate, but the KS phase re-emerges
around J = 3Jc/4, with the ratios of the renormalised parameters taking
the same universal values. As J → Jc there is a rapid change of the ratios
of the renormalised parameters to the ratios, U˜/pi∆˜ = 1, J˜/pi∆˜ = 2 and
U˜12/pi∆˜ = 0 on the approach to the transition to the local singlet state. For
J > 4Jc/3 there is a slow fall off with increase of J for all three ratios corre-
sponding to the slow subsidence of strong correlation effects associated with
this QCP in the orbital and spin and charge channels.
Focussing now on the KS-to-CO critical line in [fig.3.33a] (red), U c12(J), we
see that U c12 is minimised at J = 0, but increases slightly as a magnetic
coupling of either sign is switched on. This is because fluctuations between
the two orbital atomic groundstates, which are still present in the KS phase
(the Kondo screening here is of course of the charge variety), are mediated
by virtual states in which there is an electron on each orbital, and the ex-
change interaction lowers the energy of these states relative to the atomic
groundstates and raises the Kondo temperature. U c12 therefore needs to be
commensurately larger to precipitate the transition to local charge-order.
The physics along the line V12 = 0 for ferromagnetic J was studied exten-
sively in [Chapter 2], but it is interesting to investigate the case when J
is antiferromagnetic. As mentioned, Kondo physics persists along this line
for arbitrarily large AFM |J |, described by the effective pseudospin-1 model
(3.31). The only difference between this model and that for the ferromag-
netic case is in the effective AFM coupling viz.: Jeff = 8∆/pi(U + |J |) in the
FM case versus Jeff = 8∆/pi(U + 3|J |) in the AFM case considered here.
It is therefore reasonable to expect a symmetrical behaviour about J = 0
in the two models under the identification ηspin ↔ ηorb, although the Kondo
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Figure 3.35
(a) The ratios of renormalised parameters U˜/pi∆˜ and J˜/pi∆˜ as functions of
J/pi∆ for V12 = 0 and U/pi∆ = 5. (b) A plot of ηorb (green), ηs (blue) and ηc
(red) through the ferromagnetic to antiferromagnetic crossover. pi∆˜(5, 0)
is ∆˜ at U = 5 and J = 0. Note that ηsts = 4/3 everywhere.
temperatures will not be the same due to the difference in Jeff . This means
that in the AFM case it is the lifetime of an orbital state that grows as 1/TK
when J/pi∆ is made large, rather than the lifetime of a spin state as was the
case with a ferromagnetic coupling. Therefore we expect ηorb ∝ 1/TK , and
ηs → 0, along with the usual ηc = 0.
[fig.3.34b] shows the renormalised parameters in this V12 = 0 regime as a
function of J . At J = 0 the SU(4) symmetry results in the renormalised
parameters pi∆˜ and U˜ being at a local maximum, but as J is increased J˜ ini-
tially increases linearly (corresponding to a regime in which J˜ can be found
by treating J as a small (bare) perturbation to the SU(4) fixed point Hamil-
tonian to first order), whereas U˜ decreases and becomes weakly negative.
This means that two d-electrons on the same orbital feel an effective attrac-
tion - a surprising result. As J is increased yet further all three renormalised
parameters decay slowly to zero, with apparent universal scaling behaviour
setting in around30 J = 0.11pi∆. This is essentially the same behaviour as
30Because U˜ is negative this is harder to see, but its approach to U˜ = 0 has the same
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occurs in the SIAM as the coupling U is increased, except that here the
energy scales are already strongly renormalised at J = 0 and so the value
of J needed to achieve the universal regime is much smaller; in fact it is
of the order of T
SU(4)
K . The universal scaling of U˜ and J˜ is better seen in
[fig.3.35a]. A single energy scale clearly emerges for J/pi∆ > 0.11. From
the symmetry arguments earlier we expect ηs = ηc = 0 which, using (3.7),
imply that U˜ + 2U˜12 = pi∆˜ and J˜ − U˜ = pi∆˜. Combining these equations
with the condition U˜12 = U˜ + 3J˜/2 gives the universal ratios U˜/pi∆˜→ −1/3
and J˜ = 2/3 for the AFM model with V12 = 0 as |J | → ∞, as confirmed in
[fig.3.35a]. From ηc = 0 it also follows that U˜/pi∆˜ = 1/3− J˜/pi∆˜ so that ηs
and ηc can be re-written,
ηs =
4
3
− 2J˜
pi∆˜
ηorb =
4
3
+
2J˜
pi∆˜
(3.32)
which holds everywhere provided χc ∼ 0. By substituting these universal
parameter ratios into (3.7) and (3.9), the universal values of ηsts = 4/3 and
ηorb = 8/3 are also found for large |J |/pi∆ >> TK , corresponding to the
result for the spin-1 (i.e. perfectly screened) 2IAKM at half filling.
[fig.3.35b] confirms the prediction that ηs ↔ ηorb about J = 0, with the
symmetry appearing to hold exactly in the large-|J | limit. About J = 0 there
is a small deviation from perfect symmetry which might be attributable to the
non-universal physics that occurs for |J | << TK (J = TK corresponds to 0.25
on the x-axis in [fig.3.35b]): as previously pointed out the orbital pseudospin-
1 model (3.31) and the spin-1 model (3.14) have a different dependence on
|J |. Also shown in [fig.3.35b] is ηc, which is negligible throughout.
3.3.5 The Effects of Broken Symmetries
The universal physics which arises in the vicinity of the QCPs studied thus far
is generic in the sense that it is insensitive to the bare parameters in the model
scaling as ∆˜ and J˜ .
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and is characterised (in the case of the LS transition, which separates two
Fermi-liquid phases and so can be studied by these methods when approached
from either) only by the absolute distance from the critical point, a|J −Jc|κ,
with κ = 2 and a a constant that depends only on the Kondo temperature.
However, this behaviour has arisen from an underlying bare model which is
extremely symmetric. Specifically, we have pinned the model to particle-hole
symmetry throughout and considered only the case where all the parameters
of either orbital α = 1 or α = 2 are the same. In more realistic models of
Double Quantum Dots (DQDs), or indeed lattice models, there is no reason
to suppose that these artificially restrictive symmetries are not broken. In
this section we relax the particle-hole symmetry and the orbital exchange
symmetry and look at how this affects the low-energy physics and QCPs.
One further symmetry that is often broken in models of DQDs is the O(2)ps
symmetry of (3.4) which arises because [H,Lz] = 0. A term −tLx, repre-
senting a direct hybridisation of the two orbital wavefunctions, is known to
wash out the pristine T = 0 QCP at J = Jc [94] [95] [96], yet all realistic
models of DQDs contain such a term, although the hopping integral t can
be artificially suppressed in some experiments [93]. Paradoxically, it is this
term which generates the AFM correlations which are meant to drive the LS
transition in the first place, and all “first-principles” models of two-orbital
situations include some charge transfer pathway between the orbitals (in the
Kondo lattice case this is the RKKY interaction of course). We have not
studied the model with −tLx using the RPT/NRG methods because our fo-
cus has been on the physics of the QCPs themselves and because we have
studied the T = 0 regime exclusively. However, the qualitative effects of
such a term on the renormalised Fermi-liquid parameters have been calcu-
lated in [96], for a double-dot system with no explicit magnetic coupling.
The superficial difference is that now the free part of the Hamiltonian is
described by two bare energy scales, ∆ and t, although these are found to
renormalised in the same way by e.g. [97] [98] on the approach to what is
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now a crossover 31 at some J ∼ t2/U to the LS phase, with all renormalised
energy scales remaining finite for all t2/U . We note that an estimate of the
threshold size of t below which the Non-Fermi Liquid fixed point might still
be seen is considered in e.g. [94].
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Figure 3.36
A plot of pi∆˜1(U, J)/pi∆˜1(U, 0) (solid line and triangles), pi∆˜2(U, J)/pi∆˜2(U, 0)
(full line and circles), U˜1/pi∆˜1(U, 0) (dashed line and squares), U˜2/pi∆˜2(U, 0)
(dot-dashed line and diamonds), and J˜/
√
pi∆˜1(U, 0)pi∆˜2(U, 0) (full line and
stars) as a function of J/Jc, for U/pi∆2 = 6, ∆1/∆2 = 4, pi∆2 = 0.01.
[fig.3.36] shows the flow of renormalised parameters as a function of J/Jc up
to the transition for the model with channel asymmetry; ∆1 = 4∆2. The
bare parameters U/pi∆2 = 6 and U/pi∆1 = 1.5 are chosen so that at J = 0,
the “2”-orbital is in the strong-coupling regime, with U˜2/pi∆˜2 = 1, whilst
the “1”-orbital still exhibits modest charge fluctuations, with U˜1/pi∆˜1 ≈
0.9. As J is increased, a degree of channel symmetry is restored almost
straight away, because the ratios U˜1/pi∆˜1(U, 0) and pi∆˜1(U, J)/pi∆˜1(U, 0) fall
on one curve for J/Jc > 0.22, so that U˜1/pi∆˜1(U, J) = 1 in this region. This
31A crossover to a phase that not Kondo screened, as revealed by a drop in the conduc-
tance through the dot as the Fermi level resonance gets suppressed.
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happens at approximately the same point as J˜ starts to reduce rapidly and
indicates that the incipient staggered spin fluctuations which diverge at the
QCP have already started to influence the low-energy physics (as discussed
previously). As J increases there is a QCP at Jc = 0.1605pi∆2 at which
all the renormalised parameters tend to zero. This is required if the RPT
relations from (3.9) and (3.7) are to hold at J = Jc. Specifically, χc and χorb
can be finite at the transition if U˜α = pi∆˜α for channels α = 1, 2, and χs will
be finite if,
ηs,α = 1 +
U˜α
pi∆˜α
− J˜
pi∆˜β
(3.33)
vanishes at J = Jc for both α = 1, 2, (with α 6= β in (3.33)). These equations
imply that pi∆˜1 = pi∆˜2 = U˜1 = U˜2 = J˜/2 at the QCP, which is confirmed
in [fig.3.37]. Here the ratios of renormalised parameters J˜/pi∆˜1, J˜/pi∆˜2,
U˜1/pi∆˜1, U˜2/pi∆˜2 and pi∆˜2/pi∆˜1 are plotted as functions of J/Jc for U/pi∆2 =
6, ∆1/∆2 = 4 and pi∆2 = 0.01. Whilst all the parameters converge to their
expected ratios at J = Jc, they do not all fall on the same curve near to
the transition. This contrasts with the channel symmetric model in which a
region of universal scaling occurs near to the transition. The “memory” of
the channel asymmetry in the bare parameters persists right up to the QCP,
although this asymmetry is massively weakened by the strong correlations
emerging near the QCP. In the model with ∆1 = 4∆2 and U/pi∆2 = 6, for
example, the ratio of the renormalised energy scales at J = 0 is pi∆˜2/pi∆˜1 =
0.00162; yet for J/Jc > 0.9 this ratio is O(1) (see [fig.3.37]). Also striking is
that J˜/pi∆˜1 and J˜/pi∆˜2 appear to approach J/Jc = 1 linearly, such that
32
their sum J˜/pi∆˜1 + J˜/pi∆˜2 = 4. This is in contrast to the case [fig.3.13b],
where ηs ∝ (1 − J/Jc)2 was fitted to a quadratic curve in the region |1 −
J/Jc| < 0.04, implying that J˜/pi∆˜ = 2 − A(1 − J/Jc)2 (where A is some
constant).
32Taking this symmetry seriously would imply that χs ∼ (2− J˜/pi∆˜1)2/J˜ in this region,
becoming a function of the single energy scale pi∆˜1.
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Figure 3.37
A plot of J˜/pi∆˜1 (dots and squares), J˜/pi∆˜2 (dashes, stars), U˜1/pi∆˜1 (full line,
up triangles), U˜2/pi∆˜2 (full line, down triangles), and pi∆˜2/pi∆˜1 (dot-dash,
circles) as a function of J/Jc for U/pi∆2 = 6, ∆1/∆2 = 4, pi∆2 = 0.01.
The QCP associated with entering the LS phase can also be found by tuning
n = ∆1/∆2 whilst holding all other parameters both channel-symmetric and
constant. The renormalised parameters pi∆˜1/pi∆2 and pi∆˜2/pi∆2 are plotted
in [fig.3.38] for a model with U/pi∆ = 6 and J/pi∆ = 0.06 and pi∆2 = 0.01,
for which the QCP occurs at nc = 2.673. The behaviour of pi∆˜1/pi∆ and
pi∆˜2/pi∆ is highly asymmetric about nc, with pi∆˜2 increasing much more
slowly than pi∆˜1 for n > nc, and yet the ratio pi∆˜1/pi∆˜2 = 1 at n = nc, as
shown by the inset in [fig.3.38].
[fig.3.39] shows the ratios U˜1/pi∆˜1, U˜2/pi∆˜2, J˜/pi∆˜1 and J˜/pi∆˜2 as a function
of n/nc. As expected, J˜/pi∆˜1 = J˜/pi∆˜2 = 2 at the QCP, and the ratio
U˜1/pi∆˜1 = U˜2/pi∆˜2 ≈ 1 everywhere due to the large U/pi∆ (for n = 2.673,
U/pi∆1 = 2.25 for which U˜1/pi∆˜1 → 1). Note that n > nc corresponds to the
KS groundstate and n < nc to the LS groundstate. One way to understand
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Figure 3.38
A plot of the pi∆˜1/pi∆2 (blue stars) and pi∆˜2/pi∆2 (purple triangles) as a
function of n for the model with U/pi∆ = 6 and J/pi∆ = 0.06 and pi∆2 = 0.01.
The QCP occurs at nc = 2.673. The inset shows ∆˜1/∆˜2 − 1 as a function of
n/nc over a small region near the transition.
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A plot of the ratios U˜1/pi∆˜1, U˜2/pi∆˜2 (purple and blue, co-incident), J˜/pi∆˜1
(yellow triangles) and J˜/pi∆˜2 (green crosses) as a function of n/nc for a
model with U/pi∆ = 6 and J/pi∆ = 0.06 and pi∆2 = 0.01
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this is to imagine a model with n = 1 and J > Jc for some value of U/pi∆.
We know that Jc ∝ TK , so that as n = ∆1/∆2 is increased, then if ∆2 = 0.01
is held constant, TK(n) ∼ (TK)1/n will increase. This in turn favours Kondo
fluctuations and breaks up the local singlet for some n ≥ nc > 1. The
extreme case of n = 0 (meaning that ∆1 = 0) offers some insight into the
way that channel asymmetries can lead to physics that is characterised by
different fixed points at different energy scales. This is the focus of the next
section.
The limiting case ∆1/∆2 ≈ 0
[fig.3.40] shows the lowest quasiparticle/hole33 level for the “2”- orbital (i.e.
the one that remains hybridised to the conduction electrons) for N = even
when n = 0 for three different values of J/pi∆. If J were zero these levels
would stabilise at the non-interacting fixed point, with E1 = 0.5312.. (for
the case with Λ = 6), corresponding to the lowest excitation of a free chain
with an even number of sites, which is gapped. However, the AFM exchange
J renders this fixed point unstable when N is made very large, at which
point the aforementioned lowest level, E1, becomes gapless, corresponding
to the fixed point of a free chain with an odd number of sites. Before this
crossover to the ultimately stable T = 0 fixed point occurs, the levels E1 are
not quite constant, but instead fall off weakly as N increases. The inset in
[fig.3.40] shows this happening: E1 decreases by just ≈ 5% over the range
34 < N < 200, before dropping suddenly to zero around N = 234. Note also
that the initial plateau around E1 ≈ 0.5 occurs at the same value of N ≈ 30
irrespective of the value of J/pi∆. We label this N as N = NK because it is
proportional to − log(TK), where TK is the Kondo temperature for the model
with J = 0.
33We will work with the particle-hole symmetric model for clarity.
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Figure 3.40
The lowest one-body quasiparticle energy plotted as a function of N for
(a) J/pi∆ = 6× 10−8, (b) J/pi∆ = 8× 10−8 and (c) J/pi∆ = 3× 10−7 for the model
with n = 0 and U/pi∆ = 10. The inset shows the level energy with J/pi∆ =
6×10−8 dropping off very slowly with N , corresponding to an excerpt from
the main figure over the range 30 < N < 200.
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The combined observations that (i) the small N (high temperature) physics
does not depend on J and that (ii) setting J = 0 would lead to a completely
different T = 0 fixed point suggest that the effects of a small but nonzero J
become increasingly pronounced as T → 0. To explore this we calculate the
splitting between the energy of putting two quasiparticles in a triplet state
versus the energy of putting them in a singlet state, E(0, 0, 1)−E(1, 0, 0), as
shown in [fig.3.41]. This splitting is proportional to a temperature dependent,
antiferromagnetic J˜(T ) that clearly diverges at some temperature Tc, which
can be related to the NRG iteration index Nc (as marked on the x-axis in
[fig.3.41]) via Tc = ηe
−(Nc−1)/2. Following the reasoning set out in [99], we
find that J˜(T ) = y/ log(T/Tc) over the temperature range TK > T > Tc.
Here, y ≈ 1.38 is a constant that does not depend on U or J , meaning that
J˜(x) is a universal function of the dimensionless ratio T/Tc.
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Figure 3.41
The splitting between the energy of putting two quasiparticles in a triplet
state versus the energy of putting them in a singlet state, E(0, 0, 1) −
E(1, 0, 0), plotted as a function of N for the same parameters as in [fig.3.40].
The characteristic values of N corresponding to the Kondo temperature,
NK , and the screening temperatures Nc1,2,3 are indicated by the vertical
grey lines.
In the models studied in [99], similar inverse log terms were found to char-
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acterise a renormalised low energy scale, with J˜(T ) ∝ 1/ log(T/T0) on the
approach to the fixed point at T = 0, with T << T0. Crucially, therefore,
the limit T → 0 could be taken with impunity, with the (ferromagnetic)
J˜(T ) getting progressively smaller and vanishing at the fixed point. In the
language of the RG, J˜(T ) in [99] is a marginally irrelevant coupling at the
T = 0 fixed point. In our case, however, Tc defines the smallest renormalised
energy scale in the problem, and so J˜(T ) = y/ log(T/Tc) grows as T (> Tc)
is reduced. Here then, J˜(T ) constitutes a marginally relevant coupling at the
finite temperature fixed point.
The methods we use in [Chapter 1] for calculating renormalised parameters
require that the fixed point can be described in terms of noninteracting quasi-
particles. This is not the case for the finite temperature fixed point here, for
which the limit T → 0 is akin to the “strong-coupling” fixed point which
underpinned Wilson’s original approach to the Kondo problem [4] [85], and
so we cannot expect to find an effective Hamiltonian description that makes
sense in the vicinity of T = Tc.
We can, however, ask the question: “what would be the bare value of JK
in a Kondo model that has the same behaviour as the case here, with n =
0?”. To answer this question we can look at the variation of the screening
temperature, Tc, as a function of J . The function log(TK/Tc) is plotted in
[fig.3.42] for the model with U/pi∆ = 6, and the inset shows the continuation
to very small values of J/pi∆ on a log-linear plot. The latter has a near
constant negative slope, suggesting that at least for small values of J/pi∆,
the function takes the asymptotic form log(TK/Tc) ∝ 1/J . We can develop
and quantify this line of reasoning as follows.
From [2], the Kondo temperature for a single-channel spin-1/2 Kondo model
calculated by Poor Man’s Scaling takes the form TK ∼ D
√
2ρcJKe
−1/2ρcJK ,
where ρc is the DoS of noninteracting conduction electrons evaluated at the
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Figure 3.42
The screening temperature, Tc, at which the “local singlet” fixed point
becomes stable gets extremely small as J/pi∆ is reduced. The inset shows
the continuation to smaller J/pi∆ on a log plot.
Fermi level. The details of ρc() do not matter, and provided that ρc(F )
is nonzero34, an arbitrarily small Kondo exchange JK will quench (“screen”)
the spin degrees of freedom below some nonzero Kondo temperature TK . The
case here - a 2IAKM with exchange J and n = 0 - is equivalent35 to a Kondo
model in which the conduction states represented by the zeroth site of the
Wilson chain (see [Chapter 1]) experience an onsite interaction U . However,
because the rest of the chain (c†nσ for n > 0) is still noninteracting it seems
reasonable to anticipate that TK → Tc if ρc is replaced by ρ˜(0)d (0) in the above
formula for TK . To test this out we take the screening temperature defined
36
by Tc = TN=Nc = ηDΛ
−(Nc−1)/2 and put Tc = D
√
2ρcJ˜Ke
−1/2ρcJ˜K , where
34Models in which ρc(0) = 0 can sometimes still support Kondo screening provided that
JK is big enough; see e.g. [104].
35This is true for U/pi∆ >> 1 at particle-hole symmetry but not quite true in general:
the “1”-orbital still has charge degrees of freedom and so is not a proper local moment.
36The prefactor D has been momentarily re-instated to enforce dimensional consistency
in subsequent equations.
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J˜K denotes the Kondo exchange that has been renormalised by interactions
between conduction electrons. Taking logs gives,
Nc
2
=
1
log(Λ)
{
log(η
√
Λ)− 1
2
log(2ρcJ˜K) +
1
2ρcJ˜K
}
(3.34)
so we use a numerical package [106] to fit Nc/2 to J/pi∆ for different values
of U/pi∆ using the ansatz,
Nc
2
= au − 1
2 log(Λ)
log(buJ/pi∆) +
1
log(Λ)bu(J/pi∆)
(3.35)
where au and bu are fitting parameters that depend on u ≡ U/pi∆ but not
J . If, as postulated, it is sufficient to replace ρc by ρ˜
(0)
d (0) in the formula for
TK , then it follows that,
2ρcJ˜K = 2ρ˜
(0)
d (0)J ≡ buJ/pi∆ (3.36)
whence, using37 ρ˜
(0)
d (0) = 1/pi∆˜u, the product bu∆˜u/∆ = 2 should be a
constant that is independent of U and J . Numerically, we find38 b4∆˜4/∆ =
1.94, b6∆˜6/∆ = 1.97 and b10∆˜10/∆ = 2.02, which suggests that the effects
of the interactions between conduction electrons can be entirely captured
by a rescaling of the effective bandwidth: D → pi∆˜/2. Note that because
ρ˜
(0)
d (0) contains no interactions between quasiparticles, it is evidently valid
and appropriate to treat the quasiparticles which screen the local moment as
non-interacting.
In [fig.3.43] the values of Nc/2 as a function of J/pi∆ are plotted along with
the function a6−0.5 log(2ρ˜(0)d,6J)+1/(2ρ˜(0)d,6J) for n = 0 and U/pi∆ = 6. Apart
from the constant shift a6 = 10, there are no fitting empirical parameters in
the function, and yet all the points lie on or very close to the curve predicted
by theory. The inset shows similarly excellent agreement for U/pi∆ = 4.
37The subscript in pi∆˜u indicates that pi∆˜u is calculated for the single-channel Anderson
model with with interaction u ≡ U/pi∆.
38The au ≈ 10 for all values of u are non-universal and not important to the arguments
developed here.
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Figure 3.43
A plot showing the excellent agreement between Nc/2 (blue stars) and the
function a6−0.5 log(2ρ˜(0)d,6J)+1/(2ρ˜(0)d,6J) (solid line) for the model with n = 0 and
U/pi∆ = 6. Here, a6 ≈ 10 is a fitting parameter and ρ˜(0)d,6 ≡ ρ˜(0)d (ω = 0) = 1/pi∆˜
denotes the non-interacting quasiparticle Density of States evaluated at
the Fermi level when U/pi∆ = 6. The inset shows the same figure for U/pi∆ =
4, where a similarly good agreement is found.
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[fig.3.44] shows Nc/2 (∝ − log(Tc)) for the models with U/pi∆ = 4, 6 and
10 as functions of J˜K/2D. The data for U/pi∆ = 4 and U/pi∆ = 6 are
exactly coincident, but the data for U/pi∆ = 10 lie slightly above this curve,
possibly due to the fact that ∆˜ is in this case extremely small and errors are
thus relatively more significant.
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Figure 3.44
A plot of Nc/2 (∝ − log(Tc)) for the models with U/pi∆ = 4, 6 and 10 as
functions of J˜K/2D. Note that the three curves are nearly coincident
despite the very large differences in the Kondo temperature associated
with the different values of U/pi∆.
The above analysis of the case when n = 0 is somewhat singular because
it forces Jc = 0: the ground state at T = 0 is always the LS phase for
arbitrarily small nonzero J . The extension of these arguments to n << 1 6= 0
should require little modification provided that the channel asymmetry is
large enough that there is an appreciable separation of energy scales (for
a discussion of asymmetrically coupled Kondo models see [84]). It is then
the larger of the Kondo temperatures that determines the critical Jc via
J˜K ∝ J/TK .
As mentioned earlier, numerical instabilities in χs are rife near n = nc, so
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Figure 3.45
An interpolating function fitted to χs(n)/χs(nc) at T = 0 across the tran-
sition at n = nc for the model with U/pi∆ = 6 and J/pi∆ = 0.06 and pi∆2 = 0.01.
The inset shows the spin prefactors ηs,1 (purple) and ηs,2 (yellow), which
both vanish at n = nc.
[fig.3.45] shows an interpolation function fitted to the spin susceptibility for
the model with U/pi∆ = 6. Just as in the case where the transition is achieved
by tuning J , χs is larger in the KS phase, for n > nc and reduces linearly
towards the transition, after which it decreases more slowly for n < nc. But
in this case the value of J has not changed: it is the size of J relative to
max(∆˜1, ∆˜2) which controls χs as well as Jc. The inset in [fig.3.45] shows the
different behaviour of ηs,1 and ηs,2 as functions of n, both of which vanish at
n = nc.
In the case without particle-hole symmetry, the free quasiparticle propaga-
tor, which describes the Anderson model at its stable fixed point, has two
renormalised energy scales: ˜d and ∆˜. Because the quasiparticle spectral
density is no longer centred at the Fermi level, the strong renormalisation
effects that can give rise to universal low-temperature physics in the model
near half-filling are weakened, and the enhancement of those physical prop-
erties which depend on the Fermi surface DoS - such as the Specific Heat,
the effective carrier mass, and (static) response functions - is generally less
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pronounced. In the case of the two-impurity model considered here, the pre-
vious physical interpretation of the limiting case J → ∞ - that of a local
singlet bound state entirely decoupled from band electrons at ω = 0 - would
seem to be no longer viable away from half filling, as a singlet cannot be
made entirely from d-states without having exactly < nd >= 2, and so the
groundstate cannot be factorised into |1, 0; 0, 0〉d |F.S.〉c as before. This does
not imply the destruction of the QCP at some J = Jc, but the T = 0 phases
which such a QCP separates can no longer be identified as “Kondo-screened”
or “Local Singlet” as before.
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Figure 3.46
A plot of the renormalised parameters as functions of J/Jc for a particle-
hole asymmetric model with U/pi∆ = 0.5 and d = 0.159. A QCP occurs at
Jc = 1.0884pi∆, across which all the renormalised parameters are vanishing
and continuous. However, the spectral weight of the d-electrons at the
Fermi level experiences a jump discontinuity at J = Jc.
[fig.3.48a] confirms the existence of a QCP in a model with broken particle-
hole symmetry near which all the renormalised parameters converge to a
universal vanishing energy scale. Bare (channel-symmetric) parameters have
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been chosen; U/pi∆ = 0.5 and d/pi∆ = 0.159, so that
39 EN0→1 = 0.159pi∆
and EN1→2 = 0.659pi∆ - both above the Fermi level so that each orbital
has a filling < nd >= 0.54 at J = 0. The flow of U˜ , J˜ and pi∆˜ on the
approach to the transition is similar to the particle-hole symmetric case, but
the additional renormalised parameter ˜d decreases slowly and monotonically
as J is increased, and takes the value ˜d = 0 at J = Jc. The quasiparticle
spectral peak therefore moves through the Fermi level at the transition, but
as it does so it narrows suddenly, so that the quasiparticle contribution to
the Fermi surface DoS undergoes a discontinuity at the QCP. This is shown
in [fig.3.48a], which plots the spectral density ρd = zρ˜d as a function of
frequency just below and just above the QCP. The inset in [fig.3.48a] shows
this discontinuity, the magnitude of which is controlled by the particle-hole
asymmetry. Plotting the product ρ˜d(0)˜d across the transition (see [fig.3.47b])
sheds some further light on this process. From the Friedel sum rule we note
that,
ρ˜d(0)˜d =
tan(δα)/pi
1 + tan2(δα)
(3.37)
so the implication of the discontinuity in [fig.3.47b] is that the scattering
phase shift in each conduction channel, δα, is also discontinuous at J = Jc.
In fact, δα changes by pi/2 at J = Jc to accommodate (via the Friedel sum
rule) two extra electrons that fill the d-level as it moves through the Fermi
surface. [fig.3.47a] shows that the phase shift varies little as over the range
0 < J/Jc < 0.8, which reflects the fact that real charge fluctuations (which
alter < nd >) do not occur when the one-body excitations ENn→n+1 lie
appreciably outside the bandwidth.
For a fully particle-hole symmetric model we find that ∆˜ = 0 for all J ≥
Jc. In contrast, away from particle-hole symmetry we find that ∆˜ = 0
only at exactly J = Jc, and that it becomes nonzero and increases slowly
39Here, ENi→i+1 ≡ Ei+1 −Ei represents a one-body atomic excitation energy, with Ei
the atomic energy with i d-electrons on the impurity.
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Figure 3.47
(a) A plot of the scattering phase shift of conduction electrons in channel
α, δα, for the particle-hole asymmetric model with U/pi∆ = 0.5 and d = 0.159.
δα does not change much until near to the transition, at which point it un-
dergoes a jump discontinuity of pi/2 to fulfil the Friedel sum rule. (b) The
product of the renormalised level, ˜d, and the quasiparticle spectral den-
sity at the Fermi level, ρ˜d(0), exhibits a discontinuity at the QCP, although
1/ρ˜d(0) is continuous.
upon moving deeper into the phase once identified as “Local Singlet”. This
corresponds to the fact that the spectral weight of d-electrons at the Fermi
surface is nonzero for J > Jc - the impurity still contributes a narrow band of
quasiparticles to the ω = 0 DoS even when it forms a more localised singlet
in the groundstate than the (extended) Kondo singlet for J > Jc.
In the case without particle-hole symmetry, the vanishing of ηs, ηc and η
st
c at
J = Jc generates universal predictions for the products ρ˜d(0)U˜ and ρ˜d(0)J˜
at the QCP - ρ˜dU˜ → 1 and ρ˜dJ˜ → 2 as J → Jc - which are confirmed by
NRG calculations in [fig.3.48b].
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Figure 3.48
(a) A plot of low energy local d-level spectral density ρ(ω) = zρ˜(ω) as a
function of ω for the two cases J/Jc = 0.98 (full curve) and J/Jc = 1.02
(dashed curve) for the same bare parameters as in [fig.3.46]. Above the
transition the spectral function narrows dramatically, but, in contrast
to a particle-hole symmetric model, does not entirely collapse, so that as the
renormalised level gets dragged below ω = 0 some spectral weight is re-
tained at the Fermi level. The inset shows ρd(0) =zρ˜d(0) as a function of J/Jc
showing the discontinuous loss of spectral density at the Fermi level as
the value of J increases through the critical point at J = Jc. (b) The prod-
ucts of the renormalised parameters with the spectral function, ρ˜d(0)U˜
and ρ˜d(0)J˜ , take the values 1 and 2 respectively, confirming the validity of
the RPT predictions away from particle-hole symmetry.
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3.4 Orbital Kondo Physics away from particle-
hole symmetry
The aforementioned “L = 1/2” orbital-pseudospin Kondo effect expected for
U < U12 < U
c
12 occurs in a region of parameter space that is experimentally
hard or impossible to access. Away from half-filling, however, it is possible
to construct models for which orbital fluctuations and spin fluctuations are
screened independently. We will derive various effective models appropriate
to different parameter regimes and show that a judicious (albeit in one case
arguably unphysical) choice of parameters leads to a low-energy Hamiltonian
almost equal to that of the single-impurity Anderson Model; i.e. a spin-1/2
“s-d” model written in terms of the pseudospin L = {|⇑〉 , |⇓〉} alone. We
will see that although spin and orbital fluctuations always both play a role
in the low energy physics, in certain parameter regimes the orbital and spin
susceptibilities scale proportionally to each other. This happens when the
number of allowed (low-energy) spin flip processes is equal to the number of
allowed “orbital-flip” processes. This offers a supplementary constraint on
the renormalised parameters which, depending on the number of symmetries
in the bare model, can lead to universal scaling and a kind of Kondo regime.
3.4.1 The case U →∞
The essential ingredients for orbital Kondo physics are some orbitally degen-
erate (or near degenerate) atomic states {|ασ〉} in which an electron of either
spin occupies either the α = 1 or the α = 2 orbital. We focus here on the case
when U →∞, and the (total) impurity occupation, nd ≈ 1, first considering
a model with finite U12. To this end we will explore the parameter regime
d < 0 and 2d + U12 > d which
40 ensures that nd ≈ 1. Furthermore, taking
the limit U >> U12 projects out doubly occupied states and reduces virtual
40Provided that |d| > pi∆ and that |d + U12| > pi∆.
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spin fluctuations between the states |α;σ〉 ⇔ |α;−σ〉 - without affecting the
orbital sector41. Taking 2d + U12 << 0 also suppresses virtual processes
occurring independently on each orbital α = 1, 2 which scale as ∼ V 2α . Im-
portantly, the condition 2d + U12 << 0 means that fluctuations between
the atomic groundstates will be mediated predominantly by doubly-occupied
configurations, which has consequences for the resulting low-energy physics.
These restrictions ensure that the resulting effective model can be written in
terms of orbital-pseudospin only, without an explicit spin-Kondo interaction.
Adding up the various virtual processes we find;
Heff,2 = Hc +
∑
kk′σσ′
Jkk
′
eff,2{(lkk
′
σσ′)
+L−σ′σ+(l
kk′
σσ′)
−L+σ′σ + 2(l
kk′
σσ )
zLzσ′σ′}..
..− nd
2
∑
kk′σα
Jkk
′
eff,2c
†
kασck′ασ (3.38)
where we have introduced the spin-dependent pseudopin ladder operators,
(lkk
′
σσ′)
+ = c†k1σck′2σ′ and L
+
σσ′ = d
†
1σd2σ′ , and J
kk′
eff,2 = V
∗
k Vk′/(d + U12) is
an antiferromagnetic exchange coupling. Note that the last term in (3.38)
gives just static potential scattering of the conduction electrons and can be
absorbed into a redefinition of Hc as usual. (3.38) looks like two copies of the
single impurity spin-1/2 Kondo model, one for up-spin and one for down-spin,
plus an entangled spin+orbital transverse term, so that in the presence of
a strong enough (h > pi∆) magnetic field, only one spin component would
participate in the Kondo screening and (3.38) would reduce to an exact single
impurity spin-1/2 Kondo model in terms of the orbital degrees of freedom
alone.
In the single-channel Anderson model, the terms in the effective Hamilto-
nian that arise from virtual fluctuations via the unoccupied impurity are
the same as those that arise from virtual fluctuations via the doubly occu-
pied impurity. At particle hole symmetry, the effect of including both types
of fluctuation then amounts to a simple doubling of the effective exchange:
41This is also experimentally reasonable [100].
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2V 2/U → 4V 2/U ≡ JK . The situation here is quite different. Interest-
ingly, the physics depends sensitively on whether fluctuations are mediated
by the excited states of the doubly-occupied manifold or the unoccupied
impurity. New types of fluctuations can be mediated by the unoccupied im-
purity which can not be mediated by the doubly occupied impurity at O(V 2).
These are spin fluctuations occurring independently in each channel. To see
how this works we can repeat the calculation that led to (3.38), this time
taking the unoccupied atomic subspace to be the lowest lying excited state
i.e.: 0 << 2d + U12. The effective model turns out to be,
Heff,0 = Hc+
∑
kk′σσ′
Jkk
′
eff,0{(lkk
′
σσ′)
+L−σ′σ + (l
kk′
σσ′)
−L+σ′σ}..
..+
nd
2
∑
kk′σα
Jkk
′
eff,0c
†
kασck′ασ +
∑
kk′α
Jkk
′
eff,0skk′α · Sdα (3.39)
where Jkk
′
eff,0 = −V ∗k Vk′/d is an antiferromagnetic exchange coupling. The
second sum in (3.39) is again a static potential scatterer, but we see that
now in addition to the orbital pseudospin-flip terms common to both the
effective models ((3.38) and (3.39)) there is also a spin-Kondo exchange in
each channel.
The low-energy physics in the different regimes captured by (3.38) or (3.39)
can be explored more quantitatively using combined NRG/RPT calculations.
We first take the model with U/pi∆ = 30 and U12/pi∆ = 14, and consider low-
ering the level d/pi∆ = 0,−1,−2..etc.. The lowest one-body excitations are
then EN0→1 = d and EN1→2 = d + U12 which are initially placed asymmet-
rically about the Fermi level. For |d|/pi∆ < 3, the physics is dominated by
valence fluctuations, corresponding to fractional occupation (see [fig.3.49a]).
For |d|/pi∆ > 3, however, the (total) orbital occupation becomes pinned
near to unity, corresponding to the onset of strong correlations in the orbital
channel, and an exponentially decreasing Kondo scale emerges, as shown in
[fig.3.49b], where TK has been defined such that 4TK ≡ 1/ρ˜(0)d (0). Note that
TK decreases less rapidly in the region 5 < |d|/pi∆ < 8, as the model be-
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comes “locally”42 particle-hole symmetric at d/pi∆ = −7, which increases
the amplitude (number of intermediate virtual states) for fluctuations. As
expected, the pure exponential scaling of TK is also modified in this region
([fig.3.49b] is plotted on a Log scale). Interestingly, the minimum in TK
does not coincide with the point when EN0→1 = EN1→2, but rather occurs
near to d/pi∆ ≈ −8. This appears to be a ubiquitous feature of models
away from particle-hole symmetry and was seen repeatedly in [Chapter 2],
where the maximum renormalisations occurred slightly away from points of
integer valence at nd = 1 and nd = 3. To understand the origins of this
phenomenon consideration of the effective model appropriate to the region
around d = −U12/2 is enlightening. This effective model is of course just
the sum Heff,0 + Heff,2 ≡ H∗, which takes into account both fluctuations
mediated by the doubly-occupied and empty subspaces. The impurity con-
tribution is,
H∗ =
∑
kk′α
Jkk
′
spinskk′α·Sdα+
∑
kk′σσ′
Jkk
′
‖ {(lkk
′
σσ′)
+L−σ′σ+(l
kk′
σσ′)
−L+σ′σ}+Jkk
′
⊥ (l
kk′
σσ )
zLzσ′σ′
(3.40)
This describes a standard Kondo spin exchange occurring independently on
dots 1 and 2 as well as an anisotropic pseudospin contribution, with Jkk
′
‖ =
−VkV ∗k′U12/d(d + U12), Jkk′⊥ = 2VkV ∗k′/(d + U12) and Jkk′spin = −VkV ∗k′/d
Although the two pseudospin projections suggest a correspondence in this
regime with an SU(2) pseudospin Kondo model, the spin degrees of freedom
modify both the pseudospin Kondo temperature TK from its SU(2) value
and the location of its minimum. The shift of the minimum to the right in
[fig.3.49b] can be understood qualitatively by the fact that for large U the
spin Kondo coupling Jspin ∼ −V 2/d decreases on decreasing d, whereas the
(parallel) pseudospin coupling J‖ ∼ −V 2U12/d(d+U12) has a local minimum
at d = −U12/2. Hence, due to the interplay of spin and pseudospin Kondo
42U/pi∆ = 30 so the doubly-occupied levels have been pushed far above the Fermi level.
It then makes sense to talk about “local” particle-hole symmetry in the low-energy nd = 1
subspace, which here means that EN0→1 = EN1→2.
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effects the minimum in TK shifts to smaller values of d. This effect can
also be explained by noting that - due to Pauli blocking - there are more
available low-energy fluctuations via the unoccupied impurity subspace than
via the doubly-occupied subspace (see [Appendix A]), and so the Kondo
temperature will be relatively enhanced in the region 0 < −d < U12/2
where these fluctuations dominate.
æ
æ
æ
æ
æ
æ æ æ
æ æ æ
æ æ æ
æ
æ
2 4 6 8 10
-ΕdΠD
0.5
0.6
0.7
0.8
0.9
1.0
<nd>
(a)
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ æ æ æ
æ
æ
2 4 6 8 10
-ΕdΠD
10-5
10-4
0.001
0.01
TKD
(b)
Figure 3.49
The (a) Orbital occupation and (b) Kondo temperature for the model with
U = 30 and U12 = 14.
[fig.3.50] shows the formation and evolution of the quasiparticle spectral den-
sity as the level is lowered. Interestingly, even for |d|/pi∆ = 7, the peak in
this resonance lies away from the Fermi level, indicating that the high-lying
doubly occupied states cannot be neglected, but make their presence felt by
modifying the Fermi level DoS by (as a glance at [fig.3.50] would suggest) a
factor of ∼ 2. The usefulness of the aforementioned notion of “local” particle-
hole symmetry - a way of saying that the lowest energy one-body excitations
are placed symmetrically about the Fermi level - clearly depends on context
and should be handled with care.
The renormalised parameters [fig.3.52] appear to converge to a single energy
scale around −d/pi∆ = 3.25, but this is not the case. This can be explained
by considering the scaling behaviour of the static susceptibilities as the level
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Figure 3.50
The renormalised quasiparticle density of states for −d/pi∆ = 5, 5.5, 6, 6.5, 7, 8
((a)-(f) ascending up the figure respectively) and U12/pi∆ = 14 and U/pi∆ = 30.
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Figure 3.51
The d-level spectral density ρ
(0)
d (0) = zρ˜
(0)
d (0) for −d/pi∆ = 5, 6, 8 ((a) - (c)
respectively). The peak height is maintained but the resonance narrows as
|d| increases.
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d is lowered. J = 0 implies that χs = χ
stag
s , and the suppression of valance
fluctuations for d/pi∆ > 3 implies that χc ≈ 0 in the regime. Recalling the
RPT formula for χc in terms of the renormalised parameters -
χc = (1− (U˜ + 2U˜12)ρ˜(0)d (0))ρ˜(0)d (0)
- and taking χc = 0 gives the relation U˜ + 2U˜12 = 4TK . However, the
orbital susceptibility is not a constant function of d, but rather scales as the
orbital lifetime ∝ 1/TK . The result is that U˜ and U˜12 scale differently in the
strong correlation regime |d/pi∆| > 3, although, as predicted from the RPT
relations, their sum is constant. This effect is shown in [fig.3.53], in which the
renormalised parameters obey the predicted constraint (U˜ + 2U˜12)/TK = 4
very accurately to within 0.05% when |d/pi∆| > 3.
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Figure 3.52
The renormalised parameters pi∆˜/pi∆ (blue), U˜/pi∆ (green), U˜12/pi∆ (yellow),
˜d/pi∆ (red) for the model with U12/pi∆ = 14 and U = 30/pi∆.
In [fig.3.54] the spin, orbital and charge susceptibilities are plotted as a func-
tion of the impurity occupation nd. We observe again an effect first seen in
[Chapter 2], namely that the points of maximum renormalisation lie slightly
away from integer filling, in this case nd = 1.
The figures [fig.3.53] and [fig.3.54] suggest that two renormalised energy scales
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Figure 3.53
U˜/TK (red squares) and U˜12/TK (blue solid circles) scale
differently but the sum (U˜ + 2U˜12)/TK (yellow diamonds) is constant.
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χs (yellow), χ
stag
c (blue) and χc (red) plotted as a function of the impurity
occupation nd for the model with U12/pi∆ = 14 and U = 30/pi∆.
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are needed to describe the low-energy physics. This is a consequence of the
fact that only charge fluctuations are suppressed in this regime, whereas
orbital and spin degrees of freedom are still sensitive to the bare couplings
in the Hamiltonian. We can gain some insight into why this might be by
re-examining the terms in the effective Hamiltonian (3.38), which takes into
consideration virtual processes mediated by the doubly occupied impurity.
Focussing on the transverse terms, which scatter electrons between orbital
and/or spin channels, we see that Heff,2 involves a spin summation over
pseudospin creation and annihilation operators, viz.;
∑
σσ′ L
+
σ′σ. It therefore
follows that there will be allowed processes - such as the one generated by
L+↑↑ - which flip pseudospin but leave spin unchanged. Crucially, the converse
is not true: there are no terms in Heff,2 which flip spin without also flipping
pseudospin. In contrast, Heff,0 (see (3.39)) comprises an equal number of
spin-flip and pseudospin-flip terms. We therefore expect that in the situation
examined here, with U12 finite and nd ≈ 1, the low energy physics should
be described by the sum of the effective Hamiltonians, Heff,2 + Heff,0, and
so the number of pseudospin-flip processes will slightly exceed the number
of spin-flip processes. Because the susceptibility in any particular channel
is related to the fluctuations in that channel, this slight asymmetry between
spin and pseudospin has a bearing on the relative magnitude of the spin
susceptibility to the orbital susceptibility.
As expected, [fig.3.54] shows that the spin susceptibility is greater than the
orbital susceptibility - there are fewer spin-flip processes and so the impurity
is more easily spin-polarised than orbitally-polarised - and [fig.3.55] shows
that the enhancement factor, corresponding to the ratio χorb/χs, is not con-
stant, but rather varies as a function of nd. This also makes sense, for as
nd increases greater than one, fluctuations are mediated predominantly by
the doubly occupied states as described by Heff,2, so enhancing the asym-
metry between the spin and orbital (pseudospin) fluctuations. Meanwhile
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Figure 3.55
The ratio χorb/χs decreases because of the enhancement of pseudospin-flip
processes in the effective Hamiltonian as nd → 1.
the (spin/pseudospin symmetric) part of the effective Hamiltonian, Heff,0,
describes relatively higher energy processes that are less relevant.
All this suggests that were the low-energy physics to be described solely by
Heff,0, and not by some nd-dependent admixture of Heff,0 and Heff,2 as
above, the spin and orbital physics would become essentially equivalent. To
explore this idea, we can project out all the doubly occupied states by taking
the limit U12 →∞ in addition to U →∞.
[fig.3.56b] shows a comparison of the Kondo temperatures for the cases
U12/pi∆ = 14 and U12 → ∞. These start off equal around |d|/pi∆ = 3,
but as |d| increases the Kondo temperature in the U12 → ∞ case drops
exponentially, whereas it decreases much more slowly in the case with U12
finite.
In practice we choose U/pi∆ = 46 and U12/pi∆ = 46 in the NRG to illustrate
the effects of taking U , U12 → ∞. For |d|/pi∆ > 3 this also corresponds to
the SU(4) model at quarter-filling, and so a single energy scale emerges in
the strong coupling regime because of the suppression of charge fluctuations
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Figure 3.56
(a) A comparison of TK for the models with U12/pi∆ = 14 (blue circles) and
U12 → ∞ as a function of d. (b) In contrast to [fig.3.53], here U˜12/TK =
U˜/TK = 4/3 (red triangles and blue crosses, coincident) and (2U˜12+U˜)/TK = 4
in the strongly correlated regime as before (yellow stars).
(χc = 0) and the symmetry between spin and orbital fluctuations (χs = χorb).
These restrictions give two equations in terms of three unknowns,
1− (U˜ + 2U˜12)ρ˜(0)d (0) = 0
1− (U˜ − 2U˜12)ρ˜(0)d (0) = 1 + U˜ ρ˜(0)d (0) (3.41)
and so a single energy scale emerges in this case such that U˜ = U˜12 = 4TK/3.
This is verified by NRG calculations in [fig.3.56b], in which U˜12 = U˜ .
More generally, whenever fluctuations are mediated predominantly by the
unoccupied impurity, we expect a single low energy scale to emerge even
without the large SU(4) symmetry corresponding to U = U12 in the bare
model. In this case the equality χs = χorb should be replaced by a pro-
portionality, χs ∝ χorb, with χs = χorb corresponding to the limit in which
U , U12 → ∞. In general in the strong correlation regime we can then set
χorb = Aχs, where A just depends on the relative positions of the high energy
Hubbard satellites, but is independent of |d|. Using (3.44), this would lead
to a Kondo regime with a single energy scale43,(
2 + A
2− A
)
U˜ =
(
2 + A
A
)
U˜12 = 4TK (3.42)
43The dangerous looking case A = 2 actually corresponds to U˜ = 0.
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which goes over to the previous result U˜ = U˜12 = 4TK/3 when A = 1.
3.4.2 The effect of AFM exchange
The idea that a symmetry between the number of low-energy spin-flip and
pseudospin-flip processes can give rise to an additional scaling relation be-
tween the spin and orbital susceptibilities can be further tested by introduc-
ing an antiferromagnetic coupling between the orbitals. We now compare
three different models in which fluctuations are mediated predominantly by
the doubly occupied states and not the unoccupied state. As discussed pre-
viously and shown in [fig.3.55], this favours orbital fluctuations over spin
fluctuations when J = 0, but an AFM J will lead to an effective model
reminiscent of Heff,0, in which spin fluctuations in each channel are restored.
Altering the level energy d is equivalent to changing the Fermi level because
both peaks EN0→1 and EN1→2 move relative to the Fermi level. We now
consider fixing d/pi∆ = −8 and changing the direct interaction U12/pi∆ with
J = 0 (model A), as well as adding a constant AFM exchange interaction
J/pi∆ = 4 (model B) or J/pi∆ = 8 (model C). This has the effect of fixing
EN0→1 and pushes the lowest excitation EN1→2 progressively above the Fermi
level (see [fig.3.57a]). For example, in model B, EN1→2 = d + U12 − 3|J |/2,
so we pick U12/pi∆ = 14, 15, 16.. so that EN1→2/pi∆ = −8 + U12 − 3 ×
4/2 = 0, 1, 2... Note that EN1→2 is fourfold degenerate in model A, but
nondegenerate in models B and C.
The renormalised parameters for model B [fig.3.57b] show the same relation
U˜ + 2U˜12 = 4TK as [fig.3.53], but there appears to be the introduction of a
new energy scale J˜ that does not scale with TK . However, as mentioned, the
addition of the AFM44 exchange term enforces a new scaling relation between
the spin and orbital susceptibilities which again reduces the number of energy
44The exchange should be antiferromagnetic for this to work: a Hund’s Rule does not
correlate spin and orbital degrees of freedom in the same way.
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scales in the strongly correlated regime to two. To see how this works consider
the possible virtual processes that connect the orbital ground states |1;σ〉 ⇔
|2;σ′〉. Without a J the virtual intermediate states are fourfold degenerate -
{|S = 1;Sz〉 , |S = 0;Sz = 0〉} - and connect states irrespective of their spin.
For example, the amplitude for a orbital and spin flip - |1;σ〉 ⇔ |2;−σ〉 - is
equal to that for an orbital-pseudospin flip alone - |1;σ〉 ⇔ |2;σ〉. In contrast,
spin-flip processes connecting states on the same orbital |α;σ〉 ⇔ |α;−σ〉 do
not exist at O(V 2). The introduction of an exchange term J ensures that
spin and pseudospin flip processes are mediated predominantly by the singlet
configuration |0, 0; 0, 0〉 which connects all four states |α;σ〉 ⇔ |β;σ′〉 equally
at O(V 2). This can be confirmed by counting the different types of process
in the sixteen terms in the effective Hamiltonian (see [Appendix A]). In this
case (3.39) takes a different form,
Heff = H
′
c+
∑
kk′σ
Jkk
′
AFM{(lkk
′
σσ )
+L−σ¯σ¯ + (l
kk′
σσ )
−L+σ¯σ¯ + 2(l
kk′
σσ¯ )
zLzσ¯σ..
..− (lkk′σσ¯ )+L−σ¯σ − (lkk
′
σσ¯ )
−L+σ¯σ − 2(lkk
′
σσ )
zLzσ¯σ¯}..
..+
∑
kk′αβ
Jkk
′
AFM
2
skk′α · Sdβ (3.43)
where σ¯ ≡ −σ and Jkk′AFM = V ∗k Vk′/
√
2(d+U12−3J/2). Note that the spin flip
processes in (3.43) are unusual in that they generate a spin exchange between
the conduction electrons in one channel, α, and the d-electrons in the other
channel, β 6= α. This is a peculiarity of exchange processes that are mediated
by the excited singlet state - as shown previously, processes mediated by
the unoccupied configuration lead to a conventional spin exchange between
conduction and d-electrons in each channel separately.
As argued previously for the case U12 →∞, here we also expect the spin and
pseudospin lifetimes to become equal in the limit that J is large, such that
χstc = χs. Once again setting χc = 0 gives two equations, this time in four
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unknowns,
1− (U˜ + 2U˜12)ρ˜(0)d (0) = 0
1− (U˜ − 2U˜12)ρ˜(0)d (0) = 1 + (U˜ − J˜)ρ˜(0)d (0) (3.44)
which can be combined to give the relation 6U˜12 + J˜ = 8TK . As predicted,
[fig.3.58a] shows (6U˜12 + J˜)/TK to be approximately constant for EN1→2 > 3
for model B and model C, whereas this manifestly breaks down for model
A, because J = 0. Note that the relation χs = χ
st
c appears to hold only
when J >> pi∆. More generally, we can proceed as before and set χstagc =
αχs, with α independent of EN1→2 for EN1→2/pi∆ > 3. For model B, with
J/pi∆ = 4, [fig.3.58b] indicates that α ≈ 0.92, whereas α ≈ 1 for model C,
with J/pi∆ = 8. Presumably this is because the triplet states in the latter
case have an even smaller effect on the low-energy behaviour. We note that
there is a very slight upward trend in α with increasing EN1→2.
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Figure 3.57
(a) Sketch of the levels for models A-C: as the level EN1→2 is raised a
narrow resonance forms slightly offset from the Fermi level. The filling
< nd > is given by the shaded area up to the Fermi level. (b) The renor-
malised parameters for model B: J˜/TK (yellow), U˜12/TK (blue) and U˜/TK
(red).
The previous physical arguments for the proportionality of the spin and or-
bital susceptibilities also suggest why α < 1. Orbital flip processes which
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do not flip the spin are mediated by virtual triplet states or by the un-
occupied state in which there are no electrons on either orbital, whereas
spin flip processes which do not flip orbital spin are mediated by the un-
occupied and singlet states alone. As long as the triplet energy is less
than the energy to doubly occupy one orbital, E(0, 0; 1) < E(1,±1; 0), the
spin lifetime will marginally exceed the orbital lifetime due to the larger
number of intermediate states accessible to orbital fluctuations, and con-
sequently α < 1. Note that because U/pi∆ = 30, the condition α < 1
breaks down in model C when EN1→2/pi∆ ≥ 6 (as shown in [fig.3.58b]).
This is because d + U12 + J/2 > d + U when U12/pi∆ > 26, so that
EN1→2/pi∆ > −8 + 26 − 3 × 8/2 = 6. This accounts for the slight upward
trend in α noted earlier.
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Figure 3.58
(a) The sum 6U˜12 + J˜ scales with TK for the model B (blue) and C (red), but
not for the model A (yellow). (b) The ratio χstagc /χs = α approaches unity
(independent of U12) as J is increased.
The Kondo temperature for the models (A-C) is shown in [fig.3.59], as well
as that for the asymmetric single-channel Anderson model and the U → ∞
SU(4) model. Setting the d-level energy at d/pi∆ = −8 for single-channel
model, and increasing U/pi∆ = 8, 9...16 drives the level EN1→2 above the
Fermi surface in just the same way as increasing U12/pi∆ in models (A-C)
and so provides a useful comparison.
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Figure 3.59
The Kondo temperature plotted as a function of EN1→2/pi∆ for the models
A, B and C as well as for the single-channel Anderson model (sc) and the
U →∞ SU(4) model.
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The single-channel model effective level ˜d renormalises quickly to zero
(blue), but that of model C (red, top line) remains finite even when the
levels EN0→1 and EN1→2 are placed symmetrically about the Fermi level
(EN1→2/pi∆ = 8).
The curves marked (A-C), sc and SU(4) in [fig.3.59] indicate only a weak
deviation from exponential scaling, so we assume that
log(T iK/D) = log(gi(EN1→2))− θiEN1→2/pi∆, where i =A, B, C, sc, SU(4) is
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an index which labels the models, θi is a positive constant and log(gi(EN1→2))
is a weakly varying function. The model A - without an exchange interaction
- has the largest Kondo temperature, and the constant exchange term low-
ers the Kondo temperature because it has the effect of reducing the number
of two-particle intermediate virtual states from four to two. In a symmet-
ric model this would be reflected in the different slope of the curves A and
B, implying that θA < θB. However, the situation here away from particle
hole symmetry is more subtle. The level EN1→2 carries four times the spec-
tral weight in model A as compared to model B and shifts the renormalised
level ˜d slightly higher above the Fermi surface. The ratio θA/θB therefore
depends on how both the size and position of the quasiparticle resonance
evolve as EN1→2 is changed, and simple scaling arguments based on con-
sideration of the relative magnitude of Jeff in the different effective models
(3.38),(3.39),(3.43) do not hold. Over the range EN1→2/pi∆ = 4 → 8 it is
found that 0.666 < θA < 0.671 and 0.385 < θB < 0.388. By contrast, ramp-
ing up the exchange (model C) does not alter the number of virtual states,
so θB ≈ θC , with 0.335 < θC < 0.341, but the scaling prefactor changes and
further reduces the Kondo temperature.
Strikingly, the single-channel asymmetric Anderson model (sc) has a much
smaller Kondo temperature compared to the models (A-C) in the region
where EN1→2/pi∆ > 3. It also scales differently: θsc > θC with 1.24 < θsc <
2.35 over the region 4 < EN1→2/pi∆ < 8. Its slope (here, TK is plotted
on a Log graph) is not constant, but decreases as EN1→2/pi∆ → 8, as the
model becomes particle-hole symmetric at EN1→2/pi∆ = 8. This is similar
to the situation encountered in [fig.3.49]: the enlarged scattering phase space
enhances the effective exchange coupling, JK , near particle-hole symmetry. In
our notation, θsc ∝ 1/JK , so that θsc decreases slightly here, with θsc ≈ 1.24
at EN1→2/pi∆ = 8 and θsc ≈ 2.35 at EN1→2/pi∆ = 4. We can infer that
JK almost doubles at the particle-hole symmetric point. If the particle-hole
asymmetry were more exaggerated, theory predicts this doubling would be
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exact because the excitations EN0→1 would have a negligible influence on the
low energy physics away from particle-hole symmetry.
The Kondo temperature for the U → ∞, SU(4) model at quarter-filling
is also plotted in [fig.3.59]. It has the same slope as that of the single-
channel model, but is several orders of magnitude larger, and even exceeds
the Kondo temperature for model A when EN1→2/pi∆ < 4.6. The SU(4)
Kondo temperature with nd = 1 (quarter-filling) and U finite is reported
[89] to scale as the square root of the single-channel Kondo temperature,√
T scK . The situation here is different, because the very large value of U/pi∆
almost eliminates fluctuations via the doubly occupied states. This means
the scaling behaviour is therefore approximately the same as for the single-
channel model in the region away from particle-hole symmetry - θSU(4) =
2.27 ≈ θsc - although unlike θsc, θSU(4) is constant for EN1→2/pi∆ > 2.5 and
shows no upturn around EN1→2/pi∆ = 8.
It seems reasonable to suggest that these differences between the scaling of
the Kondo temperature be attributed to two factors that differentiate the
single-channel and SU(4) models from the models (A-C). First, the effec-
tive Hamiltonians for models (A-C) all contain nonzero matrix elements,
〈s|HV |ασ〉, that connect each of the four groundstates, |ασ〉, to two virtual
intermediate states. For example, HV |1 ↑〉 is connected45 to both |1 ↑; 2 ↓〉
and |1 ↓; 2 ↑〉 when the excited state is the singlet, |s〉, and to |1 ↑; 2 ↓〉 and
|1 ↑; 2 ↑〉 in model A where J = 0. This enhances the effective JK , so re-
ducing the coefficient in the exponent, θi, (which reduces the gradient on
the Log plot) and increasing the Kondo temperature. In contrast, in the
single-channel model away from particle-hole symmetry and in the U → ∞
SU(4) model, HV connects only one excited state to each of the four ground-
states, and so the θi for these models are commensurately larger. Second, the
single-channel model has only two excited atomic states in total - |↑↓〉 , |0〉
45This is evident from careful examination (see [Appendix A]).
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- whereas model C has many one-particle excitation levels ENn→n+1 high
above the Fermi surface which affect the position of the quasiparticle reso-
nance (see [fig.3.60]). By contrast the effective level ˜d in the single-channel
model renormalises quickly to zero which lowers the Kondo temperature (the
situation is similar to that described in section 3.4.1). A plot of this is shown
in [fig.3.50].
In summary, an orbital Kondo effect has been shown to occur in two-orbital
models away from half filling, with the formation of a pronounced quasiparti-
cle resonance near to the Fermi level. Although spin fluctuations always play
a role in the formation of this resonance, the symmetry between spin and
pseudospin fluctuations in certain parameter regimes gives rise to universal
behaviour, in which case the low energy physics can be described by a single
energy scale, TK . Additionally, a weaker form of this universal behaviour is
predicted by the RPT calculations for the susceptibilities in other parame-
ter regimes, and this is confirmed by NRG calculations of the renormalised
parameters. Here, two renormalised energy scales emerge in the strong cor-
relation regime for both the models with and without an AFM exchange
coupling, in the former case as a consequence of the physical requirement
that the spin and orbital susceptibilities have the same scaling behaviour as
a function of of U12. The same requirement would not apply in the case with
a FM exchange, but here the application of an external magnetic field could
lead to a kind of “spin-filtered” orbital Kondo effect [87].
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Appendix A
Effective Models
Method
The Hamiltonian H = Hd + Hc + HV is split up into terms describing the
isolated impurity (Hd), the band (Hc) and a hybridisation (HV ):
Hd =
∑
ασ
dd
†
ασdασ +
∑
α
Undα↑ndα↓ + U12ndandb − 2|J |Sda · Sdb
Hc =
∑
kασ
kc
†
kασckασ (A.1)
HV =
∑
kασ
Vkc
†
kασdασ + h.c. (A.2)
To derive an effective Hamiltonian appropriate at strong coupling, we first
write the Schro¨dinger equation as
∑
iHij|φj〉 = E|φj〉 where Hij = PiHPj
and Pj is a projector onto the subspace of states with energy Ej. If these
energy eigenstates are also number eigenstates of the “atomic” part of the
Hamiltonian1, Hd, then the matrix form for the 2-orbital situation can be
1This might not be the case: for instance we could imagine that the 2-particle states
are further split by an exchange coupling J .
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written; 
H00 H01 0 0 0
H10 H11 H12 0 0
0 H21 H22 H23 0
0 0 H32 H33 H34
0 0 0 H43 H44


φ0
φ1
φ2
φ3
φ4

= E

φ0
φ1
φ2
φ3
φ4

(A.3)
where |φ0〉 is the part of the wavefunction with no d-electrons on the orbitals
and so forth. Using the system of simultaneous equations (A.3) the various
higher energy projections of the wavefunction |φi 6=g.s.〉 (i.e. those over the
excited atomic subspaces i) can be eliminated in favour of a representation
in terms of the ground state |φg.s.〉 alone. In the case with the model at
half-filling, |φg.s.〉 corresponds to |φ2〉, so that (A.3) reduces to,
(PgsHPgs + PgsHP1(E −H11 −H10(E −H00)−1H01)−1P1HPgs + ..
..+ PgsHP3(E −H33 −H34(E −H44)−1H43)−1P3HPgs)|φg.s.〉 = E|φg.s.〉
(A.4)
where PgsHPgs can be identified as the Hamiltonian in the limit
∆/U → 0. An effective Hamiltonian can be found by including the effects of
the fluctuations to the 3- and 1- particle subspaces perturbatively to leading
order in ∆/U .
Of interest is the case with large antiferromagnetic (ferromagnetic) coupling
such that TK << |J | << U , in which the atomic singlet (triplet) ground
state energy, Egs, is pushed far below that of the excited one (E1) and three
(E3) particle states. To order O(V 2/U), (A.4) can be re-written in the form,
(PgsHPgs +
∑
i=1,3
PgsHPi(E −Hii)−1PiHPgs)|φ〉 = E|φ〉 (A.5)
where PgsHPgs is now H projected onto the singlet or triplet states within
the 2-particle subspace.
In order to evaluate (A.4) we introduce the projection operators
Pi =
∑
k |i; k〉〈i; k|, where |i; k〉 is the kth state in the subspace labelled by
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energy Ei. Since HV is the only term which changes the occupation of the
impurity, we need only consider
PiHV Pgs =
∑
jk |i; j〉〈i; j|HV |gs; k〉〈gs; k| (for i 6= gs). We now apply this
method to various different parameter regimes.
The antiferromagnetic model
Setting U12 = 0 and changing the sign of the spin coupling in Hd corresponds
to a model with nondegenerate singlet atomic groundstate
|s〉 = 1√
2
(d†1↑d
†
2↓ − d†1↓d†2↑)|Ω〉 (A.6)
The three particle states excited states are defined as follows:
|3; 1〉 = d†1↑d†1↓d†2↑|Ω〉 |3; 2〉 = d†1↑d†1↓d†2↓|Ω〉
|3; 3〉 = d†1↑d†2↑d†2↓|Ω〉 |3; 4〉 = d†1↓d†2↑d†2↓|Ω〉
Each term in PiHV Pgs can then be evaluated, e.g. 〈3; 1|H|s〉 = −1/
√
2
∑
k Vkck1↑.
Writing 〈3; i|H|s〉 ≡ Qi, we evaluate,
Hs3(E −H33)−1H3s =
∑
l,l′
|s〉Q†l 〈3; l|(E −H33)−1|3; l′〉Ql′〈s|
=
∑
l,l′
|s〉Q†l δll′(E − E3 −Hc)−1Ql′〈s|
=
∑
l,l′
|s〉Q†lQl′δll′(E − E3 + k′ −Hc)−1〈s| (A.7)
=
∑
kk′mσ
|s〉VkV
∗
k′
2
c†kmσck′mσ(E − E3 + k′ −Hc)−1〈s|
where we have used [Hc, Ql′ ] = −k′Ql′ in (B.12). The contribution from
Hs1(E −H11)−1H1s is calculated similarly:
Hs1(E−H11)−1H1s =
∑
kk′mσ
|s〉VkV
∗
k′
2
(δkk′− c†kmσck′mσ)(E−E1− k−Hc)−1〈s|
(A.8)
The above equations are exact, but we can approximate
(E − E3 + k −Hc)−1 = −(E3 − Es − k)−1(1− E −Hc − Es
E3 − k − Es )
−1
≈ −(E3 − Es − k)−1 (A.9)
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when (E3 − Es)/∆ >> 1 (and similarly for E1). Grouping terms we find,
Heff =
∑
kk′mσ
|s〉(Qkk′ + k′δkk′)c†kmσck′mσ〈s|+ |s〉(Es − 2
∑
k
|Vk|2
E1 − Es + k )〈s|
(A.10)
where Qkk′ = (VkV
∗
k′/2)[(E1−Es+k)−1−(E3−Es−k′)−1] is a static potential
which scatters band states in all four (2 spin + 2 lead) channels. The second
term in (A.10) can be identified as the energy of the atomic singlet, modified
by virtual interactions with the band. In contrast to the Schrieffer-Wolff
transformation of the single-channel Anderson Model, here the impurity has
no internal degrees of freedom and there are no spin-flip terms in the effective
Hamiltonian. As (3|J |+U)/2→∞ the effective Hamiltonian looks like that
of a decoupled impurity and itinerant band: the bound state is so far below
the Fermi level that it no longer scatters conduction electrons.
The ferromagnetic model with U12 6= 0
The atomic ground state manifold of the ferromagnetically coupled model is
spanned by three triplet states indexed by ms:
|2; +〉 = d†1↑d†2↑|Ω〉 |2; 0〉 = 1√2(d
†
1↑d
†
2↓ + d
†
1↓d
†
2↑)|Ω〉 |2;−〉 = d†1↓d†2↓|Ω〉
When U/pi∆ >> 1 impurity charge fluctuations are suppressed and we antic-
ipate a low energy effective Hamiltonian that describes impurity spin fluctua-
tions coupled to the itinerant band, reminiscent of the one channel Anderson
model at strong coupling. The calculation proceeds as before, giving,
1
2
∑
kk′m
(
VkV
∗
k′
E3 − Et +
VkV
∗
k′
E1 − Et )(|2; +〉〈2; +| − |2;−〉〈2;−|)(c
†
km↑ck′m↑ − c†km↓ck′m↓)..
..+
∑
kk′m
(
√
2VkV
∗
k′
E3 − Et +
√
2VkV
∗
k′
E1 − Et )(|2; +〉〈2; 0|+ |2; 0〉〈2;−|)c
†
km↓ck′m↑ + h.c.
..+
1
2
∑
kk′mσ
(
VkV
∗
k′
E3 − Et −
VkV
∗
k′
E1 − Et )c
†
kmσck′mσ
Identifying the longitudinal (third line) and transverse (first two lines) im-
purity Hubbard operators with 2Szd and S
+/−
d /
√
2 respectively (here Sd ≡
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Sda + Sdb) and remembering to include the PgsHPgs contribution from (A.4)
leads to an effective Hamiltonian for the ferromagnetic two-impurity model,
Heff = H
′
c +
∑
kk′m
Jkk
′
effSd · skk′m (A.11)
with skk′m ≡
∑
γδ c
†
kmγσγδck′mδ/2 and a antiferromagnetic exchange coupling
Jkk
′
eff = (
VkV
∗
k′
d+U+U12+J/2
+
VkV
∗
k′
J/2−d−U12 ). Note that H
′
c incorporates the potential
scattering term into the free electronic dispersion. This modification does
not affect the impurity dynamics and vanishes near particle-hole symmetry.
“Pseudospin” Kondo physics: an effective model away
from half filling in the limit U →∞.
We consider the two-orbital case with quarter filling in which d < 0 is
the ground state energy associated with a fourfold degenerate ground state
manifold labelled |α;σ〉. There are now two cases to consider, depending on
whether the doubly-occupied or unoccupied atomic states lie lower in energy.
We focus on the former case first, in which the lowest excited states have 2
electrons on the impurity and are also (i.e. as well as the groundstates)
fourfold degenerate - {|S = 1;Sz〉 , |S = 0;Sz = 0〉} - of energy 2d + U12.
This restricts the parameter space to −d < U12 << −2d, ensuring that
the resulting effective model can be written in terms of orbital pseudospin
operators only, without a spin-Kondo interaction. Neglecting fluctuations
via the unoccupied subspace, (A.3) reduces to,
(PgsHPgs +Hgs;2
1
E −H22 −H23 1E−H33−H34 1E−H44H43H32
H2;gs)|φg.s.〉 = E|φg.s.〉
(A.12)
where 1
E−H44 stands for the operator (E −H44)−1 etc. and (A.12) has been
written in the form of a continued fraction to better reveal its structure. To
leading non-trivial order we will work with:
(PgsHPgs +Hgs;2(E −H22)−1H2;gs)|φg.s.〉 = E|φg.s.〉 (A.13)
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Proceeding as before, the 2-particle excited states {|2;σσ′〉} are defined as
follows;
|2; ↑↑〉 = d†1↑d†2↑|Ω〉 |2; ↑↓〉 = d†1↑d†2↓|Ω〉
|2; ↓↑〉 = d†1↓d†2↑|Ω〉 |2; ↓↓〉 = d†1↓d†2↓|Ω〉
and the four one-particle atomic groundstates are simply |ασ〉 = d†ασ|Ω〉 with
α = 1 or 2 and σ =↑ or ↓. To calculate (A.13) we must compute the matrix
elements inside the following type of operators,
H2;gs =
∑
kmσ′
∑
ασγδ
Vk |2; γδ〉 〈2; γδ| d†mσ′ckmσ′ |ασ〉 〈ασ| (A.14)
Noting that the part (E − H22)−1 is diagonal in the states |2; γδ〉, the full
effective Hamiltonian requires the product Hgs;2H2;gs, which turns out to be a
sum of Kroneckers whose sign (±) depends on the anticommutation relations
of the Hubbard operators arising from the definition of the states |2;σσ′〉:∑
kmσ′
k′m′σ′′
∑
Aφ
ασ
∑
γδ
c†k′m′σ′′ckmσ′ |Aφ〉 〈ασ| (δA2δφδδm′1δγσ′′δα2δσδδm1δγσ′ ..
..+ δ2m′δδσ′′δA1δγφδ2mδδσ′δα1δγσ − δA2δφδδm′1δγσ′′δ2mδδσ′δα1δγσ..
..− δ2m′δδσ′′δA1δγφδα2δσδδm1δγσ′) (A.15)
Doing the sum (A.15) and re-inserting (E −H22)−1 gives,∑
kk′
σσ′
V ∗k′Vk
E − E2 + k −Hc
(
c†k′1σck1σ |2σ′〉 〈2σ′|+ c†k′2σck2σ |1σ′〉 〈1σ′| ..
..− c†k′1σck2σ′ |2σ′〉 〈1σ| − c†k′2σck1σ′ |1σ′〉 〈2σ|
)
(A.16)
where E2 = 2d + U12 is the atomic energy of the 2-particle states. The first
two terms in the parentheses in (A.16) can be written as,
−1
2
(
c†k′1σck1σ − c†k′2σck2σ
)( |1σ′〉 〈1σ′| − |2σ′〉 〈2σ′| )..
..+
1
2
(
c†k′1σck1σ + c
†
k′2σck2σ
)( |1σ′〉 〈1σ′|+ |2σ′〉 〈2σ′| ) (A.17)
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and the first of the terms in (A.17) identified as −2(`kk′σσ )zLzσ′σ′ - the product
of the longitudinal components of orbital pseudospin in the band and on
the impurity. Introducing pseudospin raising operators L+σσ′ ≡ |1σ〉 〈2σ′|
and lowering operators L−σσ′ ≡ |2σ〉 〈1σ′| (and similarly for the conduction
electrons), (A.17) can be written as,
Heff,2 = Hc +
∑
kk′σσ′
Jkk
′
eff,2{(lkk
′
σσ′)
+L−σ′σ+(l
kk′
σσ′)
−L+σ′σ + 2(l
kk′
σσ )
zLzσ′σ′}..
..− nd
2
∑
kk′σα
Jkk
′
eff,2c
†
kασcασ (A.18)
with nd =
∑
ασ |ασ〉 〈ασ| (the last term just gives potential scattering of
the conduction electrons and can be absorbed into a redefinition of Hc) and
Jkk
′
eff,2 = V
∗
k Vk′/(d + U12) an antiferromagnetic exchange coupling. (A.18)
corresponds to two copies of the single channel orbital pseudospin-1/2 Kondo
model, one for (real) up-spin and one for (real) down-spin, plus an entangled
spin+orbital transverse term. In the case where there is an applied magnetic
field, only one spin species will count in the sum in (A.18), giving a normal
spin-1/2 Kondo model.
In the single-channel Anderson model, the terms in the effective Hamilto-
nian that arise from virtual fluctuations via the unoccupied impurity are
the same as those that arise from virtual fluctuations via the doubly oc-
cupied impurity. At particle hole symmetry, the effect of both types of
fluctuation then amounts to a simple doubling of the effective exchange:
2V 2/U → 4V 2/U ≡ JK . The situation here is quite different. New types of
fluctuations can be mediated by the unoccupied impurity which can not be
mediated by the doubly occupied impurity at O(V 2). These are spin fluctu-
ations occurring independently in each channel. To see this in action we can
repeat the calculation that led to (A.18), this time taking the unoccupied
atomic subspace to be the lowest lying excited state (0 << 2d + U12). The
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analogue of (A.15) turns out to be,∑
kmσ
k′m′δ
∑
ασ′
βδ′
Vk′ck′m′δc
†
kmσδm′βδδδ′δmαδσσ′ (A.19)
which, upon commuting ck′m′δc
†
kmσ, generates the following terms,∑
kk′
σσ′
Vk′V
∗
k
E − E0 − k −Hc
(
nd|Vk′ |δkk′ − c†k′1σck1σ′ |1σ′〉 〈1σ| − c†k′2σck2σ′ |2σ′〉 〈2σ| ..
..− c†k′1σck2σ′ |2σ′〉 〈1σ| − c†k′2σck1σ′ |1σ′〉 〈2σ|
)
(A.20)
where this time E0 = 0 is the energy of the unoccupied atomic subspace.
Ignoring the term nd|Vk|2δkk′ (which is just a constant shift in the energy)
and recognising the second and third terms in the sum in (A.20) as being a
simple Heisenberg spin exchange leads to the effective Hamiltonian,
Heff,0 = Hc+
∑
kk′σσ′
Jkk
′
eff,0{(lkk
′
σσ′)
+L−σ′σ + (l
kk′
σσ′)
−L+σ′σ}..
..+
nd
2
∑
kk′σα
Jkk
′
eff,0c
†
kασck′ασ +
∑
kk′α
Jkk
′
eff,0skk′α · Sdα (A.21)
where Jkk
′
eff,0 = −V ∗k Vk′/d is an antiferromagnetic exchange coupling. Al-
though we are taking U →∞ and so projecting out single-site double occu-
pation, when 2d+U12 = 0 the excitations in (A.18) and (A.21) will be placed
symmetrically about the Fermi level and so Jkk
′
eff,2 = J
kk′
eff,0. In this case both
fluctuations via the unoccupied and doubly occupied subspaces contribute
equally and the effective model is the sum of (A.18) and (A.21) (note that
the potential scattering terms will cancel in this case, just as they do for the
single-channel model at particle hole symmetry).
We can also construct an effective Hamiltonian for the case when there is
an AFM exchange interaction between the orbitals α = 1 and 2. We take
d < 2d +U12− 3|J |/2 << 0 and consider fluctuations between the degener-
ate atomic groundstates |ασ〉 that are mediated by the singlet |s〉 defined in
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(A.6). Proceeding as before by defining a projector Ps onto the singlet con-
figuration, the required matrix elements analogous to (A.14) are as follows;
PsHPgs ≡ Hs;gs =
∑
ασ
|s〉 〈s|HV |ασ〉 〈ασ|
=
∑
kβσ′
∑
ασ
V ∗k√
2
|s〉 〈Ω| (d2↓d1↑ − d2↑d1↓)d†βσ′ckβσ′d†ασ |Ω〉 〈ασ|
=
∑
kβσ′
∑
ασ
−V ∗k√
2
ckβσ′ |s〉 〈ασ| (δ2αδσ↓δ1βδσ′↑ − δ2βδσ′↓δ1αδσ↑..
..− δ2αδσ↑δ1βδσ′↓ + δ2βδσ′↑δ1αδσ↓) (A.22)
The matrix element PgsHPs can be calculated similarly and its product with
(A.22) gives all 16 terms in the effective Hamiltonian;∑
kk′
Vk′V
∗
k
2
{
c†k′1↑ck1↑ |2 ↓〉 〈2 ↓|+ c†k′2↓ck2↓ |1 ↑〉 〈1 ↑|+ c†k′1↓ck1↓ |2 ↑〉 〈2 ↑| ..
..+ c†k′2↑ck2↑ |1 ↓〉 〈1 ↓| − c†k′1↑ck2↓ |2 ↓〉 〈1 ↑| − c†k′1↑ck1↓ |2 ↓〉 〈2 ↑| ..
..+ c†k′1↑ck2↑ |2 ↓〉 〈1 ↓| − c†k′2↓ck1↑ |1 ↑〉 〈2 ↓|+ c†k′2↓ck1↓ |1 ↑〉 〈2 ↑| ..
..− c†k′2↓ck2↑ |1 ↑〉 〈1 ↓| − c†k′1↓ck1↑ |2 ↑〉 〈2 ↓|+ c†k′1↓ck2↓ |2 ↑〉 〈1 ↑| ..
..− c†k′1↓ck2↑ |2 ↑〉 〈1 ↓|+ c†k′2↑ck1↑ |1 ↓〉 〈2 ↓| − c†k′2↑ck2↓ |1 ↓〉 〈1 ↑| ..
..− c†k′2↑ck1↓ |1 ↓〉 〈2 ↑|
}
(A.23)
Although apparently complicated, (A.23) can be broken down into terms
corresponding to three types of “transverse” processes:
• terms such as s−kk′2S+d,1 = c†k′2↓ck2↑ |1 ↑〉 〈1 ↓| which flip spin
• terms such as (lkk′↑↑ )−L+↓↓ = c†k′2↑ck1↑ |1 ↓〉 〈2 ↓| which flip pseudospin
• terms such as (lkk′↑↓ )+L−↓↑ = c†k′1↑ck2↓ |2 ↓〉 〈1 ↑| which flip both spin and
pseudospin
as well as “longitudinal” terms such as c†k′1↑ck1↑ |2 ↓〉 〈2 ↓|, which scatter elec-
trons within the same spin and orbital channel. Note that the spin flip
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processes (see above) are unusual in that they generate a spin exchange be-
tween the conduction electrons in one channel, α, and the d-electrons in the
other channel, β 6= α. This is a peculiarity of exchange processes that are
mediated by the excited singlet state - as shown previously, proceses medi-
ated by the unoccupied configuration lead to a conventional spin exchange
between conduction and d-electrons in each channel separately.
A tedious but simple calculation allows one to write (A.23) exclusively in
terms of spin and pseudospin operators, so that the full effective Hamiltonian
can be written in the form,
Heff = H
′
c+
∑
kk′σ
Jkk
′
AFM{(lkk
′
σσ )
+L−σ¯σ¯ + (l
kk′
σσ )
−L+σ¯σ¯ + 2(l
kk′
σσ¯ )
zLzσ¯σ..
..− (lkk′σσ¯ )+L−σ¯σ − (lkk
′
σσ¯ )
−L+σ¯σ − 2(lkk
′
σσ )
zLzσ¯σ¯}..
..+
∑
kk′αβ
Jkk
′
AFM
2
skk′α · Sdβ (A.24)
where Jkk
′
AFM = Vk′V
∗
k (d + U12 − 3|J |/2)/2 and the prime on H ′c indicates
that a potential scattering term has been incorporated into the conduction
electron dispersion.
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Appendix B
Further comments on NRG
calculations
Quasiparticle matrix elements
The local Green’s function of the zeroth site of the Wilson chain, g00,N can
be written in terms of that of that of the first site, g11,N and equivalently as
a sum over the eigenenergies E`N ;
g00,N(ω) = (ω − ΛN−1ξ20g11,N(ω))−1 =
∑
`
|φ`(0)|2
ω − E`N (B.1)
g00,N has a simple pole at ω = E`′N , so we can expand g00,N in a Laurent
series about E`′N ,
g00,N(ω) =
∞∑
n=−1
an(ω − E`′N)n (B.2)
with a−1 = |φ`′(0)|2 and an = 0 ∀ n 6= −1. Then g′00,N(ω) = −a−1(ω−E`′N)−2
whence a−1 = −(ω − E`′N)2g′00,N(ω) (independent of ω). Noting that,
g′00,N(ω) = −g200,N(ω)∂ω[g−100,N(ω)] (B.3)
we can write,
a−1 ≡ |φ`′(0)|2 = {(ω − E`′N)
∑
`
|φ`(0)|2
ω − E`N }
2∂ω[g
−1
00,N(ω)] (B.4)
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and from taking the limit ω → E`′N , re-arranging, and making use of (B.1)
it follows that,
|φ`′(0)|2 = (∂ω[g−100,N(ω)]|ω=E`′ )−1
= (1− ΛN−1ξ20g′11,N(E`′))−1 (B.5)
The NRG diagonalisation procedure
We seek to diagonalise the Hamiltonian HN+1 given a knowledge of the spec-
trum of HN which we denote {E(Q, i); |Q, i〉}. The Hamiltonian HN+1 is
related to the Hamiltonian HN by the NRG recursion relation,
HN+1 = αNHN + ηN(f
†
NfN+1 + h.c.)
where αN is a scale parameter and ηN is the hopping strength. Here, the
operator f †N creates a spinless fermion on the N
th site of the NRG chain.
The charge operator QN = 2(Qimp +
∑N
j=0 f
†
j fj) − (N + 1 + g)1 commutes
with HN and has eigenvalue Q. Here, g is the number of orbitals in the
impurity and Qimp is the charge operator for the impurity with eigenvalues
0, 1, 2, ..g. The states {|Q, i〉} are members of a many-body Fock space and so
the states {|Q, i〉, f †N+1|Q, i〉} (which correspond to the additional site N + 1
being unoccupied/occupied respectively) provide a basis for HN+1. Noting
that |Q, i〉, f †N+1|Q, i〉 have QN+1 eigenvalues Q − 1, Q + 1 respectively we
label |Q, i, 1) ≡ |Q + 1, i〉 and |Q, i, 2) ≡ f †N+1|Q − 1, i〉, where the rounded
kets signify that this constructed basis for the N + 1 site system is not in
general an eigenbasis of HN+1. It follows that
HN |Q, i, 1) = E(Q+ 1, i)|Q, i, 1)
HN |Q, i, 2) = E(Q− 1, i)|Q, i, 2)
We now construct eigenstates of HN+1 using the NRG recursion relation
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above. A general matrix element can be written
(Q
′
, i
′
, k
′ |HN+1|Q, i, k) =αN(Q′ , i′ , k′|HN |Q, i, k) + ...
...+ ηN(Q
′
, i
′
, k
′ |(f †NfN+1 + h.c.)|Q, i, k) (B.6)
The first term on the RHS is a diagonal element and can be easily evaluated
(Q
′
, i
′
, k
′|HN |Q, i, k) = δQ,Q′δi,i′δk,k′ (E(Q+ 1, i
′
)δk,1 + E(Q− 1, i′)δk,2)
The second term on the RHS can be evaluated by inserting the identity
operator 1 =
∑
P,l,m |P, l,m)(P, l,m| in (B.6),
(Q
′
, i
′
, k
′ |f †NfN+1|Q, i, k) =
∑
P,l,m
(Q
′
, i
′
, k
′ |f †N |P, l,m)(P, l,m|fN+1|Q, i, k)
(B.7)
with the same method used for the conjugate term. Using the commutator
[fN , QN ] = 2fN and the fact that the |P, l,m) are charge eigenstates we find
that (P, l,m|fN+1|Q, i, k) = (P, l,m|fN+1|Q, i, k)δQ−2,P
To calculate (Q − 2, l,m|fN+1|Q, i, k) we express the kets in the original
basis (|Q, i, k) = δk,1|Q+ 1, i〉+ δk,2f †N+1|Q− 1, i〉) and evaluate the resulting
commutators. For example, for m = 1, k = 2,
(Q− 2, l, 1|fN+1|Q, i, 2) = 〈Q− 1, l|fN+1f †N+1|Q− 1, i〉 (B.8)
= δl,i (B.9)
This is the only nonzero matrix element, whence from (B.7) and (B.9) we
have,∑
P,l,m
(Q
′
, i
′
, k
′|f †N |P, l,m)(P, l,m|fN+1|Q, i, k)δQ′ ,QδQ−2,P δm,1δk,2
=
∑
l
(Q
′
, i
′
, k
′|f †N |Q− 2, l, 1)(Q− 2, l, 1|fN+1|Q, i, 2)δQ′ ,Qδk,2
=
∑
l
(Q
′
, i
′
, k
′|f †N |Q− 2, l, 1)δi,lδQ′ ,Qδk,2
= 〈Q+ 1, i′ |f †N |Q− 1, i〉δk′ ,1δk,2 + 〈Q− 1, i
′ |fN+1f †N |Q− 1, i〉δk′ ,2δk,2
(B.10)
= 〈Q+ 1, i′ |f †N |Q− 1, i〉δk′ ,1δk,2 (B.11)
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where the second term in (B.10) vanishes by the action of fN+1. Note that
Q
′
= Q because [HN+1, QN+1] = 0.
The matrix elements (f †N)
Q
i
′
i
≡ 〈Q+ 1, i′|f †N |Q− 1, i〉 for each subspace Q =
1, 2, 3.. (along with the their conjugates) can then be used to write down the
matrix (Q
′
, i
′
, k
′|HN+1|Q, i, k), given an initial condition on (f †0)Qi′ i. This is
then diagonalised by the similarity transformation
HN+1 → U †HN+1U where the matrix U is found numerically.
In preparation for the diagonalisation of HN+2 we must find the matrix ele-
ments ((f †N+1))
Q
ω′ω ≡ 〈〈Q + 1, ω
′ |f †N+1|Q− 1, ω〉〉 (the double kets denote an
eigenstate of the N + 1 system). Writing the eigenbasis of HN+1 as
|Q,ω〉〉 = ∑i,k UQ,ω,i,k|Q, i, k) it follows that,
((f †N+1))
Q
ω′ω =
∑
i,k,i′ ,k′
U∗
Q+1,ω′ ,i′ ,k′UQ−1,ω,i,k(Q+ 1, i
′
, k
′ |f †N+1|Q− 1, i, k)
=
∑
i,k,i′ ,k′
U∗
Q+1,ω′ ,i′ ,k′UQ−1,ω,i,kδk′ ,2δk,1δi′ ,i
=
∑
i
U∗
Q+1,ω′ ,i,2UQ−1,ω,i,1 (B.12)
The spinless case: two leads
We now consider the problem of diagonalising a two lead NRG Hamiltonian.
This is appropriate for models in which the impurity consists of two levels
that are not hybridised, so that each couples to a different spin sector of the
conduction band. We use the label α = a, b to distinguish the two leads. In
this case the NRG recursion relation takes a modified form,
HN+1,N = HN,N + η
a
N(f
†
aNfaN+1 + h.c.)
HN+1,N+1 = HN+1,N + η
b
N(f
†
bNfbN+1 + h.c.) (B.13)
where the suffix notation refers in an obvious way to the a and b leads and
{fαN , f †βM} = δαβδNM . Similarly, we can define an appropriate charge oper-
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ator,
QN,M = 2(Qimp +
N∑
j=0
f †ajfaj +
M∑
j=0
f †bjfbj)− (N +M + 2 + g)1 (B.14)
HN+1,N can be diagonalised by the method outlined before so we take as
given its spectrum {E(Q, i); |Q, i〉〉} (although these energies are not in fact
needed at any stage) and matrix elements ((f †aN+1))
Q
ω′ω from (B.12).
Now, |Q, i〉〉 are simultaneous eigenstates of HN+1,N and QN+1,N , so, just as
before, we can form a basis for HN+1,N+1 from the pair of states
|Q, i, 1)) ≡ |Q + 1, i〉〉 and |Q, i, 2)) ≡ f †bN+1|Q − 1, i〉〉. We then repeat the
calculation outlined previously to diagonalise HN+1,N+1 using the eigenbasis
of HN+1,N . As for the single lead (see (B.11)), the matrix elements
〈〈Q + 1, i′ |f †bN |Q − 1, i〉〉 = ((f †bN))Qi′ i (and their conjugates) can be used to
write down the matrix HN+1,N+1. However, it is computationally advanta-
geous to express these matrix elements in terms of the eigenbasis of HN,N .
Using |Q, i〉〉 = ∑p,j UQ,i,p,j|Q, p, j) it follows that,
((f †bN))
Q
i′ i =
∑
pjlm
U∗
Q+1,i′ ,l,mUQ−1,i,p,j(Q+ 1, l,m|f †bN |Q− 1, p, j)
=
∑
pjlm
U∗
Q+1,i′ ,l,mUQ−1,i,p,j[δj1δm1〈Q+ 2, l|f †bN |Q, p〉−
..− δj2δm2〈Q, l|f †bN |Q− 2, p〉]
=
∑
pl
U∗
Q+1,i′ ,l,1UQ−1,i,p,1〈Q+ 2, l|f †bN |Q, p〉−
..− U∗
Q+1,i′ ,l,2UQ−1,i,p,2〈Q, l|f †bN |Q− 2, p〉 (B.15)
Given an initial condition on (f †b0)ii′ the matrix elements ((f
†
bN))
Q
i′ i are there-
fore completely specified.
In preparation for the step HN+1,N+1 → HN+2,N+2 we find the matrix ele-
ments (((f †αN+1)))
Q
ii′ ≡ 〈〈〈Q+1, i|f
†
αN+1|Q−1, i
′〉〉〉, where the triple brackets
here denote eigenstates of HN+1,N+1: |Q, i〉〉〉 =
∑
mnWQ,i,m,n|Q, n,m)) for
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some W which is found numerically;
(((f †αN+1)))
Q
ωω′ =
∑
i,m,i′ ,l
W ∗
Q+1,ω′ ,i′ ,lWQ−1,ω,i,m((Q+ 1, i
′
, l|f †αN+1|Q− 1, i,m))
We expand |Q, i,m)) in terms of the eigenstates of
HN+1,N (|Q, i,m)) = δm,1|Q + 1, i〉〉 + δm,2f †bN+1|Q − 1, i〉〉) and evaluate (cf
(B.12)),
(((f †bN+1)))
Q
i′ i =
∑
n,m,p,l
W ∗
Q+1,i′ ,p,lWQ−1,i,n,m〈〈Q, p|fbN+1f †bN+1|Q, n〉〉δl2δm1
=
∑
n,m,p,l
W ∗
Q+1,i′ ,p,lWQ−1,i,n,mδl2δm1δnp
=
∑
n
W ∗
Q+1,i′ ,n,2WQ−1,i,n,1 (B.16)
for the case α = b and,
(((f †aN+1)))
Q
i′ i =
∑
n,m,p,l
W ∗
Q+1,i′ ,p,lWQ−1,i,n,m{δl1δm2〈〈Q+ 2, p|f †aN+1|Q, n〉〉..−
..− δm2δl2〈〈Q, p|f †aN+1|Q− 2, n〉〉}
=
∑
n,p
W ∗
Q+1,i′ ,p,1WQ−1,i,n,2〈〈Q+ 2, p|f †aN+1|Q, n〉〉..−
..−W ∗
Q+1,i′ ,p,2WQ−1,i,n,2〈〈Q, p|f †aN+1|Q− 2, n〉〉
for the case α = a. The matrix elements (((f †aN+1)))
Q
ii′ are found iteratively
from the initial condition (f †a0)ii′ (see (B.12)). The single NRG step HN,N →
HN+1,N+1 is thus achieved in two consecutive stages, HN,N → HN+1,N →
HN+1,N+1. It is only after the second diagonalisation that the spectrum of
HN+1,N+1 is computed and truncated.
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Appendix C
A possible scaling approach to
renormalised parameters
We have developed the first steps in a possible new scaling approach to renor-
malisation. The aim of this approach is to make the RPT self-contained: to
find a way of calculating renormalised parameters without recourse to the
NRG. A similar method has been developed and successfully applied to the
SIAM [34] [110] which relies of suppressing the spin fluctuations by applying
a very large magnetic field to the impurity. The renormalised parameters
then approach their mean-field values. This applied field is then incremen-
tally reduced, leading to flow equations for the renormalised parameters as
a function of the field. Here we explore an alternative method, in which
the renormalised parameters are calculated at weak coupling, and then the
coupling itself is incrementally increased. Specifically, we will show how the
quasiparticle weight for a model with bare coupling u+ δu can be calculated
in terms of that for a model with bare coupling u.
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The idea
We consider a renormalised perturbation expansion in terms of a bare cou-
pling δu of an interacting renormalised system with interaction u˜. This
approach is implemented in 3 steps:
1 Renormalise a model at interaction g1 = u+δu, so finding u˜u+δu, ∆˜u+δu
and ˜d,u+δu (≡ ˜u+δu henceforth). The familiar renormalisation point
P1 = {ω = 0, d = , g = u + δu} is chosen and the bare model is
particle-hole symmetric so that we set  = −(u+δu)/2 in all subsequent
calculations.
2 Renormalise this bare model at another, particle-hole symmetric, renor-
malisation point P2 = {0,  + δu/2, u}, leaving δu bare in the effective
Lagrangian.
3 Equate the above systems, so finding u˜u+δu, ∆˜u+δu and ˜u+δu in terms of
u˜u, ∆˜u, ˜u and δu. In the limit δu→ 0 we can then set up flow equations
for the renormalised parameters in terms of the bare interaction.
Connecting RPT at interactions u and u+ δu
Consider the bare (reduced) Lagrangian for the single-channel Anderson
model with coupling u+ δu,
L(ω; , u+ δu) =
∑
σ
d¯σ(ω)(ω − + i∆)dσ(ω) + (u+ δu)nd↑nd↓ (C.1)
The Grassmann fields can be re-scaled in the normal fashion, dσ → √zu+δud˜σ,
with zu+δu ≡ (1− ∂ωΣ(0; , u+ δu))−1 the quasiparticle weight, so that (C.1)
is re-written,
L(ω; , u+ δu) =
∑
σ
˜¯dσ(ω)(zu+δu(ω − + i∆))d˜σ(ω) + (u+ δu)z2u+δun˜d↑n˜d↓
(C.2)
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Defining the renormalised parameters in the normal way, viz.,
˜u+δu = zu+δu(+ Σ(0; , u+ δu))
∆˜u+δu = zu+δu∆
u˜u+δu = z
2
u+δuΓ(0, 0, 0, 0) (C.3)
we can re-express (C.2),
L(ω; , u+ δu) =
∑
σ
˜¯dσ(ω)(ω − ˜u+δu + i∆˜u+δu)d˜σ(ω) + u˜u+δun˜d↑n˜d↓..
..+ Lct(ω;λ1,u+δu, λ3,u+δu)
= L˜(ω; ˜u+δu, u˜u+δu|u+ δu) + Lct(ω;λ1,u+δu, λ3,u+δu) (C.4)
with the counter-term Lagrangian,
Lct(ω;λ1,u+δu, λ3,u+δu) =
∑
σ
˜¯dσ(ω)(λ2ω − λ1)d˜σ(ω) + λ3n˜d↑n˜d↓ (C.5)
The addition of the counter-terms,
λ1,u+δu = zu+δuΣ(0; , u+ δu)
λ2,u+δu = zu+δu − 1
λ3,u+δu = z
2
u+δu(u+ δu)− u˜u+δu (C.6)
ensures that (C.4) is an identity - no approximations have been made at this
stage. The notation L˜(ω, , u + δu|u + δu) is important; the seemingly re-
dundant fourth argument indicates that the theory is to be renormalised at
its bare interaction point P1 = {ω = 0, d = , g = u + δu}. We could, how-
ever, pick another renormalisation point, say P2 = {0,  + δu/2, u}, without
affecting the LHS of (C.4). It follows that,
L˜(ω; ˜u+δu, u˜u+δu|u+ δu) + Lct(ω;λ1,u+δu, λ3,u+δu) = ..
..L˜(ω; ˜u−zuδu/2, u˜u + z2uδu|u) + Lct(ω;λ1,u, λ3,u) (C.7)
This equation1 (C.7) connects the RPT for a model with bare coupling u +
δu at renormalisation point u + δu to that at renormalisation point u. To
1The model renormalised at u contains a “leftover” bare interaction z2uδu. The scale
factor z2u signals the incipient renormalisation of this term, reflecting the fact that it
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relate the effective parameters at each renormalisation point we compare the
interacting Green’s functions for the LHS and RHS of (C.7). The procedure
for the model renormalised at u + δu is straightforward and familiar, and
involves a low-frequency expansion of the self energy Σ(ω; , u + δu) about
the renormalisation point Σ(0; , u+ δu);
[GR(ω)]
−1 = ω
z−1u+δu︷ ︸︸ ︷
(1− ∂ωΣ(0; , u+ δu))−
z−1u+δu˜u+δu︷ ︸︸ ︷
(+ Σ(0; , u+ δu)) +
iz−1u+δu∆˜u+δu︷︸︸︷
i∆ ..
..−
z−1u+δuΣ˜(ω;0,u˜u+δu|u+δu)︷ ︸︸ ︷
Σrem(ω; , u+ δu) (C.8)
leading to the equations (C.3) for the effective parameters.
However, when the renormalisation point P2 = {0, + δu/2, u} is chosen, the
self-energy Σ(ω; , u+ δu) must be Taylor-expanded about Σ(0; + δu/2, u),
viz.,
Σ(ω; , u+ δu) =
∞∑
n=0
(ω∂ω + δu∂u − (δu/2)∂)nΣ(0; + δu/2, u) (C.9)
In order to construct an RPT we first isolate the first and second terms from
the sum (C.9),
Σ(ω; , u+ δu) = Σ(0; + δu/2, u)..
..+ (ω∂ω + δu∂u − (δu/2)∂)Σ(0; + δu/2, u) + Σ¯rem(ω; , u+ δu) (C.10)
where we have formally defined the remainder,
Σ¯rem(ω; , u+ δu) ≡
∞∑
n=2
(ω∂ω + δu∂u − (δu/2)∂)nΣ(0; + δu/2, u) (C.11)
and assumed Im{Σ(ω; , u + δu)} ∼ ω2. (N.B: we will later take ω  1
and δu  1 and so put terms of order δunω, n ≥ 1 into Σ¯). Re-grouping
terms allows us to re-express (C.8) in terms of effective parameters at the
already (i.e. even at the bare level) corresponds to interactions between the quasiparticles
of a related model.
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new renormalisation point P2;
ωzu −
z−1u ˜u︷ ︸︸ ︷
(+ δu/2 + Σ(0; + δu/2, u)) +
δu
2
x−1︷ ︸︸ ︷
(1− 2duΣ(0; + δu/2, u)) ..
..+
iz−1u ∆˜u︷︸︸︷
i∆ −
z−1u ˜¯Σ(ω;0,u˜u+z2uδu|u)︷ ︸︸ ︷
Σ¯rem(ω; , u+ δu) (C.12)
with zu = (1−∂ωΣ(0; + δu/2, u)). Note that we have used the particle-hole
symmetry condition  = −(u + δu)/2 to re-write the partial derivatives in
(C.10) in terms of a total derivative: ∂u − ∂/2→ du. Additionally, particle
hole-symmetry implies ˜u = 0, thus constraining the zero-frequency bare
self-energy - Σ(0;  + δu/2, u) = u/2 - and so allowing us to set x−1 = 0 in
(C.12).
From the definition of the remainder term (C.10) the modified renormalisa-
tion conditions on ˜¯Σ follow naturally:
˜¯Σ(0; 0, u˜+ z2uδu|u) = 0
∂ω
˜¯Σ(0; 0, u˜u|u) = 0
Γ˜(ω = 0; ˜d = 0, u˜u|u) = u˜u
du
˜¯Σ(0; 0, u˜u|u) = 0 (C.13)
Setting ˜u+δu = ˜u = 0 from the outset and equating (C.8) and (C.12) gives
z−1u+δu{ω − Σ˜(ω; 0, u˜u+δu|u+ δu)} = z−1u {ω − ˜¯Σ(ω; 0, u˜u + z2uδu|u)} (C.14)
Putting ω = 0 and using the first2 renormalisation condition, Σ˜(0; 0, u˜u+δu|u+
δu) = 0, gives a consistency check: both sides of (C.14) vanish. Differentiat-
ing with respect to ω and setting ω = 0 we find,
zu+δu = (1− ∂ω ˜¯Σ(0; 0, u˜u + z2uδu|u))−1zu (C.15)
The challenge is then to evaluate (C.15), which may be done using second-
order diagrams for the self-energy when u < 1 (for small enough δu). It is
2Note that when the model is renormalised at u it follows that ˜¯Σ(0; u˜u + z
2
uδu|u) 6= 0
in general.
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then hoped that resummation in an appropriate scattering channel will give
access to the strong correlation regime.
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