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Abstract 
The a-game, introduced by Sutner, is a combinatorial game played on a graph G and is closely 
related to the a-automaton first studied by Lindemnayer. A related game is the o+-game. In this 
article, we study the a-game (a+-game) played on the rectangular grid { 1,2,. . , m} x { 1,2,. . . , n}. 
We analyse the o+-game by studying the divisibility properties of the polynomials p”(d) which 
we have introduced here. (Similar polynomials were earlier studied by Sutner). We give a 
simple algorithm for finding the number of solutions for the cr+-game and also give a necessary 
and sufficient condition for the existente of a unique Solution for the a+-game, thus partially 
answering a question posed by Sutner. Further, we compute the number of solutions of the a’- 
game when one of n, m is of the form 2k - 1. Finally, we look at the a-game and the c+-game 
played on cylinders and tori and give necessary and sufficient conditions for the existente of 
unique solutions for these games. 
1. Introduction 
The o- game is a combinatorial game played on a graph G = (V, E) which was 
introduced by Sutner in [lO]. It is related to a battery-operated toy MERLIN, discussed 
in [7] by Pelletier. In the o-game, each vertex assumes one of two states, viz., 0 or 1. 
One may think of 0 as the OFF state and 1 as the ON state. An assignment of states 
to the vertices will be called a conjiguratiun. Thus a configuration simply gives a 
description of the states of the vertices at any given instant. If, for instance, the un- 
derlying graph is a rectangular grid then a configuration is simply an array of 0’s and 
1’s and tan easily be identified with a subset of the set of grid Points or with a 0- 1 
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matrix. A move in the cr-game consists of the player choosing a vertex. If the vertex 
v is Chosen, then the states of all the neighbouring vertices Change. The Opponent 
chooses two configurations X, (the Source configuration) and X, (the target configu- 
ration). To win, the player has to find a sequence of moves that will transform X, 
to X,. Such a sequence of moves will be called a solution for (X,, X,) and when a 
Solution exists (X,, X,) will be called a winning pair. The af-game is defined in much 
a similar fashion-here a move v will Cause the state of v as well as the states of all 
the neighbouring vertices to Change. 
One tan think of the set of configurations %?g as a vector space over GF(2), the 
trivial field consisting of 0 and 1, where + denotes addition modulo 2. It is not hard 
to see (cf. [ 101) that a sequence of moves by the player does not depend on the 
Order in which the vertices are Chosen and hence tan be ident@ed with a subset oj’ 
V. Thus a sequence of moves tan be thought of as a con$guration. Denote by a(Z) 
the configuration obtained from the all-Zeros configuration 0 when the player chooses 
the configuration Z. Similarly, define a+(Z) for the o+-game. As shown in [lO], both 
0, o+ : VS H Vy are linear and 
a(Z) = AZ; o+(z) = (A + Z).Z ; (1) 
where A is the adjacency matrix of the graph G. Note that in (1 ), Z is a configuration 
and hence tan be thought of as a column vector of 0’s and 1’s. Also, observe that (cf. 
[ 101) if X, is the source configuration Chosen by the Opponent and 2 the configuration 
Chosen by the player, then the resulting configuration is simply a(Z) +X,. Thus Z is 
a Solution for (X, ,X,) iff cr(Z) +X, = X, iff o(Z) = 1, + X,. 
Thus the number of solutions for a winning pair (X,, X,) is 2k (respectively, 2k+), 
where k (respectively, k+) is the dimension of the kerne1 of the linear map o (respec- 
tively, a+) in the case of the o-game (respectively, a+-game). 
Sutner [ 101 has shown that when G is the rectangular grid P,,,,, on vertices { 1,2,. . . , 
111) x {1,2,..., n}, then the number of solutions is 2k, where k = gcd(m + 1, n + 1) - 1. 
The Problem for of remained open. 
In this article we shall give a different proof of Sutner’s result that is, perhaps, 
more transparent and general. We obtain it by introducing a sequence of polynomials 
p,(n) (see below) and then calculating the dimension of the kerne1 of p,(A), A be- 
ing a suitable matrix. Similar polynomials, denoted by z,,, were introduced by Sutner 
in [8] and their coefficients explicitly obtained. Our main technique for analysing the 
a+-game is to examine the divisibility properties of these polynomials pn(A) which 
were hardly touched upon by Sutner in [8]. Our method yields a simple algorithm 
for finding the dimension of the kerne1 of o+ and also gives a necessary and suf- 
ficient condition for the reversibily of o + thus partially answering a question posed 
by Sutner in [8]. (See 4.2 below.) Furthermore, we explicitly compute the number 
of solutions of the cr+-game in the case when one of m,n is of the form 2k - 1 
(cf. 4.6). Lastly, we look at the o-game and the a+-game played on cylinders and 
tori. 
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2. Twodimensional cellular automata 
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A two-dimensional cellular automaton (CA) is a discrete dynamical System consisting 
of an m x n array of cells or sites. At any given instant, each cell assumes state 0 or 1. 
The cell values evolve synchronously in discrete time Step. The state of a cell at time 
t + 1 depends on the states of its neighbours (specified in advance) according to a 
certain local rule. For instance, in the simplest case, the state of each cell at time t + 1 
is the sum (modulo 2) of the states of its nearest vertical and horizontal neighbours. 
Thus, the state of cell (i,j) at time t + 1, denoted by c$‘, is given by 
c!?’ = Cf 
'>J 2-l,j + d+l,j +c~,/-I +ci,j+i (mod2). (2) 
(Observe that we take ~0,~ = cf,, = c: n+l = CL,, i = 0). For a detailed study of cellular 
automata and their various applications one is refered to the fundamental Paper of 
Wolfram [ll]. The Paper of Martin et al. [5] gives an excellent algebraic treatment of 
additive CA. 
As in [lO] we shall cal1 such an automaton a cr-automaton. Define a conjiguration 
of a CA to be a map from the set of grid Points to (0, 1) so that a configuration tan 
be thought of as an m x n array or matrix of 0’s and 1’s. Thus a configuration simply 
gives the states of the cells at any given instant. If X denotes the configuration at time 
t, let T(X) denote the configuration at time t + 1. Then for the a-automaton on Pm,n, 
it is not hard to check that 
T(X)=A,.X + X.A,, 
where A, denotes the m x m tridiagonal matrix 
(3) 
‘0100.. .o 
1010.. .o 
OlOl...O 
00101..0 
. . . . . . . 
OO...lOl 
,00...010 
over GF(2). Observe that the matrix A, is simply the matrix that specifies the vertical 
dependency of each cell. Similarly, the matrix A, is the matrix specifying the horizontal 
dependency.The connection with the o-game is seen as follows. (See [lO] for details). 
In the ogame played on P,,,, if the Source configuration is the null configuration 0 and 
the player chooses the configuration X, then the state of the cell (i,j) will be affected 
only by those cells in its neighbourhood that were Chosen by the player. Consequently, 
the state of the (i, j)th cell ai,j is given by 
ai,i = Xl,j-i + Xi,j+i + Xi-i,j + Xi+i,j (mod 2); 
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where X is the configuration Chosen by the player and xi,j denotes the state of the cell 
(i,j) which is 1 if Chosen by the player; 0 otherwise. Comparing this with equation 
(2), one easily sees that for the o-game played on P,,,, 
o(X) = A, *x + X.A,. (4) 
Analogously, one tan define the af-automaton. Here, the state of a cell at time t+ 1 
is the sum (modulo 2) of the states (at time t) of the nearest vertical and horizontal 
neighbours as well as the state of the cell itself. In the case of the o+-automaton, 
configuration X yields in one time step the configuration 
a+(x) = A, .X + X.A,f, (5) 
or equivalently, 
a+(x) = AL .x + X.A,; 
where Al = Ak + Ik; lk being the k x k identity matrix. 
3. The number of solutions on P,,,,,, 
As observed in the introduction, to find the number of solutions of the o-game 
(respectively, cr+-game), it suffices to find the dimension of the kerne1 of the linear 
map o (respectively, cf). If X is a configuration (regarded as a matrix), let X(i) denote 
the i th column (regarded as a column vector). Then the following result of Sutner 
[lO] characterizes the configurations in ker(a), the kerne1 of (r. 
Proposition 3.1. The conjiguration X is in the kerne1 of o if euch column X(i,, 1 < 
i<n, satisjes the recurrence 
x(i) =A, ‘x(i-1) +&-2) and X&+l) dAf A, +X&, +XC,_lj = 0; 
where X&, = 0. 
Similarly, for the o+-game we have 
Proposition 3.2. X E ker(o+) z&f 
x(i) = AZ . x(i-1) + 4t-2)3 1 < i<n, 
and 
Let J+,,(A) (respectively, p;(n)) denote the characteristic polynomial of A, (respec- 
tively, Am). The crucial Observation is that pm(n) satisfies a recurrence relation similar 
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to that in Proposition 3.1. (Note that all polynomials are over GF(2). For an explicit 
description of the coefficients, see [8].) 
Proposition 3.3. Let po(A) = 1 and pl(n) = 2. Then ~~(2) is given by the recurrence 
Pn(n) = APn-l(A) + Pn-2(A). 
Proof. 
F%(n) = IA, - ull 
210.. . . 
1AlO.. . 
=OlAlO.. 
. . . . . . . 
. . . . 0 1 A 
110.. . . 
1AlO.. . 
=AO 1 A. 10.. 
. . . . . . . 
. . . . . 1 3, 
1 1 . . 
= APn-l(A-) + 
1 A 1 
. . . . 
. . . 1 AI (n-2)X(P2) 
1 1 0 . . . 0 
3AlO..O 
3 1 A 1 . . 0 
. . . . . . 
. . . . . 1 A 
(7) 
(fl-l)X(n-1) 
= ~Pn-l(A) + p,-,(n). 0 
A column (respectively, row) n-vector x is said to be in the kerne1 of an n x n 
matrix A if A x = 0 (respectively, XA = 0). Clearly, for a symmetric matrix the row 
kerne1 and the column kerne1 are isomorphic. 
Propositions 3.1 and 3.3 yield 
Theorem 3.4. There is a one-one correpondence between ker(o) and the kerne1 of 
p,(A,). (Note that p,(A,) is an m x m Symmetrie matrix.) 
Proof. If an m x n matrix X is in ker(a), then by Proposition 3.1 the column vectors 
X(i) satisfy the recurrence relation 
x(i) = An& + X(;-2) and X(,+I) dzf A,,&, +X(,_,) = 0. 
We shall show by induction that 
X(i) = pi-l(AnZ) ‘x(l)? 1 <i<n. 
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To see this, observe that 
X(i+l) = AJ(i) + x(i-l) 
= A, . pi_l(A,) .X(l) + pi_z(A,) .X(l) (by induction hypothesis) 
= (Am . Pi-l(Am) + pi-2(&)) ‘x(l) 
= pi(A,) .Xc,, (by Proposition 3.3). 
Hence, 
So X(i) belongs to the kerne1 of p,(A,). Thus with each X E ker(a) we associate the 
first column vector X(i) which is in the kerne1 of p,(A,). Further, if a column vector 
X’ is in the kerne1 of p,(A,), then we define a sequence { &, 1 <i<n} of column 
vectors by the recurrence 
Y, = x’, K = Am . Yi_1 + K-2. 
Then 
Y n+l dzf A, . Y, + Y,_l 
= pn(&). r(l) = pn(An) .X’ = 0 
By Proposition 3.1, the matrix Y whose columns are yi’s is in the kerne1 of (T. Hence 
the map is onto. To Show that it is one-one, let X,Y be in ker(o) and suppose X(i) = 
Yci ). Invoking Proposition 3.1 we see that X(i) = Y(i), for all i, 1 < i < n, and hence 
X = Y. So the map is one-one. 
This completes the proof. 0 
Given a matrix X, let X(‘) denote the ith row vector. Interchanging the role of A, 
and A, and working with row vectors instead of column vectors one tan similarly 
Show 
Theorem 3.5. There is a one-one correspondence between ker(a) and the kerne1 of 
P,(A, ). 
Thus we have 
Corollary 3.6. The kernels of a,pn(Am) and p,,,(A,) haue the same dimension. 
As an immediate consequence of this we have 
Corollary 3.7. The m x m matrix p,_i(A,) is invertible. 
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Proof. We prove this by induction on m. At the base step, we take m = 3. Now, 
which is clearly invertible. For the inductive Step, observe that by Corollary 3.6, the 
kerne1 of p,_i(A,) has the same dimension as that of p,(A,_i). Now 
Pm(&-1) = A-1 . Pm-l@m-1) + Pm-2(‘4m-1). 
By Caley-Hamilton theorem p,_i(A,_i) = 0 and hence 
Pmw?I-I > = Pm-2G4Jn-1). 
By induction hypothesis, pm-z(A,_i) is invertible. Hence p,(A,_i) is invertible and 
consequently, p,,_i(A,,,) is invertible. IJ 
We now show that the dimension of ker(o) is gcd(m + 1, n + 1) - 1. But first we 
prove 
Proposition 3.8. For n 2 m we have the following recurrence 
Pn(A) = Pn-m(A)Pm(~) + Pn-m-l(n>Pm-l(n>. 
(Take p_*(A) = 0). 
Proof. We prove this by induction on n. If n = mt 1 the result is obvious. So assume 
that n > m+ 1. Now 
PE(n) = AP,-l(A) + Pn-2(A) 
= ~{Pn-m-l(~)Pm(lZ) + Pn-m-2(~)Pm-l(~~>) 
+ {Pn-m-2@)Pm(A) + Pn-m-3(~)Pm-l(~)1 
(by induction hypothesis) 
= {APn-m-l(A) + Pn-m-a(~))Pm(A) 
+ {~Pn-r?-2(~) + Pn-m-3(A))Pm-l(~> 
= Pn-m(~>Pm(A) + Pn-m-l(~)Pm-l(A). 0 
Corollary 3.9. For any positive integer k we have 
P2dA) = (PdA) + Pk-lW12 
and 
(8) 
(9) PZk+l(A) = nPk@) 
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Proof. We shall prove the second equation, the proof of the first equation is similar. 
By Proposition 3.8 we have 
P2!f+1(1) = Pk(n)Pk+l(n) + Pk-l(A)Pk(A) 
= Pk(A){Pk+l(A) + Pk-l(n)I 
= p,(A).Apk(A) (by equation (7)) 
= np&.>. 0 
We now prove the main result of this section due to Sutner [lO]. 
Theorem 3.10. The dimension of ker(o) is gcd(n + 1,m + 1) - 1. 
Zn particular, a is invertible sff gcd(n + 1, m + 1) = 1, i.e. 13 n + 1 and m + 1 are 
relatively Prime. 
Proof. By Corollary 3.6 it suffices to prove that the dimension of the kerne1 of pn(A,) 
or of the kerne1 of pm(A,) is gcd(n + 1, m + 1) - 1. 
W.1.o.g. assume n am. Let 6 denote the required dimension. If m + 1 divides n + 1, 
then gcd(n + 1, m + 1) - 1 = m and n + 1 = q(m + 1) for some integer q. By Proposition 
3.8, we have 
p,(A,) = Pn-m&)Pn@,) + Pn-m-1c4n)Pm-1G4n)~ 
But p,(A,) = 0 and by Corollary 3.7 p+l(A,) is invertible. Hence 6 is equal to the 
dimension of kerne1 of p,,-,,_l(A,). Repeating the above process q - 1 times we find 
that the dimension 6 is equal to that of the kerne1 of p,(A,), which is the null m x m 
matrix. Hence 6 = m and we are done. So assume that m + 1 does not divide n + 1. 
By the Euclidean algorithm, choose a sequence of integers rl > r2 > . . . > rk = rkfl 
such that for some integers ql,q2,. . . ,qk+l, 
n + 1 = ql(m + 1) + rl 
m + 1 = q2rl + r2 
rl = 43r2 + r3 
rk-1 = qk+lrk + rk+l 
and 
rk=I;b+l=gcd(n+l,m+l). 
We shall prove by induction on i that 6 equals to the dimension of the kerne1 of 
pr,+, _l(A,_l ). First observe that, by the argument given above, the dimension 6 of 
the kerne1 of pn(Am) is equal to that of the kerne1 of P~-~-~(A~), and hence (by 
repeating the argument q1 times), to that of the kerne1 of P~-~,(~+~)(A,) = P~,_~(A,,,). 
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But by Corollary 3.6, the dimension of the kerne1 of pI,_l(A,) is the same as that of 
the kerne1 of P,(A,,_~). Thus 6 is the dimension of the kerne1 of p,(A,, -, ). Now if 
we argue as above with m playing the role of n, YI - 1 playing the role of m and q2 
playing the role of 41, we find that 6 is equal to the dimension of the kerne1 of the 
matrix pTZ_~(Arl -1). The inductive step tan be obtained in exactly the same manner. 
Thus 
6 = dimension of ker(p,+,_i(A,_t)). 
But Q+~ = Vk and the use of Caley-Hamilton theorem immediately Shows that 
6=?j_l=gcd(n+l,m+l)-1. 
This completes the proof. 0 
It is well known (cf. [4]) that the matrix equation 
A.XtX.B=C 
has a unique Solution iff f(A) and g(A) are relatively Prime, where f(A) and g(A) are 
the characteristic polynomials of A and B respectively. In our case, this means that the 
linear map a is invertible iff p,(i) and p,(1) are relatively Prime. Thus we have the 
following interesting result. 
Theorem 3.11. p,,(n) and p,(A) are relatively Prime ifSn+ 1 and m+ 1 are relatively 
Prime. 
4. The u+-game 
The analysis of the a+-game is very similar to that of the o-game which was done 
in Section 3. We state without proof the following which tan be established exactly 
as in the case of the o-game. 
Theorem 4.1. There is a one-one correspondence between ker(o+) and the kernels of 
pn<$> and p,dAZ>. 
In particular, the kernels of (o+), pn(Am), and p,,,(An) haue the same dimension. 
Remark. Unlike the a-game, the above theorem does not give us a nice expression for 
the number of solutions of the o+-game. Nevertheless, it does give us an algorithm 
to compute the number of solutions. To this end, one simply computes the matrix 
p,(Az) (or the matrix pm(Az)) using the recursion in (7) and then find the rank of 
the resulting matrix. This, however, is not a very efficient algorithm but in certain cases 
it may be relatively easy provided we know the form of p,,(A). This we shall smdy 
below. 
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Now observe that p:(A), the characteristic polynomial of AZ, satisfies 
p;(n) = p,(l - 1) = pn(1 + 2). 
Since the linear map a+ is given by Eqs. (5) or (6), arguing as in Theorem 3.11, we 
see that o+ is one-one iff pm(A) and pn( 1 + A) are relatively Prime iff pm( 1 + A) and 
p,(A) are relatively Prime. Thus we have 
Theorem 4.2. The af-game has a unique solution ifs p,,,(A) and p,,( 1 + A) are rela- 
tively Prime tfs p,,,( 1 + 1) and p,,(A) are relatively Prime. 
Remark. Theorem 4.2 gives us an algorithm to test whether the a+-game played on 
the rectangular m x n grid has a unique Solution or not. One simply computes pm(A) 
and pm( 1 + A) using Eq. (7) and then test whether these two polynomials are relatively 
Prime. 
In Order to apply Theorem 4.2 more efficiently in certain situations we obtain some 
simple properties of the polynomials p,(A)‘s which are interesting in their own right. 
(These polynomials were also introduced in [S] as n,, and some of the results mentioned 
here were obtained. But the divisibility properties studied here were hardly touched 
upon in [8].) 
Theorem 4.3. prn_ l(A) divides p,,(A) tff n E m - 1 mod m. 
In particular, (putting m = 2,3) A. is a factor of p,(A) tjf n is odd and (1 + A) is 
a factor of p,,(A) ifSn E 2 mod 3. 
Similarly, (1 + A + A2) is a factor of p,,(A) ifs n E 4 mod 5. 
Proof. First observe that by the recurrence in Proposition 3.8 we have 
P,(A) = Pm-l(~)Pn-m+l(A) f Pm-2(~)Pn-d~) 
Since p,_,(A) and p,-2(A) are relatively Prime, by Theorem 3.11, it follows that 
pm-i(A) divides ~~(2) iff it divides P.-~(A). By Euclidean algorithm, there exist 
integers q and r, O<r < m, such that 
n=mq+r. 
Repeating the above argument (q times) we see that p,_,(A) divides ~~(1) iff it 
divides pn-&A)=pJA), where r=O, l,..., m - 1. Since p,_,(A) cannot divide p,(A) 
for r <m - 1, r must be m - 1. Thus ~~(1) divides pn(A) iff n E m - 1 mod m. 0 
In the case of one-dimensional grid, i.e. when n = 1, we have pn( 1 + 1) = (1 + A.). 
Hence, the cf-game has a unique Solution iff (1 + A) is not a factor of p,(A), i.e. iff 
m $2 mod 3. 
The following tan be easily proved by induction. It also follows from the explicit 
description of the coefficients of p,(A) given in 3.12 of [8]. (See also 3.14 of [8]). 
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Theorem 4.4. 1. If n = 2k - 2, then 
p,(i) = p-2 + /p-2’ + p-*3 + . . . + 1. 
2. If n = 2k - 1, then 
p,(A) = A”. 
3. If n = 2k, then 
pn(l) = n2k + P-2 + p-2’ + + 1. 
Proposition 4.5. 1. If m is of the form 2k - 1 and n is of the form 2’ - 1, then the 
o+-game has a unique solution. 
2. If’ one of m, n, say m, is of the form 2k - 1, then the number of solutions of the 
o’-yame is 2”, where s is the dimension of the kerne1 of the matrix (Ai)“. 
3. If m is odd and n c 2 mod 3 (or vice versa), then o+ is not invertible. 
Similarly, if m, n E 4 mod 5, then IJ+ is not invertible. 
Proof. 1. By Theorem 4.2, the a+-game has a unique Solution iff pm(A) and pn( 1 + 1) 
are relatively Prime. By Theorem 4.4, ~~(1) = A” and p,(l + n) = (1 + L>“. Hence 
p,(3,) and pn( 1 + 2) are relatively Prime and so o+-game has a unique Solution. 
2. By Theorem 4.1, the number of solutions of the o+-game is 2’, where s is the 
dimension of the kerne1 of pm(Ai) = (An)“, by Theorem 4.4. Hence the result. 
3. If m is odd then ,J is a factor of p,(A). Further, if n E 2 mod 3, then (1 + 2) is 
a factor of ~~(2) and hence A is a factor of p,( 1 + n). So, by Theorem 4.2, cr+ is not 
invertible. 
The last assertion tan be proved similarly. 0 
Remark. In the case of the MERLIN graph (cf. [7,10]) we have m = n = 3 = 2* - 1 
and hence the game has a unique Solution. 
We now compute the exact number of solutions of the cr+-game in Proposition 
4.5(2). 
First observe that An is the characteristic matrix [l] of a one-dimensional CA con- 
sisting of n-cells which evolve according to Rule 150 under null boundary conditions. 
In other words, the states of the cells evolve synchronously in discrete time Steps and 
the state of each cell at time t + 1 is simply the sum (modulo 2) of the states of the 
nearest neighbours and the state of the cell itself at time t. For the boundary cells, 
the left (right) neighbour of the extreme left (right) cell is assumed to be always in 
state 0. Ifx = (XI,..., x,) denotes the configuration at time t, then the configuration at 
time t + 1 is given by Ai. xT. Thus to find the kerne1 of (An)“, we need to find all 
configurations x that evolve to the null configuration in m time steps under Rule 150 
with null boundary conditions. 
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Given a configuration a = (at,. . . , a,), let 
a* =(O,a* )..., a,,0,a,,a,_1,..., Ul) (10) 
Then it is not hard to see (cf. [5, 4F]) that a evolves to the null configuration in m 
time steps under Rule 150 with null boundary conditions iff u* evolves to the null 
configuration in m time Steps under Rule 150 with periodic boundury conditions. Thus 
to find the cardinality of (Ai)“, it suffices to count the number of configurations of 
the form (10) that evolve to the null configuration in m time Steps under Rule 150 
with periodic boundary conditions. 
Let TN denote the characteristic matrix of an N-cell Rule 150 CA with periodic 
boundary conditions. Then (cf, [l]) 
llO...Ol 
lllO...O 
. . . . . . . . 
100..011 
Also observe that if n $2 mod 3, then .4: is invertible. To see this, let pn denote the 
determinant of Az. As in the proof of Proposition 3.3, one tan Show that 
pn = /hl-l + b-2. 
Hence, 
/&I = ,h-1 + /b-2 = hl-2 + CL,-3 + PL,-2 = PL,-3. 
Since n $2 mod 3, it follows that pL, = p3 or p4 and hence p,, # 0. 
So assume that n E 2 mod 3. The number of cells in (10) is clearly 2n+2 E 0 mod 6. 
Put N = 2n + 2. 
For any integer K, let 4(K) denote the largest integer 2j that divides K. Cal1 a 
vector (configuration) x = (nt , . . . ,xN) a pulindrome if the coordinates read the Same 
both ways, i.e. if Xi = xN+t_j. We first prove 
1. The kerne1 of TN consists of four elements of which two (one of them null) ure of 
the form (10) und two (one null) ure palindromes. 
Proof. Plainly, x = (XI , . . . ,XN) is in the kerne1 of TN iff TN. xT= 0, i.e. iff 
XN + x1 + x2 = 0, 
Xl +X2 +X3 =O, 
. . 
XN-1 +xN +xl = 0. 
This is equivalent to saying that 
x1 +x2 +x3 = 0 
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and for all i, 1 <i<N, 
Xi = x(i+3) mod N. 
Thus there are four choices for the coordinates of x of which exactly one non-null 
vector is of the form (10) and one non-null vector is a palindrome. 0 
Let 
K(m,N) = {x:x is an N-vector of the form (10) and (TN)“.XT = 0}, 
L(m, N) = {x:x is a palindrome and (TN)“.x~ = 0) 
It is easy to see that, 
K(m + 1,N) = { x:x is an N-vector of the form (10) and T,v.xT E K(m,N)}, 
L(m + 1,N) = { x:x is a palindrome and TN.x~ E L(m, N)} 
Hence by 1, 
card(K(m,N))<2card(K(m - l,N))< .. . d2m-‘card(K(l,N)) = 2”‘. (11) 
Similarly, we have 
card(L(m,N))<2”. 
We now prove by induction on D = Dz(N) that 
(12) 
2. If m a power of 2 and m<Dz(N), then 
card(K(m, N)) = card(l(m, N)) = 2m. 
Furthermore, ker((TN)o) = ker((TN)‘o) and card(ker((T~)D)) = 4D. 
F’roof. Base Step: D = Dz(N) = 2. 
Since N E 0 mod 6, it is easy to see that in this case N E 6 mod 12. Here we need 
to show that 
card(K(2, N)) = card(l(2, N)) = 4, 
card(ker( TN)) = 42 
and 
ker((TN)2) = ker((TN)4). 
It is not hard to check that 
x = (x,,xz ,..., XN) E ker((T,v)2) 
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iff for all i, 1 < i <N, 
xi + x(i+2) mod N + X(i+4) mod N = 0. 
or, equivalently, iff 
x1+x3+x5=0, 
x2 + x4 + X6 = 0, 
and for all i, IG i <N, 
Xi = x(i+6) mod N. 
Thus if x is of the form (lO), then xt = 0 and hence x2 and x4 are either both 0 or 
both 1. Further, since N is of the form 12k + 6 and n is of the form (IO), we have 
X@+J = 0 and so x4 = 0. Hence x2 and xg are either both 0 or both 1. Consequently, 
there are four choices for the coordinates of x and so K(2,N) has four elements. 
Finally, note that there are four choices for xr ,xg, xg and four choices for ~2, x4,xg and 
hence in all sixteen choices, i.e. card(ker(Ti)) = 16. 
To see that L(2,N) has four elements, observe that if x is a palindrome whose 
coordinates satisfy the equations above, then 
xl = X12kt6 = x6, 
x2 = X12k+5 = x5, 
x3 = X12k+4 = x4> 
and thus the odd coordinates of x are just the even coordinates in reverse Order. Since 
Xl +x3 +xs = 0, 
there are four choices for the coordinates of x which are in kerne1 of (TN)~ and are 
palindromes, i.e. card(l(2, N)) = 4. 
Further observe that x is in kerne1 of (TN)~ iff 
Xl + x5 + x9 = 0, 
x2 + xfj + XlO = 0, 
x3 +x7 +x11 = 0, 
x4 + x8 + xl2 = 0, 
and 
Xi = x(i+l2) mod N. 
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But N = 12k + 6. Thus Xi =x(i+]2)modN implies that xi =x(j+6) mOd N. Hence the preceding 
equations are equivalent to 
XI + xg + x3 = 0, 
x2 + %j + x4 = 0 
and 
Xi = x(i+6) mod N. 
From this it follows that x is in the kerne1 of (TN)~ iff it is in the kerne1 of (TN)~. 
Chis completes the base Step. 
Znductive step: Let N E 0 mod 3 such that Dz(N) = 2d, with d 22. Then, plainly 
Dl(N/2) = d. Put N/2 = N’. Fix M of the form 2k such that m <2d. Then m/2 = 
2k-’ Gd. By induction hypothesis, 
card(K(m/2, N ‘)) = card(L(m/2, N ‘)) = 2m/2. 
A little bit of calculation Shows that (TN)~ acting on an N-vector is equivalent to TN 1 
acting on the even coordinates and T N’ acting on the odd coordinates. Also, for an N- 
vector of the form (1 0), the odd coordinates form an N ‘-vector of the form (10) and the 
even coordinates form a palindromic N’-vector. Since TN acting successively m times 
is equivalent to (TN)~ acting successively m/2 times, it follows that an N-vector of the 
form (10) is in the kerne1 of (TN), iff the N ‘-vector formed with the odd coordinates is 
of the form ( 10) and in the kerne1 of ( TN I )m/2 and the N’-vector formed with the even 
coordinates is a palindrome in the kerne1 of (TN 1) m/2. By induction hypothesis, there 
are 2mi2 N ‘-vectors of the form (10) in the kerne1 of (TN J)“‘/~ and 2m/2 palindromic 
N’-vectors in the kerne1 of (TN~) d2 Hence there are 2”12 x 2”12 = 2”’ N-vectors of . 
the form (10) in the kerne1 of (TN)~, i.e. card(K(m,N)) = 2”. 
To see that card(L(m,N)) = 2”‘, first observe that if m < 2d, then as m and d are 
both powers of 2, we have m Gd. Hence by induction hypothesis, card(L(m, N ‘)) = 2”. 
If v is an N ‘- vector which is a palindrome, then clearly v* v (i.e. the concatenation) 
is an N-vector which is also a palindrome. Hence, there are at least 2” palindromic 
N-vector which are in the kerne1 of (TN)~. But by (12) card(L(m,N))d2” and so 
card(L(m, N)) = 2”‘. 
Now, suppose m = 2d. Here we need to show that there are 22d palindromic N- 
vectors which are in the kerne1 of (Ti)“. A vector x = (XI,. . . ,X,AJ) is a palindrome 
iff the odd coordinates at-e the same as the even coordinates in reverse Order. Further, 
Ti applied to an N-vector is equivalent to TN, applied to the odd coordinates and 
T, I applied to the even coordinates. Thus to find card(L(2d, N)) it is enough to find 
the number of N ‘-vectors in the kerne1 of ( TN I )d. By induction hypothesis, there are 
4d = 22d vectors in the kerne1 of (TN I )d and hence card(L(2d, N)) = 22d. 
Finally, given x= (xi ,..., x~), let xd = (xt,xs ,..., xN_i) and xeV = (X2,X4 ,..., XN). 
Then, x is in kerne1 of (TN)~~ only if xd and x,, are both in the kerne1 of ( TN~)‘~, 
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i.e. only if &d and xeV are in kerne1 of (TN~)~, by induction hypothesis, i.e. only if x 
is in the kerne1 of (Tut )d. This shows that 
ker((T,v)4d) = ker((TN)2d). 
A similar argument Shows that card(ker((T,v)2d)) = 42d. 
This completes the proof of the inductive step and hence of 2. 0 
We are now in the Position to prove the following. 
Theorem 4.6. Suppose m is of the form 2k - 1. Zf n f 2 mod 3, then the a+-game 
has a unique Solution. Zf n E 2 mod 3, then the number of solutions is 2D2(2ni2) if 
D2(2n + 2) < m and is 2m if m < D2(2n + 2). 
Proof. By Proposition 4.5(2), to find the number of solutions it is enough to compute 
the cardinality of the kerne1 of (FI~)~. If n $ 2 mod 3, then as already observed, An 
is invertible and hence the cr+-game has a unique Solution. 
Now assume that n s 2 mod 3. Put m ’ = m+ 1. As discussed earlier, we need to find 
the cardinality of K(m,2n+2), where 2n+2 = 0 mod 6. Suppose m < D2(2n+2). Then 
m’<D2(2n+2). Since m’ is a power of 2, by 2, the cardinality of K(m’,2n+2) = 2m’. 
BY (ll), 
card(K(m ‘, 2n + 2)) < 2card(K(m, 2n + 2)) < 2.2M = 2m’. 
Consequently, card(K(m,2n + 2)) = 2”. Now, let m > DT(2n + 2). Since, by 2, 
ker((T2,+2 )“) = ker((T2,+2) Dz(2”+2)) it follows that 
card(K(m, 2n + 2)) = card(K(Dz(2n + 2), 2n + 2)) = 2D2(2n+2), 
This completes the proof of the Theorem. 0 
As an immediate consequence we have the following which answers a question of 
Sutner [lO, p. 341 in the case when m is of the form 2k - 1. 
Corollary 4.7. For every m of the ferm 2k - 1, m + (m + 1)/2 is the least positive 
integer n >m such that the dimension of the kerne1 of of on P,,,, equals m. 
5. Generalizations 
Now consider the a-game (o+-game) played on m x n cylinders or tori. 
In the case of the a-game, respectively o+-game, played on an m x n cylindrical 
grid, first observe that by cutting along a vertical line, one tan think of a configuration 
as a O-l n x m matrix. However, Eq. (4), respectively Eq. (5), changes to 
o(X) = A,aX + X.C,,,, (13) 
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respectively, 
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o+(X) = A,,.X + X.C;, 
where C, is the following m x m circulant matrix over GF(2) 
(14) 
and Cz = C,,, + Im. Arguing as in Theorem 3.5 it is not hard to see that the number 
of solutions of the o-game, respectively o+-game, in this case is the cardinality of the 
kerne1 of pn(Cm). respectively p,(CL). It is easy to compute these cardinalities, by 
the above methods, when n is of the form 2k-‘. 
Let q,(L) denote the characteristic polynomial of C,. Then it is not hard to see 
(cf. [6]) that qm(A) = Ap,_,(A). Now observe that o is reversible iff p,,(A) and qm(A) 
are relatively Prime, i.e. iff A does not divide p,(A) and gcd( p,(A), prn- l(A)) = 1. 
By Theorems 4.3 and 3.11 this means that n is even and gcd(n + 1, m) = 1. (See 
also Theorem 3.11 of [8]). In the case of the cr+-game, we have of is reversible iff 
gcd(p,(A),q,(l + A)) = 1, i.e. iff gcd(p,(A),(l + A)p,_i(l + A)) = 1, i.e. iff (1 + n) 
does not divide p,(A) and pn(A), p,_i( 1 + 2) are relatively Prime. By Theorems 4.2 
and 4.3 this means that n $ 2 mod 3 and the o+-game on the (m - 1) x n rectangular 
grid is reversible. 
It is easy to see that the a-game played on a torus is always irreversible. In the case 
of the af-game played on a torus, the Eq. (5) is replaced by 
a+(X) = c,.x + x.c;, (15) 
Hence, af is reversible iff gcd(q,(A), qn( 1 + 1)) = 1 iff gcd(Ap,_i(A), (1 + A)p,_i( 1 + 
A)) = 1 iff (1 + A) does not divide both p,_i(A),p+i(A) and gcd(p,_i(A), 
pn_i(l+A)) = 1 iff mgOmod3,n gOmod3 and J+,_~(A),P~_~(~+A) are relatively 
Prime. 
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