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Abstract—Modular and well-written software is an ideal that
programmers strive to achieve. However, real-world project
constraints limit the amount of reusable and modular code
that programmers can produce. Many techniques exist that
refactor code automatically using graph-based measurements
and increase the quality and modularity of a codebase. While
these measures work in the graph domain, their effect on
the stability of software has been uncertain. In this work,
we provide mathematical proof that modularity measures are
indeed in favor of software stability.
1. Introduction
There are many properties that can be associated with
good code. Sommerville describes good code as one that
is highly maintainable, dependable, efficient and usable [1].
Truly reusable code is considered gold in the software in-
dustry as it significantly effects productivity and thus lowers
costs [2] and without a doubt, good code is backed by a
good design. However, in real-world scenarios, the great
attributes of a good software might fade away as the project
grows. Tight schedules, high customer demands and the
high number of programmers involved in large projects are
considered as some of the reasons that make efficient and
engineered implementations change into a mess.
Many refactoring and code analysis techniques have
been introduced through the years. These methods are often
based on modeling software components as a dependency
graph [3]. Leveraging this model, many researchers have
also introduced automatic software refactoring methods us-
ing various graph clustering and community detection algo-
rithms [4], [5], [6], [7], [8].
While previous work have helped modularize code by
increasing the cohesion inside software packages and de-
creasing the coupling between them with graph algorithms,
their effect on software stability has not been formally
analyzed.
This paper studies the relationship between graph mod-
ularity and package stability and provides a mathematical
proof that modularity is indeed in favor of more stable
software packages.
In the rest of this paper, Section 2 covers the defini-
tions of software stability and graph modularity. Section 3
discusses the relationship between the two measures, and
Section 4 concludes the paper.
2. Definitions
2.1. Software Stability
Robert Martin [9] defines stability as a measure propor-
tional to “responsibility”. A package is said to be responsible
and independent if many other entities depend on it, while
it doesn’t depend on others itself. A package p is said to
be irresponsible and thus unstable, if it depends on many
other entities, meaning that if they change, they cause p to
change as well. By Martin’s definition, in Fig. 1a, X is an
example of a stable package and in Fig. 1b, Y resembles an
unstable package.
(a) (b)
Figure 1: (a) shows a stable package that other packages
depend on. (b) shows a very unstable package that depends
on other packages only.
As a metric for stability, Martin defines the instability
of a package as given in Eq. 1 where I is instability,
Ca is afferent couplings and Ce represents the number
of efferent couplings. Afferent couplings is the number of
classes outside the package that depend on classes within
the package and efferent couplings is the number of classes
within the package that depend on outside classes.
I =
Ce
Ca + Ce
(1)
If a package p has an instability of 0, then p has
maximum stability and if the package holds a value of 1 for
instability, then it would mean that the number of afferent
couplings is 0 and therefore p depends on other packages
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while no other package depends on p. This in turn would
make it an extremely unstable package.
Martin also proposes the Stable Dependencies Principle
(SDP) that helps the software design process by ensuring
that modules that should be easily changeable not depend on
modules that are harder to change [9]. In this case, packages
should always have a higher I metric than the ones they
depend on. Consenting to this principle, one would be able
to see a tree of packages, in which stable ones are placed at
the bottom and the most unstable ones are at the top. The
benefit of this approach is that packages that are violating
SDP can be easily spotted. Any package depending on a
package above it, would mean a violation of the principle.
It is important to note that not all packages should or
could be fully stable, as this would cause an unchangeable
and inflexible system. Also, not all packages can be unstable
as this would create an irresponsible system with a large
number of connections and a high coupling. It is clear that
pieces of code that are likely to change should be placed into
unstable packages and pieces of code that are not very likely
to change in the future should be placed in stable packages.
Martin argues that high level design can not be placed in
unstable packages because it resembles the architectural
decisions of the projects, however if high level code is
placed in stable packages then it would almost be impossible
to change it after the project becomes more mature and more
pieces of code start depending on it. The solution to this
dillemma is the use of abstract classes that can introduce
the flexibility and flow of stability that is needed. The basic
idea behind the Stable Abstraction Principle (SAP) is that a
package has to be as abstract as it is stable. This principle
ensures that the stability of a package does not contradict
its flexibility.
2.2. Modularity
Software dependencies have long been modeled as
graphs. Software quality measures such as coupling and
cohesion have direct meanings in the graph domain (inter-
cluster, and intra-cluster relationships respectively). When
using clustering or community detection for code refac-
toring, determining the quality of a clustering becomes
extremely important. This measure should show how good a
partition is. Quality functions associate a number with each
cluster so that the clusters can be ranked and compared to
one another.
Arguably, the most common and famous quality function
is Newman and Girvan’s Modularity [10], formally defining
the meaning of modularity in graphs. Note that modularity
has been a term that has been widely and loosely used in
the software domain. Pan et al. use this graph definition of
modularity in their automatic refactoring algorithm [7].
Modularity is based on the idea that a random graph
contains no meaningful community. Based on this idea, if
one can make a similar graph to the one being analyzed with
the same number of vertices, edges and degrees but with
edges placed at random, then by comparing it to the original
graph one can find the major differences that have created
communities. To understand the notion of modularity, we
start by another measure for the goodness of a partition
and build on it. Let G be a graph with elements of its
adjacency matrix presented as Avw, where Avw is 1 if nodes
v and w are connected and 0 otherwise, and Cv being the
community in which vertex v belongs to. The following
measure shows the fraction of edges in graph G, that fall
within communities.∑
vw Avwδ(Cv, Cw)∑
vw(Avw)
=
1
2m
∑
vw
Avwδ(Cv, Cw) (2)
where δ is the Kronecker delta function and m is the
number of edges in the graph. This fraction takes the value
of 1 when all edges fall in one community and hence is not
a good enough measure.
The idea behind modularity is that a random graph does
not have a meaningful community structure and thus, if gen-
erated carefully, should provide a good point of comparison.
Carefully generating a random graph that can depict the
features and properties of the original graph but with no
meaningful community is known as providing a null model
in the area of complex systems. In this case, one can provide
a graph which has the same amount of vertices, edges and
vertex degrees while its edges are rewired randomly, so that
the graph looses its community structure. In such a graph,
the probability of an edge being in between vertices v and
w, if connections are made at random is calculated as below.
kvkw
2m
(3)
where kv and kw are the degrees of vertex v and w
respectively. Now, by using equations 2 and 3, one can
calculate the modularity measure as
Q =
1
2m
∑
vw
[Avw − kvkw
2m
]δ(Cv, Cw). (4)
By looking at Eq. 4, one can see some important as-
pects of this measure. The Kronecker delta function makes
sure that a connection between two graph nodes in two
different communities makes no contribution to modularity.
Two connected nodes inside a community, make a positive
contribution to modularity and the contribution is inversely
proportional to the degrees of the two nodes. Also two nodes
that are not connected, yet still reside in one community
provide a negative contribution to the overall modularity of
the clustering.
2.3. Directed Modularity
For the stability measure to make sense, the dependency
graph has to be directed. Therefore, we need to consider a
directed version of the modularity measure as well.
Several extensions of modularity for directed graphs
have been proposed in the literature. Arenas et al [11]
proposed an extension of modularity. Their idea is based
on the fact that in a directed graph G, if vertex i exists with
more out-links and vertex j exists with more in-links, then it
is more probable that in a random rewiring a link be found
from i to j rather than the opposite. Considering the original
idea of modularity, this suggests that if an edge is found
from j to i, then this edge is contributing to a community
structure more than i to j would, simply because it is more
suprising and less random. By this definition, modularity
can be altered for directed networks by changing the null
model to a graph with the same number of vertices, edges,
out-links and in-links as the original graph. The equation
for modularity Q in a graph with the adjacency matrix A
and m number of edges can then be expressed as
Q =
1
m
∑
ij
[Aij −
kouti k
in
j
m
]δ(Ci, Cj) (5)
where δ is the Kronecker delta function, Ci and Cj
denote the communities that nodes i and j belong to, and
kouti and k
in
j are the number of vertex i and j’s out-links
and in-links respectively.
3. Relationship Between SDP and Modularity
In this section, the relationship between the directed ver-
sion of modularity and the Stability Dependencies Principle
(SDP) in refactoring packages is discussed. In a scenario
where a package’s class is chosen to be moved from one
package to another using community detection methods, we
show that modularity is in favor of SDP. We essentially show
that hiding dependencies that violate SDP inside packages
has a higher contribution to modularity than hiding non-
violating dependencies. To show this behavior, some prior
definitions are needed.
Definition 1. A movement of class i from package p1 to
package p2 is shown as the tuple (i, p1, p2).
Definition 2. A border node in a package is defined as a
node that has connections with nodes in other packages and
thus directly effects the package’s instability metric.
SDP is generally satisfied in a case where no stable
package depends on an unstable package. When considering
the movement of only two border classes, while all other
classes and packages are left intact, then the only depen-
dencies effecting the two package’s instability metric are
the dependencies of the two border nodes. If a border node
i from stable package p1 depends on a node j from unstable
package p2, then clearly SDP is violated.
Remark 3.1. Let kouti and koutj be the out-link degree of
vertices i and j respectively, and kini and k
in
j be the in-link
degree of vertices i and j. If kouti > k
in
i and k
out
j < k
in
j and
node i and node j are border nodes, then SDP is satisfied.
Remark 3.2. Let kouti and koutj be the out-link degree of
vertices i and j respectively, and kini and k
in
j be the in-link
degree of vertices i and j. If kouti < k
in
i and k
out
j > k
in
j
and node i and node j are border nodes, then SDP is not
satisfied.
Proposition 3.3. Let i and j be two classes in dependency
graph G. If a movement (i, ci, cj) exists and the conditions
of remark 3.1 holds, then the increase in modularity Q is
more, compared to the situation in which the conditions of
remark 3.2 holds true.
Proof. Let Q denote modularity while the conditions in
remark 3.1 holds true and Q¯ denote modularity while the
conditions in remark 3.2 holds true. Q and Q¯ can be
calculated using Eq. 5 as
Q =
1
m
∑
ij
[Aij −
kouti k
in
j
m
]δ(Ci, Cj),
Q¯ =
1
m
∑
ij
[Aij −
k¯outi k¯
in
j
m
]δ(Ci, Cj).
The bar on in-link or out-link k denotes that it is being
calculated in the scenario of remark 3.2, and is therefore
equivelant to the out-link and in-link in the scenario of
remark 3.1 respectively. Thus one can write
k¯outi = k
out
j
k¯inj = k
in
i .
By looking at the conditions of remark 3.1 and remark
3.2 it is clear that
k¯outi k¯
in
j < k
out
i k
in
j
k¯outi k¯
in
j
m
<
kouti k
in
j
m
Aij −
k¯outi k¯
in
j
m
> Aij −
kouti k
in
j
m
Q¯ > Q.
The above proposition shows how modularity is compat-
ible with the notion of SDP. Modularity is in favor of non-
random structure in a network. Violating SDP would mean
that a stable package is depending on an unstable package.
In this scenario, the above proof shows that keeping two
nodes that have violated SDP before, inside a single package
is better for Q than keeping two nodes that did not violate
SDP. It is also important to note that if i and j belong
to two different packages, then the condition will have no
contribution to modularity and therefore is not discussed.
As an example for the proved proposition, suppose that
a system contains two packages C1 and C2, where C1 is
unstable and C2 is a stable package. Two slighly different
versions of this system is depicted in Fig. 2. In both of
these versions, vertices 1, 2, 3 and 4 are members of C2
and vertices 5, 6, 7 and 8 belong to C1. It is clear that
in condition (b), edge (1, 5) is violating SDP. Based on
Proposition 3.3, we show that moving node 1 from C2 to
C1 has more positive contribution for package modularity,
than in the case of condition (a). If movement (1, C2, C1)
happens, then four new edges positively contribute to the
overall modularity of the dependency graph while one edge’s
contribution is eliminated. The reason for this is that edges
between two communities provide no contribution to modu-
larity because the kronecker delta function in Eq. 5 becomes
zero. therefore edges (5, 1), (6, 1), (7, 1) and (8, 1) will
have new contributions to modularity and edge (1, 3) will
no longer have any contribution. The changes in modularity
Q for condition (b) can be calculated using Eq. 5 as
∆Q =
Contribution of the 4 new edges︷ ︸︸ ︷
4(1− 1× 1
2m
)− (1 − 1× 1
2m
)︸ ︷︷ ︸
Contribution of edge (1,3)
= 3(1− 1 × 1
2m
).
By replacing m with the number of edges, we have
∆Q =
57
20
= 2.85.
Changes in modularity for condition (a) can be calcu-
lated the same way as follows.
∆Q =
Contribution of edge (5,1)︷ ︸︸ ︷
(1− 4× 4
2m
) +3(1− 1 × 4
2m
)− (1 − 1× 1
2m
)
=
33
20
= 1.65.
The results clearly indicate that the graph gained more
modularity when trying to suppress an SDP violation than
when it is not.
Figure 2: Two different graph dependency conditions.
4. Conclusion
The use of dependency graphs in software refactoring
has led to the usage of graph clustering and community
detection methods for automatic placement of software com-
ponents to increase their modularity. In this work, we looked
at what modularity in software means for the stability of
software packages. We provided a formal proof that modu-
larity is in favor of the Stability Dependencies Principle.
References
[1] I. Sommerville, Software Engineering. International computer science
series. Addison Wesley, 2004.
[2] W. C. Lim, “Effects of reuse on quality, productivity, and economics,”
Software, IEEE, vol. 11, no. 5, pp. 23–30, 1994.
[3] N. Wilde and R. Huitt, “A reusable toolset for software dependency
analysis,” Journal of Systems and Software, vol. 14, no. 2, pp. 97–102,
1991.
[4] J. Dietrich, V. Yakovlev, C. McCartin, G. Jenson, and M. Duchrow,
“Cluster analysis of java dependency graphs,” in Proceedings of the
4th ACM symposium on Software visualization. ACM, 2008, pp.
91–94.
[5] W. Pan, B. Li, Y. Ma, J. Liu, and Y. Qin, “Class structure refactoring
of object-oriented softwares using community detection in depen-
dency networks,” Frontiers of Computer Science in China, vol. 3,
no. 3, pp. 396–404, 2009.
[6] A. Alkhalid, M. Alshayeb, and S. A. Mahmoud, “Software refactoring
at the package level using clustering techniques,” IET software, vol. 5,
no. 3, pp. 276–284, 2011.
[7] W.-F. Pan, B. Jiang, and B. Li, “Refactoring software packages via
community detection in complex software networks,” International
Journal of Automation and Computing, vol. 10, no. 2, pp. 157–166,
2013.
[8] M. Raji, “Refactoring software packages via community detection
from stability point of view,” arXiv preprint arXiv:1811.10171, 2018.
[9] R. C. Martin, Agile software development: principles, patterns, and
practices. Prentice Hall PTR, 2003.
[10] M. E. Newman and M. Girvan, “Finding and evaluating community
structure in networks,” Physical review E, vol. 69, no. 2, p. 026113,
2004.
[11] A. Arenas, J. Duch, A. Ferna´ndez, and S. Go´mez, “Size reduction of
complex networks preserving modularity,” New Journal of Physics,
vol. 9, no. 6, p. 176, 2007.
