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INTRODUCTION 
Electromagnetic NDE has been successfully applied to the detection of surface cracks 
and is routinely used to locate flaws in airframes, pipelines and in steel offshore oil 
platforms. However, there are still many problems to be solved, particularly in the aviation 
industry, which require the detection of deeper flaws such as corrosion in multi-layered 
structures and cracks around rivet holes which are obscured by the head of the rivet. Most 
systems use coils as detectors (though Hall probes are occasionally used), which have low 
sensitivity at low frequencies due to the fact that the induced voltage is proportional to the 
rate of change of magnetic flux through the coil. Unfortunately it is necessary to use low 
frequencies to detect deep subsurface flaws on account of the skin-depth effect, otherwise 
the electromagnetic field cannot propagate down to the depth of the flaw. SQUID 
(Superconducting Quantum Interference Device) sensors are ideally suited to overcome the 
deficiencies of coils, because they are primarily detectors of magnetic flux which, together 
with their high sensitivity, makes the detection of deep flaws more likely. SQUIDs have been 
successfully used for measuring very low magnetic fields, particularly in the field of 
biomagnetism, and it is hoped to exploit this sensitivity to detect flaws at large stand-off 
distances for example in pipelines which are surrounded by thick layers of cladding. 
The conventional form of eddy-current NDE involves measuring the impedance of a 
coil and seeing how this changes when a flaw is present. Often the flaw size is obtained by 
comparing the impedance change with data produced by a set of simulated flaws of known 
size. Sometimes separate driving and sensing coils are used and it is convenient to use the 
concept of transfer impedance instead. 
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Although SQUIDs seem well suited to overcome many of the above problems [I], 
there are other problems associated with their use. The most obvious is that the sensors need 
to operate below their critical temperature, but the advent of the new high temperature 
superconductors (HTS) at least means that liquid nitrogen can now be used instead of liquid 
helium. Often the high sensitivity of the SQUID to ambient fields forces measurements to be 
performed inside magnetically shielded rooms, but careful experimental design and 
narrowband techniques have circumvented this expensive and restrictive solution, so that 
experimental work can be carried out in the laboratory. There are also problems associated 
with moving a SQUID in the earth's magnetic field; although techniques are available to 
permit such movement, the scanning at Strathclyde is done by moving the test piece rather 
than the sensor. Often the effects of ambient fields can be removed by performing 
gradiometry. Since the new HTS materials are ceramics, it is not easy to construct wire-
wound gradiometers and in HTS gradiometry is sometimes done with two SQUIDs and 
using electronic differencing. Full details of the experimental system, including a simple 
electronic gradiometer and the use of double-D induction coils, have been given by Cochran 
et al. [2]. 
MODELING 
Volume Integral Equation Modeling 
The volume integral equation method was developed by geophysicists e.g. Weidelt [3], 
Raiche [4], to name only two, to study induced currents in three-dimensional structures and 
has been successfully adapted to eddy-current NDE by McKirdy [5] among others. Other 
approaches have been boundary integral equations by Bowler [6] and the previously 
mentioned thin-skin techniques of Michael and his many collaborators [7]. The volume 
integral equation method can be used to study isolated flaws in simple structures, such as a 
plate, and its main advantage is that the modeling region is confined to the flaw itself, which 
means that the storage requirements and computation times can be smaller than those 
needed by other methods, such as the finite element method, due to the smaller number of 
unknowns in the equation. 
It is necessary to solve for the electric field in the flaw in the following equation: 
E(r)-(cr f -cr p) J fj,v:',rJ./i(rJdV' = /io(r.). 
V' 
(1) 
Here E(r) and EO (r) are the total and source electric fields in the flaw, cr f and cr p are the 
conductivities of the flaw (usually zero) and the plate, Q{r.,r.J is the electric Green's tensor 
for the plate and the integration is restricted to the flaw volume V. Traditionally the source 
electric field has been calculated from analytical formulae such as those derived by Dodd and 
Deeds [8] for a pancake coil, but it is necessary to use numerical methods, such as the 
moment method, to solve Equation (1). The Green's functions can only be calculated for a 
few special geometries, which is why the modeling here is limited to the study of non-
ferromagnetic plates made of aluminum alloy. 
Impedance Changes 
The impedance change of the coil is clearly related to the change of magnetic flux 
through the driver coil, but it is not necessary to use this approach, as simpler formulae, 
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derived using the reciprocity theorem, have been described by Zaman et al. [9] and give the 
desired tYZ directly: 
(2) 
where I is the current in the inducing coil, though this is usually assumed to be unity and is 
often omitted. Clearly the impedance change can be calculated very simply once the solution 
to Equation (I) is obtained as this integration is also only over the flaw volume. 
Magnetic Field Calculation 
For SQUID NDE (and indeed ACFM [7]) it is necessary to calculate magnetic fields 
and this can be done directly by taking the curl of Equation (1) because Maxwell's equations 
state that 
-iffiB= Vx E 
- -
(3) 
for harmonic fields with angular frequency ffi . The curl operator only acts on the unprimed 
co-ordinates and we can obtain another integral equation involving the magnetic Green's 
tensor, 
(4) 
but this can involve considerably more computation especially when the grids for the 
discretisation of the flaw and the field measurements are very different. Fortunately simpler 
formulae, analogous to Equation (2), can be found, again by using the reciprocity theorem. 
Auld et al. [10] define the change in transfer impedance between two coils labelled by 
subscripts 1 and 2 as 
(5) 
The reciprocity theorem implies that the reader is free to select which coil is the source and 
which is the sensor, but here we will select coil 2 as the sensor. The transfer impedance is 
defined as 
if we assume a constant current I I . If we further assume that the voltage L1 V2 is given by 
the rate of change of magnetic flux through coil 2 then 
where A 2 is the directed area of the sensor. 
(6) 
(7) 
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We then obtain 
(8) 
where M2i = I 2 A 2. is the magnetic moment of coil 2 oriented in the ith direction, which is 
again usually taken to be unity. The complete set of magnetic field changes can be found by 
calculating the magnetic field due to unit magnetic dipoles in the X-, y- and z-directions. The 
field due to the vertical dipole is just the limiting case of a small pancake coil and can be 
found by reapplying Dodd and Deeds [8], while the horizontal dipoles can be treated in a 
similar way. 
Double-D Coil 
Double-D coils have been used by Beissner, but the problems studied have forced the 
use of numerical analyses only, particularly in the examination of the effects of probe tilt [11] 
and the addition of ferrite cores [12]. Expressions forthe electromagnetic potentials can be 
derived in a similar way to the Dodd and Deeds formulae for a circular current loop, though 
these now involve infinite series. The double-D configuration induces a current pattern 
similar to a horizontal magnetic dipole, so clearly two components of the magnetic vector 
potential are required. Therefore the analysis starts with the scalar magnetic potential 
instead. 
As the magnetic field in the plane of any isolated loop must be perpendicular to the 
loop, we know that the scalar potential must be constant in this plane. The constant is 
usually taken to be zero outside the loop and takes the values of ±lloI I 2 on the two faces 
of the coil, when the current in the loop is I. If we take a double-D coil of radius a we can 
write the magnetic potential on one face as 
<I> = +JloI I 2, 
<I> = -Il"/ I 2, 
<I> = 0, 
-1t/2<8 <1t/2, 
1t/2<8 < 31t 12, 
This can be written as a Fourier-Bessel expression as 
r<a 
r<a 
r> a. 
<I>(r,8) = ±(JloI I 2) f] 12n+1 ()...)J2n +1 ()...r)Ad')... cos(2n + 1)8 
n=O 0 
and standard Fourier-Bessel analysis shows that 
(9a) 
(9b) 
(9c) 
(10) 
(11 ) 
It is now straightforward to derive the vector magnetic potential which gives the same 
magnetic field and the methods of Dodd and Deeds can be used to deal with a multi-turn coil 
of finite length and with the inclusion of a workpiece. Test studies, though not exhaustive, 
have been done on some NDE problems and show that it is sufficient to use only 5 terms in 
the series and often only three are adequate. 
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INVERSION 
Generally speaking the inversion of electromagnetic data is a far more complex 
problem than forward modeling. However, there is an advantage to some forward modeling 
methods which permits inversion without much more computational effort, provided the 
discretized system of equations is solved directly rather than iteratively. This approach has 
been used by Eaton [13] and Marcuello-Pascual et al. [14] to invert geophysical data and 
can also be found in Oldenburg's review paper [15]. 
If the discretized form of (1) is written as 
A'e = eO (12) 
where A denotes the discrete form of the integral equation operator, g and gO denote the 
discrete total and source electric fields and we define a set of flaw parameters 
{mk'k = I, ....... ,M} and differentiate (12) with respect to these parameters we obtain 
(13) 
This has the same form as Equation (12) and provided it has been solved by a direct method, 
such as LU decomposition, we can solve the M equations in Equation (13) with 
comparatively little extra effort. This is simplified by the fact that the Green's tensors and 
unflawed electric fields are independent of the flaw model and calculation of the new right-
hand sides is easy. The derivatives of the response function can be found by differentiating 
the appropriate formulae with respect to the model parameters, that is Equation (2) for the 
inversion of impedance data or Equation (8) for magnetic field data. 
If we now have N such data, denoted by (dk , k = 1, .... , N} , we can construct the N x M 
sensitivity matrix Q, where 
(14) 
that is, it contains the derivatives of the modelled responses, d, with respect to the model. 
We wish to find the change in the model parameters, O!1b which minimizes the misfit to the 
data 0 d=lId-d*11. To obtain an overdetermined set of equations, we clearly require N> M. 
The tutorial review by Lines and Treitel [16] shows that the least squares solution is given 
by 
(16) 
which is also called the Gauss-Newton (G-N) solution. Lines and Treitel warn the reader of 
various pitfalls in using the G-N method and go on to describe constrained solutions to the 
problem, particularly the Marquardt-Levenberg method. However, the G-N method has 
been successfully used to obtain 5-parameter inversions of eddy-current impedance data, 
therefore it should also work for low-number parameter inversions of magnetic field data. 
Here we study 3-parameter inversions of circular arc flaws which have been produced by 
cutting aluminum blocks with a rotary saw. The three parameters are therefore the maximum 
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depth and the location of the two ends of the flaw. Work on the Marquardt-Levenberg 
method is still in progress. It is hoped that this method of inversion is conceptually simpler 
than the approach of Norton and Bowler [17] which is based on the use of the adjoint 
problem. 
RESULTS 
Practical Considerations 
The development of the inversion code was done with synthetic data rather than actual 
experimental data. This has involved calculating the response of a flaw with a fine numerical 
grid and performing the inversions on a slightly coarser grid. Errors in the data are usually 
simulated by adding numerical noise, most often Gaussian, to the data, but that has not been 
done here. 
A model of a 3.0 mm deep circular arc flaw in a 12.7 mm thick aluminum plate was 
constructed on a 16 x S rectangular grid. The diameter of the rotary saw used was 44.45 mm 
(1.75"). We would expect the length of such a flaw to be 22.30 mm and the width has been 
taken as 0.15 mm.The conductivity of the aluminum alloy is I.SI7 x 107 Sm-1 , which 
corresponds to a skin depth of 7.1S mm at the chosen frequency of 270 Hz. Although a 
rectangular grid has been used, the conductivity has been allowed to vary throughout the 
model to take account of what proportion of each cell is located inside the flaw. This 
effectively makes 0" 1 a function of position, 0" 1(0, so that the factor (0" 1(0-0" p) should 
now really be taken inside the integral sign. The inversions have been done on the coar.ser 
12 x 4 numerical grid. However, this grid is defined over a larger area than the original flaw: 
30 x 6.0 mm as opposed to the original 22.30 x 3.0 mm. 
Originally the eddy-current modeling code was written to deal with fully three-
dimensional problems, but it is known that for narrow cracks only the electric field 
component across the crack is of any real importance, as this has a singularity in the limit of 
an infinitely thin crack. The other field components can also be ignored when the inducing 
coil is directly over the crack, when the unperturbed induced currents would be normally 
incident on the location of the flaw. By considering only one component of the electric field, 
we reduce the time for the LU-decomposition by a factor of 27 and, as this is often the 
longest stage of the program, it makes it faster to find the iterative solution to the inverse 
problem, though we are presently limited to studying narrow flaws. 
Inversions 
For the purposes of calculation, the double-D coil has a lift-off of 1.5 mm, while the 
two SQUID sensors have lift-offs of 12.5 mm and are displaced laterally by ± 12.5 mm from 
the center of the double-D along the straight section of conductor. 
For the 3.0 mm deep flaw we have 51 data points in the range [-50,50] mm and both 
the real and imaginary parts of the magnetic field Bxare used in the inversion scheme with 
equal weighting, though the larger imaginary part is dominant. The initial model chosen is a 
semi-circle of radius 6 mm, which is shown in Figure 1, together with the results of 
subsequent iterations. This initial model is too deep and too short, but actually overestimates 
the response. It shrinks down and widens out to the correct shape after about 5 - 6 
iterations. The G-N method does not always converge and can diverge from a poor starting 
model. The fits to the data shown in Figure 2 show the imaginary part of the magnetic field 
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Figure 1. Successive iterations converging to the final model of the flaw. 
Figure 2. Successive iterations of the imaginary magnetic field converging to the initial data 
(solid line). 
and the solid lines denote the input data. The final fits to the data lie close to the line. The 
graph of the real part is omitted here as it is a factor of 4 smaller. 
The final depth and length of respectively 3.08 mm and 24.99 rom from the inversion 
compare favourably with the true values of 3.0 rom and 22.30 rom. The discrepancies are 
due to the use of a coarser grid for the inversion. We have also studied circular arc flaws 
1.8 mm and 6.5 rom deep, with similar results. 
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CONCLUSIONS 
It has been possible to extend earlier work on the simulation of conventional eddy-
current NDE to model the magnetic fields detected by a simple SQUID gradiometer and to 
invert these fields to obtain information about the length and depth of a defect. Although 
there is qualitative agreement between the modelled and measured fields, the inversion of 
experimental data will have to wait until there is better agreement. The largest cause of 
uncertainty with the experimental data comes from measuring the lift-off of the inducing 
coil, but this is a common problem in any kind of electromagnetic NDE, not confined to 
SQUID sensors. 
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