introduced in [LT] . Proposition 9.3 expresses B ± in terms of some Kazhdan-Lusztig polynomials. The equality B = B + (that we partially prove) would imply both the Leclerc-Thibon conjecture and the Lusztig one. Set ǫ = exp(2iπ/n). Let U ǫ sl k be the specialization of the quantized enveloping algebra of sl k . Recall that the Lusztig conjecture gives the multiplicity of the Weyl module of U ǫ sl k with highest weight µ, say W (µ), in the simple U ǫ sl k -module with highest weight λ, say V (λ). More precisely, with the notations in Section 9 we have (a) [V (λ) : W (µ)] = (−1) l(yx) P yx (1), where x ∈ S k is minimal such that ν = λ · x −1 satisfies ν i < ν i+1 ∀i = 1, 2, ..., k − 1,
and µ = λ · x −1 y. The decomposition conjecture links the decomposition matrices of Schur algebras and the basis B + . It is proved in Theorem 11.2 and Theorem 12.1. More precisely, the pull-back of a simple module of the Schur algebra by the morphism U A sl k → S A,k,l is irreducible. Thus (a) identifies the entries of the decomposition matrices with some Kazhdan-Lusztig polynomials. It suffices to observe that these polynomials are precisely the ones in Proposition 9.3. We also get a proof of the positivity conjecture [LLT, Conjecture 6.9.(i) ] (see Remark 10.1). In the paper we use four different constructions of the tensor representation of U − K,n . There is the standard construction via the coproduct. There is a geometric 1 Both authors are partially supported by the EEC grant no. ERB FMRX-CT97-0100. construction in terms of convolution algebras on some partial affine flag varieties. This construction is necessary in order to represent the Hall algebra in the tensor space. There is a construction via the Schur algebra which makes the link with Kazhdan-Lusztig polynomials. The fourth construction (given in Section 6) is used in the proof of Theorem 11.2. The equivalence of these representations is established in Proposition 7.4, Proposition 8.2 and Lemma 10.0. The reader should be warned that we endow the Hall algebra with the opposit product to the usual one (used in [G1] or [L2-5] ). As a consequence in Section 5 we must take the stability condition dual to the one in [N] .
We now fix a few general notations. Let v be a formal variable. Set S = C [v] , A = C[v, v −1 ] and K = C(v). A semilinear or antilinear map between two Amodules is a C-linear map f such that f (vx) = v −1 f (x) for all x. Fix a prime number p and let q be a power of p. LetF be the algebraic closure of the field with p elements. Let F = F q 2 ⊂F be a subfield with q 2 elements. Fix a set I. For any i ∈ I and r ∈ N × , letF r [i] be the I-gradedF-vector space with a single r-dimensional component, in degree i. Let ǫ i ∈ N (I) be the dimension ofF [i] . For any d ∈ N (I) set |d| = i∈I d i . If P is any proposition, the symbol δ(P ) stands for 0 or 1 wether if P is false or true. For any i ∈ Z letī denote the class of i in Z/nZ. Given two graded vector spaces V, W , the symbol Hom (V, W ) denotes the set of homomorphisms of vector spaces while Hom gr (V, W ) is the set of graded homomorphisms. Given a positive integer l let Π(l) be the set of all the partitions of l and set Π = ∪ l Π(l). As usual Π is endowed with the order such that µ < λ if and only if |λ| = |µ| and λ − µ is a positive root. If λ ∈ Π let λ ′ be the dual partition. The map λ → λ ′ is decreasing. For an irreducible algebraic variety X we denote by H i (IC X ) the i-th cohomology sheaf of the intersection complex of X. Then, for any stratum Y ⊂ X, let dim H i Y (IC X ) be the dimension of the stalk of H i (IC X ) at a point in Y . For any set X with the action of a group G let C G (X) be the set of G-invariant functions X → C supported on a finite number of orbits. For any subset X of an algebraic variety letX denote its Zariski closure.
1. The Hecke algebras. The Hecke algebra of type GL l , say H A,l , is the unital associative A-algebra generated by T ±1 i , i = 1, 2, ...l − 1 modulo the following relations (a)
The affine Hecke algebra of type GL l , say H A,l , is the unital associative K-algebra generated by T ±1 i , X ±1 j , i = 1, 2, ..., l − 1, j = 1, 2, ..., l modulo the relations (a) and
The algebra H A,l is isomorphic to the Hecke algebra of the extended affine Weyl group S l ⋉ Z l via the Bernstein isomorphism (see Sections 7.2 and 9.0). Let ev : x −1 for all x. For all x let consider the normalized elementT x = v l(x) T x . Given a non-zero complex number t let H t,l be the specialization of H A,l at v = t. The element P = X l−1 will be used in Section 7.3.
2. The quantum groups. Put I = {1, 2, ..., n − 1} (resp. I = {0, 1, ..., n − 1}) and let a ij be the entries of the Cartan matrix of type A n−1 (resp. A
(1) n−1 ). The quantized enveloping enveloping algebra of sl n (resp. sl n ) is the unital associative K-algebra generated by e i , f i , k ±1 i , i ∈ I, modulo the Kac-Moody type relations
where
We denote by U K sl n (resp. U K sl n ) the quantized enveloping algebra of sl n (resp. sl n ). If n = ∞ the algebra U K sl ∞ is well defined (in this case the simple roots are labelled by Z). The algebras above are Hopf algebras. The coproduct is
3. The Hall algebra. Fix a finite field F with q 2 elements as in the introduction. Let Γ = (I, J ) be an oriented graph : I is the set of vertices and J is the set of arrows. Given an arrow j ∈ J let j 1 and j 2 be respectively the input vertex and the output vertex. Fix d ∈ N (I) and let V be an I-graded F-vector space of dimension d. Let E V ⊆ j∈J Hom (V j 1 , V j 2 ) be the subset of nilpotent representations of Γ on V . We will restrict ourselves to the following two cases (a) Γ = Γ n is the cyclic quiver of type A (1) n , i.e. I = Z/nZ and J = {ī →ī + 1 |ī ∈ Z/nZ}, (b) Γ = Γ ∞ is the infinite quiver of type A ∞ , i.e. I = Z and J = {i → i+1 | i ∈ Z}.
is an exact sequence of I-graded vector spaces and φ(U ) is stable by x, (d) F is the set of pairs (x, U ′ ) where x ∈ E V and U ′ ⊂ V is a x-stable I-graded subspace of dimension a, see [L2-4] 
where h ∈ C(F ) is the function such that p *
with the structure of an associative algebra.
Here E ⊂ E V is the subset of representations preserving U , the map i is the inclusion and p is the obvious projection. Set
The formula has been proved by Lusztig for a particular subalgebra of the Hall algebra. The general case is due to Green [G1, Theorem 1(iii)].
3.3.
Recall that Γ = Γ n or Γ ∞ . Let B ⊂ K be the subring of the rational functions regular at v = p −e for all e ≥ 1. The space e≥1 A F p 2e is a B-module
For simplicity we will write
Consider the map∆ :Ã →Ã ⊗ KÃ such that
where the tensor algebraÃ ⊗ KÃ is endowed with the usual (i.e. non twisted) product (see [L4; 3.1.4-5] ). Then (Ã, •,∆) is a K-bialgebra. As above we put
be the characteristic function of the zero representation of Γ in a d-dimensional space. The following Lemma is proved in Remark 13.0.
⊓ ⊔ 4. The Fock space. In this section we recall the construction of the quantized Fock space, due to [H] , as it is re-interpreted in [MM] . Let T (λ) be the tableau of shape λ whose box with coordinates (x, y) is filled with x − y. For instance if λ = (432) we get
Let us recall that the quantized analog of the Fock representation of sl n is realized in the K-vector space, say ∞ K , spanned by all the partitions as follows : for all integer i, a removable i-box of T (λ) is a box with the color i which can be removed in such a way that the new tableau still comes from a partition. Similarly, an indent i-box corresponds to a box with the color i which can be added to T (λ). Given ı ∈ Z/nZ, i ∈ī, and a partition λ put
where the partitions µ, ν are such that T (µ) − T (λ) and T (λ) − T (ν) are a box with color i.
∞ K is isomorphic to the simple U K sl ∞ -module of highest weight Λ 0 (the fundamental weight) and the canonical basis coincides with the |λ 's. Let us remark that the weight multiplicities in ∞ K are 0 or 1, i.e. Λ 0 is a minuscule weight. The algebra U K sl n acts on 
The orbit O is Λ 0 -stable if there exists a triple
Proof. Observe that [N, Theorem 11.7 and Proposition 3.5] imply that I(Λ 0 ) is linearly generated by the b O 's such that O is unstable. We want to show that for every λ ∈ Π the orbit O λ is Λ 0 -stable. By a dimension argument we will then know that the O λ 's are precisely all the Λ 0 -stable orbits. Recall thatF [i, j] is the representation x of Γ ∞ on the graded space
The representationF[λ] is described by the endomorphism x such that for all k,
We claim that O λ is a Λ 0 -stable orbit. It suffices to exhibit a pair (i,x) satisfying (a). Fix i ∈ Hom gr (F[0],F[λ]) such that v 1,0 ∈ Im i. Consider the degree −1 linear operatorx onF [λ] such that
The operators x andx commute since
is the multiplicity of the color i in the tableau T (λ) (see Section 4). Thus the linear isomorphism b O λ → |λ preserves the weights. Moreover it preserves the canonical base up to a permutation of its elements. Since Λ 0 is minuscule there is at most one vector of a given weight in the canonical basis. As a consequence the canonical bases are fully identified and the proposition follows.
⊓ ⊔
6. The representation of U − K,n on the Fock space. Fix d ∈ N (Z) and let V be a Z-gradedF-vector space of dimension d. Letd ∈ N Z/nZ be the multi-index such thatdī = j∈ī d j for allī ∈ Z/nZ, and letV be thed-dimensional Z/nZ-graded vector space such thatVī = j∈ī V j . The vector spaceV is filtered by the subspaces
The associated graded is naturally identified with the Z-graded space V . Set
The projection p : EV ,V → E V which maps a representation of Γ n inV to the corresponding graded representation of Γ ∞ in V is a vector bundle. Let j : EV ,V ֒→ EV be the closed embedding. Let consider the map
The following proposition is proved in Section 13.
Observe that f d is the product of the divided powers f
6.1. Let r : E V → EV be the right inverse to p such that
Proof. Claim (a) is standard. As for part (b) fix y ∈ p −1 (x) ∩ O. It suffices to consider the case where y is indecomposable. Then, fix a basis of homogeneous
and y are isomorphic since r(x), y ∈ O. Thus x is indecomposable and it is easy to see that p −1 (x) ∩ O is a vector space. We are done.
Proof. The compatibility with the product follows from Proposition 6.0. Recall
where µ is a partition such that T (µ) − T (λ) is a box with color i and
We have already observed that d λ,i is the multiplicity of the color i in the tableau T (λ). Thus,
The cyclicity is easy to get but will be proved otherwise in Remark 10.0.
The group G acts on Y in the obvious way. Let M be the set of all Z × Z-matrices with non-negative entries, say m = (m ij ) i,j∈Z , such that m i+n,j+n = m ij . Set
The set M l parametrizes the orbits of the diagonal action of
.
may be viewed as the set of F-points of an algebraic variety whose isomorphism class is independent of
The group G acts on X in the obvious way. Let P l be the set of functions i :
Here e 1 , e 2 , ..., e l is a fixed L-basis of L l and e i+lk = z
7.2. A function i ∈ P l is identified with the sequence
Let consider the set
Let P l (≃ Z l ) be the weight lattice of gl l . Let S l be the symmetric group and let S l = S l ⋉ P l be the extended affine Weyl group. Let S l ⊂ S l be the set of simple affine reflexions and put S l = S l ∩ S l . As usual, the simple affine reflexions are denoted by s 0 , s 1 , ..., s l−1 in such a way that S l = {s 1 , s 2 , ..., s l−1 }. Let π ∈ S l be the zero length element such that s i−1 = π −1 s i π. The references we will give deal mostly with the subgroup of S l generated by S l (which is a Coxeter group). The appropriate corrections are left to the reader. The group S l acts on Z in the usual way (see [L1] ) : s i exchange j and j + 1 if j ≡ i mod l and π(i) = i + 1 for all i ∈ Z. This action induces the right action on
and let S i be the set of minimal length representatives of the cosets in S i \ S l . Let ω ∈ S l be the longest element.
sending T x to the characteristic function of X x is an isomorphism of algebras (see [IM] ).
Proposition. The right action of H
1 (i)xs if xs > x and xs ∈ S i ,
Proof. To simplify the notations fix l = 2. Fix i ∈ A n l and x ∈ S i . Set (i, j) = (i)x. Then
Moreover,
The formulas in the proposition gives
We recover precisely the formulas in [VV, Section 5] taking into account the different normalizations for the Hecke algebra and the factor q −x(i) . The result follows from [VV, Proposition 6] .
⊓ ⊔ 
Thus φ
The affine q-Schur algebra S A,n,l , introduced in [G2] , is the endomorphism ring of the right
is identified with the class in G2] ). The product in the affine q-Schur algebra, denoted •, is such that
Given a non-zero complex number t let S t,n,l and T t,n,l be the specializations of S A,n,l and T A,n,l at v = t.
is an isomorphism of algebras.
Proof. First we prove claim (b) (it is an affine version of [D2, Lemma A.1] ). The map Ξ is a linear isomorphism. For all x, y, z ∈ S l let B z xy (v) ∈ A be such that
The convolution description of the affine Hecke algebra in Section 7.
where h j = π j|v=q −1 is the cardinal of the fiber of the projection X → G(L j ) ⊂ Y . The Lemma follows from the identity
Let us now prove claim (c). Let Ξ be the unique isomorphism of right H A,l -modules
Such a map exists from [D1, Lemma 2.2] and Proposition 7.3. We need to prove that Ξ commutes to the action of the Schur algebra. Using (a) we need to prove that for all i, j ∈ A n l and all m ∈ M ij then
We are thus reduced to prove that
This is obvious. ⊓ ⊔ 7.5. Let Φ, Ψ, be the semilinear involutions on S A,n,l , T A,n,l , such that
Proof. Parts (b) and (c) are obvious from the construction of Ψ. Claim (d) is the affine counterpart of [D2, Theorem 4] . Recall that for any x, y ∈ S l the KazhdanLusztig polynomial is
The result follows fromC
parametrizes the isomorphism classes of nilpotent representations of the quiver Γ n : to the matrix m corresponds the class O m of
times the characteristic function of O m . Then, set Proof. The second claim is obvious since f α is the characteristic function of a single point. We now prove the first claim. For any algebraic variety X overF let D(X) be the bounded derived category of complexes of Q l -sheaves on X (see [L3] , [L4] ). If G is a connected algebraic group acting on X let D ss G (X) be the full subcategory whose objects are sums of shifted simple G-equivariant objects in D(X). Then, with the notations of Section 3.1, Lusztig has defined in [L3, Section 3.1] the map * : 
Finally observe that the b m 's are the Frobenius traces of the simple perverse sheaves on the E V 's since theŌ m 's are pure (see [L2, Corollary 11.6] 
Given i ∈ A n l and m ∈ M + let m i ∈ ∪ j M ij be the matrix with the (i, j)-th entry equal to
Proposition. (e) The map Θ is an algebra homomorphism.
Proof. Part (e) is immediate from the formula
and from the definition of the product in U − A,n and C G (Y × Y ). We know that
are the rational points of a smooth variety (then use Lemma 7.5.d). Claim (f ) results from Lemmas 3.4, 7.6, claim (e) and the fact that Φ is a ring homomorphism. As for part (g) let us first prove that
Thus it suffices to prove that if dim
is the multiplicity of
, and since ♯i
As for part (j) it is enough to remark that
follows from (i) and from the following formula.
Let us prove (l). Fix m, n, o ∈ M + and let O m , O n , O o , be the corresponding classes of representations of Γ n of dimensions α, β, γ, respectively. Fix
(see the notations in Section 3.1). Since p 1 and p 2 are smooth maps with connected fibers (see [L3, Section 3 .1]), 
is the set of rational points of an irreducible (smooth and connected) variety. Equiv-
3 (x) we get
Equality (l) is easy to get if o(m) = 0. The general case follows by induction using formula (m). ⊓ ⊔
Remark. It is not difficult to avoid the induction by computing directly o(m) (y(m) is easy to get as in [BLM] ) : first compute the number of points of the graded nilpotent class (see [Z, Proposition 2] for the non-cyclic case), then apply the Lang-Weil theorem [LW] .
Proof. Part (f ) of the proposition implies that Φ•Θ(b m ) = Θ(b m ) for all m ∈ M + . On the other hand part (g) of the proposition implies that
The result follows. ⊓ ⊔ Z) be the A-linear span of vectors x i , i ∈ Z. Let e ij ∈ M be the matrix with 1 at the spot (k, l) if (k, l) ∈ (i, j) + nZ (1, 1) and 0 elsewhere.
The tensor representation ofŨ
− A,n . Let A(
Lemma.Ũ −
A,n acts on A (Z) in such a way that for all m ∈ M and all α ∈ N Z/nZ ,
Proof. It is the action obtained by taking l = 1 in the geometric construction of Section 7 via the isomorphism T A,n,1
A,n -module via the coproduct∆. On the other hand H A,l acts on l A as follows for all k = 1, 2, ..., l − 1 and j = 1, 2, ..., l :
Lemma. The representations ofŨ Proof. Since the coproduct is coassociative (see [G1, Theorem 1(ii)]), we are reduced to the case l = 2. By definition
Thus f α acts on
The commutation results from a direct computation.
Proof. The map above extends uniquely to an isomorphism of modules over the affine Hecke algebra from Proposition 7.4 and [VV, Section 7] . To prove that this isomorphism commutes to U − A,n,l we must extend the result of [VV, Proposition 7] to the whole Hall algebra. For any i ∈ P l formulas (a) and (d) give
where n = (n 1 , n 2 , ..., n l ) ∈ {0, 1} l describes the set of all sequences such that α = l s=1 n s ǫī s and
On the other hand Proposition 7.4 imply that after the specialisation v = q −1 we have
This expression is the convolution product of 1 i and a function supported by the closed orbit form by all pairs (L ′ , L) such that for all i we have
By definition of the convolution product (
More precisely we get
where the n's are as above and a(i + n, i) = i α i (♯i −1 (i + 1) − α i+1 ). A simple computation using (f ) gives
Moreover for any sequence j we have x(j) = dim(P j /(B ∩ P j )) where P j , B ⊂ G are the isotropy subgroup of L j and the Iwahori. Thus we obtain
To conclude it suffices to compute the image of ⊗x i+n in C G (Y × X). Using the identity X −1
1 PT l−1 · · ·T k and the formula in Proposition 7.3, we get that ⊗x i+n is mapped to
Then, the equality results from an easy computation. The general case (i.e. i / ∈ A n l ) follows since the isomorphism we consider commutes to H A,l .
⊓ ⊔
Lemma. For all u ∈ U − A,n and all t ∈ l A we have Ψ(u t) =ūΨ(t).
Proof. Follows from Lemma 7.5.b and Proposition 7.7.f . ⊓ ⊔
The action of U
The ∧x i 's such that i ∈ P + l form a basis of [KMS, Proposition 1.3] ). Let C − be the one dimensional representation of H A,l such that T s → −1 for all s ∈ S l . We have
x . Let P + l ⊂ P l be the subset of integral dominant weights. Let S i,l be the set of minimal length representatives of the cosets in
where S l is the set of minimal length representatives of the cosets in S l /S l . For any x ∈ S l letx be the smallest element in the double coset S i xS l . Set
Proof. Suppose that x ∈ S i,l , s i ∈ S i , and s ∈ S l , are such that s i x = xs. Then
Thus φ iTx φ − = 0. Any x ∈ S l decomposes in x = x ix x l where x i ∈ S i , x l ∈ S l , and l(x) = l(x i ) + l(x) + l(x l ). In particular
Claim (b) follows. Let us prove claim (c). Recall that if λ is dominant thenT
Fix x ∈ S l . Then x decomposes uniquely as x = yλ where y ∈ S l and λ ∈ P l . If (i)x = (i)y + nλ ∈ P + l then λ ∈ P + l . Since sλ > λ for all s ∈ S l if λ is dominant, we getT x =T yTλ . Suppose moreover that x ∈ S i . Then for any s ∈ S i we have syλ > yλ. Since l(zλ) = l(z) + l(λ) for any z ∈ S l (λ is dominant), we obtain that y ∈ S l ∩ S i . Thus from Proposition 8.2 we get
(see [S2, Corollary 4.2.3] for instance for more details on the Bruhat order in S l ).
⊓ ⊔
Let consider the involution Ψ on
Ψ is the push-forward of the involution Ψ on l A (see Section 7.5).
First recall the following well-known Lemma.
Proof. Since λ, λ * are dominant weights we haveT ωTλ * =T −λω =T −λTω . In particular,T −λ =T ωTλ * T −1 ω . The claim (e) is obvious :
Proof of Proposition 9.0. Fix i ∈ A n l and x ∈ S i such that (i)x ∈ P + l . As above fix x = yλ with y ∈ S l ∩ S i and λ ∈ P + l . Using Lemma 9.0.c we get
For all s ∈ S i , sy > y implies that syω < yω. Thus
Lemma 9.d the set of all such xω is exactly the set of the y's in S i such that (i)y ∈ P + l . Lemma 9.c gives
Moreover b − (i)xω is completely characterized by the following properties :
Similarly fix i ∈ A n l and x ∈ S i . Then
If y ∈ S i and y ≤ x then P zy,ω i x = P ω i y,ω i x for all z ∈ S i (see [D1, page 491] ).
Then Lemma 9.c and 9.d give
Moreover b + (i)xω is completely characterized by the following properties : 
Lemma. (h) For any λ ∈ Π l there is an integer e(λ) such that
In particular
Proof. Claim (h) follows from (8.a), the definition of the coproduct, and the normal ordering rule [KMS, (43) and (45)]. Now we prove claim (i). Fix i ∈ A n l and x ∈ S i such that (i)x ∈ P + . Fix j ∈ A n l , n ∈ M + , and set m = n j ∈ M ji ∩ M + . Then Propositions 7.4.b and 7.7.g give
Letm be the smallest element in m.
Let suppose that f n (∧x ∅ ) = 0. According to Lemma 9.0.b this implies thatm = yt with y ∈ S(j, l) and t ∈ S l . Using Lemma 9.0.c-e we obtain
where (j)yω ∈ P + l . ⊓ ⊔ 9.3. The space l A is endowed with three bases :
On the other hand Proposition 7.7.f and Lemma 7.5.b imply that the action of b m on
Conjecture. The bases B l and B + l coincides.
Remark. Lemma 9.2 proves the conjecture when l ≤ n.
The right action of S l on P l induced by the translation P l
where the sum is over all the y such that y ≤ x and λ · x −1 y ∈ Π l . (k) For all λ ∈ Π l the coordinates of b + λ in the wedges belong to N[v] and are expressed by some Kazhdan-Lusztig polynomials.
Proof. Follows from Section 9.1. ⊓ ⊔ 10. The bases of the Fock space. Let ∞ A be the free A-module linearly generated by the semi-infinite monomials
The affine Hecke algebra of type gl ∞ acts on 
Thus the representation of
A has a well-defined limit when l → ∞, denoted by
Lemma. The map |λ → ∧x i , where i k = 1 + λ k − k, extends to an isomorphism of the representation of U − A,n on the Fock space constructed above and of the representation given in Lemma 6.2 .
Proof. The proof goes by a direct computation. First observe that ∧x i and |λ have the same weight for any λ ∈ Π if i is the sequence such that i k = 1 + λ k − k. Fix λ ∈ Π and α ∈ N Z/nZ . Take the sequence i as above. The formula 6.2.c gives
Moreover remark 6.0 implies that γ a (f α ) is v h(a) times the product of the f
's ordered from i = −∞ to ∞. Using the formulas in Section 4 we first observe that f (2) i acts by zero on the Fock space for any i. The elements |λ and ⊗x i have the same weight with respect to k i . Thus we get
where n = (n 1 , n 2 , ...) ∈ {0, 1} N × describes the set of all sequences such that α = s≥1 n s ǫī s and
On the other hand the formula in Section 8.2 gives
where n describes the same set and
We are through (recall that i is decreasing).
⊓ ⊔
The involution Ψ on l A induces the semilinear involution Ψ on
It is the involution used in [LT] by Proposition 9.0.
Remark. Lemma 9.2.h implies that |∅ is a cyclic vector of ∞ A .
In [LT] Leclerc and Thibon have defined two bases
Theorem. B ± is the limit of B N[v] . This result was conjectured in [LLT, Conjecture 6.9.(i) ].
11. Decomposition numbers of the q-Schur algebra. In this section ε = exp(2iπ/n) is a fixed root of unity. The q-Schur algebra S A,k,l is the subalgebra of S A,k,l spanned by the T m 's such that m ∈ S i \ S l /S j . If l ≤ k let consider the subalgebras
We want to compute the decompositions matrices of the simple S A,l -modules under the specialization v → ǫ. The following Lemma is easy.
Lemma. If l ≤ k then the algebras S A,k,l and S A,k,l are Morita equivalent respectively to S A,l and S A,l . ⊓ ⊔ Let S t,k,l , S t,l , be the specialization of S A,k,l , S A,l , at v = t. For any t ∈ C × the simple modules of S t,l are labelled by partitions of l. Set R n = l≥1 R(S ε,l ). Similarly set R ∞ = l≥1 R(S t,l ) if t is not a root of unity. Here the symbol R stands for the complexified Grothendieck ring.
11.1. Let F be the variety of k-step partial flags in C l . The linear group GL l (C) acts diagonaly on F × F . Let Z ⊂ T * F × T * F be the Steinberg variety (it is a reducible variety whose irreducible components are the closure of the conormal bundles to the
The group G acts naturally on Z : the linear group acts diagonaly and z ∈ C × acts by multiplication by z −2 along the fibers. The complexified Grothendieck group of equivariant coherent sheaves on Z, denoted K G (Z) , is endowed with an associative convolution product (see [GV] , [V2] ).
Theorem. K G (Z) is isomorphic to the affine q-Schur algebra S A,k,l .
Proof. For any I, J ⊆ S l let F I , F J be the corresponding partial flag varieties. Let
The convolution product K IJ ⊗K JK → K IK is denoted by ⋆. Let θ IJ ∈ K IJ be the fundamental class of the conormal to the diagonal in F I ×F J . Let θ : H A,l ∼ →K ∅∅ be the Ginzburg-Kazhdan-Lusztig isomorphism (see [CG] ). Let S I ⊆ S l , φ I ∈ H A,l , and π I ∈ A, be the parabolic subgroup generated by I, the q-symmetrizer and the Poincaré polynomial of
The symmetric group acts on P by permutation of the variables. Let P S I ⊂ P be the S I -invariants. The convolution induces an embedding
for all x, y (see [GV, Lemma 7.5] ). Then (a) and [V1, Lemme 5] give
Let consider the maps
, and (d) gives
The set A 
The β IJ 's induce an embedding of algebras
. We now prove that β is surjective. There is an algebra homomorphism from the integral form of U K gl k to K G (Z) (see [GV] , [V2] , and [S1] for the integral form). Let e i,s , f i,s , h j,t , k ±1 j , be the loop-like generators of U K gl k in the Drinfeld new presentation (here i = 1, 2, ..., k − 1, j = 1, 2, ..., k, s ∈ Z, and t ∈ Z × ). The integral form is generated by the divided powers of e i,s , f i,s and by [t] −1 h j,t and k ±1 j (see [CP, Section 3] ). The images of these generators in K G (Z) and S A,k,l are known (see [V2] ). Put
is the q-symmetrizer of the parabolic subalgebra generated by the T i 's such that i ∈ [1, n) \ {n + i 1 , n + i 2 , ..., n + i l }. Then Im β contains the elements
for any t ∈ Z, any r = 1, 2, ..., k − 1, and any g ∈ P S i . Here i ± r = (i 1 , i 2 , ..., i s ∓ 1, i s+1 , ..., i l ) where s is the smallest index such that i s = r + 1 − k (resp. the biggest index such that i s = r − k), and π ji is the Poincaré polynomial of S i ∩ S j . The first two elements in (f ) are the components of β(e r,t ) and β(f r,t ) in H i
ij letm ∈ m be the smallest element. The subsets S m , S m ⊆ S j are defined as in Section 9.2. Let π m be the Poincaré polynomial of S m . Since 
Part (j) follows from [V2, Proposition 8.b] and from the proof of [V2, Proposition 10] . Since
we get π
Thus the right hand side is equal to
We are now reduced to prove that the elements inṠ c , where where c is as a in (i), are generated by Im β. Put φ l = x∈S l T x and π l = x∈S l v −2l(x) . For any λ ∈ Π l let S λ ⊆ S l be the Young subgroup and set
where P λ (X, v −2 ) is the Hall-Littlewood polynomial and
where the product is over all i ∈ [a,
We are done since the Hall-Littlewood polynomials span the symmetric polynomials.
⊓ ⊔ For any non-zero complex number t, a parametrization of the simple modules of the specialized algebra K G (Z) |v=t is given in [GV] (see in [V2] the remark after Theorem 4 for the case of roots of unity). The simple modules of S t,k,l are labelled by orbits of pairs (s, x) ∈ GL l (C) 2 where s is semi-simple, x is unipotent, and sxs −1 = t −2 x. Let consider the subclass of simple representations such that the spectrum of s is in t 2N . Such representations are labelled by isomorphism class of nilpotent representations of Γ ∞ if t is generic and of 
11.2. The evaluation morphism H A,l → H A,l induces an evaluation morphism S A,l → S A,l which is surjective. The pull-back by the evaluation map S A,l → S A,l of the simple modules of the q-Schur algebra are simple modules of the affine qSchur algebra. Recall that to any partition λ ∈ Π is assigned an isomorphism class of nilpotent representations of Γ ∞ and Γ n (see 5.0 and 9.2). If The multiplicity formula [GV, Theorem 6.6] 13.1. Recall the situation in Section 6.0. We fix a Z-graded vector space V of dimension d. LetV be the associated Z/nZ-graded vector space, of dimensiond. The spaceV is endowed with the Z-filtration whose associated graded is identified with V . Fixd ∈ Sd. We have the following commutative diagram 
