Bilinear differential forms and the Loewner framework for rational interpolation by Rapisarda, Paolo & Antoulas, Athanasios C.
Bilinear differential forms
and the Loewner framework
for rational interpolation
Paolo Rapisarda∗ (joint with Athanasios C. Antoulas∗∗)
∗University of Southampton, UK
∗∗Rice University, Houston, TX and Jacobs University, Bremen, D
Mathematical systems theory: from behaviors to nonlinear control, 12-13 July 2015, Groningen
Take-home message
Linear theory Leitmotiv:
External structure mirrored in internal structure
Linearity & time-invariance; state & state equations
Take-home message
Linear theory Leitmotiv:
External structure mirrored in internal structure
Linearity & time-invariance; state & state equations
Identification/Model order reduction:
• Ho-Kalman realization;
• Subspace identification;
• ...
Take-home message
IN THIS TALK:
External structure: bilinear on external variables
Internal structure: state equations
From data to state model
Take-home message
IN THIS TALK:
External structure: bilinear on external variables
Internal structure: state equations
From data to state model
HOW:
Loewner matrix ; state trajectory; equations
Take-home message
IN THIS TALK:
External structure: bilinear on external variables
Internal structure: state equations
From data to state model
HOW:
Loewner matrix ; state trajectory; equations
factorization
Take-home message
IN THIS TALK:
External structure: bilinear on external variables
Internal structure: state equations
From data to state model
HOW:
Loewner matrix ; state trajectory; equations
factorization linear system solution
Take-home message
IN THIS TALK:
External structure: bilinear on external variables
Internal structure: state equations
From data to state model
HOW:
Loewner matrix ; state trajectory; equations︸ ︷︷ ︸
Two-variable polynomial matrices
Duality: the i/s/o case
d
dt
x = Ax + Bu
y = Cx + Du
d
dt
x ′ = −A>x ′ + C>u′
y ′ = B>x ′ − D>u′
Duality: the i/s/o case
d
dt
x = Ax + Bu
y = Cx + Du
d
dt
x ′ = −A>x ′ + C>u′
y ′ = B>x ′ − D>u′
u′>y + y ′>u = ddt
(
x ′>x
)
Duality: the i/s/o case
d
dt
x = Ax + Bu
y = Cx + Du
d
dt
x ′ = −A>x ′ + C>u′
y ′ = B>x ′ − D>u′
u′>y + y ′>u = ddt
(
x ′>x
)
[
y ′
u′
]
= w ′eλ·,
[
u
y
]
= weµ· =⇒ x , x ′ vector-exponential
w ′>w = (λ + µ)x ′>x
Duality: the i/s/o case
d
dt
x = Ax + Bu
y = Cx + Du
d
dt
x ′ = −A>x ′ + C>u′
y ′ = B>x ′ − D>u′
u′>y + y ′>u = ddt
(
x ′>x
)
[
y ′i
u′i
]
= w ′i e
λi ·,
[
uj
yj
]
= wjeµj ·, i, j = 1, . . . ,N =⇒
w ′i
>
wj = (λi + µj)x ′i
>
xj , i, j = 1, . . . ,N
Duality: the i/s/o case
d
dt
x = Ax + Bu
y = Cx + Du
d
dt
x ′ = −A>x ′ + C>u′
y ′ = B>x ′ − D>u′
u′>y + y ′>u = ddt
(
x ′>x
)
[
y ′i
u′i
]
= w ′i e
λi ·,
[
uj
yj
]
= wjeµj ·, i, j = 1, . . . ,N =⇒
w ′i
>
wj = (λi + µj)x ′i
>
xj , i, j = 1, . . . ,N[
w ′i
>
wj
λi +µj
]
i,j=1,...,N
=
[
x ′1 . . . x
′
N
]> [x1 . . . xN]
Loewner matrix L
Duality: the i/s/o case
d
dt
x = Ax + Bu
y = Cx + Du
d
dt
x ′ = −A>x ′ + C>u′
y ′ = B>x ′ − D>u′
u′>y + y ′>u = ddt
(
x ′>x
)
[
w ′i
>
wj
λi +µj
]
i,j=1,...,N
=
[
x ′1 . . . x
′
N
]> [x1 . . . xN]
Loewner matrix L
Factorization =⇒ state trajectories
Duality: the i/s/o case
d
dt
x = Ax + Bu
y = Cx + Du
d
dt
x ′ = −A>x ′ + C>u′
y ′ = B>x ′ − D>u′
u′>y + y ′>u = ddt
(
x ′>x
)
[
w ′i
>
wj
λi +µj
]
i,j=1,...,N
=
[
x ′1 . . . x
′
N
]> [x1 . . . xN]
For state equations solve for A, B, C, D[
µ1x1 . . . µNxN
y1 . . . yN
]
=
[
A B
C D
] [
x1 . . . xN
u1 . . . uN
]
Duality: the descriptor case-1
E
d
dt
x = Ax + Bu
y = Cx
E>
d
dt
x ′ = −A>x ′ + C>u′
y ′ = B>x ′
Duality: the descriptor case-1
E
d
dt
x = Ax + Bu
y = Cx
E>
d
dt
x ′ = −A>x ′ + C>u′
y ′ = B>x ′
u′>y + y ′>u = ddt
(
x ′>Ex
)
Duality: the descriptor case-1
E
d
dt
x = Ax + Bu
y = Cx
E>
d
dt
x ′ = −A>x ′ + C>u′
y ′ = B>x ′
u′>y + y ′>u = ddt
(
x ′>Ex
)
[
w ′i
>
wj
λi +µj
]
i,j=1,...,N
=
[
x ′1 . . . x
′
N
]> E [x1 . . . xN]
Duality: the descriptor case-2
E
d
dt
x = Ax + Bu
y = Cx
E>
d
dt
x ′ = −A>x ′ + C>u′
y ′ = B>x ′
u′>
( d
dt y
)− ( ddt y ′)> u = ddt (x ′>Ax)
Duality: the descriptor case-2
E
d
dt
x = Ax + Bu
y = Cx
E>
d
dt
x ′ = −A>x ′ + C>u′
y ′ = B>x ′
u′>
( d
dt y
)− ( ddt y ′)> u = ddt (x ′>Ax)
Duality: the descriptor case-2
E
d
dt
x = Ax + Bu
y = Cx
E>
d
dt
x ′ = −A>x ′ + C>u′
y ′ = B>x ′
u′>
( d
dt y
)− ( ddt y ′)> u = ddt (x ′>Ax)[
w ′i
>
 0 µj I−λi I 0
wj
λi +µj
]
i,j=1,...,N
=
[
x ′1 . . . x
′
N
]> A [x1 . . . xN]
Duality: the descriptor case-2
E
d
dt
x = Ax + Bu
y = Cx
E>
d
dt
x ′ = −A>x ′ + C>u′
y ′ = B>x ′
u′>
( d
dt y
)− ( ddt y ′)> u = ddt (x ′>Ax)[
w ′i
>
 0 µj I−λi I 0
wj
λi +µj
]
i,j=1,...,N
=
[
x ′1 . . . x
′
N
]> A [x1 . . . xN]
Shifted Loewner matrix Lσ
Duality: the descriptor case-3
For state equations, factor[
L Lσ
]
= X ′∗
[
EX AX
][
L
Lσ
]
=
[
X ′∗E
X ′∗A
]
X .
Moreover,
B = −X ′ [u′1 . . . u′N] and C = [y1 . . . yN]X>
Duality: the descriptor case-3
For state equations, factor[
L Lσ
]
= X ′∗
[
EX AX
][
L
Lσ
]
=
[
X ′∗E
X ′∗A
]
X .
If X , X ′> have orthonormal rows (e.g. via SVD):
E = X ′LX> and A = X ′LσX>
Moreover,
B = −X ′ [u′1 . . . u′N] and C = [y1 . . . yN]X>
Duality: the descriptor case-3
For state equations, factor[
L Lσ
]
= X ′∗
[
EX AX
][
L
Lσ
]
=
[
X ′∗E
X ′∗A
]
X .
If X , X ′> have orthonormal rows (e.g. via SVD):
E = X ′LX> and A = X ′LσX>
Moreover,
B = −X ′ [u′1 . . . u′N] and C = [y1 . . . yN]X>
Duality: the higher-order case
Dual ofB = im M
( d
dt
)
= ker R
( d
dt
)
:
B⊥ =
{
w ′ ∈ C∞(R,Rw) |
∫ +∞
−∞
w ′>w = 0
for all w ∈ B of compact support}
Duality: the higher-order case
Dual ofB = im M
( d
dt
)
= ker R
( d
dt
)
:
B⊥ =
{
w ′ ∈ C∞(R,Rw) |
∫ +∞
−∞
w ′>w = 0
for all w ∈ B of compact support}
B⊥ = im R>
(− ddt ) = ker M> (− ddt )
Duality: the higher-order case
Dual ofB = im M
( d
dt
)
= ker R
( d
dt
)
:
B⊥ =
{
w ′ ∈ C∞(R,Rw) |
∫ +∞
−∞
w ′>w = 0
for all w ∈ B of compact support}
B⊥ = im R>
(− ddt ) = ker M> (− ddt )
Duality: the higher-order case
x state for w ∈ B, x ′ for w ′ ∈ B⊥:
w ′>w =
d
dt
(
x ′>x
)
Duality: the higher-order case
x state for w ∈ B, x ′ for w ′ ∈ B⊥:
w ′>w =
d
dt
(
x ′>x
)
...same as 1st order case:
• Factorize Loewner matrix L = X ′>X ;
• Solve for E , F , G
[
E F G
] Xdiag(µi)i=1,...,NX
W
 = 0
• B =
{
w | ∃ x s.t. E ddt x + Fx + Gw = 0
}
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i=1 xiαi = x(0), where x(·) is state trajectory of
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w(·) belongs to “autonomous" (w/out inputs) subbe-
havior =⇒ w(·) = 0 =⇒ contradiction.
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