Abstract. This paper develops an efficient multigrid algorithm for solving the eigenvalue problem associated with a linear differential operator. The algorithm is based on the full approximation scheme (FAS) and incorporates a Ritz projection process for simultaneous computation of several eigenvalues and their eigenvectors. Included are the results of some numerical experiments that illustrate its performance in various contexts.
1. Introduction. The usual method for finding eigenvalues of a differential operator is to discretize the problem and solve the resulting matrix eigenvalue problem by some algebraic technique. If, as we assume here, the first several eigenvalues and corresponding eigenvectors are desired, then one may use a simultaneous or block version of such methods as inverse iteration, Rayleigh quotient iteration or Lanczos.
This approach of treating the discrete problem as a purely algebraic one can result in a loss of valuable information, especially concerning the smoothness of the eigenvectors. In general, the operator's eigenvectors corresponding to the desired smaller eigenvalues are very smooth, so that they are fairly well approximated on coarser grids. Certain multigrid processes (e.g., FMG described in 3.2) take full advantage of this smoothness and are therefore very effective for solving such problems.
The experiments we have performed indicate that the first eigenvalue of a differential operator can be approximated to within truncation error with a little more work than is needed for solving the related boundary value problem by multigrid. When more than one eigenvalue is desired, the work needed per eigenvalue increases somewhat due primarily to the orthogonalization and Ritz steps used to prevent all of the emerging eigenvalue approximations from converging to the first eigenvalue.
Nevertheless, as we note in 7, the total work is zag-q:Zn + O(q2n + q3 log n), where n is the number of fine grid points and q is the number of desired eigenvalues.
After introducing the notation and some basic multigrid ideas, the method for finding an approximation to the first eigenvalue of the operator is detailed and discussed. This method is then extended in 6 to the computation of several eigenvalues.
Basically, the algorithm proposed in this paper uses the version of multigrid that treats the eigenvalue problem as a nonlinear problem on all grids. The problem is solved on successively finer grids, using the solution at each level as the initial guess for the next. To improve this initial guess, a multigrid cycle is then performed for each eigenvector, retaining nonlinearity on coarser grids and maintaining separation of the vectors by coarse-grid orthogonalization with respect to previous eigenvectors.
The Ritz projection is used to maintain a stable basis for the emerging invariant subspace approximation and results in accelerating the speed of convergence of the multigrid iteration to the true eigenvectors. It raises several questions in algorithm design, as we shall see.
Several other algorithms incorporating multigrid methods have been proposed for the solution of differential eigenvalue problems. Hackbusch [5] developed a method for approximating the. eigenvalues of an elliptic differential operator. The basic algorithm is similar to ours although the emphasis of his work is mainly theoretical. Strakhovskaya [9] proposes another method for approximating the first eigenvalue that is similar to Hackbusch's but that uses coarser grids to solve the residual equation obtained on the finest. Clemm and Guderley [4] use the theory of a two-level method for linear problems to develop a method for finding several eigenvalues. It is much different from the modern recursive multigrid approach taken here. McCormick [7] uses Newton's method (that is, Rayleigh quotient iteration) with multigrid as the inner-loop equation solver, together with Ritz projections to compute several eigenvalues and eigenvectors.
The method developed by Alcoutte, et al. [1] for solving linear problems has been extended to apply to eigenvalue problems. It is similar to our approach for computing the first eigenvalue, although their emphasis is in applying the method to their problem and ours is in a full development of the algorithm.
The essential features of our algorithm were developed by the authors in 1979.
In fact, the present algorithm is an improvement of the one coded and distributed on magnetic tape at the 1979 multigrid workshop at Yale University. This leads to the very powerful but subtle so-called full approximation scheme (FAS), the details of which can be found in [2] . The essence of FAS is the construction of the coarse grid problem so that its solution is a good approximation to the fine grid solution transferred to the coarse grid. This ensures that the difference between the fine grid approximation and the coarse grid solution is an approximation to the smooth components of the fine grid error so that it can be used as a correction to reduce these components. Note, at convergence, that the coarse grid solution must provide a zero correction; that is, the coarse grid solution is just the fine grid solution transferred to the coarse grid.
To be more specific, assume that FMG is applied to LU =f and level is the currently finest grid. The (3.3) .)
The processes mentioned above form the basis for the algorithms used in this paper.
4. The problem. The problem treated in this paper is to find approximations to the first few eigenvalues and associated eigenvectors of the differential operator L defined on functions with domain II. That is, we are looking for the smallest real numbers A1 <-A2-<" -< Aq and functions U1, U2," ", Uq so that
Here we assume that L is an elliptic, self-adjoint differential operator on f. (Our work extends naturally to the generalized eigenproblem LU AMU 0 with appropriate assumptions on M. We restrict our attention to the case M I for simplicity.)
Several alternatives can be used in specifying the accuracy required of the eigenvalues and their eigenvectors. For example, a mesh size can be prespecified, determining the discrete operator whose first q eigenvalues approximate those of L. In this case, it is required to find the eigenvalues and eigenvectors to the level of truncation error, that is, to the level of accuracy determined by the extent to which the discrete eigenvalues and eigenvectors approximate those of the continuous operator. Solving beyond this level does not necessarily improve the error between the approximations and the solutions of the continuous problem. Note in this case that the accuracy is not uniform; that is, the error is larger in the higher eigenvalues than the lower ones since higher eigenvalues generally have larger truncation errors.
Another way to define the accuracy requirements is to specify each eigenvalue error explicitly by giving a fixed tolerance for all eigenvalue approximations. This method is more intricate, since different fine grids will usually be required for different eigenvalue/eigenvector approximations.
The method presented in this paper is designed according to the first accuracy criterion, although the design and testing of an algorithm for use with the second is discussed briefly in 6. We first examine the case where only one eigenvalue is desired.
This avoids this accuracy question yet clarifies some of the basic processes involved in the full algorithm.
Following the notation introduced in 3, the current G k approxirr, ations to the ith G eigenvector and eigenvalue are denoted by u k and A k, respectively, where G is the currently finest grid. Upper case is reserved for exact solutions so that UI and A are the exact G solutions. When no ambiguity exists, superscripts and subscripts will be dropped.
5. The method for the first eigenvalue. 5.1. The basic method. The full algorithm is listed in the appendix. In this section we discuss the essentials for a version of this method as it applies to the computation of the first eigenvalue only. The first step is to obtain the coarsest grid approximation to the first eigenvalue and its eigenvector. Some initial approximation u on this grid is chosen at random, although whatever information is known about the first eigenvector may be used here to provide a better initial guess. A is chosen as a suitable approximation to the first eigenvalue of the operator. On this coarse grid, relaxation is performed on the equation This process is repeated until a fairly accurate solution emerges. The vector is then normalized. In the experiments reported in this paper, 15 iterations were generally sufficient, although this value depends on the mesh size of the coarsest grid and the separation of the first and second eigenvalues there (cf. Kahan [6] ). In any case, these iterations cost very little since the coarsest grid has only a few points.
Once a solution has been obtained on a level l-1, u The remainder of this section is devoted to a detailed discussion of certain aspects of this method.
5.2. The coarse grid problem. The coarse grid equation is derived in much the same way as described in 3. Specifically, let the currently finest grid problem be written as
where r/ is a normalization constraint functional which specifies the size of the solution.
This constraint is necessary for uniqueness since a solution U to (5.1a) is specified only up to a multiplicative constant. The specific nature of r/will be discussed below.
If we have an approximation u to U , and the error has been smoothed by relaxation, then the G t-1 equations are One attribute of the full simulataneous method is its ability to use Ritz projections with all of its attendant advantages. For example, as with conventional techniques such as the power method (cf. [8] ), the emphasis is placed on producing a good approximation to the subspace spanned by the first q eigenvectors of L. This has many subtle advantages, even more than with the conventional uses of Ritz, but the most direct is that convergence of a specific eigenvalue depends now on its separation not from its neighbor but from the (q + 1)st eigenvalue of L. The major disadvantage with the fully simultaneous method (and one of the main advantages of the fully sequential one) is storage requirements. All vector approximations must be maintained on all levels of the multigrid cycles. The additional storage is up to of the storage needed (in any case) for storing all of the vectors on the finest grid (since on coarser grids both u k and -k are stored).
The method we propose is intermediate to these two extremes. To retain the advantages of each, we carry all vectors simultaneously through the FMG process by maintaining approximations to all of the eigenvectors and by performing orthogonalization and Ritz projections on the currently finest grid, and we proceed sequentially within the cycling scheme by performing in turn a fixed multigrid cycle on each currently finest grid eigenvector approximation. Sequential use of the multigrid cycling process is apparently no less effective than, yet reduces the storage requirements of, the simultaneous approach. The steps of our algorithm are listed in the appendix and loosely described as follows. Since the Ritz process requires only a numerically well-determined subspace for the eigenspace from which it computes the eigenvalue approximations, the aim of the multigrid cycle performed on the ith eigenvector approximation is to produce a vector which differs from U/h only in the directions of the vectors U, j =<q. Thus strict orthogonalization is unnecessary, and we can instead try to maintain the amount of separation that already exists between the vectors. We will refer to these separation constraints as orthonormalization conditions, although it should be understood that these only approximate true orthonormality. The multigrid cycle for the ith vector will tend to produce an approximation to the vector with minimum Rayleigh quotient which satisfies these separation constraints. That is, components of higher eigenvectors are eliminated from the approximation, and those of the previously computed eigenvector approximations remain unchanged. Relaxation changes low-frequency error components only very slightly, and since these components dominate the approximation, then vector norms and the amount of vector separation are approximately maintained during relaxation on the fine grid. Thus normalization and orthogonalization may be reserved for use on coarse grids only, where low-frequency changes will occur.
Orthogonalization is therefore performed only on the very coarsest grids, with the exception that at the termination of each multigrid cycle on the current finest grid G t, Gram-Schmidt orthonormalization is used to start the Ritz process. Thus, during each cycle, the separation exhibited by the fine grid vectors results only from them being the interpolants of the orthonormal grid I-1 approximants. This separation is, however, adequate to provide good numerical determination of the subspace in which they belong. Thus, our FAS orthonormalization conditions are designed to maintain this separation rather than the much more difficult task of maintaining actual orthogonality. The (approximate) orthonormalization constraint, analogous to that for normalization in (5.3) , is given by 
If 3'+1 is less than 1 for all i-<q, then the eigenspace approximation will improve since higher frequencies are reduced at a greater rate. However, this quantity generally depends on q and and the type of discretization. For programming convenience in the work reported in this paper, 5-point stencil discrete operators were used on all grids. In this case, for a positive definite operator, the discrete eigenvalue approximations generally decrease as the mesh size increases. Thus, for some q, 3' can be greater than 1 when coarse grid truncation error exceeds the eigenvalue separation At+x-A. The last column in Table 1 is the norm of the residual of the solution to the continuous problem projected onto the h grid. This is also an approximation, but is close enough to serve as a quantity against which to measure convergence of the discrete solution. That is, when the grid h residual is comparable to the residual formed by the projected continuous solution, then we conclude that the discrete error is the same order as the truncation error. The algebraic error in the eigenvalue is not necessarily a good measure of the algebraic error in the eigenvector, the former being approximately proportional to.the square of the latter.
The method for one eigenvalue and h is given in Table 2 . The amount of work performed in relaxation, which dominates the overall work in this case, is equivalent to about seven sweeps on the fine grid. The results for ten eigenvalues and h are shown in Table 3 . A comparison with Table 1 shows that the problem is solved to below the level of truncation error.
Note that the accuracy is better relative to this truncation error for the lower eigenvalues. If more eigenvectors are included in the process (whether or not they converge), all approximations are improved. When 15 eigenvectors were included in a test that we ran, although the last two failed to converge, the residual norm of the 10th eigenvector decreased by about a factor of 2. This is not of too much practical importance, however, since even though it suggests that less work is required for the lower eigenvalues when Ritz projection is used, the error decrease is actually due mainly to elimination of low-frequency error. As explained in 6, low-frequency error can arise if the coarse grid solution does not provide a good correction to the approximations on finer grids. In these cases a cycle with more visits to coarser grids may help. Table 4 gives the results for the so-called "W-cycle" for ten eigenvalues. A W-cycle means that the coarse grid correction to any grid k is calculated by two cycles on grid k 1. The amount of work performed in relaxation is times the amount needed for usual multigrid cycles. The total amount of work is then W -(3 (,1 + u.)+ -)qanm +[12q + qZ]nm + mO(q3). Tables 5 and 6 show the results obtained with red-black ordering in place of lexicographic Gauss-Seidel with usual cycling and W-cycling, respectively. This type of ordering is a more effective smoother than lexicographic, as evidenced by the higher accuracy obtained in the eigenvalues. The nature of the FMG process is ideal for the use of extrapolation on the eigenvalues approximations. Table 7 shows the eigenvalue approximations extrapolated from the 6 and grids and the accuracy obtained. 
