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Kurzfassung
Die Anforderungen an den Entwurf integrierter Schaltungen zeigen durch die technologischen
Innovationen in der Halbleiterproduktion, dass klassische Verfahren zunehmend an ihre Grenzen
stoßen. Insbesondere die Dimensionierung der Taktversorgung integrierter Schaltungen entwickelt
sich zu einem stetig wachsenden Problem. Eine globale Taktversorgung hingegen wird bei
asynchronen Schaltungen nicht benötigt. Hierdurch bieten asynchrone Schaltungen eine attraktive
Alternative, um das Entwickeln von Systems on Silicon mit digitalen und Mixed-Signal Modulen zu
beherrschen. 
Zum Entwurf asynchroner Schaltungen sind in den letzten Jahren Methoden zur Beschreibung von
Prozessen vorgestellt worden, die von einer lokalen Steuerung ausgehen. Somit ist keine strenge
Trennung nach Schaltnetz und Rückkopplungsnetzwerk mehr nötig, wie sie von Moore und Mealy
vorgeschlagen wurde. Der Entwickler kann bei diesen neuen Schaltungskonzepten die Granularität
der lokalen Steuerung festlegen. Die Größe kann dabei von kleinen Interfaceblöcken bis hin zu
Mikroprozessoren oder auch Systemen variieren. Darüber hinaus bieten diese Konzepte neben der
Synthese auch die Möglichkeit der Schaltungsverifikation. Asynchrone Schaltungen, welche die
Bundled Data Convention verwenden, haben eine hohe Leistungsfähigkeit bewiesen. Auf diese Art
der Schaltungen, die auch als Self-timed Circuits bezeichnet werden, stützt sich diese Untersu-
chung zum testfreundlichen Entwurf asynchroner Schaltungen bei der Verwendung von Single-Rail
Signalling. 
Die Untersuchung beginnt mit einem Rückblick auf bereits bestehende Arbeiten des Entwurfs und
Tests asynchroner Schaltungen. Auf diesen Ergebnissen aufbauend, werden neue asynchrone
Testverfahren vorgeschlagen. Das Problem, dass klassische asynchrone Testmethoden auf einer
getakteten Testablaufsteuerung basieren, wird hierbei gelöst. Zur Synchronisation der Testdaten
wird bei den vorgestellten Verfahren ein asynchroner Ansatz verfolgt, der die Bundled Data
Convention als Synchronisation berücksichtigt. Es wird damit ermöglicht, Testverfahren für
asynchrone Schaltungen zu entwerfen, die auch sicherheitskritischen Anwendungen in Modulen
ohne Taktsteuerung genügen. Bei der Entwicklung der Testkonzepte für asynchrone Schaltungen
wird der Einfluß der Testlogik auf die Performance des Datenpfads der Schaltung minimiert. 
Es werden zu einer asynchronen Schaltungsbibliothek neue Standardzellen vorgeschlagen, um die
asynchronen testfreundlichen Entwurfsverfahren zu realisieren. Die scanfähigen Register sind
dabei so aufgebaut, dass keine zusätzliche Signalverzögerung im Datenpfad entsteht. Diese hier
vorgestellte Idee der Einkopplung der Testdaten kann auch in der synchronen Schaltungstechnik
eingesetzt werden und somit den oft genannten Nachteil des Performanceverlusts bei einem
testfreundlichen Entwurf lösen. Darüber hinaus wird ein modifiziertes Muller C-Element vorgestellt,
welches die Performanceverluste minimiert, die bei der Umschaltung zwischen Test- und Funk-
tionsbetrieb entstehen. Schließlich wird ein Konzept zur Fehlermodellierung für klassische und
nichtklassische Fehlermodelle auf Gatterebene präsentiert und auf asynchrone Schaltungs-
elemente angewendet. 
Mit Hilfe der neuen Standardzellen wird ein Konzept für passive Testhilfen beschrieben, das einem
Scanpfad für synchrone Schaltungen entspricht. Es bietet eine Lösung, um extern generierte
Testmuster an eingebetteten Modulen steuern und beobachten zu können. Darüber hinaus werden
aktive Teststrukturen vorgestellt, um in der Schaltung Testmuster generieren und Testdaten
komprimieren zu können und so die Funktionalität des synchronen BILBO Testkonzepts zu
realisieren. Dieses Verfahren ermöglicht erstmalig, aufbauend auf einer asynchronen Ablauf-




Due to technology driven improvements of the semiconductor industry traditional design concepts
will be the limiting factor of the design in deep submicron technologies. In particular, the design of
clock networks will become one of the major bottlenecks. In contradiction to synchronous design,
asynchronous circuits do not need a global clock distribution. They are build up with local
synchronized control paths. This leads to an attractive alternative to design systems on silicon
containing digital and mixed-signal modules. 
The traditional circuit design theory uses large combinational network together with a feedback
loop, like it is proposed from Mealy and Moore in the fifties. Methods have been presented in the
last two decades for designing asynchronous circuits using locally synchronized control signal
distribution. This enables design styles where the granularity of modules with its control signals can
be individually specified. Asynchronous circuit designs that are using the bundled data convention
have shown the competitiveness to their synchronous counterparts. This circuit design style - also
named as self-timed circuits - is targeted here for designing testable and self-testable
asynchronous circuits. 
This thesis starts with an overview on designing and testing asynchronous circuits. Traditional
asynchronous test concepts still need a clock for test purposes. Based on this, two new
asynchronous test concepts are presented. They propose a solution by using the bundled data
convention to synchronize the data also in test mode. An asynchronous test can now be developed
for modules which do not have any global clock synchronization. This allows to design testable
mixed-signal interfaces of analogue modules using handshake signals. 
Asynchronous standard cells are proposed to enhance the design for testability. The proposals for
the control and data path elements complete asynchronous standard cell libraries. The scan
registers are designed without additional delay of the test multiplexer in the data path. The idea of
coupling the data path and test path can also be adopted to synchronous designs. In principle, it
solves the drawback of performance reduction in integrated circuits when scan registers are
involved. In addition, the design for testability of a Muller C-Element is presented with minimal
additional delay for the control path. For an asynchronous library a fault modeling concept is
developed. The results show that single stuck-at faults at the primary ports of the cell are not
sufficient to all possible faults that can occur at transistor level. 
A test concept is presented that can be compared to a synchronous scan path. This solves the
problem of controlling and observing external test pattern to asynchronous modules without using
a clock distribution network. The asynchronous data and control path can now be tested in parallel.
Second, a test concept is proposed for generating test pattern and compress test data on chip, like
it is done with the synchronous BILBO concept. With this test concept it is now possible to detect
even dynamic failures of the bundled data convention in asynchronous designs. 
IV
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Einige Fachbegriffe
Bounded Delay Bezeichnet die Annahme, dass die Verzögerungen der
Elemente und deren Verbindungen einer Schaltung beschränkt
sind. 
Bundled Data Convention Asynchrones Synchronisationsverfahren, bei dem zwei
Steuerleitungen das Taktsystem einer Pipeline Architektur
ersetzen [80MeadC]L.2. 
Burst Mode Bezeichnet eine asynchrone Schaltungsmethode. Es können
mehrere Ein- und Ausgangssignale sich gleichzeitig verändern
[91NowiD]L.2. Dies ist eine deutliche Erweiterung zum Fun-
damental Mode. 
Change Diagram Eine Beschreibungssprache von asynchronen Prozessen mit
ähnlichen Eigenschaften, wie sie bei den Signal Transition
Graph Prozessen zu finden sind [92KishKT]L.2. 
Communication Process Bezeichnet eine prozedurale Sprache für asynchrone
Schaltungen, die aus Basiselementen aufgebaut ist [89Mart]L.2.
Deadlocks Bezeichnet das Verhalten einer Schaltung, die einen
ungewollten stabilen Zustand besitzt, der nicht mehr verlassen
wird. 
Decomposition by Net Verfahren zur Partitionierung von Signal Transition Graphs
Contraction in Untergraphen zur Abbildung der Prozesse auf primitive
Elemente während der Synthese [87Chua]L.2. 
Delay-insensitive Eine Schaltungseigenschaft, die erfüllt ist, wenn beliebige
Verzögerungen der Elemente und Verbindungsleitungen kein
Fehlverhalten der Schaltung verursachen.
Dual-Rail (Double-Rail) Eine Datenübertragungsart, die zwei Signalleitungen zur
Kodierung des Datums verwendet. Dies wird bei Precharge
Techniken häufig eingesetzt. Der Ausgang ist dann gültig, wenn
beide Signale gegensätzliche Werte annehmen. 
IX
Fail-stop Diese Bezeichnung wird für das Verhalten einer Schaltung
verwendet, welche nach der Sensibilisierung eines Fehlers im
Fehlerzustand verharrt. Schaltungen dieser Art verharren,
nachdem ein Haftfehler eingestellt wurde. Die Beobachtung
erfolgt über das Verharren der Schaltung. 
Four-Phase Signalling Verfahren, welches zwei Module durch eine Pegelsteuerung
synchronisiert (auch Four-Cycle Signalling oder Equipotentional
Signalling) [80MeadC]L.2. Der Zustand des Signals und nicht
der Wechsel ist somit entscheidend. 
Free Choice (Input Choice) Bezeichnet das Verhalten eines Signalwechsel, der von
Signalwechseln unterschiedlicher Prozesse ausgelöst werden
kann [87Chua]L.2. Dieses Verhalten trifft man z.B. bei einem
XOR an. 
Fundamental Mode Bezeichnung für eine Schaltungsart, in der sich Signale des
Eingangs nur dann ändern, wenn alle internen Zustände stabil
sind.
Handshaking Bezeichnung für die Synchronisation zwischen Sender und
Empfänger mit Hilfe von Acknowledge und Request
Signalleitungen.
Hazard Dynamischer oder statischer Störimpuls auf einer Signalleitung
einer Schaltung, der zu Glitches und Races führen kann
[65Mill]L.2. 
Isochronic Fork Verzweigungen oder Knoten, die als Äquipotentialflächen
aufgefaßt werden
Liveness Bezeichnet eine Eigenschaft von Signal Transition Graphs
[87Chua]L.2. Jeder Signalwechsel muß dabei von jedem
anderen Signalwechsel ausgelöst werden können. 
Marking Ein Marking ist eine Zuweisung von Tokens an Signalwechsel
im Signal Transition Graph. Er beschreibt die Verbindung
zwischen Übergängen (Transitions) an den Kanten des
Graphen. Markings bilden somit die "Orte", an denen die
aktuellen Signalwechsel ablaufen. Anhand der Markings kann
man mit Hilfe der Transitions die Prozesse im Signal Transition
Graph verfolgen. Das im Signal Transition Graph abgebildete
Token beschreibt dabei den initialen Zustand. 
Metastabilität Die Eigenschaft des Ausgangssignals eines Elements, bei dem
sich für einen Zeitraum ein Pegel zwischen den binären Werten
einstellt. 
Micropipelines Ein asynchrones Entwurfsprinzip für VLSI Schaltungen,
welches mit Hilfe der Bundled Data Convention die
Schaltungsmodule synchronisiert [89Suth]L.2. 
Muller C-Element Ein Modul zur Synchronisation von Signalen. Es wird auch als
Rendezvous Element bezeichnet. 
X
Mutual Exclusive-Element Ein Element zum gegenseitigen Ausschließen von zwei
Signalwechseln [80MeadC]L.2. Es wird auch als Interlock
Element bezeichnet. 
Noninput Choice Net Bezeichnung für das Verhalten eines Signalwechsel, der erst
ausgelöst wird, wenn eine Bedingung erfüllt ist [87Chua]L.2. 
Persistency Eigenschaft eines Signal Transition Graph, wenn gewährleistet
ist, dass ein Signalwechsel keinen anderen Wechsel invalidiert
[87Chua]L.2. 
Petri Netz (Petri Net) Ein Verfahren zur Modellierung von Systemen und
nebenläufigen Prozessen. [62Petr]L.2 bildet die Basis der
modernen asynchronen Schaltungstheorie. 
Place Bezeichnet die "Orte" im Signal Transition Graph, an denen
sich Tokens aufhalten können [87Chua]L.2. 
Pulse Mode Eine Variante des Fundamental Modes für impulsförmige
Signale. 
Race Bezeichnung für einen falschen stabilen Folgezustand, der
durch ein Hazard erzeugt werden kann. Ein Automat wertet
dabei einen Störimpuls als neues Eingangssignal aus und
wechselt in einen stabilen aber falschen Folgezustand. 
Save Ein Signal Transition Graph besitzt diese Eigenschaft, wenn ein
Place nie mehr als ein Token beinhalten kann [87Chua]L.2.
Hierdurch wird gewährleistet, dass Signalwechsel in einer nicht
kontrollierbaren Reihenfolge ausgeführt werden. 
Self-timed Circuit Asynchrone Schaltung, deren Synchronisation durch lokal
gesteuerte Handshake Signale erfolgt [80MeadC, 80Seita]L.2. 
Single-Rail Datenverarbeitung bei asynchronen Schaltungen, bei der die
Synchronisationssteuerung und die Datenverarbeitung auf
getrennten Leitungen erfolgen [80MeadC, 80Seita]L.2. 
Speed-independent Eine Schaltungseigenschaft, die erfüllt ist, wenn beliebige, aber
endliche Verzögerungen in den Elementen zu keinem
Fehlverhalten führen. Die Verbindungsleitungen werden dabei
als verzögerungsfrei angesehen [65Mill]L.2. 
Signal Transition Graph Spezialform eines Petri Netzes, die in [87Chua]L.2 vorgestellt
wurde. Sie korrespondiert zu den Marked Graphs. 
State Graph Zustandsgraph einer Schaltung. 
State Signals Eingangssignale (Excitation State Signals) und
Ausgangssignale (Response State Signals) des
Rückkopplungspfads eines Schaltwerks.
Token Ort im Signal Transition Graph, der den Signalwechsel festlegt.
Tokens, werden im Signal Transition Graph als ausgefüllter
Kreis dargestellt und definieren die Initialzustände des
Graphen. Mit Hilfe der Tokens können die Signalwechsel im
Graphen verfolgt werden. 
Transition Transitions bilden die Knoten des Signal Transition Graphs.
Wenn eine Transition „feuert“ findet der betreffende
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Signalwechsel statt. Mit ihrer Hilfe kann man die Signalwechsel
im Graphen bestimmen und verfolgen. 
Two-Phase Signalling Ein Verfahren, welches zwei Module durch eine
Ereignissteuerung synchronisiert (auch Two-Cycle Signalling
oder Event Signalling) [80MeadC]L.2. Dies bedeutet, dass zum
Auslösen eines Signalwechsels nicht der Pegel, sondern
dessen Wechsel entscheidend ist. Z.B.: Ein XOR verändert
beim Wechsel eines seiner Eingangssignale immer sein
Ausgangssignal. Es wird daher auch als OR bei Event




_n not, Bezeichnung für ein invertiertes Signal 
Acknowledge (A) Synchronisationssignal für Self-timed Circuits, welches vom
Empfänger generiert wird
ABC Asynchronous BILBO Cell
AI Acknowledge Input
AO Acknowledge Output
ASF Asynchronous Flip-Flop, Scanregister Zelle für das passive
HIOB-Konzept mit lokalen Steuerelementen
BILBO Built-In Logic Block Observer [79KoenMZ]L.1
C Capture Signal eines Registers 
DFT Design For Testability
DI Data Input, Dateneingang der Micropipeline
DO Data Output, Datenausgang der Micropipeline
e even Mode, Bezeichnung für die geraden Registerzellen bei




FSM Finite State Machine
H_n Hold, Steuersignal im passiven HIOB-Konzept für das Scan-
register
HCA HIOB Ablaufsteuerung für den Scanpfad 
HCP HIOB Ablaufsteuerung für aktive Testhilfen 
HIOB Abkürzung für Handshake Interface Observer Block;
Bezeichnung für die hier entwickelten asynchronen DFT
Strukturen 
XIII
HIOBA Abkürzung für Handshake Interface Observer Block für aktive
Testhilfen 
HIOBP Abkürzung für Handshake Interface Observer Block für passive
Testhilfen 
HRA HIOB Register für aktive Testhilfen 
HRP HIOB Register für den Scanpfad 
IDDQ Eine Testmethode, bei welcher der erhöhte Ruhestrom einer
Schaltung gemessen wird 
INIT Internes Steuersignal von HIOBA 
INV Inverter 
LFSR Abkürzung für Linear Feedback Shift Register 
MISR Abkürzung für Multiple Input Shift Register 
o odd Mode, Bezeichnung für die ungeraden Registerzellen bei
einer Capture-Pass Register Struktur 
OPERATE Operationsmodus im HIOBA-Konzept
P Pass Signal eines Registers 
PIPO Parallel In Parallel Out, Abkürzung für eine der Betriebsarten
der Testkonzepte
PISO Parallel In Serial Out, Abkürzung für eine der Betriebsarten der
Testkonzepte
PRELOAD Modus zum Laden neuer Testmuster im HIOBA-Konzept
Request (R) Synchronisationssignal für Self-timed Circuits, welches vom
Sender generiert wird 
RI Request Input
RO Request Output
RST, RST_n Reset Signal eines Registers, Rücksetzen auf "0"
Re_n (Ro_n) Reset Signal für die geraden (ungeraden) Registerstellen
S Set Signal eines Registers, Setzen auf "1"
SAMPLE Betriebsart zum Speichern von Testdaten im seriellen
Registerpfad von HIOBA
SC Scan Cell
SCe (SCo) Gerades oder oberes (ungerades oder unteres) Latch eines
Capture-Pass Registers
SCAN Schieberegisterbetriebsart von HIOBA
SCANe Schieberegisterbetriebsart für die geraden Registerzellen von
HIOBA
SCANo Schieberegisterbetriebsart für die ungeraden Registerzellen
von HIOBA
Se_n (So_n) Set Signal für die geraden (ungeraden) Registerstellen
SI Internes Steuersignal von HIOBA 
SIPO Abkürzung für Serial In Parallel Out; Bezeichnung für den
asynchronen Scanbetrieb, bei dem die Daten seriell angelegt
und parallel abgegriffen werden 
SISO Abkürzung für Serial In Serial Out; Bezeichnung für den asyn-
chronen Scanbetrieb 
STG Abkürzung für Signal Transition Graph
XIV
TA Test Acknowledge, interne Steuersignale der HIOB-Konzepte
TAI Test Acknowledge Input
TAO Test Acknowledge Output
TCe (TCo) Test Capture Signal für die geraden (ungeraden) Registerzellen
TDA Test Data Analyzer, Abkürzung für eine der Betriebsarten des
aktiven Testkonzepts
TDI Test Data Input
TDO Test Data Output
TFB Test Feed Back
TI Internes Steuersignal von HIOBA für die Initialisierung 
TMC Testable Muller C-Element, testfreundliches Muller C-Element
TMI Internes Steuersignal von HIOBA 
TMO Internes Steuersignal von HIOBA 
TMS Test Mode Select 
TO Internes Steuersignal von HIOBA für die Initialisierung 
TPG Test Pattern Generator, auch Abkürzung für eine der
Betriebsarten des aktiven Testkonzepts 
TPR Test PRELOAD, externes Steuersignal von HIOBA 
TR Test Request, internes Steuersignal der HIOB-Konzepte 
TRI Test Request Input, externes Steuersignal der HIOB-Konzepte 
TRO Test Request Output, externe Steuersignale der HIOB-
Konzepte 
TSe Test Select even, internes Steuersignal von HIOBA 
TSH Test Shift, externes Steuersignal von HIOBA 
TSI Test Select Input, externes Steuersignal von HIOBP 
TSM Test Sample, externes Steuersignal von HIOBA 
TSo Test Select odd, internes Steuersignal von HIOBA 
TSO Test Select Output, externes Steuersignal von HIOBP 
TSR Test Select Request, externes Steuersignal von HIOBA 
TX Test XOR, Signal zum Umschalten in den MISR Betrieb
XL Asynchronous MISR Latch
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Digitale asynchrone Schaltungen besitzen gegenüber synchronen Schaltungen,
die durch einen globalen Takt gesteuert werden, eine asynchrone lokale Steue-
rung. Die Entwicklung asynchroner Schaltungen wurde zeitlich parallel zu der
synchronen Schaltungstechnik vorangetrieben. Die Trennung von asynchronen
und synchronen Entwurfskonzepten erfolgte schon in den fünfziger Jahren bei
den ersten Integrationen von digitalen Schaltungen. 
Synchrone Schaltungen eignen sich besser für Ad-hoc Entwicklungsmethoden,
bei denen Hazards und Races bei einer Funktionsberechnung zwar nicht elimi-
niert, aber die negativen Auswirkungen auf den Zustand der Schaltung durch
Variation der Taktperiode unterdrückt werden können. Diese Eigenschaften sind
ein Grund für die hohe Akzeptanz der synchronen Schaltungsmethodik. Ein
modulares Design, welches aus selbst synchronisierenden Einheiten besteht,
eignet sich in hohem Maße für höchstintegrierte Schaltungen, bei denen die
Modularität, die Wiederverwendbarkeit und die Synthesefähigkeit der einzelnen
Schaltungskomponenten im Vordergrund stehen. Der Bedarf an einer Design-
methodik dieser Art ergibt sich in der digitalen integrierten Schaltungstechnik
durch die enormen, technologiebedingten Innovationsschübe aus der Halbleiter-
produktion. Der testfreundliche Entwurf dieser Bausteine mit asynchroner Steue-
rung nimmt an Bedeutung zu, da die Steuer- und Beobachtbarkeit der Module
einer Schaltung mit zunehmender Komplexität abnehmen. Auch die kurze
Einleitung 2
1 Um Mißverständnissen vorzubeugen, wird in dieser Arbeit weitgehend darauf verzichtet, Fachbegriffe zu
übersetzen. 
Zeitdauer, die für den Entwurf des Tests zur Verfügung steht, benötigt struktu-
rierte Maßnahmen, die sicher zum Ziel führen.
Eine Datenübertragung bei asynchronen Schaltungen erfolgt mit Hilfe von
Übertragungskonventionen zwischen Modulen, die jeweils als Sender und
Empfänger arbeiten. Jedes Interface zwischen zwei Modulen besitzt somit eine
eigene Synchronisierung. Geschwindigkeitsunterschiede werden über das
Übertragungsprotokoll ausgeglichen. Intern arbeiten die Module mit einer von
anderen Modulen unabhängigen Geschwindigkeit. Somit entfallen das Problem
der Balancierung eines Taktnetzwerks sowie die Verwendung unterschiedlicher
Taktdomänen. Auch die Störung der Schaltung durch das hochfrequente Takt-
signal entfällt sowie eine Dimensionierung der Stromversorgung auf den maxima-
len Stromverbrauch wird nicht benötigt. 
Aus den genannten Eigenschaften ergeben sich Vorteile, aber auch Nachteile
gegenüber synchronen Schaltungen, die im Einzelfall für ein Design abzuwägen
sind. In den letzten Jahren wurden neue Konzepte zum systematischen Entwurf
asynchroner Schaltungen vorgestellt. Der testfreundliche Entwurf asynchroner
Schaltungen blieb dabei weitgehend unberücksichtigt. Ein Grund hierfür sind der
in geringem Maße erfolgte kommerzielle Einsatz dieser Schaltungen und der
damit fehlende Bedarf an Test- und Verifikationsmethoden von integrierten
asynchronen Schaltungen in der Massenproduktion.
Einen neuen Ansatz zur Schaltungsentwicklung mit asynchronen Signalen zeigte
Seitz, der eine lokale Steuerung der Module vorsieht, statt einer globalen Takt-
steuerung, wie sie bei synchronen Schaltungen nötig ist [80MeadC]L.2. Diese
Schaltungen werden als Self-timed Circuits1 bezeichnet, die eine vom Datenpfad
getrennte lokale Signalablaufsteuerung besitzen. Der Entwickler kann dabei die
Granularität der Schaltung mit der Größe der Module individuell bestimmen.
Dieses Schaltungsprinzip wurde von Sutherland für eine asynchrone Designmet-
hodik aufgegriffen, die man auch als Micropipeline bezeichnet [89Suth]L.2. Der
Steuerpfad arbeitet dabei mit Two-Phase Signalling. Wenige Jahre danach
wurde aufbauend auf diesem Prinzip ein asynchroner Mikroprozessor entwickelt,
der bit-kompatibel zu einem synchronen Mikroprozessor ist [93FurbDG]L.2.
Parallel hierzu sind weitere Arbeiten vorgestellt worden, die die Möglichkeit eines
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2 Siehe hierzu [94BerkBK, 95YunD, 94SprouSM, 95Hauc]L.2.
praktischen Einsatzes von asynchronen Schaltungen unterstreichen2. Mit
[93Furb, 93Poun, 95D&T]L.2 wurden Vorteile moderner asynchroner Schaltun-
gen aufgezeigt, die in Bereichen der Höchstintegration, Low Power Design,
Design Reuseability und Geschwindigkeitsoptimierung liegen.
Parallel zu diesen asynchronen Schaltungsentwürfen wurden erste Testkonzepte
vorgestellt, die sich stark an synchronen Testmethoden orientieren [89LeenSa,
94KhocB, 94Ronc, 95PetlF]L.3. Ein testfreundlicher Entwurf mit synchronen
Methoden bedeutet hier das Abbilden der asynchronen Eigenschaften auf eine
synchrone Schaltung für die Dauer des Tests. 
Das dynamische Verhalten asynchroner Schaltungen widerspricht nicht nur
grundlegend dem von synchronen Schaltungen. Auch die Steuerung in einem für
synchrone Schaltungen optimierten Prüfprozeß ist unterschiedlich. Die globale
Taktsteuerung und die Parallelisierung der Messungen mit Prüfautomaten im
Produktionsprozeß erzeugen ein großes Problem für den ökonomischen Test
lokal getakteter, asynchroner Schaltungen. Es gibt zur Zeit keinen Vorschlag,
eine Synchronisation zwischen einer asynchronen Schaltung als Testobjekt und
einem synchronen Testautomaten herzustellen. Ein testfreundlicher Entwurf, der
diese Randbedingungen berücksichtigt, kann das Problem entschärfen und die
Massenproduktion asynchroner Schaltungen ermöglichen. 
In einer Diskussion werden die vorgeschlagenen Konzepte auf ihre Eigen-
schaften hin bewertet. Hier gilt es zu klären, ob sich eine asynchrone Schaltung
durch diese Abbildung auf eine synchrone oder kombinatorische Schaltung im
Testbetrieb reduzieren läßt. Aufbauend auf den Ergebnissen dieser Diskussion
sollen asynchrone Testmethoden entwickelt werden. Eine Ausrichtung erfolgt
dabei auf eine häufig verwendete Schaltungsart, welche die Bundled Data
Convention mit Two-Phase Signalling als Übertragungsprotokoll verwendet.
Neben dem isolierten Test des Daten- und des Steuerpfads ist bei den vor-
gestellten Konzepten der Test des Zusammenspiels dieser Schaltungsbereiche
im Fokus der Untersuchung. Bei der Entwicklung der Testkonzepte für asyn-
chrone Schaltungen wird dabei versucht, den Einfluß der Testlogik auf die
Performance und die Größe der zusätzlichen Schaltungselemente zu minimieren
sowie die Konventionen der asynchronen Kommunikationsprotokolle zu berück-
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sichtigen. Es soll damit ermöglicht werden, universelle Testverfahren für asyn-
chrone Schaltungen zu entwerfen. 
Die Arbeit gliedert sich in folgende Kapitel. Kapitel 2 gibt einen Einblick in
asynchrone Schaltungen und Entwurfskonzepte. Kapitel 3 untersucht die
bisherige Vorgehensweise zum Test asynchroner Schaltungen. Nach diesem
Rückblick werden asynchrone Schaltungsmodule vorgestellt und ihr Fehlverhal-
ten bei Defekten auf Transistorebene in Kapitel 4 betrachtet. Dazu wird eine
asynchrone Schaltungsbibliothek exemplarisch verwendet. Zu der Schaltungs-
bibliothek werden neue Standardzellen für den testfreundlichen Entwurf vor-
geschlagen. Hierzu wird ein Konzept zur Modellierung klassischer und nicht-
klassischer Fehlermodelle auf Gatterebene präsentiert. In Kapitel 5 wird zu-
nächst mit Hilfe der zuvor beschriebenen Standardzellen ein Konzept für passive
Testhilfen entwickelt, die mit einem synchronen Scanpfad vergleichbar sind.
Daran anschließend werden aktive Teststrukturen vorgeschlagen, welche die
synchrone BILBO-Technik auf asynchrone Schaltungstechniken erstmals er-
möglichen. Für beide Konzepte werden asynchrone Testablaufsteuerungen
verwendet. Die Ablaufsteuerungen werden dabei mit Hilfe von Signal Transition
Graphs entwickelt [87Chua]L.2. Die Arbeit endet mit einer Diskussion über die
Vor- und Nachteile der vorgestellten Konzepte zum Test asynchroner Schaltun-
gen. 




In diesem Kapitel folgt ein kurzer Überblick über die asynchrone Schaltungs-
entwicklung. Neben den unterschiedlichen Betriebsarten und Eigenschaften
werden Konzepte der Automatentheorie vorgestellt, die für diese Arbeit von
Bedeutung sind. Anwendungsgebiete von asynchronen Schaltungen und Modu-
len finden sich neben Interface-Schaltungen oder Bussteuerungen zunehmend
auch in größeren Modulen, die bisher von dem synchronen Schaltungsentwurf
beherrscht wurden [95Hauc, 93FurbDG]L.2. Die vorgestellten Schaltungen sind
noch weitestgehend in einem Prototypenstadium. Wichtig für eine Massen-
produktion von asynchronen Schaltungen ist, dass sie verifizier- und testbar sind.
Vorteile bei einem asynchronen Schaltungsentwurf sind:
# Die Versorgungsspannung muß nicht für die Spitzenströme
während der Taktflanke ausgelegt werden. 
# Taktnetzwerke werden nicht mehr benötigt.
# Ein modularer Schaltungsentwurf ist möglich.
Für den Entwurf von Schaltungen sind Methoden entwickelt worden, um sie auf
endliche Automaten abzubilden. Bei der Entwicklung dieser Entwurfsmethoden
gab es zunächst keine prinzipielle Differenzierung zwischen synchronen und
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asynchronen Schaltungen. Shannon entwickelte grundlegende Beschreibungs-
formen für digitale Schaltungen mit Hilfe von Gattern [49Shan]L.2. Quine formu-
lierte das Problem zur Vereinfachung von Logikfunktionen mit Hilfe von Algorith-
men [52Quin]L.2. Die Abgrenzung in zwei unterschiedliche Entwurfsansätze ist
erst durch den Wunsch nach Ad-Hoc-Methoden im Schaltungsentwurf ent-
standen. Diese Entwurfsansätze lassen sich nur ungenügend mit einer Automa-
tentheorie beschreiben. Bei Ad-Hoc-Entwicklungsmethoden werden fehlerhafte
Übergänge, die aus Hazards hervorgerufen werden können, vermieden. Die
Wirkungen von Hazards können durch ein Taktnetzwerk maskiert werden. 
Den Ursprung der Theorien zum asynchronen Entwurf bilden die Automaten-
theorien und Gedankenexperimente aus den fünfziger und sechziger Jahren. Der
Aufbau teilt sich dabei in ein Schaltnetz sowie ein Rückkopplungsnetzwerk auf.
Bei synchronen Automaten besitzen die Rückkopplungspfade Speicherelemente,
die mit einem synchronen Takt gesteuert werden. Zur Beschreibung und Minimie-
rung der Logik wurden häufig Gatter oder ein Karnaughdiagramm verwendet.
Huffmann entwickelte eine Vorgehensweise, mit der man sequentielle Schaltun-
gen in Form von Matrizen beschreiben kann [54Huff, 57Huff]L.2. Diese werden
bei der Realisierung in ein Schaltnetz mit globalen Rückkopplungen umgewan-
delt. Zudem entwirft er ein Konzept zur Vermeidung von Hazards durch redun-
dante Terme. Moore behandelt in seinen Gedankenexperimenten zu sequentiel-
len, endlichen Automaten unter anderem das Problem der Maschinenidentifikati-
on [56Moor]L.2. Aufbauend auf Huffmann und Moore, stellte Mealy eine Methode
vor, um synchrone Schaltungen zu synthetisieren [55Meal]L.2. Unger entwickelte
ein Konzept zum asynchronen Schaltungsentwurf, welches Hazards und Verzö-
gerungen der Schaltungsmodule berücksichtigt [59Unge]L.2. 
Der Unterschied zwischen synchronen und asynchronen Schaltungen bei diesen
vorgestellten Verfahren ist der fehlende Takt in dem rückgekoppelten Pfad bei
letzteren. Diese klassischen Synthesemethoden lassen sich ideal in ein PLA-
basiertes Design integrieren. Dies erhöht die Attraktivität der Entwicklungs-
methodik. Da PLAs aber immer seltener in Schaltungen eingesetzt werden, gibt
dies einen Hinweis, dass diese Form der Schaltungsbeschreibung moderne
Architekturen nur mangelhaft modellieren kann. 
Asynchrone Schaltungsmodelle in Fundamental Mode basieren auf dem von
Huffmann vorgestellten Prinzip und werden in der Regel mit Zustandsfolgeta-
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3 Sie werden auch als State Graphs bezeichnet.
4 Die Eingänge RI (TRI) und AO (TAO) sowie der Ausgang RO (TRO), der auch als AI (TAI) bezeichnet wird, sind
hier analog zu den Steuersignalen bei asynchronen Schaltungen mit Bundled Data gewählt. Siehe hierzu auch die Abkürzungen
und Signalbezeichnungen. 
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Abb. 1: Der State Graph des Muller C-Elements mit den zugehörigen Signalwechseln. 
bellen beschrieben. Aus diesen Tabellen werden die Zustandsgraphen3 gewon-
nen, die zu einer direkten Implementierung einer Schaltungsfunktion führen, wie
in Abb. 1 zu sehen ist. Der Graph auf der linken Seite stellt dabei den Zustands-
graphen des Muller C-Elements dar. Die Signale zwischen den Zuständen stellen
die Wechsel der Eingangssignale des Elements dar4. Der Start zeigt den In-
itialisierungszustand des Zustandsgraphen an. Hierbei können sich stabile und
instabile Zustände einstellen. 
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5 Das MCC-Element wird in einer später beschriebenen Anwendung des Muller C-Elements in einem Scanpfad
verwendet und ist in dieser Abbildung nicht von Bedeutung. Für den Scanpfad wird der Präfix T hinzugefügt.
6 Dieses wird auch als Single Input Change bezeichnet.
Auf der rechten Seite findet sich die Darstellung der Anwendung des Muller C-
Elements für die Steuerung eines asynchronen Scanpfads. Schließt man den
Takteingang eines Speicherelements an den Ausgang TRO an, kann das Datum
abhängig von den Signalwechseln der beiden Eingänge TRI und TAO gespei-
chert werden5.
Asynchrone Schaltungen in Fundamental Mode besitzen eine Ähnlichkeit zu
synchronen Schaltungen. Es wird dabei davon ausgegangen, dass alle Verzöge-
rungen der Schaltung bekannt bzw. bestimmbar sind. Dieses wird auch als
Bounded Delay Model bezeichnet. Bei diesen Schaltungen muß bei der Be-
stimmung der Funktionen darauf geachtet werden, dass keine statischen oder
dynamischen Hazards auftreten. Die Hazard Vermeidung kann dabei nur unter
der Annahme gewährleistet werden, dass sich immer nur ein Eingangssignal
ändert6. Dies ist eine starke Einschränkung für die Signalwechsel der Eingänge
und führt bei großen Schaltungen zu extrem aufwendigen und komplexen
Analysen. Eine weitere Darstellungsform für asynchrone Schaltungen mit Boun-
ded Delay ist der Burst Mode. Hier ändert sich immer ein Bündel von Signalen
am Eingang. Die Antwort wird mit einem lokalen Takt in dem Modul berechnet.
Ein Überblick über die Switching Theory mit asynchronen Schaltungen gab Miller
[65Mill]L.2. Zur Beschreibung von Schaltungseigenschaften werden dabei die
Begriffe Speed-independent und Delay-insensitive verwendet. Hierbei wird auch
das Majoritätselement, das Muller C-Element, zur Synchronisation von Signalen
eingesetzt, welches von Muller [59Mull]L.2 vorgestellt wurde. 
Methoden mit internen Taktsteuerungen für Schaltungsmodule mit asynchronen
Ein- und Ausgangssignalen wurden in [85MolnFR, 88RoseMC]L.2 beschrieben.
Die Schaltungsmodule werden dabei als Q-Modules bezeichnet und enthalten
speziell entwickelte Speicher, die Q-Flops, die mit Hilfe eines Steuermoduls
kontrolliert werden. Eine weitere Synthesemethode mit intern getakteten Modu-
len, die auch mehrere wechselnde Eingangssignale verarbeiten kann, wurde von
[91NowiD]L.2 entwickelt. 
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7 Hierzu gibt es zahlreiche Veröffentlichungen [86DallS, 87DallS, 86OrtoPT, 89Subr, 92BrunMS, 92LeonB,
93LavaS, 92Yako]L.2.
8 In dem Projekt Esprit 6143 - Exact wurde an der Manchester University eine asynchrone Schaltungsbibliothek
entwickelt. 
Asynchrone Schaltungen befinden sich in vielen Realisierungen des alltäglichen
Gebrauchs. Batteriebetriebene Uhren haben in der Regel einen asynchronen
Aufbau, da hier das Ziel eines geringen Stromverbrauchs eine große Bedeutung
hat. Auch digitale Speicher sind Module mit asynchronen Ein- und Ausgängen.
Ihre Asynchronität ist ein stetes Problem in der Ansteuerung mit synchronen
Bausteinen. Vorschläge zur asynchronen Realisierung der Ansteuerung sind in
[87HayeTL, 92NowiYD]L.2 zu finden. Moderne Speicherentwicklungen gehen
jedoch dazu über, direkt um den Speicher eine synchronisierende Schale zu
konstruieren und das asynchrone Verhalten zu unterdrücken. 
Als breites Einsatzgebiet wurden Interface-Bausteine für Verbindungsnetzwerke
präsentiert7. Asynchrone Kommunikationsbausteine für Infrarot-Übertragungen
wurden in [94MarsCS]L.2 vorgestellt. SCSI Controller mit Hilfe von asynchronen
Synthesemethoden wurden in [93YunD, 95YunD]L.2 entwickelt. Realisierungen
von Recheneinheiten, wie eine CMOS ALU [93Gars]L.2, ein Multiplizierer
[93SparNN]L.2 und ein Modulo N-Counter [92EberP]L.2 existieren in asynchroner
Schaltungstechnik. Die Verwendung von FPGA Bausteinen für asynchrone
Schaltungen wurde in [94HaucBB]L.2 demonstriert. 
Die Fülle der vorgestellten Konzepte täuscht indes nicht darüber hinweg, dass
sich diese Arbeiten im wesentlichen auf wissenschaftliche Untersuchungen
konzentrieren und keine breite Anwendung darstellen. Auch die EDA Software
ignoriert weitgehend die Möglichkeiten asynchroner Schaltungstechnik und deren
Synthesemethoden. Mikroelektronikproduzenten verwenden nur vereinzelt
asynchrone Schaltungen. Ein weiteres Hindernis bei der Verbreitung von asyn-
chronen Schaltungen ist, dass nur wenige Schaltungsentwickler Kenntnisse im
Entwurf asynchroner Schaltungen besitzen. Kommerzielle Programme, die auch
in eine asynchrone Entwicklungsumgebung passen, bilden eher eine Ausnahme
[94AshkEF]L.2. 
Erste Ansätze zur Entwicklung einer Bibliothek sind in dem Umfeld des asyn-
chronen Mikroprozessors Amulet entstanden [94Pave]L.28. Ein Abbilden eines
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DCC-Decoders auf eine asynchrone Schaltungsbibliothek zeigte die Vorteile von
asynchronen Bibliothekselementen [95FarnsEL]L.2. Weitere Arbeiten wurden in
einem industriellen Umfeld der Firma SUN von Sutherland und Sproul zum
asynchronen Schaltungsentwurf vorgestellt [94SproSM]L.2. 
Neben der klassischen Graphentheorie, die mit globalen Signalen arbeitet, gibt
es weitere Verfahren, bei denen man die Granularität der Rückkopplungen
individuell bestimmen und mit Graphen formulieren kann. Petri stellte eine neue
Darstellung zur Beschreibung von Schaltnetzen und Schaltwerken vor [62Pe-
tr]L.2. Es können damit Prozesse über ihr Signalübergangsverhalten beschrieben
werden. Snepscheut beschrieb eine Methode zur Implementierung von Program-
men als integrierte Schaltungen mit dem Ziel der Parallelisierung von Prozessen
[83Snep]L.2. Udding entwickelte eine Methode zur formalen Beschreibung von
Delay-insensitive Circuits [86Uddi]L.2. Eine weitere Synthesestrategie für Delay-
insensitive Circuits wurde vorgestellt und als Communication Process (CSP)
bezeichnet [86Mart, 87Mart]L.2. Eine spezielle Form der CSPs wurde als Ein-
gabesprache in einer dafür entwickelten Syntheseumgebung eingesetzt
[88BerkRS, 88BerkS, 90Brow, 90LamL 91BerkKR]L.2. Decoder zur Korrektur
von Signalen von portablen Compact Disk Spielern wurden in [92KessBB,
94BerkBK]L.2. 
Eine Methode zur Analyse und Verifikation von Self-timed Circuits wurde in
[92KishKTV]L.2 aufgezeigt, die eine große Ähnlichkeit zu Signal Transition
Graphs aufweist. [95Hulg]L.2 beschäftigte sich mit der Analyse der Performance
und Verifikation des Zeitverhaltens von asynchronen Schaltungen, die mit
Pertinetzen modelliert sind. Eine weitere Synthesemethode für Self-timed Circuits
ist in [92DaviGYa, 92DaviGYb]L.2 vorgestellt. Sie kam bei der Generierung von
Mikrocontrollern zum Einsatz. [93Ende, 94FarnES]L.2 beschäftigten sich mit der
Analyse des Stromverbrauchs in asynchronen Schaltungen. Eine Untersuchung
von Systemen, die synchrone und asynchrone Module enthalten, analysierte die
Synchronisationsmechanismen dieser heterogenen Bausteine [92AfgaS]L.2. 
Signal Transition Graphs (STG) wurden von Chu entwickelt [87Chua, 87Chu-
b]L.2. Sie stellen eine Unterklasse von Petri Netzen dar. Eine Erweiterung zur
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9 Syntheseergebnisse und Verifikationsmethoden für STGs zeigen anhand von Beispielen (Arbiter und Ring Buffer)
die Leistungsfähigkeit dieses Ansatzes [89DillNS, 89NowiD, 90ChiaK]L.2. 
10 SIS wird an Universitäten und Forschungseinrichtungen ständig weiterentwickelt. 
Hazardvermeidung bei STGs wurde in [91MoonSB]L.2 aufgezeigt9. Zur Reduktion
von Signalwechseln und die Transformation von STGs auf eine geringere
Komplexität präsentierten [90HungM, 90VanbCG]L.2 ihre Forschungsergebnisse.
Auf Basis von STGs wurde eine Methode zur Synthese asynchroner Schaltun-
gen unter der Annahme des Bounded Wire Delays entwickelt, die keine Hazards
aufweisen [91LavaKS]L.2. 
Zur softwarebasierten Schaltungsentwicklung sind in Forschungseinrichtungen
Programme entwickelt worden, die häufig über das Internet verfügbar sind. Ein
Softwarepaket zur automatischen Synthese, SIS10, wurde vorgestellt [92SentS-
L]L.2. Ein weiteres Syntheseprogramm mit Namen Tangram wurde bei der Firma
Philips entwickelt. Es besteht aus einzelnen Komponenten, die mit Hilfe einer
Beschreibungssprache zu Schaltungen zusammengesetzt werden [91Berk-
KR]L.2. Auch in [94KishKT]L.2 wurde ein Prinzip zur Schaltungsentwicklung auf
Basis der Change Diagrams vorgestellt. 
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11 Die Markings, auch Tokens genannt, eines STGs sind eine Sammlung von Places und beschreiben mit Hilfe der
Übergänge (Transitions) zwischen ihnen das Verhalten des Graphens. Tokens werden mit ausgefüllten Kreisen dargestellt. Mit
Transitions werden die Verknüpfungen der Markings bezeichnet. 
2.1 Signal Transition Graphs
Dieses Kapitel beschreibt die Grundlagen der STGs. Die nachstehenden Erläute-
rungen basieren im wesentlichen auf den Arbeiten von Chu [87Chua, 87Chu-
b]L.2. Die Untersuchungen zum testfreundlichen asynchronen Entwurf bauen auf
diesem Kapitel auf.
Ein STG ist eine formale Spezifikation der Signalwechsel eines Prozesses, der
aus einer informellen Beschreibung, wie zum Beispiel einem Signalablaufdia-
gramm, gewonnen werden kann. Durch die Eigenschaften der STGs kann diese
Automatentheorie auch als eine höhere Beschreibungsform von Prozessen und
Schaltungen dienen. Die Idee der STGs ist, dass durch kausale Relationen die
beschriebenen Signalwechsel in eine Schaltungsstruktur mit dem gleichen
Verhalten umgewandelt werden können. Im Gegensatz zu den Zustandsgraphen
werden nicht die Zustände auf die Knoten des Graphen abgebildet,  sondern die
Signalwechsel. Hierdurch ist bei der Umsetzung der Schaltungsfunktion die
Methodik zur Kodierung der Zustände frei. Darüber hinaus können lokale Prozes-
se beschrieben werden, ohne das Verhalten und die Kodierung von anderen
Schaltungsfunktionen zu berücksichtigen. 
Durch Untersuchung der STGs auf Eigenschaften wie Liveness, Save, Persisten-
cy, kann bei einem Syntheseprozess garantiert werden, dass die Schaltung
keine Deadlocks oder die Eigenschaft Speed-independent besitzt. Ein STG ist
Live, wenn von jedem erreichbaren Marking jede Transition ausgeführt werden
kann11. Er ist Save, wenn sich in den Markings niemals zwei Tokens befinden
können. Er ist Persistent, wenn garantiert wird, dass ein Signalwechsel von a den
Wechsel an b auslöst. Dabei muß der Übergang b abgeschlossen sein, bevor
der folgende invertierte Übergang von a wieder erfolgt. Abb. 2 verdeutlicht die
Abhängigkeit zwischen STGs, State Graphs und einer integrierten Schaltung. 








Abb. 2: STGs können Eigenschaften besitzen, die nach einer Synthese robuste
Schaltungen ermöglichen. 
Mit STGs ist die Entwicklung
und Spezi f ikat ion einer
Schaltungsfunktion möglich,
deren Umsetzung mit Syn-
theseprogrammen erfolgen
kann. Der STG wird in ein
State Graph durch den so-
genannten Process Decom-
position by Net Contraction
überführt. Hierdurch können
die Zustände und Schal-
tungselemente der Schal-
tung ermittelt werden. Der
erste Schritt ist dabei die





die State Graphs erfolgen.
Im letzten Schritt wird der
State Graph durch Schal-
tungselemente ersetzt. Abb.
3 zeigt die Symbole, die zur
graphischen Entwicklung von STGs nach Chu verwendet werden, die jeweils
eine Entsprechung zur Syntax der STGs besitzen. Pfeile stellen die Verbindung
zwischen Transitions dar (3a). Ausgefüllte Punkte, sogenannte Tokens, dienen
zur Kennzeichnung von initialen Zuständen. Sie werden im Verlauf des Prozes-
ses an nachfolgende Transitions weitergeleitet. Signalnamen an den Pfeilen
stellen eine Bedingung dar, die zur Ausführung der Transition erfüllt sein muß
(3a). Treffen zwei Signalwechsel aufeinander, kennzeichnet man dies zusätzlich
mit einem Signalnamen (3b). Dies wird auch UND-Verknüpfung (AND) genannt.
Es müssen dabei alle Eingänge, hier b- oder a+, mit einem Token besetzt sein,
bevor der Signalwechsel ausgeführt und das Token an den nächsten Signal-
wechsel weitergeleitet wird. Bei einer ODER -Verknüpfung (OR) (3c) genügt ein
Token, um den Signalwechsel auszulösen. Eingangssignale können mit  unter-
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Abb. 3: Symbole zur graphischen Darstellung von STGs. 
strichenen Signalnamen gekennzeichnet werden. Gestrichelte Linien stellen
externe Signalwechsel dar. 
Von Moon wurde eine Erweiterung der STGs vorgeschlagen, bei der auch
Signalwechsel, unabhängig von der Art des Wechsels, verwendet werden
können. Dies wird mit dem Zeichen "~" gekennzeichnet (3d). Es reduziert somit
die Anzahl der darzustellenden Übergänge in STGs [91MoonSB]L.2. Free (Input)
Choice Nets und Noninput Choice Nets ergeben sich aus mehreren Signal-
wechseln, die einem Signalwechsel folgen können (3e). Bei einem Noninput
Choice Übergang muß die Bedingung an dem Pfeil wahr sein, um diesen Über-
gang auszulösen. Eine Bedingung ist hier nicht dargestellt. Free Choice Nets
ermöglichen einen Transition an die folgende Stufe, wenn einer der Transitions,
hier a+ oder b+, erfolgt ist. Eine einfache Schaltungsrealisierung ist eine XOR-
Funktion, die - unabhängig von dem Zustand des anderen Eingangs - den
Ausgangspegel bei einem Signalwechsel ändert. 
Als Beispiel für die Darstellungsform der STGs wird ein Element zur Realisierung
der Two-Phase und Four-Phase Bundled Data Convention genommen. Im
Anfangszustand sind beide Signale, a und b, auf "0". Der Anfangszustand wird
dabei mit Tokens markiert. Nach dem Wechsel beider Signale auf "1" (a+ und
b+), erfolgt auch ein positiver Wechsel an Signal c. Es geht erst dann wieder auf
"0" zurück, wenn an beiden "Eingangssignalen" ein negativer Signalwechsel
erfolgt ist. Somit wird die Synchronisation der Signale a und b erreicht. Eingangs-
signale werden auch als externe Signale bezeichnet und bei STGs gestrichelt
dargestellt. Die Abb. 4 stellt den STG des Muller C-Elements dar und beschreibt
die Bundled Data Convention für Self-timed Circuits. Links befindet sich die
Darstellung nach Chu, in der Mitte die Darstellung nach Moon. 











Abb. 4: Der STG des Muller C-Elements. 
Das Muller C-Element (siehe auch Abb. 21) dient somit zur AND-Verknüpfung
zweier Ereignisse. Das Element ändert immer dann seinen Ausgangswert, wenn
beide Eingänge einen Signalwechsel vollzogen haben [59Mull]L.2. Die Ausgänge
der Muller C-Elemente schalten die Speicherelemente. Delay-insensitive Circuits
mit Gattern, die nur einen Ausgang besitzen, können nur aus Muller C-Elemen-
ten, Invertern und Signalleitungen aufgebaut werden [95Hauc]L.2. Das Verhalten
des Muller C-Elements ist der Grund für dessen Bedeutung in asynchrone
Schaltungen, die mit Handshake Signalen arbeiten. Tabelle 2 stellt die Zustände
des Muller C-Elements dar.
Tabelle 2: Funktionstabelle des Muller C-Elements
A B C Erklärung
0 0 0 Der Wechsel auf "0" ist erfolgt.
0 1 Halten Der Ausgangszustand wird gehalten.
1 0 Halten Der Ausgangszustand wird gehalten.
1 1 1 Der Wechsel auf "1" ist erfolgt.
Neben der AND-Verknüpfung wird eine OR-Verknüpfung für Signalwechsel
benötigt. Hierfür eignet sich das XOR Element, dessen STG in Abb. 5 zu sehen
ist. Wechselt einer der Eingänge a oder b seinen Wert, so wechselt auch der
Ausgang c seinen Wert. Der nicht ausgefüllte Kreis stellt die OR-Verknüpfung für
Signalwechsel in STGs dar. In der Mitte erkennt man die Darstellung nach Moon,









Abb. 5: Das XOR dient zur OR-Verknüpfung zweier Ereignisse. 
die eine geringere Anzahl von Signalwechseln benötigt. Bei STGs können sich
hinter dem Kreis mehrere Transitions mit Signalbedingungen befinden, die zur
Ausführung des Signalwechsel zutreffen müssen. Diese Möglichkeit, eine
Bedingung an einen Signalwechsel zu knüpfen, nennt Chu Noninput Choice.
Besitzt ein Signalwechsel mehrere Ausgänge ohne eine Bedingung, wird dies als
Free Choice oder Input Choice bezeichnet. Bei einem XOR ist ein positiver oder
negativer Signalwechsel von c abhängig vom aktuellen Pegel des Ausgangs. 
Sollen Signalwechsel einer Leitung auf zwei Ausgänge abwechselnd verteilt
werden, ist ein weiteres Element nötig. Abb. 6 zeigt den STG des Toggle Ele-
ments. Man erkennt auch hier an den Signalwechseln Bedingungen, die erfüllt
sein müssen, um ein Token an dieser Stelle weiterzugeben. Das Toggle Element
schaltet somit die positiven Flanken auf den Ausgang T und die negativen
Flanken auf den Ausgang F. In der Mitte befindet sich wieder die Darstellung
nach Moon. Man kann dabei nicht erkennen, welche Initialzustände die Aus-
gänge des Toggle Elements besitzen. Dies muß zusätzlich definiert werden. 
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Abb. 7: Das Signalablaufdiagramm beschreibt die Umwandlung von Two-Phase auf Four-Phase Signale. 
Zur Entwicklung von STGs können Signalablaufdiagramme verwendet werden.
Als Beispiel wird hier die Umwandlung eines Two-Phase Signals auf ein Four-
Phase Signal beschrieben, welches in Abb. 7 zu sehen ist. Erfolgt der Signal-
wechsel an dem 2p Signal (1), wechselt darauf das Signal 4p (2). Das interne
Signal T schaltet (3), um das Zurücksetzen von 4p zu ermöglichen (4). Mit dem
Schalten von F wird signalisiert, dass der nächste Wechsel an 2p erfolgen kann.
Bei einer Schaltungsrealisierung ist F der Ausgang, der mit dem Eingang 2p
verbunden ist. Die Verbindung zwischen beiden Signalen ist hier nicht dar-
gestellt. Danach erfolgen die Signalwechsel für den negativen Signalwechsel von
2p (5-8). 
















Abb. 8: Der STG zur Umwandlung von Two-Phase auf Four-
Phase Signale. 
Überträgt man dieses Signalablaufdiagramm in einen STG, ergibt sich eine
Darstellung, wie in Abb. 8. Bei positivem und auch bei negativem Signalwechsel
von 2p erfolgt das Signal 4p. Dies wird mit dem Kreis symbolisiert. Auch hier ist
auf der rechten Seite die Darstellung nach Moon wiedergegeben. 
Aus dieser Darstellung läßt sich nun eine Schaltungsrealisierung entwickeln.
Durch Reduktion von Signalen ist es möglich, den STG in zwei STGs aufzuteilen,
die jeweils XOR und ein Toggle Element darstellen. Abb. 9 zeigt eine mögliche
Realisierung der Two-Phase auf Four-Phase Umwandlung mit diesen Elemen-
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12 Bei dieser Realisierung wäre der Füllgrad einer Micropipeline maximal die Hälfte der Registerstufen, da immer jede
zweite Registerstufe einen Operanden speichert, während die anderen Registerstufen geöffnet sind. In [95FurbD, 95DayW]L.2
werden Methoden beschrieben, die den Füllgrad und die Verarbeitungsgeschwindigkeit erhöhen. Im nächsten Kapitel werden






Abb. 9: Eine Schaltung zur Umwandlung von Two-Phase auf Four-Phase Signale. 
ten. Die gestrichelte Linie von F zu 2p deutet an, dass sich hier noch weitere
Logik im Steuerpfad befinden kann. Hiermit kann ein pegelgesteuertes Latch an
ein ereignisgesteuertes Two-Phase Signal angeschlossen werden. Das Steuer-
signal des Speicherelements wird dabei an 4p angeschlossen. Die Signalleitung
4p kann durch eine komplexere Ablaufsteuerung ersetzt werden, die mit Signal-
pegeln und nicht mit Signalereignissen arbeitet, wie es in der Schaltungstechnik
üblich ist. Obwohl das Four-Phase Signal doppelt so viele Wechsel benötigt, ist
es sehr attraktiv, da in den meisten Fällen die Zeit zur Berechnung eines Signal-
wertes bei Two-Phase Signalen größer ist als die Übertragungsdauer der zusätz-
lichen Wechsel. Dies ergibt sich aus den Noninput Choice Bedingungen. Hinzu
kommt eine kompaktere Realisierung der Speicherelemente bei Four-Phase
Signalen. Schaltet man ein Muller C-Element vor den externen Ausgang 2p,
kann die Two-Phase Bundled Data Convention mit den Signalen RI und AI sowie
RO und AO in Verbindung mit einem pegelgesteuerten Latch arbeiten
[95FurbD]L.2. Die Capture-Pass Struktur des Registers ist dann nicht mehr
notwendig12. 
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13 Ein Beispiel ist die Differential Cascade Voltage Switch Logic (DCVSL) Technik [95Hauc]L.2. Sie besitzt neben
einem NMOS-Modul zur Berechnung der Schaltungsfunktion Precharge Transistoren, um die Stromversorgung zu unterbrechen
und das Completion Detection Signal zurückzusetzen. Weitere Ergebnisse mit der Dual-Rail und DCVSL Technik sind in
[88LauRM, 91DeanWD, 92McAu, 93SaloK, 94Heer, 95Heer, 96MaezK]L.2 zu finden.
2.2 Schaltungskonzepte für Self-timed
Circuits
Seitz prägte den Begriff der Self-timed Circuits und beschrieb ein Handshake
Protokoll, die Bundled Data Convention [80MeadC]L.2. Hierbei verwendete er
ereignisgesteuerte (Two-Phase Signalling) oder zustandsgesteuerte (Four-Phase
Signalling) Synchronisationsprotokolle mit Hilfe zweier Steuersignale. Als Syn-
chronisationselement verwendete er das Muller C-Element. Dadurch kann bei
diesem Baustein auf eine globale Taktversorgung verzichtet werden. 
Es gibt zwei unterschiedliche Methoden zur Übertragung von Daten und Steuer-
signalen. Das Dual-Rail Verfahren arbeitet mit zwei Leitungen für jedes Datum.
Durch die Redundanz ist es möglich, mit vier Signalzuständen die Synchronisati-
on vorzunehmen. Sind die Signale der Leitungen invertiert, wird ein gültiges
Datum übertragen. Sind beide Signalzustände auf einem Potential, ist die
Berechnung des neuen Datums noch nicht abgeschlossen. Da es zwei Möglich-
keiten mit gleichen Potentialen gibt, kann einer dieser Zustände zur Fehler-
erkennung oder zu Testzwecken genutzt werden. Schaltungen mit Dual-Rail
Signalen werden seltener zur Kommunikation zwischen Modulen verwendet, da
sie einen sehr hohen Verdrahtungsaufwand benötigen. Sie finden häufig Einsatz
innerhalb von Modulen13. Eine Methode zur Synthese von Speed-independent
Circuits mit Dual-Rail Code wird in [88BertC]L.2 vorgestellt. Ein weiteres Beispiel
für die Effektivität einer Dual-Rail Implementierung ist ein integrierter Speicher.
Viele Speichertypen besitzen zwei interne Signalleitungen zum Lesen und
Schreiben der Daten. Sie können somit mit kleinsten Spannungsdifferenzen das
gespeicherte Signal verstärken und auslesen. 
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Eine weitere und häufig angewandte Methode trennt die Steuer- und Daten-
information der Schaltungsmodule. Sie wird als Single-Rail Verfahren bezeichnet.
Die Steuersignale sind mit Request für das Signal zum Anlegen von neuen
Daten aus der Quelle und Acknowledge für das Signal zur Rückantwort aus der
Datensenke bezeichnet. Ein paralleler Datenbus überträgt die Operanden. Die
Granularität der Schaltung ist dabei frei wählbar. Eine Trennung von Steuer- und
Datenpfad ermöglicht es der synchronen Schaltungstechnik verwandte Entwick-
lungsmethoden zu verwenden. 
2.2.1 Schaltungen mit Single-Rail Signalen
Schaltungen mit Single-Rail Signalen besitzen einen ähnlichen Aufbau wie
getaktete Datenpfade. Der Unterschied liegt in der lokalen Synchronisation
zwischen zwei Modulen anstelle eines globalen Takts. Abb. 10 stellt das Prinzip
der Bundled Data Convention nach Seitz dar [80MeadC]L.2. Mit zwei Steuerlei-
tungen wird die Datenübertragung zwischen dem Sender und dem Empfänger
synchronisiert. Zur Verarbeitung von Daten wird zusätzlich ein Logikblock zwi-
schen Sender und Empfänger in den Datenpfad integriert. Dabei entstehen
Verzögerungen im Datenpfad, die auch bei der Generierung des Request
Signals berücksichtigt werden müssen. 












Abb. 11: Die Two-Phase Bundled Data Convention. 
Zur Synchronisation werden zwei Protokolle von Seitz vorgeschlagen, die im
folgenden erklärt werden. Abb. 11 zeigt das Signalablaufdiagramm der Two-
Phase Bundled Data Convention. Es ermöglicht eine ereignisgesteuerte Syn-
chronisation zwischen zwei Schaltungsmodulen. Das bedeutet, dass der Signal-
wechsel und nicht der Signalpegel entscheidend für ein Synchronisationssignal
ist. Da die Signalverarbeitung in integrierten Schaltungen aber in der Regel mit
Pegeln arbeitet, ist die Initialisierung der Module entscheidend. 
Aufbauend auf dieser Ereignissteuerung beschrieb Sutherland die Micropipelines
als eine Art elastische Pipelinestruktur [89Suth]L.2. Um eindeutige Signalpegel zu
verwenden, wird weiterhin eine Konvention vorgeschlagen, die ein Rücksetzen
der Pegel vorsieht. Hierdurch werden für die Datenübertragung vier Signal-
wechsel benötigt. Abb. 12 zeigt das Signalablaufdiagramm der Four-Phase
Bundled Data Convention. Es ermöglicht eine pegelgesteuerte Synchronisation
zwischen zwei Schaltungsmodulen und vereinfacht die Signaldekodierung in
Schaltungsmodulen auf Kosten von zwei zusätzlichen Signalwechseln. Die
Steuersignale erreichen ihren Initialwert, bevor das nächste Datum verarbeitet
wird. Dieses Protokoll kommt der Schaltungstechnologie entgegen. 








Abb. 12: Die Four-Phase Bundled Data Convention. 
2.2.2 Micropipelines
Micropipelines basieren auf dem Prinzip der Self-timed Circuits. Dieses Unter-
kapitel behandelt die Micropipelines, die in [89Suth]L.2 vorgestellt wurden. Die
Organisation der zu verarbeitenden Logik im Datenpfad ist dabei sehr ähnlich zu
einem synchronen Schaltungsentwurf. Insbesondere das Füllen und Leeren von
Micropipelines wird hier näher untersucht, da dies zum Verständnis der in Kapitel
4 vorgestellten testfreundlichen Entwurfskonzepte für asynchrone Schaltungen
entscheidend beiträgt. Abb. 13 zeigt das Schaltungsprinzip mit dem Steuerpfad
als lokale Steuerung und dem Datenpfad zur Propagierung der Operatoren nach
Sutherland. 









































Abb. 13: Eine Micropipeline nach Sutherland. 
Erfolgt an RI ein Signalwechsel, liegt ein gültiges Datum am Eingang DI an. Das
Muller C-Element schaltet seinen Ausgang und speichert mit dem Capture Signal
das Datum im Register. Mit dem C Signal wird auch ein Acknowledge an den
Sender zurückgesendet, damit dieser ein neues Datum berechnen kann. Gleich-
zeitig liegt das Datum am Ausgang von Register 1 und damit an der Logik 1 an.
Die Logik berechnet den neuen Operanden für die zweite Registerstufe. Ist das
Ausgangssignal von C1 (R1) durch das Verzögerungselement gelaufen, kann
nunmehr C2 schalten und seinerseits das Datum speichern. Es sendet dabei
wieder das Signal A1 zurück, mit dem Register 1 seinen Ausgang auf die andere
Registerzelle schaltet. Sutherland beschreibt eine Registerstruktur mit Capture
und Pass Signalen, wie sie in Abb. 14 dargestellt ist. Die beiden Register-Lat-
ches sind nicht hintereinander, sondern parallel angeordnet. Hieraus ergibt sich
eine schnelle Datenverarbeitung der Signale. Durch das Öffnen der Schalter C
und P kann dieses Register auch transparent geschaltet werden. Dies ist inter-
essant, wenn man die Performance überprüfen oder den Datenpfad auf Verzö-
gerungsfehler testen will. Ein paralleles Register einer Micropipeline besteht aus
einer Vielzahl von Speicherzellen aus Abb. 14. Der Datenpfad wird aus Pipeli-
nestufen von Registerbänken zusammengeschaltet. Für jede Registerstruktur
wird dabei ein Muller C-Element benötigt. Es folgt nun eine grundlegende Be-
trachtung zur Initialisierung der Register einer Micropipeline. 
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Abb. 14: Die Realisierung eines nichttransparenten Speichers nach Sutherland. 
Ähnliche Methoden zur Entwicklung von Pipelinestrukturen mit Verzögerungs-
elementen wurden in [89WongMF]L.2 und [88KomoTT]L.2 vorgestellt. Ein Syn-
theseprogramm verdeutlicht die Leistungsfähigkeit des Konzepts der Micropipeli-
ne [89BrunS]L.2. Zur Optimierung der Pipelinestrukturen wurde der Steuerpfad
auf seine Geschwindigkeit hin untersucht [95DayW, 95FurbD]L.2. Hierbei wurde,
ausgehend von einer Beschreibung mit STGs, das Muller C-Element durch
geschwindigkeitsoptimierte Zellen ersetzt. Eine Pipeline für High Performance
Anwendungen wurde in [96YunBA]L.2 präsentiert. Weitere Implementierungen in
Form von Mikroprozessoren unterstreichen die Leistungsfähigkeit der Entwurfs-
methodik der Micropipelines [93FurbDG, 94FurbDG]L.214. Der Unterschied zu
synchronen Schaltungen liegt hauptsächlich in der Synchronisation der Register-
elemente. Hierdurch können viele Module aus einem synchronen Design über-
nommen sowie synchrones Design Know-How verwendet werden. Der asyn-
chrone Amulet Prozessor ist bitkompatibel zu einem synchronen Prozessor der
Firma ARM [93Furb]L.2. Teile des Designs wurden dabei von dem synchronen
Entwurf übernommen und in die Micropipeline integriert. Die Implementierung
des asynchronen Mikroprozessors, Amulet, wurde in [94Pave]L.2 beschrieben. 
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 Die Initialisierung der Micropipeline ist entscheidend für
ihre Funktionstüchtigkeit. Diese Betrachtung erlangt für
einen passiven testfreundlichen Entwurf mit Hilfe von
asynchronen Signalen eine zentrale Bedeutung, da mit
jedem parallelen Einlesen eines Datums in den seriellen
Scanpfad auch dort die Muller C-Elemente initialisiert
werden müssen. 
Das Konzept des asynchronen Scanpfads ist in Kapitel 5.1 näher beschrieben.
Vergleichbare Operationen, wie die im folgenden beschriebenen Lese- und
Schreiboperationen einer Mircropipeline, müssen auch bei den testfreundlichen
Entwurfshilfen zum Steuern und Beobachten eines Datums erfolgen. Das Prinzip
der Initialisierung von Registerbänken durch die Muller C-Elemente bei der elas-
tischen Pipeline von Sutherland ist in Abb. 15 dargestellt. Links sind in jeder
Zeile die Zustände einer vierstufigen Micropipeline skizziert. Die Registerstufen
werden dabei geleert und wieder gefüllt. Rechts sind die Zwischenzustände der
Muller C-Elemente beim Weiterleiten eines Signals durch die Pipelinestufen dar-
gestellt. Im Zustand 1 ist die Micropipeline mit Daten gefüllt. Im Zustand 5 sind
die Register transparent geschaltet. Aus dem aktuellen und vorangegangenen
Zustand des Muller C-Elements läßt sich berechnen, ob das Register speichert
oder transparent ist. Beim Initialisieren einer Micropipeline werden die Muller C-
Elemente so gesetzt, dass sich die Register öffnen und alle Stufen bereit zum
Aufnehmen von Daten sind. Dies ist in Zeile (5) zu sehen. Es gibt dabei zwei
Möglichkeiten, die Speicherzelle zu initialisieren. Es werden alle Muller C-Ele-
mente auf "0" oder auf "1" gesetzt. Wird ein Datum an den Eingang der Pipeline
angelegt, erfolgt eine Weiterleitung durch die einzelnen Stufen. Dies wird auch
als Forward Propagation bezeichnet, da der Zustand "1" des Muller C-Elements
bis zur letzten Stufe vorwärts propagiert wird (5a - 5c). Ist eine Micropipeline
gefüllt, sind alle aufeinander folgenden Muller C-Elemente abwechselnd auf "1"
und "0" gesetzt (1). Wird ein Datum ausgelesen, übertragen die Registerstufen
ihren Inhalt in die nächste freie Stufe. Damit rückt eine leere Registerstufe bis
zum Anfang der Micropipeline vor. Dieses wird mit den Zwischenzuständen (1a -
1c) dargestellt. Diese Steuerung nennt man auch Backward Propagation, da die
Signalwechsel von der letzten zur ersten Stufe durch den Steuerpfad laufen.
Analog zum Leeren der Micropipeline gibt es auch zwei Möglichkeiten zum
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Abb. 15: Speicherbelegungen und Steuersignale beim Leeren und Füllen einer Micropipeline. Die Nummerierung stellt
hierbei die zeitliche Abfolge dar. 
Vollsetzen (1). Die Muller C-Elemente werden alternierend mit "0" und "1" in-
itialisiert, wobei man einmal mit einer "1" oder mit einer "0" beginnt. 
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15 Die serielle Anordnung der Registerzellen sind jeweils die Scanelemente eines Scanpfads. 
16 Dies ist der Fall, wenn die Logik zwischen den Registerketten mit Hilfe der Scanpfade getestet werden soll. Bei
einem Scanpfad kann man alle Registerelemente seriell auslesen (Testbetrieb), aber auch bei Bussen parallel an die
nachfolgende Stufen übergeben (Normal- oder Funktionsbetrieb).    
17 Siehe hierzu Kapitel 5.1.
 Beim Initialisieren von Micropipelines muß darauf geach-
tet werden, dass zwischen den Übergängen von Pipeline-
ketten keine Fehler auftreten. Dieses kann zu Deadlocks
führen. 
Im Testbetrieb ist eine alternierende Initialisierung der Muller C-Elemente einer
Micropipeline nützlich. Dies kann das Laden einer Registerbank15 über einen se-
riellen Pfad ermöglichen. Sind zwei serielle Micropipeline Ketten über eine Um-
schaltung auch parallel miteinander verbunden, müssen die Zustände der Muller
C-Elemente der parallelen Ketten richtig eingestellt werden16. Hierdurch ergibt
sich eine voneinander abhängige Initialisierungsvorschrift der Muller C-Elemente
der seriellen Registerelemente und der Muller C-Elemente der Micropipeline
Ketten. Dies kann zu Deadlocks führen, wenn mehr als zwei Pipelinestufen
zusammengesetzt werden. 
Im folgenden wird näher auf das Verhalten bei einer Initialisierung von Steuer-
und Datenpfad eingegangen, da es entscheidend zum Verständnis des test-
freundlichen Entwurfs beiträgt. Dabei wird untersucht, wie eine Umsetzung von
einer parallelen auf eine serielle Datenstruktur bei einer Micropipeline erfolgt. Die
parallele Struktur wird dabei nicht dargestellt. Die Kommunikation erfolgt über die
Zustände der Muller C-Elemente17. Abb. 16 zeigt die Initialisierung der Steuer-
elemente, wenn eine Micropipeline geleert wird sowie den Speicherzustand der
jeweiligen Registerzellen. Es wird dabei jeweils ein Flip-Flop gesteuert. Es
entspricht der Anordnung eines Scanpfads, in dem seriell ein neues Datum
eingelesen werden soll, um es an die zu testende Logik anzulegen. Die Pfeile
deuten die Abhängigkeiten zwischen der Steuerung (Muller C-Elemente) und
dem Datenpfad (Flip-Flop) an. 
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Abb. 16: Alle Muller C-Elemente der Micropipeline werden vor einem Lesevorgang auf
ein Potential gesetzt. 
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Registerzelle 2A ist transparent geschaltet und wird das nächste gültige Datum
aus der unteren Registerzelle von 1A übernehmen, in welcher ein gültiges Datum
gespeichert ist. Je nach dem Pegel des Muller C-Elements wird ein Datum aus
der unteren oder oberen Speicherzelle der vorhergehenden Stufe in eine der
Zellen der aktuellen Stufe übertragen. Ist ein Datum gespeichert, wird dies mit
einer grauen Fläche markiert. Die Balken zwischen der 1. und 2. Spalte sowie
der 5. und 6. Spalte weisen auf den Beginn und das Ende des Scanpfads hin.
Die 1. Stufe ist die letzte Stufe des Testsenders, und die 6. Stufe gehört zum
Testempfänger. Bei einer Initialisierung sind somit nur die Stufen 2 bis 5 betrof-
fen. Das Register wird schrittweise mit Daten gefüllt. In Zeile E ist dieser Vorgang
abgeschlossen. Man erkennt, dass die Daten dort abwechselnd in der oberen
und unteren Speicherzelle gepuffert werden. Aufeinander folgende Daten
werden somit immer in unterschiedlichen Latches des Capture-Pass Registers
gespeichert. Nach dem Initialisieren in Zeile A wird das Register bis zur Zeile E
gefüllt und ist bereit zum Auslesen. Die Inverter in Zeile F innerhalb des vertika-
len Balkens deuten den Abschluss eines Scanpfades an, bei dem es notwendig
sein kann, Pegelumwandlungen durchzuführen. Diese ergeben sich aus den
notwendigen Initialisierungswerten des Steuerpfades.  
In einem Scanpfad würden die Daten parallel aus den Registerzellen ausgele-
sen. Dieses entspräche dem Übergang von Zeile E nach F. Hat der Scanpfad
eine gerade Anzahl von Registerstufen, würde bei dem nächsten Testmuster die
gleiche Zelle mit Daten gefüllt sein. Der parallele Datenpfad erwartet aber einen
Operanden in der oberen Zelle. Der nächste Operand muß demnach so eingele-
sen werden, dass das Datum auf den gegenüberliedenden Latches zu finden ist.
Um dies zu gewährleisten, erfolgt eine Initialisierung der Muller C-Elemente mit
dem Pegel "1". Um die Signale von dem Sender und Empfänger richtig zu
übertragen, werden Inverter eingesetzt. Besitzt der Scanpfad eine ungerade
Anzahl von Registerstufen, müssen diese Pegelumwandlungen nicht erfolgen. 
Ein weiteres Problem ergibt sich durch die Position der Registerinhalte, die
abwechselnd in der oberen und unteren Zelle des Speicherelements gespeichert
sind. Würde man die Daten parallel abgreifen, führt dies zu einem Fehler. Dieses
Problem kann man dadurch lösen, dass die Schalter der Registerzellen so
angeschlossen werden, dass sie alle Daten immer in der oberen oder der unte-
ren Zelle speichern. Hierzu werden Speicherzellen verwendet, wie sie in Abb. 41
zu sehen sind. Performanceverluste entstehen dabei nicht. Nach dem Einlese-
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vorgang eines Scanregisters wird nun der Auslesevorgang behandelt. Abb. 17
zeigt ein mit gültigen Daten gefülltes Register und den anschließenden Auslese-
vorgang. In einem Scanpfad würde dies der Speicherung einer Testantwort und
dem anschließenden seriellen Auslesevorgang entsprechen. Das gültige Datum
ist in abwechselnder Reihenfolge im Register gespeichert. Das Setzen der Muller
C-Elemente erfolgt über einen weiteren Initialisierungsvorgang. Danach werden
die Daten des Registers über die 6. Stufe ausgelesen. Dieses erfolgt analog zu
dem Einlesevorgang. Ist der Zustand der Zeile E erreicht, kann ein neues Datum
eingelesen werden. In Zeile F wird dieses neue Muster gespeichert. Vergleicht
man Zeile A mit F, so ist auch hier zu erkennen, dass unterschiedliche Speicher-
plätze des Capture-Pass Registers besetzt sind. 
Es müssen die Steuersignale nach der zweiten Initialisierung an den Ein- und
Ausgängen invertiert werden, wenn die Micropipeline eine gerade Anzahl von
Registerstufen besitzt. Zum Initialisieren der Muller C-Elemente können Reset-
und Set-Eingänge verwendet werden. Hierbei gibt es vier Möglichkeiten: Das
Leeren der Register durch Setzen der Muller C-Elemente auf "1" oder "0", das
abwechselnde Setzen der Muller C-Elemente mit "1" und "0", beginnend mit einer
"1" oder einer "0". Es müssen alternierend die Reset und Set Eingänge des
Muller C-Elements gesetzt werden. Dadurch ergeben sich folgende hilfreiche
Bezeichnungen für die Position der Speicherelemente: gerade Registerstufe
(even) und ungerade Registerstufe (odd) der Micropipeline.
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Abb. 17: Zum Auslesen werden alle benachbarten Muller C-Elemente mit
unterschiedlichen Zuständen initialisiert. 
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Kapitel 3 
Zum Test asynchroner Schaltungen
Die Entwicklung von effektiven Testverfahren und testfreundlichen Entwurfs-
methoden ist Gegenstand intensiver Forschung der letzten 35 Jahre. Für den
testfreundlichen Entwurf wurden passive Methoden entwickelt, wie Scanpfad
[73WillA]L.1 und LSSD [77WillE, 77EichW]L.1, Testbusstandards auf Schaltungs-
und Systemebene, wie die Boundary Scan Architektur oder MTM-Testbuscontrol-
ler. Darüber hinaus wurden aktive Testmethoden, wie die BILBO Technik
[79KonnMZ]L.1, entwickelt. 
Der Test asynchroner Schaltungen ist ein vergleichsweise neues Gebiet des
digitalen Testens. Für den breiten Einsatz von asynchronen Schaltungen ist
neben leistungsfähigen Entwicklungsmethoden der ökonomische Test in einer
Produktionsumgebung von entscheidender Bedeutung. Ein Test der lokalen
asynchronen Steuerung benötigt neue Testmethodiken in einer synchronen
Testerumgebung. Tester und deren Steuerung basieren auf einer globale
Taktsteuerung. Dieses wichtige und häufig übersehene Instrumentarium des
synchronen testfreundlichen Entwurfs, der globale Takt, fehlt bei asynchronen
Schaltungen. Soll dieser für asynchrone Schaltungen immer wieder genannte
Vorteil nicht durch synchrone Testhilfen eingebüßt werden, müssen testfreundli-
che Entwurfsmethoden entwickelt werden, die keinen Takt benötigen. Das
Testen asynchroner Schaltungen, die mit einer hohen Performance arbeiten,
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wird durch die Signale mit Bundled Data problematisch. Bei höchsten Qualitäts-
anforderungen an die Schaltung reicht das Haftfehlermodell nicht mehr aus, um
eine akzeptable Testqualität zu erreichen. Auch der Vorteil von Self-timed
Circuits, dass alle Module mit einer individuellen Geschwindigkeit arbeiten, stellt
den Produktionstest vor neue Probleme. Die Eigenschaft, dass gültige Daten am
Ein- und Ausgang durch Handshake-Signale übergeben werden, ist beim Testen
in einer Produktionsumgebung nicht vorgesehen. Im Gegenteil, für die Test-
automaten sind zur Steigerung der Testgeschwindigkeit synchrone Pipelinings-
trukturen zur Adaptierung der Testmuster über die Pinelektronik an den Schalt-
kreis entwickelt. Testmuster werden dort über Zwischenspeicher auf dem Load-
Board gepuffert, bevor sie an die Schaltung angelegt oder abgegriffen werden.
Testhilfen innerhalb der asynchronen Schaltung, die solche Methoden unter-
stützen, können entscheidende Vorteile besitzen. 
Erste Mikroprozessoren besassen in einigen Fällen asynchrones Verhalten. In
[62SeshF]L.3 wurde daher schon früh ein Konzept für einen asynchronen Produk-
tionstest vorgestellt. In [84BellV]L.3 wurde propagiert, dass asynchrones Signal-
verhalten bei einem Funktionstest berücksichtigt werden muß. Ein Test für einen
asynchronen Mikroprozessor wurde in [89MartBl]L.2 entwickelt. Da dieser Prozes-
sor fast vollständig Delay-insensitive ist, besitzt er bei einer Fehlermodellierung
mit Haftfehlern ein Verhalten, dass die Schaltung nach einer Fehlersensibilisie-
rung stoppt. Auch für den Test eines DCC Moduls zur Fehlerkorrektur in einem
DAT Recorder wurde die Modellierung von Haftfehlern an den Ausgängen der
Elemente propagiert [94Ronc]L.3. Der Nachweis, dass alle Fehler sich steuern
lassen, wurde bei diesen Arbeiten nicht geführt. 
Das Gebiet des Testens asynchroner Schaltungen teilt sich neben dem Test mit
Hilfe von Testautomaten in die Bereiche Testvorbereitung und testfreundlicher
Entwurf auf. Diese Bereiche werden im folgenden untersucht. Zum Abschluss
erfolgt eine Diskussion zum Test asynchroner Schaltungen in einer Tester-
umgebung. 
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18 Vergleiche hierzu auch die Untersuchungen von [77HsieRV, 77StorB, 85Smit, 87MourM]L.1. 
3.1 Die Testvorbereitung
Die Testvorbereitung dient der Generierung der Testmuster und der Bestimmung
ihrer Qualität. Dazu wird eine Fehlermodellierung physikalischer Defekte und
deren Simulation auf Gatterebene verwendet. Ziel der Fehlermodellierung ist die
Adaption dieser physikalischen Defekte auf eine Abstraktionsebene, welche eine
geringere Komplexität bei der Berechnung ihrer Auswirkungen besitzt. Somit
muß immer zwischen Genauigkeit und Rechenaufwand bei der Fehlermodellie-
rung abgewogen werden. 
Ein Fehlermodell, in dem angenommen wird, dass sich das Fehlverhalten in
primitiven Elementen als Haftfehler an deren Ein- und Ausgängen bemerkbar
macht, hat sich als effektive Darstellung von möglichen Fehlerursachen erwie-
sen. Es wurde in [59Eldr]L.1 vorgestellt. Die zunehmende Schaltungskomplexität
und steigende Performance erzeugen die Notwendigkeit, das Zeitverhalten der
Schaltung zu berücksichtigen [80GaliCV, 87Maly]L.1. Dies hat zur Folge, dass
zusätzliche nichtklassische Fehlermodelle angenommen werden müssen, um
Prüfmuster zu ermitteln, die die Auswirkungen weiterer physikalischer Defekte
abbilden18. [83BarzR]L.1 stellte das Verzögerungsfehlermodell vor, bei dem eine
zusätzliche Signalverzögerung angenommen wurde. Um die Fülle der möglichen
Verzögerungen einzugrenzen, stellte [86WaicL]L.1 ein Fehlermodell vor, bei dem
Defekte angenommen werden, die eine zusätzliche Verzögerung über das Ende
der Taktperiode haben. Bei asynchronen Schaltungen mit der Bundled Data
Convention können solche Fehler auftreten. Speed-independent Circuits reagie-
ren auf zusätzliche Verzögerungen lediglich mit einem später wechselnden
Ausgangssignal; die Schaltungsgeschwindigkeit wird reduziert. 
In [86Koep, 87Maly]L.1 wird das Layout zur Reduzierung der Auswirkungen von
Defekten berücksichtigt. In [93AltM]L.1 wird die Modellierung nichtklassischer
Fehler auf eine synchrone Schaltungsbibliothek vorgestellt, um die Qualität
entwickelter Testmuster für sicherheitskritische Anwendungen durch aussage-
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kräftigere Fehlermodelle zu verbessern. [71PutzP]L.3 entwickelte ein Konzept, in
dem der D-Algorithmus auf asynchrone Schaltungen angewendet wird. Rück-
kopplungen werden dabei aufgebrochen und in eine iterative, zyklische Schal-
tung umgewandelt. Bei einer großen Anzahl von Rückkopplungen führt dies zu
einem starken Anwachsen der Schaltungsgröße und somit zu Problemen bei der
Simulation und der Testmusterberechnung. Hinzu kommt, dass bei diesem
Konzept von der klassischen Modellierung mit großen Schaltnetzen und Rück-
kopplungsnetzwerken ausgegangen wird. 
Ein weiterer Vorschlag wandelt die Schaltungen in boolsche Gleichungen um
[74Chap]L.3. Die Entwicklung der Teststrategie erfolgte auf Basis des Huffmann-
Modells oder einer iterativen Schaltung. In [76BreuF]L.3 wurde, ausgehend von
der Umwandlung der Schaltung in ein iteratives Model, ein Test für asynchrone
Schaltungen vorgeschlagen, bei dem zusätzlich die Erkennung von Hazards
berücksichtigt wurde. Auch in [88ChenAK]L.3 wurde die automatische Test-
mustergenerierung synchroner und asynchroner Schaltungen untersucht. Eine
Testmustergenerierung auf Switch-Level wurde in [95EinsS]L.3 vorgestellt. Ein
weiterer Ansatz zur automatischen Testmustergenerierung für Einzelhaftfehler an
den Eingängen der Zellen (stuck-at-input) wurde in [97RoigCP]L.3 präsentiert.
Hierbei wurde die asynchrone Schaltung als synchroner endlicher Automat
beschrieben. Die auf Basis einer synchronen Schaltungsbeschreibung generier-
ten Testmuster können über einen synchronen Testautomaten an die asyn-
chrone Schaltung angelegt werden. Die Schaltung befindet sich dabei aber in
einer synchronen Betriebsart. Das asynchrone Verhalten wurde hierbei nicht
überprüft.
Bei den oben beschriebenen Untersuchungen wurde davon ausgegangen, dass
eine Einzelhaftfehlerannahme an den Ein- und Ausgängen der Elemente aus-
reicht. Es konnte aber gezeigt werden, dass zum Testen der Funktion des Muller
C-Elements nicht allein Hafterfehlermodelle zu Grunde gelegt werden dürfen
[95BrzoR]L.3. Ausgehend von unterschiedlichen Modellierungen konnte das
Fehlverhalten innerhalb der Muller C-Elemente nur in 57% - 85% der Fälle auf
Haftfehler an den Ein- und Ausgängen abgebildet werden. Auch [95SchoH]L.3
zeigte, dass sich Fehler auf Transistorebene eines pseudo-statischen Muller C-
Elements auf Haftfehler an den Ein- und Ausgängen einer Realisierung mit
Gattern abbilden lassen. Hierbei wurden Haftfehler an den Ein- und Ausgängen
der Gatter angenommen, die zur Verhaltensbeschreibung des Muller C-Elements
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eingesetzt wurden. Bezogen auf das Verhalten des Muller C-Elements ergab
sich dabei in vielen Fällen eine Funktionskonvertierung. Fehler, die parametri-
sche Auswirkungen besaßen, konnten mit einer erhöhten Stromaufnahme
sensibilisiert werden. 
Ein IDDQ Test wurde für einen Fehlerkorrektor eines Digital Compact Cassette
(DCC) Spielers vorgeschlagen, der als Prototyp bei Philips vorliegt [94Ronc]L.3.
Um die Schaltung für den erhöhten Stromaufnahmetest zu steuern, wurde der
Steuerpfad so verändert, dass ein synchrones Halten aller Signale möglich ist.
Diese Funktion wird nur im Testbetrieb verwendet. Dies wurde durch eine globale
Taktsteuerung und die Modifikation aller Steuerelemente erreicht. Durch die
Einrichtung eines weiteren Zustands im Testbetrieb in einem ähnlichen asyn-
chronen Design wurde die Beobachtbarkeit für die Strommessung erhöht
[96RonkB]L.3. 
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3.2 Der testfreundliche Entwurf
asynchroner Schaltungen
Durch die Erhöhung der Steuer- und Beobachtbarkeit von Modulen in einer
Schaltung durch sogenannte virtuelle Testpunkte wird die Testbarkeit erhöht. Es
wird versucht, das sequentielle Verhalten der Schaltung auf eine kombinatori-
sche Komplexität zu reduzieren. Dieses erreicht man mit Hilfe von Scanpfad-
techniken. Die Register sind mit Hilfe eines zweiten Eingangs durch einen
Prüfbus direkt steuerbar und über den Ausgang beobachtbar. Neben der ein-
phasigen synchronen Scan-Technik wird auch die zweiphasige pegelgesteuerte
LSSD Technik eingesetzt.
Ein erster Ansatz zum testfreundlichen Entwurf asynchroner Schaltungen wurde
in [84HearSD]L.3 beschrieben. Als Basis dienten synchrone Testmethoden für
asynchrone Schaltungen. [84Suss]L.3 stellte ein Konzept mit der LSSD-Technik
vor. Auch in [89LeenS, 93Leen]L.3 wurde die Einbettung von asynchronen
Modulen in eine synchrone Schale während des Tests propagiert. Hierbei ging
man auch von dem klassischen Fall aus, dass Rückkopplungen nur global
auftreten werden. Dies steht im Widerspruch zu aktuellen asynchronen Syn-
thesemethoden. Ein weiteres scanbasiertes, synchrones Testkonzept für syn-
chrone und asynchrone Schaltungen, mit dem auch ein Verzögerungstest
berücksichtigt wird, beschrieb [89SakaHO]L.3. Die Register werden dabei durch
Scanzellen ausgetauscht und in ein hierarchisches Konzept integriert. In [91Guil-
SY]L.3 wurde ein Vorschlag zur Fehlermodellierung und Testmustergenerierung
in Verbindung mit einem synchronen Scanpfad gemacht. Das Signal zur Beendi-
gung der Funktionsberechnung, welches anzeigt, wann der Operand am Daten-
ausgang gültig ist, diente dabei als Capture Signal für den Scanpfad. Hierdurch
wurde ein asynchrones Schaltverhalten beim Test berücksichtigt. Ein weiteres
synchrones Scandesign ist in [93WeySF]L.3 zu finden. Die Realisierung eines
partiellen Scanpfads für ein Fehlerkorrekturmodul in einem DCC Spieler, welches
mit der Tangram-Syntheseumgebung erzeugt wurde, präsentierte [94Ronc]L.3.
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19 Es wurden unterschiedliche testfreundliche Entwurfskonzepte für Makromodule vorgeschlagen. Ein
testfreundliches asynchrones systolisches Array wurde in [86RanaLC]L.3 präsentiert. In [89Cars, 90CarsB]L.3 wurde ein
testfreundlicher asynchroner Zähler vorgestellt, in dem die Toggle Elemente scanfähig realisiert sind. Ein testfreundlich
entworfener Blocksorter und Addierer wurde von [96Petl]L.3 vorgestellt. 
Auch diese Schaltung basiert auf dem Prinzip der Self-timed Circuits. Heuristiken
zum testfreundlichen Schaltungsentwurf mit Handshake Signalen zur Integration
eines synchronen Scanpfads und eines LSSD Designs stellte [96Ronc]L.3 vor.
[91MartH]L.3 entwickelte eine Art Toggle Test für asynchrone Schaltungen.
Hierbei wurde davon ausgegangen, dass bestimmte Klassen von Schaltungen
bei Haftfehlern entweder zu früh schalten oder alle Signalwechsel stoppen. Das
heißt, dass keine weiteren Signalwechsel im Steuerpfad nach der Sensibilisie-
rung erfolgen. Diese Art von Fehlern sollen nach Martin immer beobachtbar sein.
Dies trifft bei der Betrachtung von Haftfehlern auch zu. Bei der Fehlermodellie-
rung in einzelnen Modulen der Ereignissteuerung hat sich gezeigt, dass ein
Fehler auf Transistorebene eine Funktionskonvertierung oder einen Parameter-
fehler auf Gatterebene verursachen kann. Dies läßt sich nicht zweifelsfrei darauf
zurückführen, dass die Schaltung zu früh schaltet oder stoppt. Auch die An-
nahme, dass ein Fail-stop Verhalten sich am Ausgang der Schaltung bemerkbar
macht, hängt von den entwickelten Testmustern ab, die das Fehlverhalten auch
an die Ausgänge der Schaltung weiterleiten müssen. 
Ein Scandesign für DCVSL-Technik, welches nur wenige zusätzliche Transisto-
ren benötigt, wurde in einem Addierer plaziert [93SaloK]L.3. Hierbei halten die
Speicherelemente die Information dynamisch. Ein Ladungs- und damit Informa-
tionsverlust kann aber nicht ausgeschlossen werden. Des weiteren wurden die
komplementären Signalleitungen, die zur Berechnung der Dual-Rail Signale nötig
sind, beim Test nicht berücksichtigt und sind daher nur bedingt testbar19. Für die
in der Veröffentlichung von [88RoseMC]L.2 präsentierten Q-Modules wurde ein
Testkonzept für das asynchrone Designkonzept vorgeschlagen, welches auf der
synchronen LSSD Technik beruhte. Da die interne Steuerung mit Hilfe eines
Takts erfolgt, kann das Modul intern getestet werden. Das Problem zum Test der
asynchronen Interfaces bleibt aber bestehen. Self-timed Circuits mit Dual-Rail
Encoding wurden als Self-checking für Einzelhaftfehler bezeichnet [95DaviGY-
]L.3. Der vierte Zustand der Dual-Rail Signale, der für den Operationsbetrieb nicht
benötigt wird, kann in den Modulen für die Fehlererkennung verwendet werden.
Sensibilisierte Fehler außerhalb der Module stoppen die Schaltung (Fail-stop). 
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20 Ein weiteres testfreundliches Micropipeline Design wurde in [95GlorO]L.3 diskutiert. Es sah eine Umschaltung in
eine synchrone Testbetriebsart vor. 
21 Eine weitere Klasse von synthesefähigen asynchronen Schaltungen, die keine Hazards aufweisen, sind in
[91KeutLS, 92Lava, 94LavaKL, 95KeutLS]L.3 zu finden. 
Ein testfreundlicher Entwurf für Micropipelines, in den ein testfreundlicher Ent-
wurf der Muller C-Elemente integriert ist, wurde erstmalig in [94KhocB]L.3 vor-
gestellt. Die Muller C-Elemente werden dabei so verändert, dass sie sich über
eine Taktsteuerung synchronisieren lassen. Die Micropipeline ist somit im Daten-
und Steuerpfad in ein synchrones Design umgewandelt. In [95PageKB]L.3
wurden Modifikationen zum testfreundlichen Entwurf der einzelnen Steuerlogik-
module beschrieben. In [95PetlF]L.3 wurde ein Scanpfad für Self-timed Circuits
entwickelt, der die Register einer Micropipeline mit Multiplexern erweitert. Zur
Steuerung wird ein eigener Teststeuerpfad verwendet, der parallel zum Steuerp-
fad des Datenpfads liegt. Auch hier schaltet eine Multiplexersteuerung zwischen
Operations- und Teststeuersignalen um. Während des Tests mußten die Steuer-
signale für die Daten auf einem bestimmten Potential gehalten werden. Darüber
hinaus wurden aktive Testhilfen vorgestellt, die nach einem vergleichbaren
Verfahren ablaufen [96Petl]L.3. Es wurden Verfahren zum testfreundlichen
Entwurf von Muller C-Elementen auf Transistorebene präsentiert, die ein besse-
res Fehlverhalten gegenüber Shorts und Opens besitzen sollen. Dabei wurde ein
Scanpfad für Muller C-Elemente vorgeschlagen, um den Steuerpfad mit be-
stimmten Initialisierungsmustern zu laden. Durch die Multiplexer in den zeit-
kritischen Bereichen des Steuer- und Datenpfads erhöhen sich neben der Fläche
aber auch die Signallaufzeiten erheblich20. 
In [90AshaGD]L.3 wurde eine Synthesemethode beschrieben, die einen test-
freundlichen Entwurf sowie eine Redundanzerkennung unterstützt. Auf Basis
eines Implicit Signal Transistion Graphs wurde es ermöglicht, redundante Zu-
stände zu erkennen und die FSM zu optimieren. Für eine bestimmte Klasse von
synthesefähigen asynchronen Schaltungen wurden in [91BeerM]L.3. Aussagen
über die Testbarkeit gewonnen und anhand von Interface-Schaltungen erläu-
tert21. Zur Fehlermodellierung der Schaltungen, die mit Hilfe von STGs modelliert
sind, wird dabei das Eingangshaftfehlermodell und das Pfadverzögerungs-
fehlermodell berücksichtigt. Die asynchrone Schaltung wird in kombinatorische
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Schaltungsmodule mit speichernden Elementen an den Ein- und Ausgängen
umgewandelt. 
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3.3 Diskussion zum Stand der
Technik
Im folgenden werden verschiedene Punkte diskutiert, um Anforderungen für
einen testfreundlichen Entwurf asynchroner Schaltungen zu beschreiben, die in
Kapitel 4 und Kapitel 5 bearbeitet werden. 
In [57Huff]L.2 wurde das Auftreten von Hazards als Fehlverhalten einer realen
Schaltung bei der Abbildung ihrer gewünschten Funktion durch einen Designer
bezeichnet. Hierbei wird zwischen statischen Hazards, bei dem das Signal
kurzzeitig seinen gewünschten Wert wechselt, und dynamischen Hazards
unterschieden. Im zweiten Fall erfährt das Ausgangssignal zusätzlich zu den
erwarteten Signalwechseln noch einen weiteren, kurzen Impuls. Auch in [59Un-
ge]L.2 wurde das Problem von Hazards in asynchronen Schaltungen beschrie-
ben, die durch Verzögerungen in realen Schaltungen entstehen. Hierbei wurde
auch eine asynchrone Schaltung mit Muller C-Elementen und XOR Gattern
untersucht. [64YoelR, 65Eich]L.2 formulierten eine 3-wertige Logik, um Program-
me zur Berechnung und Simulation von Hazards zu erstellen. Ein dritter Wert
wird dabei als unbekannter Zustand neben "0" und "1" eingeführt. 
Als Races werden instabile Übergangsphasen eines oder mehrerer Signale
bezeichnet, die in einem "Wettbewerb" mit einem Zustandswechsel stehen. Bei
Critical Races kann es dabei zu einem falschen Folgezustand kommen. Eine
Untersuchung hat gezeigt, dass man die Anzahl der Rückkopplungen zur Ver-
meidung von Hazards und Races minimieren kann [89BrzoS]L.2. Races und
Hazards können mit erhöhtem Schaltungsaufwand reduziert werden. Dies erfolgt
in der Regel durch Redundanzen, die zu Problemen bei der automatischen
Testmustergenerierung führen. 
 Die Behandlung von Hazards besitzt bei einem asynchro-
nen testfreundlichen Schaltungsentwurf im Gegensatz zu
synchronen Schaltungsentwürfen eine große Bedeutung,
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22 Zur Charakterisierung von metastabilen Zuständen wurde versucht, das Zeitfenster, in dem die Übergänge
stattfinden, analytisch und meßtechnisch zu bestimmen [95RogiV, 96Fole]L.2. 
da der Takt als Instrument zu ihrer Vermeidung der Aus-
wirkung fehlt. 
Eine weitere asynchrone Signalübertragungsart bei Bounded Delay ist der Burst
Mode, bei der sich immer ein Bündel von Signalen am Eingang ändern darf, und
die Antwort mit einem lokalen Takt in dem Modul berechnet wird. Diese Schal-
tungsformen bergen ein großes Testproblem, da die Funktionstüchtigkeit durch
Verzögerungsfehler invalidiert werden kann. 
Bei unterschiedlichen Ansätzen zum Test asynchroner Schaltungen wird von
ideal arbeitenden, primitiven Elementen ausgegangen, um Schaltungen mit den
Eigenschaften Delay-insensitive  oder Speed-independent zu erhalten. In
[92BrzoE]L.2 zeigte sich, dass Muller C-Elemente nicht die Eigenschaft Delay-
insensitivity aufweisen. Der Nachteil, dass bei Verzweigungen unter ungünstigen
Bedingungen Hazards entstehen können, wurde in [92Berk]L.2 beschrieben. Es
wurde dabei angenommen, dass diese sogenannten Isochronic Forks Äquipoten-
tialflächen bilden. Auch dies ist eine stark idealisierte Darstellung physikalischer
Realisierungen von Leitungssystemen, die im Zuge neuer Technologieschritte
auf ihre Gültigkeit überprüft werden muß. Metastabile Zustände können durch die
Verwendung realer asynchroner Schaltungsmodule auch im fehlerfreien Zustand
nicht ausgeschlossen werden [95Unge]L.222. Digitale Fehlersimulatoren berück-
sichtigen zur Zeit den metastabilen Zustand nicht. 
 Es gilt zu untersuchen, ob Fehler auf Transistorebene auf
das Ausgangssignal asynchroner Module ähnliche Aus-
wirkungen haben, wie die metastabilen Zustände von
Elementen in fehlerfreiem Zustand. Hierdurch kann sich
ein dynamisches Testproblem ergeben, da durch Fehler-
mechanismen keine eindeutigen Binärsignale an den
Ausgängen erzeugt werden. Verzögerungen oder falsche
Folgezustände können das Resultat dieser Fehler sein. 
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Um die Ruhestrommessung in asynchronen Schaltungen zu ermöglichen, wurde
ein Vorschlag beschrieben [96RoncB]L.3. Er setzt dabei die lokale Steuerung
während der IDDQ-Messung durch eine globale Steuerung außer Kraft. 
 Die Ruhestrommessung in asynchronen Schaltungen ist
nur unter stark eingeschränkten Bedingungen möglich,
da durch die lokale Steuerung ein Verharren aller Module
der Schaltung in einem Zustand nicht vorgesehen ist. 
Bei einem Defekt innerhalb der Elemente geht man davon aus, dass ihr Fehl-
verhalten sich auf eine Haftfehlermodellierung an den Ein- und Ausgängen
abbilden läßt. Der Beweggrund hierfür ist der Wunsch, die Komplexität auf ein
Minimum zu reduzieren. Darüber hinaus ist dieses Fehlermodell in der syn-
chronen Schaltungestechnik akzeptiert. In der CMOS Technik enthalten Gatter
zwei Module, die gegensätzlich entweder den Ausgang treiben oder in den
hochohmigen Zustand gehen. Eine Funktion realisiert hierbei über einen Pull-up
Zweig das Aufladen des Ausgangs des Gatters. Der andere Funktionsblock am
Pull-down Zweig ermöglicht das Entladen des Ausgangs. Die Funktionsblöcke
sind so aufgebaut, dass das Treiben gegeneinander ausgeschlossen sein soll.
Fehler in einem dieser Module kann zu einem Verhalten führen, dass nicht mit
dem Haftfehlermodell abgebildet werden kann. 
 Asynchrone Schaltungen werden mit Methoden gefertigt,
die aus der synchronen Schaltungstechnik bekannt sind.
Somit sind auch die Defektmöglichkeiten bei beiden
Schaltungstechniken vergleichbar. 
 Die Einzelhaftfehlerannahme an den Ein- und Ausgängen
der Standardzellen reicht nicht aus, um Fehlerursachen
innerhalb der Elemente geeignet zu modellieren. Zusätzli-
che Auswirkungen, Verzögerungsfehler, metastabile Zu-
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23 Siehe hierzu auch Kapitel 4.
stände und eine Funktionskonvertierung des Moduls, gilt
es zu untersuchen23. 
Eine asynchrone Schaltung enthält Elemente zur lokalen Zustandssicherung, die
speicherndes Verhalten besitzen. Mit ihnen kann der Steuerpfad der Schaltun-
gen mit den Eigenschaften Speed-independent oder auch Delay-insensitive
entwickelt werden [94Pave]L.2. Das bedeutet, dass dieser Bereich der Schaltung
eine vergleichbar hohe Fehlerabdeckung für Haftfehler besitzen wird, da sie die
Fortschaltung der Signale verhindern und dies zu einem Anhalten der Schaltung
führt. Das wäre vergleichbar mit einem Haftfehler in einem Teil des Taktnetz-
werks einer synchronen Schaltung. Die Registerstufen würden nicht mehr mit
neuen Daten geladen.
 Asynchrone Schaltungen, die als Speed-independent
oder Delay-insensitive entwickelt wurden, besitzen eine
hohe Haftfehlerabdeckung. Nach der Sensibilisierung des
Fehlers hält  die Schaltung in diesem Zustand an. Der
Haftfehler im Steuerpfad verhindert einen weiteren Signal-
wechsel, da er den STG verändert. Damit kann der Fehler
entdeckt werden.
Es hat sich gezeigt, dass die Verwendung von Haftfehlern einen Teil der mögli-
chen Fehler von Standardzellen nicht entdecken kann [95BrzoR, 95SchoH]L.3.
Ob dies auch für andere Elemente der asynchronen Schaltungstechnik zutrifft,
ist zu überprüfen. Die ausschließliche Verwendung von Haftfehlern an den Ein-
und Ausgängen der Module konnte nicht alle möglichen Defekte in einer syn-
chronen Standardzellenbibliothek modellieren [93AltM]L.1. 
 Nichtklassische Fehlermodelle sind notwendig, um Defek-
te von Transistorebene auf Gatterebene zu transformie-
ren. Die Fehlermodellierung muß um neue Modelle er-
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weitert werden. Eine anschließende Testmustergenerie-
rung und Fehlersimulation ist in diesem Falle zur Quantifi-
zierung der Testqualität notwendig. Zusätzlich werden
testfreundliche Entwurfsmaßnahmen benötigt, die diese
Muster an die Schaltungsteile anlegen. 
Der Datenpfad einer Micropipeline kann mit konventionellen Methoden entwickelt
werden. Zur Testmusterberechnung können daher Verfahren angewendet
werden, die für kombinatorische und sequentielle Schaltungen entwickelt wur-
den. Eine prinzipiell andere Vorgehensweise ist bei Single-Rail Signalen nicht
nötig. Der Einsatz von Modulen aus einem synchronen Design in dem asyn-
chronen Amulet Mikroprozessor - er ist bit-kompatibel zum synchronen ARM
Prozessor - bestätigt diese Aussage [94FurbDG]L.2. Zu diesem Thema existieren
zahlreiche Untersuchungen, die den Test mit taktbasierten Testhilfen lösen
möchten. Ein Takt wird bei diesen Konzepten nur für die testfreundlichen Teile
benötigt. Darüber hinaus wird die lokale Steuerung der Module durch den Test
des Datenpfads, der mit synchronen testfreundlichen Entwurfsmethoden entwi-
ckelt wurde, nicht getestet. 
 Synchrone Testhilfen decken nicht den Test aller Berei-
che einer asynchronen Schaltung ab. Insbesondere der
Steuerpfad mit seiner Bundled Data Convention bleibt
durch einen taktgesteuerten Test mangelhaft geprüft. Es
ist ein testfreundlicher Entwurf notwendig, um Testmuster
an alle Bereiche der Schaltung anlegen und beobachten
zu können. 
Sich lokal auswirkende Prozeßfehler können durch die topologische Trennung
von Steuer- und Datenpfad unterschiedliche Verzögerungen hervorrufen. Hier-
aus ergibt sich das Problem der Überprüfung der Bundled Data Convention. Sie
verlangt, dass die Datensignale stets schneller propagiert werden als die Steuer-
signale. Verzögerungsfehler im Datenpfad wirken sich bei unveränderten Steuer-
Signalwechseln sehr problematisch aus. Das Speichern eines falschen Datums
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Abb. 18: Das Problem des Tests der Bundled Data Convention. 
kann daher nicht ausgeschlossen werden. Abb. 18 zeigt, dass die Verzögerung
des Steuerpfads stets größer sein muß als die des Datenpfads. Die Verzögerung
im Steuerpfad zwischen zwei Registerstufen muß daher so dimensioniert sein,
dass die Signale im Steuerpfad stets langsamer als die Signale im Datenpfad
sind. Ein asynchroner Scanpfad für Micropipelines wurde in [96SchoK]L.3 darge-
legt. Er ermöglicht einen gleichzeitgen Test des Datenpfads, des Steuerpfads
und der Bundled Data Convention. 
 Bei Self-timed Circuits müssen neben der Datenpfadlogik
und der Logik des Steuerpfads auch die Bundled Data
Convention getestet werden. Ein Test des Steuer- und
Datenpfads auf das funktionale und dynamische Fehl-
verhalten hin ist daher notwendig. 
Zur Einhaltung der Bundled Data Convention wird häufig ein Verzögerungs-
element in die Request Leitung eingebaut, das eine größere Verzögerung als der
längste funktionale Pfad des aktuellen Datenpfadelements besitzt. Der Schal-
tungsentwickler muß dabei den längsten funktionalen Pfad bestimmen und von
den strukturell möglichen Pfaden unterscheiden können24. 
Bei Schaltungen mit einer geringen Streuung in der Verzögerung der unter-
schiedlichen funktionalen Pfade führt dies zu guten Ergebnissen. Bei Schaltun-
gen, die deutlich unterschiedliche Signalverzögerungen im Datenpfad besitzen,
führt dies in den meisten Fällen der Datenübertragung zu einer schlechten
Geschwindigkeitsausnutzung. Zur Erzeugung der Verzögerung gibt es neben
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25 Ruhestromsensoren für das Completion Detection Signal wurden in [94DeanDH, 95GrasJ, 96GrasMK]L.2
vorgestellt. 
einem einfachen Verzögerungselement zwei weitere Möglichkeiten. Die erste
Möglichkeit kann mit Hilfe einer Erweiterung der Funktion der Datenlogik erfol-
gen, die abhängig von der Bearbeitung der funktionalen Pfade ein zusätzliches
Steuersignal setzt, welches mit dem Request und Acknowledge Signal des
Steuerpfads verknüpft wird. Wenn der funktional längste Pfad von der Ab-
arbeitung aller Elemente des Schaltungsblocks abhängig ist, kann ein solches
Signal einfach erzeugt werden. Solche funktionalen Pfade sind bei ALUs mit
Ripple Carry Look Ahead Struktur zu finden. Diese Methode wurde bei der
Recheneinheit eines asynchronen Prozessors eingesetzt und hat Geschwindig-
keitsvorteile zu dem vergleichbaren synchronen Prozessor erzielt [93Gars]L.2. 
 Im Gegensatz zu einer synchronen Schaltung kann bei
einer Micropipeline das Verhältnis Datenverzögerung zur
Verzögerung der Synchronisationssteuerung nicht indivi-
duell nach der Produktion eingestellt werden. Die Berück-
sichtigung von Verzögerungsfehlermodellen ist für asyn-
chrone Schaltungen mit der Bundled Data Convention
daher von großer Bedeutung. 
Eine weitere Möglichkeit zur Erzeugung bietet sich bei Verwendung einer CMOS
Technologie, die im Vergleich zur Stromaufnahme im Schaltpunkt eine geringe
Ruhestromaufnahme der Gatter besitzt. Zur Zeit werden solche integrierten
Stromaufnahmesensoren entwickelt, die den Ruhestrom einer Schaltung erken-
nen sollen25. Da zu vermuten ist, dass asynchrone Schaltungen in Bereichen mit
geringer Stromaufnahme ein großes Einsatzgebiet haben werden, sind an diese
Sensoren höchste Anforderungen auf die Stromempfindlichkeit und Robustheit
gegen Schwankungen der Versorgungsspannung bei einer hohen Meßgeschwin-
digkeit gestellt. Als Beispiel kann hier ein asynchron arbeitender Dekoderblock
zur Fehlerkorrektur angeführt werden, der seine Versorgungsspannung im
Betrieb zwischen 2 und 5 Volt umschaltet und dadurch die Energieaufnahme
stark reduziert [94BerkBK]L.2. In den meisten Schaltungen mit der Bundled Data
Convention werden Verzögerungselemente ohne direkte Abhängigkeiten zur
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Datenlogik verwendet. Diese Verzögerungselemente sind der kritische Bereich
beim Test der Schaltung. Der Schaltungsentwickler wird versuchen, die zusätzli-
che zeitliche Sicherheit bei der Verzögerung des Steuersignals gegenüber dem
Datenpfad zu minimieren. Hierdurch nimmt die Sensibilität der Schaltung auf
zusätzliche Verzögerungen im Datenpfad zu. Da Steuer- und Datenpfad auch
nicht dicht beieinander auf der Schaltung platziert sind, können lokale Technolo-
gieschwankungen eine stärkere Rolle spielen. 
 Zum Test der dynamischen Eigenschaften einer Bundled
Data Convention muß ein Test mit dynamischen Eigen-
schaften in der Schaltung ablaufen. Interne aktive Test-
hilfen, die die dynamischen Testeigenschaften unterstüt-
zen, sind daher eine attraktive Alternative zu externen
Testhilfen. 
 Die Testmustergenerierung und die Testdatenkompressi-
on können mit der Datenverarbeitung der Schaltung erfol-
gen. Das asynchrone Verhalten muß dabei nicht mehr von
externen Testhilfen gesteuert werden. 
Analoge Signale besitzen keinen Takt. Für die Umsetzung der analogen in
digitale Signale eignen sich daher in großem Maße asynchrone Schaltungen, da
eine externe Zeitquantisierung nicht mehr nötig ist. Bei der Entwicklung von
asynchronen Schaltungen mit Hilfe der STG Technik wurde als Beispiel ein
Analog-Digital Umsetzer verwendet, um die Leistungsfähigkeit der Methode zu
verdeutlichen [87Chua]L.2. Neben der Entwicklung von Mixed-Signal Bausteinen
mit asynchronen Schaltungen besteht die Möglichkeit, auch testfreundliche
Entwurfsmaßnahmen für analoge Schaltungen mit asynchronem Verhalten zu
entwickeln. 
 Für den testfreundlichen Entwurf von Mixed-Signal Schal-
tungen könnte sich ein asynchroner Entwurfsstil eignen,
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der das Signal zur Beendigung der Datenkonversion von
einem analogen in ein digitales Signal lokal erzeugt. 
Es ergeben sich folgende Ziele für den asynchronen testfreundlichen Entwurf,
die in den folgenden Kapiteln berücksichtigt werden müssen:
 Eine Modellierung physikalischen Defekte soll auf Gatter-
ebene abgebildet werden. 
 Entwurf von neuen Standardzellen für den testfreundli-
chen Schaltungsentwurf.
 Der Test der Datenpfadelemente, des Steuerpfads und die
Überprüfung der Bundled Data Convention sollten gleich-
zeitig erfolgen. 
 Der Einfluß auf die Geschwindigkeit und die Größe der
Schaltung sollte minimal sein. 
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Kapitel 4 
Asynchrone Standardzellen und deren
Fehlermodellierung
Im folgenden Kapitel werden, neben einer kurzen Beschreibung der asynchronen
Basiszellen, neue Zellen für den testfreundlichen Entwurf asynchroner Schaltun-
gen vorgeschlagen. Die neuen Zellen können im Datenpfad oder im Steuerpfad
eingesetzt werden. Darüber hinaus wird ein Verfahren zur Fehlermodellierung für
asynchrone Standardzellen vorgestellt. Die Fehlermodellierung wird für primitive
Elemente einer Bibliothek beschrieben. Anschließend erfolgt für komplexere
Module, die sich aus primitiven Elementen zusammensetzen, eine Untersuchung.
Fehlersimulatoren können mit der Beschreibung der Funktion und der Fehlermo-
dellierung von primitiven Elementen die Funktion der Makromodule berechnen.
Somit ist es möglich, innerhalb der Module Haftfehler zu modellieren und deren
Auswirkungen an den Grenzen der Schaltung zu untersuchen. Hieraus ergibt
sich ein Konzept zu einer hierarchischen Fehlermodellierung für asynchrone
Schaltungen. 
Es werden unterschiedliche Gatterrealisierungen für Bausteine zum testfreundli-
chen Entwurf asynchroner Schaltungen präsentiert. Basierend auf einer Tran-
sistorrealisierung der Zellen wird ein Konzept zur Fehlermodellierung asyn-
chroner Schaltungsbibliotheken entwickelt, welches sich auch an der Fehlermo-
dellierungsmethodik für synchrone und kombinatorische Bibliothekselemente von
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[93AltM]L.1 orientiert. In den primitiven Zellen werden Intragate-Fehler verwendet.
Dabei werden einzelne Kurzschlüsse und offene Verbindungen in der Transistor-
realisierung angenommen und ihre Auswirkungen auf eine Gatterrealisierung
betrachtet. Es folgt die Abbildung der Fehlereigenschaften der Zellen auf Tran-
sistorebene auf ein Fehlermodell, welches für die Gatterebene anwendbar ist.
Hierdurch ergibt sich eine Abstufung der möglichen Fehlerüberdeckung, die
abhängig von der Leistungsfähigkeit des Simulators ist. Als einfachste Modellie-
rung von Fehlern innerhalb der Standardzellen werden Einzelhaftfehler an den
Ein- und Ausgängen der Schaltungen angenommen. Einige Defekte auf Tran-
sistorebene wirken sich als Konvertierung der Funktion der Standardzelle aus. 
Es wurde in [95BrzoR]L.3 gezeigt, dass unabhängig von der Implementierung
eines Muller C-Elements immer die gleiche Anzahl an Testmustern ausreicht, um
Haftfehler innerhalb der Modulbeschreibung zu sensibilisieren. Dies galt auch für
die Beschreibung des Muller C-Elements mit boolschen Differenzen. Als weitere
Möglichkeit zur Fehlermodellierung asynchroner Elemente wurde angenommen,
dass eine Verhaltensbeschreibung der Transistorrealisierung auf Gatterebene
möglich ist, die in einer Fehlersimulationsumgebung auf Haftfehler getestet wird.
Bei einigen Fehlern, die insbesondere Module mit Pass Transistoren betreffen,
führt keines der beiden genannten Modellierungsverfahren zum Erfolg, da sich
diese Fehler dynamisch oder in einer erhöhten Stromaufnahme widerspiegeln,
was auch als IDDQ Fault bezeichnet wird. Dynamische Fehler benötigen häufig
ein Initialisierungsmuster, bevor sie mit einem Testmuster sensibilisiert werden
[93AltM]L.1. Sie werden daher auch als Conditional Faults bezeichnet.
 Defekte, die einen erhöhten Ruhestrom verursachen,
lassen sich mit Stromsensoren beobachten, wenn dieser
Defekt in asynchronen Schaltungen mit einem Testmuster
eingestellt ist.
 Einige Defekte verursachen keine funktionalen, sondern
dynamische Fehler. Sie sind eventuell durch Testmuster-
paare erkennbar, die einen falschen Folgezustand am
Ausgang sichtbar machen. 
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26 Es wird dabei vorausgesetzt, dass die Fehlermodellierung für primitive Elemente einer synchronen Bibliothek
bereits auf Basis von [93AltM]L.1 erfolgt ist.
Drain-Gate-short Drain-Source-short Gate-Source-short
Drain openGate open Source open
Abb. 19: Angenommene Fehler auf Transistorebene. 
In primitiven Zellen werden Kurzschlüsse (Shorts) und offene Leitungen (Stuck-
Open) als mögliche Auswirkungen von Defekten angenommen. Abb. 19 zeigt die
Fehler auf der Transistorebene, die als Grundlage zur Ermittlung des Fehl-
verhaltens auf Gatterebene dienen. Weiterhin werden die Kurzschlüsse zwi-
schen beliebigen Knoten innerhalb der Gatter betrachtet. Die Wahrscheinlichkeit,
dass zwischen zwei getrennt plazierten Modulen Fehler auftreten, die nicht durch
die Haftfehlermodellierung an den Ein- und Ausgängen der Zellen abgedeckt
werden, ist als vernachlässigbar anzusehen. Nach der Untersuchung von primi-
tiven Elementen wird ein hierarchisches Konzept zur Fehlermodellierung in
Makroelementen beschrieben. Weiterhin werden neue Bibliothekselemente für
die testfreundlichen Entwurfsmaßnahmen in Kapitel 4.2 vorgestellt. Die Bibli-
othekselemente für den testfreundlichen Entwurf werden auf ihre Testbarkeit
untersucht26. 
Ein Stuck-Open am Gate des Transistors wird als ein Pegel mit einem festen
Potential (GND oder VDD) während des Tests angesehen. Kleinste Ladungs-
mengen, die sich auf dem Gate gesammelt haben, reichen, um den Transistor
geöffnet oder geschlossen zu halten. Bei einem Stuck-Open an Drain und
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Source wird angenommen, dass der Transistor keine Treiberfähigkeit mehr
besitzt. 
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27 Vergleiche hierzu Kapitel 2.
28 In dieser Bibliothek wurden Vorschläge für synchrone testfreundliche Entwurfsmaßnahmen bei asynchronen
Elementen vorgestellt, die im Department of Computer Science an der University of Manchester entwickelt wurden [96Petl]L.2.
4.1 Standardzellen für den
asynchronen Schaltungsentwurf
Asynchrone Schaltungen besitzen eine grundlegend andere Signalverarbeitung
zur Synchronisation der speichernden Elemente als synchrone Schaltungen27.
Um eine hohe Signalverarbeitungsgeschwindigkeit zu erhalten, ist es sinnvoll,
Standardzellen zu entwickeln. Beispiele für solche Standardzellen wurden an der
Universität in Manchester entwickelt und anhand von Schaltungen verifiziert
[94Pave]L.228. Es fehlen jedoch Elemente zum asynchronen testfreundlichen Ent-
wurf. Eine weitere Möglichkeit für eine Schaltungsbibliothek für Micropipelines ist
die Abbildung der Gatter auf eine synchrone Bibliothek [95FarnEL]L.2. Hierbei
wird aber ein vielfaches der Fläche bei reduzierter Performance benötigt. Auch
eine Simulation hat gezeigt, dass bei gleicher Architektur eine Schaltung auf
Basis einer synchronen Bibliothek  langsamer als eine Schaltung mit einer asyn-
chronen Bibliothek [96Ohla]L.3 ist. 
Der Unterschied zu einer synchronen Standardzellenbibliothek ist im wesentli-
chen in zusätzlichen Elementen zur Synchronisierung des Steuerpfads zu sehen.
Eine weitere Differenz entsteht durch die Anwendung asynchroner Schaltungen
in Bereichen, die mit einer geringen Stromaufnahme arbeiten sollen. Hierfür
werden die Zellen auf eine reduzierte Leistungsaufnahme hin optimiert. 
 Für synchrone Schaltungen, die auf einen geringen Lei-
stungsverbrauch hin optimiert werden, sind asynchrone
Schaltungselemente zur Stromabschaltung sehr hilfreich.
Muller stellte ein Element zur Synchronisation zweier Signale vor [59Mull]L.2. Es
ermöglicht eine AND-Verknüpfung zwischen zwei Signalwechseln. Es wird auch
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29 Die primitiven Zellen basieren in den meisten Fällen auf der von [89Suth]L.2 beschriebenen Funktion. Bei den
Realisierungen auf Transistorebene wurden Strukturen verwendet, wie sie häufig in der Literatur zu finden sind. 
als Majoritätselement bezeichnet [65Mill]L.2. Multi-input Muller C-Elemente
wurden auf Basis einer synchronen Standardzellbibliothek, die eine geringe
Pfadverzögerung besitzen [93WuuV]L.2, vorgestellt. Verschiedene Untersu-
chungen befassen sich mit der Implementierung von Elementen zur Ablauf-
steuerung sowie mit Registerzellen, die auf Geschwindigkeit [94Roin]L.2 und
geringe Stromaufnahme [94HossWA]L.2 hin optimiert sind. Weiterhin werden
einige Basismodule für die Steuerung und Datenspeicherung aufgezeigt und
untersucht29. Eine Fehlermodellierung kann bei diesen Zellen, in denen sich
häufig Pass Transistoren befinden, ebenso wie bei einer synchronen Schaltungs-
bibliothek erfolgen. 
 Durch eine Pass Transistorstruktur können nicht alle
Fehler der Transistorebene auf Haftfehler der Gatterebene
abgebildet werden. P und N Kanal Transistoren sind par-
allel angeordnet und bilden somit rekonvergierende Pfa-
de. 
Wenn einer der beiden Pass Transistoren einen Fehler in der Art aufweist, dass
er immer sperrt, wird nur noch ein Signalpegel mit dem richtigen Potential durch-
geschaltet. Der andere Pegel wird mit einem um die Schwellenspannung redu-
zierten Wert weitergeleitet. Dies erzeugt ein verändertes Übergangsverhalten,
wenn die nachfolgende Stufe den verringerten Signalpegel immer noch dem
richtigen digitalen Wert zuordnet. Befindet sich die Ausgangsspannung im
Schaltbereich des nachfolgenden Transistors, können kleinste Spannungs-
schwankungen einen falschen Logikwert verursachen. Ist einer der Pass Tran-
sistoren immer durchgeschaltet, kann der Ausgang nicht mehr hochohmig
geschaltet werden. Es kommt dann zu Kurzschlüssen bei Bussen mit anderen
treibenden Transistoren, wodurch eine erhöhte Ruhestromaufnahme und ein
Verzögerungsfehler verursacht werden.
Kapitel 4: Asynchrone Standardzellen und deren Fehlermodellierung 57







Abb. 20: Eine kompakte Realisierung des XORs mit einem Pass Transistor. 
4.1.1 Elemente zur Ereignissteuerung
Asynchrone Schaltungen besitzen eine Vielzahl von Modulen, die zur Syn-
chronisation zwischen Schaltungsteilen dienen. Eine Auswahl der Module wird im
folgenden behandelt. 
Abb. 20 zeigt die kompakte Realisierung eines XORs. Es wird für die OR-Ver-
knüpfung von Signalwechseln verwendet. Der Ausgang C des XORs wechselt
sein Signal immer, wenn entweder A oder B das Signal wechselt. Das XOR wird
häufig eingesetzt, um ein Two-Phase Signal zu einem Four-Phase Signal um-
zuwandeln30. 
Der Pass Transistor bereitet Schwierigkeiten bei der Fehlermodellierung auf
Gatterebene, da das Haftfehlermodell nicht ausreicht. Schaltet einer der Pass
Transistoren des XORs immer, kann der Eingang A direkt über den Pass Tran-
sistor und über den Tristate-Inverter auf den Ausgang geschaltet werden. Dies
führt zu einem erhöhten Ruhestrom vom Eingang A über den Tristate-Inverter zu
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31 Hierbei wurden die dargestellten Transistormodelle analytisch untersucht. Die Ergebnisse wurden mit SPICE
Simulationen überprüft, wenn kein eindeutiges Signalverhalten an den Ausgängen ermittelt werden konnte. 
VDD oder GND. Hier läßt sich das Ausgangsverhalten nicht mehr mit binären
Werten beschreiben. Die genauen Treiberleistungen der Transistoren müssen
bei der Berechnung des Ausgangssignals berücksichtigt werden. 
Eine Untersuchung zeigte [96Rick]L.3, dass sich nur 50% der Shorts auf Tran-
sistorebene des XORs auf Gatterebene als Haftfehler an den Ein- und Aus-
gängen abbilden lassen31. Weitere 38% können durch Haftfehler innerhalb eines
äquivalenten Schaltungsmoduls erfasst werden. Es setzt sich aus AND und OR
Gattern zusammen, die aus den Mintermen des XORs gewonnen wurden. 11%
der Shorts auf Transistorebene verursachten eine erhöhte Ruhestromaufnahme.
Bemerkenswert bei offenen Anschlüssen der Transistoren (Stuck-Open) ist, dass
66% der Fehler auf Gatterebene sich nur mit einem Initialisierungsmuster ein-
stellen lassen. Nur 8% der Fehler auf Transistorebene sind als Haftfehler an den
Ein- und Ausgängen des XORs auf Gatterebene modellierbar. 
Abb. 21 zeigt eine kompakte Form des Muller C-Elements für eine pseudo-
statische Realisierung [89Suth]L.2. Sie wird häufig gewählt, da sie mit wenigen
Transistoren auskommt, jedoch die Ladung durch das speichernde Verhalten
des rückgekoppelten Inverters im Gegensatz zu einer Kapazität nicht verliert. Bei
Schaltungen für eine geringe Stromaufnahme wird diese Realisierung vermie-
den, da beim Umladen des Speichers für kurze Zeit ein Querstrom fließt. Der
Rückkopplungsinverter muß dabei so dimensioniert sein, dass er eine  geringere
Treiberleistung als die Eingangsstufe besitzt. Dieses vergrößert die Fläche der
treibenden Transistoren am Eingang. Um dies zu umgehen, wird der rückkop-
pelnde Inverter mit einem hohen Widerstand versehen oder im Umschaltvorgang
hochohmig geschaltet. 







Abb. 21: Das Muller C-Element auf Transitorebene in pseudostatischer Realisierung. 
Bei der Fehlermodellierung zeigte sich in [96Rick]L.3 ein ähnliches Bild für das
Muller C-Element, wie dies auch schon beim XOR zu sehen war. 50% der
Transistorfehler lassen sich als Haftfehler auf Gatterebene an den Ein- und
Ausgängen modellieren. Man kann für das Transistormodell auf Gatterebene
boolsche Differenzen verwenden, die man aus der Minterm-Darstellung der
Funktionstabelle gewonnen hat. Bei einer Fehlermodellierung können mit den
Ein- und Ausgängen dieser AND und OR Gatter weitere 27% der Fehler model-
liert werden. Weitere 13% der Fehler benötigen ein Initialisierungsmuster, um
den Fehler mit dem folgenden Testmuster am Ausgang des Gatters zu be-
obachten. In 88% der Shorts konnte ein erhöhter Ruhestrom verzeichnet werden.
Diese hohe Abdeckung durch das IDDQ Fehlermodell ist aus der Rückkopplung
des Inverters zu sehen, der bei bestimmten Signalbelegungen im Fehlerfall den
erhöhten Ruhestrom auslöst. 
Mutual Exclusion Elemente (MUTEX) dienen zum gegenseitigen Ausschließen
zweier Signalwechsel [85Mart]L.2. Ein Signalwechsel von R2 wird solange nicht
an A2 weitergeleitet, bis der Signalwechsel R1 über A1 abgearbeitet ist. Dadurch
können Signalwechsel solange verzögert werden, bis eine geordnete Weiterver-














Abb. 22: Eine Realisierung des Mutual Exclusion Elements. 
arbeitung erfolgt. Abb. 22 zeigt eine Realisierung des Mutual Exclusion Ele-
ments. Es ist eine Kombination aus einem Speicher auf der linken Seite und zwei
Invertern, deren VDD-Pfade mit den Ausgängen des Speicherelements verbun-
den sind. Der Eingang der Inverter wird an den jeweils invertierten Ausgang des
Speichers angeschlossen. 
Das Mutual Exclusion Element ist eine Kombination von Gatter- und Transistor-
ebene. Auf der linken Seite befindet sich ein Speicherelement. Die Ausgänge
des Speicherelements werden als VDD Anschlüsse für zwei Inverter verwendet.
Untersuchungen haben ergeben, dass bei gleichzeitigem Wechsel der Eingangs-
signale für einen kurzen Zeitraum ein metastabiler Zustand mit der Folge einer
erhöhten Stromaufnahme auftreten kann [94BrzoS]L.2. Nach kurzer Zeit wechselt
dieser instabile in einen stabilen Zustand, bei dem die Ausgangssignale gegen-
sätzlich sind. Der metastabile Zustand kann in Logiksimulatoren nicht berücksich-
tigt werden, da er für kurze Zeit eine Halbierung der Ausgangsspannung ver-
ursacht. Zur präzisen Modellierung müßte ein neuer Signalwert, VDD/2, für den
Simulator definiert werden. Daraus ergibt sich ein zusätzlicher Pegel, dessen
Signalverhalten für alle Gatter bestimmt werden muß. Neben den Problemen bei
der Logiksimulation eines metastabilen Zustands kann sich auch im Fehlerfall ein
solcher Zustand einstellen, wenn zwei Fehler im Falle eines Defekts ein Wider-
standsnetzwerk zwischen VDD und GND verursachen. 
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32 Für die Gatter wird die Fehlermodellierung für AND und OR angenommen. 
33 Der Pull-up und der Pull-down Zweig können dabei individuell mit mehreren Signalen verknüpft werden, wie es im
Fall des Muller C-Elements getan wurde. 
Für die Fehlermodellierung in einem auf Logik basierenden Simulator müßte ein
zusätzlicher metastabiler Signalwert berücksichtigt werden. Eine Testmusterbe-
rechnung für erhöhte Stromaufnahmefehler kann diese Defekte durch den
Querstrom im Ruhezustand detektieren. Zur Fehlermodellierung werden die
Gatter und Transistoren getrennt behandelt. Shorts, die an den Transistoren
angenommen sind, halten bei 17% der Fehler die Ausgänge auf festem Potenti-
al. 33% sind Haftfehler an den internen Knoten J1 und J2. 50% der Shorts und
100% der Stuck-Opens lassen sich nach einem Initialisierungsmuster mit dem
folgenden Muster an den Ausgängen beobachten32.
Mit Hilfe eines Latches ist es möglich, Signalwechsel im Steuerpfad zu spei-
chern, sofern eine synchrone Schaltungsbibliothek verwendet wird. Ein Latch mit
hochohmig schaltbaren Invertern ist in Abb. 31 zu sehen. Der vorhergehende
Signalwechsel wird so lange gespeichert, bis dieser von der nachfolgenden Stufe
verarbeitet ist. Danach öffnet sich der Speicher und der nächste Signalwechsel
kann abgearbeitet werden. Bei der Bundled Data Convention kann ein solches
Element zum Halten von Signalwechseln eingesetzt werden, um kein Fehl-
verhalten in der Steuerlogik zu erhalten. Eine weitere Realisierungsform, die in
der asynchronen Schaltungstechnik häufig angewendet wird, ist in Abb. 23
dargestellt. Durch die individuelle Steuerung der Pfade nach VDD mit dem
Transistor am Eingang A bzw. nach GND mit dem Transistor am Eingang D, ist
es möglich, zwischen dem positiven und dem negativen Signalwechsel zu
unterscheiden33.
Die Fehlermodellierung ist hier analog zum pseudostatischen Muller C-Element
zu sehen, da dieses Element die gleiche Anordnung der Transistoren besitzt.
Dieses erkennt man beim Kurzschließen der Steuereingänge A und D. Es ist
somit eine modifizierte Form des Muller C-Elements und wird häufig aus Perfor-
mancegründen eingesetzt. Bei mehreren Steuergrößen zum Steuern von Signal-
wechseln können auch komplexe Funktionen integriert werden. Solche Module
werden verwendet, um komplexe Schaltvorgänge, die mit Hilfe der Signaltheorie
optimiert wurden, auf eine Schaltungsrealisierung zu übertragen. 












Abb. 23: Eine Zelle zum Speichern von Signalwechseln. 
4.1.2 Makroelemente
Im folgenden werden Makroelemente für die asynchrone Schaltungstechnik
beschrieben, die auf den vorgestellten primitiven Elementen aufsetzen. Auf sie
ist das hierarchische Fehlermodellierungskonzept anzuwenden. Somit ist eine
einfache, aber effektive Fehlermodellierung in einer Simulationsumgebung
möglich. Abb. 24 zeigt ein Toggle Modul, das aus einer zweistufigen Logik
aufgebaut ist [89Suth]L.2. Es steuert abwechselnd die Signalwechsel auf die
Ausgänge DOT und BLANK. Ein häufiges Einsatzgebiet ist die Umwandlung von
Four-Phase auf Two-Phase Signale in Steuerpfaden. 












Abb. 24: Das Toggle Modul in Gatterrealisierung. 
Eine Fehlermodellierung mit Haftfehlern an den Ein- und Ausgängen der pri-
mitiven Elemente des Moduls ist hierbei ausreichend. Dies entspricht auch der
Verfahrenweise bei synchronen Schaltungen. Wird das Toggle als Zelle mit
Transistoren aufgebaut, muß überprüft werden, ob diese Fehlermodellierung alle
Fehler auf der Transistorebene abdeckt. 
Abb. 25 zeigt, dass auch für das Decision Wait Modul eine Realisierung mit
Standardelementen möglich ist. Dieses Element wird unter anderem benutzt, um
ein CALL Element zu entwickeln. Liegt ein Signalwechsel an A1 oder A2 an, wird
er an eines der Muller C-Elemente weitergeleitet. Mit einem Wechsel von FIRE
wird ein Signalwechsel an Z1 oder Z2 erzeugt. Durch die Rückkopplung der
Ausgänge auf den zweiten Eingang des XORs wird ein weiterer Signalwechsel
an den Eingängen erst nach einem erneuten Wechsel von FIRE erfolgen. 
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34 Für Arbiter gibt es eine Vielzahl an Realisierungsformen [85DillC, 86Blac, 92LeonB, 94KishKT]L.2. Diese

















Abb. 25: Das Decision Wait Modul auf Gatterebene. 
Beim Decision Wait Signal kann wieder das hierarchische Fehlermodellierungs-
konzept angewendet werden, da für die Basiselemente bereits eine Modellierung
existiert und eine Haftfehlermodellierung an den Ein- und Ausgängen durch
einen Fehlersimulator möglich ist. Arbiter kontrollieren den Mechanismus zur
Ansteuerung von geteilten Ressourcen. Eine Ampelanlage steuert beispielsweise
den Zugang zu einer Kreuzung von mehreren Straßen aus. In digitalen Syste-
men werden insbesondere Speicher und Datenbusse von unterschiedlichen
Quellen und Senken unabhängig voneinander angesprochen. Um Kollisionen zu
vermeiden, werden Arbiter eingesetzt. In [80Seitb]L.2 wurde das Konzept von
Arbitern mit Hilfe eines Mutual Exclusion Elements präsentiert34. Exemplarisch
soll hier ein Arbiter untersucht werden, der mit einem Mutual Exclusion Element,
zwei Speicherelementen und zwei EXOR Gattern aufgebaut ist. Siehe Abb. 26.




































Abb. 27: Das CALL Element. 
Hier ist auch wieder eine hierarchische Fehlermodellierung möglich. Werden
Arbiter aus Transistoren aufgebaut, um spezielle, asynchrone Eigenschaften
aufweisen zu können, muß für diesen Fall eine Fehlermodellierung auf Tran-
sistorebene vorgenommen werden. Auch ein CALL Element kann mit Hilfe einer
hierarchischen Fehlermodellierung abgebildet werden, da es häufig aus einem
Decision Wait und einem XOR aufgebaut ist. Abb. 27 zeigt diese Realisierung.
Es wird zur Steuerung von Empfängern eingesetzt, die von zwei Sendern Signa-
le erhalten sollen. Das Mutual Exclusion Element ermöglicht die sequentielle
Verarbeitung von Signalwechseln an R1 und R2. 
Für das Select Modul in Abb. 28 kann - wie schon zuvor bei den anderen Modu-
len - eine hierarchische Fehlermodellierung vorgenommen werden. Das Select
Modul wird als Demultiplexer für Steuersignale in asynchronen Schaltungen

















Abb. 28: Das Select Modul. 
verwendet. Abhängig davon, wie der Steuereingang SEL gesetzt ist, werden die
Signalwechsel auf einen der beiden Steuereingänge weitergeleitet. Das Select
Modul besitzt eine ähnliche Funktion, wie das Toggle Element. Durch den
zusätzlichen Steuereingang wird über die Fortschaltung des Signals entschie-
den. 
Werden statt der beschriebenen hierarchischen Realisierung komplexe, dicht
gepackte Zellen entwickelt, erhöht sich die Wahrscheinlichkeit, dass Fehler
zwischen den Signalleitungen und den Transistoren benachbarter Zellen auf-
treten. Dann sind Kurzschlüsse zwischen den Zellen nicht auszuschließen. Bei
Untersuchungen am Muller C-Element konnte dies bestätigt werden[95BrzoR,
95HeiS]L.3. 
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Abb. 29: Ein invertierter Schalter mit Pass Transistoren (MUX pass).
4.1.3 Speicherzellen 
Neben der Signalablaufsteuerung gibt es verschiedene Realisierungen zur
Datenspeicherung. Speicherelemente werden in Pipelinestufen bei vielen Ent-
würfen von asynchronen Schaltungen auf ihre Geschwindigkeit und Fläche
untersucht35. Im folgenden sollen prinzipielle Strukturen erläutert werden, die für
den testfreundlichen Entwurf wichtig sind. Es werden dabei zwei Arten von
Schaltern untersucht, die häufig Verwendung finden. 
Abb. 29 zeigt eine mögliche Realisierungsform eines Schalters mit Pass Tran-
sistoren. Das Steuersignal C schaltet mit den Steuereingängen der Transistoren
jeweils einen der Pass Transistoren durch, wobei Source mit dem Eingang und
Drain mit dem Ausgang verbunden ist. Ein Inverter verstärkt das Signal zum
Ausgang. 
Diese kompakte Realisierung ist für die Fehlermodellierung mit Haftfehlern
problematisch. Ursache hierfür ist die parallele Struktur der P-Kanal und N-Kanal
Transistoren, die als rekonvergierende Pfade in der Schaltung angesehen
werden können. Ist einer der beiden Pass Transistoren defekt, schaltet der
andere Transistor nur einen Signalpegel ohne zusätzliche Verzögerung und ohne
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Spannungsabfall durch. Der andere Pegel erhält ein schlechteres Signalüber-
tragungsverhalten, welches nur schwer auf ein Fehlermodell auf Gatterebene
abgebildet werden kann. Ein Defekt kann sich auf die Treiberleistung des Schal-
ters und damit auf das dynamische Verhalten der Schaltung auswirken. Hierbei
ist zu bemerken, dass die nachfolgende Stufe von der Vorgängerstufe des Pass
Transistors getrieben wird und keine Verbindung nach VDD und GND besitzt. Es
ist also nötig, zwischen den Pass Transistoren Treiber einzusetzen, die das
Treiben des Ausgangs über VDD und GND ermöglichen. Geschieht dies nicht,
verschlechtert sich die Signalform mit jeder Pass Transistorstufe. Die Verschlech-
terung der Signalform kann metastabile Zustände und Querströme bei CMOS
Technik erzeugen. 
Modelliert man für alle Transistorkurzschlüsse und unterbrochenen Leitungen
das Fehlverhalten auf Gatterebene, ergibt sich folgendes Bild: 15% lassen sich
als Haftfehler an den Ein- und Ausgängen und 5% als kurzgeschlossene Ein-
gänge modellieren. 10% ergeben eine Funktionskonvertierung. In 30% der
Transistorfehler wird eine Bedingung zur Sensibilisierung des Fehlers benötigt.
Bei diesen Fehlern, die durch kapazitive Lasten ein sequentielles Verhalten
erzeugen, werden Pfade zwischen den Ein- und Ausgängen unterbrochen. Je
nach Komplexität werden zur Beobachtung ein Testmuster oder eine Folge von
Testmustern benötigt. 30% der Fehler können mit einer IDDQ Messung sicher
erkannt werden. In 10% der Fälle äußert sich ein Transistorfehler nur mit einem
dynamischen Fehlverhalten. Dieses entsteht durch einen Defekt an einem der
Pass Transistoren. 
 Produktionsfehler, die nur einen Pfad einer Pass Tran-
sistorstruktur unterbrechen, wirken sich im günstigsten
Fall auf eine verschlechterte Treiberfähigkeit der nachfol-
genden Stufe aus. Da viele Produktionstests dynamisches
Verhalten bei der Verwendung von Testmusterpaaren nur
bedingt berücksichtigen, kann eine Fehlererkennung
nicht garantiert werden. 
Abb. 30 zeigt eine weitere Realisierungsform mit zwei hochohmig schaltbaren
Invertern. Diese, um zwei Transistoren größere Schaltung ermöglicht eine







Abb. 30: Ein invertierter Schalter mit hochohmig schaltbaren Invertern (MUX tri). 
bessere Modellierung von Fehlern auf Transistorebene. Hier entstehen keine
rekonvergierenden Pfade durch die Schaltungsstruktur. Vielmehr werden die
Eingangssignale nach VDD oder GND durchgeschaltet. Die nachfolgende Stufe
ist somit über die Drain und Source-Anschlüsse des Transistors mit dem Hoch-
oder Niedrigspannungspegel der Schaltung verbunden. Das Latch mit Tristate
Elementen besitzt daher eine einfachere Fehlermodellierung auf Gatterebene.
Bei einer Fehlermodellierung ergibt sich hier eine andere Verteilung zu der
Realisierungsform von Abb. 29. Es können nur 7% als Eingangshaftfehler
modelliert werden. Eine Funktionsänderung tritt in 25% der Fälle auf. Bei 43%
der Transistorfehler läßt sich ein Fehlverhalten mit einem bestimmten Testmuster
oder Testmusterpaar am Ausgang beobachten. Diese Fehler lassen sich mit
Testmustern in einem digitalen Fehlersimulator bearbeiten. Kein logisches
Fehlverhalten, sondern ein erhöhter Ruhestrom ist bei 25% der Fehler zu be-
obachten.
 Fehlersimulatoren können bei der Sensibilisierung des
Fehlers durch die Beobachtung über die Versorgungs-
leitungen den Fehler als erkannt bewerten. Hierzu wird ein
digitales Testmuster in Verbindung mit einer Stromauf-
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Abb. 31: Ein Latch mit einem Multiplexer mit hochohmig schaltbaren
Invertern.
nahmemessung während des Produktionstests verwen-
det. Eine Fehlermodellierung eines Schalters mit hoch-
ohmig schaltbaren Invertern ist daher effektiver als mit
Pass Transistoren.
Mit diesen zwei Schaltervarianten können durch Rückkopplungen Latches
entwickelt werden. Das Latch kann somit mit Pass Transistoren oder Tristate-
Invertern aufgebaut werden. Um die Fläche und Geschwindigkeit zu optimieren,
können die Speicherelemente invertierend aufgebaut werden. Durch die Master-
Slave Struktur wird das invertierende Verhalten aufgehoben. Der Aufbau des
Latches für beide Versionen ist in Abb. 31 zu sehen. Latches werden auch als
Speicher für die Four-Phase Bundled Data Convention eingesetzt. Die Fehlermo-
dellierung entspricht der des Schalters mit einem rückgekoppelten Inverter.
Darüber hinaus gibt es noch weitere Realisierungen von Speichern, die in
Registerzellen häufig verwendet werden. 
Abb. 32 zeigt die Realisierung eines Latches mit Reset36. Links befindet sich eine
Eingangsstufe mit einem hochohmig schaltbaren Treiber, der die Speicherzelle
mit einem neuen Datum beschreiben kann. Das Datum wird in einem rückgekop-
pelten Inverter gespeichert. Beim Schreiben eines neuen Datums treiben aber








Abb. 32: Latch-t auf Transistorebene. 
die Transistoren der Eingangsstufe gegen die der Speicherstufe, wodurch ein
erhöhter Querstrom beim Umlagevorgang durch die Transistoren fließt. 
Eine weitere Möglichkeit besteht darin, einen invertierten Schalter mit den
Ausgängen von zwei parallel angeordneten transparenten Speichern zu verbin-
den. Die Steuereingänge der Speicher ermöglichen das Umschalten des Halte-
zustands (Capture) und der Multiplexer ermöglicht das Weiterschalten des
gültigen Signals zum Datenausgang DO (Pass). Bemerkenswert ist, dass das
Register transparent schaltbar ist, obwohl es eine Art Master-Slave Struktur
besitzt. Abb. 33 zeigt eine mögliche Realisierungsform des Capture-Pass Re-
gisters [89Suth]L.2. Das Capture Signal, C, schaltet eine der Speicherzellen
transparent. Gleichzeitig speichert die andere Speicherzelle das Datum vom
Eingang DI. Das Pass-Signal entscheidet, welches der Speicherelementausgän-
ge auf den Ausgang DO weitergeleitet wird. Eine Fehlermodellierung ist hier
hierarchisch möglich, da dieses Register aus Standardzellen besteht. 










Abb. 33: Eine Realisierung eines nichttransparenten Speichers für Two-Phase Signale. 
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37 Ein synchroner testfreundlicher Entwurf asynchroner Schaltungen, wie er zur Zeit häufig vorgeschlagen wird, ist
prinzipiell mit diesen Registerstufen möglich. Er ist jedoch nicht Gegenstand dieser Untersuchung. 
38 Bei bestehenden Arbeiten werden häufig Module und Konzepte aus dem Bereich des synchronen testfreundlichen
Entwurfs verwendet. Siehe hierzu Kapitel 3. 
4.2 Standardzellen für den test-
freundlichen Entwurf 
Im folgenden werden neue Zellen beschrieben, die für den entwickelten test-
freundlichen Entwurf notwendig sind. Diese Zellen ergeben sich aus den Kon-
zepten, die in Kapitel 5 vorgeschlagen werden37. Mit der Beschreibung der
Funktionsweise und einer Realisierung entstehen somit weitere Module einer
asynchronen Schaltungsbibliothek. Durch das Fehlen vergleichbarer Module in
asynchronen Schaltungsbibliotheken wird die mangelnde Berücksichtigung des
testfreundlichen Entwurfs im Bereich der asynchronen Schaltungsentwicklung
deutlich38. 
Die Module zum testfreundlichen Entwurf teilen sich hierbei in zwei Anwendungs-
bereiche auf. Zuerst werden Elemente zur Datenspeicherung in den Register-
strukturen beschrieben. Hierdurch kann die Steuer- und Beobachtbarkeit tief
eingebetteter Speicherelemente erhöht werden. Die Module zur Datenspeiche-
rung sind unabhängig von der Art der Synchronisation. Die Möglichkeit der
Verwendung von synchronen Datenpfadelementen und Datenstrukturen in der
Micropipeline Schaltungstechnik bedeutet gleichzeitig, dass asynchrone Daten-
pfadelemente auch in synchronen Schaltungen verwendet werden können. Der
zweite Teil enthält Module für die asynchrone Steuerung des Datenpfads im
Testbetrieb. Hier müssen Signale aus dem Steuerpfad des Datenpfads aus- und
eingekoppelt werden. Diese Auskopplung erfolgt nach der Bundled Data Con-
vention. 
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4.2.1 Registerzellen für passive Testhilfen
Zum testfreundlichen Entwurf werden in der Regel Multiplexer vor den Speicher-
elementen plaziert, die das Anlegen eines Testmusters ermöglichen. Scanfähige
Speicherzellen weisen daher zwei Nachteile gegenüber den nicht scanfähigen
Zellen auf. Sie verursachen eine zusätzliche Signalverzögerung und benötigen
eine größere Fläche aufgrund ihrer erweiterten Funktionalität. Insbesondere die
zusätzliche Signalverzögerung bedeutet für schnelle Schaltungen einen großen
Nachteil, da sich häufig die testfreundlichen Entwurfsmaßnahmen im kritischen
Pfad der Schaltung befinden und damit die Performance direkt beeinflussen.
Dieses führt zu Akzeptanzproblemen des testfreundlichen Entwurfs. Es soll
versucht werden, diese Performanceverluste zu minimieren. 
Die Einkopplung und damit die Steuerung der Registerzelle erfolgt über Multiple-
xer am Eingang DI. Durch den Einbau eines Multiplexers entsteht eine zusätzli-
che Verzögerung im Datenpfad, die auch den größten Teil der Performance-
verluste verursacht. Beobachtet wird der Inhalt des Registers am Ausgang des
Speicherelements, welches eine zusätzliche kapazitive Last bedeutet. Bei
klassischen Speicherzellen wird das steuernde Testsignal durch einen zusätzli-
chen Multiplexer in den kritischen Datenpfad vor der eigentlichen Speicherzelle
eingekoppelt. Dies ist in Abb. 34 für zwei Speichervarianten dargestellt. 










Abb. 34: Bei klassischen Scanzellen werden die Testsignale im kritischen Datenpfad eingekoppelt.
Zur Neutralisierung der Performanceverluste dürfen die Testsignale nicht im kriti-
schen Datenpfad geschaltet werden. Die Datensignale der neu entwickelten
Speicherzellen werden daher über den Rückkopplungspfad gesteuert und
beobachtet. Dies ist in Abb. 35 zu sehen. Der kritische Datenpfad ist nicht mehr
durch einen zusätzlichen Multiplexer verlängert oder durch zusätzliche Kapazitä-
ten am Ausgang belastet. Es können sich lediglich erhöhte kapazitive Lasten des
Rückkopplungspfads ergeben. Obwohl hier für asynchrone Schaltungen vor-
gestellt, gilt dieses Prinzip auch für synchrone Speicherzellen. 
 Der Nachteil, dass scanfähige Registerzellen die Perfor-
mance der Schaltung negativ beeinflussen, ist somit ge-
löst.

















Abb. 35: Der neue Ansatz für Scanzellen steuert und beobachtet den Rückkopplungspfad der Zelle.  
Das in Abb. 35 dargestellte Prinzip soll nun auf Speicherzellen angewendet
werden. Abb. 36 zeigt die Realisierung der Speicherzelle mit invertierten Schal-
tern. Ist Test Mode Select (TMS) in der unteren Position, verhält sich das Regis-
ter als normaler Datenspeicher. Mit TMS können das Latch in den Testbetrieb
umgeschaltet und Daten im oberen Register gespeichert werden. Über Test Data
Input (TDI) werden neue Testdaten in die Registerzelle eingelesen sowie über
TDO ausgelesen. TMS dient auch zum Einlesen eines neuen Testmusters in den
Rückkopplungspfad der Speicherzelle. Zum Beobachten des Speicherinhalts
sowie zum Weiterleiten des Testsignals wird das Signal Test Capture (TC)
verwendet. Es dient auch bei der seriellen Schieberegisteroperation als Signal
zum Öffnen und Schließen der Scanzelle. Der Rückkopplungsinverter wird für
das Speicherelement des Scanpfads verwendet. Die beiden Speicherelemente
sind somit nicht entkoppelt. Es kann daher nur ein Speicherelement aktiv sein.
Das andere Element besitzt das Verhalten eines Multiplexers. Hierdurch wird die
Fläche - im Vergleich zu zwei vollständigen Registerzellen - reduziert. 





























Abb. 37: Ein scanfähiges Latch mit Pass Transistoren. 
Eine Fehlermodellierung erweist sich als sehr günstig, da die Transistoren über
wenige Stufen mit TDI und TDO verbunden sind und keine rekonvergierenden
Pfade existieren. Sie sind somit gut zu steuern und zu beobachten. Der hierarchi-
sche Fehlermodellierungsansatz kann auch hier erfolgen. Abb. 37 zeigt die
Realisierung der asynchronen Speicherzelle mit den invertierten Schaltern im
Testpfad und Pass Transistoren im Datenpfad. Diese kompakte Realisierung
erzeugt jedoch durch die Pass Transistortechnik Probleme bei der Fehlermodel-
lierung. 












Abb. 38: Eine weitere Realisierung mit Pass Transistoren. 
Der invertierte Schalter im Testpfad kann auch durch einen Pass Transistor
ersetzt werden, um die Transistoranzahl der Speicherzelle zu reduzieren. Dies
erhöht, wie bei der LSSD Technik schon erwähnt, den Aufwand zur Erzeugung
der Steuersignale, um zu verhindern, dass ein Querstrom zwischen VDD und
GND entsteht. Die Pass Transistoren sind in gegenseitiger Abhängigkeit. Hieraus
folgt, dass Teststeuersignale mit Steuersignalen im Datenpfad verknüpft werden
müssen. Diese können eine zusätzliche Signalverzögerung der Steuersignale
des Normalbetriebs erzeugen. Abb. 38 zeigt eine weitere Realisierung der
testfreundlichen Speicherzelle mit Pass Transistoren im Test und Datenpfad. 
Die Schalter, die für die Testlogik integriert wurden, können mit minimalen
Abmessungen dimensioniert werden, um den zusätzlichen Flächenaufwand zu
reduzieren. Dies wird möglich, da die Scanpfad-Technik ein statisches Test-
verfahren ist, bei der die Performance eine untergeordnete Rolle spielt. Darüber
hinaus muß TDO in der Regel nur ein weiteres Latch treiben. Soll die gemein-
same Rückkopplung umgangen werden, müssen zwei Pfade integriert werden.
Eine Realisierungsform ist in Abb. 39 zu sehen. Über das PRELOAD-Signal
(PRE) können neue Testmuster in dem Register gespeichert werden. Mit SAM-
PLE (S) und TC wird ein Testergebnis im Scanpfad gespeichert. 





























Abb. 40: Entkoppeltes Scanregister mit Pass Transistoren am Eingang. 
Abb. 40 zeigt eine Darstellung des Scanregisters mit Pass Transistoren. Auch
hier entstehen bei der Haftfehlermodellierung Probleme durch die parallele
Anordnung der Pass Transistoren. Es stellt jedoch eine kompaktere Realisierung
des Datenpfadelements dar. 
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39 Dies wird auch in Kapitel 2.2 und Kapitel 5.2 näher erklärt. 

























































Abb. 41: Unterschiedliche Initialisierungszustände der Scan-Elemente reduzieren den Schaltungsaufwand. 
Unterschiedliche Schalterstellungen in den Scan Zellen werden für die richtige
Initialisierung der Scanpfade in asynchronen Schaltungen benötigt39. In Abb. 41
sind Scanzellen mit unterschiedlichen Schalterstellungen zu sehen, die die
modulare Entwicklung eines asynchronen Scanpfads stark vereinfachen.
Im folgenden soll der Aufbau von Master-Slave Scan-Registern für asynchrone
sowie synchrone Schaltungen betrachtet werden. Mit zwei Scan-Elementen (SC)
kann ein Capture-Pass Register für einen asynchronen Scanpfad realisiert
werden. Das Prinzip des Registeraufbaus für den Datenpfad wurde dabei aus
[89Suth]L.2 entnommen40. Die Struktur ist in Abb. 42 zu sehen. Die Signale Pass
(P) und TEST PASS (TP) dienen zur Fortschaltung eines gültigen Signals über
DO und TDO an die nächst folgende Stufe. Ist die Umschaltung erfolgt, kann ein
neues Signal an DI oder TDI angelegt werden.





























































Abb. 43: Eine scanfähige Speicherzelle für synchrones Design.
Für synchrone Schaltungen werden in der Regel zwei Latches hintereinander
geschaltet, um ein Register zu erzeugen. Für ein Scan Register mit der hier
bevorzugten Methode ergibt sich eine Anordnung, wie in Abb. 43 zu sehen ist.
Auch hier gilt, dass die zusätzlichen Multiplexer sich nicht im kritischen Pfad
befinden, sondern im Rückkopplungspfad der Scanzelle, SC. Das Scan-Register
hat somit keine zusätzliche Signalverzögerung. 
Durch den Austausch von SC mit der Scan Zelle SL ergibt sich ein etwas ande-
res Verhalten. Die scanfähige Speicherzelle kann unabhängig von der Steuerung
des Datenpfads neue Testmuster einlesen und auslesen, da für Daten- und
Testpfad ein eigenes Latch zur Verfügung steht. Mit diesem Register ist es auch
möglich, Testmusterpaare an die zu testenden Module anzulegen und somit
dynamisches Verhalten zu überprüfen. 
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Abb. 44: Das Register zur Speicherung der komprimierten Testantwort. 
4.2.2 Registerzellen für den Built-In Self-Test
Es wird ein Konzept für die asynchrone Generierung und Komprimierung von
Testmustern in Kapitel 5 vorgestellt. Damit können Testmuster mit der Ge-
schwindigkeit der Schaltung generiert und an die Module angelegt werden, ohne
diese über einen Testautomaten zuzuführen. Im folgenden werden die notwendi-
gen Speicherelemente für die aktiven testfreundlichen Entwurfshilfen entwickelt.
Zur schnellen Testmusterkomprimierung wird eine zusätzliche Speicherstufe
integriert, die die bereits komprimierte Signatur mit dem aktuell anliegenden
Testmuster verknüpft. Abb. 44 zeigt diesen Speicher, der zwei Testmuster an
TDIe und TDIo XOR verknüpft und das Ergebnis mit TAI in einem Latch spei-
chert, wie es für die Testdatenkompression nötig ist. In den anderen Testbe-
triebsarten arbeitet die Logik vor dem Latch als Schalter mit TP als Steuersignal.
Zur Testdatenkompression wird das Signal TX eingesetzt41. 














































Abb. 45: Die Speicherzelle für das asynchrone BILBO Konzept. 
Um die Master-Slave Struktur nach Sutherland zu erhalten, erfolgt die Anord-
nung, bei der der Schalter des Testdatenpfads durch das XL Modul ersetzt wird.
Abb. 45 stellt die Realisierung einer asynchronen BILBO Zelle, ABC, dar. Sie
zeigt die Speicherzelle XL zur Unterstützung eines asynchronen BIST Entwurfs
für asynchrone Schaltungen, analog zum BILBO Verfahren für synchrone
Schaltungen [79KonnMZ]L.2. Der Inhalt des BILBOs und das neue Testmuster
werden dabei in den beiden vorderen Latches gespeichert. Die Berechnung und
Speicherung der neuen Signatur erfolgt im XL Latch. 
Ist es das Ziel, das für asynchrone Schaltungen entwickelte Prinzip auf syn-
chrone Schaltungen zu übertragen, ergibt sich eine ähnliche Realisierung wie
beim Scanpfad. Abb. 46 zeigt, dass das Latch im Scanpfad durch die XL Zelle
ersetzt wird, um die Signatur zu berechnen. Während ein neues Testmuster an
den Eingang des Registers angelegt wird, kann im SC Latch die alte Signatur
gespeichert werden. Mit der Taktflanke von TLCK kann die neue berechnete
Signatur in XL gespeichert werden. Mit der fallenden Flanke wird die berechnete
Signatur nach SC der folgenden Stufe über TDO weitergeleitet. Das SC-Element
kann durch ein SL-Element ausgetauscht werden. Somit kann der Testdatenpfad
mit einem neuen Testmuster initialisiert werden, ohne den Datenpfad zu unter-
brechen.
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42 Die Wirkungsweise des TMC-Elements und der Einsatz für den asynchronen testfreundlichen Entwurf sind in
































Abb. 46: Die Speicherzelle für das synchrone BILBO Konzept. 
 Die vorgestellte BILBO-Zelle für synchrone Schaltungen
hat den Vorteil, dass der kritische Pfad nicht durch Multi-
plexer unterbrochen wird. Performanceverluste durch
einen testfreundlichen Entwurf bei synchronen Schaltun-
gen werden dadurch vernachlässigbar. 
4.2.3 Elemente zur Steuerung der Testdatenregister
Es werden die notwendigen Grundelemente für die Ablaufsteuerung erklärt. Sie
enthalten das Muller C-Element zum testfreundlichen Entwurf, hier TMC-Element
genannt42. Sie wurden in [96Burd]L.2 für unterschiedliche Transistorrealisierun-
gen auf ihr dynamisches Verhalten mit Spice untersucht. Angaben zu Verzöge-
rungswerten basieren auf dieser Untersuchung. 
Da die seriellen Schieberegisteroperationen im passiven Scanpfad asynchron
ablaufen sollen, werden Elemente zur Zustandserkennung benötigt. Sie sollen
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43 Für Four-Phase Signale vereinfachen sich diese Elemente, da nur der Pegel des Capture Signals überprüft
werden muß. 


















Abb. 47: Ein Modul erkennt, ob eine Registerzelle ein gültiges Datum enthält oder transparent ist.
anzeigen, wann das Scanregister leer oder gefüllt ist. Somit erfolgt eine Be-
rechnung des speichernden und transparenten Zustand eines Capture-Pass
Registers anhand der Ein- und Ausgangssignale des Muller C-Elements. Abb. 47
enthält eine Gatterrealisierung dieses Moduls (MCC, Muller C Control). TRI und
TAO werden von den Eingängen und TRO vom Ausgang des Muller C-Elements
abgegriffen. Danach erfolgt eine Verknüpfung mit den bereits ermittelten Werten
aus den benachbarten Scanregisterzellen43.
Ein weiteres Modul für die asynchrone Testablaufsteuerung ist das TMC-Ele-
ment, mit dessen Hilfe die Bundled Data Signale von dem Datenpfad in den
Testpfad umgeschaltet werden. Sie ersetzen die Muller C-Elemente des Daten-
pfads. Es soll damit eine Minimierung der Performanceverluste bei der Verwen-
dung eines Komplexgatters erreicht werden. Dazu werden zwei Multiplexer zum
Umschalten der Eingangssignale des Muller C-Elements integriert. Abb. 48 stellt
eine mögliche Transistorrealisierung mit einer einstufigen Eingangsschaltung
dar44. 
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Abb. 48: Das TMC-Element mit einer einstufigen Eingangsschaltung (TMC1). 
Abb. 49 zeigt eine weitere Transistorrealisierung von TMC mit Pass Transistoren.
Die zweistufige Eingangsschaltung reduziert dabei die Anzahl der Transistoren
bei mehr als zwei Eingangssignalen. Als Nachteil erweist sich die schlechtere
Testbarkeit der Pass Transistoren durch ihre parallele Anordnung zu der ersten,
einstufigen Realisierung. Ein Fehler an einem der Pass Transistoren verursacht
kein logisches, sondern ein dynamisches Fehlverhalten des TMC-Elements45.
Dieser Fehler reduziert die Schaltungsgeschwindigkeit, kann aber nicht zur
Verletzung der Bundled Data Convention führen. 















Abb. 49: Das TMC2-Element zum Umschalten der Steuersignale im Datenpfad. 
Für das Speichern des Ausgangswerts wird in beiden Realisierungen ein
schwach treibender Rückkopplungsinverter eingesetzt. Dieser hält das Potential,
wenn keiner der Pfade zu VDD oder GND durchgeschaltet ist. Während des
Umladens des Ausgangspotentials fließt für kurze Zeit ein Querstrom von VDD
nach GND, da zwei invertierte Pfade auf den internen Knoten treiben. Hat der
Ausgang seinen neuen Wert erreicht, stellt sich der Ruhestrom in CMOS Technik
ein. Dieser Querstrom ist in Low Power Anwendungen unerwünscht und kann
durch zwei Verfahren reduziert werden. Das erste Verfahren sieht einen hoch-
ohmig schaltbaren Rückkopplungsinverter vor. Bei dem TMC-Element werden für
die Erzeugung des Signals für den hochohmigen Zustand eine große Anzahl von
Transistoren benötigt. 
Eine weitere Methode wurde für Muller C-Elemente eingesetzt [95FarnEL]L.2.
Hier werden Transistoren in den Pfad nach VDD bzw. GND des Inverters einge-
führt. Die zusätzlichen Transistoren sind als hochohmige Widerstände ange-
schlossen und dienen der Reduktion der Treiberleistung des rückgekoppelten
Inverters. Mit Hilfe einer dieser Methoden kann die Stromaufnahme des TMC-
Elements nochmals reduziert werden. Das Zeitverhalten beider TMC-Elemente
im Vergleich zu einem Muller C-Element ist in Tabelle 3 aufgeführt. 
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Tabelle 3: Transistoranzahl und Geschwindigkeit des TMC-Elements
Name Transistoren Verzögerung Mittlere Verzögerung
MC 10 0,57 ns - 0,36 ns 0,48 ns
TMC1 26 0,9 ns - 0,44 ns 0,5 ns
TMC2 22 0,9 ns - 0,58 ns 0,72 ns
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4.3 Ergebnisse zu den asynchronen
Standardzellen
Asynchrone Standardzellen für einen testfreundlichen Entwurf sind für eine
asynchrone Schaltungsbibliothek notwendig. Daher wurden Standardzellenvor-
schläge für den Steuer- und Datenpfad entwickelt. Als Grundlage zum Entwurf
dienten dabei die Anforderungen an Schaltungselemente, die aus den in Kapitel
5 vorgestellten asynchronen Testkonzepten entwickelt wurden. 
 Es wurden Scanregisterzellen und BILBO-Registerzellen
für einen testfreundlichen Entwurf mit einer asynchronen
Steuerung vorgestellt.
 Beim testfreundlichen Entwurf der Registerzellen treten
keine Performanceverluste im Datenpfad auf. Vielmehr
steuern sie die Inhalte über den Rückkopplungspfad des
Speicherelements. 
 Datenausgang und Testdatensausgang sind bei den test-
freundlichen Registerzellen getrennt. Zusätzliche kapaziti-
ve Lasten des Testpfads reduzieren die Performance der
Schaltung nicht. 
 Im asynchronen Steuerpfad können zusätzliche Signal-
verzögerungen im Muller C-Element auf ein Minimum
reduziert werden. 
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Je nach Realisierung des TMC-Elements wird keine bzw. eine neue Stufe in das
Muller C-Element eingefügt. Die sich ergebenden Performanceverluste durch die
zusätzliche Stufe können durch eine andere Dimensionierung des Verzögerungs-
elements im Steuerpfad erreicht werden. Lediglich Verzögerungen im Ack-
nowledge Pfad reduzieren die Geschwindigkeit der Schaltung. Darüber hinaus
wurde die Funktionsweise eines Elements zur Überprüfung, ob ein ereignis-
gesteuertes Register ein gültiges Datum enthält, vorgestellt. Dieses Element
bildet die Basis zur Umschaltung eines asynchronen Schieberegisters von dem
seriellen in den parallelen Betrieb mit lokalen Steuersignalen. 
Da die testfreundlichen Register unter dem Gesichtspunkt möglichst geringer
Performanceverluste entwickelt wurden, sind einige dieser Elemente auch
interessant für den synchronen testfreundlichen Entwurf. Die gewonnenen
Erkenntnisse im asynchronen testfreundlichen Entwurf wurden auf synchrone
Standardzellen übertragen. Auch bei diesen Elementen befindet sich die Ein-
kopplung nicht im kritischen Datenpfad. Im Vergleich zu bisherigen getakteten
Scanpfadzellen zeigt sich der Vorteil der Einkopplung der Testsignale über den
Rückkopplungspfad, da auch hier bisher Multiplexer in den kritischen Pfad
eingefügt werden, um Testsignale einzukoppeln. 
 Die Performanceverluste des testfreundlichen Entwurfs
bei synchronen Schaltungen können mit den vorgestell-
ten Registerzellen vernachlässigt werden. 
Für sogenannte primitive asynchrone Standardzellen des Steuer- und Daten-
pfads - wie Muller C-Element, XOR, Mutual Exclusion Element und Multiplexer -
wurde eine Lösung zur Fehlermodellierung auf der Gatterebene angeboten. Als
Basis diente dabei die Annahme, dass sich Defekte einer digitalen Schaltung auf
der Transistorebene als Shorts zwischen den Anschlüssen oder als Stuck-Opens
an den Ein- und Ausgängen der Transistoren manifestieren. Die Abbildung der
Fehler von Transistorebene auf Gatterebene zeigte, dass sich die Fehler nicht
ausschließlich in Form von Haftfehlern abbilden lassen. Zusätzlich zu dem
klassischen Einzelhaftfehlermodell wurden daher die Fehlermodelle Funktions-
konvertierung, Fehler mit Bedingung, Leckstromfehler und dynamische Fehler
verwendet, um alle Fehlerauswirkungen auf die digitale Ebene abzubilden. Es
wurde dabei versucht, die Anzahl der zu testenden Leckstromfehler zu minimie-
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46 Bei MUTEX sind nur die Ergebnisse der Transistorfehlermodellierung untersucht. Das Speicherelement vor der
Inverterkette ist in diesem Ergebnis nicht enthalten. 
ren, da sich die Zeitpunkte, in denen sich die Schaltung in Ruhe befindet, bei
asynchronen Schaltungen schwer einstellen lassen. Hier macht sich das Fehlen
eines Takts bemerkbar. Die Ergebnisse der Fehlermodellierung sind in Tabelle
4 zusammengefaßt46. 
Tabelle 4: Ergebnisse der Fehlermodellierung der primitiven Elemente
Fehlermodell XOR Muller C MUTEX MUX pass MUX tri Min Max Mittel
Haftfehler an den Ein- und
Ausgängen
26% 50% 9% 7% 15% 7% 50% 21%
Funktionskonvertierung 21% 27% 16% 25% 15% 15% 27% 21%
Fehler mit Bedingung 38% 13% 75% 43% 30% 13% 75% 40%
IDDQ 10% 0% 0% 25% 30% 0% 30% 13%
Dynamisch 5% 10% 0% 0% 10% 0% 10% 5%
 Ein systematischer Ansatz zur hierarchischen Fehlermo-
dellierung für komplexe asynchrone Standardzellen wur-
de vorgeschlagen. Diese Standardzellen lassen sich aus
den zuvor entwickelten primitiven Elementen und bool-
schen Funktionen wie INV, AND und OR aufbauen. Somit
wurde ein effektiver Weg aufgezeigt, um eine Fehlerbibli-
othek für asynchrone Schaltungselemente für eine Fehler-
simulation bzw. eine Testmustergenerierung vorzuberei-
ten. 
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47 Vergleiche hierzu Kapitel 3 und Kapitel 4. 




Bevor die testfreundlichen Entwurfsmaßnahmen näher beschrieben werden,
erfolgt eine allgemeine Betrachtung zum Steuer- und Datenpfad der zum test-
freundlichen Entwurf vorgesehenen Micropipeline47. Die daran anschließenden
Ergebnisse werden in zwei Unterkapitel gegliedert. Zunächst wird ein passives
testfreundliches Entwurfskonzept für asynchrone Schaltungen vorgestellt, mit
dessen Hilfe man die Steuer- und Beobachtbarkeit erhöhen kann. Aufbauend auf
diesen Ergebnissen wird anschließend ein aktives testfreundliches Entwurfs-
konzept entwickelt, um Testmuster zusätzlich in den Schaltungen generieren und
kompaktieren zu können.
Das Verzögerungselement im Steuerpfad zwischen zwei Registerstufen muß so
dimensioniert sein, dass die Laufzeit der Signale im Steuerpfad stets größer ist
als die der Signale im Datenpfad48. Der Schaltungsentwickler muß das Steuersig-
nal des Senders so lange verzögern, bis die Daten an der nächsten Registers-
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49 Diese Annahme bildet die Basis für Bundled Data Convention und muß unter allen Bedingungen erfüllt sein. 
tufe stabil anliegen. Die Überprüfung stellt das größte Testproblem dar49. Die kombina
torischen Module haben in der Regel kein Signal, mit dem der Abschluss einer
Berechnung bzw. die Verfügbarkeit eines neuen Ausgangssignals quittiert wird.
Dies ist ein großer Nachteil der Single-Rail Technik. 
Im einfachsten Fall wird ein Verzögerungselement eingebaut, welches eine
größere Verzögerung als der längste funktionale Pfad des aktuellen Datenpfads
besitzen muß. Hieraus folgt, dass der Schaltungsentwickler die Möglichkeit
besitzen muß, den längsten funktionalen Pfad bestimmen und ihn von den
strukturell möglichen Pfaden unterscheiden zu können, welches einen erhebli-
chen Aufwand bedeuten kann [95Mahl]L.1. Eine spätere Korrektur dieses Verzö-
gerungselements nach der Produktion ist nicht möglich, da eine Kalibrierung der
Verzögerungselemente zum heutigen Zeitpunkt nicht vorgesehen ist. Dieses
Verzögerungselement erzeugt ein großes Testproblem in der Schaltung mit
Bundled Data Convention. Der Schaltungsentwickler wird versuchen, die zusätzli-
che Sicherheit bei der Verzögerung des Steuersignals zu minimieren. Hierdurch
wird die Schaltung sehr sensibel auf Verzögerungsfehler im Datenpfad. Da
Steuer- und Datenpfad nicht dicht beieinander auf der Schaltung platziert sein
müssen, können auch lokale Prozessschwankungen eine Rolle spielen. Um die
Schaltungen mit hoher Qualität zu testen, sollte man folgende Punkte beim
testfreundlichen Entwurf asynchroner Schaltungen berücksichtigen:
# Es müssen Testmuster angelegt werden können, die den
Steuerpfad bei Haftfehlern "zum Halten bringen", um ein Fail-
stop Verhalten zu erzeugen.
# Testfreundliche Entwurfshilfen müssen Tests für
nichtklassische Fehler berücksichtigen.
# Es müssen Testmuster für statische und dynamische Fehler
des Datenpfads über die Testhilfen angelegt werden können.
# Der testfreundliche Entwurf muß den Test der Bundled Data
Convention unterstützen.
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Abb. 50: Die unterschiedlichen Betriebsarten für testfreundliche Registerstrukturen.
Beim synchronen Test können Scanregister seriell Daten ein- und auslesen oder
parallel Daten verarbeiten. Eine Testablaufsteuerung schaltet zwischen diesen
beiden Betriebsarten während eines Testablaufs um. Durch die lokale Steuerung
asynchroner Schaltungen besteht zudem die Möglichkeit, den Umschaltvorgang
nicht von außen zu steuern. Die Testmuster werden dabei seriell in das Scan-
register eingelesen und parallel ausgegeben bzw. parallel eingelesen und seriell
ausgegeben, ohne dass Signale von außen geändert werden müssen. Lokale
Steuerungselemente entscheiden dabei, wann der Umschaltvorgang erfolgt. Zur
Verdeutlichung dieses Prinzips werden die Betriebsarten in Abb. 50 dargestellt.
Der Operationsbetrieb einer Schaltung wird dabei als PIPO (Parallel In Parallel
Out) Betriebsart bezeichnet, der serielle Scanbetrieb als SISO (Serial In Serial
Out) Betriebsart. Dieses sind die Betriebsarten, die auch bei synchronen test-
freundlichen Entwurfsmethoden in Schaltungen und Systemen verwendet
werden. Durch die lokale Steuerung der einzelnen Registerzellen sind zwei
weitere Betriebsarten möglich. Diese werden mit SIPO (Serial In Parallel Out) für
das Anlegen neuer Testmuster und PISO (Parallel In Serial Out) für das Aus-
lesen von Testantworten bezeichnet. Der SIPO Betrieb ermöglicht es, seriell
Daten in das Register mit Hilfe der Bundled Data Convention einzulesen. Sind
alle Registerzellen mit neuen Testdaten über TDI gefüllt, schaltet eine lokale
Testablaufsteuerung das Register in den parallelen Datenbetrieb50. Die Test-
daten können dann über DO mit Hilfe der Bundled Data Convention durch ein
Request Signal an den Datenpfad weitergegeben werden. Hierzu werden keine
äußeren Signale benötigt. Analog können die Testdaten am Empfänger parallel
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51 Um den Schaltungsaufwand und die zusätzlichen Signalverzögerungen zu minimieren, ist ein Vorschlag für eine





















Abb. 51: Das testfreundliche Muller C-Element kann seine Steuereingänge durch Schalter multiplexen.
über DI eingelesen, in den seriellen Pfad des Registers übertragen und über
TDO mit der Bundled Data Convention ausgelesen werden. Mit TPG (Test
Pattern Generation) wird die Betriebsart Generierung von Testmustern auf dem
Chip bezeichnet. TDA (Test Data Analysis) bezeichnet den Testmodus zum
Komprimieren der Testantworten innerhalb der Schaltung. Diese beiden Be-
triebsarten werden bei aktiven Testhilfen nach einer Initialisierungsphase einge-
stellt. 
Um im Testbetrieb ein Register mit den nötigen Signalen zu steuern, müssen die
Signale durch die Teststeuerlogik erzeugt werden, die im Operationsbetrieb von
den vorherigen und den nachfolgenden Registern verarbeitet werden. Hierzu
erfolgt eine Umschaltung. Das Muller C-Element des Datenpfads wird daher um
zwei Multiplexer erweitert, wie in Abb. 51 zu sehen ist51. Diese Modifikation
erlaubt die Steuer- und Beobachtbarkeit der Registerinhalte mit der Synchronisa-
tionslogik des Datenpfads. Der Inverter an einem Eingang des TMC-Elements
ergibt sich aus der Initialisierung einer Micropipeline. Der Ausgang C wird dabei
für die Bundled Data Signale RO und AI verwendet, wie auch in Abb. 54 zu
sehen ist. 
Zur näheren Erläuterung zeigt Abb. 52 den Signalablauf des TMC-Elements in
allen vier Betriebsarten. Der Multiplexer am Eingang R des Muller C-Elements
erlaubt es, die Request Signale der vorhergehenden Stufe durch die der Testlo-
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Abb. 52: Das Signalablaufdiagramm für das TMC-Element mit den unterschiedlichen Betriebsarten. 
gik zu ersetzen. Damit können Testdaten aus dem seriellen Scanpfad an den
Datenpfad angelegt und das zugehörige Steuersignal für den Datenpfad gene-
riert werden. Der Multiplexer an Eingang A dient zur Umschaltung des Registers
für das Empfangen von Testdaten. Die Testablaufsteuerung des Empfängers
speichert das Datum des parallelen Eingangs, wenn das Request Steuersignal
mit einem Signalwechsel ein neues Testmuster am Empfängereingang anzeigt.
Die Pfeile deuten dabei an, welche Signalwechsel zuvor erfolgt sind. Die vertika-
len Balken gliedern die Abbildung in die verschiedenen Betriebsarten. Sie
werden über die externen Signale TSA und TSR umgeschaltet. 
Nach der Initialisierung von TMC (1)52 beginnt der Operationsbetrieb (PIPO
Betriebsart) mit einem Signalwechsel von RI+ (2), welcher ein gültiges Datum am
Eingang des Registers anzeigt. Mit einer positiven Signalflanke von C+ wird die
Speicherung des Datums quittiert und zugleich das Signal AI+ an die vorher-
gehende und RO+ an die nächste Stufe weitergereicht (3). Mit AO+ (4) quittiert
die nächste Stufe die Übernahme des Datums. Nach der parallelen Betriebsart
PIPO wird der PISO Modus mit einer positiven Flanke des externen Signals TSA
(5) eingeleitet. Nach RI+ (6) wird das Datum in dem Scanregister mit C+ (7)
gespeichert. Zusätzliche Teststeuersignale quittieren den Vorgang des seriellen
Ausleseprozesses mit einer positiven Flanke von TA+ (8). Mit den Signalwech-
seln TSA und TSR (9) wird die SIPO Betriebsart erreicht. Hier nicht eingezeich-
nete Steuersignale schreiben ein Testmuster in das Register und beenden
















Abb. 53: Der Signal TransitionGraph des TMC-Elements für die Bundled Data
Convention.
diesen Vorgang mit dem Signalwechsel TR+ (10). TR ersetzt dabei das Signal
RI. Daraufhin wird das Signal C+ (11) am Ausgang des TMC-Elements erzeugt,
das ein gültiges Datum am Registerausgang anzeigt. Mit AO+ (12) wird das
Speichern der Testantwort in der nächsten Stufe quittiert. Sind TSA und TSR auf
"1", ist der Steuerpfad im SISO Betrieb (13). Die Steuerung des Scanbetriebs
erfolgt nur über Teststeuersignale TR und TA, wie es mit (14-16) beschrieben ist.
Der STG von TMC ist in Abb. 53 dargestellt. Es ist mit der Multiplexerschaltung
möglich, den Signalwechsel von RI+ und RI- im Testsendebetrieb durch TR+ und
TR- zu ersetzen, wie im Signalablaufdiagramm in Abb. 52 gezeigt wurde. Im
Testempfängerbetrieb kann analog der Signalwechsel von AO+ und AO- durch
TA+ und TA- ersetzt werden. In dem STG sind einige Signalwechsel nicht
dargestellt, da sie für die Bundled Data Convention nicht benötigt werden. Die
Umschaltung der Steuersignale TSA und TSR erfolgt in den Anfangszuständen
von TMC, wenn alle Eingangssignale R=TR=0 und A=TA=0 sind. 
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53 Dies führt zu einer kompakten Darstellung der STGs, da auf vergleichbare Weise die AND-Verknüpfung bei
Signalwechseln dargestellt ist. 
54 Hierfür eignet sich eher ein Schaltungsdesign mit Four-Phase Steuersignalen, da dort nur Zustände und keine
Ereignisse gespeichert werden. 
In dieser Abbildung ist eine neue Darstellung für Signalwechsel eingeführt. Sie
beschreibt den Signalwechsel bei einer OR Verknüpfung von Signalwechseln.
Der neue Signalwechsel wird dabei direkt in den Kreis eingetragen. Ein solches
Modul kann mit einem XOR Gatter realisiert werden, wenn keine Bedingungen
für die Signalwechsel angegeben sind53. In diesem Fall beschreibt die Funktion
den Multiplexer am Eingang des Muller C-Elements. Dies ist möglich, da die Um-
schaltung der Steuereingänge TSA und TSR bei definierten Eingangspegeln
erfolgt. Eine Umschaltung zwischen Daten- und Testbetrieb ohne Verlust der
Initialisierungen des Steuerpfads ist bei diesem Konzept nicht möglich. Es würde
einen enormen Aufwand an Steuerlogik erfordern und die Struktur des Daten-
pfads und die Geschwindigkeit der Schaltung stark beeinflussen, da für die
Speicherung von Signalwechseln ein großer Schaltungsaufwand und eine
detaillierte Analyse der neuen Signalwechsel nötig sind54.
Integriert man die TMC-Elemente in den Steuerpfad, ergibt sich eine Anordnung
mit zwei Registerstufen, wie sie in Abb. 54 dargestellt ist. Die Steuersignale mit
gestrichelten Linien sind in dieser Konfiguration des Tests inaktiv. Die fett dar-
gestellten Signale werden zur lokalen Synchronisation der Schaltungsblöcke im
Testbetrieb verwendet. Durch die TMC-Elemente werden die beiden Steuerlei-
tungen des Operationsmodus’ zwischen den Registerstufen zur Synchronisation
eingesetzt. Darüber hinaus wird einer der beiden Eingänge der Ablaufsteuerung
des Datenpfads (RI oder AO) im Testbetrieb verwendet und somit in den Test
integriert. Im Testbetrieb und im Operationsbetrieb erfolgt dies mit der Bundled
Data Convention. Es hat den Vorteil, dass der Steuerpfad parallel mit dem
Datenpfad und der Bundled Data Convention getestet werden kann. 























Abb. 54: Eine Übersicht zum Testablauf mit Hilfe der testfreundlichen asynchronen Register.
Alle weiteren Steuerelemente für die Testablaufsteuerung sind in dem Modul
Namens Teststeuerung enthalten. Das Modul Register enthält die Erweiterungen
zum testfreundlichen Entwurf des Datenpfads. Sie werden im folgenden in zwei
verschiedenen Konzepten vorgestellt. Das erste Konzept stellt ein Scandesign
für den passiven testfreundlichen Entwurf mit asynchronen Steuersignalen nach
der Bundled Data Convention sowie im parallelen Daten- und im seriellen
Testpfad dar. Das zweite Konzept beschreibt einen testfreundlichen Entwurf für
asynchrone Schaltungen für den Built-In Self-Test. Auch hier wird der Datenpfad
im Testbetrieb mit der Bundled Data Convention synchronisiert. Die Vor- und
Nachteile der beiden Konzepte werden im Anschluss dargelegt. 
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55 Hierzu wurde in Kapitel 2.2.2 die Initialisierung der Micropipelines eingehend beschrieben. 
56 Der Name wurde in Anlehnung an den gleichnamigen Roman von Joseph Roth gewählt [30Roth]L.3. 
5.1 Passive testfreundliche Ent-
wurfshilfen
Unter passiven testfreundlichen Entwurfshilfen wird hier die Möglichkeit ver-
standen, die Steuer- und Beobachtbarkeit in Modulen innerhalb einer Schaltung
zu erhöhen, um mit Hilfe von externen Geräten gesteuerte Tests und Diagnosen
durchzuführen. Testmuster können an die Eingänge der Module über zusätzliche
Testdatenkanäle angelegt und die Ergebnisse an Testdatenausgängen be-
obachtet werden. Test- und Diagnosemuster können dadurch an eingebettete
Module angelegt werden55. 
In der synchronen Schaltungstechnik hat sich dafür der Scanpfad als effektives
Entwurfskonzept durchgesetzt. Dies konnte durch eine globale synchrone Takt-
steuerung der Speicherelemente ermöglicht werden. Durch serielle Datenpfade
werden Testmuster bereitgestellt. Multiplexer an den Speicherelementen appli-
zieren sie an die gewünschte Logik. Ziel dieses Kapitels ist es, eine vergleich-
bare Architektur für asynchrone Schaltungen zu entwickeln. Sie soll jedoch im
Gegensatz zu einer globalen Taktsteuerung eine lokale Steuerung mit Hand-
shake Signalen besitzen. Diese testfreundliche Registerarchitektur wird im
folgenden als HIOB Modul (Handshake Interface Observer Block) bezeichnet56.
Die Erhöhung der Steuerbarkeit und Beobachtbarkeit durch parallele Multiplexer,
die die Signale direkt mit den Ein- und Ausgängen verbinden, wird hier nicht
betrachtet. Die Nachteile durch den zusätzlichen Flächenaufwand, die zusätzli-
chen primären Eingänge und der Performanceverlust bei diesem Prinzip des
Freischaltens sind zu groß. Desweiteren können elementare asynchrone Schal-
tungsfunktionen mit dieser Methode nicht überprüft werden. Die Erhöhung der
Steuer- und Beobachtbarkeit erfolgt bei diesem Entwurf durch die Modifikation
von Registerstufen. Um den Verdrahtungsaufwand zu minimieren, werden die
Testmuster hierbei seriell in die Schaltung ein- und ausgelesen. Die Umschaltung





































Abb. 55: Der prinzipielle Aufbau des passiven HIOB Scanpfadkonzepts.
zwischen Test- und Datenpfad erfolgt innerhalb der Registerzellen. Hierfür wird
eine Ablaufsteuerung benötigt, die sich in die komplexe Steuerung asynchroner
Schaltungen einbinden läßt. Es soll dabei für die Synchronisation der Register-
zellen im Daten- und im seriellen Testpfad die Bundled Data Convention verwen-
det werden. 
Bei einem 16-Bit Testmuster würde das Scanregister im SIPO Modus 16 Schie-
beoperationen ausführen, bevor ein neues Testmuster an den Ausgang wei-
tergeleitet wird. Im PISO Modus erfolgen 16 serielle Schiebeoperationen, bevor
eine neue Testantwort über den parallelen Eingang eingelesen wird. Durch die
Bundled Data Convention ist eine flexible Art der Datenübertragung von par-
allelen auf serielle Datenpfade und wieder zurück möglich. Die Registerketten
können somit aneinandergereiht werden, ohne dass globale Steuersignale für
die Umschaltung zwischen den Übertragungsarten seriell und parallel notwendig
sind. 
Um dies zu ermöglichen, ist neben einer lokalen Steuerung der einzelnen Re-
gisterstufen ein globales Steuerelement für das ganze Scanregister notwendig.
Abb. 55 zeigt die prinzipielle Struktur des asynchronen Scanpfads. Die Steue-
rung für den Datenpfad (HCP) enthält die Steuerelemente für den Operations-
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modus, die Umschaltung zwischen seriellem Testbetrieb und parallelem Daten-
betrieb sowie die Ansteuerung zur Initialisierung und die Beobachtung des
seriellen Schieberegisters (HRP). Das Speicherelement (ASF) enthält ein Re-
gisterelement mit zwei Speicherzellen sowie das Steuerelement zur seriellen
Schiebeoperation. Kontrolliert von TAI und TRI werden über TDI neue Testdaten
eingelesen und über TDO abgegriffen. Hierbei werden die Steuersignale TRO
und TAO verwendet. Zur Umschaltung zwischen den Testbetriebsarten werden
zwei Signale benötigt, TSI und TSO. Tabelle 5 beschreibt die Teststeuersignale,
mit denen der Scanpfad angesteuert wird. Hier sind die eingangs erwähnten
Betriebsarten mit einer kurzen Erklärung wiederzufinden. Das Zusammenwirken
der Ein- und Ausgänge der Steuer- und Datensignale wird nun näher untersucht.
Tabelle 5: Die Teststeuersignale der passiven Teststeuerung.
TSI TSO Betriebsart Erklärung
0 0 PIPO Modus Operationsbetrieb, kein Testbetrieb
1 0 SIPO Modus Testmuster anlegen
0 1 PISO Modus Testdaten auslesen
1 1 SISO Modus Schieberegisterbetrieb
Abb. 56 zeigt den Signalablauf der Steuersignale im Zusammenhang mit den
Datensignalen für den Testbetrieb. Nach dem Operationsbetrieb, in dem die
Daten (D1) von DI nach DO übertragen werden, wird der Testbetrieb mit TSO+
(1) in den PISO Modus eingeleitet. Es wird ein neues Datum mit RI+ angezeigt.
Nachdem das Datum (D2) im Register mit dem Quittungssignal AI gespeichert
wurde, schreibt der Scanpfad über TDO mit Hilfe von TRO und TAO die Test-
daten seriell aus, bis die Pipeline geleert ist (2-3). Es wird das Quittungssignal TA
(4) für den Abschluß der Operation erzeugt. Dieses Signal ersetzt somit das
Quittungssignal der nachfolgenden Registerstufe des Datenpfads. Anschließend
kann das nächste anliegende Datum (D3) über den Testdatenausgang ausgele-
sen werden. Wird die SIPO Betriebsart ausgeführt, muß zuerst das Testsignal
TSI+ (5) wechseln, um Testdaten (D4) über TDI mit Hilfe von TRI und TAI ein-
zulesen (6-7). Danach erfolgt das Quittungssignal TR+ (8), welches dem TMC-
Element ermöglicht, den Signalwechsel RO+ an die nachfolgende Stufe zu
senden. TR ersetzt somit das RI Signal von der vorhergehenden Registerstufe
des Datenpfads. Ist das Datum der Stufe gespeichert, kann das nächste Test-











































Abb. 56: Das Signalablaufdiagramm des passiven HIOB Konzepts. 
muster (D5) eingelesen werden. Wird der SISO Modus aktiviert, müssen beide
Teststeuersignale auf "1" geschaltet werden (9). Danach können Testmuster
seriell durch das Register geschoben werden. Die Daten (D6) werden über den
Testdateneingang gelesen (10-11) und zeitversetzt am Testdatenausgang mit
den zugehörigen Steuersignalen (12-13) abgegriffen. Im folgenden werden die
Arbeitsweise und Struktur des Registers näher untersucht. 
5.1.1 Die Registerstruktur des Scanpfads
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57 Wie in Kapitel 2.2.2 gezeigt wurde, ist das jeweilige Muller C-Element auf "0" oder "1" zu initialisieren. Dies ist von
der Position innerhalb der Reihenfolge der Micropipelines sowie der Zustände der angrenzenden Register abhängig. 
Das Register (HRP) besitzt zwei Dateneingänge, einen parallelen Eingang für
den Operationsbetrieb (DI) und einen seriellen Eingang für den Testbetrieb (TDI).
Hinzu kommen die Datenausgänge für den parallelen Datenpfad (DO) und den
seriellen Testbetrieb (TDO). Die Verknüpfung des seriellen Scanpfads und des
parallelen Datenbusses erfolgt in Registerstufen (ASF). HRP wird von der
globalen Steuereinheit, HCP, des Datenpfads kontrolliert und beobachtet. Eine
mögliche Realisierungsform ist in Abb. 57 aufgebaut. Im Operationsbetrieb sind
die Signale C (Capture) zum Speichern und P (Pass) zum Weiterleiten aktiv.
Dies erfolgt analog zu der Beschreibung in [89Suth]L.2. 
Die Steuereingänge zum Setzen (So_n, Se_n) und Rücksetzen (Ro_n, Re_n)
der Muller C-Elemente dienen zum Initialisieren des seriellen Pfads. Es wechseln
sich dabei zwei unterschiedliche Registerarten ab, ASFe für die geraden und
ASFo für die ungeraden Stellen des seriellen Pfads. Die Unterscheidung zwi-
schen geraden und ungeraden Stellen ist notwendig, um das ganze Testmuster
auf einer Seite im Register zu speichern57. An den Ein- und Ausgängen sind
weitere Module in die Steuerung des Testpfads integriert. Die XORs dienen zur
Pegelumwandlung der Steuersignale. Die Muller C-Elemente werden zum Halten
des internen Zustands bei externen Signalwechseln verwendet, wenn die Steue-
rung von HRP beim Umschalten in dem seriellen Betrieb neu initialisiert wird. Mit
TMS wird neben den Signalen Re_n, Ro_n, Se_n und So_n das Register zwi-
schen den Daten und Testmodi umgeschaltet. Im Testbetrieb wird je nach
Betriebsart der Testdateneingang mit den Signalen TDI, TRI und TAI sowie der
Testdatenausgang mit den Signalen TDO, TRO und TAO verwendet. Im seriellen
Pfad werden die Daten- und die Steuerleitungen zwischen den Registerstufen
verbunden, wohingegen die Leitungen während des Operationsmodus’ parallel
angeschlossen sind. Mit den Signalen ED und FD wird der globalen Steuerung
des Datenpfads signalisiert, ob ein Register mit neuen Daten gefüllt oder geleert
ist. Die Signale Re_n, Ro_n, Se_n und So_n dienen zur Initialisierung der Muller
C-Elemente des seriellen Datenpfads. 








































Abb. 57: Der Aufbau des asynchronen Scanregisters, HRP,  des
passiven HIOB Konzepts.
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58 Das MCC-Element wurde in Kapitel 4 näher erläutert. 




































Abb. 58: Das asynchrone Scan Flip-Flop einer Registerstufe
besitzt Datenspeicher und Steuerlogik. 
Die ASF Zelle enthält die Speicherzelle (ASR) sowie die lokale Steuerung des
seriellen Datenpfads. Die lokale Steuerlogik ist für die Generierung der Steuer-
signale der Testbetriebsarten notwendig. Sie teilt sich dabei in ein Muller C-
Element und einen Logikblock (MCC) auf58. Mit dem Register (ASR) werden im
Operationsbetrieb Daten gespeichert. Im Testbetrieb werden Testmuster eingele-
sen, in den Datenpfad geschaltet und wieder ausgelesen59. Da der Scanpfad
auch eine asynchrone Ablaufsteuerung für den seriellen Betrieb besitzt, benötigt
er für jede Scanzelle eine Ansteuerung, wie in Abb. 58 gezeigt ist.
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60 Siehe hierzu auch Kapitel 2.2.2, in dem das Prinzip erläutert wird und Kapitel 4, in dem die Speicherzellen
beschrieben werden. 
Das MCC Modul wird mit den Ein- und Ausgängen des Muller C-Elements
verbunden. Über das Beobachten der Eingänge in Abhängigkeit von dem
Ausgangssignal kann entschieden werden, ob ein aktuelles Datum gespeichert
ist. Zwei Steuereingänge zeigen an, ob die vorherigen Scanzellen speichern (FI)
oder geöffnet (EI) sind. Hieraus wird ein Signal erzeugt, welches anzeigt, dass
diese und alle vorherigen Speicherzellen ein Datum gespeichert haben (FO). Ein
weiteres Signal zeigt an, dass diese und alle vorherigen Speicherzellen leer sind
(EO). Diese Informationen werden weitergegeben und über alle Elemente
summiert. Hierdurch können Signale generiert werden, wenn der serielle Pfad
des Registers vollständig gefüllt (FD=1), oder das Register zum Speichern von
neuen Daten bereit ist (ED=1). 
Zur Verdeutlichung des Prinzips der lokalen Steuerung ist in Abb. 59 der Zu-
standsgraph des Muller C-Elements mit seinen instabilen und stabilen Zuständen
dargestellt. Die stabilen Zustände sind dabei in speichernde und transparente
Zustände des daran angeschlossenen asynchronen Registers aufgeteilt. Rechts
ist die zugehörige Verdrahtung der beiden Elemente angegeben. Das MCC-
Element soll dabei die Information, ob die vorhergehenden Stufen gefüllt oder
transparent sind, an die nächste Registerstufe weitergeben. Beim Wechsel von
einer transparenten zu einer vollen Speicherzelle werden die Eingangssignale EI
oder FI betrachtet und gegebenenfalls ein FO oder EO Signal generiert. 
Um alle Inhalte der Scanzellen des seriellen Pfads in den parallelen Datenpfad
auslesen zu können, müssen alle in der "gleichen" Speicherzelle des Register-
elements gespeichert sein. Dieses bezieht sich auf die "gerade" oder "ungerade"
Speicherposition im Register. Im Gegensatz hierzu müssen alle Muller C-Ele-
mente der seriellen Steuerung auf wechselnde interne Zustände gesetzt werden,
um ein gültiges Datum im Scanpfad speichern und auslesen zu können. Dies er-
zwingt normalerweise aber eine unterschiedliche Speicherung der Testdaten in
den geraden (even) und den ungeraden (odd) Speicherpositionen der Scanzel-
len und führt somit zum Widerspruch beim Umschalten zwischen dem seriellen
und parallelen Betrieb. Um den Widerspruch zu lösen, werden die SC-Elemente
der geraden und der ungeraden Binärstellen gegensätzlich verknüpft60. 
Kapitel 5: Testfreundliche Entwurfsmaßnahmen für asynchrone Schaltungen 109
1* 0* 1  
0  0* 1  1* 1  1  
RI- AO+
AO+ RI-
0  1  1 
1  0  0 
RI+
0* 1* 0  




Signalreihenfolge : RI  AO (RO,AI)
0* 0  0 stabiler Zustand






















Abb. 59: Der Speicherzustand eines Registers wird über den Zustand seines Muller C-Elements ermittelt. 
Bei der Umschaltung zwischen dem Test- und Datenpfad einer Micropipeline
entsteht ein zusätzliches Problem bei Two-Phase Signalen. Besitzen der Test-
pfad eine gerade und der Datenpfad eine ungerade Anzahl von Registerstufen,
muß eine korrekte Initialisierung der Register gewährleistet werden. Der Grund
hierfür liegt in der Umsetzung von Two-Phase Signalen. Eine korrekte Ereignis-
steuerung ist in der CMOS Technik von Pegeln abhängig. Die Initialisierung des
Steuerpfads mit definierten Pegeln ist dabei entscheidend, um nach der In-
itialisierung nur noch eine Ereignissteuerung zu betrachten. Bei den Betriebs-
arten SIPO und PISO soll diese Initialisierung automatisch durch die Testablauf-
steuerung nach jedem Testmuster erfolgen. Dies würde zu einem Konflikt bei
jedem zweiten Initialisierungsvorgang führen, da nur in diesen Fällen die Daten
in der richtigen Zelle der Master Slave Struktur des Registers gespeichert wer-
den. Um dieses Problem zu lösen, müssen die Pegel in geeigneter Form umge-
wandelt werden. Erfolgt das Einlesen eines neuen Testmusters seriell in ein
Register bei einer geraden Anzahl von Speicherzellen, ist das gültige Datum
immer in dem gleichen Latch des Master-Slave Flip-Flops gespeichert, da hierfür






















Abb. 60: Zur Pegelumwandlung bei Two-Phase Signalen ist
zusätzliche Logik notwendig.
eine gerade Anzahl von Schieberegisteroperationen notwendig ist. Der parallele
Datenpfad benötigt jedoch die aufeinander folgenden Testmuster immer ab-
wechselnd in den Latches des Flip-Flops. Dies muß beim Initialisieren des
seriellen Pfads berücksichtigt werden und erfolgt über eine Pegelumwandlung
mit Hilfe eines XOR Gatters in Verbindung mit einem Muller C-Element, wie in
Abb. 60 gezeigt. 
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61 Dies erfolgt analog zu den Überlegungen in Kapitel 2.2.2, in dem die Initialisierung näher untersucht wurde. 
Das Muller C-Element ermöglicht das Halten der Ausgangssignale, bis der
Initialisierungsvorgang abgeschlossen ist. Hierzu wird das Signal (H_n) verwen-
det, welches in der Zeit des Übergangs die Ausgänge der Muller C-Elemente
stabilisiert. Das Signal H_n wird dabei aus den Setz- und Rücksetzsignalen
generiert. Besitzen der serielle und der parallele Pfad beide eine gerade oder
eine ungerade Anzahl von Registerstufen, ist keine Pegelumwandlung notwen-
dig. H_n ermittelt sich somit aus (Ee + Eo + Fe + Fo)_n
Beim PISO Modus sind die Signale TRO und TAO von Bedeutung. TRO darf bei
einer internen Pegelumwandlung keinen falschen Zustand am Ausgang erzeu-
gen. Im SIPO Modus sind die TRI und TAI Signale von Bedeutung. Deshalb darf
das TAI Testsignal bei einer Pegelumwandlung keinen Einfluß auf den seriellen
Testpfad haben. So werden TRO im PISO Modus und TAI im SIPO Modus des
seriellen Pfads so lange gehalten, bis die Initialisierung abgeschlossen ist. TRI
und TAO müssen nicht auf gleiche Weise stabilisiert werden, da die Invertierung
der Eingangssignale keine Auswirkung auf die Micropipeline hat, solange eines
der Signale Re_n, Ro_n, Se_n aktiv ist61. 
5.1.2 Die Ereignissteuerung im Datenpfad
Die Ereignissteuerung des Scanregisters teilt sich in zwei voneinander getrennte
Bereiche. Es wird eine globale Steuerung für das ganze Register benötigt,
welche in Abb. 55 mit "Globale Steuerung" bezeichnet ist. Hinzu kommt eine
"Lokale Steuerung" für jede einzelne Registerzelle, welche die Taktsteuerung im
seriellen Schieberegisterbetrieb ersetzt. Sie ist im vorherigen Kapitel beschrie-
ben. Im folgenden wird die Ablaufsteuerung, mit der das Scanregister im Daten-
pfad gesteuert wird, dargestellt. 
Zum Überblick über die verwendeten Teststeuersignale im passiven HIOB
Konzept und deren Verbindung zur Registerstruktur, sind die Namen und deren
Verschaltung in Abb. 61 dargestellt. HCP enthält die Steuerung des Test- und
des Datenpfads und teilt sich in das TMC-Element und eine globale Teststeue-
rung auf. TA und TR ersetzen im Testbetrieb die Steuersignale des Datenpfads

























































Abb. 61: Zur Steuerung der Registerzellen werden zusätzliche Signale benötigt.
der vorhergehenden und der folgenden Registerstufe. Die Signale FD und ED
sind die Quittungssignale der lokalen Steuerung, mit deren Hilfe die globale
Steuerung erkennt, ob die Registerstufe voll (FD, Full Detection) oder leer (ED,
Empty Detection) ist. Diese Signale werden mit Hilfe der Zustandselemente,
MCC, generiert. ED und FD wechseln ihre Zustände bei der Initialisierung und
beim Beenden einer Schiebeoperation. Im folgenden werden die Testablauf-
steuerung (HCP) des Datenpfads und die Wirkungsweise der neuen Steuer-
signale erklärt. 
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62 Sie sind in dieser Betriebsart identisch. 
Die Testablaufsteuerung muß die Bundled Data Convention berücksichtigen.
Problematisch hierbei ist, dass alle Zellen eines Registers im Operationsbetrieb
gleichzeitig schalten, während im Testbetrieb jede Registerzelle durch die serielle
Schiebeoperation einzeln schaltet. In dieser lokalen Steuerung des Testpfads ist
der Zustand enthalten, ob eine Registerzelle ein gültiges Datum gespeichert hat
oder transparent geschaltet und somit bereit zur Speicherung eines neuen
Datums ist. 
Zur Verwendung einer Testablaufsteuerung für alle Betriebsarten werden interne
Zustände benötigt. In Tabelle 6 sind diese Zustände aufgeführt. Die Signale
INIT, SO und SI werden eingesetzt, um Module der globalen Testablaufsteue-
rung in Abhängigkeit der Betriebsart in einem definierten Zustand zu halten. Sie
setzen die Ausgänge der an sie angeschlossenen Elemente bei einer Schal-
tungsrealisierung zurück und halten sie auf einem definierten Potential. In den
danach folgenden Signalablaufdiagrammen werden sie dargestellt, um die
Initialisierung der Testablaufsteuerung zu verdeutlichen. 
Tabelle 6: Interne Zustände der globalen Teststeuerung
TSI TSO INIT SO SI Erklärung
0 0 1 1 1 Initialisierung, der parallele Operationsbetrieb ist
aktiv
0 1 0 1 0 Der serielle Testdateneingang ist aktiv
1 0 0 0 1 Der serielle Testdatenausgang ist aktiv
1 1 0 0 0 Datenpfad ist inaktiv, der serielle Scanpfad ist aktiv
In Abb. 62 ist das Signalablaufdiagramm der PISO Betriebsart dargestellt. TO
und TMO sind, wie auch INIT, SI und SO interne Signale zur Testablaufsteue-
rung, die zur Umwandlung zwischen den Two-Phase der Bundled Data Conventi-
on und den internen Four-Phase Signalen dienen. TO steuert im PISO Modus
das TMS Signal des Scanregisters, da dieses in dieser Betriebsart bei jedem
Testmuster umgeschaltet werden muß, um die Testantworten aus dem Daten-
pfad in den Schieberegisterbetrieb zu übernehmen62. 
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63 Die Daten sind entsprechend der Steuersignale in den Signalablaufdiagrammen eingezeichnet. 
64 Die Signale Fe und Fo setzen den seriellen Scanpfad in einen speichernden Zustand.
65 FD+ bedeutet, dass das Register keine transparente Zelle besitzt. ED- zeigt an, dass mindestens eine Zelle ein


































Abb. 62: Das Signalablaufdiagramm des PISO Modus´. 
Nach dem Start des PISO Modus´ (1) wartet das Register auf das nächste RI
Signal (2), um das Datum (D1) im Register zu speichern und das Quittungs-
signal, AI+, zurückzusenden (3)63. Danach schaltet die globale Teststeuerung
das Register in den internen Schieberegisterbetrieb. Hierfür werden die lokalen
Steuerelemente der seriellen Micropipeline mit dem Signal Fe+ gesetzt64. Das
serielle Schieberegister wird für den Ausleseprozeß mit einem neuen Datum
belegt (4). Die lokale Steuerung der Register quittiert dies mit den Signalwech-
seln FD+ (5) und ED- (6)65. Danach können die Signale TO und TMS (7), die das
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bei der letzten Binärstelle erfolgt das Signal ED+. 
66 Danach können die Elemente aus ihren gesetzten Zuständen die Daten seriell auslesen. 
67 Die Steuersignale des seriellen Schieberegisters sind ebenfalls nicht dargestellt. 
Testdatum in einen den Schieberegisterbetrieb übertragen, ausgelöst werden.
Mit TMO+ (8) ist dieser Vorgang abgeschlossen, und der serielle Schieberegis-
terbetrieb kann beginnen. Dafür muß das Signal Fe- (9) den Initialisierungs-
vorgang abschließen66. Die Testdaten werden jetzt durch die lokale Testablauf-
steuerung ausgelesen. Das Signal FD schaltet während des Auslesevorgangs
wieder zurück in den Ausgangszustand (10). Ist die Pipeline leer, erfolgt das ED+
Signal (11). Der serielle Schieberegisterbetrieb ist damit abgeschlossen. TMS
wird zum Einlesen der nächsten Testantwort zurückgesetzt (12). Mit TA+ (13)
und RI+ ist das TMC-Element bereit für einen weiteren Lesezyklus, um das neue
Datum (D2) im Schieberegister zu speichern. Man erkennt, dass TMO bei jedem
zweiten Lesezugriff invertiert wird. Es ist ein Two-Phase Signal in der Testablauf-
steuerung. Sonst arbeitet es mit Four-Phase Signalen. Es wird zur Umwandlung
der Signale für den Datenpfad benötigt. Mit dem Wechsel von TMO können
Ausleseprozesse beendet werden (8, 14). Danach besteht die Möglichkeit, mit
TSO- (15) den Testbetrieb zu beenden. SO+ und INIT+ (16) schalten danach die
Testablaufsteuerung in einen definierten Zustand. Die Signale des seriellen
Testdatenausgangs sind hier aus Übersichtsgründen nicht dargestellt. 
Abb. 63 zeigt den STG zur Steuerung des Datenpfads für den PISO Betrieb.
Man erkennt hierbei die Signalwechsel der Bundled Data Convention des Daten-
pfads, RI und AI. Auf der anderen Seite sind Signalwechsel zur Ablaufsteuerung
des seriellen Testpfads mit den Namen TO (TMS), TMO, FD und ED zu erken-
nen. Die Signalwechsel TA-, TA+, Fo+ und Fe+ verbinden die beiden Signal-
übergangsgraphen (STGs). Mit TA, RI und AI wird die Bundled Data Convention
des Datenpfads und somit die Ansteuerung des TMC-Elements ermöglicht67. Die
Synchronisation von der lokalen zur globalen Steuerung erfolgt über Fo- und Fe-.
Mit TSO=1 und TSI=0 erfolgt der Start, dessen Signalwechsel im STG mit
ausgefüllten Punkten gekennzeichnet sind. 















Abb. 63: Der STG des Scanregisters im PISO Modus.
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68 Siehe hierzu auch Kapitel 2.2. 
Nach dem Signalwechsel RI+ erfolgt die Speicherung des Datums in eine der
Registerzellen des Empfängers durch den Signalwechsel AI+, der zugleich auch
mit dem Signal C des Registers verbunden ist. AI quittiert das Speichern des
Datums mit dem Signalwechsel für den Sender, der seinerseits das alte Datum
löschen, ein neues Datum generieren und einen weiteren Signalwechsel an RI
erzeugen kann. Der Request für die nächste Pipelinestufe des Datenpfads wird
durch die Signalwechsel Fe oder Fo ersetzt, wodurch der serielle Testpfad
initialisiert wird. 
Alle Muller C-Elemente des seriellen Scanpfads werden so gesetzt, dass die
parallele Pipelinestufe gefüllt ist68. Dabei werden die Signalwechsel FD+ und ED-
in den einzelnen Registerzellen berechnet und an die Testablaufsteuerung
zurückgegeben. Anschließend schaltet die Steuerung TMS mit Hilfe von TO den
Scanpfad in die notwendigen Positionen, damit dort das Testdatum gespeichert
und das TMO Signal generiert werden. Dieses löst den Wechsel Fe- aus und
schließt die Speicherung in den geraden Registerzellen ab. Bei der Speicherung
der Testdaten in den ungeraden Registerzellen würde das Fo Signal gesetzt
werden. Das Auslesen der Daten des Scanpfads erfolgt über TDO, TRO und
TAO mit Hilfe der Bundled Data Convention. Das wird mit der für den Test
eingebauten Muller C-Elemente des Scanregisters erreicht, die durch das
Rücksetzen des Reset und Set Signals den Pipelinebetrieb aufnehmen können.
Nach Auslesen der ersten Speicherzelle erfolgt der Signalwechsel FD-, der
anzeigt, dass mindestens eine Registerzelle transparent geschaltet ist. Ist auch
die letzte Speicherzelle ausgelesen, erfolgt der Signalwechsel ED+, der anzeigt,
dass keine Registerstufe ein gültiges Datum enthält. Daraufhin schalten TO- und
damit TMS- das Register in den Zustand, um parallele Daten aufzunehmen. Mit
einem Signalwechsel von TA wird das dazugehörige Bereitschaftssignal für den
Datenpfad generiert. 
Man erkennt im STG, dass die Teilgraphen für den Datenpfad und den Scanpfad
jeweils ereignis- und pegelgesteuert arbeiten. Während das Interface zum Daten-
pfad mit den Two-Phase Signalen arbeitet, wird die Steuerlogik zum Ansteuern
des Scanpfads mit Four-Phase Signalen ermöglicht. Um von dem einen Teil-
graphen in den anderen Teilgraphen zu gelangen, erfolgt eine Pegelumwand-
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69 Die Signale Ee und Eo setzen den seriellen Scanpfad in einen transparenten Zustand.
70 Beide Signalwechsel (ED und FD) sind beim PISO und SIPO Betrieb nötig, um alle Testbetriebsarten von einer
Testablaufsteuerung zu kontrollieren. Soll nur eine Betriebsart implementiert werden, reichen ED für den PISO und FD für den
SIPO Betrieb aus. 
lung, wie sie in Kapitel 2.1 dargestellt wurde. Hierzu eignen sich XOR und
Toggle Elemente. Fe und Fo empfangen hierbei Two-Phase Signale aus dem
Datenpfad und TA gibt ein Two-Phase Signal zurück. Die Pegelumwandlung
erzeugt einen erhöhten Steuersignalaufwand, der sich durch zusätzliche Logik
bei einer ereignisgesteuerten Signalverarbeitung im Datenpfad niederschlägt. 
Das Signalablaufdiagramm der SIPO Betriebsart ist in Abb. 64 dargestellt. Hier
werden statt TO und TMO die internen Zustände TI und TMI eingesetzt. Das
Signal TMS kann dabei kontinuierlich auf "1" gehalten werden und muß nicht, wie
im PISO Modus, für jedes neue Testmuster schalten. Dies erfolgt nach dem
Schaltvorgang von TSI+ (1). Nach dem Start durch den positiven Signalwechsel
von TSI werden mit Ee- die Muller C-Elemente der Schieberegisterzellen für
Signalabläufe freigegeben, und das Schieberegister kann mit einem neuen
Testmuster gefüllt werden (2)69. Mit dem Einlesevorgang des ersten Bits schaltet
ED- (3). Mit dem letzten einzulesendem Bit des Testmusters erfolgt FD+ (4)70.
Danach ist die Micropipeline vollständig gefüllt, und der Wechsel von TI+ (5)
signalisiert das gültige Datum (D1) am Ausgang. Danach erfolgt der Wechsel von
TR+ (6). Es stellt die Umwandlung von TI auf ein Two-Phase Signal dar. Dieses
übergibt den Steuerwechsel an den Datenpfad, und ein Request RO (7) er-
scheint am Steuerausgang des Registers. Danach erfolgt das Schalten des
Transparentmodus’ für die Schieberegisterzellen des Scanpfads (9-12). Abhän-
gig vom Zustand von TMI werden die gerade oder die ungerade Seite der
Schieberegisterkette geladen (13). Danach wird das Register mit einem neuen
Testmuster geladen und mit TI das Quittungssignal an den Datenpfad wei-
tergeleitet (14). Mit (15) wird der SIPO Betrieb abgeschlossen. Zum Einlesen
eines Testmusters in die ungeraden Speicherzellen des Scanpfads erfolgen
entsprechende Signalwechsel. Wie auch beim PISO Modus verwendet diese
Betriebsart für das Interface des Datenpfads Two-Phase Signale und für die
interne Ablaufsteuerung Four-Phase Signale. 


































Abb. 64: Das Signalablaufdiagramm des SIPO Modus´. 
Abb. 65 zeigt den zugehörigen STG der SIPO Betriebsart. Er ist im Aufbau
vergleichbar mit dem STG im PISO Modus. Oben befindet sich die Steuerung der
Bundled Data Convention des Datenpfads. Der untere Teil des STGs beschreibt
den Ablauf des seriellen Einlesens eines neuen Testmusters. Die Synchronisati-
on im SIPO Modus zwischen der lokalen und globalen Steuerung erfolgt über die
Initialisierungssignale Eo und Ee. Das Register quittiert mit FD und ED den
Abschluß der Initialisierung und den Füllstatus der Zellen. 















Abb. 65: Der STG des Scanregisters in der
SIPO Betriebsart. 
Nach der Initialisierung der Pipeline durch das Steuersignal TSI+ wird als erster
Signalwechsel Ee- ausgeführt. Der Startpunkt im STG ist mit Punkten gekenn-
zeichnet. Dann erfolgt das serielle Einlesen eines neuen Testmusters in das
Scanregister. Die Quittungssignale sind die Signalwechsel FD+ und ED-. TI+ ist
das Four-Phase Signal, um das Two-Phase Signal TR+ zu erzeugen. Mit dem
weiteren Initialisierungspunkt kann das Signal RO+ für die zweite Pipelinestufe
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71 Hierfür ist das Signal AO- der Initialisierung gesetzt. 
72 Der entgegengesetzte Fall, bei dem alle Muller C-Elemente auf "1" initialisiert sind (odd mode), ist hier nicht
dargestellt, kann aber analog entwickelt werden. Siehe hierzu auch Kapitel 2.2.2. Auf die Darstellung des STGs dieser
Betriebsart wird hier verzichtet, da das Register als konventionelle Micropipeline arbeitet. Die Zeitpunkte zur Umschaltung in eine
andere Betriebsart erfolgen über die Signale FD (8) und ED (14), die den Füllgrad der Stufen anzeigen. 
erzeugt werden71. Erfolgt AO+ von der zweiten Pipelinestufe, ist das Datum dort
gespeichert. Ein weiteres Datum kann über den seriellen Eingang der ersten
Stufe eingelesen werden. AO ist dabei identisch mit dem P Signal des Registers.
Das Einlesen des neuen Datums erfolgt durch Eo+, welches die Initialisierung
der lokalen Steuerung der seriellen Registerstufen ausführt. Das Register
quittiert diesen Vorgang mit den Signalen FD- und ED+. Daraufhin wird über die
Signale TI- und TMI+ mit Eo- die Initialisierung beendet. Das Füllen der Micropi-
peline über TDI, TRI und TAI wird mit FD+ abgeschlossen. Wird das erste neue
Bit eingelesen, erfolgt schon der Signalwechsel ED-, der anzeigt, dass das
Register nicht mehr vollständig leer ist. Mit FD+ ist der Speichervorgang erfolgt.
In Abb. 66 ist der serielle Schieberegisterbetrieb als Signalablaufdiagramm für
die SISO Betriebsart dargestellt. Hier werden die Muller C-Elemente des seriellen
Scanpfads auf "0" initialisiert (even mode). TRI und TAI sind die Steuersignale
des Testdateneingangs TDI. TRO und TAO sind die Steuersignale des Test-
datenausgangs TDO. Mit Hilfe der Bundled Data Convention werden die Test-
daten seriell in die elastische Pipeline ein- und ausgelesen72. Steuersignale für
den Datenpfad werden nicht generiert. Diese Betriebsart dient zum Weiterleiten
von Testmustern an eine folgende Stufe. Zum Einlesen werden die Signal-
wechsel (3-7) benötigt. (8, 11, 14) zeigen den Füllgrad des Schieberegisters an.
Mit (9, 10, 12, 13) werden die zuvor eingelesenen Daten ausgelesen. 
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73 Die Signalnamen sollen anzeigen, ob der Steuerpfad eines Scanregisters für den Transparent- oder
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Abb. 66: Der serielle Schieberegisterbetrieb.
Es folgt nun eine nähere Untersuchung zur Initialisierung der Muller C-Elemente
des seriellen Schieberegisterpfads durch die globale Testablaufsteuerung. Um
die Steuersignale zur Initialisierung der Muller C-Elemente in den seriellen
Registerzellen zu generieren, müssen die Signale Ee (Empty even) und Eo
(Empty odd) das Leeren sowie Fe (Full even) und Fo (Full odd) das Füllen der
Pipeline einleiten73. Mit dem definierten Setzen der Muller C-Elemente werden
die Registerzellen so geschaltet, dass das gültige Datum im Scanpfad gespei-
chert wird, bzw. das Scanregister bereit für neue Daten ist. Zusätzlich kann
unterschieden werden, welche der beiden Zellen des Registers geladen werden
sollen. Die Steuersignale AO und RO des Datenpfads leiten eine neue Initialisie-
rung des Scanpfads ein. Die Signale TMI und TMO der globalen Steuerung
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74 Siehe hierzu auch Kapitel 2.2.2, welches näher auf die Initialisierung von Micropipelines eingeht. 
75 Die Verbindungen des Signals H_n zu den restlichen Signalen sind hier aus Übersichtsgründen nicht dargestellt.
Es wird immer dann geschaltet, wenn eines der vier Signale Re_n, Ro_n, Se_n und So_n aktiv ist. Hier zeigt sich ein Nachteil
der graphischen Darstellung von STGs, wenn sie eine hohe Signalaktivität aufweisen. 
sowie AO und RO des parallelen Datenpfads werden ausgewertet, um das Ende
der Initialisierung zu erkennen oder um eine neue Initialisierung zu beginnen. Mit
diesen Signalen werden Re_n, Ro_n, Se_n und So_n gesetzt, die in Abb. 55 als
Eingangssignale für HRP zu sehen sind. Sie setzen die Muller C-Elemente des
Scanpfads und damit die Registerzellen in die gewünschte Schalterstellung. Die
Signale Re_n (Reset even not) und Ro_n (Reset odd not) sind mit den Reset
Eingängen der geraden (even) und der ungeraden (odd) Muller C-Elemente
verbunden. Die Signale Se_n (Set even not) und So_n (Set odd not) sind mit den
Set Eingängen der geraden (even) und der ungeraden (odd) Muller C-Elemente
verbunden74. 
In Abb. 67 ist das Signalübergangsdiagramm für die Initialisierung der Register-
zellen des Scanpfads dargestellt75. Es ist die gleichzeitige Aktivierung der Steuer-
signale des Registers der Übergänge (6) durch (5), (12) durch (11) und (16)
durch (15) und (18) durch (17) zu erkennen. Ist das Register initialisiert, werden
die Signale Ee, Eo, Fe und Fo wieder in den Ruhezustand gesetzt. Der Über-
gang (3) erfolgt durch (2) sowie (9) durch (8). Im Anschluß daran erfolgen die
Signalwechsel TMI oder TMO (7, 19). Nachdem der Initialisierungsvorgang
abgeschlossen ist (3, 9) werden die Signale Re_n, Ro_n, Se_n und So_n auf "1"
in den Ruhezustand gesetzt. Der parallele Datenpfad quittiert die Ausführung
seines Signalwechsel mit (4, 10) von der nachfolgenden Stufe und (14, 20) von
der vorhergehenden Stufe. Da der Datenpfad mit Two-Phase Signalen arbeitet
und die Registerzellen pegelgesteuerte Signale benötigen, werden TMI und TMO
zur Umwandlung der Pegel von Two-Phase auf Four-Phase verwendet. 











































Abb. 67: Das Signalablaufdiagramm für die Initialisierungssignale der Testablaufsteuerung. 
Abb. 68 zeigt den zugehörigen STG zur Erzeugung der Initialzustände der
lokalen Steuerung. Ausgehend von den Anfangszuständen und der Einstellung
der Betriebsart des Registers werden Zwischenzustände generiert, die mit Ee,
Eo, Fe und Fo bezeichnet sind. Für den Leerzustand gibt es zwei Möglichkeiten.
Alle Muller C-Elemente werden auf "0" oder alle auf "1" gesetzt. Dies ist abhän-
gig davon, ob das neue gültige Datum in der oberen oder unteren Registerzelle
gespeichert sein soll. Analog dazu gibt es auch zwei Möglichkeiten zum In-
itialisieren des Vollzustands mit einer Reihe von gegensätzlich initialisierten
Muller C-Elementen. Der Initialisierungswert der Muller C-Elemente beginnt
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Abb. 68: Der STG zur Erzeugung des Initialzustands des Scanpfads. 
entweder mit "0" oder "1". Ist die Initialisierung der Testablaufsteuerung erfolgt,
wechselt der mit den Punkten gekennzeichnete Signalpegel. Dieser ist für den
PISO und SIPO Modus unterschiedlich. 
Der erste Signalwechsel für den SIPO Modus erfolgt mit Ee-, der für den PISO
Modus mit AI+. Im SIPO Modus löst die Initialisierung die Signalwechsel Re_n+,
Ro_n+ aus. Danach kann das neue Testmuster eingelesen und über den Daten-
pfad in die nachfolgende Registerstufe weitergeleitet werden. Diese Stufe
quittiert das Speichern mit dem AO+ Signal. Danach erfolgt die Initialisierung des
Datenpfads für das nächste Testmuster mit Eo+. Das erzeugt das Rücksetzen
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76 Hierzu wird das Muller C-Element aus Abb. 51 verwendet. 
von Se_n- und So_n-. Die Registerstufe quittiert dies mit dem Signalwechsel von
TMI. Daraufhin können die Setzsignale zurückgenommen (Se_n+ und So_n+),
und das nächste Testmuster kann eingelesen werden. Die PISO Betriebsart
erfolgt analog. Wurde ein gültiges Datum im Register gespeichert, schaltet das
Signal AI. Aus dem seriellen Scanpfad kann ein aktuelles Datum über TDO
ausgelesen und mit TMO quittiert werden. Danach folgt die Speicherung eines
neuen Testmusters über den parallelen Dateneingang. Im seriellen Pfad entsteht
durch die unterschiedliche Initialisierung der Register das Problem, dass die
Signale TAI und TRI sowie TAO und TRO invertiert werden müssen. 
Im folgenden wird ein Vorschlag für alle Betriebsarten der Testablaufsteuerung
des passiven HIOB Konzepts vorgestellt. Zusätzlich zu dem TMC-Element76 des
Datenpfads wird eine Testablaufsteuerung für den Scanpfad benötigt. Die Logik
zur Testablaufsteuerung wird mit HIOB Control passiv (HCP) bezeichnet und
eine mögliche Realisierung in Abb. 69 vorgestellt. Sie dient zur Konvertierung
von Two-Phase auf Four-Phase Signale und zurück auf Two-Phase Signale. Mit
den Four-Phase Signalen erfolgt die Anbindung der lokalen Steuerung des
seriellen Scanpfads an den Datenpfad. In der Abbildung sind die Anschlüsse zur
Steuerung des Datenpfads (RI, AI, Ro_n, AO, R), zur Steuerung und Beobach-
tung des asynchronen Scanregisters (TMS, C, P, F, ED, FD) sowie zur Steue-
rung und Initialisierung des HIOB Control Registers (TSO, TSI, Re_n, Ro_n,
Se_n, So_n) zu sehen. HCP läßt sich in mehrere Bereiche aufteilen. Das TMC-
Element wird für die Bundled Data Convention und die Umschaltung in die
Testbetriebsarten PISO, SIPO und SISO verwendet. Direkt darunter befinden
sich Module mit den Signalen TI, TMI, Ee, Eo, Re_n und Ro_n, die die Ablauf-
steuerung der SIPO Betriebsart ermöglichen. Für den PISO Modus werden die
Module mit den Steuersignalen TO, TMO, TA, Fe, Fo, Se_n und So_n verwen-
det, die sich unterhalb der SIPO Steuerung befinden. Die Setz- und Rücksetz-
eingänge des Scanregisters werden abhängig von den Steuersignalen Ee, Eo,
Fe und Fo aktiviert. 
Zur Initialisierung der globalen Steuerung werden mehrere Elemente und Signale
benötigt. Diese werden mit den Signalen TSI und TSO erzeugt. Die Gatter auf
der linken Seite generieren aus zwei Eingangssignalen die Signale INIT, SI und
SO. Rechts befinden sich Logikgatter zur Initialisierung der seriellen Registers-




































































Abb. 69: Die Schaltung zur Steuerung des Datenpfads. 
teuerung. Das TMS Signal für das Register wird dann erzeugt, wenn eine der
Testbetriebsarten aktiv ist. H_n wird dann aktiviert, wenn sich das Register in
einer der Initialisierungsphasen befindet. C und P werden abhängig von den
Signalen Ro_n und AO geschaltet. Die Schaltgeschwindigkeit dieser Signale wird
durch die Testlogik nicht beeinträchtigt. Auch die anderen Steuersignale werden
nur geringfügig durch das Timing des TMC-Elements beeinflußt. 
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5.2 Aktive testfreundliche
Entwurfshilfen
Im folgenden wird ein Testkonzept vorgestellt, das neben der seriellen Schie-
beoperation zusätzlich eine Testmustergenerierung und Testdatenkompression
innerhalb der Testlogik erlaubt. Als Basis für die Funktionsweise des Bausteins
werden die Betriebsarten des BILBOs verwendet [79KönnMZ]L.2. 
Ziel bei diesem, wie auch bei dem bereits vorgestellten Verfahren ist es, den
Datenpfad während des Tests weiterhin mit der Bundled Data Convention zu
synchronisieren. Der Unterschied zwischen den Konzepten liegt darin, dass hier
keine lokale Steuerung im seriellen Schiebeoperationsbetrieb enthalten ist.
Daraus ergibt sich, dass die serielle Schieberegisteroperation nicht als elastische
Micropipeline konzipiert ist. Dies ermöglicht eine schnellere Testmustergenerie-
rung und Kompression, da die Signalverzögerung zwischen den Flip-Flops
bekannt ist. Auch der Schiebeoperationsbetrieb kann bei langen Registerketten
deutlich beschleunigt werden. Abb. 70 zeigt das Konzept des aktiven test-
freundlichen Entwurfs. Die Testablaufsteuerung (HCA) im Datenpfad schaltet
zwischen dem Operations- und Testbetrieb und generiert die Signale zur Ans-
teuerung der Speicherzellen, die sich im Register HRA befinden. Mit Hilfe eines
Multiplexers und der linearen Rückkopplung von Speicherelementen können im
Testbetrieb die unterschiedlichen Betriebsarten eingestellt werden. Die Auswahl
der rückgekoppelten Signale entscheidet darüber, ob eine maximale Zyklendauer
erreicht wird, wie dies auch bei der BILBO Technik erfolgt [90AbraBF]L.1. Mit
einem Request Signal von TRI am Testeingang werden die Inhalte der Speicher-
zellen synchron um eine Stelle verschoben. Dies ist möglich und sinnvoll, da bei
allen Registerzellen die Datenverarbeitungsgeschwindigkeit gleich ist. Hierdurch
ist die Steuerung des Testpfads verschieden zu dem ersten, passiven Test-
konzept aufgebaut. Das Prinzip der Micropipeline im seriellen Pfad ist dadurch
nicht mehr möglich. Die Two-Phase Bundled Data Convention des Datenpfads
bleibt davon unbeeinflußt. 
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77 Dies verdeutlicht auch die unterschiedliche Ansteuerung beider Verfahren. 



































Abb. 70: Die HIOB-Struktur der aktiven Testhilfen enthält keine lokale Steuerung. 
Dieser neue Ansatz reduziert durch den Wegfall der lokalen Steuerelemente die
Anzahl der Transistoren im Datenregister auf Kosten einer erhöhten Anzahl von
Signalleitungen zwischen den Speicherelementen und einer Testablaufsteue-
rung. TRI und TAI sind Four-Phase Signale. TRO und TAO werden hier nicht
benötigt, da die Schieberegisteroperation nicht mehr nach der Bundled Data
Convention erfolgt77. Die Signale im Datenpfad werden hingegen weiterhin mit
der Two-Phase Bundled Data Convention gesteuert. Die Umwandlung der
Signale von Four-Phase in Two-Phase erfolgt durch die Testablaufsteuerung.
Zur schnellen Generierung und Kompaktierung von Testdaten ist es notwendig,
zu den zwei scanfähigen transparenten Speicherzellen ein drittes Speicher-
element einzufügen. Dies ergibt sich aus folgender Betrachtung: Kompaktiert
man eine Testantwort, müssen die zuvor ermittelte Signatur und die neue Test-
antwort mit einem EXOR verknüpft und als neue Signatur gespeichert werden78.
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79 Siehe hierzu auch die Betrachtungen zur Speicherung und Fortschaltung von Daten in Micropipelines aus Kapitel
2.2.2. 
Wenn in der unteren Speicherzelle (odd) die aktuelle Signatur gespeichert ist,
wird für das nächste Testmuster die obere Speicherzelle (even) transparent
geschaltet. Mit Speicherung der Testantwort erfolgt das Acknowledge Signal für
den Sender des Testmusters. Die Signatur wird dabei in der anderen Speicher-
zelle gehalten, bis die neue Signatur gebildet ist. Im Scanbetrieb wird diese
Speicherzelle (hold) transparent geschaltet, und die XOR-Verknüpfung der
Eingänge wird durch einen Schalter überbrückt. Im nächsten Schritt muß die
neue Signatur aus den Inhalten der beiden Speicherzellen ermittelt und in einem
Zwischenspeicher (hold) abgelegt werden. Im nächsten Schritt werden die neue
Signatur mit einer Schiebeoperation in der oberen Speicherzelle (even) der
nächsten Binärstelle des HIOB-Registers als aktuelle Signatur gespeichert und
die untere Speicherzelle (odd) transparent geschaltet. Somit ist sie bereit zur
Speicherung eines neuen Testmusters. Die Speicherung der Testmuster, ab-
wechselnd in der oberen und unteren Zelle, ergibt sich aus dem Prinzip der
Micropipeline79. 
Mit diesem Prinzip können Testdaten ohne eine zusätzliche Pipelinestufe im
Testempfänger gespeichert und ein Acknowledge Signal an die vorhergehende
Stufe gesendet werden. Die Berechnung der neuen Signatur erfolgt in einem
internen Testmodus und ist von der Bundled Data Synchronisation unabhängig.
Der Testsender kann sofort nach Senden des Request Signals das Acknowledge
Signal vom Empfänger erhalten, ein neues Testmuster berechnen, in den
Datenpfad schalten und ein weiteres Request Signal erzeugen. Die Erzeugung
des nächsten Testmusters erfolgt unabhängig von der Berechnung der Signatur
in der Empfängerstufe. Die Betriebsart zur Generierung von Pseudozufalls-
mustern benötigt zur Berechnung des neuen Testmusters nur das aktuelle
Testmuster sowie eine XOR-Rückkopplung von bestimmten Speicherzellen der
Schieberegisterkette, mit deren Hilfe der serielle TDI Eingang des HIOB-Re-
gisters mit neuen Daten geladen wird. Bei der Schieberegisteroperation zur
Speicherung des nächsten Testmusters wird dieses berechnete Datum in das
Register eingelesen. 
Da beide Betriebsarten mit einer vergleichbaren Geschwindigkeit die nächsten
Testmuster berechnen und nur einen Signalwechsel für eine Schiebeoperation
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für alle Speicherzellen benötigen, ist mit diesem Verfahren eine hohe Verarbei-
tungsgeschwindigkeit im Testbetrieb möglich. Insbesondere kritisches Zeit-
verhalten bei größter Verarbeitungsgeschwindigkeit der Schaltung kann somit
überprüft werden, da die Testmuster innerhalb der Schaltung erzeugt werden.
Sie werden nicht von einem Testautomaten von außen mit großen Verzögerun-
gen in den Schaltungskern ein- und ausgelesen. Große Vorteile erreicht man mit
diesem Konzept, wenn, wie in diesem Fall, Testmuster generiert und kompaktiert
werden. Ein Nachteil ist, dass durch die fehlende lokale Steuerung im seriellen
Schieberegisterbetrieb vergleichbare SIPO und PISO Scan-Betriebsarten des
passiven HIOB Entwurfs nicht mehr möglich sind. Es muß also von außen
zwischen der seriellen Schiebeoperation und dem parallelen Datenbetrieb
umgeschaltet werden. Die Testmustergenerierung und die Testdatenkompressi-
on ersetzen diese Modi. 
Es ist möglich, auf das neue, dritte Speicherelement in der Registerstruktur zu
verzichten. Dafür muß das Acknowledge Signal des Empfängers im Testbetrieb
verzögert werden, bis die neue Signatur berechnet und als Testantwort gespei-
chert ist. Der Testsender dient dabei als Zwischenspeicher und darf solange
seine Ausgangssignale nicht verändern. Dies bedingt im Steuerpfad eine zusätz-
liche Logik zum Halten des Acknowledge Signals, die auch im Operationsbetrieb
die Geschwindigkeit der Schaltung reduziert. Hinzu kommt eine zusätzliche
Verzögerung bei der Generierung und Kompaktierung der Testmuster. Die
Prozesse zur Generierung und Kompaktierung des nächsten Testmusters laufen
nicht mehr parallel, sondern sequentiell ab. Das XOR wird dabei mit der gespei-
cherten Signatur und der neuen Testantwort im zeitkritischen Datenpfad ver-
knüpft. Diese Realisierung wurde daher aus Performancegründen nicht weiter
verfolgt. 
Die Struktur des Datenpfads wird anschließend beschrieben. Danach erfolgt die
Beschreibung der Steuerlogik. Anhand von STGs werden die Signalwechsel der
unterschiedlichen Betriebsarten ermittelt und eine Schaltungsrealisierung vor-
gestellt. Es ist mit Hilfe der STGs möglich, weitere Realisierungen zu entwerfen.
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Abb. 71: Die Struktur des HIOB Registers HRA für das aktive Testkonzept mit seinen Speicherelementen. 
5.2.1 Der Datenpfad des HIOB Moduls für alle Betriebsarten
Der Datenpfad ist in Bitslice Technik aufgebaut. Eine EXOR-Rückkopplung vom
TDO des letzten Bits mit einem Ausgang oder mehreren Ausgängen von Spei-
cherzellen auf den Eingang ermöglicht die Erzeugung von pseudozufälligen
Testmustern oder dient der Testdatenkompression. Abb. 71 zeigt diese Struktur,
in der der Datenpfad parallel an DI und DO sowie der Testbus seriell durch alle
Registerzellen verbunden sind. Durch das Fehlen der lokalen Steuerung in den
Registerstufen müssen neben den Initialisierungssignalen, Capture und Pass,
weitere Steuersignale von der globalen Steuerung des Datenpfads im Test-
betrieb erzeugt werden. Diese Steuersignale werden parallel an alle Speicher-
elemente (ABC) angeschlossen. Mit einem Multiplexer an TDI von HRA wird
zwischen dem seriellen Scanbetrieb und den Betriebsarten der Testmustergene-
rierung und der Testdatenkompression gewechselt. 
Jedes ABC Modul enthält dabei eine scanfähige Capture-Pass Speicherzelle, die
aus zwei SC-Elementen sowie einem Schalter aufgebaut ist, um einen der
beiden Ausgänge DO der SC-Elemente auf den Ausgang DO zu schalten80.
SC_11 wird für die geraden (even) und SC_10 für die ungeraden Speicherzellen
verwendet (odd). Zusätzlich zu den zwei Speicherelementen ist ein weiteres
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81 Es ist mit hold in dem ABC Register in Abb. 70 bezeichnet. 
82 Siehe hierzu den Aufbau des Capture-Pass Registers nach Sutherland und das testfreundliche Capture-Pass
Register der passiven Teststruktur (ASR). 














































Abb. 72: Die asynchrone Speicherzelle für den MISR Betrieb. 
Speicherelement, XL, integriert81. Es ermöglicht zu der Schalterfunktion82 eine
XOR-Verknüpfung der Eingänge für den MISR Betrieb sowie die Speicherung
des Zwischenzustands bei der seriellen Schiebeoperation. 
Abb. 73 zeigt das Prinzip des XL Elements. Die rechte Anordnung ist im MISR
Betrieb aktiv (TX=1). Die Signatur wird mit dem aktuellen Testmuster XNOR
verknüpft und im Latch als neue Signatur gespeichert. Durch das invertierte
Speicherelement, welches durch das Signal TRI gesteuert wird, ergibt sich die
gewünschte logische XOR-Verknüpfung der beiden Speicherzellen (even und
odd) der linearen Rückkopplung. Im LFSR Modus und Schieberegisterbetrieb
(TX=0) ist das XOR nicht erforderlich. Es wird durch einen Schalter ersetzt, um
eines der beiden SC-Elemente auf TDO zu schalten und dort zu speichern83. 
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Abb. 73: Das MISR-Register zwischen den Pipelinestufen muß nach Betriebsart die Eingänge XOR verknüpfen. 
5.2.2 Die Ereignissteuerung für alle Betriebsarten
Die Ereignissteuerung des HIOB-Konzepts für aktive Testhilfen ist in einer
globalen Steuerung für den Datenpfad zusammengefaßt. Sie enthält das TMC-
Element zum Umschalten vom Operations- in den Testbetrieb sowie ein weiteres
Modul zur Generierung der Steuersignale für die ABC-Elemente des HIOB
Registers. Dieses zusätzliche Modul, HCA, generiert auch die Steuersignale für
die Synchronisation des Datenpfads, HRA. In Abb. 74 sind die Signale zur
Steuerung des Registers dargestellt. 
Auch dieses Testkonzept sieht keine Änderungen im Steuer- und Datenpfad
zwischen den Registerstufen vor. Das Muller C-Element der Registerstufe wird
durch das TMC-Element ersetzt. Drei externe Teststeuersignale, TSM, TPR und
TSH, kontrollieren die Testmodi und schalten zwischen unterschiedlichen Be-
triebsarten. Mit TRI und TAI werden neue Testdaten über TDI eingelesen und
über TDO ausgelesen. Im TPG und TDA Betrieb dienen TRI und TAI zur lokalen
Synchronisation84. Sie ersetzen dabei die Steuersignale des Datenbetriebs, RI
und AI. TRI und TAI sind asynchrone, pegelgesteuerte Signale. Mit TAI kann
extern die Anzahl der erfolgten Schieberegisteroperationen gezählt und dann
gegebenenfalls eine neue Betriebsart durch die externen Teststeuersignale
eingeleitet werden. 
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Abb. 74: Die Signale zur Steuerung des Registers für den aktiven testfreundlichen Entwurf. 
Die Testablaufsteuerung generiert, abhängig von RO, AO und RI, die Steuer-
signale für das TMC-Element und die Registerstruktur HRA. TCe und TCo
schalten die Speicherelemente (SCe und SCo), die an TDI angeschlossen sind,
getrennt voneinander85. Die Signale TSe und TSo entscheiden, ob der Inhalt
einer Speicherzelle beobachtet oder gesteuert wird. TAI, TP und TX steuern das
dritte Register (XL) der asynchronen Speicherzelle ABC. TP dient dabei als
Schalter des Dateneingangs in der SCAN und TPG Betriebsart (TX=0). In der
Betriebsart zur Testdatenkomprimierung wird mit TX der Schalter in ein XOR
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86 Siehe hierzu Abb. 44. 
ersetzt86. Mit TDI, TDO, TAI und TRI werden Testmuster in das Register ein- und
ausgelesen. Sie bilden die Schnittstelle zu externen Automaten, die den Test
starten und beenden. Die Betriebsarten sind in Tabelle 7 dargestellt. 
Tabelle 7: Die Teststeuersignale der aktiven Teststeuerung.
TSM TPR TSH Betriebsart Erklärung
0 0 0 OPERATE Operationsbetrieb, kein Testbetrieb
0 0 1 SCAN Serielle Schiebeoperation
0 1 0 PRELOAD Anlegen einer neuen Testantwort an den Datenpfad 
0 1 1 TPG Testmustergenerierungsbetrieb
1 0 0 SAMPLE Einlesen einer Testantwort in das Schieberegister 
1 0 1 TDA Testdatenkomprimierungsbetrieb
1 1 0 S2P Übergang zwischen den beiden Modi SAMPLE und
PRELOAD
1 1 1 SCANI Serielle Schiebeoperation für die Testdatenanalyse
Die Steuersignale aktivieren unterschiedliche Signale. Sind die drei Teststeuer-
signale deaktiviert, wird der Operationsbetrieb mit Betriebsgeschwindigkeit
ausgeführt (OPERATE). Mit TSM = "1" wird mit dem nächsten Signalwechsel von
TRI eine Testantwort aus dem Datenpfad abgegriffen (SAMPLE), welche über
den Scanpfad ausgelesen wird. Mit TPR="1" wird in Zusammenhang mit TRI ein
neues Datum in den Datenpfad geschrieben (PRELOAD), nachdem es in das
Register geladen wurde. Ist eine Schiebeoperation aktiv, wird das Signal
TSH="1" (SHIFT) gesetzt. Im Schieberegisterbetrieb wird dabei nur eine SC Zelle
benötigt, die sogenannte "even"-Zelle. Die andere Zelle bleibt in ihrem Initialisie-
rungzustand. Neben diesen drei Betriebsarten gibt es noch die Testbetriebsarten
zur Testmustergenerierung (TPG) und zur Testdatenkompression (TDA). Diese
sind jeweils Kombinationen aus den zwei oben beschriebenen Befehlen. Bei der
Testmustergenerierung werden einerseits eine rückgekoppelte Schieberegister-
operation, andererseits mit jeder positiven Flanke von TRI ein neues Testmuster
in den Datenpfad geschrieben. Analog hierzu erfolgt bei der Testdatenkom-
pression das Speichern eines Datums in dem Schieberegister, verbunden mit
einer rückgekoppelten Schiebeoperation des Registers. Der letzte Befehl ist ein
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87 Der serielle Ausleseprozeß ist nicht dargestellt. 
weiterer Schieberegisterbetrieb (SCANI), der für die Testdatenkompression
benötigt wird. Er verwendet die andere Schieberegisterzelle, die sogenannte
"odd"-Zelle.
Zum Ablauf der Signalwechsel während einer Betriebsart werden die einzelnen
Signalablaufdiagramme dargestellt. Darauf aufbauend werden STGs entwickelt.
Es ergeben sich dadurch STGs für die in Tabelle 7 beschriebenen Betriebsarten.
Aus allen STGs wird dann ein gemeinsamer STG gewonnen. Dieser bildet die
Grundlage zur Erstellung des Schaltungsdesigns. 
In Abb. 75 sind die Signalwechsel des aktiven HIOB Konzepts beschrieben.
Nach einer Initialisierung (1) springt man durch den Signalwechsel von TSM in
den SAMPLE Modus (2). Die Bundled Data Signale für den SAMPLE Betrieb
können danach erfolgen (3, 4). Über die Aktivierung des TDA Modus’ (5) können
der SCAN Betrieb eingestellt (6) und D1 ausgelesen werden87. Das Zurück-
schalten in den TDA Modus (7) ermöglicht die Kompression der Daten D2 - D5
(8 - 9). Nach Aktivieren des SCANI Betriebs (10) kann die Signatur ausgelesen
werden. SCANI ist notwendig, da bei der Testdatenkompression die Signatur
anders als im SCAN und TPG Betrieb gespeichert ist. Mit (11) ist diese Test-
betriebsart abgeschlossen. Nach einer neuen Initialisierung (12) erfolgt das
Anlegen von Testmustern in den Datenpfad. Mit SCAN als Zwischenstufe kann
der TPG Modus eingestellt werden (13, 14). Im Testmustergenerierungsbetrieb
werden Testmuster an den Datenausgang DO angelegt und können über RO
und AO an die nächste Pipelinestufe weitergeleitet werden (15, 16). Das Ein-
lesen eines Testmusters kann nach den Übergängen (13, 17) erfolgen. Zum
Anlegen des Testmusters an den Datenpfad (PRELOAD) erfolgen die Übergän-
ge (18-19). Die Bundled Data Signale des Datenpfads synchronisieren die
Datenübertragung mit der nächsten Pipelinestufe (20, 21). 
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88 Es wurde hier bewußt auf eine detaillierte Beschreibung aller Signale verzichtet, um die prinzipielle Struktur der
Befehle darzulegen. 
89 Im folgenden Verlauf werden die einzelnen Signalübergangsgraphen und die STGs in den Betriebsarten nach



































Abb. 75: Die Signalablauffolge zwischen den unterschiedlichen Testbetriebsarten. 
Abb. 76 zeigt einen reduzierten STG für das aktive HIOB Konzept. Alle Bedin-
gungen, die zu Signalwechseln führen, sind hier nicht dargestellt, werden jedoch
in den folgenden STGs ergänzt88. Links befinden sich die Übergänge, die sich
aus dem TMC-Element mit seinen Two-Phase Signalen ergeben. Die externen
Four-Phase Signale, TRI und TAI des HIOBA Registers sind rechts dargestellt.
Mit TAI- wird die Kommunikation des Datenpfads abgeschlossen, was an den
Signalwechseln des TMC-Elements zu erkennen ist. Im SCAN Modus wird direkt
der Signalwechsel von TRI- an TAI- weitergeleitet. Die interne Testdatenver-
arbeitung wird mit dem TRI+ Signalwechsel eingeleitet. Ist eine Schieberegister-
operation erfolgt, quittiert das Register diesen Vorgang mit einem TAI+ Signal-
wechsel. Die interne Testablaufsteuerung wartet auf den nächsten Signal-
wechsel von TRI-. TRI+ und TRI- initiieren sowohl die Kommunikation mit dem
Datenpfad als auch die interne Signalverarbeitung des Registers. Zwischen den
Signalen TRI- und TRI+ erfolgen die Umschaltprozesse von der einen in die
andere Testbetriebsart89. Nach der allgemeinen Beschreibung werden nun die
Signalwechsel für jede einzelne Testbetriebsart entwickelt. Im Anschluß wird ein
gemeinsames Modell für die Testablaufsteuerung vorgestellt. 










Abb. 76: Der vereinfachte STG des aktiven HIOB Konzepts. 
Abb. 77 zeigt das Signalablaufdiagramm für den seriellen Schieberegisterbe-
trieb. Nach der Initialisierung (1) erfolgt mit (2) das Einleiten des SCAN Modus’,
der die Testsignale TSe und TSo schaltet (3). Danach wird mit TRI+ (4) die
Schiebeoperation in die geraden (even) Registerzellen eingeleitet. Mit dem
Signalwechsel TCe+ (5) öffnet sich die Zelle und speichert mit (6) das Datum.
Dieses erfolgt nur dann, wenn auch der Wechsel TSe+ zuvor erfolgt ist. Mit TAI+
(7) quittiert die Steuerung die Speicherung an die globale Steuerung. Das Signal
TRI- (8) öffnet die zweite Speicherstufe des Registers und TAI- (9) quittiert
diesen Vorgang. Danach beginnt mit dem Speichern des Datums in der zweiten
Registerstufe der nächste Auslesevorgang (10). Sind alle Registerstufen gefüllt
und ausgelesen, erfolgt mit dem letzten TAI- Signalwechsel (11) ein neuer Test-
modus. In der Abbildung ist darüber hinaus die andere Schieberegisterbetriebsart
(SCANI) dargestellt. Sie wird mit den Signalwechseln TPR+ und TSM+ (12, 13)





















































Abb. 77: Das Signalablaufdiagramm für den seriellen Schieberegisterbetrieb.
eingeleitet. Daraufhin invertiert das Signal TP (14), um die anderen, die ungera-
den Registerzellen zu verwenden. Das Laden der Registerzellen wird mit dem
Signal TRI+ (15) ausgelöst und mit TCo+ (16) das Öffnen der vorderen Speicher-
zellen der einzelnen Register. Mit (17) ist der Vorgang abgeschlossen, und die
Signalwechsel TSM-, TPR- und TSH- (18) schalten das Register in den Opera-
tionsbetrieb. Hierbei werden auch die Signale TSE und TSo zurückgesetzt (19).
Abb. 78 zeigt den STG für den seriellen Schieberegisterbetrieb. Im Schiebe-
registerbetrieb gibt es zwei Arten von Schiebeoperationen, den SCAN und den
SCANI Modus. Diese werden abhängig von den Signalen TP, TSe und TSo
gestartet. Nach der Initialisierung wird mit TRI+ die Speicherung des Datums am



















Abb. 78: Der STG für den seriellen Schieberegisterbetrieb.
Eingang des Schieberegisters eingeleitet. Mit TCe+ öffnet die vordere Zelle die
Master-Slave Struktur. Mit TCe- wird das Datum gespeichert. TAI+ öffnet die
zweite Stufe des Registers. Das Datum liegt am Ausgang des Registers an.
Nach TRI- speichert der Signalwechsel TAI- das Datum in der zweiten Stufe.
Eine weitere Schieberegisteroperation kann nun eingeleitet werden. 
TP ist hier von den Schalterstellungen AI abhängig, da diese anzeigen, in
welcher der Registerzellen das nächste gültige Datum erwartet wird. Dies ergibt
sich aus der Notwendigkeit, dass das Datum entweder in die gerade oder unge-
rade Speicherzelle zu laden oder auszulesen ist. Im Testbetrieb wird über TP
entschieden, welches der Speicherzellen mit dem seriellen Datenpfad verbunden
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90 Zum Umschalten zwischen den Betriebsarten müssen die drei externen Steuersignale geschaltet werden. Dies gilt








































Abb. 79: Das Signalablaufdiagramm des Schieberegisters zum Anlegen von Testdaten in den Datenpfad. 
ist. Mit AI wird die Speicherzelle für das nächste Datum ausgewählt. Diese
Schieberegisteroperation wird auch während der Betriebsarten TPG und TDA
verwendet. Die Signale TSe und TSo bleiben im ganzen SCAN Modus auf "1".
Dies wird durch den dritten STG in der Abbildung verdeutlicht90.
Abb. 79 zeigt das Signalablaufdiagramm des PRELOAD Modus´ im Zusammen-
hang mit dem seriellen Schieberegisterbetrieb. Die Schieberegisteroperation wird
stets vor dem PRELOAD-Befehl ausgeführt, um Testdaten in das Register
einzulesen. Nach der Initialisierung (1) wird das Register in den Schieberegister-
betrieb geschaltet (2, 3). Danach erfolgt das Einlesen der Testmuster (4-8). Ist
das Scanregister gefüllt, wird mit TAI+ (8) der PRELOAD Modus (9) aktiviert. Mit
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TRI- (10) wird das Bundled Data Signal (11) durch TR freigegeben. TR ersetzt
dabei das Request der vorhergehenden Micropipeline Stufe. Der Signalwechsel
von AO+ (identisch zu P+) speichert das Datum in der nachfolgenden Stufe. Die
Testablaufsteuerung quittiert dies mit dem TAI- Signal (12). Nach dem Beenden
von PRELOAD wechselt das Register in den Scanbetrieb (13) zurück, und ein
erneutes Einlesen eines Testmusters (14, 15) erfolgt, um im Anschluß widerum
in den PRELOAD Modus (17) zu wechseln. Danach wird wieder in den Opera-
tionsmodus (19) geschaltet. 
In Abb. 80 ist der STG für den PRELOAD Modus dargestellt. Er enthält den
Scanbetrieb, da das Datum des Datenpfads zuvor seriell in das Register geladen
wird. Die Signale TSe und TSo werden im ganzen PRELOAD Modus auf "1"
gehalten. Zwischen SCAN und PRELOAD Betrieb wird durch externe Signale
umgeschaltet, die widerum durch Input choices ermöglicht werden. Man erkennt
auf der linken Seite des STGs die Signalwechsel des Muller C-Elements. Auf der
rechten Seite befinden sich die internen Schaltvorgänge des Registers. Durch
TAI und TRI werden Übergänge zwischen den beiden Teilgraphen gesteuert. 


























Abb. 80: Der STG zum Anlegen eines Testmusters aus dem Schieberegister an den Datenpfad.
Es wird nun der SAMPLE Betrieb untersucht. Hier ist, wie auch beim PRELOAD
Befehl, der SCAN Modus notwendig. Es werden damit die Testdaten aus der
Schaltung ausgelesen, um sie mit der Sollantwort zu vergleichen. Abb. 81 zeigt
das Signalablaufdiagramm für die Übernahme einer Testantwort in das Register
sowie den anschließenden seriellen Schieberegisterbetrieb zum Auslesen des
Testmusters. Nach der Initialisierung schaltet die Steuerung in den Sample
Modus (1). Anschließend schalten die Signale TSo und TSe (2). Es folgt ein
Schieberegisterzyklus (3), um den SAMPLE Modus zu initialisieren. Dies ist mit










































D2[1] D3[2]D1[0] D1[1] D1[2]
Abb. 81: Das Signalablaufdiagramm für die SAMPLE Betriebsart. 
TAI+ (4) abgeschlossen. Die externen Steuersignale TSM+ und TSH- (5) schal-
ten, um in den SAMPLE Modus zu gelangen. Mit TRI+ (6) wird TA- ausgelöst,
welches das TMC-Element für die Bundled Data Signale RI und AI (7) öffnet.
TAI+ (8) quittiert das Speichern des Datums. Danach schaltet die Steuerung in
den Scan Betrieb (9). Das Steuersignal TSe des Registers schaltet für den SCAN
Betrieb zurück. Mit TRI+ beginnt das Auslesen der Testantwort (10). Mit (11) ist
dieser Vorgang abgeschlossen, und ein weiteres Testmuster kann im Register
gespeichert werden (13-23). 
In Abb. 82 ist der STG des SAMPLE Modus’ dargestellt. Auch hier ist, wie schon
bei dem PRELOAD Modus, eine Kombination zwischen Abgreifen des Datums
aus dem Datenpfad und einem Schieberegisterbetrieb dargestellt, um das Datum
außerhalb des Schaltkreises mit der Sollantwort zu vergleichen. Um dies zu



































Abb. 82: Der STG zum Einlesen der Testantwort in den seriellen Schieberegisterpfad. 
erreichen, wird durch die externe Steuerung zwischen SCAN, SCANI und SAM-
PLE geschaltet. Mit TAI- wird die Testantwort im Datenregister gespeichert, und
der Auslesevorgang kann eingeleitet werden. Nachdem das Datenwort mit
mehreren Durchläufen des Scanbetriebs ausgelesen ist, erfolgt die erneute
Umschaltung zum Abgreifen einer neuen Testantwort. Die zusätzlichen Teil-
graphen des STGs beschreiben die Steuerung der Schalter der Registerzellen.
Die Trennung der Graphen wurde aus Übersichtsgründen gewählt. 
Im Anschluß an den SAMPLE Betrieb wird nun der TPG Modus erklärt. Abb. 83
stellt das Signalablaufdiagramm für den Testmustergenerierungsbetrieb dar.
Nach einer Initialisierung des Registers (1) und dem Signalwechsel TSH+ befin-
det sich das Register im Schieberegisterbetrieb, der mit den Signalwechseln
TSe+ und TSo+ (2) beginnt und dem Einlesen des Startvektors (3-4) endet.
Hierfür ist eine Anzahl von Schieberegisteroperationen notwendig, die nicht
dargestellt sind. Danach schaltet das Register durch TPR+ (5) in den Test-








































Abb. 83: Das Ablaufdiagramm der Steuersignale für den Testmustergenerierungsbetrieb. 
mustergenerierungsbetrieb und schaltet mit TRI+ (6) und TR+ (7) das TMC-
Element in den Bereitschaftsmodus. Das Testmuster wird in den Datenpfad
geschrieben und die Quittung der zweiten Pipelinestufe des Datenpfads erwartet
(8). Ist dies erfolgt, quittiert das HIOBA Register mit TAI- (9). TRI+ (10) leitet die
Berechnung des nächsten Testvektors ein. Mit der folgenden negativen Flanke
von TRI wird TR+ (11) gesetzt. Die nächste Bundled Data Convention kann
erfolgen (12), die das Ende mit einen TAI- Signalwechsel (13) abschließt. Da-
nach kann das letzte generierte Testmuster ausgelesen werden (15-19). 
Abb. 84 zeigt den STG des Testmustergenerierungsbetriebs (TPG). Man er-
kennt, dass alle Signale zur Testablaufsteuerung intern generiert werden. Das
TRI Signal dient zur Synchronisation und Kontrolle des Testablaufs. Hiermit kann


























Abb. 84: Der STG zur Testmustergenerierung.
ein Zähler angesteuert werden, der die Anzahl der generierten Testmuster zählt,
um aus dem Testmustergenerierungsbetrieb wieder in eine andere Betriebsart zu
springen. 
Die letzte und komplizierteste Betriebsart dient zur Testdatenkomprimierung
(TDA). Sie ist aufwendiger als der TPG Betrieb, da neben der Generierung des
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nächsten Testmusters auch das aktuelle, am parallelen Eingang anliegende
Datum berücksichtigt werden muß. In Abb. 85 ist das Signalablaufdiagramm für
die Testdatenkompression dargestellt. Nach der Initialisierung (1) erfolgt der
Wechsel in den SCANI Modus (2). Diese Schieberegisterbetriebsart ist hier
erforderlich, da die zweite Speicherzelle für das folgende gültige Datum reser-
viert ist. Hierbei wird in der nicht benötigten vorderen Speicherzelle ein Startvek-
tor geladen. Beide Signale sind notwendig, um die nächste Signatur mit Hilfe
einer XOR-Verknüpfung zu speichern. Für den SCANI Modus werden zuerst TP,
TSe und TSo in die entsprechenden Zustände gesetzt (3). Danach erfolgt die
gewünschte Anzahl von Schieberegisteroperationen, welche mit TAI+ (4) abge-
schlossen werden. TPR- erfolgt (5), damit die Testdatenkomprimierung beginnen
kann. Dabei wird die XOR-Verknüpfung in der XL Speicherzelle aktiviert (6). Die
Testdatenkompression wird mit RI+ und TRI+ ausgelöst. Die Wechsel TA+ und
AI+ speichern das Testdatum im Register (8). Der Testdatensender kann danach
bereits ein weiteres Datum berechnen. Mit (9-16) erfolgt die Testdatenkom-
pression im HIOBA Register. Der SCANI Modus liest die Signatur des Registers
aus (17-23). Diese Betriebsart verwendet beim Auslesen im Vergleich zum SCAN
Modus die entgegengesetzten Registerzellen der seriellen Pipeline. 
















































Abb. 85: Das Ablaufdiagramm für die Testdatenkomprimierung. 
In Abb. 86 ist der STG für die Testdatenkompression dargestellt. Man erkennt
wieder die Signale des TMC-Elements, die internen Signale des Registers sowie
das externe Testsignal TRI, mit dem die Testmustergenerierung extern gesteuert
werden kann. Die zwei Teilgraphen auf der linken Seite beschreiben Signale
bzw. Schalterstellungen des HIOBA Registers, die in Abhängigkeit der Test-
betriebsarten ihren Zustand ändern. 




























Abb. 86: Der STG für die Testdatenkomprimierung.
Nachdem alle unterschiedlichen Betriebsarten einzeln erklärt sind, werden sie in
einen STG überführt, aus dem die gesamte Testablaufsteuerung ermittelt werden
kann. In Abb. 87 ist dieser STG der Testablaufsteuerung dargestellt. Aus Über-
sichtsgründen werden wieder die drei Teilgraphen der Schalter an den Register-
zellen gesondert behandelt. TP, TSe und TSo dienen dabei als Bedingungen
(Input choice) für die Verzweigungen und das Zusammenführen von Signalen
des oberen STGs. Auf der linken Seite ist in dem STG das TMC-Element zu
erkennen. Oben befindet sich das externe TRI Signal. Aus dem Two-Phase
Signal TP wird das Four-Phase Signal TAI gewonnen, welches mit TAI- die
interne Steuerung der Speicherzellen fortführt. Mit TAI+ ist die interne Signalver-
arbeitung abgeschlossen, und neue Daten können eingelesen oder an die
nächste Stufe weitergegeben werden. TRI- leitet die Verarbeitung von Signalen
mit TMC und somit die Synchronisation mit dem Datenpfad ein. Mit TRI+ wird die
interne Steuerung des Registers, z.B. der Scanbetrieb, begonnen. 
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PRELOAD V TMGPRELOAD V TMG
SCAN V SCANISCAN V SCANI
Abb. 87: Der STG der gesamten Testablaufsteuerung des aktiven HIOB Konzepts. 
Zur Generierung aller Zustandsfolgen im Testbetrieb wird ein Modul vorgeschla-
gen, das in Abhängigkeit von den Betriebsarten die nötigen Signalwechsel für
das HIOBA Register erzeugt. Eine mögliche Realisierung für eine Testablauf-
steuerung eines asynchronen BILBOs wird in Abb. 88 dargestellt91. Rechts oben
befindet sich das TMC-Element zur Ablaufsteuerung des Datenpfads. Wie schon
bei dem passiven testfreundlichen Entwurf sind die Signalleitungen des Daten-
pfads, C und P, nicht durch Logik unterbrochen. Dies bedeutet für den Daten-
pfad, dass im Operationsbetrieb keine Performanceverluste auftreten. 
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Abb. 88: Die globale Steuerung des HIOB Registers erfolgt durch einen konzentrierten Baustein.
Zur Reduktion der Anzahl der Eingänge wurden die Betriebsmodi kodiert und
müssen zur Verarbeitung innerhalb der Testablaufsteuerung dekodiert werden.
Diese Dekodierung ist auf der linken Seite zu finden. Mit diesen Signalen werden
die Muller C-Elemente in einen Verharrungszustand versetzt. Unten ist die
Ablaufsteuerung der Signale des Testregisters zu sehen. Man erkennt die
Bereiche, in denen mit Hilfe eines XOR Gatters92 von Two-Phase auf Four-Phase
Signale geschaltet bzw. mit Toggle Elementen auf Two-Phase Signale zurückge-
setzt wird.
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5.3 Diskussion der testfreundlichen
Entwurfsverfahren 
Es werden die Eigenschaften der vorgestellten testfreundlichen Entwurfshilfen
für asynchrone Schaltungen zusammengefaßt. Mögliche Einsatzgebiete in der
digitalen Schaltungstechnik, für die die asynchronen Testkonzepte neue Impulse
geben können, werden beschrieben. Aus der Entwicklung beider Konzepte
ergaben sich auch Bibliothekselemente für den testfreundlichen Entwurf von
integrierten Schaltungen. Die Diskussion zu diesen Bibliothekselementen ist in
Kapitel 4.3 zu finden. 
Micropipelines besitzen ein sehr komplexes Signalverhalten. Durch die Umset-
zung der Signale zwischen seriellem und parallelem Testbetrieb nimmt die
Komplexität der Steuersignale zu. Dieses führt bei einem asynchronen test-
freundlichen Entwurf zu einem hohen Schaltungsaufwand bei der Steuerung des
Tests. Durch die parallele Anordnung der Capture-Pass Register ist ein erhöhter
Schaltungsaufwand für den testfreundlichen Entwurf nötig, da beide Zellen
während des Betriebs abwechselnd gültige Daten speichern. 
Der hohe Schaltungsaufwand ergibt sich aus dem Two-Phase Signalling, wel-
ches mit ereignisgesteuerten Signalen arbeitet. Bei der Verwendung von pegel-
gesteuerten Signalen kann neben der Größe der Registerzellen auch der Schal-
tungsaufwand zur Erzeugung der Steuersignale reduziert werden. 
Das passive HIOB Konzept ermöglicht das serielle Einlesen von Testdaten mit
asynchronen Signalwechseln. Das Umschalten in den parallelen Datenpfad des
zu testenden Schaltungsmoduls erfolgt hier mit einer lokalen Steuerung. Für
einen lokal gesteuerten Scanpfad mit der passiven HIOB Methode nimmt die
Schaltungsfläche linear mit der Länge des Scanpfads zu. Die Steuerelemente
zur Umschaltung zwischen dem parallelen und dem seriellen Betrieb können
dabei als Makrozellen optimiert und nach dem Carry-Look-Ahead Prinzip an-
geschlossen werden. Das passive Testkonzept kann nur in begrenztem Maße
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Verzögerungsfehler berücksichtigen. Das dynamische Verhalten des passiven
HIOB Konzepts wurde in [96Kiel]L.3 untersucht. Mit jedem Bit wurde dabei ein
neues gültiges Datum eingelesen und an den parallelen Datenpfad angelegt.
Dieses Verfahren reduziert deutlich die anzulegende Testdatenmenge. Hierfür
können sogenannte periodische Muster nach dem Prinzip von [94HeinG]L.1 mit
Hilfe eines Testmustergenerierungsprogramms ermittelt werden. 
 Das passive HIOB Konzept ermöglicht erstmals neben
dem Test des Daten- und des Steuerpfads den Test der
Bundled Data Convention einer asynchronen Schaltung.
Für den testfreundlichen Entwurf von A/D Wandlern eignet sich die PISO Be-
triebsart des asynchronen Scanpfads. Abhängig von der Zeitdauer der Signalum-
setzung können unterschiedliche Genauigkeitsstufen des Signals erzeugt
werden, wenn die internen Zustände der Muller C-Elemente der einzelnen
Scanzellen beobachtet werden. In [87Chua]L.2 wird der Aufbau eines A/D Wand-
lers mit asynchroner Schaltungstechnik beschrieben. 
 Mit dem aktiven HIOB Konzept können Testdaten seriell
ein-  und ausgelesen sowie Testmuster asynchron gene-
riert und kompaktiert werden. 
Das aktive Testkonzept besitzt teilweise eine lokale Steuerung. Die serielle
Schieberegisteroperation wird von einem globalen Signal und nicht mit lokalen
Steuerelementen ausgelöst. Die Generierung der Testmuster kann durch die
Signale TAI und TRI von einer äußeren Steuerung synchronisiert werden. Bei
dem aktiven HIOB Konzept ist der Steuerungsaufwand unabhängig von der
Anzahl der Registerstufen. Der Aufbau teilt sich dabei in eine Testablaufsteue-
rung und ein Datenregister auf. Da dieses Konzept selbständig Folgemuster
bestimmt, ist eine Logik vorzusehen, mit deren Hilfe der Testmustergenerator
angehalten werden kann. Ein Zähler kann hier verwendet werden, um die Anzahl
der zu generierenden Testmuster zu protokollieren. 
Das aktive HIOB Konzept eignet sich für eine synchrone Testumgebung, da der
serielle Schieberegisterbetrieb mit einem synchronen Takt verbunden werden
Kapitel 5: Testfreundliche Entwurfsmaßnahmen für asynchrone Schaltungen 156
kann. Dies wird dadurch erreicht, dass die Schnittstelle zum Testsender und
Testempfänger mit pegelgesteuerten Signalen arbeitet. Der TRI Eingang wird
dabei an die Taktversorgung angeschlossen. Durch Beobachten des Acknowled-
ge Signals werden die Signalverzögerung ermittelt und die Taktrate variiert. Im
Testmustergenerierungs- und Testdatenkompressionsbetrieb kann das Ack-
nowledge Signal auf den Request Eingang rückgekoppelt werden. Somit wird die
maximale Verarbeitungsgeschwindigkeit erreicht. Ein Zähler im Testsender oder
im Empfänger beobachtet die Anzahl der Signalwechsel und unterbricht die
Testbetriebsarten. Hierbei muß der Zähler die Signale schneller als der Test-
mustergenerator verarbeiten, um rechtzeitig die Testmustergenerierung unter-
brechen zu können. 
 Das aktive HIOB Konzept ermöglicht die Verwendung von
synchronen seriellen Testdaten von Prüfautomaten in
asynchronen Schaltungen. Die Testmustergenerierung
und -kompression erfolgt innerhalb der Schaltung mit der
Verarbeitungsgeschwindigkeit des zu testenden Moduls.
Zur Überprüfung der Schaltung auf dynamische Fehler ist das aktive HIOB
Konzept zu verwenden. Durch die aktiven Testhilfen werden Testmuster mit der
Geschwindigkeit des zu testenden Moduls generiert. Somit können auch nicht-
klassische Fehlermodelle bei der Testmusterberechnung berücksichtigt werden.
 Das aktive HIOB Konzept ermöglicht den Test einer asyn-
chronen Schaltung mit Single-Rail Signalen auch für
Testmuster, die mit Hilfe von nichtklassischen Fehlermo-
dellen bewertet wurden. Somit kann auch der Steuerpfad
auf die Einhaltung der Bundled Data Convention auf dy-
namische Fehler überprüft werden.
Die vorgestellten Konzepte basieren auf einer Ereignissteuerung im Datenpfad.
Der Testsender und der Testempfänger arbeiten bei den Verfahren unterschied-
lich. Die CMOS Technik verwendet in der heutigen Digitaltechnik Signalpegel zur
Informationsverarbeitung. Testautomaten sind daher in der Regel pegelgesteu-
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ert. Für einen pegelgesteuerten Testautomaten müssen die ereignisgesteuerten
Signale von HIOBP auf Four-Phase Signale umgewandelt werden. Auch die
Prüfprogramme gehen von einem synchronen Testablauf mit einer globalen
Taktsteuerung aus, da es bei einem synchronen Schaltungstest keine lokalen
Synchronisationselemente innerhalb der Schaltung gibt, wie mit den Self-timed
Circuits von Seitz vorgeschlagen wurde. Testsender und -empfänger können sich
dabei innerhalb des Chips, aber auch auf dem Load Board oder im Testautoma-
ten befinden. 
 Beim Produktionstest asynchroner Schaltungen ist zu
bedenken, dass die Testumgebung auf einen synchronen,
pegelgesteuerten Schaltungstest ausgerichtet ist. 
In Abb. 89 ist eine Konfiguration des passiven Testkonzepts zu sehen. Hier sind
neben dem Datenpfad auch die Testsignale TRI, TAI, TRO und TAO ereignis-
gesteuerte Signale. Die Umschaltung zwischen seriellem und parallelem Betrieb
erfolgt in der Testablaufsteuerung von HIOBP. Die Umschaltung wird in der
ersten Stufe mit der SIPO Betriebsart, in der zweiten Stufe mit der PISO Be-
triebsart durchgeführt. Somit können Testmuster, die seriell im Testsender
anliegen, in den Datenpfad eingelesen und über das zweite HIOB Register seriell
ausgelesen werden. Die Auswertung der Ergebnisse erfolgt im Testempfänger.
Neben den Testbetriebsarten, die eine Umsetzung zwischen parallelem und
seriellem Betrieb durchführen, kann mit dem Schieberegisterbetrieb eine Kette
von Scanpfaden ermöglicht werden. Diese können zwischen dem seriellen
Testausgang der ersten Stufe und dem seriellem Testeingang der zweiten Stufe
eingefügt werden. Auch ist es möglich, dass im DUT mehrere Pipelinestufen
enthalten sind. Die Request und Acknowledge Signale sind dann dementspre-
chend verzögert. 














































Abb. 89: Eine Konfiguration des passiven HIOB Testkonzepts.
Abb. 90 stellt eine Konfiguration des aktiven Testkonzepts mit Four-Phase
Teststeuersignalen dar. Das aktive Konzept verwendet für TRI und TAI pegel-
gesteuerte Signale. Es benötigt eine externe Steuerung zum Umschalten zwi-
schen seriellem Schieberegisterbetrieb und dem Anlegen an den Datenpfad. Der
Testablauf beginnt mit dem seriellen Laden der ersten und dem Initialisieren der
zweiten HIOBA Stufe. Danach wird in den Testmustergenerierungsbetrieb (TPG)
und Testdatenkompressionsbetrieb (TDA) umgeschaltet. In der folgenden Phase
werden Testmuster mit jedem positiven Pegelwechsel von TRI generiert. TAI
quittiert diesen Prozeß. TRI kann somit als Taktsignal für einen Testautomaten
verwendet werden. Es muß dabei gewährleistet sein, dass vor dem nächsten
Taktsignal das TAI Signal erfolgt ist. Im letzten Schritt erfolgt die Auswertung der
komprimierten Testdaten. 





































Abb. 90: Eine Konfiguration des aktiven HIOB Testkonzepts.
 Mit der Reaktionszeit von TAI nach TRI erhält man beim
aktiven Testkonzept die maximale mögliche Performance
für die getestete asynchrone Schaltung. 
Bei Capture-Pass Registerstrukturen besteht die Möglichkeit, alle Pipelinestufen
transparent zu schalten. Damit können die Pipelinestufen vergleichbar zur LSSD
Technik getestet werden. Während die Registerstufen der Pipeline transparent
geschaltet sind, kann die Pfadverzögerung über alle Stufen ermittelt werden.
Somit können Aussagen zur Charakterisierung des aktuellen Fertigungsprozes-
ses getroffen werden. 
Die vorgestellte Testmethodik kann auf Four-Phase Signale im Datenpfad
abgebildet werden. Pegelgesteuerte Signale verringern den Implementierungs-
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93 Zur Zeit sind jedoch diese asynchronen Steuersignale bei Speichern extern nicht vorgesehen. Ein Test mit einem
asynchronen Zeitverhalten könnte dynamische Fehler besser überprüfen und analysieren. 
aufwand im Vergleich zu ereignisgesteuerten Signalen unter Verwendung der
CMOS Technik. Bei Four-Phase Signalen müssen nicht positive und negative
Signalwechsel für einen Vorgang berücksichtigt werden. Die Auswertung der
Signale erfolgt über Spannungspegel, was zu einer Vereinfachung der Signalge-
nerierung des Testablaufs und einer kompakteren Schaltung führt.
Digitale Speicher besitzen durch ihren internen analogen Aufbau ein asyn-
chrones Verhalten an den Interfaces. Für das externe Zeitverhalten ist dieses
asynchrone Verhalten in einer synchronen Umgebung jedoch unerwünscht.
Asynchrone Interfaces können die Geschwindigkeit der Speicher erhöhen, wenn
die Module zur Speicheransteuerung auch mit einem asynchronen Interface
ausgerüstet sind. Da Speicher in der Regel Dual-Rail Signale intern verwenden,
können daraus Single-Rail Signale, wie Request und Acknowledge, gewonnen
werden93. 
 Die hier vorgestellten testfreundlichen Entwurfskonzepte
bilden einen Ansatz für den testfreundlichen Entwurf von
Speichern - wie z.B. embedded SRAM, DRAM - in inte-
grierten Schaltungen. 
Der Test asynchroner Interfacebausteine in Schaltungen und Systemen kann mit
den vorgeschlagenen asynchronen Testkonzepten verbessert werden. Hierzu
sind weitere Untersuchungen notwendig. Auch für die Anwendung des Prinzips
der asynchronen Registerzellen auf Scanpfade und rückgekoppelte Schiebe-
register in synchronen Schaltungen sind zusätzliche Untersuchungen nötig.
Zellulare Automaten sind aufgrund ihres Aufbaus in der asynchronen Schal-
tungstechnik eine interessante Alternative zu den rückgekoppelten Schiebe-
registern mit einer globalen Rückkopplung: sie besitzen nur Verknüpfungen zu
ihren nächsten Nachbarn und entsprechen dadurch eher einer lokalen Steue-
rung. 
Asynchrone Schaltungsmaßnahmen erfahren mit zunehmender Integrations-
dichte eine immer größere Bedeutung in der Digitaltechnik. Insbesondere die
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Berechnung einer synchronen Taktverteilung in einer Schaltung gestaltet sich
sehr aufwendig. Die Schaltungen werden dabei in Taktdomänen aufgeteilt, in
denen die Speicherelemente lokal synchronisiert werden. Die Übergänge zwi-
schen den Taktdomänen müssen in einem zweiten Schritt behandelt und bei
jedem Technologieschritt neu überprüft werden. Zur Reduzierung der Stromauf-
nahme werden Bereiche des Taktnetzwerks abgeschaltet. Bei der Betrachtung
dieser Problematik ist die Verwandtschaft zu den Verfahren der asynchronen
Signalverarbeitung zu erkennen. Bei der Verwendung asynchroner Schaltungen
können die Fläche, die Entwicklungszeit und der Stromverbrauch des Taktnetz-
werks für die Schaltungsfunktion gegeneinander aufgerechnet werden. Die
Versorgungsleitungen für VDD und GND können deutlich reduziert werden, da
die Register nie zum gleichen Zeitpunkt schalten. Bei der Verwendung von Muller
C-Elementen können die Generierung und Balancierung eines Taktnetzwerks
durch Gated Clocks vereinfacht werden. Dies wird mit wenigen zusätzlichen
Transistoren erreicht. 




Diese Arbeit gibt zunächst einen Überblick zum Test asynchroner Schaltungen
sowie zur Problematik des Testens von Schaltungsstrukturen mit Single-Rail
Signalen, die auch als Self-timed Circuits bezeichnet werden. Die Stärken und
Schwächen der bisherigen Vorschläge zum Test von asynchronen Schaltungen
wurden diskutiert. Die bisher vorgestellten Verfahren zum Testen asynchroner
Schaltungen benötigen dabei ein  s y n c h r o n e s  Taktnetzwerk und können
das asynchrone Schaltverhalten nicht prüfen. In diesen Schaltungen kann auf
eine dem Taktnetzwerk ähnliche Struktur nicht verzichtet werden. 
Ausgehend von den gewonnenen Kenntnissen der Untersuchung zum Stand der
Technik wurden erstmals Konzepte zum testfreundlichen Entwurf vorgestellt, die
auch während der Testdurchführung mit  a s y n c h r o n e n  Signalen zur
Ablaufsteuerung arbeiten. Diese Konzepte beschreiben eine passive scanbasier-
te Methode und ein aktives asynchrones Testkonzept, welches auf dem BILBO
Prinzip basiert. Zur Umsetzung wurde dazu das Signalablaufdiagramm jeder
Testbetriebsart beschrieben und der entsprechende Signal Transition Graph
entwickelt. Die Betriebsarten in beiden Konzepten sind jeweils zu einer gemein-
samen Betriebsart zusammengefaßt und anschließend mit einer Realisierung auf
Gatterebene verdeutlicht. Mit Hilfe dieser Konzepte besteht die Möglichkeit,
Tests für Schaltungen zu entwickeln, die auch die lokalen asynchronen Syn-
chronisationsprotokolle beim Test berücksichtigen. 
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Durch die vorgestellten testfreundlichen Registerelemente ist es möglich, einen
testfreundlichen Entwurf in integrierten asynchronen und synchronen Schaltun-
gen durchzuführen, ohne die Performance der Schaltung zu reduzieren. Hiermit
kann die Akzeptanz des testfreundlichen Entwurfs in der modernen Schaltungs-
entwicklung stark erhöht werden, da sich der zur Zeit verwendete zusätzliche
Multiplexer nicht mehr im Datenpfad befindet. 
Als neue Bibliothekselemente wurden testfreundliche Muller C-Elemente sowie
scanfähige Registerzellen vorgestellt, die speziell auf die asynchrone Schal-
tungsarchitektur abgestimmt sind. Das testfreundliche Muller C-Element er-
möglicht dabei die Steuerung und Observation der asynchronen Steuersignale
einer Micropipeline. Als herausragende Eigenschaft besitzen die asynchronen
Scanzellen eine vernachlässigbare zusätzliche Signalverzögerung. Ohne den
kritischen Signalpfad zwischen Datenein- und Datenausgang des Registers zu
verlängern, ermöglichen sie das Steuern und Beobachten der Testmuster. Auch
für die Testmustergenerierung und die Testdatenkompression wurden Register-
zellen entwickelt, die, vergleichbar zu den Scanzellen, eine vernachlässigbare
zusätzliche Signalverzögerung besitzen. Ausgehend von den Zellen für den
asynchronen Datenpfad wurden Scanpfadzellen und BILBO Register vorgeschla-
gen, welche auch für synchrone Schaltungen eingesetzt werden können, ohne
deren Performance zu reduzieren.
Ein weiteres Ergebnis ist die Implementierung der neuen Schaltungsfunktionen
als Bibliothekselemente, die den testfreundlichen Entwurf asynchroner Schaltun-
gen unterstützen. Die neuen Bibliothekszellen für den testfreundlichen Entwurf
teilen sich in Elemente für die Steuerungslogik und für den Datenpfad auf. Sie
vervollständigen somit asynchrone Schaltungsbibliotheken. Ein Konzept zur
hierarchischen Fehlermodellierung einer asynchronen Schaltungsbibliothek
wurde vorgestellt und beispielhaft angewendet. Hier zeigt sich, dass nicht-
klassische Fehlermodelle einen erheblichen Anteil der notwendigen Modellierun-
gen auf Gatterebene bilden. Die Betrachtung von Haftfehlern an den Ein- und
Ausgängen der Module reicht nicht zur Modellierung der Fehlerursachen aus, die
auf Transistorebene angenommen werden können. 
Der passive asynchrone Scanpfad berücksichtigt die Two-Phase Bundled Data
Convention im parallelen Daten- sowie im seriellen Testpfad. Dadurch wird über
eine lokale Steuerung die Umschaltung zwischen Schieberegisterbetrieb und
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parallelem Datenbetrieb ohne eine Änderung der externen Steuersignale mög-
lich. Mit Hilfe der testfreundlichen Muller C-Elemente und eines asynchronen
Scanregisters ermöglicht der Testablauf erstmals den Test des Datenpfads, des
Steuerpfads und der Bundled Data Convention auf Haftfehler gleichzeitig. 
Das zweite vorgestellte Testkonzept beinhaltet neben dem Schieberegister-
betrieb die Testmustergenerierung und die Testdatenkompression. Es können
somit erstmals Testmuster auf dem Chip mit asynchronen Signalen generiert und
komprimiert werden. Auch hierbei erfolgen die Testmustergenerierung und die
Testdatenkompression mit der Bundled Data Convention. Es muß lediglich die
Anzahl der generierten oder komprimierten Testmuster gezählt werden, um den
Test an der gewünschten Stelle zu stoppen. Der Scanbetrieb des zweiten
Konzepts verwendet im Gegensatz zu den anderen Betriebsarten einen syn-
chronen pegelgesteuerten Schieberegisterbetrieb. Hierdurch wird die Ans-
teuerung durch Testautomaten oder externe Testlogik erheblich erleichtert. Ein
weiterer Vorteil ist in dem reduzierten Flächenbedarf zum zuvor beschriebenen
Scanpfadkonzept zu sehen. Die Teststeuersignale verwenden hierbei durch-
gängig Four-Phase Signale. Der Datenpfad arbeitet weiterhin mit Two-Phase
Signalen, wie dies bei Micropipelines vorgesehen ist. Bei Verwendung des
zweiten Konzepts können zusätzlich zu den Haftfehlern und Funktionskon-
vertierungen auch dynamische Fehler erkannt werden, da die Testmustergene-
rierung und -kompression auf dem Chip erfolgen. 
Diese Untersuchung bildet somit eine Basis zum Test asynchroner Schaltungen.
Sie behandelt im Kern den testfreundlichen Entwurf von Schaltungen mit Two-
Phase Signalen. Schaltungen mit Four-Phase Signalen bieten sich als attraktive
Alternative zu Micropipelines an, da die Register weniger Fläche benötigen. Die
vorgestellten Testkonzepte können daran angepaßt werden, da das Signal-
verhalten durch die Pegelsteuerung stark vereinfacht wird. Beide Testkonzepte
eignen sich auch in hohem Maße zum testfreundlichen Entwurf von Mixed-Signal
Bausteinen. Weitere Untersuchungen sind im Bereich Simulations- und Test-
mustergenerierungstechniken für asynchrone Schaltungen notwendig, um die




Das Literaturverzeichnis teilt sich in drei Bereiche auf. Die Differenzierung in
unterschiedliche Teilgebiete wurde vorgenommen, da sich diese Untersuchung
mit drei verschiedenen Forschungsgebieten beschäftigt. 
Der erste Teil enthält die Grundlagen zum testfreundlichen Entwurf und zum
Testen digitaler synchroner Schaltungen, einschließlich der Untersuchungen zur
Fehlermodellierung. Literaturstellen sind mit dem Index [Literaturstelle]L.1
gekennzeichnet. 
Der zweite Teil enthält den Entwurf, die Synthese und Analyse asynchroner
Schaltungen. Sie erhalten den Index [Literaturstelle]L.2. 
Im dritten Bereich sind Veröffentlichungen verzeichnet, die den Test asynchroner
Schaltungen untersuchen. Diese werden mit dem Index [Literaturstelle]L.3
versehen. 
Darüber hinaus haben sich im Internet Foren etabliert, die sich mit der Forschung




In einem Emailforum werden Themen zur asynchronen Schaltungs-
entwicklung und deren Analyse diskutiert. Insbesondere werden Works-
hops und Konferenzen angekündigt und Kontakte aufgebaut. Geleitet
wird das Forum von Steven Novick. Die Anmeldung erfolgt über die
Email-Adresse: mailto:asynchronous-request@pharaos.cs.columbia.edu.
[BIBTEX]L http://www.win.tue.nl/cs/pa/wsinap/async.html
Eine umfangreiche Literatursammlung zum Thema asynchrone Schal-
tungsentwicklung liegt in dem Datenbankformat von TEX vor. Es können,
neben der Eingabe neuer Datensätze, Literaturstellen gesucht und die
komplette Datenbank abgerufen werden. Sie ist unter dem Namen BIB-
TEX zu finden.
[EDIS]L http://edis.win.tue.nl/bibl.html
Eine "Encyclopedia of Delay-insensitive Systems" mit dem Namen EDIS
ist dort ebenfalls verzeichnet. 
[AMULET]L http://www.cs.man.ac.uk/amulet 
Der Amulet Server enthält Veröffentlichungen zum Themenbereich
Entwurf und Test von Micropipelines. Den Schwerpunkt bilden hierbei
Veröffentlichungen, die sich mit dem Entwurf und der Analyse asynchro-
ner Mikroprozessoren befassen. Auch ein Konzept zur formalen Be-
schreibung von asynchronen Schaltungen für einen synthesefähigen
Schaltungsentwurf wird hier vorgestellt. 
[TOB]L http://www.tet.uni-hannover.de/tob/tob.htm
Eine thematisch sortierte Literatursammlung zum Testen von integrierten
Schaltungen des Instituts für Theoretische Elektrotechnik liegt im HTML-
Format vor. Sie umfaßt neben der asynchronen Schaltungstechnik die
Themenbereiche zum Test digitaler und analoger Schaltungen. 
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Anhang 
Externe Steuersignale der aktiven
Testhilfen
Bei dem aktiven HIOB Konzept werden über externe Steuersignale die Test-
betriebsarten umgeschaltet. In diesem Anhang werden die Umschaltvorgänge
beschrieben, die zur Einstellung einer neuen Testbetriebsart notwendig sind. 
Abb. 91 zeigt die externe Steuerung des SCAN Betriebs. Die Signale TSM, TSH
und TPR werden für die jeweilige Testbetriebsart neu eingestellt. Diese Signal-
wechsel erfolgen dabei jeweils nachdem die Registersteuerung mit einem TAI+
oder TAI- Signalwechsel einen Vorgang abgeschlossen hat. Sind die Signale
gesetzt, erfolgt der nächste TRI+ oder TRI- Signalwechsel. Als Bedingung zum
Wechsel zwischen den Zuständen sind Signale, TSM, TPR und TSH, angege-
ben, die zwischen TAI- und TRI+ wechseln sollen bzw. stabil bleiben. So gibt es
neben den stabilen Signalen "0" und "1" die Bedingung für steigende (R, Rising)
und fallende (F, Falling) Flanken. Als letzte Möglichkeit existiert ein D, Do not
care, wenn ein externes Steuersignal in beiden Zuständen die Bedingung für den

































SCANI (1, 1, 1)
(0, 0, 1)
SCAN













(0, 0, 1)(0, 0, F)
(F, F, 1)
TSe-, TSo-
(R, R, 1) (0, 0, R)
R := Steigende Flanke
F := Fallende Flanke
1 := "1" ist stabil
0 := "0" ist stabil
D := Don't care
Abb. 91: Die externen Teststeuersignale für den SCAN-Betrieb. 
Betriebsarten. Es wird wiederholt auf diese Betriebsart zugegriffen, um Daten in
das Register ein- oder auszulesen. Das Anlegen der Daten in den Datenpfad
erfolgt über gesonderte Befehle, dessen Erklärung auf den nächsten Seiten zu
finden ist. 
In Abb. 92 sind die externen Teststeuersignale dargestellt, die die Steuerung des
HIOB Registers von außen ermöglichen. Sie erfolgen stets nachdem die interne
Testablaufsteuerung mit einem TAI Signalwechsel anzeigt, dass sie die letzte
















(0, 0, 0) (0, 1, 0)
(0, 1, 0)








R := Steigende Flanke
F := Fallende Flanke
1 := "1" ist stabil
0 := "0" ist stabil
D := Don't care






















R := Steigende Flanke
F := Fallende Flanke
1 := "1" ist stabil
0 := "0" ist stabil
D := Don't care
Abb. 93: Die externen Teststeuersignale für den SAMPLE Betrieb. 
Abb. 93 zeigt die nötigen externen Signalwechsel zur Initialisierung und Aus-





















(0, R, 1)(0, 0, F)
(TSM, TPR, TSH)
Signalzustände:
R := Steigende Flanke
F := Fallende Flanke
1 := "1" ist stabil
0 := "0" ist stabil
D := Don't care
Abb. 94: Die externen Teststeuersignale für den TPG Modus. 
Abb. 94 zeigt die externen Steuersignale der Testmustergenerierung. Auch hier
ist der Scanbetrieb zu sehen, um ein Datum vor oder nach der Testmustergene-







































R := Steigende Flanke
F := Fallende Flanke
1 := "1" ist stabil
0 := "0" ist stabil
D := Don't care
Abb. 95: Die externen Teststeuersignale für den TDA Modus. 
Abb. 95 beschreibt für den Testdatenkomprimierungsbetrieb, wie externe Signale
geschaltet werden müssen. 
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94 Zur Übersichtlichkeit sind einige Signalwechsel zweimal eingezeichnet, da sie zwischen den Signalwechseln TAI-









SCANI (1, 1, 1)
(0, 0, 1)








































R := Steigende Flanke
F := Fallende Flanke
1 := "1" ist stabil



















Abb. 96: Die externen Steuersignale der Testablaufsteuerung des aktiven HIOB Konzepts. 
In Abb. 96 sind die externen Steuersignale dargestellt, die für den Wechsel
zwischen den Testbetriebsarten nötig sind. Diese Signalwechsel sind wichtig, um
das Testregister von einer in die andere Betriebsart zu setzen, ohne einen
falschen Folgezustand einzustellen94. Es muß dabei gewährleistet sein, dass sich
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