Purpose: To validate a new method for converting MR arterial signal intensity versus time curves to arterial input functions (AIFs).
DYNAMIC CONTRAST-ENHANCED magnetic resonance imaging (DCE-MRI) measures the transit of a tracer such as a gadolinium-chelate to estimate physiologic parameters related to perfusion or permeability in vivo. Clinical applications include estimates of tumor angiogenesis (1, 2) and response to therapy (3, 4) as well as physiologic measurements of organ function such as kidney glomerular filtration rates (GFR) and perfusion (5) (6) (7) . Ideally, these studies would be performed using a direct, well-controlled injection of the tracer bolus into the feeding vessel. Observed tissue concentration versus time curves would then reflect regional/local perfusion, permeability, or volume fraction, with minimal confounding effects due to the shape of the input function. However, for practical reasons tracers are usually injected intravenously, resulting in unpredictable dilution and widening of the bolus by the time it arrives at the feeding vessels. Therefore, accurate quantitative analysis of DCE-MRI data requires individually measured arterial input function (AIF). Reliable measurement of AIF is critical to the precision of determining the function of organ or tumor (8 -10) .
Several challenges limit our ability to determine AIF. First, the relationship between MR signal intensity and gadolinium concentration is nonlinear and can even be nonmonotonic (11, 12) . Second, MR signal measurements from a blood vessel can be distorted by multiple artifacts, including inflow effect (10, 13) , dephasing (14) , partial volume effect (15, 16) , and effects of flow pulsatility and turbulence. In addition, B 1 inhomogeneity (17) (18) (19) (20) affects MR signals of both blood and tissue.
Different approaches have been proposed to compute tracer concentration C(t). The simplest approach estimates concentration as proportional to normalized signal intensity (21, 22) . This approach is especially attractive when combined with the use of low doses of contrast, due to an approximate linearity of the relationship between low tracer concentration and its signal for commonly used gradient echo acquisition sequences (11) . Alternatively, C(t) can be estimated from the longitudinal relaxation time T 1 (t). The estimation of T 1 from signal intensity requires knowledge of S(0) and T 1 (0) (11, 23) . This approach (termed direct measurement) is applicable to a wider range of C(t) and can yield estimates with less than 10% error in solid tissues (eg, liver, kidneys, muscle) (11) . However, it is significantly less accurate in the aorta or other major arteries, ie, in regions used for measurement of AIF. The MR signal from these arteries is subject to artifacts listed above, and signal errors are further amplified when estimating tracer concentration by direct measurement (Fig. 1) .
To minimize the adverse effects of AIF distortions, Parker et al (24) and Wang et al (9) proposed to average AIFs obtained from a group of controls and derived by direct measurement. For the analysis of patient data, rather than use actual patient's AIF, the populationaveraged AIF was used. Averaging multiple AIFs is intended to reduce random, uncorrelated sources of errors, but may not correct systematic artifacts such as inflow and partial volume effects. Moreover, the magnitude and the shape of AIF depend on a patient's hemodynamic status (such as cardiac output and blood volume) and on the injection protocol (25) (26) (27) (28) . By disregarding differences between patients or protocols, the use of the averaged AIF may introduce additional sources of errors.
This study presents a new method to compute AIF using a constrained conversion that takes into account the subject's cardiac output. Because the constrained method forces the area under the peak of AIF to obey the theory of indicator dilution, we hypothesize that the resulting perfusion parameters will be more robust than those by the direct measurement and averaged methods. We tested our hypothesis in simulation studies (29) of 1) tumor perfusion and 2) renal filtration, as well as in test-retest DCE-MRI studies of MR renography and compared our method with two alternative AIF approaches.
MATERIALS AND METHODS

Conversion From MR Signal to Tracer Concentration
The quantification of tracer concentration relies on measuring the change in longitudinal relaxation time T 1 due to the T 1 -shortening effect of the tracer. Specifically, contrast concentration C is proportional to the change in relaxation rate 1/T 1 :
where r 1 is the specific relaxivity of the contrast agent. T 1 (t) can be estimated from analytical relationship between signal intensity (S) and longitudinal relaxation time (T 1 ). This relationship involves sequence parameters such as flip angle ␣, repetition time TR, and a scaling factor relating to spin density, system gain, coil sensitivity, and other factors (11) . For a spoiled gradient recalled echo (SPGR) sequence, which is widely used for dynamic imaging:
1 Ϫ e ϪTR/T1͑t͒ cos ␣ , [2] where M 0 reflects the equilibrium magnetization and other system gain factors. Given precontrast (tՅ0) values S(0) and T 1 (0), M 0 can be determined from known system parameters and substituted back into Eq. [2] , allowing us to express T 1 (t) as:
where, ϭ S͑t͒/S͑0͒,u ϭ 1 Ϫ e ϪTR/T1͑0͒ and w ϭ 1 Ϫ cos␣e
ϪTR/T1͑0͒
. Substituting T 1 (t) in Eq. [1] results in tracer concentration that corresponds to each acquired signal (29) :
This method to obtain AIF is referred to as direct measurement. Calculation of tracer concentration using Eq. [4] requires knowledge of flip angle, TR, T 1 (0), and S(0). Errors in some of these values reduce accuracy of concentration estimates. 
Normalization of Input Function Using Cardiac Output
The new approach utilizes the indicator dilution (Stewart-Hamilton) principle (30) to constrain the area under AIF. After a bolus injection, arterial concentration displays an initial peak, characteristic of the "first pass" of the tracer, followed by a lower recirculation tail (Fig. 2) . In a system with no recirculation, AIF would consist of only the first-pass component (shaded area in Fig. 2) .
The indicator dilution (or Stewart-Hamilton) principle (30) states that: D ϭ Q ϫ AUC, [5] where AUC is the area under the "first pass" concentration curve, D is the mass of the injected tracer, and Q is the cardiac output, defined as the volume of blood being pumped by the heart per minute. It should be noted that Eq. [5] is valid for AIF sampled anywhere in the body. As the sampling site moves to more distal locations, the shape of AIF becomes flatter due to tracer dispersion, without changing the area under the "first pass" component (31) . Because the precision of the AIF converted from DCE-MRI signal by direct measurement is poor, the indicator dilution method is not suitable for estimation of Q. However, if Q can be assumed or measured independently, its value can be used to improve the conversion. This is the essence of the proposed method.
The traditional "gold standard" thermodilution method for measurement of Q requires insertion of a pulmonary artery catheter. However, many noninvasive alternative techniques are becoming available and are gaining increasing acceptance (32) (33) (34) . Measurement of cardiac output by MRI is routinely used as a part of clinical cardiac MRI examinations (35, 36) . In particular, Q can be measured rapidly using velocity-encoded phase contrast MRI with less than 10% error (32, 34) .
Implementation of AIF Normalization
We now describe an approach for utilizing Q to derive an arterial input function. The proposed process consists of three steps, S1-S3. S1. Fit the signal versus time curve by a gamma variate function to obtain the first-pass signal curve S fp (ie, eliminate recirculation) (37):
where S 0 is the baseline (precontrast) signal level, t 0 is time delay, and A, a, and b are the parameters controlling the shape of gamma variate function. S2. Adjust the precontrast signal S 0 to a new value (S opt 0 ) so that the converted concentration C fp has the expected area under curve, ie:
In Appendix A we show that, for fixed values A, a, and b in Eq. [6] , AUC of the converted C fp is a strictly monotonic function of S 0 . Because of this property, a unique S opt 0 can always be found for any AUC predicted by the Stewart-Hamilton principle.
S3. Shift the whole signal versus time curve S(t) to the new baseline level S opt 0 and convert it to concentration using Eqs. [2] [3] [4] .
The above S 0 -shifting method was chosen for constraining AUC in this study because in our application the error in S 0 seems to dominate other sources of error. However, there are other ways of constraining AUC, including simple scaling of directly measured AIF.
Simulation Studies
Monte Carlo simulations were carried out to evaluate the performance of the proposed method in dynamic MR renography and in MR tumor perfusion imaging, and to compare it with direct measurement and the previously published averaged input approach (9) . Figure 3 shows the general process of simulation.
The ideal AIF was generated by a compartmental model that was proposed by Bae et al (38, 39) for describing the transit of intravascular tracer in the human body (Fig. 4 ). To simulate a random distribution of patients, flow rates and compartment volumes of the model were randomly chosen within Ϯ30% range around their mean values (Appendix B). For a given contrast injection protocol, AIF can be derived as the output from the left-heart compartment. Realistic injection protocols (Table 1) were used to simulate tumor perfusion and kidney function applications.
The simulated signal intensity versus time curve was constructed from each ideal AIF using Eqs. [1] and [2] , with predefined parameter values: TR ϭ 2.3 msec, ␣ ϭ 9°, T 1 (0) ϭ 1200 msec (40) ,
(41), and time interval ϭ 3 seconds. Zero-mean Gaussian noise with standard deviation 10% of S(0) was added to each signal point to simulate random noise in MR signal. The signal curve was also shifted vertically with a shift randomly chosen within a conservative Ϯ30% range of S(0), reflecting the artifacts due to inflow, dephasing, and partial volume effects seen clinically. Three methods were used to obtain AIF: 1) direct measurement, 2) the proposed method, and 3) the averaged input function constructed separately using Bae's model. For both direct measurement and the proposed method, the simulated signal intensity versus time curve was converted to a concentration versus time curve.
In direct measurement, the flip angle was randomly chosen within Ϯ1°range of the true flip angle to reflect the difference between the true and the nominal flip angles due to B 1 inhomogeneity (18, 20) . Five percent random noise was added to T 1 (0) (42) . Precontrast signal S(0) was obtained by averaging five precontrast signals generated by the Monte Carlo simulation. In the proposed method, 10% random noise was added to cardiac output to reflect its measurement error (32, 34) .
In the averaged input function approach (9, 24) , 100 AIFs simulating arterial inputs from 100 different patients were generated by the compartmental model (39,43) (Appendix B), and were subject to the same process of noise addition and direct measurement as above. These simulated AIFs were shifted in time to ensure that the peaks occurred at the same timepoint, then were averaged to obtain the averaged AIF (24) .
For tumor simulation, a well-known model by Tofts (44) with transfer constant K trans and extracellular extravascular volume v e was employed. Representative high-perfusion and low-perfusion values (Table 1) were taken from the literature (45) (46) (47) (48) . For kidney simulation, a three-compartment renal model (5,6) was used. Normal and impaired kidneys were simulated using different values of glomerular filtration rate (GFR) and renal plasma flow (RPF) ( Table 1) .
Random simulations were repeated N trial times (N trial ϭ 2000), to obtain N trial estimates for each parameter. The standard deviation (SD) of the N trial estimates and the difference between their average and the true value indicates the precision and the measurement bias, respectively. A two-sampled F-test was used to compare SDs of the estimates from different methods.
To study the effect of cardiac output error on the precision of the functional parameters, conversion of the simulated AIF by the proposed method was implemented using different cardiac-output error levels: 5%, 10%, 15%, and 20%, and the parameter estimates from these different AIFs were compared.
Patient Studies
Patient studies were performed to test the ability of the proposed method in improving inter-and intraday re- producibility of DCE-MRI for kidney. The studies were approved by local Institutional Review Board, and written informed consent was obtained from all subjects.
Study A was designed to test the ability of the proposed method in improving day-to-day or interday reproducibility of DCE-MRI. Applications of this type include therapeutic monitoring of cancer and assessment of kidney transplantation. Four healthy volunteers (two males and two females, age: 29.3 Ϯ 1.0 years) volunteered for this study. For each volunteer 3D MR renography was repeated on three separate days with the same imaging protocol on a 1.5T Siemens Symphony (Erlangen, Germany): TR 2.3 msec, TE 0.8 msec, flip angle (FA) 9°, field of view (FOV) 309 mm ϫ 450 mm, slice thickness 3.0 mm, partition matrix 100 ϫ 256 ϫ 16 interpolated into 176 ϫ 256 ϫ 32, acquisition time 3.6 seconds. All subjects were instructed to refrain from eating and drinking for at least 8 hours prior to the exam. Subjects were given 500 mL water to drink just prior to the study. Prior to contrast administration, five 3D images were acquired during one 15-second breathhold. Eight seconds following the start of a bolus injection of 4 mL Gd-DTPA (Magnevist, Berlex Laboratories, Wayne, NJ) at 2 mL/s (followed by 20 mL saline flush), the 3D acquisitions were repeated continuously for 30 seconds, during which the subject was asked to suspend respiration as long as possible. Acquisitions were repeated during separate 3-second breath-holds at multiple timepoints for at least 10 minutes thereafter.
Semiautomated image registration and segmentation was applied to the 3D renography datasets to produce aortic, renal cortical, and renal medullary signal intensity versus time curves (49) . Signal curves of renal cortex and medulla were converted to concentration versus time curves using direct measurement described previously. T 1 value for renal cortex and medulla without contrast were from literature, 950 and 1300 msec, respectively (50, 51) .
The conversion of the aortic signal intensity curves to concentration curves were implemented in three ways for comparison: direct measurement, the averaged input approach, and the proposed method. Our implementation of the averaged input approach for these test-retest data was slightly different from its original implementation. Rather than averaging AIFs across a separate group of patients, AIFs obtained by direct measurement from the three scans for the same patient were averaged, and the average AIF was then applied for analysis of each individual data of the patient. For implementing the proposed method, each AIF by direct measurement was fitted by gamma variate function for the initial 30 seconds after tracer injection to obtain the AUC of the first pass. Averaging the AUCs for the three scans of a same patient resulted in the "true" AUC for the patient. The true AUC was used in the conversion of the three aortic signal curves by the proposed method.
The concentration curve of tissues and aorta was analyzed by a three-compartment model (6) to estimate GFR and RPF for each of the three studies from the same patient. We expected that, using the proposed method for normalizing AIF, the SD of the three estimates of one parameter would be reduced compared with the other two methods.
Study B was performed to evaluate the proposed method's ability in improving intraday reproducibility of DCE-MRI, which is important for detecting shortterm physiologic changes induced by an exogenous stimulus. The additional challenge for reproducible analysis in such a study is the gadolinium circulatory residual from the first scan at the start of the second scan (52) . As an example of such a study, intraday repeated DCE-MRI with angiotensin-converting enzyme inhibitor (ACEi) was performed for six patients (69.8 Ϯ 16.3 years, range 39 -87) without significant renal artery stenosis (RAS). Without RAS, ACEi should not induce any change in GFR, and GFR estimates by pre-and post-ACEi scans can thus be used to test the reproducibility of DCE-MRI.
In the first DCE exam, serial coronal 3D spoiled gradient recalled echo (GRE) images were acquired at 1.5T (Avanto, Siemens Medical Solutions) using the following parameters: TR/TE/FA ϭ 2.84/1.05 msec / 12°, partition matrix 161 ϫ 256 ϫ 20 interpolated to 256 ϫ 256 ϫ 40, FOV 400 ϫ 400 ϫ 100 mm, voxel size 1.6 ϫ 1.6 ϫ 2.5 mm, parallel imaging acceleration factor of 3, acquisition time 3 seconds. Protocols for tracer injection and timing of breath-hold were the same as in Study A. About 3 minutes before the end of the first DCE acquisition, an ACEi enalaprilat (0.04 mg/kg, up to 2.5 mg) was administered intravenously over 3 minutes. Typically, 7-10 minutes after the baseline scan ended, the second DCE scan started, with 8 mL bolus of Gd-DTPA injected and the same MRI imaging protocol as in the first scan.
The techniques used for image segmentation, conversion of tissue signal to concentration, and model fitting in Study B were the same as those in Study A, except for the following two differences. First, T 1 values for renal cortex and medulla were measured (rather than assumed) (23) . Second, in analyzing data of the second scan with the three-compartment model, gadolinium circulatory residual from the first scan was accounted for by the model parameters (52) .
For converting aortic signals to AIF, two methods were used: direct measurement and the proposed method. The implementation of the proposed method for each patient in Study B utilized cardiac output measured by phase-contrast MRI described in the next paragraph. For each method of AIF conversion we compared GFR values of the first exam (GFR 1 ) and those from the second exam (GFR 2 ) for the cases in Study B, using correlation coefficient (R). We hypothesized that the use of the proposed method would increase R, compared with direct measurement. For cardiac output measurement, 2D prospective ECG-gated phase-contrast velocity images were acquired before DCE scans using the following protocol: imaging plane perpendicular to the ascending aorta ϳ20 mm above the aortic valve; TR/TE/FA 48.9/3.09 msec / 30°, slice thickness 6 mm, FOV 270 ϫ 320 mm, matrix 216 ϫ 256, 20 frames per cardiac cycle, acquisition time ϳ20 seconds. Patients were asked to hold their breath during data acquisition. The stroke volume was computed as the area under the flow versus time curve. Heart rate was recorded continuously. The cardiac output was obtained by multiplying the stroke volume by the heart rate.
RESULTS
Simulation
The distribution of tumor perfusion parameters (K trans and v e ) estimated using the different AIF methods is shown in Fig. 5a ,b. The proposed method improved the precision of both parameters by at least a factor of 3 compared with the direct method. For example, in the high-perfusion tumor simulation (nominal value K trans ϭ 0.5 min Ϫ1 ), the SD of K trans was 0.08 min Ϫ1 using the constrained AIF versus 0.31 min Ϫ1 using the direct measurement method. Precision improved by a factor of 4 for v e . Use of averaged AIF also improved the precision, but not as much as the proposed cardiac output method. In addition, the averaged AIF was associated with a systematic deviation of computed parameters. For example, the systematic bias for highperfusion K trans was Ϫ41% and for v e was Ϫ8%, whereas the estimates by the proposed method showed minimal deviation from their true values: Ϫ4.6% for K trans , Ϫ0.8% for v e . Figure 5c ,d shows the estimates for the renal parameters (GFR and RPF) using Monte Carlo simulations to test different AIF methods. Similar to the results in tumor simulation, the precision of all parameters for both normal and impaired kidneys were significantly improved (about 3-fold for GFR and 3-fold for RPF) when using the proposed method and the deviation of these estimates from their true values was small (less than 1 mL/min for GFR, less than 2 mL/min for RPF).
The simulations described above were obtained assuming the relative error of cardiac output (Q) measurement of 10%. Figure 6 demonstrates a nearly linear relationship between the precision of Q and the precision of functional parameters computed using the proposed method. For a relative error of Q ϭ 5%, the coefficients of variation (CV) for the parameters were 9%ϳ13%, while for relative error of 20%, CV for the parameters were 17%ϳ23%.
Patient Studies
In Study A, GFR estimates in healthy volunteers on 3 separate days showed greater consistency using the proposed cardiac output-corrected method than the other two methods. SD of the three GFR estimates by the proposed method, 6.4 Ϯ 4.4 mL/min, was significantly lower than that by direct measurement, 20.5 Ϯ 12.7 mL/min, and also significantly lower than that by the averaged input approach, 7.8 Ϯ 4.4 mL/min (Fig.  7a) . As shown in Fig. 7b , the SD of RPF estimates by the proposed method, 27.4 Ϯ 17.8 mL/min, was lower than that by direct measurement, 97.8 Ϯ 32.1 mL/min, or by averaged input approach, 92.7 Ϯ 64.5 mL/min.
Study B tested the reproducibility of GFR measured within a single session. The cardiac output measurements for the patients by phase-contrast MRI were 4.7 Ϯ 1.2 L/min (range 3.3-6.6 L/min). Using direct measurement, the correlation coefficient (R) between GFR 1 and GFR 2 was 0.83, with regression line: GFR 2 ϭ 1.03 GFR 1 ϩ 0.21 (Fig. 8) . The proposed method increased R to 0.92 (regression line: GFR 2 ϭ 0.98 GFR 1 ϩ 0.57).
DISCUSSION
In this study a novel method is described for converting MR signal intensity of aortic blood into tracer concentration. According to the indicator dilution principle, knowledge of the subject's cardiac output allows us to constrain the area under the first pass of AIF. In our experience, the main source of error in deriving AIF is the inaccurate baseline signal intensity, S(0), mostly resulting from inflow artifacts and which become especially pronounced when the acquisition plane is not aligned with the direction of the flowing blood in-plane. By applying the proposed method, the baseline, unenhanced arterial signal intensity level can be corrected and ensure that the first-pass component of the corrected AIF has the correct area under curve and thus the correct magnitude.
The performance of the proposed method was evaluated using Monte Carlo simulations and with patient data. In the Monte Carlo simulations the physiologic parameters of kidney filtration and tumor perfusion were estimated with 3-fold higher precision than the estimates by direct measurement. The CV of the parameters using the proposed method were reduced from ϳ30% to ϳ10%. These values can be further improved with more precise measurement of cardiac output. Patient studies measuring renal function confirmed the ability of the method to reduce variability in intra-and interday DCE-MRI measurements.
The averaged input approach was originally proposed to reduce the overall effect of the various artifacts. However, averaging does not cancel the systematic artifacts such as inflow and partial volume effects. In addition, assuming a same AIF for different patients is only valid when the patient population is homogeneous. Clearly, this assumption does not apply in most clinical settings and when dealing with patients of unknown hemodynamic status. In our simulations the averaged input approach resulted in a low accuracy of the perfusion parameters, with 15%ϳ28% deviation in RPF and 35%ϳ40% deviation in K trans . This observation confirms that perfusion parameters are highly sensitive to errors in the first-pass peak (6) .
Several features of the proposed method make it advantageous over the previous methods. First, the AIF is calibrated using the area under the first-pass aortic curve, which is calculated for each individual patient. Second (as demonstrated in Fig. 1 ), the estimate of high concentration in the first-pass peak is more sensitive to MR artifacts than low concentration in the tail. As a consequence, calibration of AUC for the first-pass peak corrects most of the AIF error. Third, although it did not correct all errors in AIF perfectly, the proposed method constrains AUC of AIF to its correct value. In Appendix C we give a theoretical derivation that the precision of v e is directly determined by the precision of AUC.
Because of its ability to significantly improve reproducibility, the proposed method should be of value in applications where repeated measurements are compared, for example, in the monitoring of tumor response to therapy, or when using a pharmacologic challenge such as ACEi-enhanced renography. These interventions typically have a subtle effect on physiologic parameters. For example, ACE inhibitor induces ϳ10% decrease in GFR in patients with renovascular hyper- tension (53) . Detection of subtle changes requires high reproducibility of the measurements. In our volunteer study, the proposed method improved the precision of GFR from 20.5 Ϯ 12.7 mL/min to 6.4 Ϯ 4.4 mL/min. We note that in these applications the measurement of cardiac output is not absolutely necessary, provided that cardiac output change across serial DCE-MRI exams can be neglected.
Our study has several limitations. First, our current patient study, without reference values for the DCEderived parameters, cannot be used to test the ability of the proposed method to improve the accuracy of these parameters. Future work will include reference measurements of parameters that can be validated with other methods, such as renal GFR. Second, measurement of cardiac output may be cumbersome whenever the tissue of interest is outside of the torso, ie, when the aortic root is not in the FOV. For such situations the MRI table may need to be adjusted for measuring cardiac output. Third, the method requires that the vascular curve contains a well-defined first-pass peak. However, in our experience using an intravenous injection rate of 2 mL/sec is sufficient in all subjects (CO ranging from 3.3-6.6 L/min) to visualize first-pass peak.
Future work is clearly needed to validate our approach in other clinical DCE-MRI applications and with larger groups of patients. Further investigations are also needed to facilitate online, real-time DCE image processing with the approach.
In conclusion, this study presents a novel method for reducing the effect of artifacts when estimating AIF from DCE-MRI data. Simulations and patient studies showed that the method significantly improves our ability to measure functional parameters in MR renography and in tumor perfusion measurements. Improved reproducibility may be especially useful for the applications where repeated measurements are to be compared.
APPENDIX A
AUC of the First-Pass Component (C fp ) as a Strictly Monotonic Function of S 0
The definition of AUC and its partial derivative with respect to S 0 are expressed as:
[A1]
The partial derivative of tracer concentration with respect to S 0 is:
where ϭ S(t)/S 0 , u ϭ 1 ϩ e ϪTR/T1(0) , and ϭ 1 Ϫ cos ␣e ϪTR/T1(0) . Since ‫ץ‬C/‫ץ‬S 0 is negative, ‫ץ‬AUC/‫ץ‬S 0 is also negative. As a consequence AUC is a strictly monotonic function of S 0 . With this property we can always find a unique S 0 for every predicted AUC.
APPENDIX B
Whole-Body Tracer Kinetic Model
Monte Carlo simulation in this study required the construction of an ideal AIF, and this was achieved by using a whole-body compartmental model of intravascular tracer (38, 39) . This model includes peripheral venous, the right heart, pulmonary system, the left heart, and peripheral arterial compartments. The model is described by a set of differential equations based on mass conservation for each compartment:
where V v , V r , V p , V l , V s are, respectively, the volume of venous, right heart, pulmonary, left heart, and systemic compartments. C v , C r , C p , C l , C s are the respective concentration of venous, right heart, pulmonary, left heart and systemic compartments, and Q v , Q r , Q p , Q l , Q s represent the flows out of each compartment. Q c and C c represent the injection flow rate and concentration of the tracer. Parameter f denotes the rate of tracer elimination from human body, mainly due to renal excretion. Typical values for the parameters were: V v ϭ 40 mL, V r ϭ 250 mL, V p ϭ 450 mL, V l ϭ 250 mL, V s ϭ 5000 mL; Q v ϭ 250 mL/min, Q r ϭ Q p ϭ Q l ϭ Q s ϭ 5000 mL/min; f ϭ 0.2 (38, 39) . A system-circulation delay, 24s, was included for recirculation (54) . For simulating AIF for different patients, the flow rates and compartment volumes were randomly chosen from the Ϯ30% range around their typical values.
APPENDIX C
Constraint of AUC Eliminates Error in v
In general there is no simple analytic relationship between the error in AIF and the corresponding error in perfusion parameters. In case of a general kinetic model of Tofts (44) , there is one parameter, the volume of extracellular and extravascular compartment, v e , for which we can demonstrate an exact relationship. We do not need to limit the proof to a specific impulse residue function R(t) of the model. The concentration of tracer within tissue ROI, C T (t), can be expressed as the convolution:
where V T is the volume of tissue ROI, F is the blood flow, and C A is the arterial input function.
It is known that the area under a convolution is the product of the areas under the two factors:
[C2]
The arterial concentration C A can be expressed as the sum of all its passes (blood pumped out of heart comes back to heart, and then is pumped again and again):
Integrating both sides of [C3], we get:
The area under the first pass C A1 on the right side of Eq.
[C4] is denoted as AUC. The area under the second pass can be expressed as f ⅐ AUC, where the factor f is less than 1 because of tracer elimination. If we assume that the rate of tracer elimination is constant (time invariant), we can express area under the third pass as f 2 ⅐ AUC, and that of the fourth pass as f 3 ⅐ AUC etc. Equation [C4] can thus be rewritten as:
Substituting [C5] into [C2], we get:
According to central volume theorem, the transit volume (v) equals flow rate multiplied by mean transit time (area under IRF), ie:
Substituting [C7] into [C6], we obtain:
[C8]
