Let R K [H] be the Hibi ring over a field K on a finite distributive lattice H, P the set of join-irreducible elements of H and ω the canonical ideal of R K [H]. We show the powers ω (n) of ω in the group of divisors Div(R K [H]) is identical with the ordinal powers of ω, describe the K-vector space basis of ω (n) for n ∈ Z. Further, we show that the fiber cones n≥0 ω n /mω n and n≥0 (ω (−1) ) n /m(ω (−1) ) n of ω and ω (−1) are sum of the Ehrhart rings defined by sequences of elements of P with a certain condition. Moreover, we show that the analytic spread of ω and ω (−1) are maximum of the dimensions of these Ehrhart rings.
Introduction
In the paper published in 1954 [NR] , Northcott and Rees introduced the notion analytic spread. Let (R, m) be a Noetherian local ring with infinite residue class field, I a proper ideal of R. The analytic spread of I is the dimension of the fiber cone n≥0 I n /mI n of I. They showed in the paper cited above, that the analytic spread is equal to the number of elements in any minimal generating system of arbitrary minimal reduction of I.
Since then, analytic spread of various ideals in various rings are studied by many researchers. Furthermore, in many results concerning Cohen-Macaulay or Gorenstein properties, there are assumptions about analytic spread of certain ideals. Therefore it is recognized that analytic spread is a crucially important invariant when studying asymptotic behavior of an ideal or the Rees algebra of an ideal in a local ring.
Since a nonnegatively graded ring whose degree 0 piece is a field is treated like a local ring, the analytic spread of graded ideals of such rings are defined by the same way.
Let R be a Noetherian normal domain and I a fractional ideal. I is said to be divisorial if R : Q(R) (R : Q(R) I) = I, i.e., I is reflexive as an R-module, where Q(R) is the fraction field of R. It is known that the set of divisorial ideals form a group, denoted Div(R), by the operation I · J := R : Q(R) (R : Q(R) IJ). We denote the n-th power of I in this group I (n) , where n ∈ Z. Note that if I R, then I (n) is identical with the n-th symbolic power of I. Note also that the inverse element of I in Div(R) is R : Q(R) I.
Suppose further that R is a normal affine semigroup ring generated by Laurent monomials in the Laurent polynomial ring K[X ±1 1 , . . . , X ±1 s ] over K with weight so that R is a standard graded ring, where K is a field and X 1 , . . . , X s are indeterminates. Let I be a divisorial ideal generated by Laurent monomials m 1 , . . . , m ℓ . Then R : Q(R) I = s ] generated by Laurent monomials. Therefore, the set of divisorial ideals generated by Laurent monomials form a subgroup of Div(R). By the description of the canonical module of a normal affine semigroup ring by Stanley [Sta2, p. 82] , we see that the canonical module ω of R is isomorphic to an ideal of R generated by Laurent monomials. We call this ideal the canonical ideal of R. It is known that the canonical module is reflexive and therefore ω ∈ Div(R). We call the inverse element ω (−1) of ω in Div(R) the anticanonical ideal of R. By the above argument, we see that ω (−1) is also an R-submodule of K[X ±1 1 , . . . , X
±1
s ] generated by Laurent monomials. If the generators of ω (resp. ω (−1) ) have the same degree, we say that R is level (resp. anticanonical level).
In this paper, we first study in Section 2, positive and negative powers ω (n) of the canonical ideal of R K [H] in Div(R K [H]), where n ∈ Z and R K [H] is the Hibi ring over K on a finite distributive lattice H. Note that R K [H] satisfy the conditions above. We describe Laurent monomials in ω (n) for n ∈ Z and show that for n > 0, ω (n) = ω n and ω (−n) = (ω (−1) ) n . See Theorem 2.9. Though these results are obtained by Page [Pag, Corollary 3.1 and Proposition 3.2] for the case of negative powers, our proof is more down to earth and treat the cases of positive and negative powers simultaneously.
Next in Section 3, we recall the notion of a sequence with condition N [Miy2, Definition 3.1], define the notion of q (n) -reduced sequence with condition N, where n ∈ Z. See Definitions 3.1 and 3.2. We show that the Laurent monomial x T ν(x) x , where ν is a map from the set P of joinirreducible elements of H to Z, is a generator of ω (n) if there is a q (n) -reduced sequence with condition N with a certain condition related to ν. Conversely, we construct for each q (n) -reduced sequence with condition N, maps ν ↓ and ν ↑ form P to Z such that the Laurent monomials x∈P T 
there is a generator of ω (n) with degree d. After these preparations, we go into the technical heart of this paper in Section 4. We define for each q (ǫ) -reduced sequence with condition N an integral convex polytope whose Ehrhart ring is standard, i.e., generated by elements of degree 1 over the base field, where ǫ = ±1. We express the dimension of this convex polytope by the word of poset and the q (ǫ) -reduced sequence with condition N which defines this convex polytope. As a special case, we show that if the q (ǫ) -reduced sequence under consideration is an empty sequence, then the dimension of this convex polytope is the number of elements in P which is not contained in any maximal chain with respect to inclusion in P with maximum (resp. minimum) length if ǫ = 1 (resp. ǫ = −1).
In the final section, Section 5, we show that the Ehrhart ring defined by the convex polytope above is isomorphic to a graded subalgebra of the fiber cone n≥0 ω n /mω n (resp. n≥0 (ω
is the sum of finite number of these types of subalgebras. Since the dimension of a graded ring is computed by the Hilbert function, we conclude that the analytic spread of ω (resp. ω (−1) ) is the maximum of the dimensions of these Ehrhart rings.
Preliminaries
In this paper, all rings and algebras are assumed to be commutative with identity element unless explicitly stated otherwise. We denote by N the set of nonnegative integers, by Z the set of integers, by R the set of real numbers and by R ≥0 the set of nonnegative real numbers.
First we recall some definitions concerning finite partially ordered sets (poset for short). Let Q be a finite poset. A chain in Q is a totally ordered subset of Q. For a chain X in Q, we define the length of X as #X − 1, where #X denotes the cardinality of X. The maximum length of chains in Q is called the rank of Q and denoted as rankQ. If every maximal chain of Q has the same length, we say that Q is pure. If I ⊂ Q and x ∈ I, y ∈ Q, y ≤ x ⇒ y ∈ I, then we say that I is a poset ideal of Q. If x, y ∈ Q, x < y and there is no z ∈ Q with x < z < y, we say that y covers x and denote x <· y or y · > x. For x, y ∈ Q with x ≤ y, we set [
if there is no fear of confusion. Let ∞ be a new element which is not contained in Q. We define a new poset Q + whose base set is Q ∪ {∞} and x < y in Q + if and only if x, y ∈ Q and x < y in Q or x ∈ Q and y = ∞.
Definition 2.1 Let x and y be elements of a poset Q with x ≤ y. A saturated chain from x to y is a sequence of elements z 0 , z 1 , . . . , z t of Q such that
Note that the length of the chain z 0 , z 1 , . . . , z t is t.
Definition 2.2 Let Q, x and y be as above. We define dist(x, y) := min{t | there is a saturated chain from x to y with length t.} and call dist(x, y) the distance of x and y. Further, for n ∈ Z, we define q (n) dist(x, y) := max{nt | there is a saturated chain from x to y with length t.} and call q (n) dist(x, y) the n-th quasi-distance of x and y.
Definition 2.3 For a poset Q and n ∈ Z, we set T (n) (Q) := {ν :
Note that if x is a maximal element of Q and ν ∈ T (n) (Q), then ν(x) ≥ n since x <· ∞ in Q + . Note also that if ν ∈ T (n) (Q), x, y ∈ Q + and x < y, then ν(x) − ν(y) ≥ q (n) dist(x, y). In the following, we identify a map ν : Q + → R with ν(∞) = 0 with the restriction ν | Q : Q → R.
Next we define operations of maps from Q + to Z.
Definition 2.4 For ν, ν ′ : Q + → Z and a positive integer n, we de-
⌋ is the largest integer not exceeding
We note the following fact which is easily proved.
Lemma 2.5 Let m, ℓ be integers and n an integer greater than 1. Suppose
Here we recall the definition of level (resp. anticanonical level) property.
Definition 2.6 ( [Sta1, Pag] ) Let R be a standard graded CohenMacaulay algebra over a field. If the degree of all the generators of the canonical module ω of R are the same, then we say that R is level. Further, if R is normal (thus, is a domain) and the degree of all the generators of ω (−1) are the same, we say that R is anticanonical level.
As is noted in [Pag, Example 3.4] , level property does not imply anticanonical level property nor anticanonical level property does not imply level property. Now we recall the definition of a Hibi ring. Let K be a field H a finite distributive lattice with unique minimal element x 0 , P the set of join-irreducible elements of H, i.e., P = {α ∈ H | α = β ∨ γ ⇒ α = β or α = γ}. Note that we treat x 0 as a join-irreducible element. It is known that H is isomorphic to the set of non-empty poset ideals of P ordered by inclusion.
Let {T x } x∈P be a family of indeterminates indexed by P .
It is easily verified that if we set α = x∈I x for a nonempty poset ideal I,
is a normal affine semigroup ring and thus is CohenMacaulay by the result of Hochster [Hoc] . Further, by setting deg
It is shown by Hibi [Hib] and is easily verified that
and therefore by the description of the canonical module of a normal affine semigroup ring by Stanley [Sta2, p. 82] , we see that
Next we state the following Lemma 2.8 Let x and y be elements of P + with x <· y and n ∈ Z.
Then it is easily verified that ν satisfies the required condition.
Now we state the following.
Theorem 2.9 For a positive integer n,
where
Proof Let ν be an arbitrary element of T (−n) (P ) and let ν 1 , . . . , ν n be arbitrary elements in T
(1) (P ). Then ν + ν 1 + · · · + ν n ∈ T (0) (P ). Therefore,
In order to prove the converse inclusion, first note that
which has a basis consisting of Laurent monomials.
Let T ν , ν : P → Z, be an arbitrary Laurent monomial in ω (−n) . We extend ν to a map from P + to Z by setting ν(∞) = 0. Let x and y be arbitrary elements of P + with x <· y. Then by Lemma 2.8, we see that there is ν
Thus (ν + nν ′ )(x) − (ν + nν ′ )(y) ≥ 0 and we see that ν(x) − ν(y) ≥ −n. Since x and y are arbitrary, we see that ν ∈ T (−n) (P ). Thus we see that
From this fact, we can show that
KT ν by a similar way. Next assume that ν is an arbitrary element of T (n) (P ). By using Lemma 2.5 repeatedly, we see that there are ν 1 , . . . , ν n ∈ T
(1) (P ) such that ν = ν 1 + · · · + ν n . Therefore, T ν ∈ ω n . Since ν is an arbitrary element of T (n) (P ), we see that
Thus, we see that ω (n) = ω n since the converse inclusion holds in general. We see that (ω (−1) ) n = ω (−n) by the same way.
Remark 2.10 By Theorem 2.9, we see that symbolic Rees algebras R = n≥0 ω (n) and R ′ = n≥0 ω (−n) are ordinal Rees algebras and therefore Noetherian. Thus, by the result of Goto et al. [GHNV, Theorems (4.5) and (4.8)], we see that R ′ is Gorenstein and the canonical module of R is isomorphic to ω (2) R. In our case, we can describe the canonical modules of these rings explicitly. Let X be a new indeterminate and we embed the above rings in the Laurent
Then we see that these rings are normal by the Hochster's criterion and therefore Cohen-Macaulay [Hoc] . Further, by the Stanley's description of the canonical module of a normal affine semigroup ring, we see that the canonical module of R (resp. R ′ ) is
Thus, we see by Theorem 2.9 that the canonical module of R ′ is generated by X −1 . Further, we see that the canonical module of R is generated by
Finally, we introduce an order on T (n) (P ) and describe generators of ω
with it, where n ∈ Z. Since ω (n) is a finitely generated
, there is a unique minimal set of Laurent monomials which generate ω (n) . We call an element of this set a generator of ω (n) . By Theorem 2.9, we see that for ν ∈ T (n) (P ), T ν is a generator of ω (n) if and only if there are no ν 1 ∈ T (n) (P ) and ν 2 ∈ T (0) (P ) such that ν = ν 1 and ν = ν 1 + ν 2 . On account of this fact, we make the following.
Definition 2.11 Let n ∈ Z and ν, ν ′ ∈ T (n) (P ). We define the relation ≤ on
It is easily verified that ≤ is an order relation on T (n) (P ). Further, by the above argument, for ν ∈ T (n) (P ), T ν is a generator of ω (n) if and only if ν is a minimal element of T (n) (P ).
3 Generators of ω (n) and q (n)
-reduced sequences with condition N In this section, we state a characterization of a Laurent monomial to be a generator of ω (n) , where n ∈ Z. As we noted after Definition 2.11, T ν is a generator of ω (n) if and only if ν is a minimal element of T (n) (P ). In the following of this section, we fix n ∈ Z. First we state the following (cf. [Miy2, Definition 3.1]).
Definition 3.1 We say a (possibly empty) sequence y 0 , x 1 , y 1 , x 2 , . . . , y t−1 , x t of elements P \ {x 0 } satisfies condition N if
In order to simplify description, we set the following.
Notation Let w 0 , z 0 , w 1 , z 1 , . . . , w ℓ , z ℓ be elements of P + with w 0 < z 0 > w 1 < z 1 > · · · > w ℓ < z ℓ . We set
Next we define the following property of a sequence with condition N.
Definition 3.2 Let m be an integer and y 0 , x 1 , . . . , y t−1 , x t a sequence with condition N. Set y t = ∞. If for any i < j with
. . , x j , y j ), we say that y 0 , x 1 , . . . , y t−1 , x t is q (m) -reduced. We treat the empty sequence as a q (m) -reduced sequence with condition N.
Note that a sequence y 0 , x 1 , . . . , y t−1 , x t with condition N is
Now we begin to analyze the property of generating system of ω (n) . First we state the following (cf. [Miy2, Lemma 3.2 
]).
Lemma 3.3 Let ν be an element of T (n) (P ). If there is a possibly empty sequence z 0 , w 1 , . . . , z ℓ−1 , w ℓ of elements of P \ {x 0 } such that z 0 > w 1 < · · · < z ℓ−1 > w ℓ and ν(w i ) − ν(z i ) = q (n) dist(w i , z i ) for any 0 ≤ i ≤ ℓ, where we set w 0 = x 0 and z ℓ = ∞, then ν is a minimal element of T (n) (P ).
The proof is almost identical with that of [Miy2, Lemma 3.2] . Thus, we omit it. Next we state a strong converse of this Lemma.
Lemma 3.4 Let ν be a minimal element of T (n) (P ). Then there is a possibly empty q (n) -reduced sequence y 0 , x 1 , . . . , y t−1 , x t with condition N such that
for 0 ≤ i ≤ t, where we set y t = ∞.
Since the proof is almost identical with [Miy2, Lemma 3.3], we omit it. Note that the sequence we constructed in the proof of [Miy2, Lemma 3.3 ] is a q (1) -reduced sequence with condition N. By Lemmas 3.3 and 3.4, we see that ν ∈ T (n) (P ) is a minimal element of T (n) if and only if there exists a sequence with condition N which satisfy equations (3.1).
Noting that there are only finitely many sequences with condition N, we make the following. Definition 3.5 We set q
. . , y t−1 , x t is a q (n) -reduced sequence with condition N}.
By Lemma 3.4 and the fact that
max for any minimal element ν of T (n) (P ) by the same way as the proof of [Miy2, Corollary 3.5]. Thus, by Theorem 2.9, q
max is a necessary condition that there is a generator of ω (n) with degree d. We show that this is also a sufficient condition in the following of this section.
Definition 3.6 Let y 0 , x 1 , . . . , y t−1 , x t be a q (n) -reduced sequence with condition N. Set y t = ∞. We define
and
Note that the definition of ν Lemma 3.7 Let y 0 , x 1 , . . . , y t−1 , x t be a q (n) -reduced sequence with condition N. We denote µ (y 0 ,x 1 ,...,y t−1 ,xt) , ν ↓ (y 0 ,x 1 ,...,y t−1 ,xt) and ν ↑ (y 0 ,x 1 ,...,y t−1 ,xt) by µ, ν ↓ and ν ↑ respectively. Then ν ↓ , ν ↑ are minimal elements of
Proof Suppose z, z ′ ∈ P + and z <· z ′ . Then it is easily verified that
by the definition of µ. Suppose that y j ≥ x i and j = i, i − 1. Then j > i since the sequence y 0 , x 1 , . . . , y t−1 , x t satisfies condition N. Since y 0 , x 1 , . . . , y t−1 , x t is q (n) -reduced, we see that
Therefore, we see that ν ↓ (x i ) = µ(x i ). We also see that ν ↑ (y i ) = µ(y i ) for 0 ≤ i ≤ t by the same way.
Next we show that ν
Suppose that x j ≤ x i and j = i. Then j < i since the sequence y 0 , x 1 , . . . , y t−1 , x t satisfies condition N. Therefore,
since y 0 , x 1 , . . . , y t−1 , x t is a q (n) -reduced sequence with condition N. Thus we see that ν ↑ (x i ) = µ(x i ). We also see that ν ↓ (y i ) = µ(y i ) for 0 ≤ i ≤ t by the same way. In particular, ν ↓ (∞) = ν ↑ (∞) = µ(∞) = 0. Therefore, we see that ν ↓ , ν ↑ ∈ T (n) (P ) by inequalities (3.2). By Lemma 3.3, we see that ν ↓ and ν ↑ are minimal elements of T (n) (P ).
Next we note the following.
Lemma 3.8 Let ν be a minimal element of T (n) (P ) and k a positive integer.
Then ν ′ is also a minimal element of T (n) (P ).
Proof It is easily verified that ν ′ ∈ T (n) (P ). The rest is proved along the same line with [Miy2, Lemma 3.11 ]. Now we state the following.
Theorem 3.9 There exists a generator of ω (n) with degree d if and only if q
Proof "Only if" part is already proved before Definition 3.6.
Let d be an integer with q
max − d and take a q (n) -reduced sequence y 0 , x 1 , . . . , y t−1 , x t with condition N such that q (n) (x 0 , y 0 , . . . ,
max by Lemma 3.7 and ν ′ :
For any nonempty q (n) -reduced sequence y 0 , x 1 , . . . , y t−1 , x t with condition N, q
. Therefore, we obtain the following result from Theorem 3.9.
Theorem 3.10 R K [H] is level (resp. anticanonical level) if and only if q
(1) -reduced (resp. q (−1) -reduced) sequence with condition N is the empty sequence only.
Note that for level case, Theorem 3.10 is another expression of [Miy2, Theorem 3.9] using the notion of q
(1) -reduced sequence with condition N. As a corollary, we see that the anticanonical counterpart of [Miy1, Theorem 3.3] (see also [Miy2, Corollary 3 .10]) also holds.
Corollary 3.11 If {z ∈ P | z ≥ w} is pure for any w ∈ P \ {x 0 }, then R K [H] is level and anticanonical level.
Since the proof is almost identical with that of [Miy2, Corollary 3 .10], we omit it.
4 Convex polytope associated to a q (ǫ) -reduced sequence with condition N Let ǫ be a nonzero integer. In this section, we construct a convex polytope associated to a q (ǫ) -reduced sequence with condition N. Although the important cases for applications are the cases where ǫ = ±1, the arguments of this section work for arbitrary nonzero integer ǫ.
Fix a q (ǫ) -reduced sequence y 0 , x 1 , . . . , y t−1 , x t with condition N. We set y t := ∞. We define a convex polytope from y 0 , x 1 , . . . , y t−1 , x t and study the Ehrhart ring defined by this polytope.
First note that there is a one to one correspondence between R #P and the set of maps ν : P → R. In particular, for any integer m, an element of T (m) (P ) is identified with an element of Z #P . For a positive integer n, we set
By Lemma 3.3, we see that any element ν ∈ C (nǫ) ∩ Z #P is a minimal element of T (nǫ) (P ) and therefore T ν is a generator of ω (nǫ) . Since there are only finitely many generators of ω (nǫ) , we see that
Thus, we see by induction that any element ν ∈ C (nǫ) ∩ Z #P can be written as a sum of n elements of
, we see that the Ehrhart ring defined by C (ǫ) is a standard graded ring, i.e., generated by C (ǫ) ∩ Z #P over the base field.
Next we consider the dimension of
We show the converse inequality by showing that there are affinely independent elements of C (ǫ) consisting of #(P \ G) + t + 1 elements. First we make the following.
Definition 4.1 Let s be an integer with 0 ≤ s ≤ t. We set µ = µ (y 0 ,x 1 ,...,y t−1 ,xt) ,
Further, we define maps ν ↓ s and ν
Note that it is easily verified that ν
Further, since the inequalities (3.3) and (3.4) are strict, we can show that
for any i with 0 ≤ i ≤ t by the same way as the proof of Lemma 3.7. In particular, ν
Next we state the following.
Lemma 4.2 Let s be an integer with
Proof Take i and j such that
We set ν 00 := ν ↓ t and F 0 := {z ∈ P | ν 00 (z) < ν ↑ t (z)}. Further, we set F 0 = {z 01 , z 02 , . . . , z 0k(0) } so that z 01 , z 02 , . . . , z 0k(0) is a linear extension of F 0 , i.e., if z 0i < z 0j then i < j.
Set F 0j := {z 01 , . . . , z 0j } and
Then for any 1 ≤ j ≤ k(0), the following fact holds.
Lemma 4.3 Let j be an integer with 1 ≤ j ≤ k(0). Then ν 0j is an element of
Proof Suppose z, z ′ ∈ P + and z <· z
Assume that z ∈ F 0j and z ′ ∈ F 0j . Since z 01 , . . . , z 0k(0) is a linear extension of F 0 , we see that z ∈ F 0 . Therefore, ν ↑ t (z) = ν 00 (z). On the other hand, since z ′ ∈ F 0 , we see that ν
, we see that x i , y i ∈ F 0 for any 0 ≤ i ≤ t. Thus, ν 0j (x i ) = µ t (x i ) and ν 0j (y i ) = µ t (y i ) for any 0 ≤ i ≤ t. In particular, ν 0j (∞) = ν 0j (y t ) = 0 and ν 0j (
By the above lemma, we see that ν 0k(0) ∈ T (ǫ) (P ). We set ν 10 := max{ν ↓ t−1 , ν 0k(0) }. Then we see the following.
Proof The first part of the assertion follows from Lemmas 2.5 and 4.3, equalities (4.2), (4.3) and the definitions of µ t−1 and µ t . Let z be an arbitrary element of P + . If ν 10 (z) = ν ↓ t−1 (z), then by Lemma 4.2, we see that ν 10 (z) ≤ ν
We set F 1 := {z ∈ P + | ν 10 (z) < ν ↑ t−1 (z)} \ F 0 and set F 1 = {z 11 , . . . , z 1k(1) } so that z 11 , . . . , z 1k(1) is a linear extension of F 1 . We also set F 1j := {z 11 , . . . , z 1j } and
for 1 ≤ j ≤ k(1). Then by the same argument as the proof of Lemma 4.3, we see that for any 1 ≤ j ≤ k(1), ν 1j is an element of C (ǫ) with ν 1j (x i ) = µ t−1 (x i ) and ν 1j (y i ) = µ t−1 (y i ) for any 0 ≤ i ≤ t.
Set ν 20 := max{ν 1k(1) , ν ↓ t−2 }. Then by the same argument as the proof of Lemma 4.4, we see that ν 20 is an element of C (ǫ) such that ν 20 (x i ) = µ t−2 (x i ) and ν 20 (y i ) = µ t−2 (y i ) for 0 ≤ i ≤ t and ν 20 (z) ≤ ν ↑ t−2 (z) for any z ∈ P + . Thus, we can repeat this argument by setting
and taking a linear extension F 2 = {z 21 , . . . , z 2k(2) }, setting F 2j := {z 21 , . . . , z 2j },
and so on. Finally, we define k(0) + k(1) + · · · + k(t) + t + 1 elements ν 00 , ν 01 , . . . , ν 0k(0) , ν 10 , ν 11 , . . . , ν 1k(1) , . . . , ν t0 , ν t1 , . . . , ν tk(t) of C (ǫ) . Since ν ij (z) − ν i,j−1 (z) = 1 if z = z ij 0 otherwise for any 0 ≤ i ≤ t and 1 ≤ j ≤ k(i) and ν i0 (y j ) − ν i−1,k(i−1) (y j ) = 1 if j = t − i 0 if j = t − i for any 1 ≤ i ≤ t, we see that ν 00 , ν 01 , . . . , ν 0k(0) , ν 10 , ν 11 , . . . , ν 1k(1) , . . . , ν t0 , ν t1 , . . . , ν tk(t)
are affinely independent, since F i ∩ F j = ∅ for i = j and y j ∈ F i for any i and j. Since ν ij ∈ C (ǫ) for any 0 ≤ i ≤ t and 0 ≤ j ≤ k(i), we see that dim C (ǫ) ≥ k(0) + k(1) + · · · + k(t) + t. (4.4)
Next we set F = F 0 ∪ F 1 ∪ · · · ∪ F t and state the following.
Lemma 4.5 For w ∈ P the following conditions are equivalent.
(1) w ∈ F .
(2) ν ↓ s (w) = ν ↑ s (w) for any s with 0 ≤ s ≤ t.
(3) w ∈ G.
Proof (1)⇒(2): Since ν 00 = ν ↓ t and w ∈ F 0 = {z ∈ P + | ν 00 (z) < ν ↑ t (z)}, we see that ν ↓ t (w) = ν ↑ t (w). Further, ν 0k(0) (w) = ν 00 (w) = ν ↓ t (w), since w ∈ F 0 . Therefore, ν 10 (w) = max{ν 
(y 0 ,x 1 ,...,y t−1 ,xt) + 1 (resp. max (y 0 ,x 1 ,...,y t−1 ,xt)∈N (ǫ) dim C (−1) (y 0 ,x 1 ,...,y t−1 ,xt) + 1).
As a special case, we see by Theorems 3.10, 4.6 and 5.1, the following fact whose anticanonical level part is [Pag, Theorem 4.6 ].
Corollary 5.2 If R K [H] is level (resp. anticanonical level), then the canonical (resp. anticanonical) analytic spread of R K [H] is #{z ∈ P | rank([x 0 , z])+ rank([z, ∞]) < rank([x 0 , ∞])} + 1 (resp. #{z ∈ P | dist(x 0 , z) + dist(z, ∞) > dist(x 0 , ∞)} + 1).
