A domain nesting technique is developed for the Extended Large-Eddy Microscale Model (ELMM). It enables simulations of large areas in coarser resolution and nesting of smaller domains with higher resolution and keeping simple and efficient uniform orthogonal grids in each domain. The process was recently enhanced by nesting the pressure. The pressure field in the nested domain is blended with the pressure from the outer domain in a buffer layer. A fourth order central discretization was also implemented to decrease numerical errors.
Introduction
Domain nesting is one of the techniques possible for achieving higher resolution in certain areas of the computational domain. It is especially popular in meteorology and it is a standard technique for weather forecast and climate models. Nested (inner) domains receive initial and boundary conditions from their outer domain. In a more-advanced so called two-way nesting the inner domain also affects the outer domain by a feedback of the higher-resolution grid solution to the coarser outer grid.
In computational fluid mechanics (CFD) other techniques are well established, such as nonorthogonal or unstructured grids or adaptive mesh refinement of orthogonal grids. Large eddy simulation (LES) models for the atmospheric boundary layer and micrometeorology are often built around structured orthogonal grids and therefore the domain nesting technique poses a simpler-to implement alternative. In LES the domain nesting technique is not unknown. It was used already by [1] . Two way nesting was examined by [2] in the WRF model, a weather forecast model which is also capable of large eddy simulation.
Extended Large-Eddy Microscale Model (ELMM) is an open-source 1 in-house LES code that is aimed at the atmospheric boundary layer. It uses uniform Cartesian grids and treats obstacles using the immersed boundary method. The domain nesting feature was implemented in a generic way. There is always one parent outer domain. It can have arbitrary number of inner domains. Each of the inner domains can have an arbitrary number of inner domains itself. Each nested domain can wholly or partially immersed in the parent domain. Nested domains can also have different boundaries set as nesting boundaries or other type of boundary (solid wall, free-slip, inflow, outflow...).
Each nested domain can be nested using one-way or two-way nesting. If the two-way nesting is enabled, the domain must be fully immersed in the outer domain.
Numerical method
ELMM solves the incompressible Navier-Stokes equations using the fractional step method. Time discretization is performed by the explicit third order Runge-Kutta method. After each RungeKutta stage a pressure correction step is performed by solving a Poisson equation for pseudopressure, which is used to project the preliminary velocity to a zero-divergence velocity and is then added to the current pressure to get the pressure for the next time-step. ELMM uses standard finite volume spatial discretizations on a Cartesian grid. In addition to the second-order central discretization the fourth-order central discretization was added recently. The formulation of the numerical method except the fourth order spatial discretization can be found in [3] . Domain nesting is implemented using MPI. Each domain is a set of MPI processes with a separate communicator. Each domain behaves like a normal single-domain model run and exchanges boundary conditions and other information with other domains.
On nested boundaries the inner domain not only sets the boundary conditions to the values from the outer domain, but also there is a buffer layer of several cells inside the computational domain, where the internal fields are blended (using nudging) with the outer fields to form a continuous transition. That means that at a specific time in each Runge-Kutta stage the following procedure is executed:
where u current is the current value of the variable in the nested domain in the area of the buffer layer and u outer is the value in the same location in the outer domain and the weights a and b depend on the distance from the wall. There are normally no boundary conditions for pressure with the fractional step method on a staggered grid, at least for second-order discretizations, because no outside values of pressure are needed to get the pressure gradient for the internal velocity components. Only the boundary conditions for pseudo-pressure ϕ are necessary and are normally set to zero-gradient so that the boundary values of velocity are unchanged by the pressure correction. Therefore the first version of our nesting procedure retained this feature and did not do any nesting for the pressure.
However, spurious gradients and oscillations in the pressure field were appearing in nested domains. When two-way nesting was enabled, the pressure field of the parent outer domain was enabled as well.
For this reason we decided to nest the pressure field as well. Because the boundary conditions for the pressure are not used at all, the primary mechanism is the nudging in the buffer layers. The pressure-correction procedure has to be adapted as well. The boundary conditions for pseudopressure are changed to Dirichlet boundary conditions ϕ = 0 so that the pressure is not changed during the correction step at the boundary. That means that the pseudo-pressure gradient is non-zero at the boundary and the boundary values of velocity have to change instead.
The change of the pseudo-pressure boundary conditions required to update the fast Poisson solver library PoisFFT 2 which accompanies ELMM [3] . New subroutines which employ different boundary conditions on opposing domain boundaries had to be developed. This is done using discrete Fourier transforms which use eigenvectors with zero value on one boundary and zero gradient on the other, for example the REDFT11 (DCT-IV) and RODFT11 (DST-IV) transform provided by the FFTW3 library [4] used by PoisFFT.
Results
The nesting procedure, with two-way nesting enabled, was tested on a laminar Oseen vortex testcase
with the scaling radius r 0 set to 0.5 and with translational velocity (u 0 , v 0 ) = (0.2, 0.2). A laminar test case enables to see problems and spurious values more easily in comparison to chaotic turbulent flow fields. The nested domain had dimensions 2.5 × 2.5 and the grid had resolution 64 × 64 cells.
The outer domain was four times coarser in each direction. The initial position of the centre of the vortex was at the corner of the nested domain at (0, 0) and the vortex was moving towards the opposite corner at (2.5, 2.5). Viscosity was set to ν = 0.001. Figure 1 shows initial condition for vorticity and the temporal evolution. One can notice smooth transition of the vorticity field between the nested and the outer domain. At the last snapshot there are negative values of vorticity apparent in the outer domain due to discretization errors. In the finer-resolution nested domain these negative values are much smaller. 
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Finally, the pressure fields in the outer and the nested domain were investigated. Figure 4 shows the temporal evolution of pressure for the second order discretization. The results for the fourth order scheme are very similar. There are still some inconsistencies visible near the boundaries, but we can conclude that the pressure field of the nested domain is connected to the pressure field of the outer domain and that most of the time the transition is smooth. The remaining inconsistencies are located in the outflow areas and will likely depend on the properties of the buffer layers. This will be the focus of the following work. The code can now use the domain nesting feature also for large eddy simulation of turbulent flow. As an example, Fig. 5 shows dispersion of passive scalar from s street canyon. These results are very preliminary and validation will be necessary. 
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Conclusion
The grid-nesting feature in ELMM is a very promising tool for multi-scale simulations of the atmospheric boundary layer including areas with complex geometry, such as urban areas. The newly added pressure-field nesting improved the consistency between the outer an the inner domain in therms of pressure and strongly suppressed spurious pressure oscillations which were appearing in the inner domain and, with the two-way nesting enabled, also in the outer domain.
The domain nesting feature of ELMM still has to be properly verified and validated. This short paper only shows qualitative improvement of the simulations in certain cases.
