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Current  state-of-the-art  imaging  techniques  can  provide  quantitative  information  to characterize  ven-
tricular  function  within  the limits  of  the  spatiotemporal  resolution  achievable  in a  realistic  acquisition
time.  These  imaging  data  can  be  used  to personalize  computer  models,  which  in  turn  can  help  treatment
planning  by quantifying  biomarkers  that  cannot  be directly  imaged,  such  as  ﬂow  energy,  shear  stress  and
pressure  gradients.  To date, computer  models  have  typically  relied  on invasive  pressure  measurements
to  be  made  patient-speciﬁc.  When  these  data  are  not  available,  the  scope  and  validity  of  the  models  are
limited.  To  address  this  problem,  we propose  a new  methodology  for modeling  patient-speciﬁc  hemody-
namics  based  exclusively  on  noninvasive  velocity  and  anatomical  data  from  3D+t  echocardiography  or
Magnetic  Resonance  Imaging  (MRI).  Numerical  simulations  of the  cardiac  cycle  are driven  by  the  image-
derived  velocities  prescribed  at the  model  boundaries  using  a penalty  method  that  recovers  a physical
solution  by  minimizing  the  energy  imparted  to  the system.  This  numerical  approach  circumvents  the
mathematical  challenges  due  to the  poor  conditioning  that  arises  from  the  imposition  of boundary  con-
ditions  on velocity  only.  We  demonstrate  that through  this  technique  we  are  able to reconstruct  given
ﬂow  ﬁelds  using  Dirichlet  only  conditions.  We  also  perform  a sensitivity  analysis  to  investigate  the  accu-
racy of  this  approach  for  different  images  with varying  spatiotemporal  resolution.  Finally,  we  examine
the  inﬂuence  of noise  on  the  computed  result,  showing  robustness  to  unbiased  noise  with  an  average
error  in  the simulated  velocity  approximately  7% for a typical  voxel  size  of  2  mm3 and  temporal  resolution
of 30  ms.  The  methodology  is eventually  applied  to a patient  case  to  highlight  the potential  for  a direct
clinical  translation.
© 2016  The  Authors.  Published  by Elsevier  Ltd. This  is an open  access  article  under  the  CC BY  license. Introduction
Cardiac pathologies often show a high interindividual variabil-
ty in both the anatomy and the response to treatment, making
opulation-based metrics less effective in deﬁning therapy. A
atient-speciﬁc approach is therefore crucial for successfully eval-
ating the pump function in the diseased heart and customizing
reatment to the patient’s pathophysiology. Recent developments
n clinical imaging have underpinned the value of personal-
zed medicine as a powerful alternative to traditional healthcare.
or example, blood ﬂow velocity and direction can now be
∗ Corresponding author at: Imaging Sciences Division and Biomedical Engineering
epartment Rayne Institute, Lambeth Wing, St. Thomas’ Hospital, London, SE1 7EH,
K.
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895-6111/© 2016 The Authors. Published by Elsevier Ltd. This is an open access article u(http://creativecommons.org/licenses/by/4.0/).
quantiﬁed noninvasively from both 3D+t echocardiography and
Phase-Contrast MRI  (PC-MRI) (Gatehouse et al., 2005; Gomez et al.,
2015, 2013b). Metrics derived from these hemodynamics parame-
ters, such as the diastolic vortex formation, have been recognized as
indicators of cardiac performance, placing emphasis on the impor-
tance of the intraventricular blood ﬂow patterns (Pedrizzetti et al.,
2014; Sengupta et al., 2012). Intraventricular ﬂow propagation
speed can also be used to estimate left ventricular ﬁlling pressures
and to evaluate diastolic function (Bruch et al., 2005; Firstenberg
et al., 2000; Greenberg et al., 2001; Nagueh et al., 2009). Simi-
larly, ejection parameters and blood kinetic energy obtained from
both PC-MRI and 3D+t echocardiography by ﬂow mapping can
yield information on the cardiac energetic efﬁciency (Markl et al.,
2011; Yang et al., 2007), and techniques of wall motion tracking
are routinely used to infer the distribution of strains and their rate.
These are generally based on tagged MRI  data (Axel et al., 2005;
Chandrashekara et al., 2004; Pan et al., 2005); however, algorithms
nder the CC BY license (http://creativecommons.org/licenses/by/4.0/).
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tFig. 1. Diagram of the methodological framework, consisting of image
ave also been developed for 3D+t echocardiography and stan-
ard MRI  Cine sequences (Papademetris et al., 2001; Shi et al.,
013). Despite this progress, however, the accuracy of measure-
ent depends on the temporal and spatial resolution of the images,
hich is dictated by technical limitations and by the necessity
o keep the acquisition times at a minimum. The errors associ-
ted with low spatiotemporal resolution are particularly signiﬁcant
hen derivatives of velocity are used to quantify metrics such as the
ower loss in the blood ﬂow, or in the derivation of relative pres-
ures from the reconstructed velocity ﬁeld (Lamata et al., 2013;
otti et al., 2004). Metrics derived from echocardiographic data
ave also been proved unable to track reliably ventricular pres-
ure variations as a result of treatment within individual subjects
Bhella et al., 2011).
In this context, a synergy between clinical imaging and
omputer modeling has the potential to provide accurate patient-
peciﬁc information to assist the clinical decision-making process.
ecently, computational modeling has reached a stage of devel-
pment with capability to simulate cardiac function realistically
nd to augment the traditional clinical approaches (McCormick
t al., 2013; Tang et al., 2010). However, this potential is cur-
ently not fully exploited, as model personalization often relies on
nvasive pressure data acquired through catheterization, which in
omplex pathologies is limited by technical difﬁculties and risks
or the patient, and on detailed information on the orientation of
he myocardial ﬁber architecture. These factors currently limit the
xtent to which this technique can be effectively used for individual
reatment planning. The main challenge lies therefore in the capa-ssing (A–C), model generation (D–E) and numerical simulations (F–G).
bility to personalize the models accurately with the least number
of assumptions, given the available clinical data. Thanks to their
very high spatial and temporal resolution, patient-speciﬁc models
can provide an accurate quantiﬁcation of velocity-based metrics
and pressure gradients, and thus complement the information from
imaging data. Speciﬁcally, the value of the approach resides in the
ability to make use of the most reliable image-derived informa-
tion available to build patient-speciﬁc models that, in turn, can
quantify metrics that cannot be directly derived from the imag-
ing data, such as pressure gradients and ﬂow energy. Where a full
description of myocardial properties and pressures is not avail-
able, computational ﬂuid dynamics (CFD) simulations of ventricular
hemodynamics can be driven by velocities extracted from time-
resolved image sequences. In this context, the ability to personalize
the models solely based on velocity data would result in a more
robust and time-efﬁcient modeling strategy, with the additional
advantage of not relying on invasive or non-standard measure-
ments.
This modeling strategy is promising but has a number of math-
ematical and numerical challenges. Even where low-noise imaging
data are available, the exclusive imposition of velocity values (via
Dirichlet boundary conditions) leads to a non-unique pressure
solution and to a potential violation of mass conservation in the
Navier–Stokes problem. For these reasons, commonly used models
for ventricular ﬂow tend to prescribe Dirichlet conditions on only
a portion of the domain boundary. Traction or pressure conditions
are then imposed on the valve planes in the attempt to recover an
inlet or outlet velocity proﬁle similar to that reconstructed from
22 A. de Vecchi et al. / Computerized Medical Imaging and Graphics 51 (2016) 20–31
Fig. 2. (A) two-dimensional half-elliptical mesh with prescribed wall motion and parabolic ﬂow velocity at the valve. (B–C) Boundary conditions for the simulation of inﬂation
and  ejection.
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elocity.
he images (Saber et al., 2003; Schenkel et al., 2009 Schenkel et al.,
009). In a different approach, the problem of mass conservation
s tackled by imposing a hybrid boundary condition, consisting of a
irichlet condition on velocity and a Neumann condition on pres-
ure, where the derivative of the variable is constrained instead to
ts direct value. This hybrid condition is then prescribed on separate
atches nested in the valve plane (Long et al., 2008, 2003). How-
ver, the deﬁnition of a pressure boundary of arbitrary size, value
nd position within the inlet plane is still not ideal, as it can lead
o alterations in the valve velocity proﬁle since the velocity inside
he pressure patch cannot be controlled directly. Other studies pro-
ose a Lagrange multiplier technique to impose the actual ﬂux at
he inﬂow and outﬂow of vessels, where the boundary conditions
re applied in a weak sense (Veneziani and Vergara, 2007, 2005).
his method has also been extended to solve the Navier–Stokesperturbed and perturbed solution with three different levels of noise in the wall
equations with an additional constraint on the minimization of
the difference between the computed and the given ﬂow rate
at a boundary (Formaggia et al., 2010, 2008). More recently, a
different numerical approach to image-based CFD simulations has
been presented (Chnafa et al., 2014, 2012). Here, an ALE formula-
tion of the incompressible Navier–Stokes equations is solved using
a fourth order ﬁnite-volume technique coupled with a Large Eddies
Simulation (LES) turbulence model. In this method the valves
are modeled using an immersed boundary method. The present
numerical implementation proposes an alternative methodology
for solving the problem of driving ﬂow within ALE Navier–Stokes
simulations with ﬁnite elements. The novelty of this technique
resides in the application of penalty methods to image-based mod-
eling. Speciﬁcally, the penalty term is introduced in the weak form
of the Dirichlet boundary conditions on the velocity derived from
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maging data so that global mass conservation is achieved. This
s the ﬁrst time that this technique is applied to achieve realistic
entricular simulations. To accelerate the model generation, the
umerical solver is also fully integrated with the image process-
ng workﬂow. Further, to broaden the applicability range of the
ethod, this toolbox has been designed to be compatible with dif-
erent imaging modalities, including 3D echocardiography and MRI.
he methodology is ﬁrst implemented and veriﬁed in a 2D ideal-
zed ventricle model with different levels of noise. The workﬂow
s then applied to model the full cardiac cycle in the left ventri-
le of a pediatric patient. To test the robustness of the approach to
ariations in the image quality, synthetic imaging data with differ-
nt combination of temporal and spatial resolution are generated
rom the same patient dataset. The workﬂow to extract the velocity
rom the image sequences is then performed for each combination
f spatial and temporal resolution and the corresponding bound-
ry conditions are used to perform the simulations in each case.
he L2 error between the original and the down-sampled results
s presented along with clinical metrics such as the blood kinetic
nergy and the intraventricular pressure gradients to demonstrate
he potential for clinical applicability.
. Methods
The integrated imaging-modeling workﬂow for the numeri-
al simulations consists of four steps: (i) image acquisition (3D+t
chocardiography, Cine MR,  PC-MRI sequences); (ii) generation
f a patient-speciﬁc volume mesh of the ventricular cavity at
nd-systole; (iii) derivation of velocity boundary conditions from
maging data (wall motion tracking and valvular ﬂow mapping);
iv) numerical simulations of ventricular hemodynamics during the
ardiac cycle. This is achieved by solving an augmented formula-
ion of the full 3D ALE Navier–Stokes problem for incompressible
ows by means of the Galerkin ﬁnite element method.
The proposed methodology can be applied to both MRI  and
chocardiography data, as the wall motion tracking and the 3D
ow mapping algorithms are not restricted to a speciﬁc imaging
odality. The following sections thus describe the general model-
ng workﬂow regardless to the type of the imaging datasets used.
he patient model presented in this study, however, is based onand a noise level of 9%, and the reference solution without noise.
3D+t echocardiography data, as described in more detail in Section
3.2.1.
2.1. Image acquisition and processing
The proposed methodology uses a wall motion tracking algo-
rithm based on Temporal-Sparse Free Form Deformations (TSFFD),
which has been validated for both MR  and echocardiography data
and is able to capture the full 3D motion ﬁeld (Shi et al., 2013).
A technique developed by our group is used to reconstruct the
3D ﬂow ﬁeld from spatiotemporal imaging sequences such as
3D+t echocardiography or PC-MRI (Gomez et al., 2013a, 2013b).
This method estimates a continuous, derivable, diffeomorphic and
periodic motion ﬁeld using a multi-scale sparse B-spline regis-
tration. The resulting motion ﬁeld is then applied to propagate a
pre-segmented surface mesh of the left ventricle in end systole
throughout the cardiac cycle. Cubic interpolation is used to create
a propagated mesh every millisecond. To enhance the scope and
ﬂexibility of the workﬂow, the algorithm for wall motion track-
ing can be directly applied to standard imaging data such as stack
Cine MRI  series or 3D BMode echocardiography, as opposed to
wall motion tracking from tagged MRI, which requires dedicated
acquisition protocols. Similarly, the 3D ﬂow mapping can be recon-
structed from Color Doppler echocardiography data where more
sophisticated imaging techniques like PC-MRI are not available
due to technical difﬁculties (e.g., presence of non MR-compatible
implants, long acquisition times necessary to achieve a sufﬁcient
spatiotemporal resolution in small hearts etc.,). Anatomical seg-
mentation, wall motion and valvular ﬂow mapping provide the
necessary information for the model set-up and validation, as
shown in Fig. 1A–C. In the patient case, the 3D+t echocardiogra-
phy sequence was acquired in the left ventricle using a Philips X3-1
matrix array cardiac probe. A 4-beat acquisition with temporal res-
olution of 16 time frames per cardiac cycle was used with a spatial
resolution of 0.5 × 0.5 × 0.5 mm.  Full spatial coverage of the cavity
was achieved.
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.2. Mesh generation
The patient’s anatomy is obtained by manually segmenting
he ventricular cavity and the position of the valve planes at
nd-systole from the 3D image data. A triangular surface mesh
s morphed to the segmented anatomy (Fig. 1D) using a ﬁtting
lgorithm that iteratively deforms a template half-ellipsoidal mesh
ntil the desired contours are achieved (Lamata et al., 2011). In the
nal step, a volume mesh with unstructured tetrahedral elements
s generated from the deformed surface mesh using the software
ackage Cubit (Sandia National Laboratories, New Mexico, USA).
hree boundary patches, i.e. endocardium, inlet and outlet valve,
re subsequently identiﬁed based on manual segmentation land-
arks (Fig. 1E). A simple ALE simulation driven by the prescribed
all motion is performed to test the robustness of the mesh to
ocalised deformations (Fig. 1F) (Nordsletten et al., 2010b). This
nsures that no signiﬁcant deterioration of the elements quality
ccurs during the complete hemodynamic simulation of the car-
iac cycle. The mesh quality is improved until the aspect ratio of
ach tetrahedron is above a value of 0.35, where quality is measured
sing the radius ratio (Liu and Joe, 1994).
.3. Imposition of boundary conditions
The correct derivation of the boundary conditions from the
maging data is a crucial step for the modeling accuracy. In the
atient case, the motion of the endocardium and valve planes was
xtracted from the 3D+t BMode sequences. These images have a
peckle texture that moves with anatomy, which is non-arbitrary
nd therefore allows us to capture all components of the veloc-
ty, without neglecting the tangential contribution. This velocity
erived from the imaging data, vd , is then prescribed as a Dirich-
et boundary condition on the ﬂow domain  in the models.
uring inﬂation (diastole), the velocity in the outﬂow tract is set
o be that of the valve plane itself and an inﬂow velocity proﬁle is
rescribed at the inlet plane consistently with the volume change,
alculated from the previously computed motion ﬁeld. Similarly,
n contraction (systole) the inlet valve remains closed and moves
ccording to the valve plane motion detected from the imaging
ata. This technique takes therefore into account the valve plane
otion, and associated velocity, during the cardiac cycle, which is
 biomarker of clinical importance (Ommen  and Nishimura, 2003).
he ventricular wall motion and the inlet/outlet velocity vectors
econstructed from the image sequences are ﬁrst interpolated to a
ime resolution of 1 ms,  which is required for the numerical stabil-
ty of the Navier–Stokes solver. This process is achieved by cubic
nterpolation and its accuracy depends on the initial temporal res-
lution of the data. Spatial interpolation of the wall motion vectors
s directly provided by the TSFFD algorithm using B-spline interpo-
ation. These Dirichlet boundary conditions are then used to drive
atient-speciﬁc simulations of ventricular hemodynamics by solv-
ng the incompressible 3D ALE Navier–Stokes system (Fig. 1G).
.4. Numerical solution of the Navier–Stokes boundary value
roblem
.4.1. Weakly imposed Dirichlet problem using Lagrange
ultipliers
The proposed workﬂow is based exclusively on noninvasive
elocity data and does not rely on information on the absolute
ressure in the ventricle. When all boundary conditions are spec-
ﬁed on the velocity, the pressure solution becomes unique only
p to a constant, which may  be arbitrary selected by prescrib-
ng pressure at a node. This Dirichlet condition on the pressure
emoves arbitrary constants, ensuring unique pressure by remov-
ng constants from the test space. In theory, this means the weakaging and Graphics 51 (2016) 20–31
form of mass conservation no longer ensures global mass conser-
vation; however, for Navier–Stokes, this is usually guaranteed by
the compatibility condition, which must hold on the boundary data
(Quarteroni and Valli, 2008). While this process is straightforward
in the solution of Navier–Stokes, it is more cumbersome in ALE
Navier–Stokes, as the ALE equivalent of the compatibility condi-
tions requires consistency in the boundary data being divergence
free over the moving domain in a manner that is equivalent to
the ALE discretization scheme used. This is challenging to compen-
sate for, given the inevitable inconsistencies in the image-derived
domain motion coming from noise or processing. As a result, any
error in the ALE variant of the compatibility condition when driv-
ing the ﬂow via Dirichlet boundary conditions results in a violation
of global mass conservation that is ‘lost’ or ‘gained’ at the selected
pressure node.
To recover a physical solution with a set of Dirichlet veloc-
ity boundary conditions, we  propose a technique that maintains
robustness along with well-posedness of the boundary value prob-
lem. The stabilization is achieved by adding an extra term to the
conservation of momentum in the Navier–Stokes system to mini-
mize the energy of the ﬂuid at the boundary where the constraint
on the ﬂow velocity is imposed. To illustrate the basic mathematical
principles behind the full Navier–Stokes formulation solved in our
approach, see Eqs. (5)–(7), we ﬁrst consider the Dirichlet problem
of Stokes ﬂow. The velocity extracted from the ﬂow reconstruction
at the ventricular inlet and outlet, and the wall motion tracking
in the 3D+t imaging data is the known variable vd and is imposed
on the corresponding boundaries  of the ﬂow domain  (i.e. the
ventricular blood pool) via the condition v = vd on . The velocity
and pressure (v, p) of the blood inside the ventricle, which describe
the blood pool dynamics in space and time, can be written as the
critical point of an energy functional  (Brooks and Hughes, 1982),
i.e.,
 (v, p) = inf
u ∈ H1D()
sup
q ∈ L2()\R
 (u , q) , H1D
(

)
=
{
u ∈ H1
(

)
|u = vd on 
} (1)
where (u,  q) =
∫

|∇xu|2 + q∇x · ud,   is the ﬂow viscosity,
and H1
(

)
and L2
(

)
are Hilbert spaces (Quarteroni and Valli,
2008). An alternative form is to augment the energy functional in
Eq. (1), with a boundary term (Bercovier, 1978), i.e.,
(u, q, l) = (u, q) +
∫
v
l·
(
u − vd −
1
2k
l
)
d (2)
where an additional variable l is added along a portion of the Dirich-
let boundary v (e.g. the valve inlet or outlet) to make the solution
satisfy the velocity data vd derived from the images at that speciﬁc
boundary in a relaxed sense. The accuracy with which this data is
imposed is governed by the parameter k > 0. In this case, assuming
that 1/k  > 0 on at least a portion of v, our Stokes solution (v, p, ) is
that which minimises the viscous energy, maximises the hydraulic
energy and maximises the boundary term, i.e.,
 (v, p, ) =  inf
u ∈ H1
D\v ()
sup
(q,l)∈ L2()×L2( )
 (u, q, l) ,  (3)
with H1D\v
(

)
=
{
u ∈ H1
(

)
|u = vd on \v
}
. Conceptu-
ally,  represents the boundary traction on v and the additional
term represents a balance on the power imparted to the system
modulated by the parameter k (with units Ns/m). As k → ∞,  the
solution approaches the full Dirichlet problem, whereby an inﬁ-
nite amount of power will be generated, if necessary, to allow the
Stokes solution to match the velocity from the data, vd . However,
in this case the energy functional goes unbounded if vd violates the
compatibility condition, as we  then have competing maximisation
principles. In contrast, as k → 0, the solution effectively ignores the
A. de Vecchi et al. / Computerized Medical Imaging and Graphics 51 (2016) 20–31 25
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oundary data and sends  → 0. In the case where, 1/k = 0 over
ome (but not all) of the boundary v, it is noted that  is a Lagrange
ultiplier and relies on the inf-sup condition,
sup
u ∈ H1
0\v
()
∫

q∇x · ud+
∫
v
l · ud
‖u‖1
≥ ˇ(‖q‖20+‖l‖
2
0,v )
1
2 ∀(q, l) ∈ L2() × L2().
(4)
ith H10\v
(

)
denoting the subspace of H1
(

)
with functions set
o zero on \v and ‖ · ‖1, ‖ · ‖0 and ‖ · ‖0,v being norms on H1
(

)
,
2
(

)
, and L2 (), respectively (c.f (Girault et al., 2001)).
In the current paper, we have selected k > 0 as a constant, mak-
ng  no longer a Lagrange multiplier and instead a penalty term,
elaxing the strict equality between measured and computed ﬂow
elds when excessive energy is required to drive the ﬂow. The
dded variable is then deﬁned by the condition:
v − vd) −
1
k
 = 0 (5)
n the simulations presented in this paper the value of k was  set to
0,000 Ns/m. This value was chosen based on the ratio between the
pproximate physiological pressure values and the order of mag-
itude of the velocity error associated with the image acquisition
rocess.t column), at peak E-wave (central column) and in the deceleration phase (right
of pressure. (G–I) Iso-contours of vorticity.
2.4.2. Penalized Navier–Stokes formulation
The well-posedness of the augmented problem was previously
demonstrated in the case of the stationary Navier–Stokes equa-
tions (Formaggia et al., 2003). In the unsteady non-conservative ALE
Navier–Stokes the momentum and mass conservation laws can be
expressed as:
∂t (v) + ∇x · [ (v − w)v − ] + ıv = 0
or
∂vi
∂t
+ ∂
∂xj
[

(
vj − wj
)
vi − 
ij
]
+ iıv = 0
(6)
∇x · v = 0 or ∂vi
∂xi
= 0 (7)
Here,  is the ﬂuid density and the vectors v and w are the veloc-
ities of the blood and of the ventricular domain, respectively. The
ALE time derivative, ∂t , tracks the changes in time with respect to
the reference frame moving with the ventricle (Nordsletten et al.,
2008). The Cauchy stress tensor is based on the Navier–Poisson
law,  = −pI +  [∇xv + v∇x],  where p is the pressure and  is
the ﬂuid viscosity. The added variable, , is deﬁned on the inlet
and outlet boundaries by the Kronecker delta ıv , which is 1 on
the valve planes v and 0 elsewhere. The system is then dis-
cretized and solved in conjunction with Eq. (5) and the Dirichlet
boundary conditions from the imaging data. These are expressed
as v = vd on  i , where  i is the selected boundary, i.e. the
endocardial wall and the valve planes. Blood is treated as an
26 A. de Vecchi et al. / Computerized Medical Imaging and Graphics 51 (2016) 20–31
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The strong form of Eqs. (5)–(7) is then reduced to the weak form
nd discretized over the spatial domain for each time step using
nite elements interpolation (Appendix A).
. Results
The proposed implementation is ﬁrst applied to simulate inﬂa-
ion and deﬂation in an idealized two-dimensional half-ellipse. To
est the stability of the approach, different levels of Gaussian noise
re added to the boundary conditions and the results are compared
o the non-perturbed solution. Different values of the parameter k
re also tested. The methodology is then applied to model a patient
ith mitral stenosis after surgical repair of the aortic valve.
.1. Validation of the numerical method: the idealized half-ellipse
The numerical method is tested in a triangular mesh with 10,313
lements (51,017 degrees of freedom) of a two-dimensional ellipse
ubjected to prescribed inﬂation and deﬂation. The location of the
oundary conditions and the corresponding patches are illustrated
n Fig. 2 and can be easily extended to real patient anatomies. In
his idealized case, however, the inlet and outlet of the half-ellipse
re considered ﬁxed, unlike in the patient models, where each valve
lane has a prescribed motion in addition to the inﬂow and outﬂow
elocities.y (central column) and mid  systole (right column). (A–C) Blood streamlines colored
.
Parabolic velocity proﬁles are imposed at the inﬂow and out-
ﬂow to match the volume change due to the prescribed wall motion
(Fig. 2A). Two snap-shots in time showing the velocity streamlines
and the imposed boundary conditions during the inﬂation and ejec-
tion phases are shown in Fig. 2B–C, respectively. The added variable
is deﬁned on the boundary patch where the velocity proﬁle is pre-
scribed, i.e. patch 1 in inﬂation and patch 2 in ejection, while a
no-slip condition is assigned to the other valve plane. The stabil-
ity of the method is subsequently tested. Speciﬁcally, additional
simulations are performed by perturbing the initial boundary con-
ditions on the wall velocity without altering the threshold value
for the constant k, which remains ﬁxed at 100,000 Ns/m. Three
levels of normally distributed noise with zero mean and magni-
tude equal to 5%, 7% and 9% of the original velocity are tested.
The resulting solution for the velocity vn is compared to the orig-
inal ﬁeld v computed in the absence of noise. The discrepancies
are quantiﬁed by the L2 norm of the difference v − vn computed
throughout the duration T of the cardiac cycle. This is then nor-
malized by the norm of the unperturbed maximum velocity, i.e.
‖v‖∞ = max
{
‖v(t)‖, ∀t ∈ [0, T ]
}
, to give relative L2 error, e (t):
e(t) = ‖v(t) − vn(t)‖‖v‖∞
(11)As shown in Fig. 3, the percentage of error is below 2% for all per-
turbation levels.
To assess the effect of the relaxation parameter on the results,
simulations are also performed at the highest noise level (9%) using
ical Imaging and Graphics 51 (2016) 20–31 27
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our different values of k, i.e. 1000, 5000, 10,000 and 30,000 Ns/m
Fig. 4). These results are compared to the reference solution v
btained in the absence of noise with k = 100,000 Ns/m. The relative
2 error is then calculated in each case as:
i(t) =
‖v(t) − vni (t)‖
‖v‖∞
(12)
here vni represents the solution for each i the value of k and 9%
oise in the boundary conditions. The error ei does not show a sig-
iﬁcant variability with different levels of the parameter k, with a
aximum value of 14% for the lowest level of k tested (1000 Ns/m)
nd a minimum of 12% for k = 30,000 Ns/m (Fig. 4).
. 2 Case study: left ventricle with mitral stenosis
.2.1. Model generation
After testing the stability and robustness to noise of the numeri-
al method, the modeling workﬂow is applied to the left ventricle of
 2-months old patient with stenosis of the mitral valve. The patient
resents normal left ventricular morphology, with a heart rate of
7 beats per minute and ejection fraction above 50%. The personal-
zed mesh of the ventricle consists of 103,393 tetrahedral elements,
orresponding to approximately 500,000 degrees of freedom.
.2.2. Numerical simulation of the cardiac cycle
The full cardiac cycle is simulated with the time-varying bound-
ry conditions that are obtained by interpolating the motion and
elocity derived from the imaging data to a temporal resolution
f 1 ms.  The main diastolic feature is the formation of a vortex of
lood during the acceleration phase of the inﬂow, as shown through
he blood streamlines colored by the kinetic energy in Fig. 5A–C.
his well-documented feature (Kilner et al., 2000; Pedrizzetti et al.,
014) is associated with a region of low pressure located approxi-
ately in the center of the vortical motion (Fig. 5D–F). The highest
alues of kinetic energy are initially located at the inlet plane and
tart to shift towards the apical region during the deceleration
hase after the maximum inﬂow velocity is reached (peak E-wave).
ig. 5G–I shows the shear layers that form the vortex through iso-
ontours of vorticity magnitude. The signiﬁcant difference in size
etween each side of the shear layers is due to the asymmetry in the
ormation dynamics, a typical feature of the left ventricular dias-
olic vortex that in this case is exacerbated by the skewed inﬂow
rom the stenotic mitral valve.
The physical mechanisms that occur during systole are shown
n Fig. 6. Due to the high gradient in the outﬂow velocity, the mesh
n the region near the aortic valve was systematically reﬁned and
he time step was halved in order to achieve a converged solution.
t the aortic valve opening the hemodynamics appear chaotic, with
he breakdown of the diastolic vortex reﬂected in the absence of a
istinct region of low pressure and of a coherent distribution of vor-
icity (Fig. 6A,D,G). In the later stages of systole the strong pressure
radient initiated by contraction re-aligns the blood streamlines
owards the aortic valve (Fig. 6B–C and E–F). This process is asso-
iated with localized regions of high vorticity magnitude near the
ortic root (Fig. 6H–I) and with a kinetic energy peak at the outﬂow
ract (Fig. 6B–C).
.2.3. Effect of temporal and spatial resolution of the imaging
ata
In the previous section, the results from the insilico model are
btained and validated based on one clinical dataset and the cor-
esponding acquisition parameters. To test the robustness of this
odeling technique, the stability of the workﬂow is also investi-
ated with respect to different levels of noise and spatiotemporal
esolution of the images that are typical of the acquisition pro-
ess. To this end, a synthetic imaging dataset is generated fromFig. 7. Model of the myocardium used for the generation of the synthetic dataset.
(A–D) Slices of the texturized synthetic image derived from the numerical model.
the numerical results in the patient case following a three-step
procedure. First, a model of the whole myocardium is obtained
by morphing a template mesh to the segmented data (Lamata
et al., 2011), as shown in the central part of Fig. 7. This myocardial
mesh is then deformed using the same wall motion of the origi-
nal simulation, with a time resolution of 1 ms.  Finally, each time
frame of the numerical results is transformed into a 3D synthetic
image, whose cross-sections are shown in Fig. 7A–D. A sinusoidal
function f (x, y, z) = A(1.25 + sin (ωx) sin (ωy) sin (ωz)) is speciﬁed
across the myocardium to simulate a texture, thus allowing the
TSFFD algorithm to track the texture features of the synthetic
myocardium. The constant A and the frequency ω are chosen based
on the wall thickness and on the voxel intensity observed in the
real images. This high-resolution synthetic dataset is subsequently
down-sampled in space and time to reproduce common acquisi-
tion settings. The parameter space investigated spans ﬁve different
time resolutions, i.e., 10, 20, 30, 40 and 50 ms.  For each temporal
resolution, the voxel size is gradually increased from the original
resolution of 0.5 mm3 to 0.8, 1.0, 1.5 and 2 mm3. These temporal
and spatial resolutions enclose the range of feasible resolutions in
clinical echocardiographic and MR  images. This generates a param-
eter space of 20 space-time combinations. The tracking algorithm
is then applied to recover the wall motion for each case. A 15% noise
level is also added to the computed wall velocities to investigate the
effect of perturbations in the data acquisition. The noise was cho-
sen to be additive white Gaussian noise with standard deviation
of 2.75 to reproduce a random perturbation with zero temporal
mean, which approximates the noise distribution in bright regions
of MRI  images such as the blood pool (Bao and Zhang, 2003). Finally,
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imulations of the cardiac cycle with and without the added noise
re performed with the new sets of boundary conditions. For each
ase, the perturbed results are compared to the original simulation
o quantify the L2 error in the velocity ﬁeld, as expressed in Eq. (11).
The combined effect of common sources of error in the image
cquisition on the accuracy of the velocity calculations is subse-
uently investigated, as well as the robustness and reproducibility
f the numerical results. The nonlinear behavior of the L2 error
n the parameter space is presented in Fig. 8A,B for the simula-
ions without and with the added noise, respectively. The mean
rror in the case without noise is lower than in the case with noise
6.49 ± 0.51 vs 6.52 ± 0.56). In both cases the error increases mono-
onically with decreasing resolution in space and time. However,
educing the spatial resolution results in a higher error increase
han that observed when the temporal resolution is lowered, both
ith and without the addition of noise. The L2 error averaged in
pace and time exhibits a variance of 0.02 (0.03 with noise) when
he temporal resolution is varied (Fig. 8C) and 0.29 (0.35 with noise)
hen the spatial resolution is varied (Fig. 8D). The mean errors
elative to variations in temporal resolution are 6.49 ± 0.16 (with-
ut noise) and 6.51 ± 0.18 (with noise), while the values relative
o variations in spatial resolution are 6.5 ± 0.55 (without noise)
nd 6.52 ± 0.6 (with noise). Finally, the addition of noise does not
ffect the velocity computations signiﬁcantly, with a maximum
rror magnitude below 10% for both perturbed and unperturbed
esults, indicating that the workﬂow is robust to noise.
. Discussion and conclusion
This paper presents an image-based framework for ventricu-
ar hemodynamics simulations. The methods was ﬁrst validated
n a 2D idealized ellipse, then applied to a patient case as a proof
f concept. Synthetic datasets were also generated from this case
o investigate the robustness of the numerical results. The main
eatures of this technique are focused on widening its clinical appli-
ability and are: (1) the use of standard imaging datasets, without
he need for invasive measurements for the model personalization
r more sophisticated acquisition sequences; (2) the application
f a penalty method to the weak form of the Dirichlet boundary
ondition on image-derived velocity; (3) the robustness to noise
nd sub-optimal spatiotemporal resolution of the imaging data.
he proposed approach aims at providing an efﬁcient methodology
or integrating the progress that is being independently achieved
y image processing and numerical modeling techniques. PC-MRI
nd 3D+t echocardiography data can now provide intraventricular
lood ﬂow mapping in space and time, with a view to enhance the
iagnosis and clinical decision-making process. Recent studies have
hown that global blood ﬂow dynamics can provide early indication
f pathophysiological processes since ﬂow is immediately affected
y alterations in cardiac function (Pedrizzetti and Domenichini,
014; Pedrizzetti et al., 2014). Speciﬁcally, intraventricular vortical
otion is signiﬁcantly modiﬁed by the inception and progression
f diseases such as dilated cardiomyopathy, thrombus formation
r valvular pathologies (Bermejo et al., 2015; Carlhäll and Bolger,
010; Faludi et al., 2010; Son et al., 2012). The quantitative analysis
f intraventricular ﬂow parameters such as kinetic energy, pres-
ure gradients and hemodynamic efﬁciency has also potential to
dentify risks of adverse remodeling before irreversible maladap-
ations take place in the ventricular architecture (Sengupta et al.,
012). How this potential can be put into a clinically meaning-
ul context through the derivation of new biomarkers for speciﬁc
athologies is however still open to question. Our approach deliv-
rs a tool based on wall motion tracking techniques that have
een extensively validated and are now able to provide an accu-
ate reconstruction of the myocardial velocities. Numerical modelsaging and Graphics 51 (2016) 20–31
based on these data have the capability to complement and enhance
the quantitative ﬂow parameters derived from imaging data. Until
now, this potential has not been fully exploited. The sole imposi-
tion of Dirichlet boundary conditions from image-derived velocities
poses numerical difﬁculties that have hindered the clinical transla-
tion of this type of approach so far. The necessity of using invasive
pressure data for the models’ personalization has also limited the
number of patients that can potentially beneﬁt from the approach.
The proposed methodology combines a penalty based numerical
implementation of the boundary conditions with the use of well-
established imaging processing techniques. The parameter k in the
augmented formulation of the Navier–Stokes problem reﬂects the
conﬁdence in the image-derived data used to drive the numerical
simulations. In the case study we have chosen to ﬁx the value of k,
making this approach akin to a penalty method. However, a future
direction of research could include the implementation of a spa-
tially varying k, which can potentially send 1/k to zero, implying
that the added variable  becomes a Lagrange multiplier instead of
a penalty term.
To our knowledge, this is the ﬁrst time a computational tool-
box integrates processing of multiple imaging modalities and
penalty methods to produce image-driven simulations of ventric-
ular hemodynamics. This integration also allows a faster, more
efﬁcient model generation process that aims at accelerating the
clinical translation of the approach. This is underpinned by the ﬂex-
ibility of the workﬂow, which is not restricted to a speciﬁc imaging
technique, therefore extending its applicability to retrospective, as
well as prospective, clinical studies. Sensitivity analysis in a con-
trolled environment provided by synthetic datasets has showed
that the method is robust with respect to variations in levels of
noise and spatiotemporal resolution of the input imaging data. This
point is of particular relevance as it provides a quantitative mea-
sure of the margins of errors inherent in the image-based modeling
process, which is an essential step towards a full clinical transla-
tion of this approach. However, although numerical modeling now
allows for a comprehensive representation of ventricular hemody-
namics, several limitations should be discussed with respect to the
clinical applicability of this technique. The spatial resolution is dic-
tated by the characteristics of the computational mesh, which can
be reﬁned ad hoc in regions where accuracy is important. Tempo-
ral resolutions can also be increased to 1 or 2 ms.  This allows us
to compute spatial and temporal derivatives of the velocity ﬁeld
with high accuracy to derive clinical metrics such as wall shear
stress and viscous dissipation. However, since the current model
does not account for the presence of trabeculations and rough-
ness of the endocardial surface, a reliable quantiﬁcation of the wall
shear stress in the ventricular cavity cannot be achieved and the
viscous energy loss due to friction at the wall is likely to be under-
estimated in a smooth model. Similarly, local ﬂow dynamics such
as myocardial blood perfusion and coronary blood ﬂow cannot be
simulated in the current approach. While such quantitative mea-
surements can be inferred from advanced imaging modalities such
as dynamic CT, it is not clear whether the added diagnostic beneﬁts
can outweigh higher scanning times and radiation doses (Saraste
and Knuuti, 2015). These are obvious limitations of any computa-
tional model that does not include the myocardium, and therefore
inherent to any hemodynamic model like the one presented here.
The proposed workﬂow can however be applied to model vessels,
where the smooth walls and the absence of obstacles (with the
exception of speciﬁc pathologies), make the wall shear stress and
power loss calculations more meaningful and accurate. Although
this application lies beyond the scope of the present study, it opens
an avenue of investigation well worth exploring, both with respect
to the modeling of single vessels and of coupled arterio-ventricular
systems. However, these limitations cannot be currently overcome
with imaging data analysis either due to the technical difﬁculties
A. de Vecchi et al. / Computerized Medical Imaging and Graphics 51 (2016) 20–31 29
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o quantify the blood velocity near the wall, where the spatial res-
lution of the images poses signiﬁcant limitations to the accuracy
f both the velocity and its derivatives. Finally, due to the nature of
he boundary conditions, the models can quantify metrics of clini-
al importance such as the intraventricular pressure gradients but
ot the absolute pressure, whose value can be derived from the
omputed results only if a direct pressure measurement is available.
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ppendix A. Discretization of the Navier–Stokes systemThe system of Eqs. (5)–(7) is cast into weak form and discretized
ver the ﬂuid domain f for each time interval Tn =
[
tn−1, tn
]
. The
2 − P1 Taylor–Hood basis functions, denoted over the mesh byrent spatial and temporal resolution without added noise (A) and with added noise
{
 1v . . . 
Nv
v
}
and
{
 1p. . . 
Np
p
}
, were used to construct the veloc-
ity ﬁeld and the pressure ﬁeld, respectively (Brezzi and Falk, 1991;
Nordsletten et al., 2010a, 2010b, 2008). The weak formulation of
the ALE Navier–Stokes problem can thus be expressed as:

∫
f (tn)
vh,n · kvdx − 
∫

f (tn−1)
vh,n−1 · kvdx
+ 
∫
Tn
∫
f ()
[∇x · [(vh,n − wh,n)vh,n]] · kvdxd
+
∫
Tn
∫
f ()
[∇xvh,n + vh,n∇x] : ∇x kvdxd
−
∫
Tn
∫
f ()
ph,n
[∇x · mv ]dxd +
∫
Tn
∫
v()
h,n · kvdxd = 0
(A.1)
∫ ∫
k h,nTn f ()
 p(∇x · v )dxd = 0 (A.2)
for k = 1, . . .,  Nv and m = 1, . . .,  Np.
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The additional constraint imposed on the boundary v()in Eq.
5) can be written as:
Tn
∫
v()
 k
(
vh,n − vd −
1
k
h,n
)
dxd = 0 (A.3)
or k = 1, . . .,  NL .where
{
 1. . . 
NL

}
are the test functions for the
enalty variable and represent the trace of the velocity space on the
pplied boundary (i.e. P2 nodal Lagrange polynomials were used to
onstruct the approximation space on v()). The numerical solu-
ion of the discretized system of Eqs. (A.1)–(A.3) is then achieved
teratively by means of a Newton–Raphson method within the
nite element software CHeart (Nordsletten et al., 2011, 2010b).
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