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Section  Task  celebrity  lecturer (LJMU (L); UCLan(R) 
Testing 
Spontaneous Naming 
Task  24  9  6 



















































































































Deviation Minimum Maximum 
memorability 5.4 0.5 4.27 6.40 
trustworthiness 4.0 0.7 2.93 5.53 

















 attractiveness memorability trustworthiness 
Familiarity Pearson 
Corr. 
0.1 0.7 <.01 
Sig. (2-
tailed) 
0.66 <.01 0.86 
N 24 24 24 
attractiveness Pearson 
Corr. 




N  24 24 
memorability Pearson 
Corr. 
  0.1 
Sig. (2-
tailed) 
  0.61 




























































































































































































































































































































































































































































































































































            Phase 1i           Phase 1ii 
 Mean S.D. Mean S.D. 
Feature eyes 18.9 17.5 53.6 20.9 
 hair 10.0 9.9 56.9 21.0 
 mouth 9.2 7.3 75.7 13.1 
 outline 8.3 10.0 80.8 14.8 
 nose 5.7 6.6 92.3 9.4 
 eyebrows 2.6 3.5 90.4 7.9 














































































































































































































































































































































































































































































Position A B C D E F 
1 Eyebrows Nose Outline Mouth Hair Eyes 
2 Nose Outline Mouth Hair Eyes Eyebrows
3 Outline Mouth Hair Eyes Eyebrows Nose 
4 Mouth Hair  Eyes Eyebrows Nose Outline 
5 Hair  Eyes Eyebrows Nose Outline Mouth 




























































eyes eyebrows nose mouth hair outline Mean 
replacement 1 5.9 3.5 3.3 11.9 18.9 6.6 8.3 
2 27.2 11.8 7.6 17.7 16.9 21.7 17.1 
3 54.2 44.5 14.6 26.6 34.9 22.5 32.9 
4 67.3 68.7 73.8 24.5 62.0 28.1 54.1 
5 79.8 62.3 77.7 48.7 51.7 82.7 67.2 
6 81.5 87.5 69.5 95.0 90.9 92.1 86.1 

































































1 2 3 4 
0 24 0.0    
1 24 8.3    
2 24 17.1 17.1   
3 24  32.9   
4 24   54.1  
5 24   67.2  
6 24    86.1 
7 24    100.0 




























1 2 3 4 5 6 
0 4 0.0      
1 4 8.3      
2 4 17.1 17.1     
3 4  32.9 32.9    
4 4   54.1 54.1   
5 4    67.2 67.2  
6 4     86.1 86.1 
7 4      100.0 




























































1 2 3 4 1 2 3 4 
0 4 0.0  0 4 0.0  
1 4 5.9  1 4 3.5  
2 4 27.2 27.2 2 4 11.8 11.8 
3 4  54.2 54.2 3 4 44.5 44.5 44.5 
4 4   67.3 67.3 5 4  62.3 62.3 62.3 
5 4   79.8 79.8 4 4   68.6 68.6 
6 4   81.5 81.5 6 4   87.5 87.5 
7 4   100.0 7 4   100.0
Sig.   .20 .20 .19 .07 Sig.   .15 .07 .18 .31 
      





1 2 1 2 3 
0 4 0.0 0 4 0.0 
1 4 3.3 1 4 11.9 11.9 
2 4 7.6 2 4 17.7 17.7 
3 4 14.6 4 4 24.5 24.5 
6 4 69.5 3 4 26.6 26.6 
4 4 73.8 5 4 48.7 
5 4 77.7 6 4 94.9 
7 4 100.0 7 4 100.0
Sig.   .98 .55 Sig.   .43 .11 1.00 
      





1 2 3 1 2 
0 4 0.0 0 4 0.0  2 4 16.9 16.9 1 4 6.6  1 4 18.8 18.8 2 4 21.7  3 4 34.9 34.9 3 4 22.5  5 4 51.7 51.7 4 4 28.0  4 4 62.0 62.0 5 4 82.7 
6 4 90.9 6 4 92.1 
7 4 100.0 7 4 100.0 


































































eyes nose outline mouth hair eyebrows Mean 
replacement 1 7.1 0.0 5.6 0.0 7.1 0.0 3.5 
2 50.0 - 5.6 11.1 0.0 8.3 13.9 
3 - 7.12 0.0 33.3 42.9 58.9 26.9 
4 49.2 66.1 28.6 0.01 85.7 0.01 46.2 
5 90.5 28.6 46.4 0.02 21.4 57.12 45.8 
6 14.3 69.0 64.3 66.7 46.4 50.0 53.1 
















































1 2 3 
0 12 0.0   
1 13 3.5   
2 12 13.9   
3 9 26.9 26.9  
5 12  45.8  
4 11  46.2  
6 13  53.1  
7 12   100.0 





















































































eyebrows nose outline mouth hair eyes Mean 
replacement 1 2.3 2.2 6.1 7.9 14.9 6.3 6.6 
2 10.6 7.64 14.8 14.9 11.3 34.8 16.0 
3 49.3 12.1 15.0 28.9 36.5 54.24 31.2 
4 54.9 71.2 28.2 19.6 69.9 59.5 51.6 
5 60.6 67.9 70.6 32.5 41.6 84.4 60.1 
6 75.0 69.3 82.8 85.5 76.1 59.1 74.5 












1 2 3 4 5 6 
0 36 0.0      
1 37 6.6 6.6     
2 36  16.0     
3 33   31.2    
4 35    51.6   
5 36    60.1 60.1  
6 37     74.5  
7 36      100.0 
































































1 2 3 4 1 2 3 4 
0 6 0.0  0 6 0.0  
1 6 6.3  1 6 2.3  
2 6 34.8 34.8 2 6 10.6 10.6 
3 4 54.2 54.2 3 6 49.3 49.3 
6 6 59.1 59.1 4 5 54.9 54.9 54.9 
4 7 59.5 59.5 5 6 60.6 60.6 
5 7 84.4 84.4 6 6 75.0 75.0 
7 6 100.0 7 6 100.0
Sig. .13 .51 .26 .91 Sig. .99 .06 .62 .06 
       (c) nose  (d) hair   
Pos. N 
Subset Subset         
1 2 Pos. N 1 2 3 4 5 
0 6 0.0  0 6 0.0 1 6 2.2  2 6 11.3 11.32 4 7.6  1 6 14.9 14.93 6 12.1  3 5 36.5 36.5 36.5 5 5 67.9 5 6 41.6 41.6 41.6 
6 7 69.3 4 6 69.9 69.9 69.9 
4 6 71.2 6 6  76.1 76.1 
7 6 100.0 7 6 100.0
Sig. .97 .17 Sig. .08 .23 .14 .12 .24 





1 2 1 2 
0 6 0.0  0 6 0.0  1 6 7.9  1 7 6.1  2 7 14.9  2 7 14.8  4 5 19.6  3 6 15.0  3 6 28.9  4 6 28.2  5 6 32.5  5 6 70.6 6 6 85.5 6 6 82.8 
7 6 100.0 7 6 100.0 















































































































































































































































































































































































































































































































































1st 2nd 1st 2nd 
Eyes 95.8 50.0 0.0 25.0 
Eyebrows 50.0 70.8 0.0 20.8 
Hair 50.0 79.2 0.0 8.3 
Nose 16.7 54.2 0.0 16.7 
Outline 12.5 54.2 0.0 16.7 
Mouth 4.2 54.2 0.0 12.5 

























































Participants Picasa Lightroom 
Mean Mean Mean 
Eyes 18.9 50.0 25.0 
Hair 10.0 79.2 8.3 
Mouth 9.2 54.2 12.5 
Outline 8.3 54.2 16.7 
Nose 5.7 54.2 16.7 
Eyebrows 2.6 70.8 20.8 


































































Picasa Lightroom Twinsornot 
Miss % Miss % Dissimilarity % 
Mean S.D. Mean S.D. Mean S.D. 
Replace
ment 1 4.2 20.4 0.0 0.0 0.0 0.0 2 12.5 33.8 0.0 0.0 0.0 0.0 
3 8.3 28.2 0.0 0.0 2.3 8.3 
4 8.3 28.2 0.0 0.0 14.3 15.8 
5 25.0 44.2 25.0 44.2 30.4 17.5 
6 70.8 46.4 75.0 44.2 49.0 21.5 

































1 2 3 
0 24 0.0   
1 24 4.2   
3 24 8.3   
4 24 8.3   
2 24 12.5   
5 24 25.0   
6 24  70.8  
7 24   100.0 












1 2 3 4 
0 24 0.0    
1 24 0.0    
2 24 0.0    
3 24 0.0    
4 24 0.0    
5 24  25.0   
6 24   75.0  
7 24    100.0 
















1 2 3 4 5 
0 24 0.0     
1 24 0.0     
2 24 0.0     
3 24 2.3     
4 24  14.3    
5 24   30.4   
6 24    49.0  
7 24     100.0 
























1 2 3 4 
0 72 0.0    
1 72 1.4    
3 72 3.6    
2 72 4.2    
4 72 7.5    
5 72  26.8   
6 72   65.0  
7 72    100.0 



































1st 2nd 1st 2nd 
Replaceme
nt 
1 4.2 70.8 0.0 20.8 
2 12.5 58.3 0.0 25.0 
3 8.3 66.7 0.0 29.2 
4 8.3 79.2 0.0 50.0 
5 25.0 91.7 25.0 70.8 
6 70.8 100.0 75.0 87.5 





























1 2 3 4 
0 24 0.0    
2 24  58.3   
3 24  66.7 66.7  
1 24  70.8 70.8 70.8 
4 24  79.2 79.2 79.2 
5 24   91.7 91.7 
6 24    100.0 
7 24    100.0 































1 2 3 4 
0 24 0.0    
1 24 20.8 20.8   
2 24 25.0 25.0   
3 24 29.2 29.2   
4 24  50.0 50.0  
5 24   70.8 70.8 
6 24    87.5 
7 24    100.0 
Sig.  .15 .15 .56 .15 
 
A significant difference occurs after replacing at least four features with a second 
significant change occurring after replacing five, followed by replacements 6 and 7, which 
are grouped together. 
 
Comparison of analyses: For the Picasa system, Univariate ANOVA for the factor of 
replacement and method of analysis (1st, 2nd). A main effect method of analysis was 
found to be significant (F(1,368) = 45.00, p < .001, ηp2 = .46). This may have been due to 
amplitude differences in miss rates: second analysis was higher than the first. 
 
An approaching significant interaction was found between replacement and method of 
analysis (F(7,368) = 9.84, p < .001, ηp2 = .16). Previous analyses showed an effect of 
replacement for both the first and second methods. The effect of method of analysis was 
analysed for each replacement separately. All replacements showed an effect (p < .005): 
the second analysis yielded higher miss rates than the first.  
 
For Lightroom, the ANOVA was repeated and found a main effect of method of analysis 
to be significant (F(1,368) = 65.65, p < .001, ηp2 = .56): the second analysis yielded higher 
miss rates than the first.  
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A significant interaction between replacement and method of analysis was found 
(F(7,368) = 4.32, p < .001, ηp2 = .08). The effect of method of analysis was analysed for 
each replacement separately. Replacements 1‐5 showed an effect (p < .019) where the 
second analysis yielded significant higher miss rates than the first, but replacement 6 did 
not (p = .28). 
 
Comparison to humans: As before, the automated systems second analyses data was 
compared to the human participant data (celebrity). 
 
Figure 6.3‐2: Phase 2 (participants and automated systems) ‐ Mean miss in percentage by 
replacement 
 
Descriptive analysis: Figure 6.3‐2 shows that overall mean miss rates were lowest for the 
participant data (M = 44.3%) similar to Lightroom (M = 47.2%) compared to Picasa 
(Picasa, M = 77.8%) which was considerably higher. The ordinal increase in miss rates as 
features are replaced is observed in the Lightroom and participant data. This is also 
mostly the case for the Picasa data except for replacement 1 (M = 70.8%) is higher than 
means for replacements 2 (M = 58.3%) and 3 (M = 66.7%). To note, Picasa also yielded 
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100% mean miss rates for when all six features had been replaced, in comparison to the 
participant data (M = 86.1%) and Lightroom (M = 87.5%). 
 
Analysis of Variance: Univariate ANOVA for the between‐subjects factor of replacement 
and factor of system (humans, Picasa, Lightroom) found a significant main effect of 
replacement (F(7,552) = 79.85,  p < .001, ηp2 = .50) and system (F(2,552) = 36.35,  p < 
.001, ηp2 = .12). Post‐hoc Tukey’s HSD analysis of systems found Picasa yielded 
significantly higher miss rates than both participants and Lightroom (p < .001). However, 
no significant difference was found between participants and Lightroom (p = .78).  
 
Simple main effects: A significant interaction between replacement and system was 
found (F(14,552) = 3.13, p < .001, ηp2 = .07). Simple main effects of system for each 
replacement were carried out. All replacements showed a significant effect of system (p 
< .043) and an approaching significant effect for replacement 6 (p = .081): replacements 
1‐3 revealed that Picasa showed significantly higher miss rates than both other systems 
(p < .019); for replacement 4, Picasa showed an approaching significantly higher miss rate 
than Lightroom (p = .052); for replacement 5, Picasa was significantly higher than 
participants (p = .045); and for replacement 6, no system was significantly different to 
the other (p > .10). 
 
6.4 Discussion 
For the purposes of this chapter, the results from the automated face recognition study 
will be discussed separately for phase 1 and 2.  It was not known whether performance 
for the automated systems or human participants would be better due to them both 
potentially having advantages outlined in the literature: Research had found that 
performance for frontal face images was superior for the automated systems, however 
other research found that humans were superior when using familiar faces when parts 
had been disguised (see section 2.6 Automated Face recognition systems for a review). 
Two main themes emerged from phase 1:  
1. The automated systems were heavily reliant on the images used for training, 
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2. Each system was differently affected by featural manipulations which were also 
different from the human participant data.  
Three main results emerged from phase 2:  
1. The automated systems were reliant on image training,  
2. Systems showed a mostly ordinal increase in miss rates through feature 
replacement and although different in score amplitude, were comparable to the 
human participant data, 
3. One system yielded correct recognitions when all six features had been replaced.  
 
Phase 1: Results showed that for phase 1, Lightroom and Twinsornot systems were not 
affected at all by the featural manipulations, yielding 0.0% miss rates/dissimilarity across 
all conditions. Picasa, did however, yield some misses with an overall miss rate of 38.2%. 
This analysis was carried out by training the systems on the original veridical image that 
the condition stimuli were generated from. Because of this, it is likely that the systems 
used image pattern recognition rather than face recognition, so it is unsurprising that the 
miss rates/dissimilarity scores were so low. Therefore, the analysis was repeated using 
three additional images of the celebrity targets for system training for Picasa and 
Lightroom. Overall miss rates were higher for the second analysis, and this reflects a 
more real‐world scenario, where faces are familiarised with several views and contexts. 
Picasa showed the largest increase in miss rates (+22.1%) compared to Lightroom 
(+16.7%).  
 
In the first analysis, Lightroom and Twinsornot yielded floor‐level results and so no 
feature hierarchy was present. For Picasa, however, there was a feature hierarchy with a 
significant effect of feature on miss rates. Replacing the mouth yielded the lowest miss 
rates and therefore could be considered the least salient for Picasa. This was followed by 
the outline, nose, and eyebrows, with the hair and eyes showing the highest miss rates 
and therefore highest saliency for the system. Post‐hoc tests revealed two notable 
results: significant differences between the most salient eyes and all other features, and 
the hair and all other features, except the eyebrows, nose and outline. The least salient 
feature, mouth, was also significantly different from all features, except the nose and 
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outline. This suggests a grouping of the highest saliency features (eyes and hair) 
compared to the rest, and the mouth in its own low importance group.  
 
In contrast, the second analysis yielded a hierarchy for Lightroom and a different one for 
Picasa (Twinsornot not analysed), in addition to higher miss rates. Lightroom now 
showed hierarchies for the features, but no significant effect of feature, and the 
hierarchy for Picasa (showing a significant effect of feature), differed from the first 
analysis: with the eyes dropping from the highest saliency to the lowest for the second 
analysis. Lightroom’s hierarchy showed two notable differences to Picasa: the eyes were 
the most salient and the hair now the least. The lack of effect of feature for Lightroom 
suggests that even though a hierarchy was present, the differences between features 
were not vast. This suggests that the Lightroom system is perhaps not overly reliant on 
feature processing but rather uses a more holistic (overall image) approach.  
 
In comparison, participant data showed a lower level of miss rates compared to Picasa 
and Lightroom (using second analysis data, excluding Twinsornot), suggesting that 
participants perform better and are more invariant to featural manipulations. However, 
participant (9.1%) and Lightroom (16.7%) overall mean miss scores were not statistically 
different. Picasa (60.3%) was, however, significantly higher than both participants and 
Lightroom with majority miss rates. This suggests that the holistic processing strategy 
used by humans for familiar faces yielded an advantage for human performance in 
comparison to the automated systems. Again, hierarchies varied with notable differences 
as the least salient feature for participants, eyebrows, shifted to second highest for 
Picasa and Lightroom. Eyes were consistently important for both participants and 
Lightroom but low importance for Picasa, demonstrating vast differences in each systems 
reliance on features. In support of this, Picasa showed statistically significant differences 
for all features when compared to the other systems (except for the eyes).   
 
Results suggest that both systems are highly dependent on the images with which they 
are trained, indicated by the statistically significant differences found between the two 
analyses for both Picasa and Lightroom, driven by differences in score amplitude. There 
were also differences in the saliency of featural information between systems. Overall 
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miss rates were moderately high suggesting that should these types of composite images 
be run through these systems, there is a reasonably high likelihood that they will not be 
recognized. Additionally, this poor performance is likely because the systems are reliant 
on the use of veridical target images in training.  Results also suggest that changing one 
feature is enough to yield a similarity score that is below the predefined threshold of 
what is classified as a ‘match’ by the systems.  
 
Phase 2: Overall performance for phase 2 was fairly good with low miss/dissimilarity 
scores for all systems (Picasa, 21.5%; Lightroom, 16.7%; Twinsornot, 16.0%). For all 
systems, replacement 1 always yielded the lowest score and replacement 6 the highest, 
as expected, with a significant effect of replacement for all systems (all systems showed 
at least linear and quadratic patterns). However not all increases were completely ordinal 
with replacement 2 lower than replacement 3 and 4 for the Picasa system, although a 
linear/quadratic/cubic distribution pattern was found. All systems also showed 
statistically significant differences between replacement 6 and all other replacements 
with Lightroom and Twinsornot yielding more widely spread feature scores with 
significant differences between replacements 5, and sometimes 4, against all others. 
Feature replacement was clustered in significantly different groups differently for each 
system, suggesting that the potential identity criterion points shifted between systems. 
Despite these differences, the systems were not statistically different from one another. 
Only two replacements (2, 4) showed an effect of the system being used (replacement 2, 
between Picasa and both other systems; replacement 4, between Lightroom and 
Twinsornot).  
 
 
As for phase 1, the analysis was repeated using three additional veridical images for 
training with Lightroom and Picasa. Overall miss rates increased for both systems with 
Picasa yielding the largest increase (+49.3%) compared to Lightroom (+31.2%), supported 
by a statistically significant effect of the type of analysis. Both systems showed a mostly 
ordinal increase in miss rates during feature replacement, except for Picasa, where 
replacement 1 yielded lower scores than replacements 2 and 3. The effect of 
replacement was, as expected, statistically significant and linear in distribution and 
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suggests that the systems were affected by the quantity of veridical detail left in the face 
image.  Lightroom’s data was more widely spread (more statistically significant 
differences between features) suggesting a stronger effect of feature replacement. 
Similar to the participant results, miss rates were not at ceiling level once all features had 
been replaced at replacement 6 for the Lightroom system (3 items), suggesting that 
some residual information was providing identity cues for recognition (see Figure 6.4‐1).  
 
Figure 6.4‐1: Targets receiving correct recognition for replacement 6 (Lightroom) using three 
other veridical images. 
Three targets were correctly recognised by Lightroom when shown a target with all six features 
replaced. (Left: three other veridical images used for training; right: replacement 6 
composite). 
 
It is possible that the configural and contrast information leftover in the stimulus was 
sufficient for this, without any featural detail.  Looking at the replacement 6 stimuli, 
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there are strong resemblances to the target due to remaining configural and contrast 
information, but also some remaining face type information (e.g. Hugh grant has a long 
narrow face and a long chin, Leonardo DiCaprio has a widow’s peak). 
 
In comparison, participant data (42.3%) showed a lower level of miss rates to Picasa 
(70.8%) and Lightroom (47.9%) (using second analysis data, excluding Twinsornot), 
suggesting participants perform better and are more invariant to featural manipulations. 
This overall effect of system was significant and, additionally, a significant interaction 
identified Picasa as yielding significantly higher miss rates than both other systems, but 
not between participants and Lightroom. All systems showed an ordinal increase in miss 
rates as expected (except Picasa where replacement 1 yielded lower miss rates than 
replacements 2 and 3). It seems that in terms of processing, Lightroom was most similar 
to the participant data, with both showing an entirely ordinal increase in miss rates 
during feature replacement and continued recognition of identities even when all 
features had been replaced at replacement 6, suggesting both were using other streams 
of information: probably configural and contrast.  They both also suggest that a 
theoretical identity criterion point occurs once three (participants) or four (Lightroom) 
features have been replaced (half the face or more). 
 
To summarise, the automated systems performed better than participants (lower miss 
rates) in both phases when they were trained on the original veridical image that all 
stimuli were generated from. This suggests that the systems were using pattern rather 
than, or in addition to, face recognition type processing. When the automated systems 
were trained on three additional images of the celebrities instead, miss rates increased 
significantly, and performance dropped to below that of participants as indicated by 
overall mean miss rates.  Phase 1 yielded feature hierarchies for Picasa and Lightroom 
(2nd analysis), although only significant for Picasa. Lightroom’s hierarchy was most 
comparable to participants with the eyes considered most salient. In phase 2, Lightroom 
was more comparable to participants (celebrity data) with an ordinal increase in miss 
rates, a first criterion point around the middle of feature replacement and correct 
recognition for when all six features had been replaced. 
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7 General Discussion 
Created faces provide a way to generate new identities, or adapt existing ones, for 
various applications such as for animation, CGI, training purposes, and stimulus sets to 
name a few. The emergence of digital applications and technology has brought about a 
way to digitally generate these types of faces, either through manually creating a new 
face, such as in CGI scenarios, or through manipulating existing face images. This study 
focused on scenarios where face features are sampled from donor faces (photographs) 
and composited to form a new one.  Two applications of this were used as motivation for 
the research:  
1. Creating new faces that behave as avatars on fake social media profiles for the 
covert surveillance of online criminal activity.  
2. Sampling from face photographs to ‘texture’ forensic facial depictions. 
 
From these applications, the question arose as to whether compositing conceals the 
identity of the donor component parts. This becomes important when sampling from 
face photographs as the donors may not wish to be identified, especially in the forensic 
applications mentioned above. The study used familiar face recognition tasks to test 
stimuli where familiar faces had had facial features replaced with unknown ones, to test 
whether replacing some features concealed identity more than others (Phase 1).  A 
second experiment (Phase 2) replaced features in a compound manner to see how many 
features needed to be replaced in order to conceal identity. 
It was hypothesised that: 
1. a facial feature saliency hierarchy would be found when replacing target features 
individually in a whole face. 
2. replacing features in a target face in a compound manner would yield an ordinal 
increase in miss rates and that there may be a criterion point during compound 
feature replacing where the identity shifts from old to new.  
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3. some features may be more important to be replaced and may affect criterion 
points. 
Additionally, more memorable faces may be more invariant to the featural manipulations 
of the compositing process (see section 2.7 Summary for the full hypotheses).  
 
Phase 1 was split into two parts (phase 1i and 1ii). Phase 1i showed whole faces with 
features replaced and phase 1ii showed isolated target features to assess the relative 
importance of each feature in embedded and isolated conditions. To summarise the 
results, phase 1i yielded a feature saliency hierarchy, revealing eyes to be the most 
impactful when changed, and eyebrows the least. Celebrities and lecturers represented 
different familiarity types as indicated by the external feature preference for lecturer 
targets (lower familiarity) compared to the internal preference for celebrities (higher 
familiarity). Combined data for phase 2 revealed a completely ordinal increase in miss 
rates by feature replacement with a theoretical criterion point from old to new identity 
indicated by a significant increase in miss rates. Again, familiarity affected miss rates, 
with celebrities yielding overall higher miss rates due to the more impactful disruption of 
the compound feature replacement to holistic processing. The reverse of this effect was 
found in phase 1i (lecturer miss rates higher than celebrities) where single feature 
replacement did not disrupt holistic processing to the same extent. Overall, the most 
salient feature from phase 1i (eyes) was also found to be more important in phase 2 
where it yielded significantly higher miss rates when replaced, compared to the mouth. 
The effect of feature was also found to be more impactful in the middle of feature 
replacement where miss rates increased significantly. Identity was not concealed all of 
the time indicated by correct recognitions for when all features had been replaced, 
suggesting other types of residual information were being used. 
 
This chapter will discuss overarching themes across the experiments, followed by 
limitations of the study, contributions to theory and practice, and potential future 
research. The following themes emerged from the results: 
 
1. Configural information – featural information was manipulated, but configural 
detail may have facilitated recognition. 
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2. Contrast – Residual contrast information may have provided cues to identity 
3. Stimulus Specific results – Interactions between some characteristics and miss 
rates were observed. Are target faces impacted differently by featural 
manipulations depending on their characteristics? 
4. Explicit choice – Overt type recognition results mostly supported the recall results 
 
7.1 Stimulus specific results 
This section discusses any stimulus specific effects (characteristics or target sex 
appearance) across all phases of the experiments. 
 
Characteristics 
Each of the celebrity targets was rated for three different characteristics that could be 
used as a covariate in the experimental analysis to look for specific stimulus effects. A 
subsequent familiarity Control section was also included to assess if there was evidence 
for whether familiarity with the target affected participants’ perceptions of these 
characteristics. The three characteristics were rated on a 7‐point Likert scale so that an 
overall (Mean) assessment of rating could be found for each target. Increased familiarity 
resulted in higher ratings for memorability.  
 
Phase 1i showed a significant effect of memorability: the higher the memorability score 
the lower the miss rates overall, as indicated by a scatterplot and a significant negative 
correlation. It seems that the more memorable or distinctive a face is, the more invariant 
it is to changes made to individual features. Figure 7.1‐1 shows the top and bottom three 
scoring celebrity targets for memorability.  
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Figure 7.1‐1: Memorability of celebrity targets.  
Top row: the top three scoring celebrity targets for memorability. Bottom row: the bottom three 
scoring celebrity targets for memorability. 
 
If a target face is more memorable, this may render the face less vulnerable to featural‐
type changes. Faces were rated as a whole, and therefore there is no way to know what 
is driving the memorability of the faces, and if that is feature specific. For example, 
Angelina Jolie is known to be memorable because of her lips. It is also possible that the 
memorability for any face may not be driven by features but could be driven by more 
holistic impressions such as a memorable configuration of features or an interesting level 
of contrast across the face (Logan et al., 2017, Valentine, 1991, Valentine and Bruce, 
1986). An approaching significant interaction between memorability and feature was 
found, suggesting that featural manipulations are affected differently by this 
characteristic. Main effects showed an increased effect of memorability for (higher 
memorability, lower miss rates) when the facial outline was replaced, compared to other 
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features. Therefore, it seems that if the remaining facial information is highly 
memorable, then changing the outline feature will have little effect, suggesting a low 
level of saliency for the outline and that perhaps this feature is not as important for 
perceptual measures of memorability. Approaching significant effects of memorability 
for eyes and hair was found. Although not actually significant, this is a more expected 
result as hairstyles may be memorable and particular to a person’s identity. In contrast, 
hairstyles are often changed, in particular for celebrities, and so it could also be argued 
that this result is surprising (Wright and Sladden, 2003).  
 
The isolated feature version (phase 1ii) also showed a significant negative effect of 
memorability overall where the more memorable the face is, the lower the miss rates 
(indicated by a scatterplot and significant negative correlation). It can, therefore, be 
theorised that the effect of memorability is not just interpreted from the whole face, but 
also continues through to individual features and the lack of a significant interaction 
shows that this effect was relatively even across feature conditions. It seems that the 
encoding of faces, in general, allows for different levels of memorability that facilitates 
recognition of features presented out of the whole‐face context. 
 
Unlike phase 1, phase 2 showed no effect of memorability. This could be explained by the 
compound feature replacement effect cancelling out any memorable residual 
information that may have been used. Phase 1 only replaced a single feature, and so it is 
possible that there was still enough information remaining in the face that facilitated 
recognition for high memorability faces, but less so for low memorability faces. This was 
the case for the early replacement conditions (e.g. replacement 1) where a considerable 
amount of the target face was still remaining but any effect was reduced with the 
increase in feature replacement. In contrast, phase 2 did find an overall effect of 
trustworthiness: the higher the trustworthy score, the lower the miss rates. However, no 
correlation was found between the mean miss of targets and their trustworthiness score. 
In contrast, trustworthiness and attractiveness were not found to have an effect on miss 
rates for phase 1i, nor was attractiveness for phase 2. It seems that these characteristics, 
even though found to be embedded in recognition of faces in previous literature (Botwin 
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et al., 1997, Little et al., 2006), are less useful under these types of manipulations, in the 
context of this study.  
 
Target faces were rated for overall memorability which should have, in theory, controlled 
for any distinctive features that may affect individual feature results. However, it is 
possible that one distinctive feature does not render a face as memorable, in general 
(Benson and Perrett, 1994, Bruce et al., 1994). It is possible that requesting memorability 
scores for each feature may have provided more insight into the role of salient features 
and the effect of distinctiveness. However, this would have been an extensive task to 
setup and outside the scope of this research.  
 
Target sex appearance 
Target sex appearance, in general, did not have an effect on the results across 
experiments. However, in the isolated feature experiment (phase 1ii), an interaction 
between target sex and feature was revealed. This was attributed to the hair condition 
with males yielding significantly higher miss rates (65.8%) than females (48.1%) 
demonstrating a higher saliency for female hair than male, in terms of identity, when 
presented in isolation. This effect was not found for the whole face version of phase 1i 
both overall and as an interaction with feature. This suggests that the relative saliency of 
hair for each sex only diverges when the feature is out of a whole face context. It is 
possible that in a whole face context other cues are used for determining the identity of 
the individual due to a robust memory for that face where the internal features are 
utilised more than the external ones. However, if other feature cues are not available 
then hair becomes more important, but only for females. Hair also represents a feature 
of great variation, particularly for females where hairstyles can be modified on a daily 
basis. Because of this, it could hypothesised that hair would be too variable for identity 
recall in isolated conditions, so this result is somewhat surprising in that respect. No 
other phases showed an effect of target sex; however, phase 2 lecturer data did not have 
enough responses for male targets to perform inferential statistics between males and 
females.  
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7.2 Explicit choice 
An Explicit choice task was included after the Spontaneous naming task to allow for an 
overt type recognition to take place to compare with the recall type recognition results. 
This was not designed as a separate type of study, but to allow participants to respond by 
giving multiple choices from which to choose from, to mimic a more real‐world type 
scenario and to prevent ‘familiar’ responses from being placed into the ‘unfamiliar’ 
response option. Collecting overt explicit choice scores also allowed for a comparison 
between the spontaneous naming miss rates and overt scores. The celebrity version of 
phase 1i and both versions of phase 2 found significant positive correlations between 
spontaneous naming miss rates and explicit choice miss rates, as expected: the higher 
the spontaneous naming miss rate, the higher the explicit choice miss rate. If a 
participant can correctly recognise/recall a target in the Spontaneous naming task, he or 
she should be able to correctly choose the target name in the Explicit choice task, and 
vice versa for miss rates. It was unknown whether a participant who could not recall 
identity specific information, would not be able to pick out the correct target name in the 
Explicit choice task due to unfamiliarity or just because they could not recall identity 
specific information in the Spontaneous naming task. The correlation suggests the 
former. This was not the case for the isolated version of phase 1 (1ii) where no reliable 
correlation was found. This would suggest that because the isolated feature task was so 
difficult, name cues in the Explicit choice task may have facilitated correct overt 
recognition to a greater effect than for the whole‐face versions. Participants in the LJMU 
group for phase 1, always correctly answered the Explicit choice task for all valid trials, 
and therefore there was no variation across items. Analysis was carried out on only the 
UCLan data which showed no reliable correlation, however, items were low (n=6).  
 
The Explicit choice task did, however, appear to incur some bias in the design. Only two 
distractor names accompanied the target name. Therefore, it is possible that participants 
used an elimination process through familiarity with the distractor names to allow 
isolation of the correct target name. Therefore, any correct recognition results from the 
Explicit choice task could have been inflated because of this. It is also possible that prior 
exposure of the face during the Spontaneous naming task may have provided some 
priming as to who the face might belong to, making the Explicit choice task easier than if 
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it had been shown in isolation. Distractor names were not assessed for their similarity to 
the target with respect to the visual appearance of the face, nor for the similarity in the 
name itself. However, distractor names were only presented once per target and 
randomised in presentation across the stimulus set to balance out any name similarity 
effects that may have occurred. The names were matched for target sex appearance 
which reduced the pool from which participants needed to extract a face memory.  
 
7.3 Streams of information 
The experiment was designed so that the miss rates could be attributed to the featural 
change only as all stimuli were generated with the original target configuration and 
overall contrast pattern. This was to try and isolate the featural information being 
changed so that one stream of information was being tested in the study (see section 2.7 
Facial creation for a summary of this). However, it is likely that these other streams of 
information were inadvertently altered, and may have facilitated recognition (Burton et 
al., 2015, Cabeza and Kato, 2000) (see section 2.4 Holistic processing for a review of the 
different streams of information used for face recognition). 
Configuration 
Care was taken to ensure that the overall position of the features remained consistent 
with the targets, so that configural information was controlled for. However, it is 
inevitable that changing featural information will inadvertently alter the configural or 
interdependent relationship of the features. For example, when the eyes were changed, 
the pupil position was matched exactly with the replacement feature and the general 
fissure width also kept constant. However, if the target had a fairly 'closed' fissure shape 
where the height between the lower and upper eyelids was small and this was replaced 
with eyes with an 'open' fissure shape (larger distance) this will of course have changed 
the relationships and distances on the vertical plane between the eyes and other 
features. Another example may involve the mouth (lips). These were matched for 
commissure position and width, however the thickness of the lips would not have been 
controlled for and, again, may have altered the interdependent relationships between 
the lips and other features on the vertical plane. Note that, all features were matched for 
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their position on the vertical plane as well as their dimensions on the horizontal plane 
only: their dimensions on the vertical plane were not matched (except the nose) which 
may have been reflected in the low miss rates. Although features' positions were the 
same on the vertical plane, their relative distances were affected by featural dimension 
changes.  
Contrast 
Image contrast properties across the face was maintained between the target face and 
the unique composite to isolate testing to only the featural stream (see section 2.4 Facial 
contrast and pigmentation for a review on facial contrast). As configuration was also 
maintained, the contrast pattern across the face should have also remained constant. It 
is possible that small featural changes will have affected shape from shading information 
(which makes up some of the contrast information) within that feature that may have 
removed contrast recognition cues. Features were not matched for any kind of general 
shape, only general contrast, and so it is also possible that a deep‐set eye may have been 
replaced with a more prominent eye, thus changing the shape from shading information 
and effective contrast of that feature and its surrounding contour. Therefore, although 
care was taken to minimise changes to other streams of information useful for face 
recognition, altering featural information will still inadvertently affect these in small 
amounts. The results from phase 1 suggest that changing one feature does not affect 
recognition drastically due to minimised disruption to the rest of the face and any 
inadvertent changes may also not affect this. However, it is possible that the miss rates 
would have been even lower had features been matched for similar shape and structure 
as well, which would have meant very little featural change. Swapping features but 
matching for contrast, configuration, general shape and structure is also impractical and 
ecologically redundant due to the amount of care needed to be taken in a real‐life 
scenario. However, it is possible that any practitioner using compositing for concealing 
identity may be more inclined to choose replacement features that are similar to the 
targets, thus minimising the effect compositing may have on concealing identity. This is 
something practitioners should probably bear in mind when generating composites. 
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7.4 Limitations 
The study design and methodology may have resulted in limitations that impacted on the 
results, and these will be discussed here. 
 
Compositing technique 
The compositing technique varied in its success in creating plausible faces that appeared 
unedited. Restrictions on the time able to be spent on each composite stimulus was 
short due to the large number of stimuli to be generated (over 450 composite stimuli) in 
a relatively short period of time, meaning that the necessary image manipulation and 
refinement needed to create a plausible unedited face was not always possible. The 
ramifications of this is that participants may have detected the edited portions of the 
images and subsequently ignored them in their processing, to allow for recognition of the 
other parts of the face. Given more time per composite stimulus, this effect may 
potentially have been reduced.  
 
The compositing technique aimed to only manipulate featural information whilst 
maintaining the configuration and contrast of the target. Because of this, it is possible 
that when features were composited onto the target face, too much care was taken to 
control for these variables that has resulted in replacement features appearing very 
similar to the target. It is also possible that there is some kind of innate bias to composite 
features to appear similar to the target face so that the face appears plausible. This may 
have rendered the stimulus exemplars more similar to the target face, making the task 
easier. This, in turn, could have facilitated the correct recognition of stimuli where all six 
features were replaced. However, the positive advantage of this technique meant that 
composite stimuli were plausible.  
Sample size 
The sample size of target faces for the celebrity version was considerably larger than that 
for the lecturer version. There were limitations in lecturer target recruitment due to the 
difficulties in recruiting persons willing to donate their face images and donating the time 
to be photographed and consulted for further information. The requirement for the 
General Discussion ‐ Limitations 
 
179 
 
lecturers to be familiar to large group of students also made recruitment more 
restrictive. Similarly, recruitment of participants that would be familiar with the lecturers 
was restrictive: Familiarisation needed to occur over at least one academic semester so 
that the participants were more likely to have a familiar memory of the target lecturers. 
Because of this, participant recruitment and testing was restricted to mainly the second 
semester and some of the third semester for post‐graduate students. Data collection was 
reliant on the good will of participants who were interested in participating as no 
remuneration was provided. However, for the UCLan participants, course credit was 
provided for participation with a requirement for participation within the programme of 
study. Therefore, recruitment for the UCLan participants/lecturers was less restrictive 
than for the LJMU group.  
 
As a further note, the overall mean miss rate for celebrity data was higher than lecturers 
for phase 2, but less for phase 1. It is possible that the low numbers of participant 
recruitment for phase 2 (n=71), has driven this result, compared to the higher numbers 
for phase 1 (n=148). Low power for the lecturer data may have affected the clustering of 
replacements into the homogenous subsets. However, effect sizes (Cohen’s d), that are 
independent of sample sizes, were calculated by position for celebrities and lecturers and 
showed differences between the two types, with celebrities yielding a higher mean effect 
size than lecturers.  
 
Participants 
There were some limitations with the participant pool recruitment, listed as follows: 
 
Age: The celebrity targets were selected through a pilot study requesting the most 
popular celebrities. The demographic used to recruit from for the pilot study was the 
same as that used for the experiments: mainly students. Because of this, the participant 
group mean age across experiments was relatively young (<30 yrs.). This meant that the 
participant pool was, potentially, not a fair representation of the broader age range in 
the general public. However, it was important to recruit participants who were most 
likely to be familiar with the target face selection as indicated by the pilot study. Should a 
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broader age‐range of participants been recruited for the pilot study, it may have been 
difficult to select a popular subset with which to test and any subsequent broad 
participant pool may have been more varied in their likelihood to be familiar with the 
target face selection.  The positive angle to this was potentially higher and more 
consistent familiarity with the target identities. 
 
Gender: Due to the demographics of the participant pool, 76.3% of the experimental 
participants were female. This is perhaps not a true representation of the more even 
share of males and females in the general population. Research has also shown that 
women are better at recognising female faces, (Loven et al., 2011, Herlitz et al., 2013, de 
Frias et al., 2006), therefore one might have expected lower miss rates for female target 
faces. However, the results showed that target sex appearance did not affect results 
(only in the isolated hair condition). 
 
Other‐face effects: All participants were invited to participate in the studies, without 
excluding individuals of a certain age, sex appearance or ethnicity. As outlined in section 
2.5 Other‐face effects, there are some qualitative differences between the processing of 
faces that we are less likely to have encountered on a regular basis during our lifetime. 
Valentine’s face space model (see section 2.5 Face memory and storage) suggests that 
these effects occur because the faces sit further outside of our own‐face space and 
therefore we find them more difficult to recognise. Research has also shown that we may 
adopt different face processing strategies for face types that we do not normally 
encounter (e.g. cross‐race effect). For example, during target face selection, the faces 
were narrowed down to white European faces as this was the predominant ethnic group 
in the demographic population being tested. This was to avoid the inclusion of highly 
distinctive faces that sit outside of the participant’s own‐face space. An assumption was 
made that the population was made up of individuals that had been residing in the 
demographic population and would therefore have a level of familiarity with the target 
face population, even if the participant had normally been residing in another ethnic 
group population. However, it is worth noting that even if the target was familiar to the 
participant, their general own‐face space may not have normally encountered that type 
of target face and therefore noise may have been added when that participant was 
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shown a composited version of the target, due to using a different processing strategy. 
Therefore, it is entirely possible that noise has been added to the data, due to adoption 
of different processing strategies for not normally encountered face types.  
 
Face recognition ability: Differences in face recognition ability could account for some 
differences in miss rates occurring through the replacement of a single feature. 
Participant ability at face recognition was not tested prior to or after the experiment. It 
was important to collect a data set across a population of individuals with a wide variety 
of abilities (see Appendix A ‐ Methodological considerations, for more detail). This is 
more in line with a real world scenario where the choice of who sees the avatar is 
uncontrolled, although this may have caused some noise in the data. For example, 
excluding prosopagnosic individuals, who take up 2% of the population (Jiang et al., 
2011), will have reduced noise but would not be a realistic representation. It has also 
been shown that prosopagnosics may adopt a more piecemeal approach to face 
recognition and as such may have found the task slightly easier by being able to exclude 
incorrect featural information that normal recognisers may not be able to due to the 
overwhelming holistic processing technique. In contrast, any super recognisers may or 
may not have found the task difficult due to their proficiency in face recognition. 
However, it is also possible that their known expertise in holistic processing may have 
rendered any manipulated face as a new identity. Subsequent analysis for participant 
ability was also not carried out as the information would not have resulted in any 
participants being excluded based on either really poor or really good face recognition 
ability. Including all trials does of course result in the risk of experimental noise through 
the large differences in face recognition ability and the possibility that individuals were 
adopting different qualitative face recognition strategies depending on their ability (Davis 
et al., 2016, Wang et al., 2012, Wilmer et al., 2010). It seems that the decision to not test 
participants face recognition ability, prior or after, the experiment may have, in fact, 
impacted on miss rates results. This could be evident in the surprising result where some 
participants were still able to recognise the face, even after all six features had been 
replaced. As discussed above, this may be due to participants using residual information 
left in the image, or it could be due to those participants having superior face recognition 
abilities and therefore being more invariant to featural manipulations. In a real world 
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scenario, it may be that it members of the public with superior face recognition abilities 
are the very group that may be able to identify donor features in created faces, and 
therefore having data to group the participants in this way, would have helped to 
establish whether this was the case. Furthermore, not having participants face 
recognition ability data, meant that participants could not be compared to one another 
in relation to their performance. For example, in the Automated face recognition study, 
the three systems were able to compared to one another. However, without data that 
could separate the participants into different ability groups, comparisons could not be 
made in the same way for humans. It is additionally worth noting this limitation, so that 
should further research be carried out, testing participants’ face recognition ability 
should be implemented into the experimental design.  
 
Online testing 
Online testing was used to reach a large audience to generate the high participant 
numbers needed for the studies. Research has shown that results are not significantly 
affected by the mode in which the participant data is collected (Jones et al., 2007, 
Metzger et al., 2003). However, it would be advantageous to carry out the whole 
experiment under laboratory conditions to control for various extraneous variables, 
including viewing distance (others may include lighting, noise in the room, screen size 
etc.). For the current study, this lack of control for viewing distance did not outweigh the 
advantage of recruiting from a larger participant pool to generate higher numbers of 
participants (see Appendix A ‐ Methodological considerations for more detail on the use 
of online testing methods in face perception research).   
 
Qualtrics sampled a condition item from the six available for each item and this sampling 
was random. Therefore, participants saw different numbers of condition stimuli across 
the experiment, but always only one stimulus per item. This, coupled with the extraction 
of only familiar (valid) trials, resulted in uneven sample sizes. This limitation of the design 
could be resolved for future research where further exploration of Qualtrics’ capabilities 
would allow for control over how items were seen. However, this is a small issue as 
ANOVA has been shown to be relatively insensitive to difference in cell numbers. This 
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analysis was carried out by items and so differences in the number of observations per 
cell is likely to be low (except lecturer data for some cases). For future reference, it is 
possible that another experimental platform could be used for data collection, or, the 
design revised in way that would facilitate support from the Qualtrics system.  
 
Experimental design 
The experiments were setup to allow for different types of familiarity to be recorded. An 
unfamiliar response was used to indicate that participants did not recognise the stimulus. 
Familiarity and recall was used to allow participants to provide a text input to prove that 
they were familiar with the target and could provide evidence of recalling the correct 
identity. This response was classed as a correct recognition (if the correct 
name/description was given, if incorrect it was marked as a miss as the face was clearly 
reminding them of someone else) and the former was classed as a miss and it was the 
miss data that the analysis was carried out on. However, an intermediate response of 
‘familiar’ was implemented to allow for participants to indicate that they felt that there 
was something about the face that reminded them of someone but could not quite place 
the identity. These responses are less important to the question of whether identity was 
concealed in that miss responses are a more stringent version of ‘unfamiliarity’ than a 
‘familiar’ response is (Bruce and Young, 1986). However, the ‘familiar’ responses do 
provide an indication of some kind of memory for a face, but without semantic recall 
there is no way of knowing if the stimulus is reminding them of the correct identity or 
someone completely different. However, it was important to separate these types of 
responses from the ‘unfamiliar’ ones so that the miss rates were not over‐inflated. 
Therefore, any miss rate results could be generalised to a real‐world setting in a more 
generous way. 
 
It should also be noted that the Ratings study that was used to assess a target faces’ 
characteristics as a way of explaining any stimulus result, was based on a holistic 
impression of the whole face. However, the compositing manipulations involved 
replacing individual features. Therefore, it is possible that miss rates would have differed 
between the replacement of more or less characteristic features, even if the target face 
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had been given a different overall characteristic rating.  This limitation may have reduced 
the impact of the holistic characteristic ratings scores when analysing the miss rates. 
However, the ratings are still valuable in that they gave some insight as to whether 
holistically characteristic faces are more or less invariant to featural manipulations. As 
mentioned in section 2.5 Face memory and storage, one study found no differences in 
recognition rates for featural manipulations across different face distinctiveness levels. 
However this was an unfamiliar discrimination task and the results may not be 
generalizable to a familiar scenario. In light of this, it seems that further research, 
collecting ratings on individual features, may help to explain the impact of replacing 
more or less characteristic individual features. 
 
7.5 Future research 
Based on some of the limitations of the current study and some of the surprising results 
yielded from it, four potential future experiments are proposed: 
 
1. It would be interesting to investigate the characteristics of each feature so that 
they could be directly compared to each feature replacement. Although a laborious task, 
the experiment may ask participants to rate the characteristics of each feature rather 
than the whole face. For example, a face with very memorable lips, such as Angelina 
Jolie, may yield a higher miss rate when that feature is replaced. However, there is 
always the possibility that a face’s characteristic is based on more holistic opinions 
(Cabeza and Kato, 2000, Schwaninger et al., 2002, Tanaka and Sengco, 1997). For 
example, George Clooney’s facial morphology is not overly memorable, but his face is. 
What seems to be driving this memorability is the pigmentation and contrast pattern of 
his face. As another example, what makes Bruce Willis’ face memorable is the large 
distance between his nose and mouth (configural). Therefore the study could be 
extended to include ratings for these other types of information that can be used to 
explain stimulus specific effects.  
 
2. The study could be repeated with a further condition of image frequency: High 
frequency line drawings to isolate featural detail and low frequency blurred images to 
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isolate configural information. The same featural manipulations could be made and 
tested in both frequency conditions. If the results from the low frequency images yield 
lower miss rates than for the high frequency images, it would suggest that configural 
information is still being used even when featural detail, as in the current study, has been 
manipulated.  
 
3. The study could be repeated, using a combination of compositors, given the 
appropriate training, to balance out compositing bias. One could hypothesise that miss 
rates would be higher and that perhaps the difference between features and the degree 
of feature replacement may be larger. However, one potential pitfall of this method 
could be the increase in a change in configural information through the bigger 
deformations of features.  
 
4. It would be interesting to test the role of individual target features when placed 
into a new composite. Based on research on the whole‐face context (Tanaka and Farah, 
1993), it is likely that this will be a difficult task and that any memory for a specific 
feature will be overridden by the new whole‐face context (Davies et al., 1977). This 
becomes relevant in practical scenarios, as some compositors may choose to use one 
feature from six different faces. However, this does not maximise a facial photograph 
database in the way that the current study does. 
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7.6 Conclusion 
The study aimed to investigate if featural compositing, to create new faces, concealed 
the identity of the respective donor faces. Donor anonymity is important when creating 
faces for forensic applications. Two applications of created faces were the motivation for 
the study: creating new faces to behave as avatars in fake social media profiles, for the 
covert surveillance on online criminal activity and; Facial depictions, which require 
sampling facial features from photographs.  Two experiments investigated whether any 
facial features were more important to be replaced than others and how many facial 
features need to be replaced to conceal identity.  The following conclusions were made 
in relation to the hypotheses:  
1. A facial feature saliency was found in phase 1 when individual features are 
replaced. The eyes demonstrated the highest saliency, followed by the hair, 
mouth, outline, nose and eyebrows. 
2. An ordinal increase in miss rates during feature replacement was found in phase 2 
for the combined data. This result was also found for the celebrity data, and 
mostly for lecturers. Criterion points were found for the combined data in phase 2 
suggesting at least two features need to be replaced for miss rates to increase 
significantly (or 3 for the higher familiarity celebrity group). Further feature 
replacement was paired, suggesting that further replacement of one feature 
makes little difference, in comparison to two. 
3. A main effect of feature was found for the combined data during compound 
feature replacement in phase 2 where eyes were significantly more salient than 
mouth. An interaction showed that the effect of feature was particular to 
replacements 2‐5, where it seems to align with the criterion points of significant 
increases in miss rates. One interaction for the celebrity data was found at 
replacement 4, where higher miss rates were found for when more salient 
features had been replaced for one configuration, compared to when less salient 
features had been replaced. This was revealed as the upper and lower parts of 
the face (upper: including eyes and hair; lower: including mouth and outline).  
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Results also showed that familiarity type (celebrities and lecturers) affected feature 
saliency hierarchies with an internal feature preference for the higher familiarity 
celebrities. Overall mean miss rates were higher for the less familiar lecturers in phase 1i, 
where single features were replaced. However, in phase 2, celebrities yielded higher miss 
rates suggesting the higher familiarity level resulted in compound feature replacement 
being more impactful to the whole‐face context. This could be attributed to an increased 
level of holistic processing that is normally associated with a higher level of familiarity. 
Identity was not concealed 100% of the time at any point in feature replacement, even 
when all six features were replaced, as would have been expected. Therefore, further 
changes need to be made, such as configural and contrast manipulations, in order to try 
and conceal donor identities in composites. 
 
Contribution to theory 
The results from this PhD study have supported previous findings in the literature: The 
feature saliency hierarchy observed in phase 1 is similar to that of previous research on 
face recognition, where eyes are considered the most salient (Haig, 1986, Fraser et al., 
1990) (see section 2.3 Feature saliency hierarchy for a review. The different levels of 
familiarity, in terms of their preference for external or internal features in the literature 
was mostly observed between the celebrity and lecturer versions, although hair still high 
in saliency for the celebrity version. Normally, however, the external feature preference 
is for unfamiliar or newly familiar faces. This research shows that even if participants can 
correctly recall the identity of the lecturer, they are still displaying an external feature 
preference. This supports the theory, by Clutterbuck and Johnston (2007), that familiarity 
is on a spectrum rather than being binary.  
 
Phase 2 yielded some surprising results for replacement 6, where some items were 
correctly recalled, even though all features had been replaced. This implies some residual 
detail was available from the face and in line with previous literature (Dakin and Watt, 
2009, Schwaninger et al., 2002), participants used the other streams of information 
(configural and contrast) to facilitate recognition. However, this result may have, in part, 
been driven by the similarity of replacement features to their targets, due to the 
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compositing technique, as mentioned already. Previous literature on the composite face 
effect demonstrates that the combination of two different face halves makes recognition 
difficult, but not impossible (Young et al., 1987). This study found that at least half of the 
features (n=3, celebrity data) need to be replaced for a significant increase in miss rates 
to occur, signifying a theoretical criterion point from old to new identity. In contrast, two 
changes were required in the combined data, which was experimentally more powerful, 
however the celebrity data yielded an approaching significant difference for subset 1 
that, with more data, would potentially shift replacement 2 completely into subset 2, 
similar to the combined data. For celebrity data, replacement 4 showed revealed that if 
the upper half of the face is replaced (containing more salient eyes and hair) miss rates 
were significantly higher than if the lower half of the face was replaced (containing less 
salient outline and nose). However, further feature replacement did increase miss rates 
significantly but never concealed the target identity 100% of the time.  
 
Contribution to practice 
This PhD study set out to establish if compositing conceals identity of face feature/part 
donors so that new identities can be created for use in forensic contexts. The two 
forensic contexts outlined in the study were:  
1. Compositing features from face databases available to investigating authorities to 
generate face avatars for use in online criminal investigations. How much and 
which parts of these faces can be used whilst still concealing the donors identity?  
2. Feature sampling from face photographs for the ‘texturing’ of facial depictions 
would benefit from guidelines as to how much and which parts of the face can be 
used so that the resulting depiction does not resemble the donor.  
 
Results have shown that the compositing technique used in the current study did not, 
under any of the conditions, conceal identity 100% of the time. When all six features 
were replaced in phase 2, some correct recognitions were given, suggesting that featural 
manipulations alone, are not sufficient to completely conceal identity. However, it should 
be noted that this result may in part be due to some residual information being available 
from the stimulus (e.g. configural and contrast), but also due to the potentially biased 
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compositing technique where replacement features were perhaps not different enough 
to the target face, due to trying to maintain configural and contrast information.   
 
The practical guidance for compositing for forensic scenarios, based on this study and a 
decision to reference the higher familiarity celebrity data‐set, is to replace at least half of 
the face (three features) so that there is a strong chance that identity will be concealed 
for some of the population. Further manipulations of other streams of information, such 
as configural and contrast detail, will also need to be manipulated to aid in concealing 
identity. Given the cue of a face pool from which to extract a face memory (celebrity or 
lecturer) in the current study, one could hypothesise that the results found here (miss 
rates) could be generalised to a real‐world scenario (where no cue is given) with a more 
generous effect. There is one caveat, however: neither types of familiarity represent the 
broad spectrum of familiarity in a real world scenario, even when combined. Therefore, if 
the results are to be generalised to other levels of familiarity, such as family members or 
close friends, it needs to be carried out with caution and with the suggestion that more 
manipulations will be needed to try and conceal identity with an even higher familiarity 
group than celebrities.  
 
For the context of this study, this translates to only ever sampling no more than half the 
face when compositing to generate facial avatars or to sample textures from for facial 
depictions. And in addition, when compositing, the configuration and contrast 
information will most likely need to be altered. 
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9 Appendices information 
All appendices can be found in separate .PDF files. Each appendix document is labelled as 
below; 
Appendix A  Methodological considerations 
Further detail and descriptions of other methodological 
considerations for the experimental design. 
Appendix B  Unique Composites 
Description of how the unique composites were made. 
Appendix C  Compositing technique 
Description of the compositing technique used to make both the 
unique composites and the composite stimuli. 
Appendix D  MATLAB scripts 
MATLAB scripts for the assessment and matching of targets and 
unique composites. 
Appendix E  Testing 
Screenshots of the different tasks from the experimental 
platforms.  
Appendix F  Pilot Studies 
Full method and results of Pilot study 1 and 2. 
 
Appendix G  Ethics 
All of the ethical approval confirmations, participant information 
sheets, consent forms, questionnaire and adverts. [The appendix 
mentioned here cannot be made freely available via LJMU E‐
Theses Collection due to privacy restrictions] 
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Appendix H  Celebrity Targets 
Images of all of the celebrity targets included in the main 
experiments. [The appendix mentioned here cannot be made 
freely available via LJMU E‐Theses Collection due to copyright] 
Appendix I  Example Stimulus set 
An example stimulus set from phase 1i (celebrity) that would be 
seen by a participant. [The appendix mentioned here cannot be 
made freely available via LJMU E‐Theses Collection due to 
copyright] 
Appendix J  SPSS Output 
SPSS output from the analysis for all experiments. [The appendix 
mentioned here cannot be made freely available via LJMU E‐
Theses Collection due to privacy restrictions] 
 
