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Abstract
In this paper, we focus on the lower level allocation problem of a hierarchical time-constrained product
development situation. Commonly found in the industrial practice, the type of product development process
we consider is the radical=experiential model of product development of Eisenhardt and Tabrizi, (Administr.
Sci. Q. 40 (1995) 84). The description of the main characteristics of the process follows the line of the recent
research of Bowers et al. (in: M.T. Brannick, E. Salas, C. Prince (Eds.), Team Performance Assessment and
Measurement: Theory, Research, and Applications, Lawrence Erlbaum Associates, Inc., Publishers, New Jersey,
1997, pp. 85–108) and Oorschot (Analysing Radical NPD Projects from an Operational Control Perspective,
Ph.D. Thesis, Eindhoven University of Technology, The Netherlands, 2001).
Starting from the dynamic programming techniques, we propose a solution to this optimization problem by
employing an A∗ monotonic heuristic evaluation function for best-search algorithms. This function is based
on aggregate information on the design task set. We discuss the e@ciency of the general best-Arst search
algorithm using an A∗ evaluation function, and of an RBFS variant of it, which also searches in best-Arst
order, using the same A∗ evaluation function. We prove that the algorithms And an optimal feasible allocation,
provided that there exists a feasible allocation. We conclude by commenting upon some experimental results.
c© 2002 Elsevier Science B.V. All rights reserved.
1. Introduction
Allocation problems appear in many decision making situations like the allocation of tasks to
resources, of workers to jobs, of salespeople to regions, or of requirements to suppliers. The prob-
lem deAnition and, in particular, the constraints depend on the purposes of allocation [2,7,24]. The
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allocation problems involving people have recently received an increased attention of researchers,
who developed optimal or heuristic allocation techniques for various real-life situations [1,3,23,14].
The di@culty of these problems resides in both their combinatorial nature and in the diversity of
the real-life factors that have to be included in the model.
In this paper, we focus on a special problem of (design) task allocation to people (engineers),
involving stochastic task durations, and workload estimation. Each task is characterized by a utility,
and some tasks may also not be allocated at all. In its generality, the problem requires the allocation
of each task to either a unique engineer or to none, in order to maximize the utility of the allocated
ones minus the utility of the left out ones, subject to workload constraints for each engineer, and
with no precedence constraints between the tasks. In order to investigate the problem more pre-
cisely, we need to model the workload constraints and the way of taking into account the stochastic
durations of tasks. We motivate our model choices by radical new product development (RNPD)
situations as described in [9], and analyzed in [22] which are of increasing importance among
researchers.
We assume here that the solving time of a design task has an Erlang distribution. The main
reason goes as follows. In the last reference, the author emphasizes the uncertainty of the solving
time of the allocated design tasks, which are viewed as series of subproblems being solved suddenly
if they are correct (one after another) and skipped otherwise; this model is also supported by many
other empirical studies (see, for a review, [22]). Thus, a design task is assumed in this paper to
be a sequence of predicted activities, each having a solving time exponentially distributed with the
same mean time. Therefore, the duration of the solving time for the whole design task is a sum of
i.i.d. exponentials, giving the Erlang distribution we use here.
We also model the workload of the engineers by the time pressure which they experience when
trying to meet the deadlines. Studies in [22] show that there is a strong dependency between
engineers’ productivity and this time pressure perceived by them. In [5], a Arst estimation of the
time pressure is given by comparing, for a given engineer, the estimated duration for complet-
ing the allocated design tasks and the available time until the deadline. Our design task solv-
ing times are stochastic, and there is a total available time h for all engineers (also called short
time planning horizon, and given as input); thus we use the probability Iph(A) of Anishing all
design tasks of the set A in time h. We also suppose we are given as input for each engineer
m an optimal value (m) for this probability, called optimal work pressure level. Therefore, we
achieve e@ciency for the engineers involved in the process by requiring for each engineer m that
| Iph(Am) − (m)|¡. In words, this requires that for a short time horizon h, the probability of
Anishing the design tasks allocated to m is close to an optimal subjective value (the closeness 
being also an input). This ensures both not overloading the engineers and not giving them too little
work to do. Experimental evidence (see, for a review, [22]) shows that this dependency between
the productivity and the time pressure is curvilinear, and this is the reason of the absolute value
bound.
We also have to say that Iph({t1; : : : ; tn}) is easily computable from the number of activities of
each task ti: we have assumed that the mean of the exponentials (for the activities) is the same for
all tasks and thus we have again an Erlang distribution. This is also the reason we keep the task
modelization also at activity level.
On the other hand, we need in the model the short time planning horizon h as input since
in high-technology RNPD, it is also uncertain which design tasks are really necessary for
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completing the whole design of the product. Thus, the management of the design team usually
plans for short periods such design tasks, gradually reconsidering them in between, as a reac-
tion to new information leading to product speciAcation readjustments. This fact is sustained by
numerous researchers such as Bourgeois and Eisenhard [4], McDermott [20], and Turner and
Cochrane [27]. Moreover, a recent survey by Thomke and Reinerstein [26] showed that only
5% of product developing Arms have complete product speciAcations before starting a design,
and on the average only 58% of speciAcations are available before the design process
begins.
Based on these previously mentioned studies and model choices, our allocation problem can be
stated as follows:
Given
• a Anite number of design tasks, with their utility, and number of planned activities,
• a Anite number of engineers, with their optimal work pressure level,
• the closeness parameter , the mean of the exponential distribution for activity times  and the
short time planning horizon h,
determine the allocation of design tasks to engineers
• in order to maximize the utility of the allocated design tasks minus the one of the left ones and
• subject to the following constraints: each design task is either allocated to exactly one engineer
or is not allocated at all, and resources (engineers) have to be used close to their corresponding
optimal work pressure levels.
The remainder of this paper is structured as follows. In the next section, we state in a mathematical
way the problem and prove that it can be formulated as a discrete deterministic dynamic-programming
problem. This formulation ensures the existence of an optimal solution; also, through a graph struc-
ture of the problem space, it also allows the Anding of an optimal solution without an exhaustive
search of the entire problem space. This graph structure can actually be searched with much less
computational eLort with heuristic search algorithms. Next, in Section 3, we construct such a heuris-
tic evaluation function of A∗ type, using aggregate information (from the input data) on the design
tasks set; based on established results from heuristic search algorithms, we propose an A∗ type al-
gorithm for solving the problem, with two possible implementations: standard best-Arst search (open
and closed priority lists, see for example [25]), and recursive best-Arst search (RBFS) implemen-
tation [16]. We also prove that owing to the properties of the proposed heuristic, our algorithm
is guaranteed to And an optimal cost allocation of the design tasks to engineers. For the imple-
mentations, we have a complexity trade-oL: the RBFS implementation runs in linear space in the
branching factor and the depth of the tree, and in linear time in the number of generated nodes,
at the expense of revisiting some nodes. The standard best-Arst search implementation on the other
hand is proven here to expand only a minimal number of nodes (with respect to any other algo-
rithm from its class), yet the spatial complexity may be exponential: the branching factor elevated to
the depth.
Experimental evidence of the tests we have performed shows however that the RBFS solution
revisits very few more nodes (having thus a small supplemental running time with respect to the
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standard best-Arst), and the total number of visited nodes is very very small compared to the car-
dinality of the search space (second kind Stirling numbers). A detailed discussion of these aspects
concludes the paper.
2. Problem formulation
Notation 1. X= the set of design tasks that have to be allocated; K := |X |.
M= the number of engineers.
h= the short time planning horizon, for which the plani:cation has to be done.
(m)= the optimal work pressure level for the engineer m, for all m= 1; : : : ; M .
U (k)= the utility of the design task k; U (k) is a real positive number, for all k ∈X .
u(A) =
∑
k∈A U (k), where A∈P(X ), that is, the cumulated utility of the design task set A, with
u(∅) = 0.
N (k)= the number of activities predicted for the design task k. Let also Ns(A) =
∑
k∈A N (k).
= the closeness parameter, i.e. the allowed variation with respect to the optimal workload level
of each engineer.
= the mean of the exponential solving time for each activity (of any design task).
Iph(A)=Pr{time(A)¡h}=Pr{
∑
k∈A time(k)¡h}=Pr{
∑
k∈A D0(; k)¡h}, the probability of solv-
ing the design tasks in time, where A∈P(X ), and D0(; k) are sums of N (k) i.i.d. exponential
random variables of mean ; each represents the duration of a design task k. In fact, since the
mean  is the same for the activities of all tasks,
Iph(A) = 1−
Ns(A)−1∑
i=0
(h)i exp (−h)
i!
: {1; : : : ; M}, where (i) =∑Mj=i+1 ((j) + ), for i∈{1; : : : ; M − 1}, with (M) = +∞.
Denition 2. Given X 
= ∅ we say that m=(A1; A2; : : : ; Am) is an m-partition of the set X if
⋃m
i=1 Ai=
X; Ai ∩ Aj = ∅ and Ai 
= ∅ for all i 
= j; i; j = 1; : : : ; m. Let
m = {m = (A1; A2; : : : ; Am) is an m-partition of X : ∀i∈{1; : : : ; m}; | Iph(Ai)− (i)|¡}:
Under the assumption that we have enough design tasks to be allocated to the engineers, the
optimization problem is deAned as follows:
(A0) max
M+1=(A1 ;A2 ; :::;AM+1)∈M+1
( ∑
m=1; :::;M
u(Am)
)
− u(AM+1):
The set AM+1 will contain all the design tasks that we failed to allocate to the M engineers of
the team considered.
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Notation 3. Let ID :P(X ) × P(X ) → R be de:ned by ID(A; B) = u(B \ A). Let also 0 = (1 +
supk∈X U (k)); let = 0 · K and let IC :M+1 → R be de:ned by
IC(M+1) =
∑
i=1;:::; M
(0 · |Bi \Bi−1| − ID(Bi−1; Bi)) + 0 · |X \BM |= −
∑
m=1;:::; M
u(Am);
where Bi =
⋃i
j=1 Ai; for any i such that 16 i6M + 1 and M+1 = (A1; : : : ; AM+1).
Remark 4. The function IC is correctly deAned; because 0 exists (Anite number of tasks; each with
a Anite utility).
Now we can show that the utility of the unselected tasks may be dropped from the constraint,
and still achieve optimality. That is, we only need to evaluate and monitor the utility of what the
engineers can solve.
Proposition 5. With the above notations; the problem (A0) is equivalent to the minimization
problem:
(A) min
M+1∈M+1
IC(M+1):
Proof. The equivalence of the objective functions holds because we have that
˜M+1 = (A˜1; : : : ; A˜M+1) is an optimal solution of (A0) ⇔
−
M∑
m=1
u(A˜m) + u(A˜M+1)6 −
M∑
m=1
u(Am) + u(AM+1) for any M+1 ∈M+1 ⇔
u(X )− 2 · u(A˜M+1)¿ u(X )− 2 · u(AM+1) ⇔
u(A˜M+1)6 u(AM+1)⇔
M∑
m=1
u(A˜m) = u(X )− u(A˜M+1)¿ u(X )− u(AM+1) =
M∑
m=1
u(Am)⇔
˜M+1 is an optimal solution of (A):
2.1. Dynamic programming (DP) formulation of the reduced problem (A)
The DP approach for discrete optimization problems (such as planning, scheduling, knapsack,
etc.) has already been studied in the literature. As we have said in the introduction, the dynamic
programming (DP) formulation views the problem space as a directed graph with weighted arcs.
This in turn avoids an exhaustive search of the initial space, which, for many discrete optimization
problems of practical interests, is huge. The basic DP methods can be improved through various
node selecting and pruning techniques, or through mixing them with other search methods. We can
mention [8,19,15]. Also, many heuristic search methods can be used on this graph constructed by
the DP formulation, to search it much more e@ciently (as [12], for example). This is the reason we
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Arst focus on the DP formulation of our problem, building a search space used in the subsequent
section, where we solve the problem through best-Arst search algorithms.
In some sense, the design task allocation problem we focus on is also linked to multiple choice
knapsack problems (studied in some of the above cited references). However, for our problem, the
stochasticity and the fact that to each engineer we can assign more than one design task changes the
setting quite substantially. The Arst feature of the problem does not allow a mixed-integer formulation
of the problem, while the second one changes dramatically the structure of partial solutions to be
eliminated. Under the condition that to each engineer we can assign one and only one design task, the
concepts of IP or DP infeasibility and dominance allow the development of more e@cient algorithms
as in [8,13].
Many authors have proposed diLerent formulations of DP [18,10,11,28]. Following the Grama–
Kumar [12] classiAcation, the dependencies between subproblems in DP formulations separate them
in serial and nonserial ones. The serial DP formulations are such that the solution of a subproblem
is constructed only from solutions of subproblems immediately preceding the considered ones, and
this is the type of our formulation as well.
Proposition 6. The (A) problem can be formulated as a :nite-horizon discrete deterministic dy-
namic problem.
Proof. Formulating; from an additive cost function; an optimization problem as a discrete determin-
istic dynamic problem with (M + 1)-stages is equivalent to constructing an oriented graph (X; T )
called sequential or (M + 1)-stage graph and to deAning the corresponding costs C.
Let ∗ be a special symbol, denoting the Anding of a solution. We deAne
X0 = {∅}; B0 = ∅;
Xi =

(Bi−1; Ai):
Bi−1 ∈P(X )
Ai ∈P(X \Bi−1)
| Iph(Ai)− (i)|¡
Ip(M−i)h(X \(Bi−1 ∪ Ai))¡(i)

 for i s:t: i6 i6M − 1;
XM =

(BM−1; AM ):
BM−1 ∈P(X )
AM ∈P(X \BM−1)
| Iph(Am)− (M)|¡

 ;
XM+1 = {∗}:
Thus, each set Xi represents possible allocations for the engineer i, when Bi−1 contains the design
tasks already allocated to the previous engineers (from 1 to i−1). Where does the last condition for
the Xi (with i¡M) stem from? It simply ensures there are enough design tasks left in X \ (Bi−1∪Ai);
so that a -close optimal work pressure can be achieved also for the subsequent engineers (from
i + 1 to M). This is so because what we want is actually
∀j∈{i + 1; : : : ; M}; | Iph(Aj)− (j)|¡ where Aj ∈P(X \ (Bi−1 ∪ Ai)): (1)
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The absolute value inequality contains actually two inequalities, and the one bounding from above
the probability of Anishing in time h is the one interesting. Why? Because we need the engineers
to experience some pressure in order to be e@cient, and this means that the probability of Anishing
is not too big.
The other inequality of the absolute value inequality (1) ensures that the probability is not too
low, i.e., the pressure is not too big. Yet, this could be dealt with by removing some tasks, so this is
not a necessary condition for the existence of a complete solution. Thus, the inequality (1) implies
∀j∈{i + 1; : : : ; M}; Iph(Aj)¡(j) +  where Aj ∈P(X \ (Bi−1 ∪ Ai)):
By adding them, and by noting the independence of the solving times of the tasks from the Aj
sets (which are disjoint), we obtain a probability of either one of the Aj task sets to be Anished
before h:
Pr


M∨
j=i+1
time (Aj)¡h

¡
M∑
j=i+1
((j) + ) = (i):
Let us now notice that
Pr

time

 M⋃
j=i+1
Aj

¡ (M − i)h

6Pr


M∨
j=i+1
time (Aj)¡h


(because anytime the events of the left member occur, the ones on the right occur also), and, since⋃M
j=i+1 Aj ⊆ X \ (Bi−1 ∪ Ai); that
Ip(M−i)h(X \ (Bi−1 ∪ Ai))6Pr

time

 M⋃
j=i+1
Aj

¡ (M − i)h

 ;
thus proving the last condition as necessary.
Further we deAne for each decision step the decision set and the transition function.
D1(∅) = {A1 : A1 ∈P(X ); | Iph(A1)− (1)|¡; }; t1(A1) = (∅; A1):
For (Bi−1; Ai)∈Xi; Bi = Bi−1 ∪ Ai; i = 1; : : : ; M − 1 let us deAne:
Di+1(Bi−1; Ai) =

Ai+1:
Ai+1 ∈P(X \Bi)
| Iph(Ai+1)− (i + 1)|¡
Ip(M−i−1)h(X \ (Bi−1 ∪ Ai ∪ Ai+1))¡(i + 1)

 ;
ti+1((Bi−1; Ai); Ai+1) = (Bi−1 ∪ Ai; Ai+1) = (Bi; Ai+1) where Ai+1 ∈Di+1(Bi−1; Ai):
For (BM−1; AM )∈XM let us deAne
DM+1(BM−1; AM ) =
{
AM+1:
AM+1 ∈P(X \BM )
|BM ∪ AM+1|= K
}
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and for (BM−1; AM )∈XM ; AM+1 ∈DM+1(BM−1; AM ) let us deAne
tM+1((BM−1; AM ); AM+1) = {∗}:
For all (Bi−1; Ai)∈Xi; i = 1; M , let us deAne
T (Bi−1; Ai) =
{
(Bi; Ai+1) :
(Bi; Ai+1) = ti+1((Bi−1; Ai); Ai+1)
Ai+1 ∈Di+1(Bi−1; Ai)
}
and
T (BM−1; AM ) = {∗}:
The nodes connected by arcs are: (i) ∅ and (∅; A1)∈X1; (ii) (Bi−1; Ai) and (Bi; Ai+1) if (Bi−1; Ai)∈Xi
and if (Bi; Ai+1)∈T (Bi−1; Ai); i = 1; M − 1; (iii) (BM−1; AM )∈XM and {∗}.
The corresponding costs are:
(i) C(∅; (∅; A1)) = 0 · |A1| − u(A1)¿ 0
(ii) C((Bi−1; Ai); (Bi; Ai+1)) = 0 · |Ai+1| − u(Ai+1)¿ 0; i = 1; M − 1;
(iii) C((BM−1; AM ); {∗}) = 0 · (K − |BM−1 ∪ AM |) + 1¿ 0:
By construction, thus, we have the following:
Corollary 7. The problem of :nding the minimal cost path in the (M + 1) states weighted graph
(X; T ) is equivalent to the one of obtaining an optimal allocation M+1 of the set of design tasks
X to M engineers in the sense of problem (A)
3. Heuristic search algorithms for solving the problem
3.1. State-space representation of a problem: Search graph, best-:rst search
Once a speciAc problem is given, we can obtain its associated graph of the state-space represen-
tation type, where the nodes correspond to partial problem solution states and the arcs correspond
to steps in a problem solving process. An initial state, corresponding to the given information in a
problem instance, forms the root of the graph. The graph also deAnes a goal condition, which is the
solution to a problem instance. The search on a graph of state-space representation type characterizes
problem solving as the process of Anding a solution path from the initial state to a goal [25]. In the
view of this deAnition, the (M + 1) stages dynamic programming oriented graph (X; T ) is already
a state-space representation of the problem (A), and the main result of the previous section was to
prove that the problem of Anding the minimal cost path in this graph is equivalent to the one of
obtaining an optimal allocation of the set of design tasks X (t0) to M engineers in the sense of the
problem (A).
It is helpful to think of the search process as building up a search graph S = (X ′; T ′) that is an
oriented subgraph of (X; T ) superimposed over it. Such a search graph is determined by a triple
(I; O; G), where:
(1) I is the set of initial states of the problem.
(2) O is the set of legal rules=operators that can be applied in order to generate the children of a
node.
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(3) G is the set of goal states of the problem.
Assuming that we have constructed an heuristic evaluation function, the main steps of a general
heuristic graph best-Arst search method are:
1. Start with a vertex set called OPEN, containing just the initial states and an empty vertex set
called CLOSED.
2. Until a goal node is found, or there are no nodes left on OPEN do:
• Pick the node having the smallest value of the evaluation function among the ones in OPEN.
• Generate its children, remove the node from OPEN and put it in the list of nodes called
CLOSED.
• For each child, do:
(a) If it has not been generated before, evaluate its heuristic function, add it to OPEN, and
record its parent.
(b) If it has been generated before, change the parent if this new parent is better (from the
evaluation function point of view) than the previous one. In that case, update the cost of
getting to this node and to any children that this node may already have.
Here, OPEN is the list of nodes that have been generated and have had the heuristic evaluation
function applied to them but which have not yet been expanded (i.e., their children have not been
generated yet). OPEN is actually a priority queue in which the elements with the highest priority
are those with the smallest value of the heuristic function.
CLOSED is the list of nodes that have already been expanded. We need to keep these nodes in
memory if we want to search a graph rather than a tree, since whenever a new node is generated,
we need to check whether it has been generated before.
The stopping rule of the algorithm contains a condition for the moment in which we reach a goal
state and also a condition for the problems which do not have feasible solutions. It is obvious that
the existence of a solution depends on the set of input data.
3.2. Construction of a monotonic A∗ heuristic evaluation function
We consider only (I; O; G) triples with only one initial state: |I | = 1. Let us denote by g∗; h∗ :
X → R+ the functions deAned such that for all n∈X; g∗(n) is the cost of the shortest path from the
start node to node n and for all n∈X; h∗(n) is the actual cost of the shortest path from n to a goal.
Thus, the function f∗ : X → R+ deAned, for all n∈X , by f∗(n) = g∗(n) + h∗(n) is in any node
n the actual cost of the optimal path from a start node to a goal node that passes through node n.
And, let g; h : X → R+ be two functions such that for all n∈X; g(n) equals the cost of the current
path to the node n, obtained by summing the costs of the arcs from the initial state to n, and for
all n∈X; h(n) is an estimate of the actual cost from n to a goal state.
Denition 8. A best-Arst search algorithm using f= g+ h as previously described; as an evaluation
function for ordering nodes in a general heuristic graph search method is called an algorithm A. An
A algorithm where h(n)6 h∗(n) is called A∗ [21].
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Denition 9. A best-Arst search algorithm is said to be admissible or optimal if for any state-space
representation graph having a Anite cost path to a goal state the algorithm Ands an optimal path
[21].
We also have, by immediately combining several results from [21], the following:
Proposition 10. All A∗ algorithms are admissible; provided there is some strictly positive constant
) such that the cost on each arc of the state-space representation graph is at least ); and each
node in the graph has a :nite number of children (if any).
Lemma 11. The function ID has the following properties:
1. ID(A; B)¿ 0 for all A; B∈P(X ).
2. ID(A; C) = ID(A; B) + ID(B; C) for all A ⊂ B ⊂ C with A; B; C ∈P(X ).
Proof. The properties hold due to the linearity and positivity of the cumulated utility func-
tion u.
Proposition 12. There exists an evaluation function f= g+ h de:ning an admissible A∗ algorithm
for the (A) problem; provided that for the general search graph method we consider the triple
(I˜ ; O˜; G˜) where:
(a) I˜ := {∅};
(b) O˜:=


∅ has as child (∅; A1) if A1 ∈D1(∅)
(Bi−1; Ai) has as child (Bi; Ai+1)
if Bi = Bi−1 ∪ Ai with
Ai+1 ∈Di+1(Bi−1; Ai)

 ;
(c) G˜:= {(BM ; AM+1)|AM+1 = (X \ (BM−1 ∪ AM ))}:
Proof. We consider as a state space representation of the problem (A) the (M + 1) stages dynamic
programming oriented graph G = (X; T ) constructed in Proposition 6 with its corresponding costs.
For every node describing a state of the problem of the type (Bi−1; Ai); i = 1; M + 1, we have
according to the deAnition of an A∗ algorithm that: f∗(Bi−1; Ai) = g∗(Bi−1; Ai) + h∗(Bi−1; Ai), where
g∗(Bi−1; Ai) is the cost associated to an optimal path from ∅ to (Bi−1; Ai) and h∗(Bi−1; Ai) is the cost
associated with an optimal path from (Bi−1; Ai) to a Anal node.
We can construct approximations for the above deAned evaluation functions:
f(Bi−1; Ai) = g(Bi−1; Ai) + h(Bi−1; Ai);
g(Bi−1; Ai) =
i∑
j=1
[0 · |Bj \Bj−1| − ID(Bj−1; Bj)];
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h(Bi−1; Ai) = )0 + 0 · |X \Bi| − ID(Bi; X ); ∀i = 1; : : : ; M − 1;
h(BM−1; AM ) = )0 + 0 · |X \ (BM−1 ∪ AM )|;
h(BM ; AM+1) = 0:
Since there exists 0 such that h(Bi−1; Ai)¿ 0;∀i=1; : : : ; M +1, if we can prove that for any node
(Bi−1; Ai); i=1; : : : ; M+1 the relation h(Bi−1; Ai)6 h∗(Bi−1; Ai) holds, then the algorithm constructed
with the above deAned evaluation function is an A∗ algorithm, according to the deAnition.
Since our oriented graph G is Anite and all the costs associated with the arcs of G are strictly
positive, we have that there exists an )0¿ 0 such that the cost on each arc of the state-space
representation graph is at least )0. So, if our algorithm is of A∗ type then by using Proposition 10
we have that our algorithm is an admissible one.
From the deAnitions of costs, we see that we can take )0 = 1, because the minimum cost,
equal to 1, is reached when |Ai+1| = 1 and its element (the design task) has maximal utility. If
from (Bi−1; Ai) we cannot reach a goal solution, then h(Bi−1; Ai)¡h∗(Bi−1; Ai) =∞. Otherwise, let
((Bi−1; Ai); (Bi; Ai+1); : : : ; (BM ; AM+1)) be the best path (allocation) from the cost point of view which
can be obtained by generating all the children of (Bi−1; Ai) according to the rules from O˜. We have
the following two possibilities:
(a) i¡M . Then using Lemma 11, we have that
h(Bi−1; Ai) = 1 + 0 · |X \Bi| − ID(Bi; X )
= 1 + 0 · |X \Bi| −
M+1∑
j=i+1
ID(Bj−1; Bj)
6 1 + 0 ·
M+1∑
j=i+1
|Aj| −
M∑
j=i+1
ID(Bj−1; Bj)
= h∗(Bi−1; Ai)
(b) i =M . In this case we have h(BM−1; AM ) = h∗(BM−1; AM ).
(c) i =M + 1. In this case we also have h(BM ; AM+1) = 0 = h∗(BM ; AM+1).
Corollary 13. For the (A) problem there exists an evaluation function de:ning an A∗ type
algorithm which is guaranteed to :nd an optimal cost allocation of the design tasks
to engineers.
A∗ algorithm do not require g(n) = g∗(n), therefore admissible heuristics may initially reach non-
goal, nonAnal states along a suboptimal path, as long as the algorithm Ands an optimal path to all
states on the path to a goal. One way of describing the monotone property is that the search is ev-
erywhere locally consistent (i.e. they consistently And the minimal path to each state they encounter
in the search) with the heuristic function used. The diLerence between the heuristic measure for a
state and any one of its descendants is bound by the actual cost of going between the state and its
descendent. This is to say that the heuristic function is everywhere admissible, reaching each state
along the shortest path from its ancestors.
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Denition 14. A heuristic function h is said to satisfy the monotone restriction=consistency assump-
tion if:
1. For all ni and nj; where nj is a descendant of ni (i.e. nj is obtained during the process of
expanding the children of ni) holds h(ni) − h(nj)6 cost(ni; nj):= the actual cost of a minimal
path from state ni to state nj.
2. h(goal) = 0. [21]
Proposition 15. If for the function h the monotone restriction is satis:ed; then A∗ has already
found an optimal path to any node it selects for expansion. That is; if A∗ selects node n for
expansion; and if the monotone restriction is satis:ed; g(n) = g∗(n) [21].
Whenever a search algorithm using a monotonic heuristic rediscovers a state, it is no longer
necessary to check if the path to it is shorter than the previous one, because it will surely not be!
This allows any state that is rediscovered in the space to be dropped immediately without updating
the path information retained on OPEN or CLOSED. Hence the computational complexity of the
algorithm is reduced substantially.
Proposition 16. Applied to the problem (A); the function h; de:ned in Proposition 12 satis:es the
monotone restriction.
Proof. Let (Bi−1; Ai) and (Bi+m−1; Ai+m) with m¿ 1; i6M+1 be two arbitrary nodes connected by
an arbitrary path Pi; i+m = (Bi−1; Ai); (Bi; Ai+1); : : : ; (Bi+m−1; Ai+m). Then; by deAnition of the function
h and by Lemma 11 we have that:
h(Bi−1; Ai)− h(Bi+m−1; Ai+m) = 0 · [|X \Bi| − |X \Bi+m|]− ID(Bi; X ) + ID(Bi+m; X )
= 0 · |Bi+m\Bi| −
i+m∑
j=i+1
ID(Bj−1; Bj):
By applying once more Lemma 11, we have
h(Bi−1; Ai)− h(Bi+m−1; Ai+m)6 min
Pi; i+m

0 · |Bi+m\Bi| −
i+m∑
j=i+1
ID(Bj−1; Bj)


= cost((Bi−1; Ai); (Bi+m−1; Ai+m)):
For i + m − 1 = M the relation holds trivially since h(BM ; AM+1) = 0 and h(BM−m; AM−m+1)6
h∗(BM−m; AM−m+1) = cost((BM−m; AM−m+1), goal state).
3.3. Implementation and experimental results
The problem with the general best-Arst search algorithm as it has been exposed at the beginning
of this section is its spatial complexity. The general algorithm has to store in memory all the frontier
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nodes (of the already explored subgraph out from the total search space). This can be exponential:
in our case, one may have to store O(bM ) nodes in a worst case, where b is the average branching
factor, that is the average number of children of a node. There are several variants of algorithms
which simulate the general best-Arst search, that is, they explore the state space also in best-Arst
order, yet with a diLerent deAnition and management of the open and closed lists. These variants
have been designed in order to get around the spatial complexity di@culty. We can mention iterative
deepening (ID), node retraction, and recursive best-Arst search (RBFS) (see [17] for a discussion).
In order to gain on the side of spatial complexity the most possible, we chose to implement an
A∗-RBFS variant for our A∗ algorithm. This variant combines the ideas and advantages of IDA∗
and node retraction with an A∗ evaluation function [17], and it reduces the space complexity of the
general best-Arst search from exponential to linear. This is done at a cost of only a constant factor
in time complexity, as experimental evidence shows in [16], where the RBFS algorithm has Arst
been presented.
In general, given an A∗-evaluation function (as the one we have just constructed), the RBFS
variant can be shown to always terminate, and to And an optimal solution, if there exists one
[16]. Also, the same author shows that with a monotonic A∗-evaluation function, RBFS gener-
ates fewer nodes than IDA∗, up to tie-breaking among nodes whose cost equals the solution
cost.
The RBFS algorithm always expands nodes in best Arst order, storing in our case O(bM) nodes
at most. This algorithm goes as follows (see [16])
RBFS(node: N, bound: B)
if N.f¿B then return N.f
if goal(N)=YES then EXIT
T:=children(N)
if length(T)= 0 then return infinity
if length(T)= 1 then a := infinity
for each i from 1 to length(T) do
if T[i].f¡N.F then T[i].F := max(N.F,T[i].f)
else T[i].F := T[i].f
sort(T) =* increasing order of T[i].F*=
while T[1].F6B and T[1].F ¡ infinity do
if length(T)¿1 then a := T[2].F
T[1].F := RBFS(T[1],min(B,a))
sort(T)
endwhile
return T[1].F
We see that besides the evaluation function f, for each node there exists another evaluation
function, namely F , which changes during the exploration. The initialization for the root sets the
F value to f, and the bound B to inAnity. The RBFS algorithm may visit nodes more than once,
thus visiting a greater number of nodes overally speaking, because of the updating of this function
F . Yet the advantage over standard best-Arst is that this one may have to store O(bM ) nodes in a
worst case, while RBFS stores only O(bM), as we have said.
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Experimental evidence tends to show moreover that this rate of revisiting nodes is very small, and
this is in accord with the extensive experiments performed in [16], comparing (when the available
memory permitted it) RBFS with standard best-Arst search. Our experiments have been done for
various correlations of duration (number of activities) with utility, for the tasks, and for a few tens
of tasks and a few engineers.
1. Weak correlation: one cluster and a few outliers,
2. Weak correlation: three clusters,
3. Strong correlation: uniform distribution over one or two clusters.
The results are gathered in the following table, giving, for tasks from 20 to 40, and Ave en-
gineers, the cardinality of the whole search space, and the average cardinality of the set of ef-
fectively expanded nodes by the algorithm, for the three types of correlation. The rate of re-
visiting nodes is under 0.1%, and this is why we only give the set cardinality. For each en-
try in the table, the averages have been computed independently for 10 diLerent data sets each
one. We think that the nonincreasing sequences of expanded nodes (with the task number) can
be explained by the large size of the space of all possible input data, compared to the num-
ber of actual data sets we tested on. However, since the data were randomly generated inde-
pendently for each test, on the average our numbers should be accurate within an order of
magnitude.
Number of Cardinality of the Expanded nodes
tasks whole search space
(Stirling number) Weak correlation Strong correlation
Outliers 3 cls Uniform, 1 or 2 cls
20 749 206 090 500 284 62 7855
21 3 791 262 568 401 287 86 4249
22 19 137 821 912 055 239 73 10 690
23 96 416 888 184 100 134 120 27 851
24 485 000 783 495 250 773 231 64 332
25 2 436 684 974 110 751 312 260 64 325
26 12 230 196 160 292 565 4644 181 147 301
27 61 338 207 158 409 090 883 931 576 605
28 307 440 364 830 580 800 4117 1843 1 233 313
29 1 540 200 411 172 850 701 662 1043 611 246
30 7 713 000 216 608 565 075 261 3630 2 619 156
31 38 613 005 164 147 863 680 1733 4126 3 702 932
32 193 257 076 459 811 283 150 1290 6473 34 780 178
33 967 053 687 799 836 580 251 3799 3799 24 543 333
34 4 838 341 969 836 854 217 585 1167 21 627 9 025 880
35 24 204 004 899 040 755 811 870 2119 21 491 19 645 886
36 121 069 207 474 151 411 298 300 4844 12 466 22 439 563
37 605 542 777 625 121 255 411 401 11 416 118 677 25 449 857
38 3 028 500 874 158 801 262 498 095 4045 79 619 38 439 309
39 15 145 652 389 974 035 183 277 660 7574 71 316 67 444 199
40 75 740 854 251 732 106 906 082 250 1613 472 060 128 459 990
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As the task number increases (we have done experiments up to 50 tasks), in the weak correlation
case the numbers stay very small, while in the strong correlation, as one would expect, the execution
time and number of expanded nodes is increasing.
Number of Cardinality of the Expanded nodes
tasks whole search space
(Stirling number) Weak correlation Strong correlation
Outliers 3 cls Uniform, 1 or 2 cls
45 2 367 959 979 979 225 603 927 892 426 501 8 378 1 532 029 392 084 850
50 740 095 864 368 253 016 271 188 139 587 625 15 181 11 512 686 859 910 610
4. Conclusions
The combinatorial nature of this allocation problem stems from the fact that the number of alter-
native ways of grouping K objects into M groups is given by a Stirling number of the second kind
S(M)K , where
S(M)K =
1
M !
M∑
m=0
[
(−1)M−m
(
M
m
)
mK
]
(see the table from the previous section for values). So, the solving method described in this paper
starts with a DP model but it uses heuristic search algorithms, primarily due to the lack of analytical
solutions with a tractable computational complexity. However, the general algorithm constructed in
this paper has the property that if another algorithm of its type expands fewer nodes than it, then
that other algorithm runs the risk of loosing the optimal solution.
Proposition 17. Among optimal algorithms, i.e.; algorithms that :nd the highest quality solution
when there are several di?erent solutions, of its type—algorithms that extend search paths from
the root—A∗ is optimally eAcient; for any given monotonic heuristic f. That is; no other optimal
algorithm is guaranteed to expand fewer nodes than A∗; [6].
Corollary 18. For the (A) problem we have constructed a general A∗ algorithm which is guaranteed
to :nd an optimal cost allocation of the design tasks to engineers and to expand for any given
monotonic heuristic f the minimal number of nodes from its associated DP graph.
We have chosen to implement this general algorithm through a variant: A∗ RBFS. This variant also
expands nodes in best-Arst order, yet with a theoretic overhead of revisiting and reexpanding some
nodes. However, the main advantage is the linear space complexity of O(bM) nodes stored, versus
the exponential space complexity of O(bM ) nodes in the general algorithm. Moreover, experimental
evidence shows a very low rate of revisited, nodes under 0.1%, and is in agreement with theoret-
ical arguments, which show that in a particular abstract model, RBFS is asymptotically optimally
e@cient [16].
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Experimental evidence from our tests also shows a very low rate of number of nodes eLectively
visited, compared to the total number of nodes in the search space, given by the Stirling number of
the second kind.
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