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Summary
The goal of this thesis is to gain fundamental information about exciton states in semi-
conductor materials by nonlinear optical spectroscopy. Excitons are present in the en-
ergy range below the material's band gap, where they dominate the optical properties.
In contrast to linear optics, states are excited by two, or more photons. The process
of excitation and emission is a coherent one. That is, the emitted photon contains the
sum of k-vectors and the sum of energies of the incoming photons.
As the generation of harmonics is particularly eﬃcient at exciton resonances, these
can be identiﬁed as maxima in the spectra. Therein, harmonic intensity is plotted in
dependence of emission energy. Furthermore, the intensity is detected in dependence
of polarizations of incoming and outgoing photons. Thus, excitation selection rules are
determined which are in general complementary to those in linear optics. This allows
to trace mixing of states in case of external perturbations, e.g. in magnetic ﬁelds.
First of all, a new method of harmonic exciton spectroscopy is presented in this
thesis. By spectrally broad femtosecond laser-pulses, several exciton resonances are
detected at once. In contrast to measurements by nano- or picosecond pulses, there
is no need for tuning the laser emission wavelength. Thus, the time consumption of
experiments is reduced. Advantages and drawbacks of both methods are discussed.
In the following, measurements on Cu2O are presented. This material is known
to show excitons of high principal quantum number n. Indeed, states up to n  9
are observed in second harmonic generation. Excitation mechanisms are discussed by
analysis of selection rules. Furthermore, the implications of internal strain in the samples
on the 1S exciton and exciton lifetime measurements in magnetic ﬁeld are investigated.
Experiments in ZnSe samples demonstrate the inﬂuence of the exciton-polariton
dispersion on the 1S exciton resonance. An energy shift is observed, depending on the
exciting photon wavelength.
For the ﬁrst time, second and third harmonic spectra are presented for multiple
quantum well structures. These are of interest, as the energy levels of excitons can be
tailored by well width and material compositions of well and barrier.
Firstly, a ZnSe/BeTe structure of type-II band alignment is investigated. Therein,
electrons and holes are conﬁned in deep barrier potentials. Secondly, measurements on a
set of ZnO/(Zn,Mg)O structures of well widths between 1.8 and 10 nm are presented. In
this type-I structure, energy shifts of conﬁned exciton resonances and eﬀects of internal
electric ﬁelds are documented.
1
Zusammenfassung
Das Ziel dieser Arbeit ist es, durch nichtlineare optische Spektroskopie grundlegende
Informationen über Exziton-Zustände in Halbleiter-Materialien zu erhalten. Exzitonen
treten im Energiebereich unterhalb der Bandlücke des Materials auf und dominieren
dort die optischen Eigenschaften. Im Unterschied zur linearen Optik geschieht die An-
regung im nichtlinearen Fall durch zwei, oder mehr Photonen. Dabei ist die Erzeugung
der zweiten und höheren Harmonischen ein kohärenter Prozess. Somit erhalten die emit-
tierten Photonen jeweils die Summen der k-Vektoren und Energien der einge-strahlten
Photonen.
Da die Erzeugung der Harmonischen bei den Resonanz-Energien der Exzitonen
besonders eﬀektiv ist, können diese als Maxima in Spektren identiﬁziert werden. Diese
zeigen in Abhängigkeit der Emissions-Energie die Intensität der Harmonischen. Zudem
wird die Intensität in Abhängigkeit der Polarisationen der eingestrahlten und emit-
tierten Photonen gemessen. Hierdurch werden Auswahlregeln der Zustände ermittelt,
die komplementär zu denen in linearer Optik sind. Insbesondere können Mischungen
von Zuständen bei externen Störungen, etwa magnetischen Feldern untersucht werden.
Zunächst wird in dieser Arbeit eine neue Methode vorgestellt, wie mit spektral brei-
ten Femtosekunden Laserpulsen Spektren von mehreren Exzitonresonanzen aufgenom-
men werden können. Im Gegensatz zur Messung mit Nano- oder Pikosekunden-Pulsen
muss dabei die Emissions-Wellenlänge des Lasers nicht durchgestimmt werden, was eine
große Zeitersparnis birgt. Vor- und Nachteile beider Methoden werden diskutiert.
Anschließend werden Messungen an Cu2O vorgestellt, das dafür bekannt ist, dass
Exzitonen mit hohen Hauptquantenzahlen n beobachtet werden können. So werden
Zustände bis n  9 in zweiter Harmonischer detektiert. Zudem werden an Hand der
Auswahlregeln die Mechanismen diskutiert, durch die die zweite Harmonische erzeugt
wird. Weiterhin werden der Einﬂuss von internen Verspannungen in den Proben auf
das 1S Exziton und die Messung der Exziton-Lebensdauer im Magnetfeld untersucht.
Experimente an ZnSe-Proben demonstrieren, dass die Exziton-Polariton Dispersion
für energetische Verschiebungen der 1S Exzitonresonanz in Abhängigkeit der einge-
strahlten Wellenlänge verantwortlich ist.
Weiterhin werden erstmalig Spektren der Exzitonen in zweiter und dritter Har-
monischer in Quantentrogstrukturen gezeigt. In diesen lassen sich die Energieniveaus
von Exzitonen durch Trogbreiten und Barrieren-Potentiale gezielt beeinﬂussen.
Zum einen ist dies eine ZnSe/BeTe-Struktur, deren Bänder in Typ-II Ordnung vor-
liegen und sich Elektronen, sowie Löcher in tiefen Potentialtrögen beﬁnden. Zum an-
deren wird ein Satz von ZnO/(Zn,Mg)O-Trögen mit Breiten zwischen 1.8 und 10 nm
untersucht. In dieser Typ-I Struktur werden insbesondere Energieverschiebungen der
Zustände durch Quantisierung deutlich, sowie Eﬀekte durch interne elektrische Felder.
2
1 Introduction
Investigation of nonlinear eﬀects has become a broad ﬁeld of research in modern optics
[1, 2] with a manifold of applications. One main area is frequency conversion. Laser
radiation of certain wavelengths and lasers with tunable emission wavelengths were not
possible without nonlinear eﬀects. Even supposedly simple devices as a laser pointer are
based on the conversion of two photons of infrared wavelength to one photon of higher
energy in the green spectral range.
Nonlinear eﬀects were described theoretically in the 1930's, decades before ﬁrst
experiments could be carried out. A prerequisite for successful nonlinear experiments
was the invention of the laser by Maiman et al [3] in 1960, who was awarded the noble
price in physics for the ruby laser in 1964. Only then, suﬃciently intense light ﬁelds
were feasible which are necessary to investigate nonlinear eﬀects that show in general
low eﬃciency.
Shortly after, ﬁrst experiments in solid state spectroscopy in the ﬁeld of nonlin-
ear optics were performed. Franken et al. [4] measured second harmonic genera-
tion (SHG) from a quartz crystal in 1961 and two-photon absorption (TPA) was shown
in CaF2:Eu2  [5] and KI [6, 7] which was predicted by Maria Göppert-Mayer already
in 1931 [8]. An enormous diversity has developed since the 1960's of which some are
mentioned in Ref. [9]. There are methods similar to SHG, like sum and diﬀerence
frequency generation and those which involve a fourth transition like third harmonic
generation (THG) and various types of experiments that involve Raman scattering, e.g.
stimulated Raman scattering [10].
The focus of this thesis is set to SHG and THG, wherein two (three) photons are
absorbed by the crystal and one photon of twice (triple) energy is emitted. By the use of
a laser system with widely tunable emission wavelength, spectra of semiconductor bulk
material and quantum well structures are investigated. The spectral range close to the
respective band gap of a material is of particular interest. There, fundamental crystal
states are located that comprise an excited electron in the conduction band which is
coupled to the remaining hole in the valence band by Coulomb-interaction. This two-
particle state is called an exciton and is located energetically below the semiconductor
band gap energy by the value of its binding energy.
It was found that the conversion process of fundamental light frequency to twice,
or tripple, frequency is especially eﬃcient at exciton resonances. Still, to observe an
exciton resonance in a SHG spectrum, several conditions have to be fulﬁlled. First of all,
the exciton state under investigation has to be two-photon allowed. That is, absorption
of two photons of proper polarization needs to be allowed by symmetry arguments. This
step equals the TPA experiments. Secondly, for SHG, the emission of one photon from
3
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the same state has to be allowed at the same time. Therefore, stricter conditions apply
to a state in order to be observable in SHG as compared to TPA. In principle, these
conditions originate from wavefunction symmetries and can be predicted in terms of the
group theory. It is used extensively throughout this thesis to analyse the symmetries of
states and propose involved mechanisms.
In experiment, information on exciton symmetries are attained by detecting the
SHG intensity in dependence of photon polarization angles. These polar diagrams, so
called rotational anisotropies, provide a powerful tool for symmetry analysis of excitons,
particularly under inﬂuence of perturbations, such as strain and magnetic ﬁelds [11]. A
recent overview of exciton spectroscopy can be found in [12].
In former work [1316], the light wavelength of a nanosecond laser system was
scanned at half the photon energy of the exciton resonances to detect SHG. The res-
olution in the spectra was determined by the laser linewidth. In this thesis, the new
technique of exciton spectroscopy by a femtosecond laser with spectrally broad laser
pulses is introduced. Thereby, no scanning of the laser wavelength is necessary. Mea-
surements are done much faster with this technique while the resolution depends on the
detection system.
By this method, measurements on excitons in Cu2O and ZnSe bulk crystals are
presented in this thesis. For Cu2O, the eﬀect of internal strain is considered and the
exciton lifetime in magnetic ﬁeld determined. The resonance energy of the 1S exciton
in ZnSe is shown to be inﬂuenced by the exciton-polariton dispersion.
When reducing a sample from a bulk crystal to quantum wells of several nm width,
i.e. from three to two dimensions, a whole new ﬁeld of research is opened up [17]. The
ﬁrst to propose a quantum well structure were Esaki and Tsu in 1970 [18], after growth
of thin layers of high quality was feasible by molecular beam epitaxy and metal-organic
chemical vapour deposition. In such structures, electrons and holes are restricted to two
dimensions, giving rise to eﬀects as the quantized hall eﬀect [19] and applications as the
quantum cascade laser [20]. Excitons are inﬂuenced by the reduced dimensionality, too.
Their motion is quantized in the well growth direction whereas it is continuous in the
plane perpendicular to it. The presence of internal electric ﬁelds due to carriers sepa-
rated in the well and barrier layers, or piezoelectric eﬀects from strain in the interfaces
between the layers aﬀect the excitons.
In this thesis, ZnSe/BeTe and Zn/(Zn,Mg)O multiple quantum well (MQW)s are
investigated. Mechanisms responsible for SHG and THG are deduced from comparison
to linear measurements (photoluminescence (PL)) and symmetry analysis.
4
2 Theory
In this section, basic theoretical concepts shall be presented that are required for un-
derstanding the excitation processes throughout this thesis. Further theory which is
necessary for particular materials only, is given in the corresponding sections. Starting
from the Maxwell Equations, the nonlinear polarization, induced in a medium, is dis-
cussed. It is closely related to susceptibility tensors of diﬀerent order which, in turn,
can be deﬁned by matrix transition elements. The operators in these elements arise
directly from the light-matter interaction that is responsible for exciton generation. In
the case of strong coupling of light and excitons, the regime of exciton-polaritons is
entered leading to a manifold of new phenomena. Finally, the process of SHG is in-
troduced along with the group theory formalism which is a powerful tool to predict
possible experimental outcomes. In each section, textbooks are cited which were used
to design the parts and where further information can be found.
2.1 Maxwell equations and nonlinear polarization
The Maxwell equations build the bedrock of electrodynamics. They describe the re-
lations of electric and magnetic ﬁelds in vacuum and media, such as semiconductors.
Here, as a starting point for the theory [2, pp.70 ﬀ.], they are given in their diﬀerential
macroscopic form, letters in bold print denote vector quantities:
∇ D  ρ, (2.1)
∇ B  0, (2.2)
∇E   BBtB, (2.3)
∇H  j  BBtD, (2.4)
with ∇  pBx, By, BzqT, the nabla operator, ρ and j, the densities of free charges and
free currents in the material which are both set to zero here. E and H are the electric
and magnetic ﬁeld strength, respectively. The electric displacement D comprises the
applied electric ﬁeld and the induced polarization P in the material:
D  ϵ0E P, (2.5)
with the electrical permittivity of the vacuum ϵ0. In analogy to D, the magnetic ﬂux
density B is made up of magnetic ﬁeld H and the magnetization M in the material:
B  µ0H M, (2.6)
with µ0, the magnetic permeability of the vacuum.
5
Chapter 2. Theory
By combination of Eqs. (2.12.4) the inhomogeneous wave equation is constructed:
∇2E ϵ0µ0B2tE  µ0B2tP (2.7)
Therefore, the polarization P in the material is the driving force of electric ﬁelds, i.e.
the emitted photons.
The polarization itself is induced by electric ﬁelds, or, in the quantum mechanical
picture, by photons of frequency ω incident to the sample material. Whereas the polar-
ization depends linearly on the ﬁeld strength for small intensities, this relation becomes
nonlinear for high intensities, as in the case of laser light. More speciﬁc, the relation is
a power series in Eω:
Piptq  ϵ0

χ
p1q
ij E
ω
j ptq   χp2qijkEωj ptqEωk ptq   χp3qijklEωj ptqEωk ptqEωl ptq   . . .

. (2.8)
The χpdqijk... are susceptibility tensors of the order d. The components decrease for each
order by a factor of 1.94 10-12 mV [2, p.3]. Indices i, j, k, l denote polarization directions
of the ﬁelds and the induced polarization. The diﬀerent terms in Eq. (2.8) are associated
with corresponding optical eﬀects. Linear optics is described by the lowest order term.
One photon of polarization j is incident to the sample and induces a polarization along
i in the medium. The higher terms describe induction of a polarization by two (three,
...) photons of polarizations j, k, l, .... Therefore, the second (third) term correspond
to SHG (THG) which will be treated in more detail in Sec. 2.5. In principle, SHG
is not the only eﬀect connected to the second term. By applying plane waves for the
electric ﬁelds, it becomes clear that two photons can induce a constant electric ﬁeld in
the sample (optical rectiﬁcation). Furthermore, by choosing diﬀerent frequencies for the
two photons also sum- and diﬀerence-frequency generation (SFG and DFG) is possible.
For SHG, Eq. (2.8) reduces to:
P2ωi ptq  ϵ0χp2qijkEωj ptqEωk ptq. (2.9)
At this point, knowledge about the susceptibility tensor is necessary to link the
polarizations of the incoming photons, which can be controlled in the experiment, to
the induced polarization. The tensor of second rank (a 3  3  3 matrix) contains 27
entries. These can often be reduced by symmetry considerations which arise from the
crystal structure of the sample. To gain information about which of the entries vanish
due to symmetry reasons, at least two formalisms can be applied that give the same
information in the end. Note, that symmetry arguments are only necessary conditions
for an entry to be allowed, not suﬃcient ones.
(i) Tensor formalism: Depending on the crystal symmetry and its symmetry opera-
tions, the number of tensor entries is reduced. For a cubic crystal of Td (4¯3m) symmetry
six entries remain. These are all the permutations of χxyz. In this example, two photons
of diﬀerent polarizations, e.g. y and z, induce a polarization along the third indepen-
dent direction, e.g. x, in the medium. Note, that all directions are deﬁned with respect
to the crystal lattice and not to the lab system. Tables of tensor components for all
point groups and the derivation of those can be found in [21, 22].
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(ii) Group Theory: The mathematical concept of groups and their symmetry op-
erations is applied to photons, crystal states and perturbations to calculate possible
excitations by light of certain polarizations. Therefore, symmetries will be assigned to
photons, Sec. 2.2, and to crystal states, Sec. 2.3. The group theory formalism is used
throughout the remainder of this thesis. It is introduced in Sec. 2.6.
Both concepts are linked by the deﬁnition of the susceptibility tensor to matrix
transition elements [23] which can be calculated by group theory:
χ
p2q
ijk9
¸
ν
xg|V2ωk |fy xf |Vωj |νy xν|Vωi |gy 
Ef  Eg  2ℏω
  
Eν  Eg  ℏω
 . (2.10)
|gy, |νy and |fy are the crystal ground state, virtually excited intermediate states and
ﬁnal state after excitation, respectively. Their energies are given by Eg, Eν and Ef .
The energy of the photons involved is the product of the reduced Planck's constant ℏ
and the photon frequency ω. The operators Vωi , V
ω
j and V
2ω
k correspond to photons of
polarization i, j and k, that mediate the transitions between the states. Implications
of Eq. (2.10) will be discussed in detail in the following sections.
2.2 Light-matter interaction
In the last section, the susceptibility was connected to matrix transition elements,
xf |V |gy, with the operator V that is given by the exciting photon. Deeper insight
into V is gained by investigating the interaction between an electron in the crystal and
the incoming light ﬁeld.
Following the derivation of [24, 254 ﬀ.], the Hamiltonian for one electron is given
by:
H0  p2{2m0   V prq, (2.11)
with the momentum p and mass m0 of a free electron. V prq represents an arbitrary
potential. Minimal coupling connects the electron to the electro-magnetic ﬁeld. In
Coulomb gauge, the momentum operator p is extended to p   eA. Herein, e is the
elementary charge and A is the vector potential which depends on the magnetic ﬁeld
by B  ∇A. The total Hamiltonian reads then:
H  pp  eAq
2
2m0
  V prq  p
2
2m0
  e
m0
A  p  e
2A2
2m0
  V prq  H0  HeR  Hdia, (2.12)
where the term Hdia is quadratic in magnetic ﬁeld and describes the diamagnetic shift
experienced by electrons in magnetic ﬁeld. The term HeR corresponds to the interaction
of electron and light ﬁeld. Therefore, the transition from a ground state |gy to a ﬁnal
state xf | is given by:
xf |HeR |gy  e
m0
xf |A  p |gy . (2.13)
The operator A is considered a plane wave:
A  A0  eˆ exp

ipk  r ωtq , (2.14)
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with amplitude A0, unit direction vector eˆ, wave k-vector and direction r. Usually, the
light wavelength is much larger than the crystal unit cell. Therefore, k is small and
the spacial part of the exponential function in Eq. (2.14) can be developed in a Taylor
series:
exp

ipk  rq=1  ipk  rq  1
2
pk  rq2   . . . . (2.15)
The ﬁrst, k-independent term is the so-called electric dipole approximation, whereas
the term linear in k provides the electric quadrupole and magnetic dipole contributions
of the light ﬁeld. In total, the electric-dipole (VD) and electric-quadrupole/ magnetic-
dipole (VEQ/MD) transition matrix elements have the forms:
xf |VD |gy  e
m0
xf |p |gy and xf |VEQ/MD |gy 
e
m0
xf |k  p |gy . (2.16)
Transitions induced by a photon in quadrupole order are expected to be less eﬃcient
by a factor of 102 compared to those by a dipole. The operators p and k, as well as
the ground and ﬁnal state will be connected to symmetry representations in Sec. 2.6.
2.3 Excitons
In the preceding sections, transitions between unspeciﬁed crystal states were mentioned
which will now be ﬁlled with life. In general, semiconductor materials exhibit a highest
valence band ﬁlled completely with electrons and a lowest, completely empty, conduction
band, separated by an energy band gap Eg of several eV, see Fig. 2.1(a). Whenever an
incident photon has an energy ℏω larger than the band gap, an electron is excited into
the conduction band leaving behind a positively charged hole in the valence band. Both
oppositely charged particles are bound to each other by the Coulomb interaction and
form an exciton [25, 26] with a binding energy Ebind of a few, up to tens of meV. Due
to the binding energy, excitons are located energetically below the band gap, forming a
hydrogen-like series [Fig. 2.1(b)] with energies:
Eexpn,Kq  Eg Ry 1
n2
  pℏKq
2
2M
. (2.17)
Exciton energies levels comprise (at least) three parts. Firstly, the band gap Eg of the
material. Secondly, the exciton binding energy which is the eﬀective Rydberg energy
Ry divided by the squared exciton principal number n. To get Ry, the hydrogen
Rydberg energy is modiﬁed by the material's dielectric constant ϵr, the eﬀective reduced
mass µ of eﬀective electron (me) and eﬀective hole (mh) mass and the exciton Bohr
radius aB,
Ry  ℏ
2
2µa2B
, with µ  memh
me  mh and aB 
ℏ2ϵr
µe2
. (2.18)
And thirdly, the centre-of-mass motion of the exciton has to be considered for the
exciton energy. Therefore, K andM represent the sum of electron and hole wave vector
and the sum of eﬀective masses me and mh.
In principle, also the absorption continuum of photons with energies larger than the
band gap of a crystal can be explained by generation of dissociated exciton states.
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Figure 2.1: (a): Highest valence band and lowest conduction band in a semiconductor in the
one-particle picture. (b): Two-particle picture of discrete and continuum exciton states.
2.4 Exciton-polaritons
In the last section, the exciton was introduced as a two-particle crystal state that
is created by absorption of a photon. However, this theoretical picture of the weak
coupling regime between light and matter is not complete. The electron and hole of
the exciton can recombine and emit a photon which can again excite an exciton and
so on. Therefore, photon and exciton can no longer be regarded as separate particles,
but as new mixed eigenstates of the semiconductor system. These states are called
exciton-polaritons (or short: polaritons).
Originally introduced in the 1950s [27, 28], the concept of exciton-polaritons showed
to be fruitful and was extensively studied. This section is written along the lines of
Ref. [29] and Ref. [30, 70 ﬀ.]. There, also an introduction and overview of polaritons
can be found.
The frequency-dependent dielectric function ϵpωq is the starting point for the dis-
cussion of polaritons,
ϵpωq=1  f
E2  pℏωq2  iγℏ2ω . (2.19)
Wherein
f  ℏ
2e2
ϵ0m0V
(2.20)
is the oscillator strength per volume V of an resonance with energy Eex and damping γ.
In the quantum mechanical deﬁnition, the oscillator strength is connected to a transition
from ground to ﬁnal state of energy ℏω by:
f  2
m0ℏω
| xf | ϵˆ  p |gy |2. (2.21)
The transition operator is the scalar product of polarization along eˆ and momentum.
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In the case of a transition from the crystal vacuum to an exciton state of energy
Eex, the oscillator strength is given by:
fex  gs 2|ϵˆ  pcv|
2
m0ℏω
 » F pre,rhqδpre  rhqdredrh2 (2.22)
 gsf0
 » F pr  0,RqdR2. (2.23)
Equations (2.22) and (2.23) show the exciton oscillator strength for electron-hole and
for relative and centre-of-mass coordinates, respectively. The function F is the exciton
envelope-function with either set of coordinates. The prefactor gs accounts for spin-orbit
coupling. It can be shown that the exciton oscillator strength is inversely proportional
to n3 (whereas the binding energy behaves as: Ebind9n2).
Another consequence of the polariton eﬀect is the splitting of the optically active
and inactive exciton spin states by ∆, as well as, a splitting of the longitudinal and
transversal exciton components by ∆ELT. These occur due to electron-hole exchange
interaction and are shown in Fig. 2.2. The LT-splitting is proportional to the exciton
oscillator strength, i.e. ∆ELT9fex.
Figure 2.2: Symmetries of the 1S exciton in Td crystal symmetry and energy splitting ∆ due
to analytical and ∆ELT by non-analytical exchange-interaction [29].
The dielectric function, Eq. (2.19), is connected to matter by Eqs. (2.5) and (2.1):
∇ D  ∇pϵ0E Pq  ϵ0p1+χq∇ E  ϵ0ϵpωq∇ E  0 (2.24)
In the case of a real system, often resonances are present at higher energies than the one
which is considered. Therefore, "1" in Eq. (2.24) is replaced by a background oscillator
ϵb to account for these. Equation (2.24) has the solutions
ϵpωq  c
2k2
ω2
ô k2  ω
2
c2n˜2pωq and ϵpωq  0. (2.25)
With the light k-vector k and c, the speed of light. The ﬁrst equality emphasizes
the link between the dielectric function and the (complex) index of refraction, n˜. By
comparison of the expressions for the dielectric function in Eqs. (2.19) and (2.25) the
exciton-polariton equation,
c2k2
ω2
 ϵpωq  ϵb   f
E2ex  pℏωq2  iγℏ2ω
, (2.26)
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is obtained. This implicit form of the polariton-dispersion can be transformed into an
explicit form, ωpkq, or Epkq.
In Fig. 2.3, an example of a polariton-dispersion is plotted. The uncoupled disper-
sions of exciton and photon (dashed lines) cross each other. The photon dispersion is
simply E  ℏck{n, whereas the exciton-dispersion is given by Eq. (2.17). In the strong
Figure 2.3: Exemplary exciton-polariton dispersion from Eq. (2.26). Shown are the upper
(UPB, solid red line) and lower polariton-branch (LPB, solid blue line) and the longitudinal
exciton (LE, solid black line). The uncoupled light and exciton dispersion are indicated by red
and black dashed lines, respectively. The arrow indicates the Rabi-energy.
coupling regime, depending on the crystal structure, light direction and polarization,
the dispersion is split into an upper and lower polariton branch (UPB and LPB) and
a longitudinal one (LE). As shown in Fig. 2.3, UPB and LE coincidence in energy at
k  0 and are shifted to higher energy EL with respect to the k  0 value of the
LPB, ET, by the LT-splitting. For increasing k, the spatial dispersion of the exciton
is notable. For energies close to the original exciton resonance, the branches are called
exciton like and far oﬀ-resonant photon like. The splitting of the branches at the point
of the same incline is called the rabi-energy, ℏωc9
?
f , which describes the point where
the polariton is half exciton, half photon like.
The same result is obtained by a quantum mechanical approach. The exciton of
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energy Eex, see Eq. (2.17), and photon of energy Eγ are coupled with the strength
1{2ℏΩR. Mathematically, this coupling can be described in matrix form, in the same
way as the coupling of two oscillators. The corresponding Hamiltonian Hpol is
Hpol 

Eex
1
2ℏΩR
1
2ℏΩR Eγ

. (2.27)
Diagonalization of Hpol reveals again the upper and lower polariton branch:
EU/L 
Eex   Eγ
2

d
Eex   Eγ
2

2
 

ℏΩR
2

2
, (2.28)
as shown in Fig. 2.3.
2.5 Second and third harmonic generation
The process of SHG was already mentioned in Sec. 2.1 and will be explained in more
detail here. It is noteworthy that SHG and THG are coherent processes. Therefore,
the full energy and k-vector of the incoming photons is transferred to the exciton which
in turn emits one photon of the same energy and momentum. In contrast, during a
photoluminescence measurement, excited electrons and holes scatter prior to emission
and change thereby energy and momentum. An advantage of SHG and THG at exci-
ton resonances is that the crystal is almost transparent for the fundamental incoming
light. Due to low absorption, light can penetrate through the whole crystal probing its
properties far below the surface. On the other hand, SHG and THG might arise only
from a thin layer of the crystal, because of diﬀerent indices of refraction for fundamental
and second or third harmonic light. Therefore, harmonic light from the ﬁrst part of a
crystal interferes destructively with harmonic light from deeper layers.
In order to excite a crystal state, e.g. an exciton, two photons of half the transition
energy are necessary at the same time and place. The excitation, however, is still
a two step process [Eq. (2.10)] where the ﬁrst photon induces a virtual transition to
an intermediate state |νy. The second photon excites the ﬁnal state resonantly. This
intermediate state can originate from a higher conduction band, a lower valence band,
or another exciton state of the same band and has to be one-photon allowed. Due to
the large energy-oﬀset between photon and state, a (virtual) transition to it is allowed
for short time only. The transition element is accordingly small as the denominator is
large, see Eq. (2.10).
In Fig. 2.4(ac), the classical description of SHG and THG by the susceptibility
tensor as a material parameter and the quantum mechanical picture with the two-(three-
)step excitation and one photon emission are summarized.
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Figure 2.4: SHG and THG in the classical (a) and quantum mechanical description (b) and
(c). The frequencies of the fundamental and generated photons are denoted by ω, 2ω and
3ω, respectively. |gy, |ν1y, |ν2y and |fy are the empty crystal ground state, virtually excited
intermediate states and ﬁnal exciton state.
2.6 Group theory
The formalism of group theory is a powerful tool to exploit symmetry properties of
photons, excitons and perturbations in order to predict and analyse state transitions.
In this section, the fundamental idea of symmetry calculations is presented. It will be
extended step by step throughout the following chapters, whenever results are analyzed.
Group theory at diﬀerent levels is the topic of several textbooks, see Refs. [24, 3032].
The ﬁrst step, to be able to apply group theory to a crystal system, is to determine
its point group. That is, the set of symmetry operations (rotations, reﬂexions, etc.)
under which the crystal structure is invariant. The groups are characterised in Schoen-
ﬂies (Hermann-Mauguin) notation. Most common are cubic structures with groups Oh
(m3¯m), Td (4¯3m) and hexagonal crystals denoted by C6v (6mm), but many other exist.
Once the group is identiﬁed, its members, the irreducible representations, denoted by
Γi's, are said to transform as basis functions. These, in turn, are associated with the
functions of photons, excitons and perturbations.
In Sec. 2.2, the dipole and quadrupole operators and the corresponding transition
matrix elements of a photon were derived. The dipole operator p, for instance, trans-
forms like a three dimensional vector in x, y and z direction. These basis functions
are represented by Γ4 in point group Oh, and Γ5 in Td [33]. The next higher order
operator VEQ/MD, see Eq. (2.16), is the tensor product of the three-dimensional wave
vectors k and p. In both point groups, Oh and Td, these functions are represented by
Γ
p q
1 ` Γ p q3 ` Γ (+)4 ` Γ p q5 .
The symmetries of excitons comprise the function of the hole in the valence band,
the electron in the conduction band and the envelope function,
Γexc  ΓVB b ΓCB b Γenv. (2.29)
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Whereas the functions for electron and hole are derived from the atomic orbitals which
form the bands, the envelope function depends on the relative movement of electron and
hole. An S-exciton has Γ1 symmetry in all point groups, as it is a sphere and therefore,
the neutral element of the groups.
To decide whether a transition is potentially allowed for one- or two-photon exci-
tation in dipole, or quadrupole order, the tensor product of initial and ﬁnal state and
the photon operator have to be considered. Note, that a symmetry allowed transition
can still be forbidden, e.g. due to spin restrictions, or be very weak due to low oscilla-
tor strength. From symmetry reasons, a transition is one-photon dipole allowed if the
tensor product of ground state and photon operator equals the ﬁnal state. Or, likewise,
the matrix element does not vanish,
xf |VD |gy 
@
Γexc
 Γpho b Γ1D  0. (2.30)
The same procedure holds for a two-photon dipole transition,
xf |VDVD |gy 
@
Γexc
 Γpho b Γpho b Γ1D  0. (2.31)
To evaluate the tensor products and, as previously done, assign representations to sym-
metries the tables of Koster et al. [33] are most valuable.
If a state f2 is only excitable by two photons and a state f1 only one-photon al-
lowed, no SHG is observed. However, it might be induced by application of an external
perturbation, e.g. a magnetic ﬁeld. Thus, f1 and f2 become mixed by the ﬁeld and can
contribute to the SHG process [Fig. 2.5]. Note, that the eﬀect of the magnetic ﬁeld is
not to change the excitation, but to admix a one-photon allowed state to the original
ﬁnal state.
Figure 2.5: Mixing of states f2 and f1 in the case of an applied magnetic ﬁeld. (a) Each state
is two-, or one-photon allowed only. (b) Mixed state f2{f1 is two- and one-photon allowed and
contributes to SHG.
Parts of these calculations are performed during the upcoming chapters. A thorough
elaboration is given in the Appendix B.
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In this chapter, the LC-Setup (named after the companies name: Light Conversion)
with its multiple possibilities is introduced. The laser system, polarizing optics, mono-
chromator and camera are connected to a personnel computer and operated electron-
ically. Diﬀerent measurement techniques and their protocols are elucidated. Known
issues and occurring problems of the laser system and during measurements are treated
in the Appendix A.
In Fig. 3.1, the components of the setup are shown. The Pharos pump-laser provides
the fundamental light for the femto- and picosecond optical parametric ampliﬁer (OPA)
by which the wavelength of the light can be tuned in the ranges given. Therefore, SHG
femtosecond measurements are possible in the emission range of 3151300 nm, THG in
the range 210 860 nm. Picosecond measurements are feasible at shorter wavelengths
in the emission range. SHG in principle down to 160 nm and THG down to 105 nm.
Main optics of the setup are polarizer (GT1: Glan Thompson linear polarizer and a
half-wave plate) and analyzer (half-wave plate and GT2) to set the light polarization,
as well as lenses to focus the light to the sample and into the monochromator. In the
magnet cryostat, the sample can be cooled down to superﬂuid helium temperature and
magnetcic ﬁelds of up to 10 T are applied. Two detection channels of diﬀerent resolution
are available. Each of these consists of a monochromator (MC) and charge coupled
device (CCD) camera. A close-up of the polarizer/analyzer section with direction and
angle deﬁnitions is given in Fig. 3.2.
Figure 3.1: Layout of the current LC-Setup. The parts are: CCD, charge coupled device
camera; F, colour ﬁlter; fxy, lense with xy-cm focal length; GT, Glan Thompson linear polar-
izer; λ{2, half-wave plate; LYRA, harmonic generator; Mono, monochromator; OPA, optical
parametric ampliﬁer; Pharos, pump laser; SHBC, Second Harmonic Bandwidth Compressor.
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Figure 3.2: Close-up of the polarizer/analyzer section. The polarization angle of the incoming
fundamental light Eω is ψ with respect to the horizontal axis. Its kω-vector is parallel to k2ω
(k3ω) of the outgoing light E2ω (E3ω). The analyzer angle with respect to the horizontal axis
is φ.
3.1 Laser system
A detailed description of the laser system is given in the manuals. Here, the basic
properties and concepts are summarized. The layout of the system is shown in Fig. 3.3.
3.1.1 Pharos pump laser
The pump laser (PUMP1) contains an oscillator with an ytterbium-doped potassium
gadolinium tungstate (Yb:KGW) crystal as active medium pumped by arrays of laser
diodes. Femtosecond pulses are induced by Kerr-lense modelocking. Radiation of the
oscillator is ampliﬁed in the regenerative ampliﬁer (RA) by chirped pulse ampliﬁcation
[34]. Therefore, the pulses are stretched and injected into the RA that is pumped by
continuous wave laser diodes. Following the RA, a part of the radiation is compressed,
while the other part is emitted without compression. By leaving the laser, the pulse
repetition rate can be controlled by a pockels cell (pulse picker) between 1 Hz and
30 kHz. Emitted pulses have a duration of 290 fs and wavelength of 1030 nm. Average
power is 9.0 W for the uncompressed and 3.6 W for the compressed beam.
3.1.2 Second-harmonic bandwidth compressor
The second harmonic bandwidth compressor (SHBC) is driven by the uncompressed
pump laser output. In this unit, picosecond laser radiation of 515 nm with minimal
spectral width is generated. Therefore, the input beam is split and the parts are chirped
inversely to each other. They are overlapped in time and space in a nonlinear crystal
to achieve short and spectrally narrow pulses.
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Figure 3.3: Laser system layout of main components: Pharos pump laser (PUMP1), Sec-
ond-harmonic bandwidth compressor (SHBC), fs-OPA (OPA2) and ps-OPA (OPA1).
3.1.3 Orpheus femtosecond OPA
The femtosecond OPA is pumped by the compressed pump laser output. The purpose
of this unit is to generate laser pulses of 200 fs duration in the wavelength range of
630  2600 nm. Maximum average emission power is 500 mW with a pulse power of
16 µJ, see Fig. 3.5(b). Inside the OPA, this beam is split into two. One beam is
routed to a sapphire crystal to produce a white light continuum. The other beam is
converted into its second harmonic by a nonlinear crystal. Both beams are overlapped
in a nonlinear crystal three times. The tilting angle of the crystal determines the
phase matching condition in the crystal and therefore the wavelengths of the generated
signal and idler photons. In the ﬁrst step, both beams pass collinearly the nonlinear
crystal by which certain wavelengths of the white light continuum are ampliﬁed. This
spectrum is dispersed by a grating and passes again the crystal to amplify an even
smaller bandwidth. In the third transition through the crystal, the light is ampliﬁed once
more. Finally, light of two wavelengths is emitted by the OPA. Care should be taken
that the emission from the OPA might diﬀer from the programme input by several nm.
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Figure 3.4: Scheme of optical parametric
ampliﬁcation. After the system is excited by
a photon of 515 nm, emission is stimulated by
photons of the white light continuum. Exact
wavelengths of signal and idler beam are de-
termined by phase matching conditions in the
medium.
3.1.4 Orpheus picosecond OPA
and Lyra
The picosecond OPA works in a similar way
as the previously described femtosecond
OPA. The diﬀerence is that here both, the
compressed pump laser output for white
light generation and the output from the
SHBC are injected. Therefore, no 515 nm
generation is necessary here. After the
three ampliﬁcation stages, laser pulses of
3.3 ps duration and wavelength of 630 
1030 nm (signal) and 10312600 nm (idler)
are emitted. Maximum average power is
700 mW, corresponding to 23 µJ per pulse,
see Fig. 3.5(a). A broader wavelength range
is feasible by the LYRA following the out-
put of the OPA. It applies an additional
nonlinear crystal to the beam path allow-
ing for generation of wavelengths as short
as 315 nm. Care should be taken that the emission from the OPA might diﬀer (¤ 1 nm)
from the programme input.
Figure 3.5: Spectral dependencies of (a) ps-OPA and (b) fs-OPA output power.
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3.2 Cryostat
The samples in all experiments are installed in a helium bath cryostat (Oxford su-
perconducting split coil cryostat) for cooling and application of magnetic ﬁelds. The
temperature in the sample chamber (VTI: Variable Temperature Inset) can be set to
4.2  300 K. Cooling is achieved by liquid helium from a 20 l reservoir. To reduce he-
lium losses from the reservoir by evaporation, it is surrounded by a vacuum (106 mbar)
chamber followed by a liquid nitrogen shield and a second vacuum volume. By reducing
the pressure in the VTI, the helium becomes superﬂuid and decreases the sample tem-
perature further to about 1.4 K. Magnetic ﬁelds of up to 10 T are achieved by a pair
of superconducting coils of Nb-Ti in a copper matrix. They are located in the lower
part of the cryostat, next to the samples, inside the liquid helium reservoir to provide
superconductivity. Four windows at sample height allow to shine laser light parallel or
perpendicular to the magnetic ﬁeld to the sample.
3.3 Monochromator
The purpose of the (Czerny-Turner-) monochromator is to disperse the signal light
spatially. Therefore, the light is focussed to the entrance slit of the monochromator,
whereupon it is sent to a concave mirror. This reﬂects a parallel beam to the grating.
Here, depending on the tilting angle of the grating, a particular wavelength range of the
spectrum is reﬂected in ﬁrst order to a second focussing mirror which directs the light
to the exit slit.
Important speciﬁcations of a monochromator are its focal length and the grating
properties: width and grooves per mm. A compromise has to be found between reso-
lution and signal intensity. In general: the better the signal is resolved, the lower the
signal intensity becomes because it is spread over a larger spatial range. To optimize the
conﬁguration, it is necessary to illuminate the complete grating, that is, the signal beam
diameter ﬁts the grating width and height. If the light spot at the grating is too small,
not all grooves are used and the resolution decreases. If the light spot is larger than
the grating, light intensity is lost. Setting the correct spot size is possible by knowing
the beam diameter s in front of the monochromator, its focal length fm and the grating
width g. The correct focal length fl of the lense in front of the monochromator is thus
given by:
fl  s
g
 fm (3.1)
The resolution r of a monochromator at a certain wavelength λ is deﬁned by:
r  g  gr  n  λ
∆λ
, (3.2)
with gr: groves per mm and n: order of diﬀraction. In Table 3.1, the parameters
for both monochromators used in the experiments are summarized. The experimental
resolution is determined for the combinations of Acton and camera CCD1, as well as,
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Table 3.1: Parameters of monochromators: fl, focal length; r, resolution in theory and exper-
iment.
name fl (mm) Grating (gr/mm) rtheo rtheo (µeV) rexp rexp (µeV)
Acton 500 1800 90000 20 18000 100
Spex 1000 1200 120000 10 40000 30
Spex and camera CCD2. See the next section for speciﬁcations of the cameras. The
total resolution of the setup with installed Spex monochromator would be considerably
restricted by the CCD camera. Therefore, the output beam diameter is enlarged by a
factor of four by a telescope in between exit slit and camera. Thus, diﬀerent wavelengths
are spread further spatially and can be distinguished by the camera pixels. The overall
resolution of a monochromator depends on the entrance-slit opening, too. A linear
dependence was found for the Acton monochromator, starting at 20 µm opening,
FWHM=49 µeV  2.4 µeV
µm
 slitpµmq. (3.3)
When the monochromator needs to be calibrated, e.g. a new material with a dif-
ferent energy range of interest than before is applied, care has to be taken whether
the wavelengths of spectral lamps are given in vacuum or air. Tables for most of the
common spectral lamp elements are available at the website of NIST [35]. It is most
convenient to use wavelengths in vacuum for calibration. Then, energy is calculated by:
E  1239.842 nm eV{λvac. (3.4)
Otherwise, when the monochromator is calibrated to wavelengths in air, the refrac-
tive index of air, nair  1.000292 which is slightly dependent on wavelength, pressure,
temperature, etc. [36], has to be considered:
E  1239.842 nm eV{ pnairλairq  1239.480 nm eV{λair. (3.5)
3.4 CCD camera
The CCD camera is installed at the exit slit of the monochromator. The chip is cooled
by liquid nitrogen to a temperature of 150 K to reduce noise. Average readout noise
values are about 140 counts per pixel column. The quantum eﬃciency of the CCD chip
at 25C is plotted in Fig. 3.6. Two diﬀerent cameras are used with the monochromators
introduced in the last chapter. CCD1 provides a 1340 400 pixel array with pixel size
of 20  20 µm installed directly to the Acton monochromator. The Spex monochro-
mator is combined with CCD2 of 2048  512 pixels of 13.5  13.5 µm size. Between
monochromator and camera a telescope is set up to increase the separation between
the dispersed wavelength which could otherwise not be resolved by the CCD due to too
large pixel size.
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Figure 3.6: Wavelength dependent quantum eﬃciency of the CCD camera [37].
3.5 Other components
The remaining parts of the setup, such as polarization optics, colour ﬁlters and lenses
are discussed in this section.
The linear polarization of the laser light is set by the combination of a Glan-
Thompson polarizer and a half-wave plate in front of the cryostat. It is named polarizer.
To select a polarization from the signal, its light passes a second set of half-wave plate
and Glan-Thompson polarizer, the analyzer. By turning the plate, one linear polar-
ization is chosen which can pass the prism whereas all other polarizations are blocked.
Thus, any combination of polarizations of Eω and E2ω can be measured. Usually, the
SHG signal is detected for either parallel (Eω ∥ E2ω) or crossed (Eω K E2ω) linear
polarizations of the laser and the SHG.
Colour ﬁlters, or long/short pass ﬁlters are necessary to get reliable signals. One
ﬁlter is placed between the polarizer and cryostat to suppress harmonics of the laser
light and other short wavelength light generated in the polarizing optics. The laser
itself is a source of multiple wavelengths, such as its pump wavelength (515 nm) and
several combinations of signal and idler energies that need to be blocked. Care has to
be taken in choosing a colour ﬁlter that does not produce light by photoluminescence
itself. A second ﬁlter is located between cryostat and analyzer. Its task is to block
the fundamental laser light. This light might damage the CCD chip and could induce
again undesired wavelengths in the polarizing optics. In Table 3.2, ﬁlters used for
measurements in this thesis are given.
Lenses are used on both sides of the cryostat to focus the laser light to the sample
and parallelize it again. Focal length for focussing is 25 cm and 30 cm for parallelization.
The laser spot size at the sample is estimated to be 100 µm in diameter.
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Table 3.2: List of colour ﬁlters used in experiments. Filters before (front) and after (behind)
light passes the sample. "pass" gives the range where the ﬁlter transmits light and "block" the
range for absorption.
material front pass (nm) block (nm) behind pass (nm) block (nm)
Cu2O, RG 715 715 1500 200 620 BG 39 350 580 680 1500
ZnSe
ZnO RG 601 610 1500 200 580 yϕC1 250 390 450 650
UG 1 300 390 430 670
3.6 Measurement types
At the LC-setup, several diﬀerent measurement techniques can be carried out in order
to obtain linear and nonlinear spectra of the samples. This section focusses on the
procedures, physics and (dis-)advantages of the diﬀerent measurement types used.
3.6.1 Harmonic generation
The main measurement technique for exciton spectroscopy used in this thesis is second
(third) harmonic generation. For that purpose, the laser photon energy is set to one
half (third) of the expected exciton energy. By scanning the laser photon energy and
accordingly adjusting the monochromator to double (triple) energy, a spectrum is mea-
sured. Exciton states show up as increased signal intensity at their speciﬁc energies.
Properties of exciton states can be investigated by either recording spectra at diﬀerent
applied magnetic (electric) ﬁelds, temperatures, or by measuring rotational diagrams.
Such a diagram, called an anisotropy, reveals information about the exciton symmetry,
as well as mixing mechanisms.
An anisotropy is measured by ﬁxing the excitation energy and monochromator po-
sition at an exciton resonance. Signal intensity is detected for a set of polarizations of
ingoing and outgoing photons. Two measurement protocols are especially used. Firstly,
polarizer and analyzer are turned parallel to each other in steps of 5 from 0 to 360
(in principle a maximum angle of 180 is suﬃcient, but a full rotation gives higher reli-
ability). Secondly, the polarizer starts at 0 while the analyzer is set to 90. With this
constant oﬀset, both are turned again till the polarizer reaches 360.
Harmonic generation is a coherent process, as described in Sec. 2.5 in the theory.
This implies that there is no relaxation present between excitation of a state by two
(three) photons and emission of one photon.
An advantage of harmonic generation is that the sample is transparent to the excit-
ing wavelength at half (one third of) the band gap energy. Thus, harmonic generation
is, in principle, possible along the whole beam path inside the crystal. Still, signal
generated in the ﬁrst place might be reabsorbed in deeper crystal layers. Therefore, the
signal represents only harmonics from the last few layers of the crystal. Favourable of
nonlinear optics is increased information from measurements. Each state that is observ-
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able is expected to be two-(three-) photon and one-photon allowed. All in all, harmonic
generation is very sensitive to symmetries and their breaking [38]. The compensation
for this information are processes of rather low intensity as compared to linear optics.
The susceptibility tensors components decrease by a factor of 1.94  10-12 mV for every
order [2, p. 3].
3.6.2 White light absorption
A white light absorption experiment is performed by replacing the laser system with
a broad band light source (e.g. a light bulb). Its light passes the sample and is sent
into the monochromator which is set to the energy range under inspection. A crystal
state which is one-photon allowed absorbs light and corresponds therefore to a dip in
the spectrum. The incoherent white light can be polarized by appropriate optics, e.g.
to measure circular absorption in applied magnetic ﬁeld.
Despite the simple implementation of the experiment, linear absorption is not al-
ways suited to obtain information about one-photon transitions. If the absorption of a
resonance is too high, or the sample too thick, absorption dips might saturate in the
spectrum and no reliable linewidth can be deduced. The other way around, resonances
of low oscillator strength are better observable in thicker samples.
Closely connected to absorption/transmission is (white light) reﬂection. Mathemati-
cally, one is calculated from the other by use of the Kramers-Kronig relations. Reﬂection
measurements also deliver one-photon information for thick samples. Nevertheless, they
are sensitive to surface properties.
3.6.3 Photoluminescence
Photoluminescence (PL) measurements reveal one-photon information of low lying res-
onances. Electrons are excited by a laser to energies higher than the material's band
gap, called hot electrons. These electrons lose energy by relaxation processes and even-
tually recombine from energetically low states. Therefore, neither the k-vector, nor the
energy of the exciting photons are preserved in photoluminescence. As already stated,
only low energy states are visible in PL in general. Thus, the 1S exciton might be seen,
or lower lying exciton states bound to impurities.
3.6.4 Two-photon absorption
A two-photon absorption (TPA) experiment resembles white light, or one-photon ab-
sorption. The diﬀerence is that states are excited by two photons. Thus, states of
contrary selection rules to one-photon experiments can be probed. However, a laser
system of very stable output power and a sensitive detection are needed to detect the
small loss of laser power by absorption in the sample.
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3.6.5 Photoluminescence excitation
Photoluminescence excitation (PLE) delivers information on excitation processes of
states. They are easier to perform than absorption measurements as no small power
deviation has to be detected. A prerequisite for this measurement type is a PL line
energetically below the (exciton) states under investigation, to which the excited state
can relax and eventually emit. The monochromator is set to the PL line and the laser
photon energy is scanned in the range of the states of interest. Whenever an electron
is excited by the laser photons into some state, it relaxes by scattering. Finally, the
electron recombines at the state responsible for the PL line. Thus, a maximum in PL
intensity indicates that there is a state at the energy of one, two, or three laser photons,
depending on excitation wavelength. Information on symmetries of a state are obtained
by ﬁxing the laser photon energy and turning the polarization of the incoming light.
3.6.6 Two-beam measurements
Instead of using two or three photons of the same laser beam, an experiment with more
than one laser source is conceivable. In that case, the light k-direction of each of the
involved photons, e.g. in SHG, can be chosen independently. Also their energies and
polarizations can be set separately inducing more degrees of freedom.
Two beams of diﬀerent wavelength with the sum energy of an exciton resonance
could be tuned to investigate the inﬂuence of the intermediate state(s) in the SHG
(THG) process. Furthermore, the beams might not be collinear. The relative angle
between them can be changed, e.g. their k-vectors are set independently, allowing for
k-space spectroscopy [39].
By introducing a time delay for one of the beams, SHG pump-probe experiments,
such as two-photon excitation stimulated-emission, are feasible to obtain lifetimes of
the excitations [40].
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In this chapter, a new method of optical nonlinear spectroscopy with spectrally broad
femtosecond laser pulses is presented. The previously used method of scanning the
wavelength of nanosecond laser pulses is described as well. Advantages and drawbacks
of both types of measurement protocols are elaborated and compared. An introduction
to femtosecond pulse lasers and an overview of applications can be found in textbooks
[41, 42].
To observe optical nonlinear eﬀects, intense light ﬁelds are necessary. Therefore,
appropriate lasers need to be pulsed, in order to reach high enough ﬁeld intensities of
the order of GW/cm2 for short times.
Two fundamental properties of laser pulses are their duration ∆t and spectral width
∆ν. They correlate with each other by Fourier transformation, i.e. the longer the pulse,
the narrower its spectrum and vice versa. This behaviour is described by [41, S. 31]
∆t ∆ν ¥ 1
2
, (4.1)
and can be transformed into
∆E ¥ 2.063 eV  1
∆t
 1015 s. (4.2)
Note, that equality in Eqs. (4.1 and 4.2) is only valid for Gaussian-shaped pulses. Real
pulses might show either longer duration or broader spectrum. A good approximation
to Eq. (4.2) is that a pulse duration of 1 fs corresponds to a spectral width of 2 eV.
The emission spectra of the picosecond and femtosecond OPAs at 1.551 eV (800 nm)
are detected directly by the CCD chip and are shown as black curves in Fig. 4.1(a) and
(b). In order to get an impression of the excited spectral range in an SHG experiment,
the fundamental energy is doubled by a beta barium borate (BBO) crystal, shown by
the red lines in Fig. 4.1. Comparison of the full width at half maximum (FWHM) of the
harmonic signals to the fundamental spectra reveals that the second harmonic spectra
are broader than the fundamental linewidth. The factors are 1.9 for the ps-pulses and
1.2 for fs-pulses. Theoretically, the change in width of the fundamental spectrum to the
second harmonic one can be calculated. Firstly, the photons add up in energy which
gives twice the energy spread in second harmonic. Secondly, the intensity squares,
giving a
?
2 reduced FWHM for Gaussian-shaped pulses. The product of both eﬀects
results in a
?
2 broader second harmonic spectrum.
The intensity I of a laser pulse is calculated by
I  Pm{pF  τ  fq, (4.3)
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Figure 4.1: Fundamental pulse spectrum of (a) the ps-OPA and (b) the fs-OPA at 1.55 eV
(800 nm), black lines. These are compared to the second harmonic spectrum by a BBO crystal,
red lines. The fundamental spectra correspond to the lower energy axis and the SHG signal to
the upper one.
where Pm is the average power of the laser beam, measured by a powermeter in Watts,
F is the focus area which is estimated to have 100 µm in diameter. τ fs is the FWHM
pulse duration and f=30 kHz the repetition rate of the laser pulses. This amounts for
the fs-OPA (τ=140 fs), for the ps-OPA (τ  3.3 ps) and for the previous used ns-laser
system (τ=7 ns and f=10 Hz) to intensities per pulse:
Ifs=20
GW
cm2
, Ips=0.81
GW
cm2
, Ins=1.3
GW
cm2
(4.4)
Not considered in Eq. (4.3) is the spectral width of the pulses. If an exciton is only
excited by the narrow part of the exciting spectrum which corresponds to half the
resonance energy, most of the spectral intensity would not contribute to the excitation.
In this case, the gain in intensity due to temporal short pulses is cancelled out by
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their broader spectrum. Experience shows that femto- and picosecond pulses induce
comparable intense SHG signal, e.g. at the 1S exciton in Cu2O.
4.1 Scanning method with ns/ps pulses
Before lasers providing femtosecond pulses were installed at the harmonics setup, the
scanning method, Fig. 4.2(a), was the standard measurement protocol to acquire non-
linear spectra [13, 14]. These were measured by scanning the wavelength of nanosecond
laser pulses in the range of half the energy of the exciton resonances and simultaneously
setting the monochromator to the harmonic wavelength. The whole CCD chip is read
out and displayed in the programme. There, the pixel values of the signal spot area are
integrated to get the overall harmonic intensity for every applied wavelength. As the
width of the signal spot at the CCD camera corresponds to spectral width, the resolu-
tion of the scanning measurement is determined by the spectral width of the laser. The
achieved resolution with this protocol is 0.2  1.0 meV [16] and could be improved by
seeding the nanosecond pulses.
An advantage of this measurement type is that the peak intensities in a spectrum
can be compared to each other if the laser output power for every wavelength is known.
However, the nanosecond laser system provided a repetition rate of 10 Hz which gave a
rather low signal-to-noise ratio.
Figure 4.2: Measurement protocol for (a) scanning with ns/ps-excitation and (b) integration
with fs-excitation.
4.2 Integration method with fs pulses
When ﬁrst measurements with femtosecond pulses were run, expectations were not too
high. The former nanosecond pulse scanning method in mind, observation of narrow
exciton resonances in several semiconductor materials by using femtosecond pulses was
surprising. The measurement protocol diﬀers from the nanosecond one, Fig. 4.2(b).
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For a SHG measurement, the fs-laser wavelength is set to half the resonance energy.
Due to their broad spectral range, the femtosecond pulses do not have to be scanned in
wavelength to cover the whole resonance. To display the SHG signal, the columns of the
CCD chip are summed up and presented as a spectrum. In this manner, even several
close lying resonances in the range of the femtosecond pulse spectrum are detected at
once [Fig. 5.3]. In contrast to the ns-scans, the resolution depends on the monochroma-
tor and CCD camera instead on the laser. To improve the resolution, a monochromator
with higher resolution, e.g. with a grating with more grooves and a CCD camera with
smaller pixel size is necessary. This detection technique is particularly suited to measure
rotational anisotropies of a group of states by recording a spectrum for each conﬁgura-
tion of polarizer and analyzer. Therefore, measurements by fs-pulses consume much less
time than by scanning the range of interest with ns-pulses. A spectrum, as shown in
Fig. 5.3, takes ﬁve minutes with fs-pulses and about 1.5 hours with ns-pulses. However,
care has to be taken that while measuring a group of resonances, each resonance is
located at a diﬀerent position in the fs-pulse spectrum and receives a diﬀerent spectral
intensity. To attain correct relative peak intensities, the spectrum has to be normalized
to the pulse intensity spectrum.
4.3 Conclusions
The new technique of femtosecond harmonic spectroscopy provides the possibility to
measure close lying resonances in short times. The spectral resolution depends on the
monochromator and CCD camera. Still, the spectra have to be normalized to the
fs-pulse spectral intensity to get correct relative peak intensities.
Despite good measurement results, several questions concerning the usage of fem-
tosecond pulses remain.
(i) How can the excitation by photons at the femtosecond timescale be described?
First of all, it should be noted that each photon contains the whole spectrum of the
fs-pulse. It would be wrong to assume photons of diﬀerent energy in the fs-spectrum
with the maximum number at the central pulse energy. The spectrum of the fs-pulse
is a superposition of modes which are emitted in phase. During excitation within
femtoseconds, the exciton resonances are might not as sharp as in long time observation,
but are broadened by energy-time uncertainty. Therefore, the resonances might not
"pick" the ﬁtting wavelength from the fs-spectrum, but can absorb the whole spectral
intensity.
(ii) Can sum-frequency generation (SFG) play a role in fs-SHG experiments? This
question is closely connected to (i). It seems possible that the SHG signal of a resonance
is not solely induced by the central wavelength of the fs-pulse at half the resonance
energy. Additional contributions could arise from two photons which are absorbed due
to a frequency part at Eresonance{2 ∆E and Eresonance{2∆E. However, simulations
indicate that an existing SFG contribution could not be distinguished from "pure" SHG
signal.
(iii) Why are resonances not narrow in all semiconductor materials? Measure-
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ments and tests with femtosecond pulses so far delivered resonances of at most natural
linewidth for the materials Cu2O, ZnSe, ZnSe quantum wells, Cr2O3 and perovskites.
Only broad signal structures, instead of distinct lines, were observed with fs-pulses in
ZnO, ZnO quantum wells and KNiF3, while they are narrow when measuring with
ps-pulses. The reason for these ﬁndings are not clear up to now.
Some of these questions could be addressed by using a pulse-shaper which can modify
the intensity spectrum and phases of the fs-pulses, e.g. remove the central part of the
spectrum to check for SFG contributions in SHG measurements.
In principle, lasers with even shorter pulse duration and broader emission spectra
might be favourable in order to further accelerate nonlinear measurements. Nowadays,
lasers with pulse durations of tens of attoseconds are available [43] that provide spectral
ranges of 60 eV. However, their emission wavelength is located in the extreme UV
of only several tens of nm. Therefore, a trade-oﬀ between possible wavelength and
spectral width is necessary. A suitable conﬁguration could be pulses of 5 fs length
that correspond to a width of 400 meV, Eq. (4.2), whereas the maximum wavelength
(λ  c{f) for such a pulse duration is 1500 nm. This is a suﬃcient wavelength for
most SHG and THG measurements of current materials under investigation. Still, the
excitation spectrum should not expand beyond the band gap of the sample in second
harmonic. Otherwise, two-photon absorption in the exciton continuum could induce
photoluminescence. This would overlap with possible harmonic signals at the exciton
resonances.
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Cu2O with its illustrative exciton series of large binding energy is well suited for studying
fundamental properties of excitons. Being the ﬁrst semiconductor to show Wannier-
Mott excitons [44], Cu2O attracts continuing interest and excitons of increasing principal
quantum number were observed. Matsumoto et al. [45] detected S-excitons up to n  7
and P-excitons up to n  12. Recently, Kazimierczuk et al. [46] succeeded to observe
P-excitons up to n  25. So far, Shen et al. [47] found the 1S exciton to be present in
SHG spectra. These ﬁndings raised the question whether excitons of higher principal
quantum number can be observed by the technique of SHG.
The crystal structure of cuprous oxide (Cu2O) is formed by two sublattices, copper
atoms (FCC lattice) and oxygen atoms (BCC lattice), shifted by one quarter of the
diagonal of the unit cell. This structure is described in group theory terms by the
point group Oh (m3¯m). It is the group of highest symmetry and is centrosymmetric.
Therefore, the crystal is invariant under inversion of space and, which is equivalent
to this statement, parity is strictly a good quantum number. The topmost valence
Figure 5.1: (a) Band structure and symmetries of Cu2O at the Γ -point. (b) Cu2O unit cell.
bands and lowest conduction bands of the band structure of Cu2O close to the Γ -point
are shown in Fig. 5.1. As their maximum and minimum are at the same k-point,
Cu2O is a direct semiconductor. In contrast to many other semiconductor materials,
the valence and conduction bands in Cu2O originate from orbitals of the same atom
species, namely from copper 4S and 3D orbitals, respectively. Bands are labelled with
Γxi , with x referring to the band's parity and i giving the irreducible representation in
terms of group theory, Sec. 2.6. Four band gaps with energies between 2.17  2.75 eV
are deﬁned, each of which is associated with an exciton series. The focus of this section
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is put to excitons of the yellow series. Starting by investigation of the 1S exciton state
of the yellow series, the measurement technique with femtosecond pulses, as described
in Sec. 4.2, is presented. In a second step, excitons of higher principal quantum number
n are studied. The eﬀects of internal local strain on the 1S resonance and of external
magnetic ﬁelds on the higher n states are examined for a set of samples. Insight into
mechanisms leading to SHG on the resonances is gained by application of group theory.
5.1 1S exciton
The yellow exciton series' 1S state needs special treatment, as it exhibits a radius of
only 10 Å which is only about twice the unit cell size of 4 Å [48]. Therefore, central
cell corrections to the 1S binding energy become necessary [49]. Instead of a Rydberg
energy of 92 meV [46] as implied by the higher n states, the 1S binding energy, i.e. the
diﬀerence between band gap energy and 1S resonance, is about 150 meV [50].
Figure 5.2: (a) SHG spectrum of the 1S exciton at 2.0328 eV for kω ∥ r111s shown by the
black line and (b) its close-up. The inset in (a) depicts the SHG rotational anisotropy of the
1S resonance. Filled black and open red dots mark polarization dependences for the geometries
Eω ∥ E2ω and Eω K E2ω. The frequency doubled laser spectrum is shown by the blue line.
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Another implication of this relatively small radius is that the 1S exciton is spread in
k-space over half the Brillouin zone of Cu2O. This might leads to symmetry deviations
from the original exciton symmetry and could allow for new SHG contributions.
In Fig. 5.2(a), the SHG signal upon fs-exciation on the 1S resonance in sample #2A
for light k-vector along the crystal [111] direction and polarization parallel to [112¯] is
shown (black line). It appears at E1S  2.0328 eV which is in accordance with litera-
ture values. To emphasize the remarkably small 1S linewidth despite the broad band
femtosecond laser excitation, the laser spectrum, after doubling its frequency by a BBO
crystal, is shown (blue line). By detecting the SHG signal with the Acton monochro-
mator (see TABLE 3.1) and the 20 µm-pixel CCD camera, a FWHM of 100 µeV of
the 1S resonance is achieved [Fig. 5.2(b)]. An enhancement of resolution is possible by
choosing a monochromator of higher resolution and a CCD of smaller pixel size. The
1S line was previously measured with a linewidth of 1 µeV [51]. The inset in Fig. 5.2(a)
shows the rotational anisotropy of the 1S resonance for parallel (ﬁlled black dots) and
crossed (open red dots) conﬁguration. The angle dependence will be analysed in detail
in Sec. 5.3.
5.2 Higher n exciton states
Exciton states of increasing principal quantum number n exhibit a decreasing binding
energy and are therefore located closer to the band gap energy of Cu2O (2.17 eV)
[46]. For two-photon excitation of the exciton states the femtosecond laser photon
energy is set to Eω  1.082 eV (1146 nm). The experimental result for Cu2O (sample
H24) with the light k-vector parallel to [111] crystal direction is shown in Fig. 5.3. In
panel (a), the SHG spectrum for 2.13  2.18 eV is plotted in red and compared to a
whitelight transmission spectrum in black. Panel (b) is a close-up of the energy range
of 2.160  2.173 eV. The SHG spectrum was measured within 5 min by the newly
introduced method of femtosecond spectroscopy. By scanning with nanosecond pulses,
the detection of such a spectrum would have taken more than an hour. Comparison
of peak energies with [46, 49] allows to assign exciton states up to n  9. Although
being aware of the fact that S- and D-excitons are mixed states by the Hd term [50],
resonances are labelled solely by S or D, depending on the main contribution of either
S- or D-wave function.
White light transmission and SHG show complementary results. In white light
transmission, one-photon dipole allowed odd-parity P-excitons are resolved, while in
SHG two-photon dipole allowed even-parity S- and D-excitons are the most intense
resonances. Still, there are indications of some of the P-excitons, e.g. the 2P, present.
As will be discussed in the next section, the SHG processes for even- and odd-parity
excitons contain one quadrupole transition each. From this point of view, they should
feature similar intensities. However, the ratio of the susceptibility tensors for the n-th
S- and P-excitons are expected to be proportional to the P-exciton binding energy to
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Figure 5.3: SHG spectrum (red) of Cu2O (sample #24) measured in the E
ω ∥ E2ω ∥ r112¯s
conﬁguration with the photon energy of the fundamental laser set to 1.082 eV and resonant
white light transmission spectrum (black), both for kω ∥ r111s. (a) Energy range from the
n = 2 exciton up to more than the band gap of 2.17208 eV [46]. Left inset shows the 2S and 2P
resonances, enlarged by a factor of 50. (b) Close-up of the SHG spectrum with an enlargement
factor of 10.
the Cu2O band gap energy [52], i.e.:
χnP
χnS
9 E
bind
nP
ECu2Og
. (5.1)
As this ratio is proportional, it can only be proved by comparing the intensities of S-
and P-excitons of diﬀerent n. To do so, more pronounced SHG P-exciton resonances
would be necessary than in Fig. 5.3.
Examples of rotational anisotropies for the 2P and 3S resonances are plotted in
Fig. 5.4. Both show mainly sixfold shapes for Eω ∥ E2ω and Eω K E2ω. These results
are simulated by a group theory approach in the next section. Selection rules are derived
and calculations discussed.
5.3 Exciton symmetry selection rules
Selection rules are derived by a group theory ansatz. The irreducible representations,
Γi, assigned to excitons and calculations performed on them can be found in the tables
in Koster et al. [33]. A thorough calculation with explanations, starting from the very
beginning with electron quantum numbers, is given in the Appendix B.
The symmetries of diﬀerent excitons, labelled by their envelopes, are deduced by
Eq. (2.29). As shown in Fig. 5.1(a), the conduction band and valence band of the
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Figure 5.4: SHG rotational anisotropies in sample #2 of (a) 2P exciton resonance and (b) 3S
exciton resonance. Solid (black) and open (red) circles represent data for the Eω ∥ E2ω and
Eω K E2ω conﬁgurations, respectively.
yellow exciton series posses Γ 6 and Γ
 
7 symmetry, respectively. The envelope of an
S-exciton is represented by Γ 1 symmetry, that of a P-exciton by Γ

4 . Therefore, the
exciton symmetries are:
ΓS  Γ 6 b Γ 7 b Γ 1  Γ 2 ` Γ 5 , (5.2)
ΓP  Γ 6 b Γ 7 b Γ4  Γ5 `

Γ2 ` Γ3 ` Γ4 ` Γ5
	
. (5.3)
Those symmetries printed in red correspond to para-excitons which are entirely triplet
states and are spin forbidden to all orders. They are not considered here. In the
Appendix B, the derivation of the spin of states is presented.
One- and two-photon operators in dipole and quadrupole order in the point group
Oh are represented by:
one photon, dipole : Γ4 , (5.4)
one photon, quadrupole : Γ 3 ` Γ 5 , (5.5)
two photons, dipole-dipole : Γ 1 ` Γ 3 ` Γ 4 ` Γ 5 , (5.6)
two photons, dipole-quadrupole : Γ2 ` Γ3 ` Γ4 ` Γ5 . (5.7)
Possible transitions are obtained strait forwardly by comparing the symmetries of
photon operators and exciton states. An even parity S-exciton state of Γ 5 symmetry
is two-photon dipole allowed. To observe SHG, one photon of the same symmetry as
the exciton has to be emitted, too. Therefore, as Shen et al. [47] showed, only emission
of one photon in quadrupole order is allowed. Here, also P-excitons are present in
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the SHG spectrum. Their appearance is explained by group theory by a change in the
mechanism. Due to their odd envelope parity, P-excitons have odd parity in total. Two-
photon excitation of a Γ4 symmetry exciton is still possible if one photon is considered
to be in quadrupole order (see Eq. 5.7). In contrast to S-excitons, one photon in dipole
order can be emitted. Both mechanisms are compared in Fig. 5.5. After all, symmetry
is only a necessary condition to observe a resonance and does not tell anything about
exciton energies.
Figure 5.5: Sketch of resonant SHG processes for (a) the even- and (b) odd-parity exciton
states in Cu2O of the point group Oh.
To gain further insight into the symmetries of the states and to simulate the rota-
tional anisotropies, it is necessary to calculate the components of the irreducible repre-
sentations. With the use of the tables of Koster et al. [33], the polarization dependence
of the SHG signals for linearly polarized light is determined. Relevant deﬁnitions of
directions and angles, as shown in Fig. 3.2, are given below.
The ingoing photons are described by their wave vector kω and polarization Eω.
The polarization components u, v and w depend on the incoming polarization angle ψ.
Emitted photons have wave vector k2ω with components kx, ky and kz and polarization
E2ω. The polarization components m, n and o depend on the outgoing polarization
angle φ.
Eω 

upψqvpψq
wpψq

, E2ω 

mpφqnpφq
opφq

, k2ω 

kxky
kz

. (5.8)
Note, that kω and k2ω are parallel and k2ω is twice as large as kω. The absolute length
of the kiω can be neglected in the calculations. Therefore, the ki are unit direction
vector components.
An S-exciton can be excited by two photons in dipole order. The operator OTPDD
resulting from Eωpψq bEωpψq  Γ4 b Γ4 Ñ Γ 5 is given explicitly by:
OTPDDpEωq 
?
2

vpψqwpψqupψqwpψq
upψqvpψq

. (5.9)
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The operator OQ for the emitted photon in quadrupole order (kωbEωpψq  Γ4 bΓ4 Ñ
Γ 5 ) forms to:
OQpk2ω, E2ωq  1?
2

 kyopφq   kznpφqkzmpφq   kxopφq
kxnpφq   kympφq

 qω. (5.10)
SHG signal is only present if both processes, the two-photon absorption and the one-
photon emission, address the same exciton component for the same polarization angles ψ
and φ. The intensity of the SHG signal from even-parity excitons, I2ωeven, is proportional
to the square of the product of the operators OTPDD and OQ:
I2ωeven9|OTPDD OQ|2. (5.11)
In case odd-parity states are considered, the operators needed are OTPDQ for two-
photon exciation by dipole and quadrupole and OD for emission of one dipole:
OTPDQpEω, qωq  1?
2

vpψqqzpψq   wpψqqypψqwpψqqxpψq   upψqqzpψq
upψqqypψq   vpψqqxpψq

, (5.12)
ODpE2ωq 

mpφqnpφq
opφq

. (5.13)
The intensity of the SHG signal from odd-parity excitons, I2ωodd, is proportional to the
square of the product of the operators OTPDQ and OD:
I2ωodd9|OTPDQ OD|2. (5.14)
The two conﬁgurations Eω ∥ E2ω and Eω K E2ω can be realized by setting ψ  φ and
introduce an oﬀset φ  ψ   90, respectively.
In the next step, the rotational anisotropy for light vector k along the crystal [111]-
direction is calculated. The components of Eω, E2ω and k in Eq. (5.8) are:
Eωpφq  E2ωpφq  1?
6

cospφq 
?
3sinpφq
cospφq   ?3sinpφq
2cospφq

, kω  1?
3

11
1

. (5.15)
The resulting polarization angle dependent intensities for the conﬁgurations Eω ∥ E2ω
and Eω K E2ωare:
I2ω∥ 9cos2p3φq, (5.16)
I2ωK 9sin2p3φq. (5.17)
There is no diﬀerence in the angle dependence between even- and odd-parity states for
I2ω∥ and I
2ω
K in absence of external ﬁelds.
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5.4 Circular polarization
Usually, SHG spectra, in the absence of magnetic ﬁelds, are measured with linearly
polarized light for excitation and emission. Those measurements are extended by spectra
with circularly polarized photons for excitation and detection with light k-vector parallel
to [111]. Therefore, the half-wave plates in the setup, Fig. 3.1, are replaced with quarter-
wave plates.
In Fig. 5.6, spectra are shown for linear polarization (as before) and for all com-
binations of circular polarization for incoming and outgoing photons. The spectra are
Figure 5.6: Polarization dependence of SHG spectra in Cu2O (sample #2) for k
ω ∥ r111s.
The linear polarization setting is Eω ∥ E2ω ∥ r112¯s. For the low energy side the central laser
energy is set to 1.073 eV and for the high energy side to 1.082 eV. The spectra are normalized
to the maximum SHG intensity in linear polarization (at 2P for left side and at 3S for right
side). Note the multiplication factor of 25 for the weaker signals on the left side.
divided at 2.152 eV (dashed vertical line) and the weaker signals on the left side mul-
tiplied by a factor of 25. Whereas there is no signal for exciation and detection of
the co-circular polarization, signal is higher than with linear polarized light for crossed
alignment of excitation and detection polarization.
For circular polarized light the same formulas can be applied as for linear polarized
light, Eqs. (5.9 - 5.13). It is necessary to introduce for any arbitrary k direction two
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orthogonal vectors dpx,y,zq and epx,y,zq as basis vectors for the complex polarization
vectors σ px,y,zq and σpx,y,zq [53]. The result is:
k 

kxky
kz

, d 

 1 k
2
x{p1  kzq
kxky{p1  kzq
kx

, e 

kxky{p1  kzq1 k2y{p1  kzq
ky

. (5.18)
From these orthogonal polarization vectors the circular polarization vectors are deﬁned
as:
σ   d i  e?
2
and σ  d  i  e?
2
. (5.19)
The SHG signals for the diﬀerent polarization combinations of ingoing and outgoing
photons are thus given by:
I2ωRR, even 9 |OTPDDpσ q OQpσ q|2, (5.20)
I2ωRL, even 9 |OTPDDpσ q OQpσq|2, (5.21)
I2ωRR, odd 9 |OTPDQpσ q ODpσ q|2, (5.22)
I2ωRL, odd 9 |OTPDQpσ q ODpσq|2. (5.23)
The results for kω ∥ r111s are summarized in Table 5.1 Four conﬁgurations of circularly
Table 5.1: Relative intensities for linearly and circularly polarized SHG signals in Cu2O for
kω ∥ r111s.
in/out lin/lin σ /σ  σ/σ σ /σ σ/σ 
Oh even 1/18 0 0 1/9 1/9
Oh odd 2/9 0 0 4/9 4/9
polarized light, labelled by the polarization of "in/out", can be examined. Obviously,
SHG is forbidden for the co-circular polarization conﬁgurations σ {σ  and σ{σ,
but allowed for the crossed-circular polarizations σ {σ and σ{σ . For the allowed
conﬁgurations the intensity of the circularly polarized SHG is by a factor of 2 larger than
for linearly polarized light. This is valid for both, even and odd parity exciton states.
These calculations ﬁt perfectly the measurement results and are a direct consequence
of the crystal structure and k-direction. For kω ∥ r111s the symmetry operations of the
point group C3v leave the k-vector invariant. Therefore, the magnetic quantum number
of the photons is conserved under modulo 3, i.e. 2  	1. The sum of two photons of
1 can excite a state of 	1 which ﬁnally emits a photon of corresponding polarization.
5.5 SHG on the 1S exciton in symmetry forbidden crystal
directions
Measurements in the last section were focussed on the kω ∥ r111s direction and excitons
with principal quantum number n ¥ 2. This section deals exclusively with the 1S
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ortho exciton and the experimental ﬁnding of SHG signals on this resonance for light
incident along forbidden crystal directions (e.g. kω ∥ r1¯10s and [001]). These directions
are called forbidden because, according to Eqs. (5.9 - 5.11), no signal is expected by
symmetry considerations. Furthermore, in SHG allowed crystal directions (e.g. [112¯]
and [111]) the rotational anisotropies show deviations from the calculated results.
In a previous experiment on time-resolved two-photon emission [54] a similar obser-
vation was made. After resonant quadrupole excitation of a 1S component, a delayed
signal from an orthogonal 1S component was detected. These ﬁndings were explained
by relaxation processes between exciton components. By measuring SHG the situation
is diﬀerent. The exciton-polariton is excited resonantly by two photons through dipole
transitions at smaller wave vector (due to smaller refractive index at half the photon en-
ergy) and lower energy (due to spatial dispersion) than the previous resonant excitation
by a one-photon quadrupole transition.
In the experiments, Cu2O samples of diﬀerent orientation and thickness are used
whose parameters are given in Table 5.2.
Table 5.2: List of studied Cu2O crystals and their parameters.
sample kω ∥ r...s thickness (µm)
#34 [001] 264
#33 [001] 45
#13 [1¯10] 252
#29 [112¯] 95
#2A [111] 3874
#2B [112¯] 5103
5.5.1 Experimental results
In Fig. 5.7, the spectral range of the yellow exciton series, 2.032  2.175 eV, is shown
with a break from 2.034 to 2.148 eV. Exciton resonances are marked with their principal
quantum number and main orbital angular momentum contribution to the envelope
[46]. The resonance at 2.155 eV, labelled as 1Sg, is the 1S exciton of the green series,
following the assignment of [49]. Spectra and SHG polarization dependences for an
allowed orientation ((a) kω ∥ r112¯s) and a forbidden orientation ((b) kω ∥ r001s) are
presented. For kω ∥ r112¯s SHG is allowed and, just as in Sec. 5.2, resonances of S- and
D-excitons of the yellow series appear. The polarization dependences for the 1S and
3S excitons, however, show clear diﬀerences, which gives already evidence for diﬀerent
SHG mechanisms for the 1S and the higher resonances. For the forbidden orientation
kω ∥ r001s only the 1S resonance of the yellow series is present in the SHG spectrum,
while the resonances with higher n are absent in accordance with symmetry analysis.
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Figure 5.7: SHG spectra of Cu2O for (a) sample #29 with k
ω ∥ r112¯s and (b) sample #34 with
kω ∥ r001s. The laser photon energy is set to 1.016 eV for the 1S resonance and to 1.082 eV
for the higher exciton resonances. Note the diﬀerent low and high energy scales divided by
break lines. The energy range around the 2S exciton is not shown here. Exciton line intensities
in the higher energy range are enlarged by a factor of 10 to meet the intensity of the 1S line
((a), (b)). The SHG peak intensities are not normalized to the laser spectrum (indicated by
the grey shaded area). Insets in panel (a) show SHG rotational anisotropies of the 1S and 3S
excitons and in panel (b) for the 1S exciton. The other high n excitons show the same rotational
anisotropies as the 3S exciton. Filled black and open red circles represent data for the Eω ∥ E2ω
and Eω K E2ω conﬁgurations, respectively.
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In Fig. 5.7(a), the linewidth of the yellow 1S resonance has a full width at half
maximum (FWHM) of 100 µeV being limited by the setup spectral resolution. Two-
photon absorption experiments determined in similar Cu2O samples a 1S linewidth of
about 1 µeV [51]. All other exciton resonances have larger linewidths not limited by
the setup, e.g. the 3S resonance has a FWHM of 290 µeV.
In Fig. 5.8, the rotational anisotropies of the 1S exciton for two allowed and two
forbidden crystal directions are shown. SHG signal intensities in forbidden and allowed
directions are of the same order of magnitude, but angular dependencies are quite
diﬀerent.
Figure 5.8: SHG rotational diagrams of 1S exciton at 2.0328 eV in four crystal directions: (a)
and (b) refer to results in allowed directions, whereas (c) and (d) refer to forbidden directions.
Filled black and open red dots refer to parallel respectively perpendicular polarizations of in-
and outgoing photons. Sample numbers are given by #number.
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From linear spectroscopy it is well known for Cu2O that strain-induced eﬀects play
a crucial role and were reported in Refs. [51, 55]. Strain parameters were investigated
experimentally in Ref. [56] and theoretically in Ref. [57]. As the samples are mounted
strain-freely, as described in detail in Ref. [51], internal local strain [58] is suggested to
be the reason of symmetry breaking and the observation of unexpected SHG signals.
To test this hypothesis, spatially-resolved SHG of the yellow 1S resonance at 2.0328 eV
is measured. In order to illustrate the local dependence of the SHG signals on sample
position, a 7 magnifying telescope instead of the focusing lens of the laser on the
sample is used. Thus a large part of the sample is illuminated. The cross section of the
sample is mapped to the CCD chip by opening the monochromator slit to 3 mm and
setting its grating to zero order. Therefore, all light is reﬂected without dispersion by
the grating to the CCD camera.
SHG signal of the whole sample area 3  3 mm2 (sample #13 with k ∥ r1¯10s) is
shown in Fig. 5.9. The colormap corresponds to SHG intensity. Two SHG spots on the
sample, denoted by a and b, are chosen and their rotational anisotropies are plotted in
Fig. 5.10. As it will be shown by model analysis in Sec. 5.5.4, the appearance of SHG
signal for kω ∥ r1¯10s, and the diﬀerences in polarization dependences at various spots
are induced due to local strains of diﬀerent amplitude and orientation.
Figure 5.9: Spatially resolved 1S SHG image of the sample #13 in a forbidden orientation
(kω ∥ r1¯10s) at 2.0328 eV. Observed SHG signals are induced by local strains. The area shown
corresponds to 33 mm2. At spots a and b rotational anisotropies are measured for comparison
and shown in Fig. 5.10.
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Figure 5.10: SHG rotational anisotropies of the yellow 1S exciton at 2.0328 eV of spots a and
b of the sample #13 with kω ∥ r1¯10s as marked in Fig. 5.9. Filled black and open red dots
mark data points of parallel and crossed conﬁgurations, respectively.
To prove the assumption of local strain as SHG origin and gain insight into the
strain parameters, such as the strain tensor components, the experimental rotational
anisotropies are simulated in the successive sections. The model and ﬁtting procedure
are described below.
5.5.2 Theory of SHG in forbidden crystal directions
In this section, the derivation of polarization dependences, as outlined in Sec. 5.3, is
extended, to include strain induced perturbations and also band structure higher order
eﬀects. It explains the experimental ﬁndings of unexpected SHG by the presence of
residual strain in the Cu2O samples.
More speciﬁcally, the formalism includes the k-dependent splitting of the 1S longitu-
dinal and transversal components, which is explained as an eﬀect of the band structure
in Ref. [58]. It also considers the mixing of these components by local strain. First,
the main concepts are presented in four steps that are needed for the simulation of
experimental results in Sec. 5.5.3.
Photon operators For the analysis of SHG signals on exciton resonances the deﬁni-
tions in Eqs. (5.8  5.11) are used for the polarizations of the incoming and outgoing
photons. As a result, the intensity of the SHG signal is given by:
I2ω9|pOTPDD OQq|2. (5.24)
If Eq. (5.24) is calculated for laser light with kω along diﬀerent crystal directions, SHG
is expected only for low symmetry crystal directions as e.g. [111] and [112¯], while it is
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forbidden for kω ∥ r001s and r1¯10s. Therefore, modiﬁcation of Eq. (5.24) is necessary to
explain the experimental results for the 1S exciton in both, the allowed and forbidden
directions.
k2-dependent splitting of the 1S exciton The 1S orthoexciton is known for a small
wave vector dependent splitting of its longitudinal and transversal components showing
up in high resolution transmission measurements [51]. This splitting is explained by a
coupling between the Γ 7 and Γ
 
8 valence band leading to an anisotropic exciton mass of
the three exciton states [58]. It was shown in Ref. [51] that the splitting for one-photon
excitation can be consistently described by two parameters∆3=-1.3 µeV and∆5=2 µeV.
Calculations by Schweiner et al. [58] yield the slightly diﬀerent values ∆3=-1.45 µeV and
∆5=1.96 µeV.
For two-photon excitation, however, 2kω   k0 (wave number at one-photon reso-
nance). From the polariton dispersion ∆3,p5q

k2ω
	
 0.8∆3,p5q pk0q is estimated, which
are the values used in the following calculations. The k2 matrices J3 and J5 are given
in Refs. [51, 58]:
J3  ∆3

3k
2
x  k2 0 0
0 3k2y  k2 0
0 0 3k2z  k2

 (5.25)
and
J5  ∆5

 0 kxky kxkzkxky 0 kykz
kxkz kykz 0

. (5.26)
From these matrices one can, on the one hand, determine the modiﬁcation of the exciton
states by the k2 term and, on the other hand, also the impact on the photon operators
determining the SHG. From the structure of the matrices, it is obvious that J3 shifts the
exciton components in energy, leading to a splitting, but does not induce state mixing.
Consequently, also the components of the photon operators remain unconnected when
J3 acts on them.
Mixing can be achieved through J5 which depends, however, strongly on the di-
rection in k-space. Along the SHG-forbidden direction [001] it is suppressed, whereas
along [1¯10], the transverse components of the photon operators along x and y remain
disconnected from the longitudinal component along z. The consequences for SHG will
be discussed below. Along the directions of even lower symmetry, for which SHG is
allowed anyway, J5 modiﬁes the mixing of the photon operator components involved in
the process.
Strain tensors The strain is described by matrices M3 and M5 of the same structure
as J3 and J5 in Eqs. (5.25) and (5.26). The uniaxial strain that can lift the degeneracy
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of states without mixing them is given by M3,
M3  δ3

ϵx 0 00 ϵy 0
0 0 ϵz

 (5.27)
with ϵi  3ϵ2ii  13pϵ2xx   ϵ2yy   ϵ2zz).
Matrix M5 represents the shear strain which can mix exciton components,
M5  δ5

 0 ϵxy ϵxzϵxy 0 ϵyz
ϵxz ϵyz 0

. (5.28)
ϵij 's are the strain tensor components. For the deformation potentials δi, values given
in Ref. [59] are used for the uniaxial strain δ3  0.29 eV and shear strain δ5  0.18 eV.
Summarizing these additional factors, a splitting of the exciton components can be
induced by the strain and the k2 term, as schematically shown in Fig. 5.11(b). It is,
however, a priori not possible to estimate whether one eﬀect dominates the other or
one eﬀect can be treated as a small perturbation compared to the other. Therefore, the
sum matrix S, Eq. (5.29), of both needs to be diagonalized
S  J3   J5  M3  M5. (5.29)
Figure 5.11: General splitting of the exciton
components. (a) Unperturbed exciton states
Ex,y,z. (b) New exciton eigenstates E1,2,3,
split in energy and mixed by the k2 and strain
terms.
Turning to the impact on SHG, gen-
erally, S can couple the components x, y
and z of the two-photon excitation opera-
tor OTPDD, Eq. (5.9). This coupling results
in new components x1, y1 and z1 of O1TPDD
allowing for new SHG contributions,
O1TPDD  S OTPDD. (5.30)
Calculation of strain induced SHG
Considered are only the three 1S orthoex-
citon components of Γ 5 symmetry. The
ﬁrst requirement for strain induced SHG
is the two-photon excitation of components
mixed by the strain. In a second step, emission by one photon in quadrupole order
has to be allowed to observe SHG signal. Therefore, in Eq. (5.31), SHG including both
strain and band eﬀects is calculated by
I2ωperturb9|O1TPDD OQ|2. (5.31)
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The scalar product in Eq. (5.31) with the components of O1TPDD, di and those of OQ,
qj , needs further investigation to work out the theoretical concept. It is given by
d1d2
d3



q1q2
q3

 d1q1   d2q2   d3q3 : a1   a2   a3. (5.32)
Thus, the SHG intensity, i.e. the square of Eq. (5.32), can be divided into two parts,
pa1   a2   a3q2  pa21   a22   a23qlooooooomooooooon
I2ω
add
  2pa1a2   a2a3   a1a3qlooooooooooooomooooooooooooon
I2ω
int
. (5.33)
The ﬁrst three terms are insensitive to the relative phases as each component is squared
by itself. The second part depends on the relative phases of the three components
and their interferences. In general, all components will contribute to SHG. However, if
the exciton level splittings induced by the k2 and strain tensor components exceed the
exciton linewidths, the interference term vanishes.
The total (normalized) SHG signal can thus be decomposed in the following way
using the scaling parameters a and b, with a  b  1:
I2ωSHG  a I2ωadd   b I2ωint . (5.34)
The ﬁtting result for the scaling parameters a and b allows to determine the ratios of
both contributions.
5.5.3 Modeling
In this section, the results of the simulations for the four crystal directions studied
experimentally on the yellow 1S exciton resonance are presented, considering ﬁrst the
directions along which SHG is nominally forbidden before turning to the SHG-allowed
cases.
SHG for kω ∥ [001] The ﬁrst crystal direction, which is of highest symmetry of the
four directions investigated here, is kω ∥ r001s. For this crystal orientation the exciton
components are oriented along
z 

00
1

 , x 

10
0

 , y 

01
0

. (5.35)
The polarization of the ingoing photons is as follows:
Eω 

cosψsinψ
0

. (5.36)
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The two-photon operator according to Ref. [33] is given by
OTPDDpEωq  1?
2

 00
sinp2ψq

. (5.37)
Subsequent emission by the quadrupole operator OQ, Eq. (5.38), is only possible from
the x and y components of the exciton.
OQpk2ω,E2ωq  1?
2

sinφcosφ
0

. (5.38)
Because both operators [Eqs. (5.37) and (5.38)] address diﬀerent exciton components,
no SHG is expected along this high symmetry direction according to Eq. (5.24) in the
unstrained crystal.
If only the k2 terms [Eqs. (5.25) and (5.26)] are considered, the J3 matrix partially
lifts the exciton degeneracy. The two transverse exciton components remain degenerate
and are split from the longitudinal component [51, 58]. The J5 matrix vanishes for the
kω ∥ r001s orientation so that it does not lead to state mixing required for SHG.
Finally, it is accounted for the inﬂuence of strain. Applying the matrix S [Eq. (5.29)]
to the excitation operator OTPDD, it is transformed into O1TPDD [Eq. (5.30)] with the
components,
x1  δ5ϵxz  z,
y1  δ5ϵyz  z, (5.39)
z1  p2∆3   δ3ϵzq  z.
Now, SHG becomes obviously allowed as the only component z that can be excited by
two photons is coupled by strain to the components x1 and y1 from which quadrupole
emission is possible. Through measuring the SHG, one may assess the shear strain
components ϵxz and ϵyz, while other strain components remain unknown.
In Fig. 5.12, measurements on two samples (#34 and #33) with kω ∥ [001] and
corresponding ﬁts with Eq. (5.34) to the data are presented. The anisotropy diagram
of sample #34 [Fig. 5.12(a)] reveals a fourfold symmetric signal. The ﬁt is performed
with the parameter values given in Table 5.3. Despite the same orientation of sample
#33, shown in Fig. 5.12(b), the rotational diagram has a diﬀerent shape as compared
to #34 [Fig. 5.12(a)].
The ﬁts indicate that the exciton states have a large splitting compared to their
linewidths so that the interference terms are weak as a " b. The shear strain, which is
the origin of this SHG, is much larger for sample #34 than for #33, despite its higher
symmetry pattern.
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Figure 5.12: Experimental data and simulation of the anisotropies for the 1S exciton (kω ∥
[001]) of (a) sample #34 and (b) sample #33. Filled black and open red dots mark data points
of polarization dependences for the geometries Eω ∥ E2ω and Eω K E2ω. Grey and red shaded
areas show the results of ﬁts to the data.
Table 5.3: Simulation ﬁt parameters (ϵi and ϵij given in units of

106

) for samples #34 and
#33, according to Eq. (5.34). Entries (-) indicate that this parameter can not be obtained in
this kω direction.
sample a b ϵx ϵy ϵz ϵxy ϵxz ϵyz
#34 0.98 0.02 - - - - 23 10
#33 0.73 0.27 - - - - -2.4 -2.4
SHG for kω ∥ [1¯10] For kω ∥ r1¯10s the corresponding crystal directions are as follows:
z  1?
2

11
0

, x 

00
1

, y  1?
2

11
0

. (5.40)
The polarization of the photons is given by
Eω  1?
2

 sinψsinψ?
2 cosψ

. (5.41)
Therefore, the operators for excitation and emission are given by
OTPDDpEωq 

cosψ sinψcosψ sinψ
1?
2
sin2ψ

, (5.42)
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and
OQpk2ω,E2ωq  1
2

 cosφcosφ
0

. (5.43)
For this kω direction the combined action of the J3 and J5 matrices completely lifts
the degeneracy of the exciton components. Still, SHG remains impossible without
strain as the longitudinal and transversal components remain independent. SHG is
induced also here by shear strain resulting in the required mixing. Since emission is not
possible through the z1 component in which ϵz exclusively appears, this strain parameter
cannot be evaluated in this geometry. However, the reduced symmetry compared to the
previous case gives access to all other strain components.
In Fig. 5.13, measurements on sample #13 with kω ∥ r1¯10s and corresponding ﬁtting
with Eq. (5.34) to the experimental data are shown.
Figure 5.13: Simulation and data of the anisotropies for the 1S exciton (kω ∥ r1¯10s) in sample
#13. Filled black and open red dots give data points of polarization dependences for (a) the
geometry Eω ∥ E2ω and (b) Eω K E2ω. Grey and red shaded areas show the result of the ﬁts
to the data.
The results from the ﬁtting procedure for the parameters are summarized in Ta-
ble 5.4. Remarkably, a and b are of the same order of magnitude so that the interference
term I2ωint is as important as the one from the individual components I
2ω
add. The uniaxial
and shear strain parameters are of comparable magnitude, ranging from a few to more
than ten 106.
Table 5.4: Simulation ﬁt parameters (ϵi and ϵij given in units of

106

) for sample #13,
according to Eq. (5.34). Entries (-) indicate that this parameter can not be obtained in this kω
direction.
sample a b ϵx ϵy ϵz ϵxy ϵxz ϵyz
#13 0.46 0.54 -5.9 -1.9 - 14 4.9 2.7
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SHG for kω ∥ [112¯] For kω ∥ r112¯s the corresponding crystal directions are as follows:
z  1?
6

 11
2

, x  1?
2

11
0

, y  1?
3

11
1

. (5.44)
This direction diﬀers from the previous ones because here SHG is allowed already with-
out strain. Therefore, I2ω in Eq. (5.24) does not vanish. Still, the orthoexciton states
are mixed and shifted by k2 terms and strain leading to a modiﬁed SHG signal. This is
adequately described by I2ωadd and I
2ω
int .
The polarization of the photons is given by
Eω  1?
3



b
3
2cosψ   sinψb
3
2cosψ   sinψ
sinψ

. (5.45)
The operators for excitation and emission are as follows:
OTPDDpEωq  1
3

 sinψp
?
3 cosψ  ?2 sinψq
sinψp?3 cosψ  ?2 sinψq
p1  5 cosp2ψqq{2?2

, (5.46)
and
OQpk2ω,E2ωq  1
6


?
6 cosφ sinφ?
6 cosφ sinφ
2 sinφ

. (5.47)
Along this low symmetry direction, both the k2 and the strain contributions to S mix
all three exciton components and modify the SHG. As a consequence, the rotational
anisotropy patterns should give insight into all components of the strain tensor. The
measured data and the corresponding ﬁts are shown in Fig. 5.14 and compared to the
simulation of the expected anisotropies in the absence of local strain. The parameters
from the ﬁts are given in Table 5.5.
Table 5.5: Simulation ﬁt parameters (ϵi and ϵij given in units of

106

) for sample #29,
according to Eq. (5.34).
sample a b ϵx ϵy ϵz ϵxy ϵxz ϵyz
#29 0.87 0.13 2.1 2.0 -1.4 -1.3 0.14 -0.24
For the studied sample, interference eﬀects are of minor relevance due to a rather
large exciton level splitting. The strain components are of comparable magnitude with
a few parts per 106. The comparison to the case of strain-free SHG shows particularly
pronounced deviations, namely, six lobes instead of four lobes in the geometry Eω ∥ E2ω.
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Figure 5.14: Simulation and data of the anisotropies for the 1S exciton in sample #29
(kω ∥ r112¯s). Filled black and open red dots give data points of polarization dependences
for (a) the geometry Eω ∥ E2ω and (b) Eω K E2ω. Grey and red shaded areas show the result
of the ﬁts to the data. In (c) and (d), the parallel and perpendicular geometries, respectively,
are simulated in the absence of local strain, according to Eq. (5.24).
SHG for kω ∥ [111] This k-direction is similar to kω ∥ r112¯s since all three terms
of Eq. (5.34) are allowed. For kω ∥ r111s, the corresponding crystal directions are as
follows:
z  1?
3

11
1

, x  1?
6

 11
2

, y  1?
2

11
0

. (5.48)
The polarization of the photons is given by
Eω  1?
2


1?
3
cosψ  sinψ
1?
3
cosψ   sinψ
 2?
3
cosψ

. (5.49)
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Therefore, the operators for excitation and emission are as follows:
OTPDDpEωq 
?
2
3


cosψ

cosψ ?3 sinψ
	
cosψ

cosψ  ?3 sinψ
	
p1  2 cosp2ψqq{2

, (5.50)
and
OQpk2ω,E2ωq  1
6

cosφ 
?
3 sinφ
cosφ?3 sinφ
2 cosφ

. (5.51)
Measured data and best ﬁts for a sample #2A with kω ∥ r111s are depicted in Fig. 5.15.
In addition, simulated anisotropies in the absence of local strain are shown. Parameters
from the ﬁt are listed in Table 5.6. As in sample #29 with kω ∥ r112¯s, the contribution
a dominates due to rather large energy-level splitting. The interference is of minor im-
portance. In contrast to the previous case, the local strain does not lead to fundamental
changes in the SHG pattern appearance, but inﬂuences mostly the intensity values along
the diﬀerent directions.
Table 5.6: Simulation ﬁt parameters (ϵi and ϵij given in units of

106

) for sample #2A,
according to Eq. (5.34).
sample a b ϵx ϵy ϵz ϵxy ϵxz ϵyz
#2A 0.79 0.21 -5.0 -2.0 -1.4 0.02 0.28 0.37
5.5.4 Discussion
After analyzing and ﬁtting the SHG signal in two forbidden and two allowed crystal
directions, some details and implications are discussed. By the ﬁtting, the strain tensor
components ϵi and ϵij have been determined. However, along the two high symmetry
directions the parameter set is incomplete, whereas for the low symmetry directions all
parameters are known. For the case of kω along [111], the full matrix S in Eq. (5.29) can
be diagonalized. Its eigenvalues Ei give the energy shifts, induced by the k2 terms and
the strain, relative to the idealized situation with a degenerate orthoexciton state. The
new eigenvectors vi indicate the mixing strength of the original states. The eigenvalues
and eigenvectors for every sample are summarized in Table 5.7. From these data,
one can, in particular, reassess the importance of the interference term based on the
magnitude of the exciton level splitting compared to the 1S linewidth, which, so far,
was concluded indirectly only through the relative magnitude of a and b but now can
be quantiﬁed directly.
Despite the incomplete parameters' set, the case kω ∥ r001s for samples #34 and
#33 is considered for illustration, even though for these two samples the unknown strain
components might inﬂuence the energy splitting and level mixing. As discussed, v1 and
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Figure 5.15: Simulation and data of the anisotropies for the 1S exciton in sample #2A
(kω ∥ r111s). Filled black and open red dots indicate data points of polarization dependences
for (a) the geometry Eω ∥ E2ω and (b) Eω K E2ω. Grey and red shaded areas show the result
of the ﬁts to the data. In (c) and (d), the parallel and perpendicular geometries, respectively,
are simulated in the absence of local strain, according to Eq. (5.24).
v2 with their admixture of z are excited by two photons through this component and
emit by their components x and y. Eigenvector v3 is not involved in the SHG generation.
The energy splitting between v1 and v2 is of importance regarding their degree of
interference. According to the eigenvalues E1 and E2 for sample #34 (Table 5.7), the
splitting is 10 µeV. With the 1S linewidth of 1 µeV [51], it is obvious that both states
are suﬃciently split in energy to neglect interference. This is supported by the ﬁtting
result a  0.98, showing the large contribution of I2ωadd. In the case of sample #33, the
degree of mixing between z and the other two components is smaller, but still v1 and v2
contain an admixture of z. The splitting of these two eigenstates E1 and E2, is 4.5 µeV
so that interference may still play some role. The ratio of a and b suggests that one
quarter of the SHG signal originates from I2ωint .
For kω ∥ r1¯10s, sample #13, the new eigenvectors v1 and v3 have an admixture of
z that allows for quadrupole emission. According to the ﬁt, these are split in energy by
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Table 5.7: Eigenenergies Ei given in units of (µeV) and eigenvectors vi deduced from the
ﬁtting for all samples under investigation.
kω ∥ r...s [001] [1¯10] [112¯] [111]
sample #34 #33 #13 #29 #2A
E1 -5.8 -3.0 2.8 3.8 -7.3
E2 4.4 1.5 -1.3 -3.1 2.1
E3 1.5 1.5 0.72 2.0 -1.1
v1

0.240.04
0.72



0.010.01
0.98



0.450.20
0.35



0.510.49
0.00



0.960.03
0.01


v2

0.610.11
0.28



0.500.48
0.02



0.340.66
0.00



0.010.03
0.96



0.030.49
0.48


v3

0.150.85
0.00



0.490.51
0.00



0.210.14
0.65



0.480.48
0.04



0.010.48
0.51


2.1 µeV only so that the SHG signal shows almost equal contributions from I2ωadd and
I2ωint .
For the SHG allowed kω directions r112¯s and [111], the situation is more intricate.
The k2 and strain terms lead to new eigenvectors all of which resemble admixtures of
all three components. In both directions, therefore, all three exciton components can
be excited by two photons and can emit by a quadrupole order photon. Therefore, the
SHG contributions to I2ωadd and I
2ω
int can not be identiﬁed as clearly as for the a priori
SHG forbidden directions.
However, more insight can be achieved from the energy splittings. As an example,
sample #2A is discussed with kω ∥ r111s for which all strain tensor components ϵi and ϵij
are known from the ﬁt to the rotational anisotropies so that the diagonalization of matrix
S delivers the complete information. The relative splittings are about 9 µeV between
the two states 1 and 2, and 6 µeV between states 1 and 3, so that the corresponding
interferences can be neglected, whereas the one between state 2 and 3 (3.2 µeV) is of
importance.
Knowing all contributions to the k2 and strain terms in the matrix S in this case,
one can also separate them by hand in order to understand their inﬂuence on the exciton
level splitting. In Fig. 5.16, calculations for splitting by the k2 term alone are shown,
by the strain term alone and by including both factors. From this pattern, it becomes
clear that for this sample the strain being of the order of 106 is dominating the k2
terms which are of the order of a µeV. Deformation potential values propose that strain
components have to be below 106 to lead to comparable or smaller energy-level shifts.
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Figure 5.16: Energy splitting [µeV] of the three 1S orthoexciton components for kω ∥ r111s
by (a) the k2 term, (b) the strain term and (c) both the k2 and strain terms.
For this sample, the strain is a few 106 and thus is more important than the eﬀect of
the k2 terms. One also sees that the k2 and strain energy shifts do not simply add up
because the total shifts are smaller in magnitude than those by strain alone.
For sample #29, the three exciton states are distributed over an energy range of
about 7 µeV. It is slightly less than for sample #2A so that a similar situation concerning
the interference of the contributions from the diﬀerent states is expected. Adjacent
states overlap leading to slightly more enhanced interference, whereas the two outermost
states are almost independent.
After clarifying the unexpected SHG signals on the 1S resonance, the disappearance
of SHG from the higher-lying excitons along the symmetry forbidden directions even
though they are also exposed to strain is addressed. The diﬀerence between the 1S
exciton and excitons of higher principal quantum number n is explained by the ratios
of the energy splitting of the components and their lifetimes. A possibility to measure
the exciton lifetime in magnetic ﬁeld which does not depend on a high resolution will
be presented in Sec. 5.6. By k2 and strain, new two-photon dipole and one-photon
quadrupole allowed eigenstates are induced. The crucial point is the phase relation
between these states. In the moment of femtosecond excitation, no SHG can be observed
due to interference of the new eigenstates. After time t, the phase relation between the
new eigenstates at Ei  ℏωi and Ej  ℏωj has changed by |ωj  ωi|  t  ∆ω  t and
allows for detecting SHG. This change in phase is possible only if the lifetime τ of the
involved states is much longer than 1/∆ω. Therefore, the inequality,
τ ∆ω " 1 (5.52)
applies. From the 1S exciton linewidth of less than 1 µeV [51], its lifetime is calculated to
τ  2.1 ns. The k2 and strain energy splitting ∆ω from the ﬁts are 10 µeV, 4.5 µeV, and
2.1 µeV for samples #34, #33, and #13, respectively. These values are underestimated
as certain strain components are unknown for these k directions. Calculation of the
product τ ∆ω gives: 32, 14 and 7 for the three samples where, at least, the ﬁrst two can
be considered much larger than 1. Excitons of higher n reveal a much broader linewidth.
For the 3S resonance a width of 290 µeV [Fig. 5.7(a)] is obtained. This corresponds
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to a lifetime of 4.6 ps and values of less than 0.1 for τ  ∆ω. Therefore, Eq. (5.52) is
not fulﬁlled. An illustrative picture is that the three orthoexciton components of higher
n states are broader than the splitting by k2 and strain terms. In consequence, they
overlap in energy and cannot gain a relative phase between each other. It is important
to note that the 1S components need to be treated as overlapping because the spectral
resolution of the monochromator is not suﬃcient. Excitons of higher n can not be
resolved due to the fundamental restriction by their broader linewidth.
5.6 Determination of exciton lifetimes by magnetic ﬁelds
In the last section, SHG signals for light kω along several crystal directions were observed
on the 1S resonance due to local strain. However, this eﬀect was absent on excitons of
higher principal quantum number n. This diﬀerence was explained by the long lifetime
of the 1S exciton in comparison with the states of higher n.
The lifetime of a state can, in general, be determined from its linewidth. If a
linewidth is measured with suﬃcient accuracy, Eq. (4.2) can be used to calculate the
lifetime of the state. The 1S exciton was measured in high resolution transmission
spectroscopy to have a width below 1 µeV [60], which corresponds to a lifetime of
2.1 ns. A lifetime of about 3 ns is reported from Mysyrowicz et al. for phonon-assited
excitation of the 1S exciton [61]. Shorter given lifetimes are 850 ps by time-resolved
stimulated two-photon emission [62] and 340 ps for time-resolved luminescence [63].
At the current conﬁguration of the LC setup, the maximum resolution of 15 µeV is
not suﬃcient for measuring the natural 1S linewidth. Time-resolved mesurements are
possible, but include usage of ps- and fs-OPA. Thus, the idea of lifetime measurement
in magnetic ﬁeld in Faraday-conﬁguration was proposed [64] which will be presented in
this section.
5.6.1 Theory
The 1S orthoexciton in Cu2O is threefold degenerate. So far, the components were
described in the linear basis in terms of one longitudinal and two transversal exciton
states. If a magnetic ﬁeld is applied, it is favourable to describe the states in the circular
basis by assigning magnetic quantum numbers for the exciton states M  p0, 1q. For
the experiment, linear polarized femtosecond pulses are shone along the crystal [111]-
direction. Therefore, the circular polarizations σ  and σ are deﬁned as:
σ   1?
2

cospψ   ω1  tq  i sinpψ   ω1  tq

, (5.53)
σ  1?
2

cospψ   ω2  tq   i sinpψ   ω2  tq

, (5.54)
with ψ, the angle of the polarization of the incoming light, ωi, the frequencies of the
states and time t. The real and imaginary part correspond to polarizations in [112¯] and
[1¯10] direction, respectively.
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In magnetic ﬁeld both circular states are split in energy in accordance with the
Zeeman eﬀect,
∆Ez  ℏ∆ω  µBgB, (5.55)
with the Bohr magneton, µB and the exciton g-factor. Therefore, knowledge of the
Zeeman splitting is a prerequisite for this type of lifetime measurement. The splitting
for the 1S is ∆Ezp1Sq  48.1 µeV{T [65]. Still, both states can be excited by the
spectrally broad fs-pulses. Upon excitation, i.e. t  0, σ  and σ are purely polarized
in [112¯] direction, see Fig. 5.17(a). Then they start to precess around the magnetic
ﬁeld axis, Fig. 5.17(b). The diﬀerent energies of σ  and σ correspond to diﬀerent
Figure 5.17: (a) At t  0 both circular polarizations are completely real, i.e. polarized along
[112¯]. (b) After some time t the circular states precessed according to their frequencies ωi with
diﬀerent velocity. Blue and red arrows mark the linear polarizations along [112¯] and [1¯10].
precession velocities. Therefore, a time-dependent phase diﬀerence ∆φ  ∆ωt builds
up. This is responsible for a linear polarization which is turned with respect to the
exciting polarization. The maximum phase diﬀerence is limited by the exciton lifetime
τ and also the splitting by the magnetic ﬁeld.
The exciton lifetime is obtained by measurement of the SHG signal intensity along
[112¯] and [1¯10] at diﬀerent magnetic ﬁeld strengths while the excitation polarization is
kept along [112¯]. The intensities along the two directions are modulated in time by the
frequency ∆ω given by the Zeeman splitting. In addition, they decay exponentially.
They are written as the integrals from zero to inﬁnity time:
Pr1¯10s  c
»
sin2p∆ωtqet{τdt  1
2
cτ
x2
1  x2 , (5.56)
Pr112¯s  c
»
cos2p∆ωtqet{τdt  1
2
cτ
2  x2
1  x2 , (5.57)
with c being a constant of proportionality, and x  2∆ωτ . Calculation of the ratio of
the intensity along [1¯10] to the sum of both contributions gives the function which can
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be ﬁtted to the data:
Pr1¯10s{pPr1¯10s   Pr112¯sq 
1
2
 x
2
1  x2 . (5.58)
The function increases linear for a small splitting (x ! 1) and has an asymptotic limit of
0.5 for a large Zeeman-Splitting (x " 1). By ﬁtting Eq. (5.58) to the data, the exciton
lifetime is deduced.
5.6.2 Measurements of exciton lifetimes
In Fig. 5.18, the SHG intensity ratios of the 1S, 3S and 4S exciton resonances (black
dots) are plotted for magnetic ﬁelds in Faraday geometry. Equation (5.58) is ﬁtted to
the data (red line). A lifetime of 250 ps is determined for the 1S orthoexciton which
is of the order of reported values in Refs. [62, 63]. Still, the signal deviates from the
expected behaviour. Despite excitation with light polarized parallel to [112¯], SHG signal
is already present along [1¯10] without magnetic ﬁeld. At about 0.4 T, the signal in [1¯10]
direction is larger than the upper limit of 0.5 and drops at about 0.8 T to 0.45 before
reaching the predicted saturation limit of 0.5.
The lifetimes of the 3S and 4S exciton are determined to about 5 ps. Nevertheless,
the ﬁts of Eq. (5.58) to the data are not in complete accordance. Although the ratio is
zero in absence of magnetic ﬁeld, it starts to drop below 0.5 for both excitons at 8 T.
In the following, a second approach is presented which accounts for several eﬀects
that were neglected so far. As already stated, the components of the 1S exciton are
mixed by internal strain. Therefore, the polarization intensity along [1¯10] is not zero
in absence of magnetic ﬁeld. States of higher n are diﬃcult to trace in high magnetic
ﬁelds as they split and overlap with other emerging resonances. The σ  and σ states
are constructed as
σ   1?
2

cos

pw   ∆ω
2
qt

 i sin

pw   ∆ω
2
qt  s
2
e∆ω{a

, (5.59)
σ  1?
2

cos

pw  ∆ω
2
qt

  i sin

pw  ∆ω
2
qt  s
2
e∆ω{a

. (5.60)
Therein, ω is the frequency of the degenerate 1S exciton at B  0 T and ∆ω is the
Zeeman splitting of σ  and σ states. s accounts for the [1¯10] polarization at zero
magnetic ﬁeld due to mixing by internal strain which is reduced and eventually quenched
with increasing ﬁeld. The pace of quenching is controlled by the parameter a. The ﬁt-
function is obtained by ﬁrst calculating the intensities of both polarizations:
Ir112¯s 
1
2

Re

σ    σ
	2
, (5.61)
Ir1¯10s 
1
2

Im

σ   σ
	2
(5.62)
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and second by integrating each intensity over t  0 to tÑ8:
Pr112¯s  c
»
Ir112¯se
t{τdt, (5.63)
Pr1¯10s  c
»
Ir1¯10se
t{τdt, (5.64)
with c, the constant of proportionality. The exact function,
Pr1¯10s{pPr1¯10s   Pr112¯sq, (5.65)
is calculated by the software Mathematica [66] and ﬁtted to the data, see Fig. 5.18.
Parameters, obtained from this second approach, for the 1S, 3S and 4S exciton are
given in Table. 5.8. The parameter τ is not the lifetime of the exciton state, but gives
Table 5.8: Parameters for exciton lifetime determination.
line ω [1/s] s [rad] a [1/s] τ [s]
1S 0.34 4.85 2.66 9.73
3S 5.46 π 6.22 0.3
4S 5.88 π 2.35 0.16
a qualitative value from which it might be calculated. However, the ratios of the 1S
lifetime to the 3S and 4S are in the range of those shown in Fig. 5.18.
Measurements on P-excitons revealed that the exciton lifetime increases with princi-
pal qunatum number since the linewidth decreases proportional to n3 [46]. Therefore,
the S-exciton lifetime is assumed to increase as well for higher n states.
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Figure 5.18: Ratios of the (a) 1S, (b) 3S and (c) 4S exciton SHG emission intensity polarized
parallel to [1¯10] and the sum of SHG polarized along [1¯10] and [112¯] (black dots). Best ﬁts to
the data of Eq. (5.58) (red line) and Eq. (5.65) (blue line) are shown. Obtained exciton lifetimes
from Fit-1 are given.
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5.7 Conclusions
One of the main issues of this chapter was to present the use of femtosecond laser pulses
with high peak power as a new eﬃcient method for second harmonic generation. Signal
is generated across the whole spectral range of the pulses with a good signal-to-noise
ratio. Only short integration times are needed in measurements. In contrast to SHG
experiments where the ns-, or ps-wavelength is scanned, the resolution in fs-spectra
depends on the monochromator and CCD-camera. These need to be further improved
in order to obtain the natural linewidth of the 1S exciton resonance.
At higher photon energies, S- and D-excitons up to principal quantum number n  9
are detected in SHG. Also indications of two-photon forbidden P-excitons are present.
The analysis of the light-matter interaction mechanisms revealed that S-, as well as,
P-excitons are allowed by symmetry due to a quadrupole transition in the emission,
or excitation channel, respectively. Tests with the 1m-monochromator and a CCD of
smaller pixel size, i.e. a better resolution, yielded no further resonances. A limiting
eﬀect might be the excitation of an electron-hole plasma [67] due to the broad spectrum
of the fs-pulses. When the photon energy is set for detecting the higher n exciton
resonances, the spectrum extends past the band gap and can excite free electrons and
holes by two-photon absorption. These could prevent excitons from being generated.
Measurements of THG revealed no signal. It might be for even S- and D-excitons that
the three-photon excitation with one quadrupole included and quadrupole emission is
too weak. Whereas P-excitons are not detectable due to the Γ3 phonon background
[68] which can be excited with three photons in the P-exciton energy range.
Measurements with circularly polarized light conﬁrmed the theoretical prediction of
SHG signal for diﬀerently polarized photons for excitons of higher n.
Concerning the 1S line, it is surprising that no polariton shift is observed, despite
the large exciton binding energy in Cu2O. However, the initially expected high os-
cillator strength is drastically decreased by the quadrupole involved in the emission
of the S-exciton. Studies in crystal directions, e.g. [001] and [1¯10], which should be
SHG forbidden due to symmetry arguments, revealed that the 1S resonance is always
observable. Spatially resolved rotational anisotropies conﬁrmed that the otherwise in-
dependent longitudinal and transversal components of the orthoexciton are mixed and
shifted by internal strain in the samples. The mixing leads to new eigenstates that
are two-photon dipole and one-photon quadrupole active at the same time, allowing for
SHG. The value of the energy splitting itself is of importance. It determines whether the
exciton components can be treated independently in the calculation, or if interferences
have to be considered. The anisotropies proved to be particularly valuable. By simula-
tion of their shapes, level splittings of only a few µeV and shear strain components as
small as 106 are determined which is a diﬃcult task in linear optic measurements, too
[69]. Despite the strain-free mounting of the samples, residual strain might arise from
sample preparation. Excitons of principal quantum number n ¥ 2, behave as predicted
by symmetry for the point group Oh. The explanation is that their lifetimes are much
shorter than that of the 1S and therefore their linewidths broader. In the end, the
ratio of linewidth to line energy splitting, or lifetime to beating frequency of the exciton
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components is of importance. The connection between energy splitting and mixing of
states is not restricted to local strain. It could be extended to targeted external strain
application to the sample as a tool to tailor SHG, as well as other perturbations such
as external magnetic and electric ﬁelds.
Determination of exciton lifetimes requires usually a pump-probe system, or a setup
of high spectral resolution to deduce the lifetime from the linewidth. Here, a model was
presented that allows to deduce the lifetime from measurements of linear polarization in
magnetic ﬁeld in Faraday conﬁguration. A ﬁrst approach delivers lifetimes of the order
of previously published data, while it does not account for eﬀects of internal strain at
the 1S resonance, which could be quenched at a certain ﬁeld strength, nor for eﬀects
in magnetic ﬁeld for the higher n excitons. A second approach proposes corrections for
these eﬀects, but needs further modiﬁcations to extract the exciton lifetimes. However,
this method is limited to states which live longer than a few picoseconds. For shorter
lifetimes the linewidth becomes broader which would require much stronger magnetic
ﬁelds to achieve a fast enough precession of the circular polarized states. The question
can be asked whether it is the exciton lifetime that is measured here, or if it is the
coherence time. To obtain a deeper insight into magnetic eﬀects in SHG spectroscopy,
measurements with kω ∥ r001s and magnetic ﬁeld B ∥ r1¯10s are performed and analyzed
in Ref. [70]. There, two eﬀects, namely the mixing of components within one exciton
(Zeeman eﬀect) and mixing of diﬀerent excitons, e.g. S and P, by the Magneto-Stark
eﬀect are presented.
More ideas to apply SHG and fs-, or ps-pulses, to Cu2O are appearing one after
another. To name a few: excitation of the 1S paraexciton by electric quadrupole and
magnetic dipole photons; the Γ3-valence band (as was done in CuCl [71]); investigation
of the blue and violet exciton series. All of these ideas will make Cu2O a truely never
ending story.
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Since the 1960s, ZnSe was subject to comprehensive experiments. Linear reﬂectivity
and absorption measurements were performed by Marple et al. [72, 73]. Further fun-
damental properties, such as the ﬁrst observation of a 2P exciton ﬁne structure [74],
band masses and g-values [75] were obtained. In order to characterize strained samples,
considerable investigations concentrated on deformation potentials and their inﬂuence
on excitons [76]. Fröhlich et al. applied uniaxial stress to observe 1S exciton shifting
and splitting addressed by two-photon absorption measurements [77]. In addition to
stress, magnetic ﬁelds were used which allowed to investigate the complete set of the
24 states of the 2P exciton in ZnSe [78]. Most recent SHG measurements on ZnSe
crystals in applied Voigt and Faraday magnetic ﬁelds can be found in Ref. [79]. These
measurements are also the motivation for experiments in this thesis. The main ﬁnding
is the energy diﬀerence of the 1S exciton resonance in ZnSe, observed between linear
and nonlinear measurements.
ZnSe crystallizes, just like Cu2O, in cubic symmetry. Still, the zinc blende structure,
Fig. 6.1(b), lacks a centre of inversion which makes parity no longer a good quantum
number in ZnSe. Thereby, its point group is reduced to Td (4¯3m). In Fig. 6.1(a),
the scheme of highest valence bands and lowest conduction band, separated by a band
gap of 2.8222 eV [80] is shown. The valence bands, originating from the 4P Se orbitals,
Figure 6.1: (a) Band structure of ZnSe at the Γ -point. (b) ZnSe unit cell.
comprise the fourfold Γ8 and twofold Γ7 band. Both are split by the spin-orbit interaction
by about 400 meV [81], whereby the Γ7 band can be neglected for further discussion.
The Γ6 conduction band arises from the 4S Zn orbitals. The 1S exciton binding energy
is about 20 meV [82].
63
Chapter 6. Zinc Selenide
6.1 Measurements on the 1S exciton-polariton
In subsequent experiments to Ref. [79], white light reﬂection, as well as SHG and THG
measurements at the 1S resonance were performed which are summarized in Fig. 6.2.
The resonance at 2.8037 eV in the white light spectrum is in good agreement with
Figure 6.2: Comparison of white light reﬂection (black), SHG (red) and THG (blue) spectra.
The fundamental laser wavelength was set to 1.404 eV (883 nm) and 0.936 eV (1324 nm) for
SHG and THG measurement, respectively.
values reported for the 1S exciton [77, 83, 84]. In the SHG spectrum, the 1S resonance
is shifted by 3.7 meV to higher energies as compared to the white light reﬂection.
The resonance in the THG spectrum, however, appears 0.5 meV below the SHG peak.
Furthermore, a second resonance is present in the THG spectrum 2.86 meV below the
1S resonance. Before the focus is set to the energy diﬀerence of the 1S resonance in
the white light reﬂection and harmonic generation spectra, the rotational anisotropies
of the 1S resonance in SHG and THG will be addressed.
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6.2 1S rotational anisotropies
The SHG and THG rotational anisotropies of the 1S resonance are shown in Fig. 6.3.
Whereas the SHG signal shows a sixfold pattern for both conﬁgurations, the THG
signal is rather isotrop with a small fourfold modulation in the parallel setting and clear
fourfold shape in the crossed one.
Figure 6.3: Experimental data of the rotational anisotropies for the 1S exciton (kω ∥ [111])
for (a) SHG and (b) THG spectroscopy. Filled black and open red dots mark data points of
polarization dependences for the geometries Eω ∥ E2ω and Eω K E2ω.
From symmetry analysis, the shapes of the anisotropies are calculated. As parity is
not a good quantum number, as opposed to the case in Cu2O, all Γi are given without
indication of parity. As presented in Fig. 6.1(a), the S-exciton with a Γ1 envelope
function comprises the symmetries Γ8 for the hole in the top most valence band and Γ6
for the electron in the conduction band. According to Eq. (2.29), the total S-exciton
symmetry is
ΓS  Γ6 b Γ8 b Γ1  Γ3 b Γ4 b Γ5, (6.1)
where Γ3 is a pure triplet state and cannot be excited optically. The symmetries of
photons in dipole order are represented by:
one photon : Γ5,
two photons : Γ1 b Γ3 b Γ4p 0q b Γ5, (6.2)
three photons : Γ1 b Γ3 b 2Γ4 b 3Γ5.
Note, that, although two photons in dipole order can, in principle, excite a Γ4 symmetry,
calculation gives zero for all three Γ4 components. Therefore, the symmetries arising
from multiplying Γ4 by the third photon are omitted. The product of polarization (Γ
pol
5 )
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and k-vector symmetry (Γk5 ) yield the photon symmetries of electric quadrupole (Γ
eq
i )
and magnetic dipole order (Γmdi ),
Γ
pol
5 b Γk5  Γ1 b Γ eq3 b Γmd4 b Γ eq5 . (6.3)
Therefore, the Γ5 1S exciton is excitable by two and three photons and as well can emit
one photon of Γ5 symmetry in dipole and quadrupole order.
For the 1S exciton in SHG, the same sixfold pattern for parallel and crossed conﬁg-
uration is derived for dipole excitation and emission, as for Cu2O in Fig. 5.15(c) and
(d). Deviations from the sharp shape with zero signal inbetween the maxima might be
due to strain in the sample (see Sec. 5.5).
The calculation of the polarization dependence of the THG signal is more intricate
than in SHG. In principle, excitation of the 1S exciton is allowed for any combination
of three photons in dipole, or quadrupole order. Likewise, one photon in dipole, or
quadrupole order can be emitted. The variety of processes is reduced by assuming
THG signal containing more than one photon in quadrupole order as negligibly weak.
Furthermore, as shown in Fig. 6.4(c), two photons of Γ5 symmetry in dipole order can
excite Γ1, Γ3, and Γ5 intermediate states. From these three states, the ﬁnal 1S Γ5 is
then realized by applying a third photon of Γ5 symmetry. Therefore, potentially three
channels are present for the excitation process in total.
In the following, three possible schemes of THG shall be considered. Firstly, in
a purely dipole process, the 1S exciton is excited by three photons of Γ5 symmetry
and emission is provided by one photon in dipole order. As shown in the lower part
of Fig. 6.4(a), the theoretical treatment predicts a fully isotrop shape for the parallel
conﬁguration and vanishing intensity for crossed polarizer and analyzer. A much better
matching between theory and experiment is reached by including the possibility of
emission by photons in dipole and quadrupole order at the same time. Both emissions
have to be treated non-interfering. This might indicates that the emission by dipole
and quadrupole photons originates from diﬀerent components of the 1S exciton. In the
lower part of Fig. 6.4(b), the fourfold shape of the crossed conﬁguration is reproduced
and a modulation of the intensity in parallel setting achieved. Thirdly, the three, by
two photons, virtually excited states could come into play in the excitation process,
as shown in Fig. 6.4(c). For the simulation, only the quadrupole transition from the
intermediate Γ1 state and the dipole transitions from the intermediate Γ3 and Γ5 states
were included. The ﬁt result shows even better agreement to the data than in (b).
It is noteworthy that the contributions of the diﬀerent excitation channels are treated
independently. The intensity of each channel is determined ﬁrst, before they are added
up. This implies that coherence is of no importance here and the excitations occur
independently of each other. The single emitting exciton state is in contrast to the
emission in Sec. 5.5 where two or three close lying, mixed states emit coherently.
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Figure 6.4: Processes (upper row) considered to simulate THG experimental data of the
1S exciton (lower row). (a) Excitation and emission by photons in Γ5 dipole order symmetry
intermediate states only. (b) Excitation by three photons in dipole order and emission by dipole
and quadrupole photons. (c) Excitation via diﬀerent intermediate states by at least two dipoles.
Filled black and open red dots mark data points of polarization dependences for the geometries
Eω ∥ E2ω and Eω K E2ω. Grey and red shaded areas show the results of the ﬁts to the data.
6.3 Eﬀect of the exciton-polariton dispersion
In this section, a qualitative explanation of the observed diﬀerences in energy of the 1S
exciton in white light reﬂection, in SHG and THG, as seen in Fig. 6.2, is given.
A calculation of the ZnSe exciton-polariton dispersion can be found in Ref. [77].
It is shown in Fig. 6.5 together with measured 1S energies from Fig. 6.2, indicated
by ﬁlled black dots. Along with the polariton-dispersion, the light-dispersions for the
fundamental light in SHG and THG measurements are presented. The absolute k-values
of the photons are deduced from their energy E by:
|kpEq|  EreVse  npEq
cℏ
, (6.4)
with the index of refraction, npEq, which depends on the photon energy. For the funda-
mental photon energies in SHG (THG) it is npEq  2.48 ( 2.43) at room temperature
[85, 86]. The crossing points of light- and polariton- dispersion are in good agreement
with the detected 1S resonances in the experiment. Therefore, the strong light-exciton
coupling is responsible for the energetically shifted 1S resonances in SHG and THG
spectra. Shifts were also observed in THG spectra in GaAs and CdTe [87]. The second
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Figure 6.5: Exciton-polariton dispersion for the 1S exciton in ZnSe [77]. Shown are the upper
(UPB) and lower polariton branch (LPB) (solid black lines), as well as the dispersion of the
longitudinal exciton (LE) (dashed black line). The transversal exciton energy is indicated by
the dotted black line. The almost vertical lines represent the dispersion for the fundamental
light for SHG (1.4 eV (885.6 nm)) in red and for THG (0.93 eV (1328.9 nm)) in blue. Filled
black dots give the 1S energies in Fig. 6.2.
peak at lower energy in the THG spectrum arises from backscattering of fundamental
THG light at the rear side of the sample. Therefore, two photons in forward direc-
tion and one photon in backward direction excite an exciton at kpωTHGq. The same is
possible in SHG, but the sum k-vector is zero. Thus, no SHG emission from such an
excitation can be observed. The energy of the 1S exciton dip in the white light reﬂection
spectrum corresponds to the value of the longitudinal exciton where the imaginary part,
i.e. absorption, of the dielectric function has a maximum.
Due to the four-fold Γ8 valence band in ZnSe, additional polariton branches were
measured Ref. [88]. There, besides the UPB and LPB, branches for the heavy and light
hole exciton-polaritons are reported by two-photon resonant Raman scattering.
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6.4 Eﬀect of Voigt magnetic ﬁeld
Figure 6.6: Induced SHG by an applied mag-
netic ﬁeld in Voigt geometry in the otherwise
forbidden kω ∥ r001s crystal direction. Shown
are spectra at 0, 4 and 10 T.
The inﬂuence of an applied magnetic ﬁeld
on the exciton resonances was studied in
[79]. In Fig. 6.6, SHG is induced by the
magnetic ﬁeld in the otherwise symmetry
forbidden kω ∥ r001s direction. Exciton
components get mixed by the ﬁeld, just
like in the case of strain induced SHG in
Sec. 5.5. This particular crystal direction
is shown here to emphasize the eﬀect of the
magnetic ﬁeld which is used in the next sec-
tion with the ZnSe/BeTe heterostructures
to obtain SHG signal.
6.5 Conclusions
The observation of diﬀerent resonance en-
ergies of the 1S exciton in whitelight reﬂec-
tion, SHG and THG spectra is explained by
the exciton-polariton dispersion. In THG,
a second peak at lower energy than the 1S
resonance originates from the combination
of one backscattered photon from the back-
side of the crystal and two photons in for-
ward direction.
Rotational anisotropies of the 1S reso-
nance in SHG and THG measurements are
simulated and conﬁrmed. Due to the lack
of a centre of inversion, it is not necessary
to mind the parity of exciton states. Still,
the SHG process is expected to contain
one quadrupole (probably in the excitation
channel), as the THG signal is of compara-
ble intensity, although being a higher order
process.
In the case of THG, diﬀerent intermediate states might contribute to the THG signal.
Therefore, the use of independent laser beams could lead to additional information about
these states by shifting the intermediate energy or the polarizations.
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7 ZnSe/BeTe multiple quantum wells
Since the late 1990s, ZnSe/BeTe heterostructures are investigated by linear optical
techniques, e.g. PL, PLE and reﬂectivity. One main feature of a ZnSe/BeTe-MQW is
its type-II band alignment, Fig.7.1(a). It provides energy minima for electrons and holes
in the ZnSe and BeTe layers, respectively. The electrons are conﬁned by a conduction
band energy oﬀset, ECBO  2.2 eV, whereas the valence band oﬀset, EVBO, amounts to
0.8 eV. In a 16 nm quantum well, an exciton binding energy of slightly more than 20 meV
[82], comparable to bulk ZnSe, and strong oscillator strength were found [89]. Due to the
type-II structure, spatially indirect transitions of 2 eV energy can occur in this system.
Photoluminescence at this energy undergoes a blue shift at high excitation power [90].
Recombination kinetics in dependence of carrier densities were investigated as well [91].
The interfaces of the ZnSe and BeTe layers are of special interest. They determine
the symmetry of the quantum wells and strongly inﬂuence the indirect transitions of
electrons in the ZnSe and holes in the BeTe layer leading to anisotropic signals [9294].
However, also direct transitions in the ZnSe layer at 2.8 eV were observed due to the
formation of metastable hole states therein [95].
Figure 7.1: (a) Scheme of type-II valence and conduction band alignment and energies [95,
96]. Quantization levels for electron (e1) and heavy hole (hh1) are indicated. (b) Band diagram
and irreducible representations of ZnSe in reduced symmetry D2d.
Electrons in the ZnSe conduction band generate a shallow attracting potential for holes
in the ZnSe valence band. Therefore, exciton states are stable within the ZnSe layer for
low temperatures.
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SHG measurements are scarce in the visible range on semiconductor heterostruc-
tures. Data shown in this thesis present the ﬁrst SHG and THG experiments on a
ZnSe/BeTe MQW sample that is grown by the molecular beam epitaxy method. It
comprises ten periods of 20 nm ZnSe well and 10 nm BeTe barrier (sample: cb1750),
grown on a 0.5 mm thick GaAs substrate oriented along the crystal [001]-direction. The
direct transitions in the wells are investigated. Therefore, exciton resonances are ex-
pected in the energy range of the ZnSe bulk material band gap EZnSeg  2.8222 eV [80].
The band structure and symmetries at the Γ -point of the Brillouin zone are shown in
Fig. 7.1(b). Due to the reduced dimension of ZnSe to two-dimensional quantum wells,
the point group lowers to a subgroup of the bulk material, Td (4¯3m). In 2D, either
the group C2v (mm2), or D2d (4¯2m) applies, depending on the well-barrier interfaces
[93, 94]. In the present sample, both interfaces are of Zn-Te type, resulting in D2d
symmetry. Therefore, the formerly fourfold degenerate Γ8 valence band, see Fig. 6.1(a),
is split into two bands of Γ6 and Γ7 symmetry [33].
After a brief introduction to general features of (type-II) quantum wells, measure-
ment results are presented in the following sections. The results are divided into pi-
cosecond and femtosecond measurements to show a comparison of both excitations.
7.1 Theory
To start with the description of multiple quantum wells, one word might be in order to
distinguish these from superlattices. In a superlattice, the barriers are grown narrow to
allow for the wave functions of one well to couple to the adjacent ones. Therefore, an
artiﬁcial crystal with tunable electron (mini-)bands is created. In contrast, the barriers
in a MQW are broad enough to prevent any coupling between the individual wells.
A common and basic eﬀect of quantum well structures is the quantization of valence
and conduction band. The dependence of the quantization energy EQC on exciton
principal number n, eﬀective electron (hole) mass mi in units of electron mass m0 and
well width Lw for the ideal case of inﬁnite conﬁnement potential is given by:
EQC  ℏ
2
2m

nπ
Lw

2
 0.965 n
2
mi  L2w
eV  nm2. (7.1)
For an inﬁnite well of 20 nm width, eﬀective bare electron mass of 0.13 [97] and hole
mass of 0.89 [98], the quantization energies for the ﬁrst electron and hole level would be
19 meV and 2.7 meV, respectively. As the ZnSe wells are ﬁnite the quantization energy
is smaller than in the ideal case [99].
In principle, each combination of a quantized electron and hole level can exhibit an
exciton series. Although parity is not a good quantum number in ZnSe, the quantized
levels introduce parity selection rules. Due to the parity of the wavefunctions of the
quantized states, levels of odd number have even parity and vice versa.
Apart from excitons, it is possible to observe trions in quantum well structures.
These are complexes of an exciton which combines with an already existing (resident)
electron or hole. Depending on the charge of the additional particle, trions can be
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positively (T ) or negatively (T) charged. An excess number of carriers is generated
due to the separation of electrons and holes to the ZnSe and BeTe layers.
7.2 Photoluminescence and reﬂectivity
Before nonlinear spectra are presented, an overview of resonance energies in the ZnSe
quantum wells is obtained from linear measurements. The reﬂectivity and PL spectra
are given in Fig. 7.2(a) and (b), respectively. The reﬂectivity spectrum is recorded by il-
lumination from a halogen lamp in backscattering geometry. Many maxima and minima
are present. The arrows and corresponding numbers indicate transition energies from
an electron level (ﬁrst digit) to a hole level (second digit) calculated by A. A. Maksimov
[100]. Together with the PL spectrum, more information can be extracted from these
Figure 7.2: Comparison of: (a) whitelight reﬂectivity spectrum, and (b) photoluminescence
(PL) spectrum of the sample after excitation at 3.06 eV with a cw laser. Red and black arrows
indicate calculated energies of the 1S transitions between the e1 and e2 levels to the diﬀerent
heavy hole levels, respectively. The numbers xy denote the level of the electron and hole for
each transistion. Note that the high energy part of the PL spectrum is magniﬁed by a factor
of 100.
measurements. The PL spectrum was detected upon excitation by a continuous wave
laser at 3.06 eV (405 nm) and 7 W/cm2. Similar to [89], the main PL peak denotes the
trion state at ET  2.8028 eV. In the high energy shoulder of the trion, the 1S exciton
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resonance of ﬁrst electron and hole level is observed at E1S  2.8064 eV. This value is
smaller than expected from the electron and hole quantization energies. The sum of 1S
bulk energy and quantum conﬁnement in inﬁnite wells would amount to 2.8254 eV.
7.3 SHG with ps-pulses
This section is concerned with picosecond pulse excitation SHG measurements. In
Fig. 7.3, three spectra in 0, 5 and 10 T in Voigt geometry are compared.
Figure 7.3: SHG spectra in the absence (black) and in magnetic ﬁeld of 5 and 10 T (red and
blue). Resonances are labeled by T: trion, 1S: energetically lowest 1S exciton transition, and
a - f for further resonances. The inset shows the 1S exciton SHG intensity as a function of
magnetic ﬁeld. The solid line is the best ﬁt to the data (black dots) with I2ω9B2.
In absence of magnetic ﬁeld, only a low intense broad line emerges slightly above
the 1S peak in PL. Towards the lower energy side of the spectrum, the SHG signal
increases. This behaviour might be attributed to well/barrier interface recombination
of separated carriers. With increasing ﬁeld, several sharp lines are induced, including
the trion and 1S resonance at 2.8041 eV and 2.8086 eV, shifted to slightly higher energy.
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Further lines are labelled by letters a  f. The 1S intensity in dependence of magnetic
ﬁeld is plotted in the inset. A square function is ﬁtted to the data and shows very good
agreement, indicating that SHG becomes allowed by magnetic ﬁeld in accordance with
Eq. (2.9), extended by B:
I2ω9pP2ωi q2  |ϵ0χp2qijklEωj EωkBl|2. (7.2)
Figure 7.4: SHG rotational anisotropies of (a) the trion, (b) the 1S exciton, (c) resonance
b and (d) resonance e as assigned in Fig. 7.3. Solid (black) and open (red) circles represent
data for the Eω ∥ E2ω and Eω K E2ω (magniﬁed by factor 5) conﬁgurations, respectively. The
direction of the Voigt magnetic ﬁeld B is indicated in (a).
Rotational diagrams in a magnetic ﬁeld of 10 T of the trion and 1S exciton resonance,
as well as of the resonances denoted by b and e are measured and presented in Fig. 7.4.
The SHG signal reveals the same polarization angular dependence for Eω ∥ E2ω for
these four resonances. For Eω K E2ω, the signal is by a factor 5 to 10 less intense and
shows diﬀerent shapes. The rotational anisotropies will be analyzed in detail in Sec. 7.5.
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7.4 THG with ps-pulses
THG spectra in the absence and in 10 T magnetic ﬁeld are shown in Fig. 7.5(b). Signal
is already present without magnetic ﬁeld due to diﬀerent symmetry selection rules in
THG, as compared to SHG. The 1S exciton resonance is located at the same energy
as in SHG and has doubled its intensity at 10 T magnetic ﬁeld. The trion resonance
is much broader than in SHG and increases by a factor of four in magnetic ﬁeld. In
Figure 7.5: Comparison of (a) SHG spectrum in magnetic ﬁeld of 10 T and (b) THG spectra
in the absence (black) and in 10 T magnetic ﬁeld (blue). The inset in panel (b) shows the
rotational anisotropy of the 1S resonance in the absence of magnetic ﬁeld for Eω ∥ E2ω, ﬁlled
black dots, and Eω K E2ω, open red dots, conﬁguration.
contrast to the SHG spectrum [Fig. 7.5(a)], the THG intensity does not increase below
2.78 eV. The SHG and THG spectra are measured with the same average laser power
and normalized to the most intense peak value. Therefore, although THG is a one order
higher nonlinear process, its signal is about 5 times more intense than SHG. This hints
at a purely dipole mediated THG process in contrast to quadrupole dominated SHG.
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In Fig. 7.6, further rotational anisotropies of the THG signal of the trion, a and
b resonances are given. The polarization dependences for Eω ∥ E2ω show a fourfold
modulation with an isotropic background. Anisotropies for Eω K E2ω are by a factor
of 10 weaker and reveal fourfold shape.
Figure 7.6: THG rotational anisotropies of (a) the trion, (b) resonance a and (c) resonance b,
as assigned in Fig. 7.5. Filled black and open red circles represent data for the Eω ∥ E2ω and
Eω K E2ω (magniﬁed by factor 5) conﬁgurations, respectively.
The increase in signal intensity with increasing magnetic ﬁeld, as shown in Fig. 7.5(b),
is accompanied by slight changes in the anisotropies of the 1S exciton and resonance
b. In Fig. 7.7, the anisotropies for B  0 T and B  10 T are compared. In the next
section, the THG rotational anisotropies will be analyzed in detail.
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Figure 7.7: THG rotational anisotropies of (a) the 1S exciton and (b) the resonance b, as
assigned in Fig. 7.5, in the absence of magnetic ﬁeld (left side) and in 10 T Voigt ﬁeld (right
side). The direction of the magnetic ﬁeld is given in the right hand side of (a). Filled black
and open red circles represent data for the Eω ∥ E2ω and Eω K E2ω (magniﬁed by factor 5)
conﬁgurations, respectively.
7.5 Symmetry analysis
The SHG and THG anisotropy pattern, shown in the last section, will be analyzed and
simulated. To do so, a further reduction of the quantum well symmetry by internal
electric ﬁelds is required, together with the magneto-Stark eﬀect induced by the applied
magnetic ﬁeld.
7.5.1 SHG selection rules
The band and exciton structure in ZnSe/BeTe MQW can become arbitrarily diﬃcult.
The formerly degenerate valence bands at the Γ -point are split in energy and build the
heavy-hole (hh) and light-hole (lh) bands. Due to spatial conﬁnement, each valence and
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conduction band is quantized into sub-bands which are labelled by additional quantum
numbers nv and nc, respectively.
Figure 7.8: Symmetries of bands in a crystal
of D2d symmetry without and with spin.
In principle, for each of the sub-bands
an entire exciton series with S-, P-states,
etc., is present. Furthermore, the quan-
tum well structure lowers the bulk symme-
try of ZnSe (Td) to D2d. Hereby, the de-
generacy of the upper valence band in Td
at the Γ -point is lifted, see Fig. 7.8. In
a ﬁrst step, the symmetries of S- and P-
excitons, containing either a hole from a
Γ6 (S6), or Γ7 (S7) valence band whose en-
ergetic order and splitting is not known,
are calculated. Exciton states containing a
hole from the split-oﬀ band are omitted due
to the band's lower energy. The S-exciton
states are represented by the symmetries
given in Eqs. (7.3) and (7.4). Pure triplet
states, which can not be excited optically,
are plotted in red.
S6 : Γ6 b Γ6 b Γ1  Γ1 ` Γ2 ` Γ5, (7.3)
S7 : Γ6 b Γ7 b Γ1  Γ3 ` Γ4 ` Γ5. (7.4)
P-excitons from the singlet S-excitons, multiplied by the Pxy (Γ5) and Pz (Γ4) envelope,
have the symmetries
P6xy : Γ5 b Γ5  Γ1 ` Γ2 ` Γ3 ` Γ4,
P6z : Γ5 b Γ4  Γ5,
P7xy : Γ5 b Γ5  Γ1 ` Γ2 ` Γ3 ` Γ4,
P7z : Γ5 b Γ4  Γ5. (7.5)
In D2d, one and two photons in dipole order can excite states of the following
symmetries (longitudinal z-polarization is not shown):
one dipole : Γ5px,yq,
two dipoles : Γ5px,yq b Γ5px,yq  Γ1 ` Γ2p 0q ` Γ3 ` Γ4. (7.6)
Therefore, although parity is not a good quantum number in ZnSe, only P-states of
corresponding representation are excited by two photons. Furthermore, one photon is
emitted solely from S-states. To observe SHG, S- and P-excitons have to be mixed.
Mixing of these states can not directly be achieved by applying a magnetic ﬁeld of even
parity which mixes only states of the same parity. In principle, states can be mixed by
the odd-parity eﬀective electric ﬁeld due to the Magneto-Stark eﬀect [101]. The ﬁeld
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allows mixing of all three possibly excited P-states to the Γ5 S-state which can in turn
emit one photon in dipole order. The mixing of the 1S and 2P exciton is expected
to be of low eﬃciency because the energy distance between both is about 15 meV in
bulk material (estimated from 1S exciton binding energy of 20 meV [82]). However, the
mixing of 12 meV split 1S para- and ortho-exciton in Cu2O in magnetic ﬁeld allows
to detect the otherwise forbidden para-exciton, too [102]. The expected anisotropies
of the three mixed states are given in Fig. 7.9. None of the calculated pattern ﬁts
Figure 7.9: Simulation of SHG anisotropies for point group D2d with an electric ﬁeld mixing
P-excitons of (a) Γ1, (b) Γ3 and (c) Γ4 symmetry to an S-exciton of Γ5 symmetry. Grey and red
shaded areas show the pattern for the conﬁgurations Eω ∥ E2ω and Eω K E2ω, respectively.
the experimental results in Fig. 7.4. Therefore, another eﬀect, related to the type-II
quantum well structure, is considered in the following.
During excitation, holes of the created excitons might move from their above barrier
states in the ZnSe well to the energetically favourable region of the BeTe barriers. At
the same time, the photogenerated electrons remain in the ZnSe layer. Between the
oppositely charged carriers an electric ﬁeld is built up that points along the crystal
z-axis. Such a ﬁeld reduces the MQW symmetry further to point group C2v (mm2).
The symmetries of the conduction and the valence bands are all Γ5, as seen in
Fig. 7.10. Symmetries and spin contributions of S- and P-excitons with holes from the
uppermost valence band are (pure triplet states are plotted in red):
S1 : Γ5 b Γ5 b Γ1  Γ1 ` Γ2 ` Γ3 ` Γ4,
P1x : Γ2 b Γ2  Γ1,
P1y : Γ2 b Γ4  Γ3,
P1z : Γ2 b Γ1  Γ2. (7.7)
Accordingly, the representations of excitons with holes from the second highest valence
79
Chapter 7. ZnSe/BeTe multiple quantum wells
band, which originates from the Γ4 level, are
S2 : Γ5 b Γ5 b Γ1  Γ1 ` Γ2 ` Γ3 ` Γ4,
P2x : Γ4 b Γ2  Γ3,
P2y : Γ4 b Γ4  Γ1,
P2z : Γ4 b Γ1  Γ4. (7.8)
Figure 7.10: Symmetries of bands in a crys-
tal of C2v symmetry, without and with spin.
In C2v, also the photon symmetries are
split further. For one photon they are (z-
polarization is not shown)
along x : Γ2,
along y : Γ4. (7.9)
Two photons are able to excite states of
Γ2 b Γ2  Γ1,
Γ4 b Γ4  Γ1, (7.10)
Γ2 b Γ4  Γ3.
Application of magnetic ﬁeld along the x-
direction induces also an eﬀective electric
ﬁeld (MSE) along the y-direction. This ef-
fective ﬁeld of Γ4 symmetry mixes states
of Γ2 and Γ3, or of Γ1 and Γ4, respectively.
From these ﬁndings it is possible to excite
the P1y state of Γ3 which is mixed with the
S1 state of Γ2. On the other hand, the P2y
state of Γ1 can be excited by either two photons polarized along x (Γ2), or along y (Γ4)
that is mixed with S2 of Γ4. For these three processes the rotational anisotropies are
shown in Fig. 7.11.
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Figure 7.11: Simulation of SHG anisotropies for point group C2v with an eﬀective electric
ﬁeld mixing a P-exciton of (a) Γ3 to an S-exciton of Γ2 symmetry. (b) and (c) show the mixing
of a P-exciton of Γ1 symmetry, excited by two photons of either x, or y polarization and mixed
to an S-exciton of Γ4 symmetry.
The anisotropy pattern shown in Fig. 7.11(c) clearly matches the shape found in
experiment, Fig. 7.4(a) and (b).
7.5.2 THG selection rules
The THG anisotropies in absence and in magnetic ﬁeld in Figs. 7.6 and 7.7 are also
treated in the point group C2v. By three photons, polarized along x-, or y-direction
[Eq. (7.9)] in dipole order, the following states are excited:
Figure 7.12: THG 1S excitation and emis-
sion channels in C2v.
xxx : Γ2 b Γ2 b Γ2  Γ2,
yyx : Γ4 b Γ4 b Γ2  Γ2,
xxy : Γ2 b Γ2 b Γ4  Γ4,
yyy : Γ4 b Γ4 b Γ4  Γ4. (7.11)
Note, that further three photon excitation
channels which are permutations of yyx and
xxy are equal to these.
To simulate the measured anisotropies,
it is necessary to include all four chan-
nels from Eq. (7.11). To achieve the signal
shape, the contributions have to be added
ﬁrst and only then be squared to obtain the
overall THG signal intensity. Therefore, it
is concluded that interferences of the two 1S resonances of Γ2 and Γ4 are of importance.
This points at a small splitting in energy of both states which can not be resolved by
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the monochromator and CCD camera, cf. Sec. 5.5.4. The full ﬁtting functions for the
parallel and perpendicular conﬁguration are
IC2vTHG,∥ 9 pxxx sin4pψq   yyy cos4pψq   pxyy  yxxq sin2pψqcos2pψqq2, (7.12)
IC2vTHG,K 9 ppxyy yyyq cos3pψqsinpψq   pxxx yxxq cospψqsin3pψqq2. (7.13)
The ﬁt results are plotted together with the data from Fig. 7.6 in Fig. 7.13. Values of
the parameters from Eqs. (7.12 and 7.13) are given in Table 7.1. It is notable that for
Table 7.1: Parameter values from the ﬁts of Eq. (7.12) to the experimental results in Fig. 7.13.
Trion 1S a b
xxx 0.994 0.988 0.993 0.948
xyy 0.963 0.439 1.12 1.10
yyy 0.968 0.957 0.975 0.983
yxx 0.354 1.28 0.385 0.349
the 1S-exciton the parameter xyy is lower than that of the others, while for the other
resonances the parameter yxx is only about one third of the other parameters. The
anisotropies in crossed conﬁguration can not be ﬁtted with the mechanism proposed in
this section. They are maybe due to quadrupole channel contributions, or due to strain
in the sample.
Figure 7.13: Simulation and data of THG anisotropies for point group C2v for (a) trion, (b)
S-exciton, (c) resonance a and (d) resonance b. Filled black dots show measurement data and
grey shaded areas give the best ﬁt to the data of Eq. (7.12) in Eω ∥ E2ω conﬁguration.
In magnetic ﬁeld, the anisotropy patterns slightly change shape, as shown in Fig. 7.7.
The magnetic ﬁeld induced THG contributions are expected to be small compared to
the already allowed ones [87]. Additional contributions, or redistribution of oscillator
strengths might arise from mixing of allowed P- with S-excitons, or mixing to one-photon
forbidden states which can not emit light after excitation with two photons.
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7.6 SHG with spectrally broad fs-pulses
In the preciding sections, SHG and THG spectra of ZnSe/BeTe MQW are measured by
scanning the wavelength of ps-pulses. These are now compared to SHG spectra taken
by applying fs-pulses to the sample.
Figure 7.14: Comparison of SHG spectra at 10 T, detected with excitation by femtosecond
(black dots) and picosecond laser pulses (red dots), respectively. The inset shows a zoom to
the energy range of 2.792.84 eV. There, the trion and lowest 1S exciton are marked by T and
1S, as well as the undeﬁned resonances X, a, b, c and d. Furthermore, the inset shows that
the spectrum, excited with femtosecond laser pulses, is comprised from three spectra with the
photon energy centered at 1.401 eV, 1.408 eV and 1.414 eV.
In Fig. 7.14, the SHG picosecond scan (red) is plotted together with the femtosecond
SHG spectrum (black) at 10 T. Resonances gi at energies far above the lowest exciton
lines,are maybe transitions from low lying valence bands. To achieve a broader spectral
range with fs-pulses, the energy of the exciting photons is set to 1.401 eV (885 nm),
1.408 eV (881 nm) and 1.414 eV (887 nm), respectively. Parts of these three spectra,
divided by vertical lines, are shown in the inset of Fig. 7.14. In the fs-spectrum, exciton
resonances are slightly more pronounced, e.g. line b exhibits a FWHM of 3.2 meV in the
ps-spectrum and 2.7 meV in the fs-spectrum. In the case of lines a and b, the spectral
intensity of the fs-pulses might increase the intensity of line b, whereas that of line a is
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reduced. Picosecond pulses show the correct ratio of line intensities.
At spectral energy below the trion resonance, more intense signal is present in the
ps-spectrum. Futhermore, a third resonance, labelled by X, is observed 2 meV below
the 1S and 2.3 meV above the trion in the fs-spectrum.
The fs-excitation power dependence of SHG signal intensity at 5 T is shown in
Fig. 7.15. In panel (a), spectra for diﬀerent average excitation power in the spectral
range of the trion and 1S resonance are plotted. The overall spectral intensity is given
in panel (b). From theory, a quadratic increase of SHG intensity is expected. However,
up to an excitation power of 24 mW the signal increases linearly before it decreases with
excitation power up to 100 mW. The signal intensity remains almost constant around
50 mW excitation power. In the ranges of 24 mW to 50 mW and from 60 mW to 100 mW,
the decrease can be described each time by a quadratically falling function. This might
indicates that two mechanisms are responsible for the signal decay and are speciﬁc for
MQWs with a type-II band alignment. With increasing excitation power, the ratio
of trion and 1S exciton changes from equal intensity to a stronger 1S resonance. The
Figure 7.15: (a): SHG spectra at B  5 T for increasing average laser excitation power up to
P  80 mW and (b) Integrated SHG intensity in dependence of average excitation laser power.
linear development of SHG intensity up to 24 mW might be due to an enhanced number
of separated carriers. At low excitation power, only a few holes move from the ZnSe
layer into the energetically favourable BeTe layer, introducing the internal electric ﬁeld.
Therefore, the MQW point group changes from D2d to C2v with increasing power. This
eﬀect saturates because the internal ﬁeld tilts the bands building an eﬀective barrier
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for the holes between ZnSe and BeTe layer [90, 95]. At even higher excitation power it
could be assumed that carriers accumulate in the ZnSe layers, build a blockade eﬀect
[46] and prevent excitons from being generated.
7.7 SHG in tilted geometry
The sample is tilted around its vertical axis, i.e. around [010], by an angle θ. The
external tilting angle is θ  40 which corresponds to about 12 internal angle due to
the index of refraction. In Fig. 7.16(a), the fundamental femtosecond photon energy is
set to 1.408 eV (881 nm), red data plot and to 1.387 eV (894 nm), blue plot. For the
former one, SHG signal is present for an energy range of 18 meV with several intensity
minima, while the signal for the latter case resembles a Gauss-function. To obtain a
Figure 7.16: SHG signal from the sample in tilted geometry. (a): No signal with the sample
at normal incidence (black). With an internal angle of θ  12 the fundamental laser photon
energy is set to 1.408 eV (red) and 1.387 eV (blue). The grey shaded area at the red curve is
the best Gaussian ﬁt to this data. (b): Comparison of (i) the diﬀerence between the data in
tilted geometry with excitation at 1.408 eV and Gaussian ﬁt (shaded area) in (a) (black line)
and (ii) white light reﬂectivity spectrum (red line).
more illustrative picture of the intensity minima in the SHG spectrum, a gauss shape
(grey shaded area in (a)), ﬁtted to the data is subtracted from the detected signal. The
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diﬀerence intensity is plotted in Fig. 7.16(b) and compared to the reﬂectivity data from
Fig. 7.2. The dips in both spectra diﬀer in their energy position. However, while in
the subtracted spectrum the energies are connected to the absorption, the shape of a
reﬂectivity resonance changes depending on the distance to the sample surface and its
dispersion.
The intensity minima in the SHG spectrum, Fig. 7.16(a), are explained by the fol-
lowing mechanism. Tilting of the sample changes the light k-vector and the polarization
direction relative to the crystal system. Therefore, a symmetry analysis predicts exci-
tation of further exciton components, making SHG allowed. However, the point group
of the crystal is not changed by turning it. In order to explain the gaussian shape of
the SHG signal, the GaAs substrate of 0.5 mm thickness is considered. It is described
by point group Td and has a band gap energy of 1.52 eV [103] at low temperatures.
Therefore, the fundamental fs-light spectrum which ﬁrst passes the substrate generates
SHG far above the band gap of GaAs. This frequency-doubled spectrum then passes
the MQW where light is absorbed by the exciton states in one-photon processes. As
soon as the fundamental photon energy is set to higher or lower values than needed to
meet the exciton energy of ZnSe in SHG, the detected spectrum is of pure Gaussian
shape.
The rotational anisotropy of the substrate SHG signal is shown in Fig. 7.17 together
with simulations. A comparison of the current data with those of I. Sänger [13, p. 51]
on GaAs bulk material reveals the shape of the simulation in (b). This contradiction
Figure 7.17: Analysis of the rotational anisotropy in tilted geometry at E2ω  2.7979 eV. (a)
Filled black and open red dots represent the experimental data for the conﬁgurations Eω ∥ E2ω
and Eω K E2ω, respectively. Simulations of the anisotropy on the basis of point groups D2d
and C2v are given in (b) and (c). Grey and red shaded areas correspond to E
ω ∥ E2ω and
Eω K E2ω.
could be cleared when assuming that the internal electric ﬁeld from the quantum well
layers also inﬂuences the GaAs substrate and its SHG signal. In Fig. 7.17(c), the point
group C2v which describes Td with an electric ﬁeld along the z-axis is used. The shape
for parallel conﬁguration is correct, whereas the intensity ratio of the crossed shape is
too small.
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7.8 Conclusions
In this chapter, the ﬁrst SHG and THG spectra on a multiple quantum well structure
are presented. Energetic positions of the lowest 1S exciton and trion are determined in
reﬂectivity and PL, as well as several further states. For light incident to the sample
along the crystal [001]-direction, SHG signal is only observed after application of a
magnetic ﬁeld. An analysis of rotational anisotropies indicates that besides the external
magnetic ﬁeld an internal electric ﬁeld, which further reduces the crystal symmetry, is
necessary to observe SHG.
The 1S exciton resonance energy is 2.8067 eV in linear measurements and is deter-
mined for SHG at 0 T to 2.8081 eV. The remaining diﬀerence of 1.4 meV is considerably
smaller than for ZnSe bulk material (4-5 meV). There, the diﬀerence was assigned to the
polariton dispersion. However, no shift in energy is observed between the 1S resonance
in SHG and THG. If the present energy shift in SHG is also due to polaritons is still
under discussion. On the one hand, polaritons form due to several circles of exciton-
photon, photon-exciton conversion which is not possible within a structure much smaller
than the light wavelength. On the other hand, polaritons are considered new eigenstates
of the coupled exciton-photon system that can not be split up into exciton and photon.
They exist throughout the whole sample, as soon as light enters the system. Therefore,
the question remains whether the energy shift of the 1S resonance originates from a
MQW polariton-dispersion, or from a quantization eﬀect. In the latter case, the quan-
tum conﬁnement eﬀect is smaller than expected from inﬁnite high barrier potentials.
Thus, these can not be considered high in terms of conﬁning, or an increase of exciton
binding energy in the well compensates a part of the shift.
The SHG intensity shows an unusual dependence on the excitation power. It might
be assigned to the type-II band structure which allows for carrier separation. Con-
ceivable (Blockade-) eﬀects that reduce the SHG signal for increased excitation power
should be the subject of further studies.
From the three-photon symmetries [Eq. (7.11)], two aspects of THG signal can be
discussed. It is noted that the generation of separated carriers in the well and barrier
layer should be smaller for the higher order nonlinear THG process. However, by two
photons only P-excitons of lower oscillator strength are excited. Whereas, three photons
can excite S-excitons of higher oscillator strength. Therefore, both eﬀects could average
out to produce similar quantities of separated carriers. The previous observation, that
the THG signal is about four times more intense than in SHG measurements, is also
explained by selection rules. While mixing of S- and P-excitons is necessary to induce
SHG, THG is allowed directly. Therefore, THG, although a higher order nonlinear
process, is more intense than SHG.
In tilted geometry, SHG from the GaAs substrate is the main contribution to the
signal. Subsequently, the quantum well excitons absorb in one-photon processes at
their energies. This mechanism could be applied for materials where lower lying bands
can generate SHG signal which is absorbed by exciton states of a higher energy band.
However, the two cases diﬀer as the substrate signal is generated before it passes the
quantum well structure. Whereas a lower lying band is present in all "layers" of a bulk
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semiconductor. In principle, there could be a substrate contribution to the signal for
SHG in magnetic ﬁeld and in THG, too. These contributions are considered to be of
low intensity compared to the signal of quantum well excitons. Furthermore, SHG and
THG from the substrate should show no distinct resonances as the energy of two or
three photons is well above the band gap in the continuum states of GaAs. In Figs. 7.3
and 7.5, the signal drops close to zero intensity outside the exciton resonance range.
This proves that substrate contributions can be neglected for measurements in normal
light incidence (kω ∥ r001s).
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8 ZnO/(Zn,Mg)O multiple quantum
wells
In contrast to Cu2O and ZnSe in the preceding chapters, ZnO crystallizes in the hexag-
onal wurtzite structure with the point group C6v (6mm). In Fig. 8.1(a), the ZnO band
structure is shown. The valence band is split into three bands, denoted by A, B and
C. Their energetic order is still a subject of discussion. Here, the "inverted" order is
presented [104]. The band gap between conduction band and A-valence band is given by
EZnOg  3.441 eV at 6 K [105] and the diﬀerence between A and B band by 5 meV. The
exciton binding energy is about Eexbind  60 meV with a Bohr radius of aZnOb  1.8 nm.
SHG measurements were performed on ZnO bulk material [106] and the Magneto-Stark
eﬀect proposed [101]. An overview of the extensive research on ZnO can be found in
[107, 108].
Figure 8.1: (a) Band diagram and irreducible representations of ZnO in symmetry C6v. (b)
Scheme of type-I valence and conduction band alignment and energies.
The band gap of ZnO can be enlarged (reduced) by admixture of magnesium (cad-
mium) [109]. Therefore, MQW structures with ZnO as well material and ZnMgO as
barrier layer are feasible. In contrast to the ZnSe/BeTe-MQW, this structure shows a
type-I band alignment where both, electrons and holes, have their energy minimum in
the ZnO wells, see Fig. 8.1(b). The conﬁnement potentials shown are calculated from
values given for barriers with 12 % Mg [110] by assuming linear dependence on the Mg
concentration. An overview of excitons in ZnO-based quantum wells is given in [110].
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8.1 Samples
Samples of diﬀerent well widths are provided by C. Meier from Universität Paderborn
(Lw  1.8 nm) and by S. Sadofev from Humbolt-Universität zu Berlin (Lw  2.9 
10 nm). Their compositions and layer order are shown in Fig. 8.2. The barriers in all
samples contain 10 % Mg (ZnO/Zn0.9Mg0.1O) which is far below the solubility limit of
Mg in ZnO of 33 % in thin ﬁlms [111].
Figure 8.2: Structures of (a) 1.8 nm multiple quantum well and (b) 2.9  10 nm multiple
quantum well samples.
The parameters for the samples are summarized in Tab. 8.1. Given are sample
number (no), well width Lw, barrier width Lb, number of periods, thickness of ZnMgO
buﬀer layer and the substrate material. All samples are grown either on ZnO (a) or
sapphire (b) (0001) substrate.
Table 8.1: Parameters of ZnO/(Zn,Mg)O-MQW samples.
no Lw (nm) Lb (nm) periods ZnMgO buﬀer layer (nm) substrate
133 1.8 15.3 4 260.2 ZnO
2262 2.9 7.2 20 593 sapphire
2182 3.2 8 10 660 sapphire
2183 4.5 8 10 690 sapphire
2187.2 10 8 10 770 sapphire
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8.2 Theory
Similar to the case of ZnSe/BeTe-MQW, valence and conduction band are quantized
in the well layers. The quantization energies of the ﬁrst electron and hole level for
inﬁnite high barrier potentials are calculated by Eq. (7.1) for each sample. Eﬀective
masses for electron and hole of me  0.28 m0 and mh  1.8 m0 are used [112]. The
quantization energies for the diﬀerent well widths are summarized in Table 8.2. As
Table 8.2: Quantization energies of ﬁrst electron (e1) and heavy-hole (hh1) level in the ZnO
well layers, calculated for inﬁnite high barrier potentials.
no Lw (nm) E(e1) (meV) E(hh1) (meV)
133 1.8 1060 165
2262 2.9 410 63.7
2182 3.2 337 52.4
2183 4.5 170 26.5
2187.2 10 34.5 5.36
the conﬁning potentials are in the range of 100 meV, i.e. being far from inﬁnite, the
quantization energies can be expected much lower than the calculated ones for inﬁnite
barrier potential. Furthermore, except for the 10 nm MQW, the quantization energies
are much larger than the conﬁnement potentials. Therefore, only the e1 and hh1 level
will be bound, as there is always one bound state [99], but no higher states will be
present.
Figure 8.3: ZnO-MQW bandstructure under
the inﬂuence of an internal electric ﬁeld E.
While quantum conﬁnement domi-
nates the exciton energy shifts in the
narrow quantum well regime, the piezo-
electric eﬀect is known to have greater
inﬂuence on resonances in broad quan-
tum wells [113, 114]. It is due to lat-
tice mismatch between wells and bar-
riers. This results in spontaneous and
piezoelectric polarization, as observed
in GaN/AlN superlattices [115], and ﬁ-
nally in built-in electric ﬁelds along the
growth (0001)-direction (c-axis of the
sample). Exciton states are inﬂuenced
by this internal ﬁeld as electrons and
holes are forced to opposite sides of the
wells. Thus, their binding energy and
the oscillator strength are reduced and
exciton lifetimes extended. As shown in
Fig. 8.3, the band structure gets tilted by the electric ﬁeld and quantization levels shifted
towards lower energies. Furthermore, at lower energy, emission from localized excitons
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(LE) can appear which is due to well layer thickness ﬂuctuations. The built-in ﬁelds
are expected to be dependent on at least three parameters.
(i) The Mg-concentration in the barriers inﬂuences the lattice mismatch between
wells and barriers. Therefore, a higher Mg-concentration increases the mismatch which
linearly increases the internal electric ﬁelds [116].
(ii) The eﬀect of the built-in ﬁelds increases linearly with the well width Lw. As
shown in Fig. 8.3, the energy diﬀerence between the interfaces of the well will be larger
for a broader well.
(iii) In addition, the width of the barriers, Lb, eﬀects the internal ﬁelds, too. The
ﬁeld increases proportional to the ratio [117]:
Lb{ pLw   Lbq . (8.1)
All samples in this study contain the same ratio of Mg in the barriers. Also the ratios of
barrier to well width only slightly decreases with well width. Therefore, an increasing
eﬀect of internal electric ﬁeld is expected exclusively by broadening of the well layers.
8.3 PL measurements
The samples and resonance energies are ﬁrst characterized by photoluminescence mea-
surements in reﬂection geometry. Therefore, excitation is performed by ps-pulses at
3.8 eV (325 nm). To avoid absorption by air and silver mirrors (and their replacement
by Al-mirrors), the ps-OPA is set to 650 nm and is frequency doubled by a BBO-crystal
in front of the cryostat.
In Fig. 8.4(a), PL signals of all samples are shown. The sample with Lw  1.8 nm
exhibits two broad peaks at 3.4175 eV and 3.3756 eV with 30 meV FWHM and in
addition two narrow lines at 3.360 eV and 3.3562 eV which might be assigned to excitons
bound to neutral acceptors [118, 119]. The samples of 2.9 nm to 4.5 nm show narrow
lines, with a FWHM of about 5 meV. In contrast, in the sample with 10 nm wells, the
resonances are broadened to about 15 meV which is might due to enhanced exciton-
phonon coupling by internal electric ﬁeld. For the samples of well width 3.2 nm and
4.5 nm, an additional peak in the low energy shoulder of the most intense peak is
present. Much less intense peaks, marked by arrows, appear for samples of well width
2.9 nm, 3.2 nm and 10 nm. They show an energy diﬀerence of 73.7 meV, close to the
LO-phonon energy in ZnO [120], to the peaks marked by the same colour by dots and
are therefore phonon replica of these.
There are several potential assignments of the peaks in Fig. 8.4(a). Observation of
the lowest exciton state, the 1S, could be possible. It is, however, shifted to higher
energies due to quantum conﬁnement [Eq. (7.1)] and to lower energies by increasing
binding energy. Frequently a localized exciton (LE) is reported [121]. This peak is
stokes-shifted by about 20 meV with respect to the exciton absorption due to quantum-
well thickness ﬂuctuations and imperfections [110]. Energetically close to, or below the
LE, negatively charged trions (X) and bi-excitons (XX) are observed with binding
energies of 13 meV [122] and 19 meV [123], respectively. The bi-exciton binding energy
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in ZnO bulk is 15 meV [124]. At even lower energy, the emission from exciton-exciton
scattering was observed and denoted by P band which is about the exciton binding
energy below the exciton [125]. This process has a higher excitation power threshold
than XX emission [123]. For broader wells, or samples with higher Mg concentration
in the barriers the piezoelectric eﬀect can lead to additional emission as discussed in
Sec. 8.2. Reported shifts are 40 meV below the LE line [121].
Figure 8.4: (a): PL spectra of samples with diﬀerent well widths Lw. Resonances are marked
with dots of diﬀerent colours. LO-phonon replicas are marked by arrows of the corresponding
peak colour. (b): Energies of PL peaks in the spectra in (a). Colours indicate the respective
resonances in the PL spectra.
In Fig. 8.4(b), the peak energies are plotted in dependence of the well width to gain
more information about the origin of the states. The energetically highest peak observed
in each MQW (black dots) might be of one common origin and are therefore connected
by a line. They are either resonances of the 1S exciton, or of the corresponding LE,
shifted to slightly lower energies. For well width of 4.5 nm to 2.9 nm, the resonances show
a steep increase in energy with decreasing well width which is attributed to quantum
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conﬁnement. The peak position for the 1.8 nm MQW does not follow this trend. One
reason might be the relatively small well width. For those, the exciton binding energy
decreases due to increasing penetration of the exciton wave function into the barrier
layers, as calculated by Coli and Bajaj [126] and experimentally observed [110]. A
second reason could be a diﬀerent sample quality as all samples except the 1.8 nm wells
originate from the same source.
The highest resonance in the 10 nm sample might be inﬂuenced by the built-in
electric ﬁelds as its energy is shifted below the 1S resonance energy in ZnO bulk of
3.3759 eV [127]. Next, the second highest peak for samples with 2.9 nm to 4.5 nm wells
are thought to be of the same origin (red dots). The energy diﬀerence to the highest
peaks in each sample is 17.8, 18.3 and 11.4 meV, for the MQW with 2.9, 3.2 and 4.5 nm,
respectively. These values are in the range of reported binding energies for trions of
13 meV (3.5 nm) [122] and XX of 19 meV for well widths of 3.5 nm [122] and 3.7 nm [123].
The resonances will be assigned to trions after discussion of the intensity dependence on
excitation power in Fig. 8.5. In the samples of well width 3.2 and 4.5 nm, a low energy
shoulder of the X resonances is present (light blue dots). They are located 26.6 and
19.4 meV below the LE resonance, being comparable to reported XX binding energies
of 19 meV [110, 122]. The remaining peaks of the spectra in Fig. 8.4(a) are shown by
green dots in Fig. 8.4(b). The origin of the peak for the 1.8 nm MQW might be the LE
for the higher peak, shifted by 42 meV to lower energy. The ZnO substrate and buﬀer
layer could also be the origin of this line as its energy is close to the 1S exciton energy
in ZnO bulk material. The red-shift of the resonance at 3.325 eV in the 10 nm MQW is
assigned to an internal electric ﬁeld, as shown in Fig. 8.3. Furthermore, a LO-phonon
replica of this line is present in the spectrum (marked by an arrow). Due to the greater
distance of the electron and hole in the electric ﬁeld, its coupling to phonons is enhanced
[28].
The assignment of resonances is supported by excitation-power dependent PL mea-
surements. For samples of well widths 2.9  10 nm, these measurements are shown in
Fig. 8.5. With increasing power, more free carriers are generated, able to screen the
built-in electric ﬁeld. The degree of screening is measured by the increase of resonance
energy. Therefore, the piezoelectric ﬁeld could be estimated from the shift as was tested
in [113]. In the 10 nm sample, Fig. 8.5 (d), the peak at lower energy displays a small
shift of 1.5 meV towards higher energies up to 2 mW, before shifting back at higher
excitation powers. However, no such eﬀect is observed in the other narrow-well sam-
ples indicating that internal ﬁelds play a minor role there. With increasing well width
the XX resonance becomes more dominant. In 2.9 nm wells, no resonance is observed
while it can be resolved for 3.2 nm wells and grows superlinearly and overtakes the LE
resonance in 4.5 nm wells for increasing excitation powers. By Eq. (4.3), the excitation
power is calculated to be 13 kW/cm2 for 1 mW average laser power and an unfocussed
beam of 1 cm diameter. It is also seen that the intensity of the LO-phonon replica of the
LE resonance decreases with increasing well width. This is contrary to the statement
that the phonon coupling to the LE should increase with exciton radius [28], as exci-
ton binding energy increases (radius decreases) with smaller well width. The formerly
mentioned P band is not observed here, as it has a larger excitation threshold than the
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bi-exciton [123].
Figure 8.5: Excitation-power dependent photoluminescence spectra of samples with (a)
2.9 nm, (b) 3.2 nm, (c) 4.5 nm and (d) 10 nm well width. Resonances are labelled with
LE: localized exciton, X: trion, XX: bi-exciton and LO: longitudinal-optical phonon replica
of LE.
8.4 SHG measurements
SHG spectra with light shone to the sample surface in normal incidence, i.e. kω ∥ r0001s,
of the ﬁve samples are shown in Fig. 8.6(a). Care was taken to excite the samples from
the substrate side to avoid possible reabsorption of the SHG signal.
For the sample with 1.8 nm quantum wells, no SHG signal is detected which might
be attributed to the low amount of well material in four quantum wells, or to sample
quality. SHG signal is also very weak for the 10 nm MQW sample. Two shallow
resonances, separated by the LO-phonon energy, are indicated by arrows. The reason
for the low signal intensity is probably the internal electric ﬁeld which reduces the
exciton oscillator strength. Samples of intermediate well width of 2.9 to 4.5 nm show
an intense resonance (red dots) and on its low energy side a less intense peak (black
dots) that corresponds, by comparison with PL resonance energies in Fig. 8.6(b), to
the LE state. Another resonance is present in wells of width 3.2 and 4.5 nm (green
dots) which can have several origins. It might be the 1S exciton of the ZnO C band
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Figure 8.6: (a) SHG spectra of all quantum well samples for excitation (Eω) and detection
(E2ω) polarization along crystal [21¯1¯0] direction. Note the diﬀerent energy scales in the upper
and lower panel. Resonances are marked by coloured dots and plotted in (b) according to well
width Lw against energy.
transition, the 2S state of the A transition, the light hole exciton, or the A 1S of the
next quantized energy level. SHG signal increases slightly at energies above 3.5 eV for
samples with Lw ¥ 2.9 nm.
A direct comparison of the SHG and PL spectra of the 3.2 nm MQW is given in
Fig. 8.7(a). No resonances of trion or bi-exciton are detected in SHG, whereas the LE
state is observed and broader resonances at 3.4168 eV and 3.4640 eV, labelled by a and
b, respectively. In the energy range of 3.503.55 eV, two more resonances are present in
SHG and PL spectra. Particularly by the observation in the PL spectrum, these could
be assigned to lowest barrier states. In panels (b-d), the parallel and crossed rotational
anisotropies of the SHG resonances LE, a and b are shown. The parallel anisotropies
in panels (b) and (c) are tilted from the [21¯1¯0] direction and diﬀer in their crossed
anisotropies, the parallel anisotropy in panel (d) is colinear to that crystal direction.
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An analysis of the anisotropies is carried out in Sec. 8.5.
Figure 8.7: (a) Comparison of PL (blue) and SHG (orange) spectra of the 3.2 nm well width
MQW sample. (b-d): Parallel (black) and crossed (red) SHG rotational anisotropies of reso-
nances LE, a and b, as indicated in (a).
The possibility of SHG signal from the ZnMgO barriers is considered by measure-
ments on a 590 nm thick Zn0.9Mg0.1O-layer (sample: 2261-MZO), grown on sapphire
substrate. As no signal is observed in the layer, a contribution from the ZnMgO bar-
riers, other than the signal in Fig. 8.7(a), in the MQW samples to the SHG spectrum
can be excluded.
So far, for all measurements in this chapter the light k-vector was chosen to impinge
perpendicularly at the crystal surface, i.e. kω ∥ r0001s. For this normal incidence
geometry, no SHG signal should be detectable, as will be derived in Sec. 8.5. As soon
as the sample is tilted by the angle θ around the vertical laboratory axis, SHG becomes
allowed [Fig.8.8(d)]. Note, that the external tilting angle is divided by its index of
refraction inside the crystal.
In Fig. 8.8, the SHG signal from the 3.2 nm well width sample, tilted by θint  13
(internal angle) around the vertical laboratory axis, is shown and compared to the
signal for light incidence perpendicular to the sample surface. The SHG signal in tilted
geometry is 40 times more intense than in normal incidence. In the inset, an anisotropy,
representative for the whole SHG spectrum in tilted geometry, is plotted as well. It
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shows diﬀerent shape than in normal incidence [Fig. 8.7(b-d)]. Resonances a and b
are resolved in both spectra, whereas the signal at energies above 3.48 eV is more
pronounced in tilted geometry.
Figure 8.8: Comparison of (a): the sample normal vector tilted by θext  40
 with respect
to the laser kω vector (black) and (b): SHG spectrum with the laser incident perpendicularly
to the sample surface (blue). The rotational anisotropy of SHG in tilted geometry is presented
in (c). It is representative for the whole spectrum in (a). Filled black and open red circles
represent data for the Eω ∥ E2ω and Eω K E2ω conﬁgurations, respectively. The deﬁnition of
external and internal angles is shown in (d).
8.5 Symmetry analysis
The discussion of symmetries is started in terms of the point group C6v (6mm) of ZnO.
The c-axis is set parallel to the crystal z-direction, [0001]. As the lattice is hexagonal,
the x- and y-direction correspond to [21¯1¯0] and [011¯0], respectively [21]. The A-, B-
and C-valence bands are described by Γ7, Γ9 and Γ7 and the conduction band by Γ7
symmetry, see Fig. 8.1(b). Therefore, the irreducible representations of S-excitons with
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holes from the respective valence bands are,
SA : Γ7 b Γ7 b Γ1  Γ1 ` Γ2 ` Γ5,
SB : Γ7 b Γ9 b Γ1  Γ5 ` Γ6, (8.2)
SC : Γ7 b Γ7 b Γ1  Γ1 ` Γ2 ` Γ5,
with forbidden pure spin-triplet states plotted in red. P-exciton states with spin-singlet
contributions are
PA  Γ1 ` Γ6,
PB  Γ1 ` Γ6, (8.3)
PC  Γ5.
In C6v, a photon can be polarized along the crystal z-axis (Γ1), or perpendicular to
it in the xy-plane (Γ5(x,y)). Therefore, one and two photons in electric-dipole approxi-
mation can excite states of the following symmetries:
one dipole : Γ5(x,y), Γ1,
two dipoles : Γ5(x,y) b Γ5(x,y)  Γ1 ` Γ2 ` Γ6
Γ5(x,y) b Γ1  Γ5(x,y) (8.4)
Γ1 b Γ1  Γ1
In the case of light incident along the crystal [0001]-axis (z-direction), the light has to be
polarized perpendicularly to it, i.e. photons are represented by Γ5. From Eqs. (8.2-8.4) it
is deduced that in this geometry S-excitons are only one-photon dipole-allowed, whereas
P-states are allowed for two-photon excitation. However, as soon as the sample is tilted,
as was done in Fig. 8.8(a), the polarization of the incident photons is partly projected to
the crystal z-axis, corresponding to Γ1 symmetry. This allows for two-photon excitation
of Γ5 excitons and one-photon emission of Γ1 photons. The simulation of the rotational
anisotropy for tilted geometry is shown in Fig. 8.9. The simulated SHG pattern for
the Γ1 exciton, (b), resembles the measurement, despite lower intensity for the crossed
conﬁguration. In the simulation for the Γ5 exciton, the crossed signal is missing and the
parallel shape is broader than in the experimental data.
Anisotropies for kω ∥ z, are shown in Fig. 8.7(bd). As ZnO is described by
the point group C6v, no SHG is allowed for this conﬁguration. Also the reduction
to a quantum well structure, grown along the crystal c-axis and an internal electric
ﬁeld parallel to this axis do not impose a change to the overall symmetry. Possible
explanations for the observed SHG signals might be exciton mixing by strain, induced
by the interfaces between wells and barriers. By the internal electric ﬁeld along the
z-direction, excitons polarized in the xy-plane could be tilted slightly to the z-direction
and be thereby mixed to the z-state.
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Figure 8.9: Simulated rotational anisotropies for ZnO in tilted geometry. Excitation and
emission by (a) a Γ5 and (b) Γ1 exciton state. No crystal axis is given for 0
 due to the tilted
sample around the vertical axis. Grey and red shaded areas show the simulated pattern for the
conﬁgurations Eω ∥ E2ω and Eω K E2ω, respectively.
8.6 Conclusions
In the ﬁrst step, the resonances in a set of ZnO/Zn0.9Mg0.1O-MQW samples are char-
acterized by PL measurements. Thereby, the energies of the localized exciton, trion and
bi-exciton are determined. The inﬂuence of internal electric ﬁelds by the piezoelectric
eﬀect is present mainly in the 10 nm quantum well sample. To be observable in narrower
wells, the barrier Mg-concentration and therefore interlayer strain is too low.
In the second step, SHG measurements are performed on the MQW samples. Intense
signal is found for wells of 2.94.5 nm while almost no intensity is present in the 10 nm
wells sample. This hints again at the eﬀect of internal electric ﬁelds that separate
electron and hole of the exciton, thereby reducing its oscillator strength.
Rotational anisotropies reveal diﬀerent patterns for measurements in normal inci-
dence (kω ∥ r0001s) and tilted (kω ∦ r0001s) sample geometry. Whereas the anisotropy
for tilted sample is explained by group theory, the shapes for normal incidence need
further investigation. Additional application of an magnetic ﬁeld might give insight
into relevant symmetries. Another approach can be the strain-induced mixing of ex-
citon states which requires an adaption of the theory for strain in Cu2O, see Sec. 5.5.
Also the internal electric ﬁeld might have an eﬀect, despite not changing the crystal
symmetry directly, e.g. tilting an exciton that is polarized in the xy-plane slightly into
the z direction.
100
9 Conclusions
The use of spectrally broad femtosecond laser pulses for fast and high resolution (¥
30 µeV) detection of SHG and THG spectra is introduced as a new measurement pro-
tocol. SHG-experiments are performed on the model semiconductor Cu2O of highest
possible crystal symmetry. It is known to reveal P-exciton states of particularly high
principal quantum number n in linear optics experiments. The same holds true for SHG
measurements presented here. As complementary selection rules, compared to linear
optics, are active for SHG, S- and D-exciton states are detected up to n  9. Still,
it is not completely understood what the prerequisites for successful fs-nonlinear spec-
troscopy are. Whereas spectra of high resolution are obtained in Cu2O (yellow series),
ZnSe, CdTe, GaAs, Cr2O3 and perovskites, no such results are seen in ZnO, CuCl and
KNiF3. One might speculate that exciton-polariton lifetimes and their coherence prop-
erties, such as coherence length and time are of importance. Also intermediate states
in the processes of SHG and THG could inﬂuence linewidths in the spectra.
A new approach for the measurement of exciton lifetimes using SHG in combination
with a magnetic ﬁeld is presented. Results for the relatively long lived 1S exciton in
Cu2O are in agreement with reported values. Diﬃculties occur due to mixing of the ex-
citon components by magnetic ﬁeld and in the special case of the 1S by internal strain.
Despite these complications, also the question remains, whether the exciton lifetime is
determined, or rather its coherence time.
The appearance of SHG signal at the 1S exciton resonance in Cu2O in symmetry
forbidden crystal directions is clariﬁed by careful analysis of rotational anisotropies.
Internal local strain is found to be the origin of this ﬁnding. Parameters of the strain
tensor and related energy splitting of the 1S exciton are determined of the order of 106
in several crystal directions. By this, energy splittings of a few µeV are obtained, which
is a challenging task also in linear optics.
Measurements on ZnSe bulk material reveal a 4 meV shift of the 1S exciton reso-
nance towards higher energy in SHG as compared to linear spectra. This is explained
by inclusion of the exciton-polariton dispersion. Depending on laser light wavelength
and corresponding index of refraction, diﬀerent points of the dispersion are probed.
Therefore, SHG and THG resonance energies allow for a primitive form of k-space
spectroscopy with application of only one laser beam.
Nevertheless, ZnSe seems to be particularly suited to study the polariton-dispersion
at the 1S exciton by SHG and THG. Similar materials of Td symmetry have smaller
exciton binding energies, e.g. CdTe (10 meV) and GaAs (4 meV), leading to lower oscil-
lator strength and close lying higher S-states. ZnO, on the other hand, has an exciton
binding energy of 60 meV that should give a larger polariton shift. However, due to
the C6v wurtzite structure, S-excitons are only observable weakly in tilted geometry, or
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in applied magnetic ﬁeld in SHG. Finally, Cu2O has a high exciton binding energy of
150 meV. Still, no polariton shift can be observed in SHG [Sec. 5]. This hints at a small
oscillator strength due to the necessary quadrupole emission from the S-exciton state,
i.e. oscillator strength is k-dependent.
Exciton states are detected and analyzed in type-II ZnSe/BeTe and type-I ZnO/
Zn0.9Mg0.1O heterostructures. SHG and THG spectra, in combination with linear re-
ﬂectivity and PL measurements, allow for peak identiﬁcation. In ZnSe/BeTe, SHG is
induced by a magnetic ﬁeld. Thereby, the symmetry of the structure is reduced to
C2v, as is deduced from rotational anisotropies. In tilted geometry, SHG is generated
in the GaAs substrate of the sample, in principle, allowing for measuring one-photon
absorption of the quantum wells.
In the ZnO/Zn0.9Mg0.1O samples of varying well widths, the eﬀect of quantum
conﬁnement is observed, as well as the inﬂuence of the piezoelectric eﬀect due to strain
from the layer interfaces. The samples are characterized by linear and nonlinear spectra
wherein the exciton, trion and bi-exciton are observed.
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A Laser system problems
Common problems of the LC-laser system and possible solutions are summarized in this
section.
PulsePicker high-voltage Sometimes the PulsePicker high-voltage has to be switch-
ed on manually. This is the case if there is no output from the OPAs and no green light
is emitted by the SHBC. To switch it on, the ﬁeld "PP HV Supply" in the RA panel
in the main laser programme has to be clicked. In the new window, the message "Last
error: Voltage too high" is shown. By clicking the ﬁeld "Turn On" the laser system
should work again.
Low OPA output power After changing the output wavelength of an OPA by more
than a few nm, or changing laboratory environment conditions, the output power can
be low. In that case, it is necessary to readjust the ingoing OPA beams by mirrors
PVBS and BRM9 (fs-OPA), or by BRM6 and BRM8 (ps-OPA), see Fig. 3.3. Care has
to be taken, to adjust only the screws on the diagonal of the BRMs. While measuring
the output power, the screws should be turned carefully alternating one after another
until maximum power is achieved.
At rare occasions, it might be necessary to adjust the beam path inside the SHBC.
For this action, the manual has to be consulted.
Unstable OPA output power This problem concerns rather the ps-OPA, but can
occur with the fs-OPA as well. Usually, it is solved by adjusting the input beam paths
until maximum output power is achieved. Another possibility is to open the corre-
sponding OPA and rotate the crystal for white light generation a bit further (see the
manual).
Wrong output wavelength When changing the USB-cable of an OPA from one
computer to another, the TOPAS programmes must be set to the same wavelength.
The reason is that the physical wavelength which is set at computer 1, is kept, but at
computer 2 a diﬀerent value is set in the programme. If the initialization ﬁles are present
at the computer, the motors inside the OPA can be resetted in the "Win TOPAS 3"
programme to obtain the correct wavelength. Therefore, the ﬁeld "Motors" has to be
clicked, followed by "Direct Access". Here, "Reset" has to be clicked for each motor.
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In this chapter, the full group theoretical analysis of a transition is given. To apply
group theory, knowledge about the crystal symmetry and the corresponding tables, e.g.
in the book by Koster et al. [33], is suﬃcient. The procedure is demonstrated for the
1S exciton transition in Cu2O with point group Oh.
Symmetries of electron bands In Cu2O, the valence (conduction) band originates
from the 3d (4s) copper orbital which implies an orbital momentum of l  2 (0). This
corresponds to an irreducible representation, Γi, in the Oh group. All assignments of
momenta are listed in the Full Rotation Group Compatibility Table. Thus, the valence
band is split by the crystal ﬁeld into a Γ 3 and Γ
 
5 band. The superscript indicates the
parity, which is a good quantum number in Oh, of the representation. Note, that
the total number of dimensions is maintained in all operations. Therefore, the ﬁve-
dimensional l  2 orbital has to be represented by symmetries of dimension ﬁve in total.
The dimension of each Γi is found in the ﬁrst column, E, of the Character Table. From
group theory, the energetic order of the bands is not determined. However, experiments
yielded higher energy for the Γ 5 band which is therefore the uppermost valence band.
The conduction band is described by Γ 1 .
In the next step, the spin is coupled to the bands. The electron spin is 1{2 and of
positive parity, transforming as Γ 6 . The results of tensor products can be obtained from
the Multiplication Table of a group. Therefore, the conduction band has symmetry
Γ 1 b Γ 6  Γ 6 and the valence band Γ 5 b Γ 6  Γ 7 ` Γ 8 . Again, the Γ 7 band was
determined to have higher energy.
Symmetries of excitons The symmetry of excitons is the product of the irreducible
representations of the conduction band of the participating electron, valence band of
the hole and exciton envelope function, see Eq. (2.29). To evaluate the spin-structure of
the exciton states, it is necessary to calculate the spin orientations of the bands instead
of just multiplying their symmetries. The structure of the conduction band is
Γ 1 b Γ 6 ÝÑ Γ 6 

Ò
Ó

, (B.1)
and for the Γ 7 valence band
Γ 5 b Γ 6 ÝÑ Γ 7 
1?
3

 Γ 5xz Ó i

Γ 5yz Ó  Γ 5xy Ò
	
Γ 5xz Ò  i

Γ 5xy Ó Γ 5yz Ò
	

. (B.2)
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The full symmetry of the 1S exciton is given by
Γexc  Γ 6 b Γ 7  Γ 2 ` Γ 5 , (B.3)
with explicit forms
Γ 2 
1?
6

Γ 5xz pÒÒ   ÓÓq   iΓ 5xy pÒÓ   ÓÒq  iΓ 5yz pÒÒ  ÓÓq
	
, (B.4)
Γ 5 
i?
6


Γ 5xz pÒÓ   ÓÒq  iΓ 5xy pÒÒ   ÓÓq  iΓ 5yz pÒÓ  ÓÒq
i

Γ 5xz pÒÓ  ÓÒq  iΓ 5xy pÒÒ  ÓÓq  iΓ 5yz pÒÓ   ÓÒq



Γ 5xz pÓÓ  ÒÒq  iΓ 5xy pÓÒ  ÒÓq  iΓ 5yz pÓÒ   ÒÒq


. (B.5)
From Eqs. (B.4) and (B.5) it gets clear that only exciton states of Γ 5 symmetry contain
singlet, i.e. (ÒÓ  ÓÒ), contributions that are optically excitable.
In the case of a four-dimensional band, e.g. the Γ8 valence band in ZnSe, heavy and
light holes of spin 3{2 and 1{2 have to be considered. However, the overall principle
remains the same.
Symmetries of photons The symmetry of a photon in dipole, or quadrupole ap-
proximation is deduced from Eq. (2.16). An electric dipole corresponds to VD which
is basically the momentum operator p. This transforms like a vector, i.e. as the basis
functions x, y and z. They are represented in Oh by Γ4 symmetry.
The next higher order, the electric quadrupole and magnetic dipole, is the scalar
product of light vector k and momentum p. Both transform like a vector, resulting in
the tensor-product
Γ4 b Γ4  Γ 1 ` Γ 3 ` Γ 4 ` Γ 5 . (B.6)
From these four, only Γ 3 and Γ
 
5 are non-zero.
Now the polarization dependence of the whole SHG process, comprising the two-
photon excitation and one-photon emission, can be calculated. In the case of Cu2O,
this is done in Sec. 5.5 for four k-directions. The two-photon excitation is described by
the operator OTPDD and the one-photon emission by OD.
Transitions at k  0 So far, only exciton transitions at the Γ -point, the centre of
the Brillouin zone (k  0), were considered. If this is not the case, e.g. in perovskites
where the transition of lowest energy is located at k  r111s, the R-point [128], the
point group of the material can be reduced. Information on that topic can be found in
Ref. [129].
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In this chapter, a minimal example of Mathematica-code is presented which is used to
simulate rotational anisotropies. The example can be used for S-excitons in the geom-
etry kω ∥ r111s in Cu2O.
Deﬁne the arbitrary rotation matrix T in three dimensions with a rotation of "theta"
radians around an "axis":
T raxis_, theta_s (C.1)
Deﬁne the normalized crystal vectors:
xcrys : 1?
2
 t1, 1,0u, ycrys : 1?
6
 t1,1, 2u, zcrys : 1?
3
 t1,1,1u (C.2)
The light k-direction is deﬁned parallel to z:
k : zcrys (C.3)
The polarization Pol is turned by an angle "phi" around "k" with zero angle corre-
sponding to xcrys:
Polrphi_s : T rk, phis.xcrys (C.4)
One photon in dipole approximation, El1Dipole, is deﬁned as:
El1Dipolerphi_s : tPolrphisrr1ss,Polrphisrr2ss,Polrphisrr3ssu (C.5)
The S-exciton is excited by two photons in dipole approximation, El2Dipole:
El2Dipolerphi_s : p
?
2q  tPolrphisrr2ss  Polrphisrr3ss,
Polrphisrr1ss  Polrphisrr3ss, (C.6)
Polrphisrr1ss  Polrphisrr2ssu
One photon in electric quadrupole approximation, El1Quad, which is emitted from
S-excitons, is deﬁned as:
El1Quadrphi_s : 1?
2
 tkrr2ss  Polrphisrr3ss   krr3ss  Polrphisrr2ss,
krr1ss  Polrphisrr3ss   krr3ss  Polrphisrr1ss, (C.7)
krr1ss  Polrphisrr2ss   krr2ss  Polrphisrr1ssu
The full anisotropy, with ingoing and outgoing polarizations "phiIn" and "phiOut", is
given by:
SexcrphiIn_, phiOut_s : pEl1QuadrphiOut_s.El1DipolerphiIn_sq2 (C.8)
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Formulas, e.g. for the parallel and crossed conﬁgurations, are printed by:
FullSimplifyrSexcrphi, phiss
FullSimplifyrSexcrphi, phi  π{2ss (C.9)
A polar plot of the anisotropies is shown by:
PolarPlotrtSexcrphi, phis, Sexcrphi, phi  π{2su,tphi,0,2πus (C.10)
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