Manually labelling large collections of text data is a timeconsuming and expensive task, but one that is necessary to support machine learning based on text datasets. Active learning has been shown to be an effective way to alleviate some of the effort required in utilising large collections of unlabelled data for machine learning tasks without needing to fully label them. The representation mechanism used to represent text documents when performing active learning, however, has a significant influence on how effective the process will be. While simple vector representations such as bag-of-words have been shown to be an effective way to represent documents during active learning, the emergence of representation mechanisms based on the word embeddings prevalent in neural network research (e.g. word2vec and transformer based models like BERT ) offer a promising, and as yet not fully explored, alternative. This paper describes a large-scale evaluation of the effectiveness of different text representation mechanisms for active learning across 8 datasets from varied domains. This evaluation shows that using representations based on modern word embeddings, especially BERT, which have not yet been widely used in active learning, achieves a significant improvement over more commonly used vector representations like bag-of-words.
One crucial component of active learning for text classification is the mechanism used to represent documents in the tabular structure required by most machine learning algorithms. Vectorized representations, such as bag-of-words (BOW) is the most common representations used in active learning [8, 10, 11, 12, 22, 23] . Considerable recent work, however, has shown that representations of natural language based on learned word embeddings can be useful for a wide range of natural language processing (NLP) tasks including text classification [13, 14, 15, 18, 19, 20, 44] . Standard approaches to learning word embeddings like word2vec [13] , Glove [14] , FastText [15, 16] , or contextualized approaches such as Cove [43] and ElMo [44] convert words to fixed-length dense vectors that capture semantic and syntactic features, and allow more complex structures (like sentences, paragraphs and documents) to be encoded as aggregates of these vectors. There are also documentlevel approaches such as ULM-Fit [18] , OpenAI GPT [19] , and BERT [20] , that are followed by task-specific fine-tuning to significantly increase the performance of NLP tasks, and have been shown to be useful for learning common language features. Among these approaches, BERT (bidirectional encoder representations from transformers) has achieved state-of-the-art results across many NLP tasks [20] . Notably, in these approaches language models used for generating embedding-based representations are created using massive unlabelled corpora (e.g. Wikipedia [13, 20] ). Even though word embeddings have been widely applied in text classification, there is little work devoted to leveraging them in active learning for text classification [6, 7, 22] , and a large-scale benchmark comparison of their usefulness for active learning does not exist in the literature. This paper describes a large-scale evaluation experiment to explore the effectiveness of word embeddings for active learning in a text classification context. This evaluation, based on 8 datasets from different domains such as product reviews, news articles, blog posts etc., shows that representations based on word-embeddings-and especially representations based on BERT-consistently outperform the more commonly used simple vector representations. This demonstrates the effectiveness of embedding-based representations for active learning, and also illustrates that some of the promise of deep learning [46] can be brought to active learning, while avoiding the considerable practical challenges of placing a deep neural network at the heart of the active learning process [6, 7, 22, 45] .
The remainder of the paper is organized as follows: Section 2 presents the pool-based active learning framework as well as the text representation techniques and related work; Section 3 describes the design of the experiment performed; Section 4 discusses the results of this experiment; and, finally, Section 5 draws conclusions and suggests directions for future work.
Related Work
In pool-based active learning, a small set of labelled instances is used to seed an initial labelled dataset, L. Then, according to a particular selection strategy, a batch of data to be presented to an oracle for labelling is chosen from the unlabelled data pool, U. After labelling, these newly labelled instances will be removed from U and appended to L. This process repeats until a predefined stopping criterion has been met (e.g. a label budget has been exhausted).
The resulting labelled instances will be used for training a predictive model if the goal is to induce a good classification model; if the goal is to label all instances, the induced classification model will be applied to the remaining unlabelled instances in U to predict their classes, which saves manual labours as compared to labelling the whole dataset by hand. We are interested in the latter scenario in this paper.
Selection strategy, which is a technique used for picking unlabelled data to be presented to the oracle for labelling, plays a vital role in active learning. There are many selection strategies studied in the literature. A family of approaches, such as uncertainty sampling, query-by-committee (QBC), density-weighted methods [1] , utilise models trained with the currently labelled instances, L, to infer the "informativeness" of unlabelled instances from U, among which the most informative are selected to be labelled by the oracle. We refer to these approaches as model-based selection strategies. On the other hand, there are methods entirely rely on the features of instances in L and U to compute the "informativenes" of each candidate such as exploration guided active learning (EGAL) [10] , which is referred to as model-free selection strategy [10] . In this paper, we adopt several commonly used selection strategies, that is, random sampling (sample i.i.d from U), uncertainty sampling [26] , query-by-committee [30] , information-density (ID) [29] , EGAL [10] to alleviate the influence caused by different selection strategies.
Text Representations
Choosing a representation scheme for documents to be used in an active learning scenario is an important step. Approaches to doing this range from simple frequency based vector representations, like bag-of-words, to more sophisticated approaches based on word embeddings. This section presents the most text representation schemes used in the experiments described in this paper. Bag-of-words (BOW) is the most basic representation scheme for documents, and has been widely used in many active learning applications [8, 10, 11, 12, 22, 23] . Each column of the BOW vector is the term-frequency (TF) of a distinct word appearing in the document and 0 if the term is absent. The frequency of terms is often weighted by inverse document frequency to penalise terms commonly used in most documents. This is known as TF-IDF [47] . In this paper, we examine both TF-IDF, and TF which is normalized by the total word count of a document. Latent Dirichlet Allocation (LDA) [27] is a topic modelling techniques technique designed to infer the distribution of membership to a set of topics across a set of documents. The model generates a term-topic matrix and a documenttopic matrix. Specifically, each row of the document-topic matrix is a topic-based representation of a document where the ith column determines the degree of association between the ith topic and the document. This type of topic representation of documents has been used in active learning for labelling inclusive/exclusive studies in systematic literature review [8, 21, 24] .
FastText [15] is a neural language model trained with large online unlabelled corpora. Compared to word2vec [13] and Glove [14] , FastText enriches the training of word embeddings with subword information which improves the ability to obtain word embeddings of out-of-bag words. In practice, we average the vectors of words appeared in the document as the document representation. BERT [20] has achieved amazing results in many NLP tasks. This model, using multi-head attention mechanism based on the Multi-layer Bidirectional Transformer model [48] , is trained with the plain text through masked word prediction and next sentence prediction tasks to learn contextualized word embeddings. Contextualized word embedding implies a word can have different embeddings according to its context which alleviates the problems caused by polysemy etc.
Using Word Embedding in Active Learning
Although applying word embeddings in text classification has attracted considerable attention in the literature [13, 15, 18, 20] , the use of word embeddings in active learning is still a largely unexplored research area. Zhang et al. [6] combined word2vec with convolutional neural networks (CNN) and active learning to build classifiers for sentence-based and document-based datasets. Similarly, Zhao et al. [7] proposed leveraging recurrent neural networks and gated recurrent units with word2vec to predict the classes of short-text. Very recently, Zhang Ye [45] proposed a selection strategy that combines fine-tuned BERT with CNN, but they only compare the performance of different selection strategies while BERT applied, rather than the impacts of different text representation techniques used in active learning. Siddhant and Lipton [22] compare the performance of Gloveembedding-based active learning frameworks, which are composed of different classifiers such as bi-LSTM model and CNN, across many NLP tasks. They find that Glove embeddings selected by Bayesian Active Learning by Disagreement plus Monte Carlo Dropout or Bayes-by-Backprop Dropout usually outperforms the shallow baseline. However, Siddhant and Lipton take Linear SVM combined with BOW representation rather than Glove embeddings as a shallow baseline which makes the conclusion limited. Additionally, these four studies focus on comparing the impact of selection strategies when used with deep neural networks, instead of that of text representations.
Another challenge faced by approaches that use word embeddings in combination with deep neural networks is the computational cost in active learning. Highly computationally complex prediction models such as neural networks are too expensive to be used in active learning due to the frequent demand of reconstructing classifiers. Therefore, some studies combine word embedding with low complexity machine learning algorithms to provide tractable approaches. Hashimoto et al. [21] propose a method, paragraph vector-based topic detection (PV-TD), that combines doc2vec [49] (an extension of word2vec) with k-means clustering to perform simple topic modelling. For the active learning process documents, which are represented by their distance to the cluster centres that result from the application of k-means, are fed into the Support Vector Machine (SVM) model. In their experiments PV-TD is shown to perform well compared to representations based on an LDA, and word2vec. Interestingly, Singh et al. [8] extend the experiments in [21] with more datasets in the health domain, demonstrating that directly using doc2vec or BOW, rather than PV-TD, can achieve better results which is contrary to that obtained by Hashimoto. Despite the promising results, these studies of active learning using word embeddings explore only a limited number of selection strategies (i.e. certainty sampling and certainty information gain sampling) and focus only on highly imbalanced datasets from specialist medical domains.
This research fills the gap by comparing the performance of embedding-based active learning with that of classical active learning framework, using a broader range of selection strategies and datasets of various domains to fairly demonstrate the effectiveness of each representation. As far as we know, this is the first attempt to evaluate the performance of BERT as a representation compared to other vector-based representations in the context of expediting text labelling tasks via active learning.
Experimental Design
This section describes the design of an experiment performed to evaluate the effectiveness of different text representation mechanisms in active learning. To mitigate the influence of different selection strategies on the performance of the active learning process we also include a number of different selection strategies in the experiment. These section describes the experimental framework, the configuration of the models used, the performance measures used to judge the effectiveness of different approaches, and the datasets used in the experiments.
Active Learning Framework
We apply pool-based active learning using different text representation techniques and selection strategies over several well-balanced fully labelled datasets. All datasets are from binary classification problems. The use of fully labelled datasets allows us to simulate data labelling by a human oracle, and is common in active learning research [6, 7, 8, 10, 21] . At the outset, we provide all learners with the same 10 instances (i.e. 5 positive instances and 5 negative instances) sampled i.i.d. at random from a dataset to seed the active learning process. Subsequently, 10 unlabelled instances, whose ground truth labels will be revealed to each learner, are selected according to a certain selection strategy. These examples are removed from U to L and the classifiers are retrained. We assume it is unrealistic to collect more than 1,000 labels from an oracle, and so we stop the procedure when an annotation budget of 1,000 labels is used up. As the batch size for selection is 10, this means that an experiment is composed of 100 rounds of the active learning process which uses up the label budget of 1,000 labels. Each experiment is repeated 10 times using different random seeds. The performance measures reported are averaged across these repetitions.
Model Configuration
We evaluate the performance of active learning using Linear-SVM models 3 which have been shown empirically to perform well with high dimensional data [32] . We tune the hyper-parameters of the SVM models every 10 iterations (i.e. 100 labels requested). We preprocess text data by converting to lowercase, removing stop words, and removing rare terms (for the whole dataset, word count less than 10 or document frequency less than 5). 4 We set the number of topics to be used by LDA 5 to 300 following [8] . For FastText, we adopt two versions of FastText: 1) we use the pre-trained subword FastText (FT) model trained with Wikipedia (300 dimensions). 6 2) continually training original FastText model with local corpus (without label information) which is referred to as FastText trained (FT T). For BERT, we use bert-large-uncased model (1,024 dimensions). 7 Though the original paper [20] suggests using the vector of "[CLS]" token added in the head of a document as a document-level representation, in practice, researchers find that averaging the word embeddings of the document is an equivalent, sometimes, greater option 8 . Since BERT is configured to take as input a maximum of 512 tokens, we divided the long sequence with L length into k = L/511 fractions, which is then fed to BERT to infer the representation of each fraction (each fraction has "[CLS]" token in front of 511 tokens, namely, 512 tokens in total). The vector of each fraction is the average embeddings of words in that fraction and the representation of the whole text sequence is the mean of all k fraction vectors. It should be noted that we do not use any label information for finetuning any model to ensure fair comparisons. A summary of the dimensionality of each representation is given in Table 1 .
In uncertainty sampling, the most uncertain examples are equivalent to those closest to the class separating hyper-plane in the context of an SVM [33] . In the information density selection strategy, we use entropy to measure the "informativeness" and all parameters are set following [29] . In QBC, we choose Linear-SVM models trained using bagging as committee members following [34] . Since there is no general agreement in the literature on the appropriate committee size for QBC [1] , we adopt committee size 5 after some preliminary experiments. In EGAL, all parameters are set following the recommendations given in [10] , which are shown to perform well for text classification tasks.
Performance Measures
As we are interested in the ability of an active learning process to fully label a dataset we use the accuracy+ performance measure, which has been previously 3 https://scikit-learn.org/stable/modules/generated/sklearn.svm.SVC.html 4 We found the preprocessing improves the performance of BOW but has a negligible effect to word embeddings, hence we skip preprocessing for word embeddings. 5 https://radimrehurek.com/gensim/models/ldamodel.html 6 https://fasttext.cc/docs/en/english-vectors.html 7 https://github.com/huggingface/pytorch-transformers 8 https://github.com/hanxiao/bert-as-service used by [10] . This measures the performance of the full active learning system including human annotators. It can be expressed as:
where N is the total number of instances in a dataset and superscripts H and M express human annotator and machine generated labels respectively. T P and T N denote the number of true positives and true negatives respectively. Intuitively, this metric computes the fraction of correctly labelled instances which are predicted by the oracles as well as a trained classifier. We presume that a human annotator never makes mistakes. We also report the area under the learning curve (AULC) score for each accuracy curve which is computed using the trapezoidal rule and normalized by the maximum possible area, to bound the value between 0 to 1.
Datasets
We evaluate the performance of active learning systems using 8 fully-labelled datasets. Four of these datasets are based on long text sequences: Movie Review (MR) [35] , 9 Multi-domain Customer Review (MDCR) [36] , 10 Blog Author Gender (BAG) [39] 11 and Guardian2013 (G2013) [37] . While four are based on sentences: Additional Customer Review (ACR) [38] , Movie Review Subjectivity (MRS) [35] , Ag news (AGN) 12 and DBP(Dbpedia) [40] . Table 1 provides summary statistics describing each dataset. Table 2 . The summary of AULC scores, which are computed by trapezoidal rule and normalized by the maximum possible area, on each dataset regarding the different combinations of text representations and selection strategies. The best performance of each dataset is highlighted and the last column denotes the average ranking of each method where the smaller number suggests a higher rank. 
Results and Discussion
To illustrate the performance differences observed between the different representations explored, Figures 1 and 2 show the learning curves for each different representation (separated by selection strategy) for the MDCR and MRS datasets respectively. 13 In these plots the horizontal axis denotes the number of instances labelled so far, and the vertical axis denotes the accuracy+ score achieved. It should be noted that each curve starts with 10 rather than 0 along the horizontal axis, corresponding to the initial seed labelling described earlier.
Generally speaking, we can observe that better performance is achieved when active learning is used in combination with a text representations based on word embeddings rather than the simpler vector-based text representations (i.e. TF and TF-IDF) and those based on topic modelling (i.e. LDA). More specifically, in Figure 1 , we observe that BERT consistently outperforms any other representation by a reasonably large margin across all selection strategies. Another interesting observation is that FastText, FastText trained and TF-IDF have similar performance, and LDA performs worst across all situations. In Figure 2 , we see a similar pattern that, in the majority of cases, the performance of the approaches based on BERT surpass the performances achieved using other representations (except for EGAL where FastText trained gives the best performance). Besides, the remaining two word embeddings (i.e. FastText and FastText trained) behave close to BERT in many selection strategies, exceeding TF and TF-IDF by a large margin. Again, LDA performs poorly when used in combination with all selection strategies.
We summarize the results of all methods in Table 2 . In this table, each column denotes the performance of different active learning processes on a specific dataset. Different representation and selection strategy combinations are compared and the best results achieved for each dataset are highlighted. The numbers in bracket stands for the ranking of each method when compared to the performance of the other approaches for a specific dataset and the last column reports the average ranking of each representation-selection-strategy combination, where a smaller number means a higher rank. Table 2 presents a very clear message that the word embedding representations perform well across all datasets, which is evidenced by the relatively higher ranks as compared to TF, TF-IDF and LDA. Overall, BERT is the best performing representation with average ranks of 2.81 for BERT + uncertainty, 4.5 for BERT + information density, and 4.81 for BERT + QBC being the highest average ranks overall.
As suggested by [41] , Wilcoxon signed-rank tests have been performed for pairwise comparisons of the mean ranks between methods. The full results of these tests are too large to include in this paper, but are available in online supplementary material 14 . As QBC is the best performing selection strategy overall, we include the results significance tests comparing the performance of the different representation methods when the QBC selection strategy is used across all datasets in Table 3 . This shows the win/loss/tie count for each pair of representations and the p-value from the related significance test. The table demonstrate that all embedding-based methods are significantly different from methods based on TF, TF-IDF and LDA with p < 0.05. However, embedding-based methods do not have significant difference between each other. Remarkably, BERT achieves the most wins as compared to any other representations. Objective Subjective (f) MRS: LDA Fig. 3 . T-SNE visualisations of movie reviews and customer reviews regarding (MDCR) (Figure 3 (a), 3(b), 3(c)) and (MRS) (Figure 3(d) , 3(e), 3(f)) dataset in the corresponding feature space respectively. Red squares and blue crosses indicate reviews of different classes.
Analysis of Different Representations
The previous experiments have illustrated the superior performance of word embeddings, especially BERT, in active learning. To provide some insight into the impacts of using different representations, Figure 3 shows visualisations of instances from the Multi Domain Customer Review (MDCR) and Movie Review Subjectivity (MRS) datasets generated using t-SNE [42] based BERT, TF-IDF and LDA representations. Instances are coloured according to the class to which they belong. We can see that for the BERT representation instances of the same class tend to cluster near to each other and that there is good separation between instances of the two classes (see Figure 3 (a) and 3(d)), even though no label information is used in generating the BERT representation or these visualisations. For the equivalent TF-IDF (Figures 3(b) and 3(e)) and LDA (Figures 3(c) and 3(f)), visualisations classes are less well clustered and overlap much more. This ability of BERT to generate instances representations that are easily separable is likely to contribute strongly towards its ability to lead to highly performing active learning systems. We suppose that the unsatisfactory performance of the LDA-based representation indicates each class is likely to contain a mixture of most of the topics in these datasets.
Conclusions
Active learning processes used with text data rely heavily on the document representation mechanism used. This paper presented an evaluation experiment which explored the effectiveness of different text representations in an active learning context. The performance of different text representation techniques combined with popular selection strategies was compared over datasets from different domains to investigate a general active learning framework for data labelling tasks. The comparison showed that the embedding-based representations, which are rarely used in active learning, lead to better performance compared to vector based representations. Several of the most commonly used selection strategies have been applied in experiments to mitigate the impact of specific selection strategies on the effectiveness of different text representations. Notably, BERT combined with uncertainty sampling greatly facilitates the application of active learning for text labelling. Hence, we suggest that BERT with uncertainty sampling is the default framework while BERT with QBC/ID and FastText trained with QBC can be alternatives for text classification in the context of labelling task in some cases. An important application of active learning is to labelling the included/excluded studies in literature review [12, 21, 23] which is usually an imbalanced dataset. So It leads to more exploration of the active learning framework over an imbalanced dataset in future work.
