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ABSTRACT
Total Generalized Variation (TGV) has recently been intro-
duced as penalty functional for modelling images with edges as
well as smooth variations [2]. It can be interpreted as a “sparse”
penalization of optimal balancing from the first up to the k-
th distributional derivative and leads to desirable results when
applied to image denoising, i.e., L2-fitting with TGV penalty.
The present paper studies TGV of second order in the context
of solving ill-posed linear inverse problems. Existence and sta-
bility for solutions of Tikhonov-functional minimization with
respect to the data is shown and applied to the problem of re-
covering an image from blurred and noisy data.
Keywords— Total Generalized Variation, linear inverse
problems, Tikhonov regularization, deblurring problem.
1. INTRODUCTION
Most mathematical formulations of inverse problems, in partic-
ular of mathematical imaging problems are cast in the form of
minimizing a Tikhonov functional, i.e.,
min
u
F (u) + αR(u)
where F represents the fidelity with respect to the measured
data, R is a regularization functional and α > 0 a parameter.
With a linear, continuous and usually ill-posed forward operator
K as well as possibly error-prone data f , the data fidelity term
is commonly chosen as
F (u) =
‖Ku− f‖2
2
with a Hilbert-space norm ‖ · ‖. For imaging problems, popular
choices for the regularization functionals are one-homogeneous
functionals, in particular, the Total Variation seminorm [9]
R(u) =
∫
Ω
d|Du| = ‖Du‖M
where |Du| denotes the variation-measure of the distributional
derivative Du which is a vector-valued Radon measure. It
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allows for discontinuities to appear along hypersurfaces and
therefore yields a suitable model for images with edges. Un-
fortunately, for true data containing smooth regions, Total Vari-
ation regularization tends to produce undesired piecewise con-
stant solutions; a phenomenon which is known as the “stair-
casing effect” [8, 11]. To overcome this problem, higher-order
functionals have been proposed [3, 5], for instance the weighted
infimal convolution of the first- and second order total-variation,
i.e.,
∫
Ω
d|Du| and ∫
Ω
d|D2u|. With such regularizers, a reduc-
tion of the staircasing effect can be observed. However, it may
still occur, usually in the neighborhood of edges.
In [2], the Total Generalized Variation (TGV) of order k,
defined as
TGVkα(u) = sup
{∫
Ω
udivk v dx
∣∣∣ v ∈ Ckc (Ω,Symk(IRd)),
‖divl v‖∞ ≤ αl, l = 0, . . . , k − 1
}
, (1)
has been proposed and analyzed. It constitutes a new image
model which can be interpreted to incorporate smoothness from
the first up to the k-th derivative. Here, Symk(IRd) denotes the
space of symmetric tensors of order k with arguments in IRd
and αl > 0 are fixed parameters. Choosing k = 1 and α0 = 1
yields the usual Total Variation functional. It is immediate that
in L2(Ω), the denoising problem which corresponds to K = I ,
TGV2α as a regularization term leads to a well-posed minimiza-
tion problem for the Tikhonov functional. The numerical ex-
periments carried out in [2] show that TGV2α produces visually
appealing results with almost no staircase effect present in the
solution (see Figure 1).
When solving ill-posed inverse problems for K : L2(Ω) →
L2(Ω) with a Total Generalized Variation regularization, how-
ever, it is not immediate that the problem of minimizing the
Tikhonov functional is well-posed. The present paper addresses
this issue by analyzing the case of k = 2, i.e., Total Generalized
Variation of second order. We will show that TGV2α is a semi-
norm on BV(Ω) and that ‖u‖1 + TGV2α(u) is topologically
equivalent to the BV-norm. Based on this result, existence and
well-posedness of TGV2α-regularization for Tikhonov function-
als is derived. Moreover, we apply these results to solve an im-
age deblurring problem. Finally, numerical experiments illus-
trate the feasibility of Total Generalized Variation regularization
of second order.
ar
X
iv
:2
00
5.
09
72
5v
1 
 [m
ath
.N
A]
  1
9 M
ay
 20
20
fnoise uTV
uinf−conv uTGV2α
Fig. 1. Denoising with Total Variation, infimal convolution and
Total Generalized Variation.
2. BASIC PROPERTIES OF SECOND-ORDER TGV
Let us first define Total Generalized Variation of second order
as well as mention some basic properties.
Definition 2.1. Let Ω ⊂ IRd be a bounded domain and α =
(α0, α1) > 0. The functional assigning each u ∈ L1loc(Ω) the
value
TGV2α(u) = sup
{∫
Ω
udiv2 v dx
∣∣∣ v ∈ C2c (Ω, Sd×d),
‖v‖∞ ≤ α0, ‖div v‖∞ ≤ α1
}
(2)
is called the Total Generalized Variation of second order.
Here, Sd×d is the set of symmetric matrices, C2c (Ω, Sd×d)
the vector space of compactly supported, twice continuously
differentiable Sd×d-valued mappings and div v ∈ C1c (Ω, IRd),
div2 v ∈ Cc(Ω) is defined by
(div v)i =
d∑
j=1
∂vij
∂xj
, div2 v =
d∑
i=1
∂2vii
∂x2i
+ 2
∑
i<j
∂2vij
∂xi∂xj
.
The norms of v ∈ Cc(Ω, Sd×d), ω ∈ Cc(Ω, IRd) are given by
‖v‖∞ = sup
x∈Ω
( d∑
i=1
|vii(x)|2 + 2
∑
i<j
|vij(x)|2
)1/2
,
‖ω‖∞ = sup
x∈Ω
( d∑
i=1
|ωi(x)|2
)1/2
.
The space
BGV2α(Ω) = {u ∈ L1(Ω)
∣∣ TGV2α(u) <∞}
equipped with the norm
‖u‖BGV2α = ‖u‖1 + TGV2α(u)
is called the space of functions of Bounded Generalized Varia-
tion of order 2.
Basic results about this functional obtained in [2] can be
summarized as follows.
Theorem 2.2. Total Generalized Variation of second order en-
joys the following properties:
1. TGV2α is a semi-norm on the Banach space BGV
2
α(Ω),
2. TGV2α(u) = 0 if and only if u is a polynomial of degree
less than 2,
3. TGV2α and TGV
2
α˜ are equivalent for α˜ = (α˜0, α˜1) > 0,
4. TGV2α is rotationally invariant,
5. TGV2α satisfies, for r > 0 and (ρru)(x) = u(rx), the
scaling property
TGV2α ◦ρr = r−d TGV2α˜(u), (α˜0, α˜1) = (α0r2, α1r),
6. TGV2α is proper, convex and lower semi-continuous on
each Lp(Ω), 1 ≤ p <∞.
3. TOPOLOGICAL EQUIVALENCE WITH BV
To obtain existence results for Tikhonov functionals with
TGV2α-penalty, we reduce the functional-analytic setting to the
space BV(Ω) by establishing topological equivalence. This will
be done in two steps.
Theorem 3.1. Let Ω ⊂ IRd be a bounded domain. For each
u ∈ L1(Ω) we have
TGV2α(u) = min
w∈BD(Ω)
α1‖Du− w‖M + α0‖Ew‖M (3)
where BD(Ω) denotes the space of vector fields of Bounded De-
formation [10], i.e.,w ∈ L1(Ω, IRd) such that the distributional
symmetrized derivative Ew = 12 (∇w+∇wT) is a Sd×d-valued
Radon measure.
Sketch of proof. Choosing X = C20(Ω, Sd×d), Y =
C10(Ω, IRd), Λ = div ∈ L
(
X,Y
)
and, for v ∈ X , ω ∈ Y ,
F1(v) = I{‖ · ‖∞≤α0}(v),
F2(ω) = I{‖ · ‖∞≤α1}(ω)−
∫
Ω
udivω dx
we see with density arguments that
TGV2α(u) = − inf
v∈X
F1(v) + F2(Λv).
Furthermore, Y =
⋃
λ≥0 λ
(
dom(F1)−Λ dom(F2)
)
, hence by
Fenchel-Rockafellar duality [1], it follows that
TGV2α(u) = min
w∈Y ∗
F ∗1 (−Λ∗w) + F ∗2 (w).
Now, Y ∗ = C10(Ω, IRd)∗ can be regarded as a space of distribu-
tions and the dual functionals can be written as
F ∗1 (−Λ∗w) =
{
α0‖Ew‖M if w ∈ BD(Ω)
∞ else,
F ∗2 (w) =
{
α1‖Du− w‖M if Du− w ∈M(Ω, IRd)
∞ else.
Since BD(Ω) ⊂M(Ω, IRd), the result follows.
Remark 3.2. The minimization in (3) can be interpreted as an
optimal balancing between the first and second derivative of u
in terms of “sparse” penalization (via the Radon norm).
The second step combines (3) with the Sobolev-Korn in-
equality for vector fields of Bounded Deformation.
Theorem 3.3. Let Ω ⊂ IRd be a bounded Lipschitz domain.
Then there exist constants 0 < c < C < ∞ such that for each
u ∈ BGV2α(Ω) there holds
c‖u‖BV ≤ ‖u‖1 + TGV2α(u) ≤ C‖u‖BV.
Proof. Setting w = 0 in (3) immediately implies that for each
u ∈ BGV2α(Ω) we have TGV2α(u) ≤ α1 TV(u), hence we can
set C = max(1, α1).
On the other hand, we may assume that Du ∈ M(Ω, IRd)
since otherwise, ‖Du− w‖M = ∞ for all w ∈ BD(Ω) and
hence, TGV2α(u) = ∞ by (3). Observe that w¯ ∈ ker E if
and only if w¯(x) = Ax + b for some A ∈ IRd×d satisfying
AT = −A and b ∈ IRd. We show that there is a C1 > 0 such
that for each u ∈ BV(Ω) and w¯ ∈ ker E there holds
‖Du‖M ≤ C1
(‖Du− w¯‖M + ‖u‖1). (4)
Suppose that this is not the case. Then, there exist sequences
{un} in BV(Ω) and {w¯n} in ker E such that
‖Dun‖M = 1, ‖Dun − w¯n‖M + ‖un‖1 ≤ 1n
for all n ∈ IN. Consequently, limn→∞ un = 0 in L1(Ω),
limn→∞Dun − w¯n = 0 inM(Ω, IRd) and {w¯n} is bounded
in ker E . Since the latter is finite-dimensional, there exists
a convergent subsequence, i.e., limk→∞ w¯nk = w for some
w ∈ ker E . It follows that limk→∞Dunk = w, thus w = 0 by
closedness of the distributional derivative. This means in par-
ticular limk→∞ ‖Dunk‖M = 0 which is a contradiction since
each ‖Dunk‖M = 1.
Next, recall that a Sobolev-Korn inequality holds for BD(Ω)
[10]: There is a C2 > 0 such that for each w ∈ BD(Ω) there
exists a w¯ ∈ ker E such that ‖w − w¯‖1 ≤ C2‖Ew‖M. For this
w¯, we have, for some C3 > 0,
‖Du− w¯‖M ≤ ‖Du− w‖M + ‖w − w¯‖1
≤ C3
(
α1‖Du− w‖M + α0‖Ew‖M
)
.
Plugged into (4) and adding ‖u‖1 on both sides, it follows that
the inequality
‖u‖BV ≤ C4
(‖u‖1 + α1‖Du− w‖M + α0‖Ew‖M)
holds for some C4 > 0 independent of u and w. Taking the
minimum over all w ∈ BD(Ω) and choosing c = C−14 finally
yields the result by virtue of (3).
Since both BV(Ω) and BGV2α(Ω) are Banach spaces, we
immediately have:
Corollary 3.4. If Ω ⊂ IRd is a bounded Lipschitz-domain, then
BGV2α(Ω) = BV(Ω) for all (α0, α1) > 0 in the sense of topo-
logically equivalent Banach spaces.
4. EXISTENCE AND STABILITY OF SOLUTIONS
Let, in the following, Ω ⊂ IRd be a bounded Lipschitz domain.
The coercivity needed for showing existence of solutions for
the Tikhonov functional is implied by the following inequality
of Poincare´-Wirtinger type.
Proposition 4.1. Let 1 < p < ∞ such that p ≤ d/(d − 1)
and P : Lp(Ω) → P1(Ω) a linear projection onto the space of
affine functions P1(Ω). Then, there is a C > 0 such that
‖u‖p ≤ C TGV2α(u) ∀u ∈ kerP ⊂ Lp(Ω). (5)
Proof. If this is not true, there exists a sequence {un} in kerP
with ‖un‖p = 1 such that 1 ≥ C(n) TGV2α(un) whereC(n) ≥
n. We may assume un ⇀ u in Lp(Ω) with u ∈ kerP . Ac-
cording to Theorem 3.3, {un} is also bounded in BV(Ω), thus
we also have, by compact embedding, that limn→∞ un = u
in L1(Ω). Lower semi-continuity now implies TGV2α(u) ≤
lim infn→∞TGV2α(u
n) = 0, hence u ∈ P1(Ω) ∩ kerP (see
Theorem 2.2) and, consequently, u = 0. Thus, un → 0 in
BV(Ω) and by continuous embedding, also in Lp(Ω), which is
a contradiction to ‖un‖p = 1 for all n.
Theorem 4.2. Let 1 < p <∞, p ≤ d/(d− 1), Y be a Hilbert
space, K ∈ L(Lp(Ω), Y ) a linear and continuous operator
which is injective on P1(Ω) and f ∈ Y . Then, the problem
min
u∈Lp(Ω)
1
2‖Ku− f‖2 + TGV2α(u) (6)
admits a solution.
Proof. Choose P according to Proposition 4.1 (such a P ex-
ists since P1(Ω) is finite-dimensional) as well as a minimiz-
ing sequence {un}. By TGV2α(u) = TGV2α(u − Pu) (since
TGV2α(Pu) = 0, see Theorem 2.2) and (5), {un − Pun} is
bounded inLp(Ω). Moreover, {‖Kun − f‖} is bounded. Since
K is injective on the finite-dimensional space P1(Ω), there is a
C1 > 0 such that ‖Pu‖p ≤ C1‖KPu‖, hence
‖Pun‖p ≤ C1‖KPun‖
≤ C1
(‖Kun − f‖ + ‖K(un − Pun)− f‖) ≤ C2,
for some C2 > 0 implying that {un} is bounded in Lp(Ω).
Thus, there exists a weakly convergent subsequence with limit
u∗ which can be seen to be a minimizer by weak lower semi-
continuity (also confer Theorem 2.2).
Theorem 4.3. In the situation of Theorem 4.2, let {fn} be
a sequence in Y with limn→∞ fn = f . Then each se-
quence {un} of minimizers un of (6) with data fn is rel-
atively weakly compact in Lp(Ω) and each weak accumula-
tion point u∗ = limk→∞ unk minimizes (6) with data f with
limk→∞ = TGV2α(u
nk) = TGV2α(u
∗).
Proof. The proof follows the lines of [6]. Denote by Fn and F
the functional to minimize in (6) with data fn and f , respec-
tively. Then, for any u ∈ BV(Ω), Fn(un) ≤ Fn(u), hence,
using that ‖a+ b‖2 ≤ 2‖a‖2 + 2‖b‖2 for a, b ∈ Y ,
F (un) ≤ ‖Kun − fn‖2 + TGV2α(un) + ‖fn − f‖2
≤ 2Fn(un) + ‖fn − f‖2 ≤ 2Fn(u) + ‖fn − f‖2.
This shows that {F (un)} is bounded and by the same
arguments as in Theorem 4.2, it follows that {un} is
bounded in Lp(Ω) and therefore relatively weakly com-
pact. Now, let u∗ be a weak accumulation point, i.e.,
unk ⇀ u∗. It follows by weak lower semi-continuity
that 12‖Ku∗ − f‖2 ≤ lim infk→∞ 12‖Kunk − fnk‖2 and
TGV2α(u
∗) ≤ lim infk→∞TGV2α(unk). Hence,
F (u∗) ≤ lim inf
k→∞
Fnk(u
nk) ≤ lim sup
k→∞
Fnk(u
nk)
≤ lim
k→∞
Fnk(u) = F (u)
for each u ∈ BV(Ω), showing that u∗ is a minimizer. In partic-
ular, plugging in u∗ leads to limk→∞ Fnk(u
nk) = F (u∗). Now,
lim supk→∞ TGV
2
α(u
nk) > TGV2α(u
∗) would contradict this,
hence TGV2α(u
nk)→ TGV2α(u∗).
5. APPLICATION TO DECONVOLUTION
Let d = 2 and Ω ⊂ IR2 be a bounded Lipschitz domain. Pick
a blurring kernel k ∈ L1(Ω0) satisfying k¯ =
∫
Ω0
k dx 6= 0.
Moreover, let Ω′ ⊂ IR2 be a domain with Ω′ − Ω0 ⊂ Ω. Then
(Ku)(x) =
∫
Ω0
u(x− y)k(y) dy, x ∈ Ω′
fulfills K ∈ L(L2(Ω), L2(Ω′)). If m denotes the vector
with components mi =
∫
Ω0
yik(y) dy, then an affine function
u(x) = a · x+ b with Ku = 0 satisfies∫
Ω0
(
a · (x− y) + b)k(y) dy = ak¯ · x+ bk¯ − a ·m = 0
for all x ∈ Ω′. Since this is a domain, ak¯ = 0 and bk¯−a·m = 0
which implies a = 0 and b = 0. HenceK is injective onP1(Ω).
If f ∈ L2(Ω′) is a noise-contaminated image blurred by the
convolution operator K, then according to Theorem 4.2, the
TGV2α-based Tikhonov regularization
min
u∈L2(Ω)
1
2
∫
Ω′
|(u ∗ k)(x)− f(x)|2 dx+ TGV2α(u)
admits a solution which stably depends on f (Theorem 4.3).
uorig f
uTV uTGV2α
Fig. 2. Deconvolution example. The original image uorig [7]
has been blurred and contaminated by noise resulting in f , uTV
and uTGV2α are the regularized solutions recovered from f .
This convex minimization problem can be put, for instance,
in a saddle-point formulation and solved numerically by a
primal-dual algorithm [4]. Figure 2 shows the effect of TGV2α
compared to TV for deblurring a sample image.
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