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High performance materials have enabled engineers to design civil structures with
lower dead loads. However, lower dead loads result in a higher live-to-dead load ratio
and the possibility of excessive vibrations due to human loading. Classical methods
that have been used to study this human-structure interaction (HSI) model the per-
son as a mass-spring-damper (MSD) system. While these models are often able
to represent the dynamics of the system, the human body is a more complex, dy-
namic system. For example, MSD systems cannot add energy to the overall human-
structure system; therefore, they do not allow for the incorporation of excitation that
is provided by the person.
This study extends a controller theory based model to evaluate the human-
structure-interaction (HSI) problem. Previous research used a proportional, integra-
tive, and derivative (PID) controller model for a person standing with bent knees.
This work extends this idea to a person bouncing or performing short movements up
and down by bending his or her knees at a frequency provided by a metronome. Pre-
vious research has also considered the input to the human-structure system as a force
applied to the structure. This work considers the beat produced by a metronome as
the input to the overall human-structure system. The force applied to the structure
is modeled as the output of the human sub-system, while the structure’s acceleration
is fed back into the control human system. Experiments that were performed at the
University of South Carolina, which used a flexible platform that behaved as a single
degree of freedom (SDOF) system, were used to test the model. A force plate was
installed in the platform to measure the forces exerted by the person on the plat-
vi
form as he or she moves. Model parameters and their corresponding uncertainty were
quantified in a probabilistic fashion using Bayesian inference with the forces from the
force plate and the acceleration measurements from the structure as observations.
Model performance was evaluated by comparing probabilistic predictions with force
and acceleration measurements obtained experimentally.
When designing a building, the dynamic load on a structure due to human activity
must be known. This study allows for the creation of a mathematical model that
predicts the dynamic load of person bouncing on a flexible structure. This type of
mathematical model will have direct application in the field of civil engineering. With
this model, civil engineers will be able to predict the dynamic load of a person, which
is the live load on the structure, and design a building based on this prediction.
vii
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When designing a building, the loads that result from human activities, such as
standing up from sitting, sitting down from standing, moving, bobbing, jumping,
and dancing create challenges because these actions generate dynamic forces that
are larger than the human’s body weight. Additionally, these activities often lead
to discomfort and panic among the occupants as they cause excessive vibration in
the building. Therefore, in recent years, structural engineers have been focused on
modeling human activities on structures and developing new methodologies to deal
with issues related to human-induced vibration. Several empirical methods have
been proposed and utilized to prevent structural failure.
Advancements in new materials allow structural engineers to utilize lightweight
and slender members when designing various structures, such as gyms, theaters,
dance floors, and stadiums. While these new materials provide appropriate strength
for the structure, they are susceptible to human-induced vibration problems due to a
higher live-to-dead load ratio [59]. These vibrations are large enough to cause service-
ability problems, which are the current area of concern in the structural engineering
field.
There are many examples of excessive vibration induced by human walking,
bouncing, and/or dancing [63]. The Millennium bridge is arguably one of the most
well-known examples. This structure caught the attention of researchers due to ex-
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cessive vibration created by people walking [17]. The excessive vibration was caused
by the synchronization of the lateral frequency of the bridge and the lateral fre-
quency of the walking action, along with the feedback phenomenon and the resonant
frequency of bridge [80]. Other examples are the excessive vibration caused by the
unison marching of soldiers that resulted in the 1831 footbridge failure in Broughton,
UK [72, 39] and the excessive vibration of the 39 floor TechnoMart building in Seoul,
Korea, which was caused by aerobic exercise. The people living in the TechnoMart
building felt vertical vibrations for 10 minutes. However, there was no earthquake,
explosion, or even high winds. After detailed investigations, the inspection team
found that the vibration was caused by people who were doing aerobics in the fit-
ness center on the 12th floor of the building [47]. Another example occurred during
the evacuation of a rock concert in the Leeds Town Hall. In this instance, a large
number of fans induced vibration and excited the natural frequency of a floor, which
subsequently cracked from the resulting vibration [61, 64]. These excessive vibra-
tions occurred because of small structural damping that is typical of structures and
because of the low mass and large spans of the structures.
1.1.1 Human-Structure Interaction
The phenomenon of human-structure interaction (HSI) is caused by the interde-
pendence of structural and dynamic human systems when people perform specific
activities, such as standing, jumping, and/or dancing. This interdependence has
been studied in the literature as new properties of the overall dynamic system [38].
In general, two essential issues are studied when a structure is occupied by a person
or a crowd. The first issue is related to the dynamic characteristics of the combined
human-structure system, such as the natural frequency and the damping ratio. These
characteristics may cause a structure to experience excessive dynamic behavior due
to relatively small loads. The second issue is the synchronization of the occupants,
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either because of crowd dynamics (e.g., people walking in sync in a large crowd) or
because of interactions with the structural system (e.g., the floor is moving because
of people walking in sync) [38, 50]. This issue can lead to higher loads that do not
increase linearly with the number of people [65]. This issue was evident with the
London Millennium Bridge. On June 10, 2000, which was opening day, pedestrians
induced a high level of lateral forces on the structure, and the bridge was immediately
closed [17]. While particular examples have been studied at length, there is a lack of
fundamental knowledge regarding the modeling of human-structure interaction [80].
As a result, when these structures are designed, most civil engineers do not have
the appropriate tools to consider the influence of crowds. The current practice is to
consider live loads on a structure as additional mass [65].
However, it is worth noting that the human body affects the structure by increas-
ing the damping of the overall dynamic system [80]. People who perform dynamic
activities, such as walking, add less damping to the structure than people who are
standing [51]. Studies have shown that people who are standing on a structure, for
instance, absorb more energy than the structure itself [65].
1.1.2 Mass-Damper-Spring Models
The dynamic effect of the human body on structures has traditionally been mod-
eled as a single or multiple degree of freedom system (MDS), which was constructed
from lumped masses, dampers, and springs [45, 65, 75, 11]. MDS models can be
utilized to reproduce human-induced dynamic loading as a function of human body
properties. Figure 1.1 shows the MDS model used for modeling human dynamics.
The simplicity of the MDS models is represented by the ability to calculate model val-
ues deterministically [80]. MDS models can be used to evaluate the dynamic effects
of an individual body and the effects of a crowd of people. For example, Sim et al.
[68] found that a passive crowd of people significantly influences the dynamic char-
3
acteristics of the combined HSI system. Furthermore, the equivalent single degree of
freedom (SDOF) model represents an empty structure with natural frequencies that
range of 1 to 4 Hz, whereas the three degree of freedom (3DOF) model represents
the structure occupied by humans more accurately with a frequency larger than 4
Hz [68]. Therefore, the properties and the dynamic response of the structure will be
altered by adding the crowd mass [68].
mh
Figure 1.1: Single degree of freedom model of human dynamics.
Recently, Ortiz-Lasprilla et al. [59] used MDS modeling to mathematically rep-
resent a person standing on a cantilever slab with straight knees by using SDOF and
two degree of freedom (2DOF) models. They used Bayesian inference to update the
parameters in the model, and they found that the mass, damper, and spring were in-
dependent and that the results of the SDOF and 2DOF models were almost the same.
It is worth noting that the MDS models were updated based on the experimental
data.
1.1.3 Bouncing Load
Bouncing activity can be defined as short, up-and-down movements performed by
people who are bending their knees at specific frequencies and keeping their bodies
in full contact with the floor. Modeling loads induced by people is a difficult task
because human action on flexible structures is not well understood. People can
generate dynamic forces on flexible structures that are approximately seven times
their body weight [52]. Predicting an accurate structural response to the load induced
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by people depends on the effectiveness of the human model and the proper modeling
of the interaction between the person and the structure [20].
People have the ability to move, jump, and bounce on a structure. These move-
ments may be accompanied by music or metronome beats. Several researchers stud-
ied the jumping force on structures for many years [6, 1, 22, 23]. When people jump
on a structure, their feet will not remain in contact with the floor; however, people
that are bouncing by bending their knees at a frequency provided by a metronome
will be in contact with the floor 100%. During concerts, the activity of the people
in attendance has been watched, and they were observed to be bouncing on the
grandstand, as opposed to jumping [20]. People prefer to bounce because they will
spend less energy [77]. Ellis and Ji found that loading due to jumping does not influ-
ence the dynamic behavior of the structure as much as loading due to bouncing [24].
Therefore, the scope of this research is limited to bouncing loads. Yao et al found
that remarkable differences exist between jumping and bouncing loads on flexible
structures [77].
Studies have shown that the natural frequency of a standing body is approxi-
mately 6 Hz for straight legs and 3 Hz for legs with bent knees, whereas the bouncing
frequency is approximately 4.5 Hz and can sometimes be 5 Hz [77]. Furthermore, the
nature of dynamic loads induced by people significantly depends on the flexibility
of the structure and their response to the motion [77]. The interaction between the
person and the structure is more significant for the person that is standing than for
person that is bouncing [20].
1.1.4 Fourier models of individual bouncing
Individual bouncing on a structure has been theoretically modeled using Fourier
series. Several researchers have used this concept to understand the dynamic force
and response of human induced-vibration [20, 64]. Duarte et al. stated that the
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Fourier series can be used to produce dynamic loads for people bouncing on a struc-
ture for frequencies between 0.4 to 3.2 Hz. In these instances, they used Equation 1.1
and assumed that the Fourier coefficient and phase lag are unknown [20].




where P(t) is the dynamic load generated by the person that is bouncing; t is the
time; G is the weight of the person; fb is the bouncing frequency; rn is the nth
Fourier coefficient; and φn is the nth phase lag. Their aim was to determine the
first four Fourier coefficients and their corresponding phase lags using experimental
measurements performed on the test rig and the simply supported beam. More
details can be found in the literature [20]. They found that the first four Fourier
coefficients can be predicted using Equation 7 (mentioned in the literature) and
measurements, such that the theoretical values match the experimental outcomes
[20].
Similarly, Racic et al. assumed that the dynamic force of a person can be pre-
dicted using Fourier series [64]. They also assumed that the Fourier coefficients,
amplitudes αi and phase angles φi, were unknown. Racic et al. used Equation 1.2
to predict the bouncing force by fitting the Fourier model to experimental measure-
ments for a single person bouncing on the force plate, which was placed on rigid
laboratory floor. More details can found in the literature[64].




Racic et al. found that unknown model parameters can be assumed as random
variables and extracted from the dataset of bouncing force measurements [64]. Both
previously mentioned Fourier models, which were utilized to predict the dynamic
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force performed by individual bouncing, were not able to take into consideration
the vibration level that did not affect the bouncing motion of the occupants [64].
Moreover, the interaction between the person and the structure is less significant
[20]. Therefore, Fourier models cannot be used to model individual bouncing on
flexible structures.
1.1.5 Modeling Humans as a Control System
Control theories are divided into three essential categories: classical, modern,
and robust control theories. Several applications, including robotics, space-vehicle
systems, radar antenna, and automobile steering control work are based on control
theory [19, 57, 56]. In 1940, researchers developed frequency-response methods,
which allowed engineers to design linear control systems [57]. One of these systems
is a closed-loop control system, which uses the concept of feedback. Classical control
theory is developed for single input, single output systems and is based on frequency-
domain. Meanwhile, modern control theory is developed for multiple input, multiple
output systems and deals with time-domain analysis of differential equations [19,
57]. The simplicity of designing a control system stems from an understanding that
modern control theory is based on the model of a real control system.
The principle of feedback control was developed for engineering and non-engineering
fields and was found to reduce the difference between output and input systems.
Control systems can be classified as open and closed-loop control systems (feedback
control systems). The use of feedback is not a new concept. The Greeks used feed-
back in 300 B.C. to develop float regulator mechanisms [19, 56] More than 50% of
industrial controllers that have been used are PID controllers. The PID controller
provides satisfactory control [57].
Many authors in different disciplines have been modeling the human body using
control systems for the last three decades [34, 44, 41, 53, 76, 9]. For example, Kimura
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and Jiang have applied control systems to robotics and compared them with human
body performance in terms of maintaining stability for different activities, such as
standing and jumping [41]. Similarly, they have proposed and developed a PID
controller to model the balance and maintain human control, and they found that
a PID controller can be utilized to understand the standing process[34]. The result
shows that the derivative term (Kd) is remarkably lower when people close their
eyes. However, the controller models are not commonly used for HSI problems.
Ortiz et al. were the first researchers to utilize a closed-loop control system to
model the interaction between the person and the structure. Figure 1.2 shows the
block diagram used by Ortiz et al., where the terms G(s) and H(s) are the plant of
the structural system and PID controller respectively. G(s) represents the structure,
and H(s) represents the person. The term B(s) is the force that is utilized to control
the structure, whereas the term R(s) is the force that is used to excite the structure.
The output of the closed-loop is the acceleration C(s), which is utilized as the input
to the controller [45, 59, 46]. The transfer function of the overall system can be
determined by:
TF (s) = G(s)1 +G(s)H(s) (1.3)
Ortiz et al. updated and validated the model using Bayesian inference for a single
person. Results show a high correlation between integral and derivative terms of the
PID controller. However, no correlation exists between the structural and controller
parameters, which means that the person, when modeled as a control system, is







Figure 1.2: Block Diagram of a closed loop controller
Table 1.1 shows the posterior probability distribution PDF of the PID controller
parameters that were used to model a human standing on a fixable structure[46].
Table 1.1: Posterior PDF for PID model of the person standing [46]
Parameter Units Mean Standard deviation
Kp - µ = 35 2.2
Ki - µ = 1400 336
Kd - µ = 0.525 0.45
1.1.6 Research Hypothesis and Objectives
This study extends a controller theory based model to investigate the HSI prob-
lem. Prior work focused on modeling a standing individual with bent knees using a
proportional, integrative, and derivative (PID) controller model. This work extends
this concept to people bouncing or performing short, up-and-down movements by
bending their knees at the frequency provided by a metronome.
The control system for modeling the HSI phenomenon brings three hypotheses:
i) Control systems allow for use of external excitation as input to the overall system,
such as the sound of music; ii) Human-structure systems can be modeled using closed-
loop control theory; and iii) Probabilistic closed-loop control models can be used to
9
predict the force applied to a structure by a person.
The objectives of this proposal are to:
1. Design a controller system to model HSI.
2. Develop a new model using closed-loop control systems for modeling HSI when
a person is bouncing on a flexible structure.





Control systems are applied in mechanical and electrical engineering disciplines,
as well as civil, chemical, and environmental engineering [19]. The fundamental
concepts of a control system were developed for linear systems using the feedback
concept. Control systems are based on input and output relationships, and they
could be open or closed-loop control systems. In this research, the focus is on a
closed-loop control system to model HSI. Closed-loop control systems use an output
from the plant (i.e., the system to be controlled) and a feedback loop to achieve the
desired behavior [19]. The essential aim of the feedback concept is to reduce the
error between the input and output in the system. Figure 2.1 illustrates the block
diagram of the proposed model. The term G(s) represents the transfer function of
the structural system, whereas the terms H1(s) and H2(s) represent the transfer
function of the first and second controllers, respectively. The input force for empty
and occupied structures is represented by the term R(s). The second excitation that
occurs when people are bouncing on a structure, which is often the sound of the
music, is represented by the term M(s). The output acceleration is represented by
the term C(s), whereas the terms B(s) and E(s) represent the force that is used to
control the structure and the actuating error, respectively. A measurement from the
plant is used as the input to the controller and control device, which provides an
additional input to the plant. In this study, the HSI was modeled using the same
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concepts. Thus, the structure is modeled as the plant of the system, and the person











Figure 2.1: Block diagram of a closed-loop control system.
2.1.1 Human Structure Model
Generally, closed-loop control with negative feedback has been used to reduce
error in a system [19, 68]. In this study, a closed loop is used to model the interaction
between a person who is standing on a flexible structure and the structure itself. The
block diagram of a typical single input/single output closed-loop system consists of
a plant G(s) and a controller H(s). In other applications, the plant is the system
that will be the controller. However, in this study, this idea is expanded by including
an additional block to model the person’s response to sound. Figure 2.1 shows the
proposed model, where H1(s) represents the dynamics of the person due to floor
motion, and H2(s) represents dynamics of the person due to sound excitation. The
first excitation, which is the force on the structure, is represented by the term R(s).
Meanwhile, the second excitation, which is the sound of the music, is represented
by the term M(s). The output acceleration is represented by the term C(s). This
variable is used as the controller (or human model) input [58, 59, 3, 4, 2]. The first
transfer function represents the combined human and structure when a person is
standing on the structure. The second and third transfer functions represent the
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combined human and structure when a person is bouncing on the structure. These











A cantilever structure was built at the Department of Civil and Environmental
Engineering at the University of South Carolina, which was used to perform exper-
iments and test the proposed model. This structure consisted of a steel frame and
concrete blocks, as shown in Figure 2.2. This structure has a mobile support and
weights that are used to change the dynamic properties of the system and the live-
to-dead load ratio. For simplicity, the structure G(s) has been modeled as a single




s2 + 2ζωns+ ω2n
(2.4)
where m, ζ, ωn are the mass, damping ratio, and natural frequency of the system,
respectively. The poles, which are the roots of the denominator of the transfer
function, are expressed in terms of the natural frequency (ωn) and damping ratio ζ
of the structure, as shown in the following equation [57]
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p1,2 = −ζωn ±
√
(ζωn)2 − ω2n (2.5)
Based on the SDOF model shown in (5), the model parameters for the structure






Figure 2.2: Experimental structure
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2.1.3 PID Controller Model
The Proportional, Integrative, and Derivative (PID) controller is one of the most
widely utilized controllers in the industry. A PID controller is supported by Laplace
transform and has its operation form in the time domain. Each term of the controller
can shape the response of the system and change its response characteristics. The
wide availability and ease of use are the two primary reasons that the PID controller
is a significant control tool [37]. PID controllers have been used in many engineering
fields, including electrical [62], biochemical [78], aerospace [69], and civil engineering
[21, 13]. A PID controller has three terms: Proportional, Integrative, and Derivative.






In this research, H1(s), which represents the dynamics of the person due to floor
motion, is represented by a PID controller, and H2(s) represents dynamics of the
person due to sound excitation, as shown in Figure 2.1. We designed a new controller,
which is denoted by the following equation:
H2(s) =
αs+ β
s2 + γs+ ψ (2.7)
2.1.4 Control stability
When the controller of a closed-loop control model of a linear system is designed,
the stability criterion becomes the most important concern for the designers. How-
ever, when designing an open-loop control system, stability is not a concern [57, 19].
The stability of the dynamic behavior of the control system considers the most signif-
icant characteristic. However, a linear time-invariant control system will be stable if
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the finite response of the system reaches steady state when given its initial conditions
[57, 46, 19]. In other words, all poles of the closed-loop control model or polynomial
should lie on the left side of the s plane and should be negative. Otherwise, the
amplitude of the transient response will continually increase, and the system will be
unsaleable. In this research, the HSI is assumed to be stable.
Several methods exist to check the stability of a closed-loop control system. These
methods are found in the literature and can analytically and graphically evaluate
stability [57]. The Routh’s stability criterion has been utilized in this research. This
method is analytical and determines if unstable roots are found in the polynomial
equation without solving it. More details on the Routh’s stability criterion exist in
the literature [57, 19]. A detailed explanation of the stability conditions for human-
structure systems is provided in Appendix A.
2.2 Bayesian Inference
Bayesian and Frequentist are both probabilities. However, the difference is that
Frequentist explains the probability as the frequency of an occurrence and con-
structs confidence intervals, whereas Bayesian explains the probability as a belief in
the likelihood of a certain event and constructs a credible interval [74]. The Bayesian
probability also deals with the uncertainty of an event.
Uncertainty is classified in two categories: aleatory and epistemic.The aleatory
uncertainty deals with natural randomness [5], whereas epistemic uncertainty is sim-
ply a lack of knowledge. Epistemic uncertainty cannot be reduced by collecting more
data about the events but by learning more about what is being modeled [18]. In
other words, epistemic uncertainty deals with inexactness in our prediction of reality
[5]. Every probabilistic model has unknown degrees of imperfections because the
experimental data that is collected to update the uncertainty of the model, along
with the knowledge of the model, is sometimes insufficient [5].
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In this research, probability is defined as Bayesian probability. As a result, the
parameter distributions are an expression of the current knowledge, given the par-
ticular proposed human-structure model and the data that was collected. These
distributions are anticipated to change as we learn more, improve the model, and
obtain more data.
Bayesian inference is used to update the parameters of the human and structural
models. Bayes theorem is expressed by the equation
P (Θ|D) = P (D|Θ)P (Θ)
P (D) (2.8)
where P (Θ|D) is the posterior probability density function of the parameters Θ, given
the observed data D. P (D|Θ) is the likelihood, and P (Θ) is the prior probability
density function of the parameters.
The prior express our knowledge or beliefs about the parameters before updating.
The priors of the parameters are externally important because the prior can restrict
the posterior to a small region. There are two types of priors: informative and
uninformative [67]. In this study, both types of priors are associated, where the priors
of several parameters are informative based on previous data analysis. However, the
experimental data alone are insufficient to evaluate the parameters [67]. The other
priors of the parameters are uninformative because we do not know much or have
knowledge about them [67]. Therefore, several techniques are used to define the
uninformative priors, such as the principle of maximum entropy, which is discussed
in Section 2.2.1.
Markov Chain Monte Carlo (MCMC) methods are used to sample the poste-
rior. There are three important steps in the Bayesian process. The first step is to
formulate a full probability model. This model should have proportional amounts
of information about the experimental data and the scientific problem. Then, the
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model should define the prior distributions, which express our beliefs or knowledge
about the model parameters before considering the observations. The next step is
to update the probability model and calculate the posterior, which is the conditional
probability distribution with a given observation. The third step is to validate the
model by evaluating its ability to fit the experimental data and summarizing the
results in a probabilistic fashion [30]. MCMC with the Metropolis Hasting Algo-
rithm technique will be used to generate samples from the posterior distribution of
Θ. Then, the samples can be utilized to estimate several values, such as the mean
and the standard deviation of the distributions. The Monte Carlo method is used
to generate a sequence of random sampling from the posterior distribution; whereas,
the Markov chain algorithm is the probability of the next step iteration based on the
probability of the current step [33, 7, 49].
2.2.1 Principle of Maximum Entropy
Bayesian inference works by updating a prior probability distribution (our beliefs) to
a posterior probability distribution as the experiments are repeated, and new data
is obtained [14]. Therefore, the challenge begins with defining the prior probability
distribution (our beliefs) of the model parameters. If any lack of information about
the real distribution exists, the principle of maximum entropy, which is based on
selecting a distribution that considers the total uncertainty of the parameters [16,
60, 32, 66], must be incorporated. The principle of maximum entropy is used to
maximize the uncertainty of prior probability density in instances where information
about the mean of a distribution is available, while no information about the tail-
behavior of distribution is available [60]. By maximizing Shannon’s entropy measure,
we obtain maximum entropy, which is denoted by the following equation [60, 66, 16]
H(f) = −
∫
f(x) log f(x)dx (2.9)
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satisfying the moment constraints in Eq.(2.10)
E[φj(x)] =
∫
φj(x)f(x)dx = µj (2.10)
where j=0,1,2,...,q, and the µj’s are known values. j= 0 represents the normalization
constraint, which corresponds by ensuring that µ0 sums to 1. Golan et al. [32] and
Zellner and Highfield [79] presented a solution to the optimization problem. The
solution is denoted by Eq.( 2.11). More details and equation derivations can be
found in [60].




where Ω(λ) is the "partition function", which is expressed as
∫
exp[−∑qj=1 λjφj(x)]dx,
and λj is the Lagrangian multiplier. Introducing additional parameters in φj leads
to more general expectational forms, which are presented in Table 1 of Park et al.
[60].
The principle of maximum entropy is useful in Bayesian inference because it defines
the prior distribution, which represents the least informative distributions, along
with any new information that has not been incorporated into Bayesian analysis [16].
The prior distributions of our model parameters are formulated using the principle
of maximum entropy.
2.2.2 Markov Chain Monte Carlo (MCMC)
Bayesian inference and Markov Chain Monte Carlo (MCMC) are completely inde-
pendent. Bayesian inference is used to update the model parameters using observed
data, while MCMC is used to draw samples from the target distribution of the pa-
rameter. The dramatic and powerful effect is a revolution in data analysis when we
use MCMC in the computation of Bayesian inference [67]. The challenge is not esti-
mating data when given a cause but predicting a cause when given data. Bayesian
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inference can solve this question quantitatively [67]. Bayesian inference can com-
pute the probability density function of various parameters when experimental data
is available. Due to the increasing dimensionality of space sampling, this function
cannot be solved analytically. Therefore, a possible solution is needed to deal with
this issue, along with powerful numerical methods, such as MCMC, to evaluate the
distributions [67].
There are several types of MCMC that are discussed in the literature [40], in-
cluding as Gibbs sample [71], NUTS [35], Hamiltonian MCMC [55], and Metropolis-
Hastings [54]. In this study, we utilized the Metropolis-Hastings methodology be-
cause it is computationally available. While this method may require more compu-
tational effect than other methods (i,e. Gibbs sampler, NUTS, and Hamiltonian),
the conclusions that are drawn from the chains are expected to be the same, as long
as the chains converge.
MCMC with the Metropolis Hasting Algorithm technique was used to gener-
ate samples from the posterior distribution of Θ. Then, the samples were used to
estimate several values, such as mean, standard deviation, credible intervals, and
other moments throughout the distributions. The Monte Carlo method was used
to generate a sequence of random samples from the posterior distribution; whereas,
the Markov chain, which has a stationary distribution from which to sample, is the
probability of the next step iteration based on probability of the current step [33, 7,
49]. In Markov chain, the X1, X2, ...., Xn is a sequence of random variables, and the
future sample of random variables depends only on the present state Xn, which is
denoted by Eq.( 2.12) [67, 16].
P (Xn + 1 = x|X1 = x1, X2 = x2, ..., Xn = xn) = P (Xn + 1 = x|Xn = xn) (2.12)
State space can be continuous or discrete. When the state space is continuous, the
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transition probability can be written as Eq.(2.13)
K(x, y) = P (Xn+1 = y|Xn = x) (2.13)




The Markov chain can go from any state x of discrete state space to another
state y when it is irreducible. Starting with an initial distribution and applying
the transition operator K several times, the final distribution will get closer to the
stationary distribution π [67, 16]. Moreover, the law of large numbers states that
the expected value of function g(x) over π reaches the average value of the Markov










where the Monte Carlo can be computed using this property, which is called the
MCMC. The Metropolis-Hastings (ME) algorithm is a technique of MCMC and is
utilized to accept or reject the values that are drawn from the proposed distribution





[54, 33, 67]. Then,
the transition kernel is constructed to utilize Eq.(2.16). In this study, the MCMC
with ME algorithm is used to sample from the posterior distributions of the model
parameters.
K(x, y) = q(y|x)α(x, y) (2.16)
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2.2.3 Chain Convergence
Many authors have proposed different methods for checking chain convergence
[10, 29, 49, 15, 31]. The single sequence method is not sufficient to observe an
iterative simulation convergence. Therefore, Gelman and Rubin [29] have proposed
the simple and general method to observe the convergence of an iterative simulation.
This method uses variances from several independent sequences. This method has
two significant factors: W, which represents within-chain variance, and B, which
represents between-chain variance, which is calculated by utilizing all chains.
B/n = 1
M − 1 ×
M∑
m=1
(Ω̄m − Ω̄)2, (2.17)




















Where σ2m is the variance of the mth chain. Next, the average of the variances of M






(Ωtm − Ω̄m)2 (2.20)
then, V̂ , which is the posterior variance of parameters, is calculated:
V̂ = n− 1
n




Eventually, the Potential Scale Reduction Factor PSRF = V̂ /W , which is inter-
preted as a convergence diagnostic, is calculated to obtain the difference between
variances. If the PSRF is close to 1 or is below 1.1, as shown in Figure 4.1., the
target distribution has been reached, and the number of samples is sufficient for
inference.



















Figure 2.3: Potential scale reduction factor (PSRF) for all models parameters
2.2.4 Multilevel Modeling
Multilevel modeling, which is often called mixed model repeated-measured or
hierarchical linear models, is a methodology that is used to analyze data with complex
patterns of variability, taking into consideration the nested source of variability [8,
12, 26, 27, 48]. Each level of nesting has associated variability and should not be
ignored. Neglecting these sources of variability may lead to wrong conclusions [8,
73]. Data is often structured in a way that is nested, such that there is repeated data
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that needs to be analyzed using every single data point instead of creating averages.
Multilevel analysis is a very helpful technique when dealing with this issue.
There are many examples where variability associated with nested data can be an-
alyzed using multilevel modeling, including patients nested within hospitals, employ-
ees nested within firms, students nested within classes, longitudinal measurements
of subjects, and judges adjudicating suspects in court [70, 8].
Multilevel modeling has different groups. To mix the variation between these
groups, we use random variables, assuming that the effect of random sampling comes
from the same distribution [16, 12]. The advantage of multilevel modeling is that in-
formation can be shared between different levels, and the precision of the predictions
can be improved, particularly for the level that has less data than other levels [12].
Moreover, the benefit of multilevel modeling is that we can deal with the problems
associated with the assumption of independence, which means that data points for
each participant are separate from other participants and has correlated error be-
tween data points. Multilevel modeling often consists of more than a two-step model.
This study uses a three-step model, which is represented by an empty structure, an
occupied structure, and a structure with bouncing people. This model is updated
and fitted simultaneously.
2.2.5 Model Checking
Once we have formulated and updated a full probability model and then calcu-
lated the posterior probability distribution in the Bayesian process, the step of fitting
the model to the data should not be ignored [28, 30]. The model often does not cap-
ture all of the knowledge, and the investigation of the aspects of reality should be
conducted [30]. Since a poor model results in misleading inferences, the goodness
of fit should be used to evaluate the fit of the model with real data [43, 30]. When
the model fits the observed data, the simulated data created by the model should be
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similar or look plausible to the observed data that was not used to update the model
[30, 16].
Posterior predictive checking can be done using qualitative or quantitative meth-
ods [43]. The qualitative method is easy and very straightforward. This method
examines graphical or tabular comparisons between replicated data from the joint
posterior predictive distribution and observed data. As a result, several replications
of the dataset from the model should be compared with real data to confirm that the
patterns of the observed data have also occurred in the model. It should be reviewed
for systematic discrepancies, and systematic patterns must be perceived [43, 30].
The quantitative method can be performed by measuring the Bayesian p-value
tail-area probability [30]. The quantitative method measures the discrepancy T (D, D̂)
between the simulated data (D) and the observed data (D̂). The observed data may
be actual data (Dact) or replicated data from the model Drep. Then, the proba-
bility, known as the Bayesian p-value, which is computed from sampling disturbing
T (Drep, D̂) should be equal to or bigger than the actual values T (Dact, D̂). Other-
wise, the model will be rejected if this probability is very small [42]. More details
about the quantitative method can be found in the literature [43, 42].
P (T (Drep, D̂) ≥ T (Dact, D̂)) (2.22)
In this study, both qualitative and quantitative methods were used for all model
validation, and a third dataset from the observations, which was not considered in






The structure utilized in the experiments was designed, built, and retrofitted in
the structural lab of the Department of Civil and Environmental Engineering at the
University of South Carolina. This structure has a steel frame and concrete blocks,
which are used to evaluate the dynamic properties of flexible slabs. The concrete
blocks are made using normal concrete, whereas the steel frame, which is composed
using a 5" x 4" x 1.4" steel tube, is a cantilever truss, as shown in Figure 3.1.
The structure is a cantilever slab with four supports. Two supports are hinge
supports, which allow rotation about the y-axis and cannot move along the x-axis.
The other two supports are roller supports, which are mobile and can move along the
x-axis to change the cantilever length. This change in cantilever length, in turn, can
change the dynamic characteristics of the structure. However, the concrete blocks
can also change the dynamic properties of the structure.
The dynamic properties of the structure are modified from rigid (ωn=62 rad/sec)
to flexible (ωn=18.5 rad/sec) by changing its mass and stiffness. The actual live-
to-dead load ratio of a structure that is susceptible to human-induced vibration is
represented in the lab specimen by ensuring that the structure is light and flexible.
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Figure 3.1: Top and side views of lab structure
3.1.2 Instrumentation and Experiments
A PCB 096D50 impact hammer with a sensitivity of 0.2198 mV/N and a PCB
333B50 accelerometer with a sensitivity of 1019 mV/g were used for the experiments.
The accelerometer was used to measure the vertical acceleration at the tip of the
cantilever, and the impact hammer was used to excite the empty structure and the
person standing with bent knees. In addition, a PCB 130F20 microphone with a
sensitivity of 40.2 mV/Pa and a force plate that was developed in-house were used
to measure the sound created by a metronome and the forces exerted by the person
on the structure. The data was collected using an NI 9234 data acquisition system.
Data was collected in 20-second intervals at a sampling frequency of 6400 Hz. While
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this frequency was high for the structure, it was required to correctly describe the
pressure captured by the microphone. The frequency response function of the system
was estimated using Equation 3.1 [25]
TF(f) =
√









Sxx and Syy represent the auto spectral densities for the force and acceleration,
respectively, and Sxy represents the cross spectral density between the output accel-
eration and the input force. Syx represents the cross spectral density between the
input force and the acceleration.
Three types of experiments were performed. The first test used the empty structure
and was performed to investigate the structural parameters only. The second and
third tests were performed with a person standing with bent knees and a person
bouncing (bending their knees) with a specific beat provided by a metronome.
3.1.3 Empty structure
The impact hammer was used to excite the structure. Figure 3.3a shows the
input force of the hammer, and Figure 3.3b shows the acceleration response. The
structure is modeled as a single degree of freedom (SDOF), and this model has three
parameters: (ωn, ζ,m). The experimental transfer function of the empty structure,
which is calculated using the frequency response function [25], is shown in Figure 3.4,
where the value of the first single predominant peak is 18.85 rad/s.
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Figure 3.2: Empty structure













(a) Impact force-time history





















Figure 3.3: Acceleration and impact force-time history of empty structure
The prior probability density function (PDF) distribution of the mass of the
structure is assumed to be a Gamma distribution P(mass) ∼ GA(7500, 10). The
prior PDF distribution of the natural frequency of the empty structure is assumed
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to be a Gamma distribution P(ωn) ∼ GA(188.5, 10). Although the principle of max-
imum entropy was used to define the priors of model parameters, both mass and
natural frequency of the system was not defined using the principle of maximum
entropy because they are known. The prior PDF distribution of the damping ratio
was defined using the principle of maximum entropy to be Exponential distribution
P(ζ) ∼ EX(0.017). The likelihood function was assumed to be a Normal distri-
bution with a standard deviation defined using the principle of maximum entropy
and modeled by an Exponential distribution with mean µ = 0.04. A Markov Chain
Monte Carlo (MCMC) algorithm was utilized to sample P(Θ = {mass, ωn, ζ}|D).
The posterior distributions for mass, ωn, and ζ were used as prior distributions for
the model of the human-structure system of the person standing.















Figure 3.4: Experimental transfer function of empty structure
3.1.4 Person standing with bent knees
The structure is tested again with a single person standing over the structure with
bent knees and not moving, as shown in Figure 3.5. The structure is excited by the
impact hammer, similar to the excitation of the empty structure. Figure 3.6a shows
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the input force of the hammer, and Figure 3.6b shows the acceleration response.
The experimental transfer function of the occupied structure is calculated using the
frequency response function[25], which is shown in Figure 3.7.
Figure 3.5: Individual standing on flexible structure
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(a) Impact force-time history




















Figure 3.6: Acceleration and impact force-time history of occupied structure
The model of the person standing has six parameters to be updated. The
prior PDF distribution of the mass of the structure is assumed to be a Gamma
distribution P(mass) ∼ GA(7500, 10). The prior PDF distribution of the natu-
ral frequency of the occupied structure is assumed to be a Gamma distribution
P(ωn) ∼ GA(188.5, 10). The prior PDF distribution of the damping ratio was de-
fined using the principle of maximum entropy to be an Exponential distribution with
mean µ = 0.017. The likelihood function was assumed to be a Normal distribution
with a standard deviation defined using principle of maximum entropy and mod-
eled by an Exponential distribution with mean µ = 0.04. A MCMC algorithm was
used to sample P(Θ = {m,ωn, ζ,Kp, Kd, Ki}|D). The parameters of the closed-loop
control system will be updated by finding the posterior distribution of parameters
Θ = {m,ωn, ζ,Kp, Kd, Ki}. These posterior distributions were utilized as prior dis-
tributions for the model of the human-structure system of the person bouncing.
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Figure 3.7: Experimental transfer function of occupied structure
3.1.5 Individual bouncing on flexible structure
A test using the force plate was used to understand the interaction between
the person and the flexible structure. Figure 3.8 shows the force plate designed
and developed in the Department of Civil and Environmental Engineering at the
University of South Carolina. More information about force plate can be found in
Appendix D.
Two hundred and thirty-five tests of human-structure interaction were conducted
with three frequencies: 2.5, 3.0, and 3.5 Hz.In this instance, the force generated
by the person bouncing was measured to update the second controller (H2(s) in
Figure 2.1). During bouncing, the person’s body moves up and down with bent
knees, while maintaining full contact with the floor. In other words, the person is
not jumping. Bouncing is a simpler activity to model than jumping, and it is the
focus of this research [36, 22].
33
(a) Force sensor (b) Top part of the force plate
(c) The safety part
Figure 3.8: Force plate for bouncing
A metronome or a set of music beats will be set to 150, 180, and 210 bpm, and the
person standing on the structure will be asked to excite the structure with their feet
at the frequency of the sound. The sound pressure produced by the metronome, the
acceleration, and the load applied by the person are acquired using a data acquisition
system, as shown in Figure 3.9. After the model was updated, 300,000 samples were
obtained. Half of these samples were used, while the other half were discarded.
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(a) Sound pressure-time history


































(c) Person dynamic load -time history
Figure 3.9: Acceleration, Sound, dynamic load-time history of bouncing at 3 Hz
The model of the person has ten parameters to be updated. The PDF distri-
butions are summarized in Table 4.1 where the parameters α, β, γ, and ψ of new
controller were defined using the principle of maximum entropy to be Exponential
distribution. The likelihood function of the model was assumed to be a Normal
distribution with a standard deviation defined using the principle of maximum en-
tropy and modeled by an Exponential distribution with mean µ = 0.04. A MCMC




The results of the model updates for a person bouncing on a flexible structure,
which have been discussed in Chapter 2, are provided. This section discusses the
results of the model updates from a probabilistic perspective. The Bayesian theory,
which was discussed in Section 2.2, was used to obtain the posterior distributions of
the model parameters.
The models were updated using data from a single person that was taken from
three experiments. The first experiment was performed on an empty structure,
while the second experiment was performed on an occupied structure. The outputs
from these experiments represented the acceleration. The third experiment was a
person bouncing on a structure. The output from this experiment represented the
acceleration and the force created by the person bouncing. The experimental data
were randomly divided into three datasets. The first dataset was used for model
optimization, the second set was used to update the model, and the last dataset was
used for model validation.
Multilevel models were utilized to analyze data and to model complex patterns
of variability where nested sources of variability can be found. We used the same
distribution of parameters for all levels in which we shared information.
4.1 Multilevel Modeling Updates and Validation
The parameters of a person bouncing on a flexible structure were updated using
multilevel modeling techniques, which were discussed in Section 2.2.3. The overall
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model has three models. Each model has parameters that are associated with other
models. The parameters for each model were fitted using Mean Square Error (MSE)
and the first set of experimental data. In addition, the principle of maximum entropy
approach described in Section 2.2.1 was used to define the prior PDF distribution of
the overall model parameters.
The prior PDF distribution of the mass of the structure was assumed to be a Gamma
distribution P(m). The prior PDF of the natural frequency of the empty structure
was assumed to be a Gamma distribution P(ωn). The prior PDF for the damping
ratio was assumed to be an Exponential distribution P(ζ).
For the occupied structure, the prior PDF distribution of the PID controller was
defined using the principle of maximum entropy to be an Exponential distribution
for all Kd, Kp, Ki terms.
Table 4.1: Prior PDF of the individual bouncing on flexible structure model
Parameter Units PDF Mean Shape and Rate
ωn rad/s Gamma – α = 188.5, β = 10
ζ - Exponential µ = 0.017 –
m kg Gamma – α = 7500, β = 10
Kp - Exponential µ = 35 -
Ki - Exponential µ = 1400 -
Kd - Exponential µ = 0.525 -
α - Exponential µ = 3500 -
β - Exponential µ = 10 -
γ - Exponential µ = 10 -
ψ - Exponential µ = 300 -
The likelihood function was assumed to be a Normal distribution with a standard
deviation that was defined using the principle of maximum entropy to be an Expo-
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nential distribution. In this instance, both empty and occupied structure models, as
well as situations where a person is bouncing on a flexible structure, have their own
likelihood and standard deviations. A Markov Chain Monte Carlo (MCMC) algo-
rithm was utilized to sample P(Θ = {m,ωn, ζ,Kd, Kp, Ki, α, β, γ, ψ}|D). We used
MCMC to generate a sequence of random samples from a posterior distribution.
The prior PDF distributions for a person bouncing on a flexible structure model
are shown in Table 4.1. The parameters of the structure, along with both the PID
controller and the new controllers, were updated using experimental data.
From a total of 300,000 samples, 150,000 samples were generated from the MCMC
method and utilized to obtain a suitable approximation of the posterior PDF. These
samples were obtained using convergence analysis, which was discussed in Section
2.2.4. This method uses variances from several independent sequences. The remain-
ing 150,000 samples were discarded.
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Figure 4.1: Potential scale reduction factor (PSRF) for all models parameters
Figure 4.1 shows the convergence of the Potential Scale Reduction Factor PSRF =
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V̂ /W , which is interpreted as a convergence diagnostic and is calculated to obtain
the difference between variances. Figure 4.1 shows that the PSRF is close to 1, which
means that we achieved the target distribution and that the number of samples is
sufficient for inference.
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Figure 4.2: Natural frequency of structure trace
Figure 4.2, Figure 4.3, and Figure 4.4 show the chain trace for the ωn, Kp, and ψ
parameters, respectively. The other parameters for the overall model can be found
in Appendix B. The results shown by the trace plot indicate that the chain remains
stable for an excessive amount of time, while 150,000 samples were discarded during
the "burn-in" period to reduce the influence of staring values. Thus, the MCMC
sampler appeared to mix well.
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Figure 4.3: Proportional term of PID controller trace
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Figure 4.4: ψ term of new controller trace
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4.1.1 Updating and validating the Empty structure model
The parameters of the structure (plant) were updated with the empty structure
model using the multilevel modeling technique. This model represents the structure
with its natural frequency, damping ratio, and mass parameters. The prior PDF
distribution of the natural frequency of the structure was assumed to be a Gamma
distribution P(ωn) with a shape factor of 188.5 and a rate of 10, as well as the mass
of the structure P(m) with a shape parameter of 7500 and a rate of 10. The prior
PDF for the damping ratio was assumed to be an Exponential distribution P(ζ) with






























Figure 4.5: Marginal histograms and samples generated to update the empty
structure parameters
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Figure 4.5 and Figure 4.6 show the correlation of the samples, the marginal his-
tograms of each parameter, and the posterior predictive check of the empty structure.
Model convergence was achieved by utilizing the same number of samples for the over-
all model. The PSRF plots, which describe the convergence of chains, can be found
in Appendix B. The results indicate that no dependence was found. However, there
is a slight correlation between the mass and the damping ratio. This correlation was
expected because the damping ratio is a function of the mass in a Single Degree of
Freedom (SDOF) system. In addition, Figure 4.6 shows that the response of the new
experimental dataset for the empty structure falls within the 95% Highest Posterior
Density (HPD) interval, which encompasses the most likely values for acceleration.
The acceleration response plot can be found in Appendix B. As a result, the SDOF
system sufficiently represented the empty structure.



















Figure 4.6: Posterior predictive check of empty structure
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4.1.2 Updating and validating the occupied structure model
The parameters of the PID controller (H1) were updated with the occupied struc-
ture model using the multilevel modeling technique. This model represents the PID
controller with the Proportional (Kp), Integrative (Ki), and Derivative (Kd) param-
eters.
The prior PDF distribution of the PID controller was defined using the principle
of maximum entropy to be an Exponential distribution for all Kd, Kp, Ki terms. The
prior PDF distributions for the PID parameters are found in the literature from a






























Figure 4.7: Marginal histograms and samples generated to update the PID
controller parameters
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Figure 4.7, Figure 4.9, and Figure 4.8 show the correlation of the samples, the
marginal histograms of each parameter of the occupied structure model, and the
posterior predictive check of same model.
Model convergence was achieved by utilizing the same number of samples for the
overall model. The PSRF plots, which describe the convergence of the chains, can
be found in Appendix B.
The results indicate a slight correlation between the (Kd) and (Ki) parameters
of the PID controller. This correlation is expected because of the stability condition,
which means that we can model one of these parameters as a function of the other
parameter. The results show no correlation between the PID controller and the
structure parameters, and that the human model is independent of the structural
system.






















Figure 4.8: Posterior predictive check of occupied structure
Figure 4.8 shows that the response of the occupied structure model to the new
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experimental dataset falls within the 95% HPD interval of the prediction. The ac-
celeration response of the occupied structure plots can be found in Appendix B.
Moreover, the moments of random variables describing the occupied structure model
are shown in Table 4.3.
In addition, Figure 4.8 shows that the occupied structure has a higher damping
ratio than the empty structure. This observation can be justified because the person
standing on the flexible structure is not considered an additional mass and can add



























































Figure 4.9: Marginal histograms and samples generated to update the occupied
structure parameters
4.1.3 Updating and validating the model of a person bouncing
The parameters of the new controller (H2) were updated for the model of a person
bouncing on a flexible structure using the multilevel modeling technique. This model
represents the new controller with the α, β, γ, and ψ parameters.
The prior PDF distribution of the new controller was assumed to be an Expo-
nential distribution for all α, β, γ, and ψ terms. The prior PDF distributions of
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the new parameters were estimated using an optimization method, where the first
experimental dataset was used.
Figure 4.10, Figure 4.11, and Figure 4.12 show the correlation of the samples and



































Figure 4.10: Marginal histograms and samples generated to update the new
controller parameters
The marginal distributions of the model parameters are shown in the diagonal
of the grid, where the bivariate distributions between parameters are shown in the
other grid parts. After "burning", the remaining 150,000 samples were sufficient to
achieve model convergence. The PSRF plots, which describe the convergence of the
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chains, can be found in Appendix B.
The results indicate that there are strong correlations between the α and γ, ψ and
α, and γ and ψ parameters of the new controller. These correlations were expected
because of the stability condition, which means that we can model the γ and ψ
parameters as a function of the α parameter. The results also show no correlation
between the new controller and the parameters of the structure, and the model of
the person bouncing on a flexible structure is independent of the structural system.
On the other hand, the γ parameter of the new controller is correlated with the
Propositional KP parameter of the PID controller. This correlation is acceptable
because both the PID and the new controller belong to a human. Table 4.2 shows
correlation coefficient values of overall model parameters.
Table 4.2: Correlation coefficient values of overall model parameters






Table 4.3 shows the posterior of the mean, the standard deviation, and 95% of
the HPD interval for each parameter for the final model.
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Table 4.3: Moments of random variables describing the parameters of the overall
model
Parameter Units Mean STD 95% HPD
ωn rad/s µ = 18.44 σ = 0.006 (18.41, 18.47)
ζ - µ = 0.0113 σ = 0.00037 (0.0098, 0.0129)
m kg µ = 681.3 σ = 6.1 (653.4, 708.8)
Kp - µ = 43.62 σ = 2.09 (33.85, 51.51)
Ki - µ = 930.99 σ = 46.11 (785.37, 1170.96)
Kd - µ = 0.11 σ = 0.037 (3.1e-9, 0.765)
α - µ = 2092.48 σ = 50.31 (1912.58, 2352.21)
β - µ = 9.61 σ = 9.66 (2.2e-4, 112.97)
γ - µ = 6.55 σ = 0.247 (5.52, 7.48)
ψ - µ = 193.73 σ = 2.296 (183.14, 202.67)
To update and validate the new controllers, one hundred and five tests of human-
structure interaction have been conducted with three frequencies: 2.5, 3.0, and 3.5
Hz. The force plate, which is described in Section 3.1.5, was used to understand
the human-structure interaction phenomenon that occurs when people bounce on a








































































Figure 4.11: Marginal histograms and samples generated to update the new
controller with structure parameters
In addition, a metronome was set to 150, 180, and 210 bpm, and the person
standing on the structure was asked to start bouncing at the frequency of the sound.
However, some people were not able to follow the beat of the metronome at some
point during the 20-second experiment. The model of the person bouncing on the
flexible structure was updated and validated with the acceleration response of the








































































Figure 4.12: Marginal histograms and samples generated to update both PID and
new controllers parameters
Figure 4.13, Figure 4.14, and Figure 4.15 show the posterior predictive check
of the acceleration of the person bouncing for frequencies of 2.5, 3.0, and 3.5 Hz,
whereas Figure 4.16, Figure 4.17, and Figure 4.18 show the posterior predictive
check of the force of the person bouncing for the same frequencies. In Figure 4.13,
the 95% HPD interval represents the most likely values of acceleration, while the
experimental data, which was used for comparison purposes, represent the third set
of experimental values. The results indicate that the probabilistic model of the person
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bouncing on the flexible structure can reproduce the same acceleration response of
the structure at a frequency of 2.5 Hz, such that all of the experimental data for
acceleration is within the 95% HPD interval.



















Figure 4.13: Posterior predictive check of human bouncing acceleration-2.5 Hz
(person 3)
Model fitting was tested by comparing experimental data not used for the up-
dating of the model with posterior predictions. The findings show that the model is
able to predict the acceleration of the structure and the force applied to the structure
when the person is able to follow the metronome. Figure 4.14 shows the posterior
predictive check of the acceleration response of the structure due to the person bounc-
ing at a frequency of 3 Hz. The result shows that all of the experimental data for
acceleration was within the 95% HPD interval. The predictive values of the accel-
eration response, which were generated by the probabilistic model at a frequency of
3 Hz, have less uncertainty, whereas the predictive values at a frequency of 2.5 Hz
have more uncertainty. In addition, Figure 4.15 shows the posterior predictive check
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where the third experimental dataset at a frequency of 3.5 Hz falls within the 95%
HPD interval. However, the uncertainty of the predictive value of the acceleration
response at a frequency of 3.5 Hz is similar to the uncertainty of the response at a
frequency of 2.5 Hz.





















Figure 4.14: Posterior predictive check of human bouncing acceleration-3.0 Hz
(person 3)
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Figure 4.15: Posterior predictive check of human bouncing acceleration-3.5 Hz
(person 3)
On the other hand, the probabilistic model has a second output, which is the force
produced by the person bouncing on the flexible structure. We used the force plate
to capture this force. Figure 4.16 shows the posterior predictive check. The results
indicate that the probabilistic model of the person bouncing on a flexible structure
can reproduce the same force generated by a person bouncing on the structure at a
frequency of 2.5 Hz, such that all of the experimental data for the force of the person
was within the 95% HPD interval.
Figure 4.17 shows the posterior predictive check of the force of the structure
with the person bouncing at a frequency of 3 Hz. The results show that all of the
experimental data for the force of a person was within the 95% HPD interval. The
predictive values of the force of the person, which was generated by the probabilistic
model at a frequency of 3 Hz, have more uncertainty, whereas the predictive values
at a frequency of 2.5 Hz have less uncertainty.
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Figure 4.16: Posterior predictive check of human bouncing force-2.5 Hz (person 3)

















Figure 4.17: Posterior predictive check of human bouncing force-3.0 Hz (person 3)
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In addition, Figure 4.18 shows the posterior predictive check, where the third
experimental dataset at a frequency of 3.5 Hz falls within the 95% HPD interval.
However, the predictive value of the force of a person at a frequency of 3.5 Hz has
less uncertainty than the predictive value of the force at a frequency of 3.0 Hz.
















Figure 4.18: Posterior predictive check of human bouncing force-3.5 Hz (person 3)
The model was not able to accurately predict the force and accelerations for
people that is not able to follow the metronome. Some example of the posterior
predictive check are included here for completeness. Figure 4.19, Figure 4.20, and
Figure 4.21 illustrate the posterior predictive check of the acceleration of the person
bouncing for frequencies of 2.5, 3.0, and 3.5 Hz, whereas Figure 4.22, Figure 4.23, and
Figure 4.24 show the posterior predictive check of the force of the person bouncing
for the same frequencies. The model is overestimating the magnitude of the force
and acceleration in some cases.
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Figure 4.19: Posterior predictive check of human bouncing acceleration-2.5 Hz
(person 6)
The third experimental data set, which was used for validation only, contains
seven people of different ages and weights. Table 4.4 and Table 4.5 show the minimum
posterior predictive p-value for the acceleration and forces. Notice that this is a strict
measurement because it compares every point of force and acceleration in the time
domain. The smallest p-value is selected and shown in the table. In some cases
(e.g. person 3) only the first few points of the prediction do not match well with
the experimental data. For instance, the acceleration of person 3 bouncing at the
frequency of 2.5 Hz represents the best match for the model even though only the
first few points of p-value is less than the critical value as illustrate in Figure C.7.
Similar to person 3, person 4 bouncing at frequency of 3.5 Hz and person 5 bouncing
at frequency 3.0 Hz match well with model even though a few points of p-value are
below the critical value as shown in Figure C.12 and Figure C.14. Likewise, the
force of person 3 bouncing at the frequency of 3 Hz and person 4 bouncing at the
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frequency of 3 and 3.5 Hz match very well with the model. However, few values of
p-value located below the critical value as illustrated in Figure C.29, Figure C.32,
and Figure C.33.
The p-value tables show that the model is able to predict the acceleration and
forces (p-value ≤ 0.05) of young people and people with BMI under 25 (limit for
overweight) for at least two frequencies. The model was not able to accurately
predict the accelerations or forces of persons 6 and 7, which had BMIs of 30 (person
6) or are over 30 years old (person 7). While more data would be needed to fully
understand the predictive capabilities of the model as a function of age and weight,
these results appear to indicate that the model is most suitable for normal range
BMIs (18.5 to 24.9) and people under 30 years.




















Figure 4.20: Posterior predictive check of human bouncing acceleration-3.0 Hz
(person No. 6)
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Figure 4.21: Posterior predictive check of human bouncing acceleration-3.5 Hz
(person No. 6)

















Figure 4.22: Posterior predictive check of human bouncing force-2.5 Hz (person No.
6)
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Figure 4.23: Posterior predictive check of human bouncing force-3 Hz (person No.
6)















Figure 4.24: Posterior predictive check of human bouncing force-3.5 Hz (person No.
6)
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Table 4.4: Minimum p-value by person and frequency (acceleration)
Subject No. Weight (lb) Age (year) BMI 2.5 Hz 3.0 Hz 3.5 Hz
person 1 178 27 25.7 0.001 0.0 0.005
person 2 141 22 22.7 0.119 0.012 0.0
person 3 165 22 25.1 0.039 0.081 0.145
person 4 170 19 24.4 0.228 0.091 0.030
person 5 125 19 18.0 0.232 0.035 0.223
person 6 240 23 30.8 0.002 0.0 0.001
person 7 152 32 24.5 0.0 0.0 0.001
Table 4.5: Minimum p-value by person and frequency (force)
Subject No. Weight (lb) Age (year) BMI 2.5 Hz 3.0 Hz 3.5 Hz
person 1 178 27 25.7 0.012 0.081 0.103
person 2 141 22 22.7 0.0272 0.074 0.096
person 3 165 22 25.1 0.007 0.039 0.068
person 4 170 19 24.4 0.003 0.047 0.043
person 5 125 19 18.0 0.014 0.052 0.066
person 6 240 23 30.8 0.0 0.0 0.0
person 7 152 32 24.5 0.0 0.0 0.0
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Chapter 5
Conclusions & Future Work
5.1 Conclusions
This study presents a novel model that uses a control system to model the human-
structure interaction phenomenon that occurs when a person is bouncing on a flexible
structure. The purpose of this study was to use a closed-loop control system to
model people that are bouncing (bobbing) on a flexible structure. For this research,
we modeled the person as the controller and the structure as the system to control.
Classical models, such as the mass, damper, spring (MDS) model, cannot add energy
to the system, and therefore, they cannot consider other sources of excitation to the
overall human-structure system, such as sound (or music) excitation.
The proposed model uses Proportional, Derivative, and Integrative (PID) con-
trollers and new controllers to model both the feedback from the structure and the
excitation due to the sound of the music. The PID controller H1 was used to rep-
resent the dynamics of the person due to floor motion, while the new controller H2
was used to represent the dynamics of the person due to sound excitation. This
work considered the sound (or the bits created by a metronome) as input into the
overall human-structure system. The force applied to the structure was modeled as
the output of the person, while the structure’s acceleration was fed back into the
human control system.
The feedback concept in this research was designed to reduce error between the
input and the output while maintaining the stability of the system as a constraint.
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The stability of the system can significantly affect the model parameters for both
the PID controller and the new controller.
The focus of this study was to understand the interaction between the structure
and the bouncing person, as well as to model the force generated by the person.
Two hundred and thirty-five tests of human-structure interaction were conducted
with three frequencies: 2.5, 3.0, and 3.5 Hz. The force plate, which was designed
and developed in the Department of Civil and Environmental Engineering at the
University of South Carolina, was used to measure the force created by the person
bouncing.
In this research, the parameters of the overall model were estimated using an
optimization process that minimized the mean square error of the parameters. The
probability density function (PDF) for each parameter was estimated based on the
principle of maximum entropy, where the uncertainty of prior PDF was maximized.
The overall model of the combined human-structure system was able to amalgamate
all these parameters for predictions into a single multilevel model.
In this study, we used the probabilistic fashion to update the prior knowledge
of the overall model and estimate the posterior PDF for each parameter using the
second group of experimental data. In addition, the Bayesian framework was used
to estimate the correlation between the human controllers and the structure model
since these correlations cannot be estimated using the deterministic fashion. We
found that the new controller parameters were not correlated with the parameters
of the structure. However, there is a strong correlation among the parameters of
the controllers. Therefore, the parameters for the new controller may be developed,
and one parameter may be used as a function of the other parameters, particularly
if they are strongly correlated.
The overall model was validated using Bayesian inference with a third experi-
mental dataset for different people and frequencies of sound rhythms. The posterior
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PDF of the parameters were sampled using the Markov Chain Monte Carlo (MCMC)
method with the Metropolis Hasting algorithm. The results indicate that the pos-
terior predictions of the overall model match well with experimental results for only
the people who are young and people with BMI under 25 and able to follow the beat
of metronome or music sound.
5.2 Future Work
The novel model presented in this study used controller theory to understand the
interaction between the human body and structure system when a person is bouncing
on a flexible structure. The essential aim of this research was to use sound excitation
as additional input to a closed-loop control system, to design a new controller that
represents the dynamics of a person due to the sound excitation, and to predict the
force generated by a person bouncing.
For future work, collecting a large experimental dataset can reduce the uncer-
tainty of the model. In addition, a more robust model may be developed by incorpo-
rating the characteristics of a person (e.g., age, weight, height, and gender) into the
controller. The next step in this research is to test this model with other structures
using different configurations of natural frequency, damping ratio, and mass. More-
over, the model will be tested using a multiple degrees of freedom (MDOF) system
to represent the structure instead of a single degree of freedom (SDOF) system.
This novel model can also be used to model people jumping on the same structure
or groups of people bouncing on a real structure, such as a stadium and a gymnasium,
as well as people walking on a footbridge or standing on an elevator.
64
References
[1] David E Allen, JH Rainer, and G Pernica. “Vibration criteria for assem-
bly occupancies”. In: Canadian Journal of Civil Engineering 12.3 (1985),
pp. 617–623.
[2] Ahmed T Alzubaidi and Juan M Caicedo. “Modeling Human Jumping Force
on a Flexible Structure Using Control Models”. In: Dynamics of Civil Struc-
tures, Volume 2. Springer, pp. 241–249.
[3] Ahmed T Alzubaidi and Juan M Caicedo. “Modeling Human-Structure In-
teraction Using Control Models: External Excitation”. In: Dynamics of Civil
Structures, Volume 2. Springer, 2019, pp. 183–190.
[4] Ahmed T Alzubaidi and Juan M Caicedo. “Modeling Human-Structure In-
teraction Using Control Models When Bobbing on a Flexible Structure”.
In: Dynamics of Civil Structures, Volume 2. Springer, 2020, pp. 27–34.
[5] Alfredo Hua-Sing Ang and Wilson H Tang. Probability concepts in engineer-
ing planning and design: Emphasis on application to civil and environmental
engineering. Wiley, 2007.
[6] Hugo Bachmann and Walter Ammann. Vibrations in structures: induced by
man and machines. Vol. 3. Iabse, 1987.
[7] James L Beck and Lambros S Katafygiotis. “Updating models and their
uncertainties. I: Bayesian statistical framework”. In: Journal of Engineering
Mechanics 124.4 (1998), pp. 455–461.
65
[8] John F Bell. “Visualising multilevel models: the initial analysis of data”. In:
Third International Conference on Multilevel Analysis, Amsterdam, April.
Citeseer. 2001.
[9] Mateusz Bocian et al. “Experimental identification of the behaviour of
and lateral forces from freely-walking pedestrians on laterally oscillating
structures in a virtual reality environment”. In: Engineering structures 105
(2015), pp. 62–76.
[10] Stephen P Brooks and Andrew Gelman. “General methods for monitor-
ing convergence of iterative simulations”. In: Journal of computational and
graphical statistics 7.4 (1998), pp. 434–455.
[11] James MW Brownjohn. “Energy dissipation in one-way slabs with human
participation”. In: Proceedings of the Asia-Pacific Vibration Conference,
Nanyang Technological University, Singapore, December. 1999, pp. 13–15.
[12] Richard Buxton. “Multilevel modelling”. In: Mathematics Learning Support
Centre (2008).
[13] Juan Martin Caicedo et al. “Phase II benchmark control problem for seismic
response of cable-stayed bridges”. In: Journal of Structural Control 10.3-4
(2003), pp. 137–168.
[14] Ariel Caticha and Roland Preuss. “Maximum entropy and Bayesian data
analysis: Entropic prior distributions”. In: Physical Review E 70.4 (2004),
p. 046127.
[15] Mary Kathryn Cowles and Bradley P Carlin. “Markov chain Monte Carlo
convergence diagnostics: a comparative review”. In: Journal of the American
Statistical Association 91.434 (1996), pp. 883–904.
66
[16] Yohanna Mejia Cruz. “Probabilistic Multilevel Constitutive Model of the
compressive strength of hardened cement paste reinforced with MWCNTs”.
PhD thesis. ProQuest Dissertations Publishing, 2018.
[17] Pat Dallard et al. “London Millennium Bridge: pedestrian-induced lateral
vibration”. In: Journal of Bridge Engineering 6.6 (2001), pp. 412–417.
[18] Armen Der Kiureghian and Ove Ditlevsen. “Aleatory or epistemic? Does it
matter?” In: Structural Safety 31.2 (2009), pp. 105–112.
[19] Richard C Dorf and Robert H Bishop. Modern control systems. Pearson,
2011.
[20] Ernesto Duarte and Tianjian Ji. “Action of individual bouncing on struc-
tures”. In: Journal of structural engineering 135.7 (2009), pp. 818–827.
[21] Shirley J Dyke et al. “Phase I benchmark control problem for seismic re-
sponse of cable-stayed bridges”. In: Journal of Structural Engineering 129.7
(2003), pp. 857–872.
[22] BR Ellis and T Ji. “Floor vibration induced by dance-type loads: verifica-
tion”. In: Structural Engineer 72 (1994), pp. 37–37.
[23] BR Ellis and T Ji. “Loads generated by jumping crowds: numerical mod-
elling”. In: Structural Engineer 82.17 (2004), pp. 35–40.
[24] BR Ellis, T Ji, and BRE. “Human-structure interaction in vertical vibra-
tions.” In: Proceedings of the Institution of Civil Engineers-Structures and
Buildings 122.1 (1997), pp. 1–9.
[25] DJ Ewins. “Modal testing: theory, practice and application (mechanical
engineering research studies: engineering dynamics series)”. In: (2003).
[26] Andrew Gelman. “Multilevel (hierarchical) modeling: what it can and can-
not do”. In: Technometrics 48.3 (2006), pp. 432–435.
67
[27] Andrew Gelman and Jennifer Hill. Data analysis using regression and mul-
tilevel/hierarchical models. Cambridge university press, 2006.
[28] Andrew Gelman, Xiao-Li Meng, and Hal Stern. “Posterior predictive as-
sessment of model fitness via realized discrepancies”. In: Statistica sinica
(1996), pp. 733–760.
[29] Andrew Gelman, Donald B Rubin, et al. “Inference from iterative simulation
using multiple sequences”. In: Statistical science 7.4 (1992), pp. 457–472.
[30] Andrew Gelman et al. Bayesian data analysis. Chapman and Hall/CRC,
2013.
[31] John Geweke et al. Evaluating the accuracy of sampling-based approaches
to the calculation of posterior moments. Vol. 196. Federal Reserve Bank of
Minneapolis, Research Department Minneapolis, MN, 1991.
[32] Amos Golan, George Judge, and Douglas Miller. “Maximum entropy econo-
metrics: Robust estimation with limited data”. In: (1997).
[33] W Keith Hastings. “Monte Carlo sampling methods using Markov chains
and their applications”. In: Biometrika 57.1 (1970), pp. 97–109.
[34] Kimura Hidenori and Yifa Jiang. “A PID model of human balance keeping”.
In: IEEE Control Systems Magazine 26.6 (2006), pp. 18–23.
[35] Matthew D Hoffman and Andrew Gelman. “The No-U-Turn sampler: adap-
tively setting path lengths in Hamiltonian Monte Carlo.” In: Journal of
Machine Learning Research 15.1 (2014), pp. 1593–1623.
[36] T Ji. “Floor vibration”. In: Structural Engineer 72.3/1 (1994), p. 37.
[37] Michael A Johnson and Mohammad H Moradi. PID control. Springer, 2005.
68
[38] CA Jones, P Reynolds, and A Pavic. “Vibration serviceability of stadia
structures subjected to dynamic crowd loads: A literature review”. In: Jour-
nal of sound and Vibration 330.8 (2011), pp. 1531–1566.
[39] Stuart Clifford Kerr. “Human induced loading on staircases”. PhD thesis.
University of London, 1998.
[40] Sahad Khilqa et al. “Uncertainty quantification for damping in transient
pressure oscillations”. In: Journal of Water Resources Planning and Man-
agement 145.9 (2019), p. 04019039.
[41] Yifa Jiang Hidenori Kimura. “Balance-keeping control of upright standing
in biped human beings and its application for stability assessment”. In:
Humanoid Robots: New Developments. IntechOpen, 2007.
[42] JK Kruschke. “How much of a Bayesian posterior distribution falls inside a
region of practical equivalence (ROPE)”. In: Doing Bayesian Data Analysis
Web Blog Post (2013).
[43] John K Kruschke. “Posterior predictive checks can and should be Bayesian:
Comment on Gelman and Shalizi,‘Philosophy and the practice of Bayesian
statistics’”. In: British Journal of Mathematical and Statistical Psychology
66.1 (2013), pp. 45–56.
[44] Taesoo Kwon and Jessica Hodgins. “Control systems for human running us-
ing an inverted pendulum model and a reference motion capture sequence”.
In: Proceedings of the 2010 ACM SIGGRAPH/Eurographics Symposium on
Computer Animation. Eurographics Association. 2010, pp. 129–138.
[45] Albert R Ortiz Lasprilla, Juan M Caicedo, and Gustavo A Ospina. “Model-
ing Human–Structure Interaction Using a Close Loop Control System”. In:
Dynamics of Civil Structures, Volume 4. Springer, 2014, pp. 101–108.
69
[46] Albert Ricardo Ortiz Lasprilla. “Modeling Human-Structure Interaction Us-
ing A Controller System”. In: (2016).
[47] Sang-Hyun Lee et al. “Global vertical mode vibrations due to human group
rhythmic movement in a 39 story building structure”. In: Engineering Struc-
tures 57 (2013), pp. 296–305.
[48] Steven Michael Lewis. “Multilevel modeling of discrete event history data
using Markov chain Monte Carlo methods”. PhD thesis. University of Wash-
ington, 1994.
[49] Ramin Madarshahian and Juan M Caicedo. “Reducing MCMC computa-
tional cost with a two layered Bayesian approach”. In: Model Validation and
Uncertainty Quantification, Volume 3. Springer, 2015, pp. 291–297.
[50] Ramin Madarshahian, Juan M Caicedo, and Diego Arocha Zambrana. “Bench-
mark problem for human activity identification using floor vibrations”. In:
Expert Systems with Applications 62 (2016), pp. 263–272.
[51] Y Matsumoto and MJ Griffin. “Mathematical models for the apparent
masses of standing subjects exposed to vertical whole-body vibration”. In:
Journal of Sound and Vibration 260.3 (2003), pp. 431–451.
[52] Madison G McDonald. “Experimental characterisation of jumping and bob-
bing actions for individuals and small groups”. PhD thesis. University of
Warwick, 2015.
[53] Itshak Melzer, N Benjuya, and J Kaplanski. “Postural stability in the el-
derly: a comparison between fallers and non-fallers”. In: Age and ageing
33.6 (2004), pp. 602–607.
[54] Nicholas Metropolis et al. “Equation of state calculations by fast computing
machines”. In: The journal of chemical physics 21.6 (1953), pp. 1087–1092.
70
[55] Radford M Neal et al. “MCMC using Hamiltonian dynamics”. In: Handbook
of markov chain monte carlo 2.11 (2011), p. 2.
[56] Norman S Nise. CONTROL SYSTEMS ENGINEERING, (With CD). John
Wiley & Sons, 2007.
[57] Katsuhiko Ogata. “Modern control engineering”. In: Book Reviews 35.1181
(1999), p. 1184.
[58] Albert R Ortiz and Juan M Caicedo. “Modeling the Effects of a Human
Standing on a Structure Using a Closed Loop–Control System”. In: Journal
of Engineering Mechanics 145.5 (2019), p. 04019025.
[59] Albert R Ortiz-Lasprilla and Juan M Caicedo. “Comparing closed loop con-
trol models and mass-spring-damper models for human structure interac-
tion problems”. In: Dynamics of Civil Structures, Volume 2. Springer, 2015,
pp. 67–74.
[60] Sung Y Park and Anil K Bera. “Maximum entropy autoregressive condi-
tional heteroskedasticity model”. In: Journal of Econometrics 150.2 (2009),
pp. 219–230.
[61] D Parker. “Rock fans uncover town hall floor faults”. In: New Civil Engineer
20 (2003), p. 1531.
[62] Samuel Privara et al. “Model predictive control of a building heating system:
The first experience”. In: Energy and Buildings 43.2-3 (2011), pp. 564–572.
[63] V Racic and A Pavic. “Mathematical model to generate near-periodic hu-
man jumping force signals”. In: Mechanical Systems and Signal Processing
24.1 (2010), pp. 138–152.
[64] Vitomir Racic and Jun Chen. “Data-driven generator of stochastic dynamic
loading due to people bouncing”. In: Computers & Structures 158 (2015),
pp. 240–250.
71
[65] Regina Sachse, Aleksandar Pavic, and Paul Reynolds. “Human-structure
dynamic interaction in civil engineering dynamics: A literature review”. In:
Shock and Vibration Digest 35.1 (2003), pp. 3–18.
[66] Claude Elwood Shannon. “A mathematical theory of communication. ACM
SIGMOBILE Mob”. In: Comput. Commun. Rev 5.1 (2001), pp. 3–55.
[67] Sanjib Sharma. “Markov Chain Monte Carlo methods for Bayesian data
analysis in astronomy”. In: Annual Review of Astronomy and Astrophysics
55 (2017), pp. 213–259.
[68] Jackie Sim, Anthony Blakeborough, and Martin Williams. “Modelling of
joint crowd-structure system using equivalent reduced-DOF system”. In:
Shock and vibration 14.4 (2007), pp. 261–270.
[69] John W Smith and Terry Montgomery. “Biomechanically induced and con-
troller coupled oscillations experienced on the F-16XL aircraft during rolling
maneuvers”. In: (1996).
[70] Tom AB Snijders and Roel J Bosker. Multilevel analysis: An introduction
to basic and advanced multilevel modeling. Sage, 2011.
[71] Martin A Tanner and Wing Hung Wong. “The calculation of posterior dis-
tributions by data augmentation”. In: Journal of the American statistical
Association 82.398 (1987), pp. 528–540.
[72] GP Tilly, DW Cullington, and R Eyre. “Dynamic behaviour of footbridges”.
In: IABSE Surveys S-26/84 (1984), pp. 13–24.
[73] AB Tom, Tom AB Snijders Roel J Bosker, and Roel J Bosker. Multilevel
analysis: an introduction to basic and advanced multilevel modeling. Sage,
1999.
[74] Jordi Vallverdú. “The false dilemma: Bayesian vs. frequentist”. In: arXiv
preprint arXiv:0804.0486 (2008).
72
[75] L Wei and MJ Griffin. “Mathematical models for the apparent mass of the
seated human body exposed to vertical vibration”. In: Journal of Sound and
Vibration 212.5 (1998), pp. 855–874.
[76] David A Winter. “Human balance and posture control during standing and
walking”. In: Gait & posture 3.4 (1995), pp. 193–214.
[77] S Yao et al. “Experimental study of human-induced dynamic forces due to
bouncing on a perceptibly moving structure”. In: Canadian Journal of civil
engineering 31.6 (2004), pp. 1109–1118.
[78] Hao Ying. “Theory and application of a novel fuzzy PID controller using
a simplified Takagi–Sugeno rule scheme”. In: Information Sciences 123.3-4
(2000), pp. 281–293.
[79] Arnold Zellner and Richard A Highfield. “Calculation of maximum en-
tropy distributions and approximation of marginalposterior distributions”.
In: Journal of Econometrics 37.2 (1988), pp. 195–209.
[80] Stana Živanović, ALEKSANDAR Pavic, and Paul Reynolds. “Vibration
serviceability of footbridges under human-induced excitation: a literature




The stability of the control system is one of the most significant specifications
when designing a control system. When it becomes unstable or when its response
becomes infinite, it does not satisfy the necessary condition. Several methodologies
have been developed to maintain the stability of the control system [19]. For this
research, the Routh-Hurwitz stability criterion was utilized to achieve the stabil-
ity of the closed-loop control system that was used to model the human-structure
interaction phenomenon.
The transfer function was developed and used in the overall model, as discussed
in Chapter 2. Each transfer function has a closed-loop control system. For the
Routh-Hurwitz stability criterion to be met, the coefficients in the denominator of
the polynomial equation for each transfer function must be positive. In other words,
the real part of the roots of the characteristic equation must be negative. In this
research, the calculations for the coefficients in the denominator of the polynomial
equation for each transfer function were complex. The stability conditions for each
closed-loop control system are as follows:
A.1 closed-loop of an occupied structure model
The transfer function for the occupied structure model is denoted by Equa-






Then, the parameters were substituted in H1(s) and G(s) in Equation A.1, and






s3 + (1 + Kp
m
)s2 + (2ζωn + Kim )s+ ω2n
(A.2)




• 1 + Kp
m
> 0
• 2ζωn + Kim > 0
• ω2n > 0
• ((1 + Kp
m
) ∗ (2ζωn + Kim ))− 1 > 0
A.2 closed-loop of a person bouncing model
The transfer function of the model of a person bouncing on a flexible structure
is denoted by Equation A.3, where the output of this transfer function is the ac-
celeration, whereas the output of the transfer function in Equation A.5 is the load
generated by the person. The characteristic equation (1 +G(s)H1(s)) of the transfer




Then, the parameters are substituted in H1(s) H2(s) and G(s) in Equation A.3,


























a4 = γω2n + ψ(2ζωn + Kim )
a5 = ψω2n
Therefore, the system achieves stability if:
• a0, a1, a2, a3, a4, and a5 > 0




Then, the parameters are substituted in H1(s) H2(s) and G(s) in Equation A.5,
and the transfer function of the system is:
TF3(s) =
αs3 + (2ζωnαβ)s2 + (αω2n + 2ζωnβ)s+ βω2n




b1 = Kpm +
γKd
m





b3 = 2ζωn + γ(Kim + 1) + ψ
Kp
m
b4 = ω2n + 2ζωnγ + ψ(Kim + 1)
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b5 = γω2n + 2ζωnψ
b6 = ψω2n
Therefore, the system achieves stability if:
• b0, b1, b2, b3, b4, b5, and b6 > 0
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Figure B.1: ζ trace of structure
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Figure B.2: Mass trace of the structure
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Figure B.3: Kd term trace of PID controller
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Figure B.4: Ki term trace of PID controller
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Figure B.5: α term trace of new controller
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Figure B.6: β term trace of new controller
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Figure B.7: γ term trace of new controller
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B.2 Empty structure response



















Figure B.8: Posterior predictive check of empty structure (second data set)




















Figure B.9: Posterior predictive check of empty structure (third data set)
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B.3 occupied structure response





















Figure B.10: Posterior predictive check of occupied structure (second data set)





















Figure B.11: Posterior predictive check of occupied structure (third data set)
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B.4 bouncing person



















Figure B.12: Posterior predictive check of human bouncing acceleration-2.5 Hz
(person No. 1)





















Figure B.13: Posterior predictive check of human bouncing acceleration-3 Hz
(person No. 1)
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Figure B.14: Posterior predictive check of human bouncing acceleration-3.5 Hz
(person No. 1)



















Figure B.15: Posterior predictive check of human bouncing acceleration-2.5 Hz
(person No. 2)
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Figure B.16: Posterior predictive check of human bouncing acceleration-3 Hz
(person No. 2)



















Figure B.17: Posterior predictive check of human bouncing acceleration-3.5 Hz
(person No. 2)
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Figure B.18: Posterior predictive check of human bouncing acceleration-2.5 Hz
(person No. 3)





















Figure B.19: Posterior predictive check of human bouncing acceleration-3 Hz
(person No. 3)
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Figure B.20: Posterior predictive check of human bouncing acceleration-3.5 Hz
(person No. 3)



















Figure B.21: Posterior predictive check of human bouncing acceleration-2.5 Hz
(person No. 4)
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Figure B.22: Posterior predictive check of human bouncing acceleration-3 Hz
(person No. 4)



















Figure B.23: Posterior predictive check of human bouncing acceleration-3.5 Hz
(person No. 4)
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Figure B.24: Posterior predictive check of human bouncing acceleration-2.5 Hz
(person No. 5)





















Figure B.25: Posterior predictive check of human bouncing acceleration-3 Hz
(person No. 5)
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Figure B.26: Posterior predictive check of human bouncing acceleration-3.5 Hz
(person No. 5)






















Figure B.27: Posterior predictive check of human bouncing acceleration-2.5 Hz (per-
son No. 6)
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Figure B.28: Posterior predictive check of human bouncing acceleration-3 Hz
(person No. 6)





















Figure B.29: Posterior predictive check of human bouncing acceleration-3.5 Hz
(person No. 6)
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Figure B.30: Posterior predictive check of human bouncing acceleration-2.5 Hz
(person No. 7)





















Figure B.31: Posterior predictive check of human bouncing acceleration-3 Hz
(person No. 7)
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Figure B.32: Posterior predictive check of human bouncing acceleration-3.5 Hz
(person No. 7)

















Figure B.33: Posterior predictive check of human bouncing force-2.5 Hz (person
No. 1)
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Figure B.34: Posterior predictive check of human bouncing force-3 Hz (person No.
1)

















Figure B.35: Posterior predictive check of human bouncing force-3.5 Hz (person
No. 1)
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Figure B.36: Posterior predictive check of human bouncing force-2.5 Hz (person
No. 2)
















Figure B.37: Posterior predictive check of human bouncing force-3 Hz (person No.
2)
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Figure B.38: Posterior predictive check of human bouncing force-3.5 Hz (person
No. 2)














Figure B.39: Posterior predictive check of human bouncing force-2.5 Hz (person
No. 3)
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Figure B.40: Posterior predictive check of human bouncing force-3 Hz (person No.
3)
















Figure B.41: Posterior predictive check of human bouncing force-3.5 Hz (person
No. 3)
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Figure B.42: Posterior predictive check of human bouncing force-2.5 Hz (person
No. 4)

















Figure B.43: Posterior predictive check of human bouncing force-3 Hz (person No.
4)
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Figure B.44: Posterior predictive check of human bouncing force-3.5 Hz (person
No. 4)

















Figure B.45: Posterior predictive check of human bouncing force-2.5 Hz (person
No. 5)
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Figure B.46: Posterior predictive check of human bouncing force-3 Hz (person No.
5)
















Figure B.47: Posterior predictive check of human bouncing force-3.5 Hz (person
No. 5)
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Figure B.48: Posterior predictive check of human bouncing force-2.5 Hz (person
No. 6)















Figure B.49: Posterior predictive check of human bouncing force-3 Hz (person No.
6)
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Figure B.50: Posterior predictive check of human bouncing force-3.5 Hz (person
No. 6)

















Figure B.51: Posterior predictive check of human bouncing force-2.5 Hz (person
No. 7)
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Figure B.52: Posterior predictive check of human bouncing force-3 Hz (person No.
7)




















C.1 P-value of structure acceleration



















Figure C.1: Posterior predictive p-value of human bouncing acceleration-2.5 Hz
(person No. 1)
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Figure C.2: Posterior predictive p-value of human bouncing acceleration-3 Hz
(person No. 1)



















Figure C.3: Posterior predictive check of human bouncing acceleration-3.5 Hz
(person No. 1)
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Figure C.4: Posterior predictive p-value of human bouncing acceleration-2.5 Hz
(person No. 2)



















Figure C.5: Posterior predictive p-value of human bouncing acceleration-3 Hz
(person No. 2)
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Figure C.6: Posterior predictive check of human bouncing acceleration-3.5 Hz
(person No. 2)



















Figure C.7: Posterior predictive p-value of human bouncing acceleration-2.5 Hz
(person No. 3)
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Figure C.8: Posterior predictive p-value of human bouncing acceleration-3 Hz
(person No. 3)



















Figure C.9: Posterior predictive check of human bouncing acceleration-3.5 Hz
(person No. 3)
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Figure C.10: Posterior predictive p-value of human bouncing acceleration-2.5 Hz
(person No. 4)



















Figure C.11: Posterior predictive p-value of human bouncing acceleration-3 Hz
(person No. 4)
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Figure C.12: Posterior predictive check of human bouncing acceleration-3.5 Hz
(person No. 4)



















Figure C.13: Posterior predictive p-value of human bouncing acceleration-2.5 Hz
(person No. 5)
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Figure C.14: Posterior predictive p-value of human bouncing acceleration-3 Hz
(person No. 5)



















Figure C.15: Posterior predictive check of human bouncing acceleration-3.5 Hz
(person No. 5)
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Figure C.16: Posterior predictive p-value of human bouncing acceleration-2.5 Hz
(person No. 6)



















Figure C.17: Posterior predictive p-value of human bouncing acceleration-3 Hz
(person No. 6)
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Figure C.18: Posterior predictive check of human bouncing acceleration-3.5 Hz
(person No. 6)



















Figure C.19: Posterior predictive p-value of human bouncing acceleration-2.5 Hz
(person No. 7)
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Figure C.20: Posterior predictive p-value of human bouncing acceleration-3 Hz
(person No. 7)



















Figure C.21: Posterior predictive check of human bouncing acceleration-3.5 Hz
(person No. 7)
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C.2 P-value of individual bouncing force



















Figure C.22: Posterior predictive p-value of human bouncing force-2.5 Hz (person
No. 1)



















Figure C.23: Posterior predictive p-value of human bouncing force-3 Hz (person
No. 1)
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Figure C.24: Posterior predictive check of human bouncing force-3.5 Hz (person
No. 1)



















Figure C.25: Posterior predictive p-value of human bouncing force-2.5 Hz (person
No. 2)
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Figure C.26: Posterior predictive p-value of human bouncing force-3 Hz (person
No. 2)



















Figure C.27: Posterior predictive check of human bouncing force-3.5 Hz (person
No. 2)
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Figure C.28: Posterior predictive p-value of human bouncing force-2.5 Hz (person
No. 3)



















Figure C.29: Posterior predictive p-value of human bouncing force-3 Hz (person
No. 3)
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Figure C.30: Posterior predictive check of human bouncing force-3.5 Hz (person
No. 3)



















Figure C.31: Posterior predictive p-value of human bouncing force-2.5 Hz (person
No. 4)
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Figure C.32: Posterior predictive p-value of human bouncing force-3 Hz (person
No. 4)



















Figure C.33: Posterior predictive check of human bouncing force-3.5 Hz (person
No. 4)
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Figure C.34: Posterior predictive p-value of human bouncing force-2.5 Hz (person
No. 5)



















Figure C.35: Posterior predictive p-value of human bouncing force-3 Hz (person
No. 5)
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Figure C.36: Posterior predictive check of human bouncing force-3.5 Hz (person
No. 5)



















Figure C.37: Posterior predictive p-value of human bouncing force-2.5 Hz (person
No. 6)
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Figure C.38: Posterior predictive p-value of human bouncing force-3 Hz (person
No. 6)



















Figure C.39: Posterior predictive check of human bouncing force-3.5 Hz (person
No. 6)
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Figure C.40: Posterior predictive p-value of human bouncing force-2.5 Hz (person
No. 7)



















Figure C.41: Posterior predictive p-value of human bouncing force-3 Hz (person
No. 7)
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The force plate was designed and constructed for scientific research purposes at
the Department of Civil and Environmental Engineering at the University of South
Carolina. The force plate was developed to be used in dynamics applications as
an instrument to measure the ground reaction force generated by a body that is
standing, bouncing, and/or jumping. The force plate was used in clinical studies,
as well as human-induced variation problems. The dimensions of the force plate
were designed to be 500 mm x 500 mm x 22 mm, where the thickness was 22 mm,
as shown in Figure D.1. The force plate was designed based on the concept of
structural dynamics, which provides a rigid plate surface and a high natural frequency
of oscillation of 195 Hz.
400 mm R10 mm





Figure D.1: Force plate scheme
The force plate was mounted with force transducers, which are four piezoelectric
force sensors that are attached to the force plate at equal distances from the corners.
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The PCB Piezotronics force sensors that were used with the force plate may be
used for multiple purposes related to measuring force. However, this study focused
on measuring the compression motion force generated on the force plate by people
bouncing or jumping. The minimum measurement of the force is 500 Ib (2.224 kN),
whereas the maximum static force (compression) is 3,000 Ib (13.5 kN). The natural
frequency of this sensor is 36 kHz, and the temperature range is from -65 to 250 ◦F.






4X Ø 13.5 mm
R10 mm
22 mm
Figure D.2: Top plate scheme
Aluminum was used to manufacture the force plate because it is relatively lightweight.
Thus, the force plate is portable and may be used in several locations. Figure D.3
shows the bottom plate that was used to mount the force plate to the floor, which
has dimensions of 1100 mm x 1000 mm x 11 mm, while the top part, shown in Fig-
ure D.2 was used to provide sufficient space to protect the bouncing subjects from
harm.
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Table D.1: Sensors information
No. Model Serial No. Sensitivity
1 208C03 LW48153 2.414 mV/N, 10.74 mV/LBF
2 208C03 LW48154 2.355 mV/N, 10.47 mV/LBF
3 208C03 LW48155 2.405 mV/N, 10.70 mV/LBF






300 mm400 mm850 mm1000 mm 280 mm
100 mm
4X Ø 4 mm THRU
4X Ø 13.5 mm THRU
4x Ø 10 mm THUR
R10 mm
11 mm
Figure D.3: Bottom plate scheme
After being constructed, the force plate was calibrated using a PCB 096D50
impact hammer with a sensitivity of 0.2198 mV/N. The impact load was applied at
the center of the surface of the force platform using the impact hammer, and then
the forces from both sources were measured and compared. The measured force from
the platform matched well with the measured force from the impact hammer. The
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