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Manuel Norman
Abstract
In this paper we introduce a new kind of topological space, called ’struc-
tured space’, which locally resembles various kinds of algebraic structures.
This can be useful, for instance, to locally study a space that cannot be
globally endowed with an algebraic structure using tools from algebra.
The definition of these spaces will be made more precise via one of our
main result, which involves the ’structure map’. This will also lead us to
a rigorous and unambiguous definition of algebraic structure. After show-
ing some examples which naturally arise in this context, we study various
properties and develop some theory for these new spaces; in particular,
we consider partitions (with respect to some measure µ). We then prove
one of the most important Theorem of this paper (Theorem 4.1), which
states that every structured space, under some assumptions, induces a
lattice, and conversely every lattice induces a structured space satisfing
such hypothesis. We conclude with some relations with connected spaces.
1 Introduction
We first recall some basic facts about algebraic structures (see also the refer-
ences). When we say ’algebraic structure’, we usually refer to a set endowed with
some operations (and satisfing some properties). Here, we will usually assume
that an algebraic structure has at least one operation and satisfies at least one
property (to better understand this last part, we will need the structure map).
Among the possible examples, we have groups and group-like structures (mag-
mas, semigroups, loops, monoids, ...), rings and ring-like structure (semirings,
integral domains, fields, ...), algebras, ... We can also add some other structures,
obtaining, for instance, topological groups, Lie algebras, C∗-algebras (where we
also define a norm), ...
For now, we will use this idea of algebraic structure to develop our basic theory.
We will then give a precise definition of algebraic structure, and also of struc-
tured space.
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We start with the following definition of neighborhood (sometimes, other def-
initions are considered; here a neighborhood in not assumed to be open, as
Definition 1.1 shows):
Definition 1.1. Given a topological space X (say, with topology τ), we say that
Up ⊆ X is a neighborhood of p ∈ X if it contains an open set which contains p.
We can now give a first definition of what a structured space is (later in this
section, we will give a reason why these spaces are interesting to study):
Definition 1.2 (Structured space; first version). Let X be a topological space. If
every point p ∈ X has at least one neighborhood Up ! {p} which is an algebraic
structure, then X is said to be a structured space.
This first definition is still not so precise; the aim of the first part of this pa-
per is to make unambiguous this notion. We first note that, when we consider
a structured space, we also fix some neighborhood Up (and also their chosen
algebraic structure) for every p ∈ X . This means that, if for instance p has two
neighborhoods Up, Ûp which can be assigned the structure of a ring or a group,
and of a vector space, we choose and fix one of these neighborhoods and one
the possible structures. So, a structured space has also some assigned (fixed)
neighborhoods Up with fixed algebraic structures. We can thus consider (just
for now; this will be improved with the structure map) a structured space as a
couple (X, {Up}) with fixed Up’s and fixed structures. This distinguishes among
structured spaces obtained from the same topological space X but choosing
different neighborhoods and structures, and it is indeed more precise than Def-
inition 1.2. We also notice that we assume that the fixed Up’s have more than
one point: this way we avoid ”trivial” algebraic structures.
We note that the definition of structured space says that X can be locally rep-
resented by different algebraic structures. It is also clear that every algebraic
structure endowed with any topology is a structured space: just take Up ≡ X
for every p ∈ X . Another important note is that, when the local structures of
the fixed Up’s require a topology, we can use different topologies from the one on
X , temporary dropping the global topological structure of X and considering
only the local topological structure of Up. Another way to see this is by using
the notion of bitopological space introduced by Kelly in [6]. We will usually
consider, however, the temporary drop of the structure when necessary.
We give a simple example of construction of structured space:
Proposition 1.1. Consider a collection of algebraic structure C = {Aj}. Let-
ting X :=
⋃
j Aj, if we define on X a topology τ such that every Aj belongs
to τ , then X is a structured space (a method to construct a topology with these
properties is shown in Example 1.1).
Proof. It is clear that, if x ∈ X , we can always choose at least one (open, by
the assumptions of this Proposition) neighborhood of x with a certain algebraic
structure (and then we fix it). Hence, the topological space X is a structured
space.
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Example 1.1. Consider the sets [0, 1], GL(n,R) (n ≥ 1), L2(R, λ) (where λ
denotes Lebesgue measure) endowed with the following algebraic structures, re-
spectively: magma, Lie group, vector space. Then, consider the space X :=
[0, 1] ∪ GL(n,R) ∪ L2(R, λ). We define on it a topology as follows: we start to
construct τ by letting it have X , ∅, [0, 1], GL(n,R), L2(R, λ). We then need
that every finite intersection of element of τ still belongs to τ , and also that
every (also infinite) union of elements of τ still belongs to τ . So first add to τ :
[0, 1] ∪GL(n,R)
[0, 1] ∪ L2(R, λ)
L2(R, λ) ∪GL(n,R)
(In a more general setting, consider all the possible unions of the elements added
before this step). It is clear that the union of the sets added up to now to τ
always belongs to τ . Call the collection with only these sets A. Now consider
the collection:
B := {
k⋂
j=1
Aj , Aj ∈ A, k ∈ N \ {0}, k < +∞}
If we define now the collection τ of all the possible (also infinite) unions of
elements in B, it is clear that this is a topology (it is the smallest topology on X
such that the collection considered at the beginning (the one consisting of the
fixed neighborhoods together with X and ∅) is contained in it). Indeed, X and ∅
belong to τ by construction, and always by construction this collection is closed
under (also infinite) unions. Then, since intersections of unions are unions of
intersections, we can conclude that finite intersections of sets in τ belong to
τ , which ends the proof that τ is a topology. Hence (by what we said at the
beginning of this example, and by the previous Proposition) X is a structured
space.
Example 1.2. We also give an example of a structured space with ”the same
kinds of elements”, in this case matrices. Let:
X :=
⋃
n∈N\{0}
GL(n,R)
and assign some algebraic structures to each of these sets. For instance, consider
all the GL(n,R) to be groups when n is odd, and to be Lie groups when n is
even. It is clear that, by considering the topology τ of Example 1.1 (which can
be easily generalised also to these cases) on X , we conclude by Proposition 1.1
that this space is a structured space.
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We now give a reason to introduce this new kind of space: it is clear, in
particular by Example 1.2 (and also the ones below), that many spaces cannot
be endowed with a certain algebraic structure globally (in the said example, we
cannot sum matrices with different orders), but they could be endowed locally
with various kinds of structures. Furthermore, spaces like the one in Example
1.2 can be interesting to study for various purposes. Thus, a space which cannot
be endowed globally with a certain structure but which is important, for some
reasons, to study, could be endowed locally with various structures. Then, we
can use tools from algebra to analyse locally these spaces.
Example 1.3. Based on this motivation and on Example 1.2, we give other
important examples of structured spaces. We recall the following notations:
• SL(n, F ) is the special linear group of (matrices of) degree n over the field F ;
• O(p, q) is the indefinite orthogonal (Lie) group;
• SO(p, q) is the indefinite special orthogonal group;
• O(n, F ) is the (general) orthogonal group;
• SO(n, F ) is the special orthogonal group;
• Sp(n, F ) is the sympletic group;
• SU(n) is the special unitary (Lie) group; ...
It is clear that all these well known groups are important, and it is also clear
that
⋃
n∈N\{0} SL(n, F ),
⋃
n∈N\{0} SO(n, F ), ... are important spaces. How-
ever, these unions cannot be clearly groups under the same operations of the
”components” SL(n, F ), SO(n, F ), ... (we cannot sum matrices with different
orders). Since these spaces are important, it would be interesting to study them
locally with some kinds of algebraic structures. The notion of structured spaces
is then really useful in such situations. Defining a topology as in Proposition
1.1, all the above unions become structured spaces. Moreover, also the space⋃
n∈N\{0} R
n is important to study, but it is clear that it is not a ”classical”
algebraic structure (we cannot sum vectors with different numbers of compo-
nents). Even in this case, it can be easily seen that this is a structured space
(and since Rn can be endowed with many different kinds of structures, we can
consider various local structures and obtain many different structured spaces,
all with the same topological space
⋃
n∈N\{0} R
n).
Example 1.4. A really interesting example of structured space is the following
one. Consider the complex projective spaces CPn (see [37-48] for more on projec-
tive spaces). It is known (see [49-50]) that a cell structure (for CW-complexes,
see [52-59]) for CPn can be constructed using the fact that CPn \ CPn−1 is
homeomorphic (for n = 1, ...) to an open 2n-ball in R2n ∼= Cn (∼= indicates
isomorphism here). Since a 2n-open ball is homeomorphic to R2n ∼= Cn, we can
say that:
CPn = Cn ∪ Cn−1 ∪ ... ∪ CP1
CP1 is homeomorphic to the Riemann sphere, and it can be written (via the
homeomorphism above) as C∪{∞}. We would like to locally endow these spaces
with some algebraic structures. Consider all the Cn, n ≥ 2 as vector spaces over
C. The unique problem is the Riemann sphere CP1. We have two possibilities:
4
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1) We define 1-generalised structured spaces as topological spaces X such that
X \ {φ} (for some fixed φ ∈ X) is a structured space. 1-generalised spaces are
not structured spaces because they have a fixed neighborhood, namely {φ} (to
which we assign some kind of algebraic structure), with only one point. It is not
difficult to see, however, that many results for structured spaces also hold for
1-generalised spaces. Theorem 4.1 is not anymore available, because h cannot
be surjective if a fixed neighborhood contains only one point (see Section 4).
We will not usually deal with 1-generalised spaces, but they are clearly similar
to structured spaces, and so they are also interesting to study. Returning to our
example, CP1 can be written as C ∪ {∞}, and hence we can endow the Cn’s
with the structure of vector spaces over C, while {∞}, which is a 1-generalised
structured space, can be endowed with any algebraic structure, say, for instance,
a magma with operation +, where the unique property considered is closure
under + (define ∞ +∞ := ∞). Consequently, it is clear that CPn is, for all
n ≥ 0, a 1-generalised structured space.
2) The other possiblity is to add an element ξ to CP1, where 0/0 := ξ, so that
CP1 ∪ {ξ} is a wheel (see [51] for this kind of algebraic structure). This way,
considering Cn for n ≥ 2 as vector spaces over C, CPn ∪ {ξ} is a structured
space in the usual sense.
Thus, these spaces can be viewed as structured spaces/1-generalised structured
spaces. Moreover, the space CP∞, given as the union
⋃
n≥1CP
n (or as the
direct limit of these spaces), plays an important role in various situations. For
instance, CP∞ can be seen as the classifying space BU(1) of U(1), and also as
the Eilenberg-MacLane space K(Z, 2) (see [60-76]). It is clear, by its definition
and by the arguments above, that this space is a 1-generalised structured space
or, adding a point ξ, as a structured space in the usual sense. Consequenly,
BU(1) and K(Z, 2) can be also studied as either 1-generalised structured spaces
or, adding a point ξ, as structured spaces.
Example 1.5. Consider the tangent bundle of a differentiable manifoldM (see
[3]):
TM :=
⊔
x∈M
TxM
where Tx is the tangent space toM at x. It is well known that this is an example
of vector bundle. Notice that, since TxM can be endowed with the structure of
a vector space for all x ∈M , each set TxM×{x} (which appears by definition of
disjoint union) can be endowed with the same structure: the definition of sum
and scalar multiplication simply does not affect the second component (which
is always x), that is, if a, b ∈ TxM , and α is a scalar in the considered field, the
sum in TxM×{x} is defined by (a, x)+(b, x) := (a+b, x) and α(a, x) := (αa, x).
This is clearly a vector space over the same field as before. Consequently, the
tangent bundle is a structured space. Actually, something similar holds in a
more general setting: if we consider any vector bundle (E,X, pi), by definition
all its fibers pi−1({x}) must be vector spaces. Furthermore, since pi : E → X
is a (continuous) surjection, we can write E as the union of all its fibers. It is
then clear that the total space E is a structured space (notice that TM is the
5
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total space of the tangent bundle).
In the next Section we start to work towards a rigorous definition of struc-
tured space (and hence also of algebraic structure, by the observation above). In
particular, we will define a map which assigns to each fixed neighborhood Up its
local structure. In order to do this, we need to encode three kinds of description
of an algebraic structure: the operations defined on Up, the properties satis-
fied by the structure (e.g. commutativity, ...), and the additional non-algebraic
structures (for instance, for Lie groups we also need to describe somehow the
fact that it is also a smooth manifold with smooth operations, ...).
2 The structure map
We will divide into three subsections the descriptions we referred to at the end
of Section 1. In the fourth subsection we will unify them and finally give, via the
structure map, a precise definition of algebraic structure and structured space.
This will be one of the main result of this paper.
Before starting, we notice that the idea of the first four subsection is to assign to
each Up the algebraic structure we want to define on it. However, there is also
another possibility: we could assign to each p the algebraic structure defined on
the corresponding (chosen) neighborhood Up. This is useful in particular when
Up = Uq for some p 6= q (which can happen quite often). We will analyse this
in Section 2.5, as a consequence of the preceding subsections.
2.1 Operations
We start by describing one of the fundamental aspects of an algebraic structure:
the operation/s defined on it. The idea is to define a map g1 from every fixed
neighborhood to the corresponding operations defined on it:
Up
g17−→ operations defined onUp
We can thus think to write a tuple containing all the operations defined on Up.
For instance, if R is a ring with the operations given by ’+’ and ’·’, then we
can assign to R the couple (+, ·). Furthermore, we need (+, ·) to be the same
as (·,+), since we do not want to define an ’ordered pair’ of operations. To do
this, we actually just need to (arbitrarly) choose one of the equivalent tuples
of operations, and use only that one (it does not matter which tuple we choose
among all these equivalent tuples). Thus, consider the collection:
T1 := { tuple of operations defined onUp, withUp fixed local structure ofX}/ ∼1
where∼1 formalises the previous cutting process: (+, ·) ∼1 (·,+) (which is easily
generalised to any tuple of operations). It is clear that ∼1 is an equivalence
relation, since it is reflexive (for instance, (+, ·) ∼1 (+, ·)), it is symmetric (for
instance, (+, ·) ∼1 (·,+) ⇒ (·,+) ∼1 (+, ·)) and it is transitive (for instance,
6
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(+, ·) ∼1 (·,+) and (·,+) ∼1 (+, ·) imply (+, ·) ∼1 (+, ·); this is better seen with
more than two operations); hence, the quotient above is w.r.t. (with respect to)
the equivalence relation ∼1.
The collection T1 describes all the operations on every local structure in X . We
define
g1 : U → T1
by
Uj
g17−→ (·1, ...) (2.1)
where
U := { fixed neighborhoodsUp’s ofX}
It is clear, by the definition of T1, that g1 is surjective.
This map g1 precisely describes the operations defined on every local structure
Up. Hence, if we want to precisely specify what kind of operations on Up we
want to deal with (i.e. we want to fix the operations we will consider on Up),
we can use this map g1. This is the first key passage in the definition of the
structure map (Section 2.4).
Example 2.1. Consider a vector space V over a field F . If we want to describe
the operations on this structured space (which is actually an algebraic struc-
ture), we assign to V the couple of operations (+, ·F ), where + is the sum, and
·F is the multiplication for a scalar in the field F :
V
g17−→ (+, ·F )
2.2 Properties
We now proceed in our rigorous description of the local structures considering
the properties they satisfy. The idea is always to assign something to the local
structure that represents the properties considered. This will be accomplished
by using the ’encoding function’ of some property.
We note that here we shall be more careful: the reason is explained with the
following example. Every group is a magma, in the same way as any group is
also a semigroup. So, if Up is a magma, but it also turns out that it is a group,
what should we assign to Up? The answer is actually simple: if we want to
consider Up to be just a magma, we will assign it only the property of totality
(which is equivalent to closure), while if we want to consider it as a group we
will assign it the properties satisfied by a group. We can justify this noting that,
if for instance we have a result which holds for magmas, and if G is a group,
then we consider G to be just a magma and we appy such result to G. Thus,
the map that will assign to Up the properties we want it to have will also tell us
what kind of structure we want to consider on it (in our previous example, if we
want to consider G only as a magma we assign it only the property of closure; if
we want to consider it as a group, we assign it the properties of a group). Note
that, this way, to Up we assign only one element encoding the properties we
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want to consider on it, and not all the elements which encode ’sub-properties’,
... Therefore, this will give a rigorous and unambiguous description of the fixed
local structure.
After this important observation, we start to define the encoding functions of
the properties of the considered local structures. We do this by giving some
examples for some common properties.
Consider commutativity with respect to a certain operation, say ·k. This prop-
erty assures that:
x ·k y = y ·k x
Define the right ·k operator by:
r·k [x](y) := y ·k x
The left ·k operator l·k [x] is defined analogously:
l·k [x](y) := x ·k y
Then, commutativity says that:
f(x, y) := l·k [x](y)− r·k [x](y) ≡ 0
over the structure A on which the operation is defined (i.e. for every x, y ∈ A).
This function f encodes the property of commutativity over A. It is clear that,
if we consider f over another set B with the same operations but that does
not satisfy commutativity w.r.t. ·k, then f(x, y) 6≡ 0. This function f is thus
called the ’encoding function’ of the property of commutativity w.r.t. ·k. It is
important to notice that there is no reason to assume that the operation ’−’ is
a priori defined in every case. In fact, we define it formally in such a way that
a − b = 0 ⇔ a = b. For the other cases (i.e. a 6= b), the operation ’−’ can
be defined formally in any way (it is not important how we define it, since we
are only interested in the case a = b). Henceforth, we always consider, when
dealing with the encoding function, that ’−’ is defined formally in such a way
that a − b = 0 ⇔ a = b. More precisely, we will always assume the following
formal definition: if a, b ∈ A, we define ’−’ by just saying that the result of
a− b is (formally) a− b (without actually assigning it a specific value) whenever
a 6= b, while it is 0 whenever a = b. This is sufficient for our aims here.
Before giving other examples and the precise definition, we note that we will
consider the encoding function as a map that encodes only one property. This
will avoid ambiguity. So, if for instance we want to encode commutativity w.r.t.
·k and also w.r.t. ·j , we will do this separately by considering the two encoding
functions of each property.
Another often used property is the existence of the identity element. Following
what we did for commutativity, consider:
rfid[y](x) := x ·k y − x
and
lfid[y](x) := y ·k x− x
8
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Consider then the vector valued map
fid[y](x) := (lfid[y](x),r fid[y](x))
Then, if ∃ŷ ∈ A such that rfid[ŷ](x) ≡ 0 ∀x ∈ A, the structure A has a right
identity element. A similar reasoning holds for the left identity element. If a
structure has both a right and left identity element, then fid[ŷ](x) ≡ 0 over A.
Hence, these three maps are the encoding functions of the right/left identity
element, and of the identity element, respectively.
Another commonly used property is associativity w.r.t. one operation, say ·k.
To encode this, first define:
r(x, y, z) := (x ·k y) ·k z
and
l(x, y, z) := x ·k (y ·k z)
Now consider:
f(x, y, z) := r(x, y, z)− l(x, y, z)
Then, if f(x, y, z) ≡ 0 ∀x, y, z ∈ A, the structure A is associative w.r.t. ·k.
Thus, this f is the encoding function of associativity w.r.t. ·k.
Our last example is related to closure (which turns out to be equivalent to
totality in some cases) w.r.t. some operation, say ·k. Suppose, for instance,
that · is a binary operation on A. Then · : S ⊆ A × A → A, because actually
this can be in general a partial function, i.e. its domain is contained in A× A,
and does not necessarily coincide with it. It is clear that totality (i.e. S ≡ A×A)
is equivalent to closure here, so we just need to encode this fact. This can be
done by considering the map fc:
· fc7−→ A×A \ S
It is clear that, if fc(·) ≡ ∅, which is ”the zero in the operations of union and
intersection of sets”, then we have closure. Thus, this function encodes closure
(and totality).
We finally give a definition of ’encoding function’:
Definition 2.1. Consider an algebraic structure A. An encoding function of a
certain property is a function f whose domain depends on A (meaning that it
could be A2, ... or in general is related somehow to A) such that this function
is precisely the zero function (w.r.t. A) if and only if the structure A satisfies
the property encoded by f .
Remark 2.1. It is possible that several encoding functions exist for the same
property. For instance, consider the example above related to commutativity.
Instead of the encoding function
f(x, y) := l·k [x](y)− r·k [x]
9
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we could consider the encoding function (we suppose that in the following ex-
ample it is defined a multiplication by the scalar −1):
g(x, y) := −f(x, y) = r·k [x](y)− l·k [x](y)
This is not however a problem. As we did in Section 2.1, we define an equivalence
relation ∼ which says that: f ∼ g iff they encode the same property. This is
easily verified to be, indeed, an equivalence relation.
Also note that the encoding function itself does not depend on a particular
structure: we assign it a domain which is some kind of algebraic structure,
and if the encoding function turns out to be ≡ 0 over such structure then the
structure satisfies that property, otherwise it does not satisfy it.
We can now define a map g2 which assigns to each Uj the properties we
want to consider on it (i.e. some properties that it satisfies and which we want
to consider on it; see the discussion at the beginning of this subsection). This
is done in the same way as for the operations: consider a tuple of (equivalence
classes of) encoding functions, say (f1, ..., fn). If Up satisfies these properties,
and we want to consider on it only these ones, then we assign Uj the tuple
(f1, ..., fn). More precisely, we assign Uj an equivalence class, since we consider
again two tuples containing the same (equivalence classes of) encoding functions
as equivalent. Call this equivalence relation ∼2. Then the map
g2 : U → T2
defined by:
Up
g27−→ (f1, ...)
precisely describes the properties we want to consider on Up. Here T2 is the col-
lection of all the (equivalence classes of) tuples of properties that are associated
to at least one of the fixed Uj ’s in X . This implies that g2 is surjective.
2.3 Non-algebraic structures
Our last description involves non-algebraic structures (e.g. norms, metrics, man-
ifolds, ... defined over the algebraic structure; of course, the algebraic structure
will be still called this way: if we want, we can also say that it is a ”mixed”
algebraic structure, meaning that we have defined additional structures such as
the ones above). It should be clear by now how we will proceed: we assign to
each Uj a certain element that completely describes the non-algebraic additional
structure.
Consider, for instance, a metric defined over a certain algebraic structure A. We
just need to assign to A the metric function, say d. Another example is given
by Lie groups: here we need to assign a topology to a group G (this can also
be different from the topology on X : as we have already said, we either drop
the structure on X temporary (and here we will do this) or we consider G as a
bitopological space, and then apply all the considerations for the Lie group to
10
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the topology we want to deal with), an atlas describing the manifold (and we
also need to require the transition maps to be C∞) and a function describing
the smoothness of the operations on the group. The first passage is simple: just
let τ be any topology on G such that G is Hausdorff and second countable.
Then consider an atlas {(Vα, φα)} containing charts such that (by definition of
atlas) the Vα’s cover G and φα are homeomorphisms of Vα onto an open subset
of Rn (this can be easily generalised to complex manifolds, ...). We also require
this atlas to be such that the transition maps
φβ ◦ φ−1α |φα(Vα∩Vβ) : φα(Vα ∩ Vβ)→ φβ(Vα ∩ Vβ)
are C∞. Then, as shown in Proposition 5.10 and the comment below it in [3],
G is a smooth manifold. In order to be a Lie group, we also need the map (here
· is the operation defined on G)
(x, y)
fL7−→ x · y−1
to be smooth from the product manifold G×G into G, so suppose it is smooth.
We then assign to G via g3 the collection {τ, {(Vα, φα)}, fL}, which completely
describes the non-algebraic structure defined over the group (note that we assign
fL only to specify that the operation defined by this function is smooth; we
would not assign this map to G if it were not smooth (or, more generally, if
it did not satisfy a certain property that describes the additional non-algebraic
structure), because it would not be useful).
If we do not add any non-algebraic structure to A, we assign it {∅}.
By this examples and the previous subsections, it is then clear that we can
define
g3 : U → T3
via
Up
g37−→ {...}
where {...} is a collection encoding the non-algebraic additional structures on
Up, and T3 contains all the (equivalence classes of) such collections (the ones
such that at least one of the fixed Up’s is mapped to them).
2.4 The structure map
We can finally define the structure map of a structured space, which will also
allow us to define in an unambiguous way what a structured space (and hence
also an algebraic structure) is. The idea is to ”sum up” the actions of g1, g2
and g3. To do this, we assign to each Up the collection {g1(Up), g2(Up), g3(Up)},
that is {(·1, ...), (f1, ...), {...}}. We denote by T the family of all these collections
(the ones such that at least one of the fixed Uj ’s is mapped to them). Thus, we
have the following:
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Definition 2.2. The structure map of a structured space X precisely describes
all its local structures, i.e. all the fixed Up’s with their fixed algebraic structures.
The structure map
fs : U → T
is defined as follows:
Up
fs7−→ {g1(Up), g2(Up), g3(Up)} (2.2)
We note that, by definition of T , fs is surjective. This map constitutes
a fundamental result in the theory of structured spaces, because it precisely
describes their local structures. In fact, we can define (this time, rigorously and
unambiguously) what a structured space is as follows:
Definition 2.3 (Structured space; final version). A structured space is a couple
(X, fs), where X is a topological space and fs is the structure map that assigns
to each subset of X contained in the domain U its local structure.
Notice that fs specifies both the fixed neighborhoods Up’s (because its do-
main contains them) and also their fixed algebraic structures.
As a particular case, we can finally define precisely what an algebraic structure
is:
Definition 2.4 (Definition of algebraic structure). An algebraic structure is a
couple (X, fs), where X is a set and fs is the structure map that assigns to X
the operations, the properties and the additional non-algebraic structures that
we want to consider on it.
We note that in Definition 2.4 we have not required X to be a topological
space, since that assumption is used to define the neighborhoods of a structured
space, and here this is clearly not necessary. This way, we have a general def-
inition of algebraic structure (without considering a topology on it). We also
notice that, via the structure map, we can precisely describe also algebraic struc-
tures that are different from the ”usual” ones, i.e. the ones considered in many
contexts, such as rings, groups, C∗ algebras, ... For an example of a different
algebraic structure, see for instance the structure map f1,2 in Proposition 3.1.
We now give an example of construction of a structured space starting from a
collection U of sets and a structure map fs : U → T . This construction can
be performed in general, as will be clear by the example, so we can state the
following:
Theorem 2.1 (Construction of structured spaces). Consider a (possibly un-
countable) collection of sets U := {Ap} (each of which with more than one
element). Define a priori (if possible) a structure map fs : U → T that assigns
to each element of U the structure we want to consider on it. Then, the space
X :=
⋃
p
Ap
endowed with the topology τ constructed (after a simple generalisation) in Ex-
ample 1.1 is a structured space.
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Example 2.2. Consider four sets Ui with more than one element each, and let
fs be an a priori structure map defined as follows:
U1
fs7−→ {(+1, ·1, ·2), (g1, g2, g3), {∅}}
U2
fs7−→ {(·3), (f1, f3), {∅}}
U3
fs7−→ {(+2), (f1, f2, f3, f4, f5), {∅}}
U4
fs7−→ {(·4), (f1, f2, f3, f4), {τ, {(Vα, φα)}, fL}}
where:
• the algebraic structure assigned to U1 has three operations and satisfies only
the properties of closure w.r.t. its three operations (the gi’s encode the closure
w.r.t. these operations, one for each gi). We do not add any additional non-
algebraic structure;
• f1, ..., f5 are the encoding functions w.r.t. the unique operation defined on
each Ui (i 6= 1) of the following properties, respectively: closure, associativity,
identity, invertibility, commutativity. As noticed also in Remark 2.1, the en-
coding functions themselves do not depend on a fixed structure, but when we
consider them we first assign them the structure as domain, and then verify if
it is ≡ 0 over it. If it is, then the property is satisfied; otherwise, it is not,
and so we do not associate that encoding function to the structure. Here, with
a little abuse of notation, we have indicated all the properties with respect to
(generally) different operations in the same way, even though they are different;
however, this is not confusing here. Moreover, τ is a topology on U4 such that
U4 is Hausdorff and second countable, {(Vα, φα)} is an atlas whose transition
maps are C∞, and fL is the smooth map (x, y)
fL7−→ x ·4 y−1;
• following what written above, we can say that U2 is a unital magma, U3 is an
abelian (”additive”) group, and U4 is a Lie group.
The space
X :=
4⋃
i=1
Ui
endowed with the topology τ constructed as in Example 1.1 is, by Proposition
1.1, a structured space (more precisely, (X, fs) is a structured space, and fs is
indeed a structure map).
This can be clearly generalised, obtaining Theorem 2.1.
2.5 A modified structure map
As said at the beginning of this section, we also have the possiblity to assign
to each p ∈ X the corresponding algebraic structure of the fixed Up (this fact
has been pointed out by Helge Glo¨ckner in a personal communication). This
can be useful in particular when Up = Uq for p 6= q. We can thus construct a
13
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”modified” structure map which also suites this need. We define the modified
structure map f̂s as follows:
p
f̂s7−→ fs(Up) (2.3)
Hence, this modified structure map represents another way to describe precisely
a structured space: indeed, if instead of considering all the fixed structures we
want to take the point of view of X itself, we can describe the local structures
via
f̂s : X → T
defined above.
Actually, we notice that fs and f̂s are ”equivalent”, in the sense that we can
use any of them in the definition of structured space. Indeed, if we know fs we
can obviously obtain f̂s (by the definition above), while it is also clear that if
we have f̂s we can obtain fs, because to each p ∈ X we assign a fixed Up. Thus,
using fs or f̂s in the definition of structured space (and algebraic structure)
does not make any difference.
We also define a fundamental equivalence relation, ’≡’, which gives the usual
meaning of ’equivalent algebraic structure’ to fs and to f̂s. We say that fs(A) ≡
fs(B) (and then it clearly follows a definition of ’≡’ for f̂s) if the following three
conditions are satisfied:
(i) they have the same number of operations (which can also be different)
(ii) they have the same additional non-algebraic structure
(iii) there is a bijection between the operations given by g1(A) and the ones given
by g1(B) such that, whenever +t is an operation defined on A which satisfies
some properties (given by encoding functions in g2(A)), then the corresponding
(via the said bijection) operation ·r on B satisfies precisely the same properties
(for instance, if +t is commutative, then ·t is commutative, ...), which are given
by encoding functions in g2(B).
(i) should be clear since, for instance, we are used to groups (consider any such
group, say A) under +, or under some other operation (consider any such group,
say B) ·, ... They are all groups (even though under different operations),
so they have the same algebraic structure (i.e. their algebraic structures are
equivalent: fs(A) ≡ fs(B)); the fact that they have different operations follows
from: fs(A) 6= fs(B). However, since we will not need to use = in the usual
sense, we will occasionally use it while actually meaning ≡ (we will however
avoid this in most cases). The other points should also be clear, for similar
reasons.
We notice that, if for instance A is consider a group under fs and B is considered
a magma under this structure map (even though it could also be considered as
a group), then their structures are different (i.e. 6≡), because (ii) above is not
satisfied. Thus, we always need to pay attention to the fact that algebraic
structures can also be considered as their substructures, but this will clearly
modify the structure map fs, which has various consequences on the equivalences
’≡’, as in the example above.
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3 Some ways to construct structured spaces
In this section we construct some structured spaces starting from other struc-
tured spaces; for example, we consider products of structured spaces, isomor-
phic/homomorphic/... spaces, ... We will show that these kinds of spaces are
structured spaces in various propositions, and then we will summarise everything
in a Theorem at the end of this Section. We will also consider a classification of
structured spaces starting from the classifications of the fixed local structures
contained in it.
We start with product spaces:
Proposition 3.1 (Product space). Let (X, f1), (Y, f2) be two structured spaces.
Then (X × Y, f1,2) (endowed with the product topology) is a structured space.
Proof. Endow X × Y with the product topology. We then only need to show
that every (x, y) ∈ X × Y has a neighborhood which is an algebraic structure.
Consider the neighborhoods Up × Vt for some Up ∈ U , Vt ∈ V . We define an
algebraic structure on X × Y component-wise as follows:
(x1, y1) ·×,(1,1) (x2, y2) := (x1 ·X,1 y1, x2 ·X,1 y2)
and so on. Notice that ·X,i is the i-th (clearly, it does not matter how we order
the operations) operation on X , and ·Y,i is the i-th operation on Y . Then, the
space X × Y will have (if X has n (different) operations and Y has m (differ-
ent) operations) nm operations. Hence, the function g1 in the structure map is
determined this way.
Now suppose that the properties of some Up are (h1, ..., hj) and of Vt are
(z1, ..., zi). Then we define the following properties on Up × Vt: the property
(h1, z1), which are just the properties h1, z1 w.r.t. the first component of the
couple, the second component, respectively; ...; the property, in general, (hr, zd),
which means that Up × Vt satisfies the property hr on the first component and
zd on the second component. The fact that we consider two properties is not
against what we said in Section 2, because here we are considering them in a
couple in a product space (so the property is a couple, and not the two sep-
arated properties). This way, we obtain all these properties from the ones in
each factor space, and hence also g2 of the structure map is determined.
It only remains to consider the additional non-algebraic structures. In this case,
we can just consider the (formal) product of collections g3(Up)×g3(Vt) for every
Up ∈ U , and for every Vt ∈ V . This means that the new structure Up × Vt will
have a product mixed structure; for instance, if Up is a Lie group and Vt is a
Banach space, then Up × Vp is a new mixed structure that reduces, under a
canonical projection, to a Lie group or a Banach space, depending on the pro-
jection considered (pi1 if w.r.t. the first component, ...). It is sometimes possible
that this product space is a ”known” structure (e.g. the product of two groups
is still a group), but (via the structure map) we can also define these product
mixed structures in any situation, instead of only particular ones.
The product structure map on X × Y constructed this way will be called f1,2.
It is then clear that (X, f1,2) is a structured space.
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We proceed with isomorphisms/homomorphisms/... (here, with homomor-
phisms we mean a map between two sets endowed with the same algebraic
structures such that the operations are preserved (for instance, if f is a homo-
morphism, then f(x × y) = f(x) × f(y) for the operation ’×’ defined on both
structures)). The definition of isomorphism between structured spaces is de-
fined locally, as we could expect. Suppose that U and V are the collections of
fixed local structures of the structured spaces X , Y , respectively. Assume also
that there exists at least one map h : U → V that assigns to each element in U
an element with the same algebraic structure in V . After some reordering, we
can assume that Up is mapped to Vp by h. Then, if Up and Vp are isomorphic
(where the isomorphism is defined accordingly to the (same) algebraic structure
of these two neighborhoods) for every Up, h(Up) = Vp, then we say that X
and Y are isomorphic as structured spaces. If instead of isomorphisms we had
homomorphisms/..., we would have homomorphic/... structured spaces.
We prove the following result:
Proposition 3.2. Let (X, f) be a structured space. Let U := {Up} be, as usual,
the collection of all the fixed local structures of X. For each Up ∈ U , consider
any set Vp which is isomorphic/homomorphic/... to Up (where we consider on
Vp the same algebraic structure of the corresponding Up). Let:
X̂ :=
⋃
p
Vp
Then (X̂, f) is a structured space and it is isomorphic/homomorphic/... to
(X, f).
Proof. Since every Vp is still an algebraic structure, and actually it is exactly the
same structure of Up, we conclude that (X̂, f) (we consider the same structure
map of X , thanks to the relation given by isomorphism/homomorphism/...) is
a structured space (see Proposition 1.1). Furthermore, by the definition above
of isomorphism/homomorphism/... between structured spaces, it is clear that
X and X̂ are isomorphic/homomorphic/...
We now proceed considering quotient structured spaces. In order to do this,
we need to define what we shall call ’structured ideal spaces’. Consider (we
suppose that this can be done for every element of U), for every fixed Up in
a structured space X , a certain structure, say Ûp, such that we can define the
quotient space Up/Ûp (for instance, if Up is a group, we can consider any normal
subgroup of Up, while if Up is a ring we consider an ideal I (from this we take
the name of these spaces)). Then, the space:
X̂ :=
⋃
Ûp
is called a structured ideal space of X . It is then clear that we can define the
space:
X/X̂ :=
⋃
Up/Ûp (3.1)
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which is called the quotient space of X by its ideal X̂. We note that the struc-
tures Ûp are such that the quotient spaces Up/Ûp have still the same structure
of Up (this remark is important in particular for ”not well known” algebraic
structures: while for groups, rings, ... we are used to consider quotient spaces,
there are less known structures that need some definition for quotients, and this
is done accordingly to this condition). We prove the following:
Proposition 3.3 (Quotient space). Let (X, f) be a structured space and let X̂
be a structured ideal of X. Define X/X̂ as in (3.1). Then, defining a topology
on X/X̂ by using Proposition 1.1, the space (X/X̂, f) is a structured space.
Proof. Since, by the assumption discussed above, all the quotient spaces Up/Ûp
are defined in such a way that they still have the same structure Up, we can use
the same structure map f that assigns to each Up/Ûp its local structure, which
we consider to be the same as the structure of Up thanks to the relation given by
the quotients. It is then clear that, since we define a topology on the quotient
space using Proposition 1.1 (this can be done since all the fixed local structures
of X/X̂ are algebraic structures, as said above), this space is a structured space:
just consider the Up/Ûp’s as fixed neighborhoods.
Before studying classifications of structured spaces, we show that also direct
limits give rise to structured spaces. We first recall (see also [11-13]) what a
direct limit is (we do not use the general definition involving category theory
here, because we do not need it). Let (I,≤) be a directed set and consider a
family of sets, say {Ai}, endowed with the same algebraic structure; moreover,
consider homomorphisms fi,j : Ai → Aj for i ≤ j such that:
• fi,i is the identity of Ai;
• fi,k = fj,k ◦ fi,j for all i ≤ j ≤ k.
Then, for the direct system (over I) 〈Ai, fi,j〉, we define (if it exists) the direct
limit:
lim−→Ai := ⊔iAi/ ∼ (3.2)
where ⊔ denotes the disjoint union, and xi ∼ xj iff there is some k with i ≤ k
and j ≤ k such that fi,k(xi) = fj,k(xj). Furthermore, we define the canonical
functions φi : Ai → lim−→Ai as the maps that send each element to its equivalence
class. We define algebraic operations on lim−→Ai so that these φi’s become homo-
morphisms. This way, we assume that lim−→Ai has the same algebraic structure
of all the Ai’s. We now prove:
Proposition 3.4 (Direct limit). Consider collections Ci := {iUp, p ∈ Ii}, where
Ii (for fixed i) is an ordered set, and all the element of each collection are
endowed with the same algebraic structure. Suppose that for each i there exist the
direct limits as defined by (3.2) (if there are several different direct limits for the
same collection, choose one of them), and assume (using the homomorphisms
iφp, as discussed above) that all these direct limits have the same algebraic
structure of the corresponding direct system. Then the space
lim−→X :=
⋃
i
lim−→ iUp
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is a structured space.
Proof. We can fix the neighborhoods lim−→ iUp and use Proposition 1.1, together
with the local structures defined on each fixed neighborhood, to conclude that
X is a structured space w.r.t. the structure map that assigns to each lim−→ iUp
the local structure of every iUp ∈ Ci.
We can summarise briefly (see the previous propositions for the precise state-
ments) what said up to now in the following:
Theorem 3.1. The following statements holds true:
(i) Finite products of structured spaces are structured spaces;
(ii) If for every local structure of a structured space we consider an isomor-
phic/homomorphic/... structure, then the set given by the union of all these
structures is a structured space (and it is isomorphic/homomorphic/... to the
former space);
(iii) The quotient of a structured space by a structured ideal space is a structured
space;
(iv) Unions of direct limits form structured spaces.
We conclude this section with an important question which arises when
studying algebraic structures: is it possible to classify in some way these struc-
tures? In particular, here we mean that a certain kind of structure is such that
we can find a list of sets endowed with the same structure satisfing the following
properties:
(i) every space endowed with that kind of algebraic structure is isomorphic to
one and only one space on the list
(ii) there is no space on the list that is isomorphic to another set on the list.
We will call such a list a ’classification’ of that kind of algebraic structure. There
are many possible examples in this context. We just recall a few:
1) finitely generated abelian groups (which are all isomorphic, by the funda-
mental theorem of finitely generated abelian groups, to a group of the form
Zn ⊕ Z/k1Z ⊕ ... ⊕ Z/krZ (n is the rank, and the ki’s are powers of not nec-
essarily distinct prime numbers); see also [19] for more details on the theory of
abelian groups);
2) Finite simple groups (the list containing cyclic groups, sporadic groups, ...);
3) Finite dimensional C∗-algebras (if A is a C∗-algebra, then it is isomorphic
to ⊕e∈minAAe, where minA indicates the set of minimal nonzero self-adjoint
central projections of A);
... (see also the reference (in particular, [20-36]) for some papers on classifica-
tion of various algebraic structures). So, it is natural to ask whether we can
classify also structured spaces. By now, it should be clear how we will answer
this question:
Theorem 3.2 (Classification of structured spaces). Suppose that the fixed neigh-
borhoods Up of a structured space (X, f) can all be classified. Then the space
X can also be classified considering all the structured spaces isomorphic to it
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(where we consider the corresponding isomorphic Ûp’s to be in the classification
list of the respective local structures).
Proof. This easily follows from Proposition 3.2. See also the example below.
Example 3.1. Consider a structured space (X, f) whose fixed local structures
are only finite dimensional C∗-algebras and finitely generated abelian groups.
Then, by the isomorphisms above, we know that:
X ∼=
⋃
⊕e∈minAAe ∪
⋃
(Zn ⊕ Z/k1Z⊕ ...⊕ Z/krZ)
(where ∼= means isomorphic here), i.e. the space is isomorphic to the structured
space whose local structures are some of the ones in the corresponding lists.
4 Some measure-theoretic properties of struc-
tured spaces
In this section we study some properties of some particular kinds of structured
spaces. We first introduce an important and natural concept:
Definition 4.1. A structured space (X, f) is partitionable if Up∩Uj = ∅ when-
ever Uj 6= Up, with Up, Uj ∈ U , and with U supposed to be a countable collection
of sets.
It is clear that the collection U of a partitionable space (X, f) is then a
partition of the set X . We will consider various kinds of spaces related to
partitionable ones. First of all, we need a bit of preparation.
Since a structured space (X, f) is also a topological space, we can define the
Borel σ-algebra B(X) on it, and then we can consider a (positive) measure µ :
B(X)→ [0,+∞]. When we deal with measure theory in relation to structured
spaces, if not otherwise specified, we always tacitly assume that X is a measure
space w.r.t. B(X) and with a positive measure on it (not necessarily finite). We
will also assume that all the fixed neighborhoods of X belong to B(X) (using the
topology in Proposition 1.1, they belong to the Borel σ-algebra by its definition,
since they are open sets in τ).
Now, it is clear that a partitionable space is such that:
µ(X) =
k∑
i=1
µ(Ui)
(by assumption, U is countable, so it has a certain number k of elements, with
k possibly equal to +∞) because the union of the Ui’s is X and they are all
disjoint. However, the converse is not true in general: we could have U with
neighborhoods whose intersections have zero measure under µ. This suggests
the following:
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Definition 4.2. A structured space (X, f) is called µ-local almost partitionable
(or, more briefly, µ-LA partitionable) if there exist a countable subcollection C
of U , say C = {Ui}ki=1 (with k possibly equal to +∞), and a subset A of X (not
necessarily an algebraic structure/structured space), with µ(A) = 0 (so we also
assume A ∈ B(X)), such that:
1) All the Ui’s in C are pairwise disjoint: Ui ∩ Uj = ∅ whenever i 6= j;
2) X can be written as:
X = A ∪
k⋃
i=1
Ui (4.1)
3) The following holds:
µ(X) =
k∑
i=1
µ(Ui) (4.2)
(where, using Proposition 1.1, we assume that Ui ∈ B(X) ∀i).
Partitionable spaces are always µ-LA partitionable, whichever is the measure
µ on B(X). It is clear that, if 1) and 2) above are satisfied, and if at least one of
the Ui’s in C has infinite measure under µ, then X is µ-LA partitionable, since
(4.2) certainly holds.
Before starting to study some properties of these spaces, we prove the following
simple:
Lemma 4.1. Suppose (X, f) is a structured space, say with U = {Up}. Consider
any subcollection Û of U . Then, defining:
X̂ :=
⋃
Ut∈Û
Ut
we have that (X̂, f |Û) is a structured space.
Proof. Since X̂ ⊆ X , we can use the subspace topology. Then, it is clear by
Proposition 1.1 that X̂ is a structured space w.r.t. f |Û .
Thus, the union of all the Ui’s in Definition 4.2 is a structured space.
However, as we have already noticed, A is not required to be (in general) a
structured space. Consider Y := X \ ⋃ki=1 Ui ⊆ A (clearly, µ(Y ) = 0, since
Y = (
⋃k
i=1 Ui)
c ∈ B(X) (by definition of σ-algebra) and Y ⊆ A, with µ(A) = 0).
We would like to add some points to Y (and hence to X) so that Y becomes
an algebraic structure. We also want this extension to have zero measure under
some natural extension of µ. Therefore, we define:
Definition 4.3. Let Y be as above. Suppose that Z is a set such that:
(i) Z ∩X = ∅
(ii) Z ∪ Y is an algebraic structure
(iii) Letting τ̂ be the extension topology defined over Z ∪X, suppose that µ can
be extended to µ̂ : B(X ∪ Z)→ [0,+∞] (i.e. µ ≡ µ̂ over B(X) ⊆ B(X ∪ Z))
Then we say that Z is a µ-null addition to X.
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Let S be a topological space (say, with topology γ) and let P be a set which is
disjoint from S. We recall that the extension topology is defined as the topology
whose open sets are of the form K ∪Q, where K ∈ γ and Q is a subset of P .
We can now prove the following interesting extension result:
Proposition 4.1. If Z is a µ-null addition to a µ-LA partitionable space (X, f),
say w.r.t. a µ-LA collection C = {Ui}ki=1, then C ∪ {Y ∪ Z} is a partition for
X ∪ Z, and thus X ∪ Z is partitionable.
Proof. By the definition of Y , we have that:
Y ∪ Z ∪
k⋃
i=1
Ui = (X \
k⋃
i=1
Ui) ∪ Z ∪
k⋃
i=1
Ui = X ∪ Z
By (i) in Definition 4.3 and by the pairwise disjointness of the Ui’s, we thus
conclude that the collection C ∪ {Y ∪ Z} is a partition of the set X ∪ Z. Since
all the Ui’s are algebraic structure, and also Y ∪Z is (by (ii) in 4.3) an algebraic
structure, we can conclude that C ∪ {Y ∪ Z} is a partition for the structured
space (under the extension topology) X ∪ Z.
This result says that a µ-LA partitionable space can always (if there exists
at least one µ-null addition) be extended to a partitionable space, in such a
way that the extension has still the same measure under µ̂. Thus, under some
mild conditions, the theory of µ-LA partitionable spaces can be reduced to the
theory of partitionable spaces.
Another interesting kind of space which is similar to µ-LA partitionable ones
is defined as follows. Let (X, f) be a structured space and consider a subcol-
lection C := {Up} ⊆ U . Suppose that, letting Up ∩ Uj =: Ap,j (from which we
immediately note that Ap,j ≡ Aj,p), we have
µ(Ap,j) = 0
for every Up 6= Uj in C. Then, if:
X =
⋃
Up∈C
Up
we say that X is a µ-union of C. Notice that, if X is a µ-union of a countable
C, then (4.2) holds.
For example, if P is any partition of a partitionable space (X, f), then X is a
µ-union of P , whichever is µ : B(X)→ [0,+∞].
We now additionaly suppose that the Up’s in C have all the local structures
of X . This means that f |C ≡ f . We call such a collection C a µ-complete
restriction (more briefly, µ-CR) for the structured space (X, f). Henceforth, we
will consider µ-CDR (µ-completely distinguished partitions), which are µ-CR
such that all the Up’s in C all have different structures (thus, C is composed by
neighborhoods in U whose union is X , and such that they have all the local
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structures of X ; furthermore, the structures of any Up is different from the
structures of all the other Uj ’s in C). It is clear that U \C is ”not so important”
to X , because we can form X only using the Up’s in C, and furthermore we
have all the local structures of X contained in C. Indeed, we can prove that
(here, ’\’ with collections of sets work precisely in the same way as for sets: if
A = {A,B} and B = {B} for some sets A,B, then A \ B = {A}):
Proposition 4.2. Let C be a µ-CDR for the structured space (X, f). Then, if
Up ∈ U \ C is the fixed neighborhood of p, we can replace it with an extension
(supposing there exist µ-null maintaining additions (i.e. the extended space
maintain the same structure) contained in X and containing p, for all the Uj ∈ C
and for all the necessary p ∈ X) of the unique element of C with the same local
structure, where the extension has the same measure of the neighborhood itself
(so, this extension is a neighborhood of p with an algebraic structure). The new
collection containing also these extensions is not, in general, µ-CRD, nor even
a µ-union for X.
Proof. Since
X =
⋃
Up∈C
Up
any j ∈ X such that Uj ∈ U \ C must belong to one of the Up’s in C. Then,
we can think of using one of the Up ∈ C instead of Uj . We have two cases: if j
belongs to the Up ∈ C with the same structure of Uj, we are done. Otherwise,
by assumption we can extend the Up ∈ C with the same structure of Uj using
a µ-null maintaining addition Zj (we note that the possibility to do this is due
the fact that j is not ”too far in measure” from Up, beacuse indeed µ(Zj) =
0, so the extension is not ”large” in measure). Since, by definition of µ-null
maintaining addition, Up ∪ Zj is an algebraic structure, and in particular it is
the same algebraic structure of Up (think about, for instance, extension fields:
we extend an algebraic structure adding some points and maintaining the same
structure. For example, Q(
√
2) := {a + b√2, a, b ∈ Q} is an extension field of
Q. Furthermore, if we consider the measure space R with Lebesgue measure λ,
we have that the ”added part” Z = Q(
√
2) \ Q has measure 0 under λ. Thus,
Z = Q(
√
2) \Q is an example of µ-null maintaining addition), and furthermore
this extension is contained in X (always by hypothesis), we can consider the
collection Ĉ defined by adding to C all these extensions.
It is clear that the intersections of the elements of Ĉ do not necessarily have
measure 0 under µ, so X is not, in general, a µ-union of Ĉ.
The new collection obtained is, in some sense, more ”natural” than U , since
it does not consider ”too many” fixed neighborhoods as the original one. It only
contains the ”necessary” ones, with the addition of some extensions which are
”almost the same” (in measure) of the previous ones. This collection Ĉ will be
called the µ-essential part of U .
We also note another interesting example. It can be useful to consider structured
spaces having the following property: if p is ”near” q, then we would like to
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have Up with the same structure of Uq. The notion of distance needed can be
achieved without necessarily using metrics: if we consider a certain measure µ
on the structured space X , we can think that p is µ-near q if µ(Up ∩ Uq) > 0.
Then, we can define:
Definition 4.4. A structured space X is called locally µ-homogeneous if the
following property is satisfied: whenever Up 6= Uq and µ(Up ∩ Uq) > 0 (which
also imply that the two neighborhoods are not disjoint), Up and Uq have the
same algebraic structure (i.e. fs(Up) ≡ fs(Uq), where ’≡’ has been defined in
Section 2.5). A structured space is called globally µ-homogeneous if the following
stronger property is satisfied (Up 6= Uq): µ(Up ∩ Uq) > 0 ⇔ fs(Up) ≡ fs(Uq).
This kind of space can be useful in applications, since it is sometimes more
natural to consider the same kind of algebraic structure for points that are
”near” in some sense (here, in the sense of µ). We notice that, even if two sets
are disjoint, their measure under µ can be 0: this makes the above definition
more interesting, since we do not only ask their intersection to be nonempty.
Example 4.1. Consider the structured space X defined in Example 1.2. Since
the fixed neighborhoods are the GL(n,R)’s in that case, it is clear that X is
locally µ-homogeneous, whichever is the positive measure µ. It is also clear that
X is not globally µ-homogeneous.
Example 4.2. If a structured space X is a µ-union of U , then it is clear that X
is locally µ-homogeneous, since µ(Up∩Uq) = 0 for every Up 6= Uq by assumption.
Thus, also partitionable spaces are locally µ-homogeneous. It is also clear that
they need not be globally µ-homogeneous. However, if a structured space X is
µ-CRD w.r.t. U , then it is globally µ-homogeneous.
We conclude this section with a discussion about the local structures of a
structured space X , which will lead us to prove one of the most important
results of this paper. Intuitively, a point x which is contained in some fixed Up’s
in U ”have” all the local structures of those Up’s. This means that the point x
is used (for instance, relatively to operations) in all those structures. We can
then think of distinguish the points which are contained (and hence ”used”) in
more local structures than others. This can be done by assigning to each x ∈ X
the subcollection of U containing all the fixed neighborhoods that contain x:
x
h7−→ {Up ∈ U : x ∈ Up} ⊆ U (4.3)
with h : X → L, where L contains all the families of subcollections of U (the
”power set”, but with collections of sets) excluding the ones containing the
empty set. Notice that:
h(x) = U ⇔ x ∈
⋂
p∈X
Up (4.4)
We now define a notion of order on X . The first attempt is to define ’≤’ on X
using h:
x ≤ y ⇔ h(x) ⊆ h(y)
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However, even though this partial relation is clearly reflexive and transitive, it is
not antisimmetric in general. We thus define the following equivalence relation
∼:
x ∼ y ⇔ h(x) = h(y) (4.5)
Then, X/ ∼ is also antisymmetric and so it is a partially ordered set under ≤.
One of the main result of this paper is that any structured space X such that
h is surjective induces a lattice this way, and conversely every lattice induces a
quotient Y/ ∼1 for some structured space Y and some equivalence relation ∼1
(we explicitely note that ∼1 is generally not the same of ∼, and indeed in this
converse statement we will not use (in the proof) the partial order ≤ defined
above, but the one defined on the lattice by its definition), and this can be done
in such a way that the function ĥ obtained is surjective. This is the statement
of the next important:
Theorem 4.1 (Structured spaces-lattices). Every structured space X with sur-
jective h is such that X/ ∼ is a lattice under some partial order ≤, where ∼ is
an appropriate equivalence relation. Conversely, every lattice can be written as
Y/ ∼1 for some equivalence relation ∼1 and some structured space Y , and these
can be chosen so that the corresponding ĥ is surjective.
Proof. We prove the first part by constructing the equivalence relation ∼ and
the partial order ≤, which are actually the ones defined above. We only need
to verify that X/ ∼ is a lattice under the order ≤. We start checking that it is
a join semilattice. Consider any set {a, b} with a, b ∈ X . We need to prove that
{a, b} is such that there exists a least upper bound (if it exists, it is well known
that this must be unique), i.e., if we consider the set of all the upper bounds of
{a, b}, which is Z(a, b) := {x ∈ X : s ≤ x, s ∈ {a, b}}, we have to prove that
there exists an element in this set, say a ∨ b, such that a ∨ b ≤ x whichever is
the upper bound x ∈ Z(a, b). By ”unpacking” the definition of ≤, we notice
that Z(a, b) constists of the x ∈ X that are contained at least in all the Up’s
in which a is contained and also in all the Uj ’s in which b is contained. This
means that we could think of the least upper bound as the collection h(a)∪h(b).
However, it is not necessary (in general) that there is at least one y in X such
that h(y) = h(a)∪h(b). The assumption of the Theorem on h (surjectivity onto
the ”power collection” without the empty sets) implies that, whichever is the
collection C in L, there is certainly at least one y ∈ X such that h(y) = C. Thus,
there always exists the least upper bound, which is a ∨ b = y, with y such that
h(y) = h(a) ∪ h(b). The least upper bounds of these sets with two values are
called joins. We conclude that X/ ∼ is a join semilattice under ≤. We notice
that, without ∼, ≤ would not be in general a partial order and the least upper
bound would not be necessarily unique.
Similarly, by the surjectivity of h, we can conclude that the greatest lower bound
a∧ b = y, with y such that h(y) = h(a)∩h(b), always exists (notice that, by the
surjectivity of h and by (4.4),
⋂
p Up 6= ∅. This implies that the intersection of
h(a) and h(b) is never the empty set, and of course this intersection collection
does not contain the empty set because h(a) and h(b) do not contain it by the
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definitions of h and L), so X/ ∼ is also a meet semilattice. Thus, X/ ∼ is a
lattice.
To prove the second part, we construct some Y and ∼1 satisfing the said con-
ditions. More precisely, we consider Y to be X itself, and ∼1 to be simply
equality: x ∼1 y ⇔ x = y. It is then clear that Y/ ∼1 is in fact X , and so it is
a lattice. ∼1 is obviously an equivalence relation, and Y is a lattice (because it
is equal to X), and therefore it is an algebraic structure (the operations given
by ∨ and ∧) and hence it is a structured space. Thus, we only need to verify
that the corresponding ĥ is surjective. But this is trivial, since ĥ only maps to
{X}, and then is clearly surjective.
5 Connectedness
We conclude this paper with some simple results on connectedness. We first
define:
Definition 5.1. A structured space is completely open (closed) if all the fixed
neighborhoods Up ∈ U are open (closed). Here with open (closed) we also con-
sider the possibility that they are clopen: the important thing is that they are at
least open (closed).
Before proceeding, we recall some definitions:
Definition 5.2. A topological space X is connected if it cannot be represented
as the union of two or more disjoint non-empty open subsets. Otherwise, it is
disconnected.
A topological space X is hyperconnected if no two non-empty open sets are dis-
joint.
A topological space X is ultraconnected if no two non-empty closed sets are
disjoint.
We can now prove the following result:
Proposition 5.1. The following statements hold true:
(i) Every partitionable space which is completely open is disconnected;
(ii) If a structured space is completely open (closed) and hyperconnected (ultra-
connected, respectively), then it is not partitionable.
Proof. (i) By definition of partitionable space, the space is the union of all its
Up’s, which are open (and disjoint) by hypothesis. Thus, by Definition 5.2, it
must be disconnected.
(ii) Suppose a structured space is completely open and hyperconnected. Then
the definition of hyperconnectedness together with the assumption that all the
Up’s are open imply that the fixed neighborhoods are not disjoint, so the space
cannot be partitionable. The proof of the other statement is similar.
This gives some criteria to check if a structured space is partitionable.
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6 Conclusion
In this paper we have introduced a new kind of space which locally resembles
some algebraic structures. We have precisely described the fixed local struc-
tures with the structure map, which makes the notions of structured space and
algebraic structure unambiguous. We have then shown some examples of con-
structions of structured spaces starting from other structured spaces, and we
have proceeded with some properties related to partitionable and µ-almost par-
titionable spaces. We have finally proved one of the main result of this article,
Theorem 4.1, which shows a really interesting and important relation between
structured spaces and lattices. We have then concluded with some simple prop-
erties related to connectedness. We notice the similarity of the structure map
(and the modified structure map) and of the map h defined before Theorem 4.1
with vector bundles and presheaves: in those cases, we attach to each point/open
subset something (a vector space, or a set of sections and restriction morphisms,
for instance), while here we can see the similar process of assigning to each fixed
neighborhood Up (or to each p ∈ X) a certain algebraic structure via fs (or via
f̂s), and to each point of a decomposable space all of its local structures via h.
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