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Two-dimensional transition metal dichalcogenides (TMDs) exist in two polymorphs, referred to
as 1T and 1H, depending on the coordination sphere of the transition metal atom. The broken
octahedral and trigonal prismatic symmetries lead to different crystal and ligand field splittings of
the d electron states, resulting in distinct electronic properties. In this work, we quantify the crystal
and ligand field parameters of two-dimensional TMDs using a Wannier-function approach. We adopt
the methodology proposed by Scaramucci et al. [A. Scaramucci et al., J. Phys.: Condens. Matter
27, 175503 (2015)]. that allows to separate various contributions to the ligand field by choosing
different manifolds in the construction of the Wannier functions. We discuss the relevance of the
crystal and ligand fields in determining the relative stability of the two polymorphs as a function
of the filling of the d-shell. Based on the calculated parameters, we conclude that the ligand field,
while leading to a small stabilizing factor for the 1H polymorph in the d1 and d2 TMDs, plays
mostly an indirect role and that hybridization between different d orbitals is the dominant feature.
We investigate trends across the periodic table and interpret the variations of the calculated crystal
and ligand fields in terms of the change of charge-transfer energy, which allows developing simple
chemical intuition.
I. INTRODUCTION
With the advent of two-dimensional (2D) materials [1],
layered transition metal dichalcogenides (TMDs) [2] have
gained a great revival of interest due to their rich vari-
ety of properties of relevance to both applications and
fundamental research [3–7]. Two-dimensional TMDs of
chemical composition MX2 consist of a triangular lattice
of a transition metal atom (M = Mo, W, Re, etc.) sand-
wiched between two layers of a chalcogen element (X =
S, Se, Te). The local coordination sphere of the tran-
sition metal atom can have either trigonal antiprismatic
(or distorted octahedral) or trigonal prismatic symmetry,
leading to two families of polymorphs, referred to as 1T
and 1H, respectively. The two polymorphs have distinct
electronic properties. For instance, 1H-MoS2 is a semi-
conductor with promising applications [7], 1T -MoS2 is
metallic, and the distorted 1T ′-MoS2 is predicted to be a
topological insulator [8]. In a simplified ionic picture, one
assigns formal charges 4+ and 2− to the transition metal
and chalcogen ions, respectively [9]. In such a picture, the
formal electronic configuration of the chalcogen atoms is
nXs
2nXp
6 (with nX = 3, 4, 5 for X = S, Se, Te), while
that of the transition metal M is nMd
n (nM = 3, 4, 5),
with n depending on the column where M stands in the
periodic table (n = 0 for group IV TMDs such as HfS2,
n = 1 for group V TMDs such as TaS2, and so on).
The electronic properties of the TMDs are therefore
governed by the d-like bands and their filling [3]. The
presence of the ligands splits the d-electrons levels due
to a combination of different effects. The crystal field
splitting originates from the electrostatic interaction be-
tween the orbitals and the ligands, leading to a higher
∗ diego.pasquier@epfl.ch
† oleg.yazyev@epfl.ch
energy for orbitals pointing towards negatively charged
ions. The ligand field splitting results from hybridization
with ligands’ orbitals and is expected to be dominant in
covalent systems.
According to crystal field theory, in an octahedral en-
vironment (1T polymorph), the d-shell splits into a low-
energy triplet (t2g) and a high-energy doublet (eg). In a
trigonal prismatic geometry (1H), the low-energy triplet
further splits into a doublet and a singlet, usually as-
sumed to be lower in energy.
In the literature, ligand field arguments are often given
as simple intuitive starting points to understand several
properties of the TMDs. In particular, a longstanding
problem in the field of dichalcogenides is that of the rela-
tive stability between the two polymorphs [9, 10], which
is controlled by the column of the transition metal M in
the periodic table, i.e. by the electron filling of the d-
like bands. Indeed, d0 TMDs are found in nature in the
1T polymorph, that is also predicted to be energetically
more favourable by first-principles calculations. TMDs
with formal occcupation d1-d2 are more stable in the 1H
polymorph, while the 1T polymorph is metastable in a
distorted form [11]. TMDs with n = 3 are most stable
in a strongly distorted 1T phase with 2 × 2 periodicity
[2, 9, 12–14], but the 1H polymorph is predicted to be
lower in energy than the undistorted 1T one. Finally,
TMDs in the d4− d6 range are lower in energy in the 1T
phase compared to the 1H. Note that for some materi-
als, unrelated pyrite structures are in certain cases the
most stable phases [15].
A natural explanation for this trend is as follows [16].
For n < 2 d electrons, the 1H phase becomes more and
more stable with respect the the 1T phase as the fill-
ing of the low-energy singlet increases. On the other
hand, for n > 2 the 1H polymorph becomes less and less
favourable with increasing the number of electrons be-
cause the higher-energy doublet gets filled. While being
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2elegant and often invoked in the recent literature [16, 17],
several authors have argued that it is likely too simplistic
because of the complexity of the actual band structure
[9, 18, 19].
The purpose of this paper is twofold. Firstly, we pro-
vide a systematic estimate of crystal and ligand field
parameters across the family of materials from first-
principles calculations, focusing on the case of mono-
layers. By constructing ab initio Wannier tight-binding
Hamiltonians for different sets of bands, we estimate the
bare crystal field coming from the electrostatic repulsion
with the positively charged ions, as well as contributions
stemming from hybridization with various ligands’ states.
Secondly, in light of the calculated parameters, we dis-
cuss the problem of the relative stability of the 1H and
1T materials as a function of the column of the transition
metal M in the periodic table. We show that the singlet
low-energy state in the 1H polymorph is close in energy
to the t2g triplet in the 1T polymorph, meaning that the
ligand field alone plays a minor if any role in determin-
ing the relative stability. However, we also argue that,
taking into account interorbital hybridization in the 1H
case, resulting from nearest-neighbor hoppings between
orbitals of different character, the calculated energy di-
agrams can provide a simple picture for the calculated
relative stability of the two phases.
This paper is organized as follows. In Sec. II, we review
the methodology adopted and provide computational de-
tails of our calculations. In Sec. III, a detailed study of
TaS2 is given as an example. In Sec. IV, we discuss the
relevance of the crystal and ligand field in determining
the relative stability of the 1H and 1T phases, taking
again TaS2 as a representative example. In Sec. V, we
present trends in the calculated parameters across the
periodic table. In Sec. VI, we put our study in perspec-
tive with previous work, and Sec. VII offers conclusions
and outlook.
II. METHODOLOGY
A. Wannierization and crystal field parameters
We begin by briefly reviewing the methodolgy pro-
posed in Ref. [20] that we have embraced in order to
calculate the crystal field and ligand field parameters.
Given a set of n isolated bands, one can define a corre-
sponding set of n Wannier functions (WFs) [21] as follows
|WRα〉 = 1√
N
∑
k,α′
e−ikRUα′α(k) |ψkα′〉 , (1)
where |WR,α〉 denotes the Wannier function of charac-
ter α centered in the lattice site R, N is the number of
points in the discretized Brillouin zone, k is a pseudomen-
tum, Uα′α(k) is the gauge-fixing matrix, and the |ψkα〉
are Bloch eigenstates. In this work, the Bloch eigen-
states |ψkα〉 are calculated from density functional theory
(DFT) at the level of the generalized gradient approxi-
mation (GGA) and correspond to the Kohn-Sham states.
The corresponding Bloch Hamiltonian can be expressed
in the basis of the Wannier functions:
H =
∑
k,α
kα |ψkα〉 〈ψkα|
=
∑
R,R′,α,α′
HR−R
′
αα′ |WRα〉 〈WR′α′ | ,
(2)
where the kα are the single-electron eigenenergies (i.e.
the Kohn-Sham energies in a standard DFT calculation)
and the matrix elements in the Wannier basis HRR
′
αα can
be interpreted as the on-site energies (for R = R′ and α =
α′) and hopping parameters of a tight-binding model.
The construction of Wannier functions contains a high
degree of arbitrariness in the choice of the set of bands
and the gauge-fixing matrix Uαα′ . A common choice
for the gauge is that minimizing the spread functional
Ω, leading to Maximally Localized Wannier Functions
(MLWF) [21, 22] :
δΩ[U ]
δU
= 0 ,
Ω =
∑
α
(〈W0α∣∣ r2 ∣∣W0α〉− | 〈W0α| r |W0α〉 |2) , (3)
where r is the position operator. The advantages of ML-
WFs are numerous : the constructed Wannier functions
are real and atomic-like, the minimization of the spread
leads to a minimal overlap between different Wannier
functions and therefore optimal interpolation power, and
in principle no a priori knowledge of the orbital char-
acter of the bands is required. Although MLFWs were
adopted as the most useful choice in Ref. [20], we have
found it more convenient for the materials considered to
use Projector Wannier Functions (PWFs), defined by us-
ing orthogonalized Lo¨wdin projections of the Bloch eigen-
states on hydrogen-like atomic wave functions. This cor-
responds to fixing
Uα′α(k) =
∑
α′′
(S−1/2(k))α′′α 〈ψkα′ | gα′′〉 , (4)
where S is the overlap matrix, defined as Sαα′(k) =∑
n 〈gα| ψkn〉 〈ψkn| gα′〉, and the |gα〉 are a set of local-
ized trial orbitals. This choice allows for a better control
of the orbital character of the Wannier functions, that
is sometimes lost during the localization procedure. We
shall explain this choice in more details in the next sec-
tion, and argue that the calculated parameters are con-
sistent with those obtained using MLWFs.
Another degree of freedom one has when construct-
ing Wannier functions is the choice of the set of bands
considered. In Ref. [20], it was suggested to use this free-
dom to estimate different contributions to the ligand field
splitting of a given set of orbitals. For instance, if one
is interested in the splitting of the valence d orbitals of
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FIG. 1. Ball-and-stick representation of (a) the 1T polymorph, and (b) the 1H polymorph of two-dimensional TaS2. The
S-Ta-S angles are indicated and the coordination polyhedra for the two phases are displayed in the right panel.
a transition metal ion, one can construct Wannier func-
tions by considering only the five bands with predomi-
nant d character, provided that those bands constitute
an isolated manifold. In that case, the obtained MLWFs
(or PWFs) correspond in general to molecular orbitals
with some weight on the ligands due to hybridization.
Therefore, the calculated splitting contains contributions
both from the electrostatic interaction with the nega-
tively charged ligand ions (crystal field), and from hy-
bridization with various ligands’ orbitals (ligand field).
The ligand field can be read on the on-site part of the
tight-binding Hamiltonian, i.e. on the diagonal of the
matrix HR=R
′
αα′ . For a meaningful interpretation of the
differences of on-site energies as the ligand field, it is
necessary that the matrix HR=R
′
αα′ is diagonal (or at least
nearly-diagonal). In the following, this will be achieved in
two ways. We will ensure that HR=R
′
αα′ is nearly diagonal
by choosing appropriately the direction of the quantiza-
tion axis z. Small off-diagonal terms, due to the deviation
from perfect octahedral symmetry of 1T TMDs as well as
due to the spin-orbit coupling in both polymorphs, lead
to further splittings that we calculate by diagonalizing
the matrix.
On the other hand, if a sufficiently large number of
bands is included, the d-like Wannier functions do not
contain tails on the ligands and are atomic-like, so that
the extracted splitting can be interpreted as the bare
crystal field. In order to separate different contributions
to the ligand field, one can consider intermediate mod-
els by including in the wannierization procedure a set
of ligand-derived bands with a certain orbital character,
say p character, in addition to the d-like bands. In that
case, the d-like Wannier functions do not contain any p-
like tails on the ligands, but could contains tails coming
from hybridization with other states. The obtained split-
ting contains therefore no contribution from hybridiza-
tion with the p-states.
A further complication can arise if the bands of interest
are entangled with another manifold. This complication
arises, for instance, in late-group TMDs where the d-
like and p-like manifolds overlap in energy. In that case,
in order to obtain a Wannier Hamiltonian for the de-
sired bands, we perform the disentanglement procedure
of Souza, Marzari and Vanderbilt [23]. In order to derive
n Wannier functions from m > n bands in a certain en-
ergy window, one needs a criterion to extract an optimal
subspace at each k-point of the discretized Brillouin zone.
A possible prescription consists in using orthogonalized
projections on a set of trial localized functions with de-
sired orbital character. This corresponds to a choice of
gauge-fixing matrix defined as in Eq. 4, except that the
matrix is rectangular. Another choice consists in refining
the subspace selection via projection by imposing optimal
smoothness of the Hilbert space, through the minimiza-
tion of the gauge-invariant part of the spread functional
:
ΩI =
∑
α
(〈W0α∣∣ r2 ∣∣W0α〉−∑
Rα′
| 〈WRα′ | r |W0α〉 |2
)
.
(5)
In the following, we shall adopt the optimal smoothness
prescription whenever disentanglement is required.
4B. Computational details
Density functional calculations are performed using the
Quantum ESPRESSO package [24]. The exchange-
correlation functional is approximated by the general-
ized gradient approximation of Perdew, Burke, and Erz-
ernhof (PBE) [25]. Optimized norm-conserving Van-
derbilt pseudopotentials [26–28], from the SG15 library
[26, 27, 29], are used to described the interaction be-
tween valence and core electrons. The transition metals’
s and p semi-core states are explicitly treated as valence
electrons, as well as f states in the case hafnium. A
plane-wave cutoff of 100 Ry is used for all the materi-
als considered. For tantalum disulfide, we have also used
ultrasoft pseudopotentials from the pslibrary [30, 31] for
the calculation of the projected density of states. We
have checked that the band structures calculated with
the two sets of pseudopotentials are identical. Brillouin
zone integration is carried out using a mesh of 24× 24 k-
points and a Marzari-Vanderbilt smearing [32] of 10 mRy.
The structure of each material is obtained by fully relax-
ing the lattice constant and atomic positions until all the
Hellman-Feynman forces are smaller than 10−4 Ry/Bohr
and the pressure is smaller than 0.1 Kbar. About 13 A˚ of
vacuum is inserted between periodic replicas to simulate
a monolayer. Wannierization is carried out on a grid of
12× 12 k-points using the Wannier90 code [33].
III. THE CASE OF TAS2
A. spd, pd, and d models
As an example, we focus our attention on tantalum
disulfide (TaS2), a material existing in both polymorphs
(in bulk and monolayer forms [2, 34, 35]) and well known
for its exotic phase diagram in the 1T case, that includes
several charge density wave (CDW) transitions and a
Mott (or possibly Anderson) insulating phase [36–38].
TaS2 is a convenient case to study because the five d-
like bands are separated in energy from the lower energy
sulfur p-like bands, so that there is no need in disentan-
gling the two manifolds. Moreover, this will allow us to
compare our results with the early estimate of Mattheiss
[18] in Sec. VI.
TaS2 belongs to the group V TMDs, so that the for-
mal electronic configuration of Ta4+ is 5d16s0. The crys-
tal structures of the 1T and 1H phases are shown in
Fig. 1. The unit cell in the two phases contains one for-
mula unit. As one can see in Fig. 1, the 1T and 1H
phases are characterized by ABC and ABA stackings of
the S-Ta-S atomic planes, leading to distorted octahe-
dral (or trigonal antiprismatic) and trigonal prismatic
coordinations. The calculated lattice constants a1T/1H ,
tantalum-sulfur distances d1T/1H , and S-Ta-S angles are
summarized in Table I. From the calculated S-Ta-S an-
gles θ1T = 94.19
◦(85.81◦) and θ1H = 78.08◦ (84.54◦), as
shown in Fig. 1, we notice small deviations from a per-
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FIG. 2. Band structure along high-symmetry directions and
projected density of states for (a) 1T -TaS2, and (b) 1H-TaS2.
The d-like bands are shown in red, the p-like bands in blue,
and the s-like bands in purple. The dashed line corresponds
to the Fermi level, set to zero.
fect octahedron (θ = 90◦) and a perfect trigonal prism
with equal edges (θ ≈ 80.8◦), respectively. In Fig. 2, we
show the calculated PBE band structures and density of
states. We have highlighted in color the sulfur s- and p-
like bands, as well as the tantalum d-like bands. As the
projected density of state plot shows, there is strong hy-
bridization, especially between the Ta-d and S-p states,
indicating the covalent nature of the Ta-S bond. Never-
theless, throughout this work, we shall continue referring
to the five bands shown in red in Fig. 2 as the d bands,
to the six bands shown in blue as the p bands, and to the
two bands shown in purple as the s bands. We also note
that the purple s bands contain non-negligible d charac-
ter, suggesting that hybridization between s and d states
also contributes to the ligand field splitting of the d-like
states.
The band structure suggests that three natural models
can be considered to describe valence electrons, that is a
13-band spd model, an 11-band pd model, and a 5-band d
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FIG. 3. Isovalue plots of the five d Wannier functions of 1T -TaS2 in the (a) spd model, (b) pd, and (c) d models.
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FIG. 4. Isovalue plots of the five d Wannier functions of 1H-TaS2 in the (a) spd model, (b) pd, and (c) d models.
model. Let us first consider the 13-band spd model. We
construct Wannier functions, as well as the corresponding
Wannier Hamiltonian, as described in Sec. II, by includ-
ing simultaneously the s, p and d bands. For 1T -TaS2
the two high-energy d bands are slightly entangled with
higher-energy bands, not shown in Fig. 2. Therefore,
we perform the disentanglement procedure sketched in
Sec. II. A comparison between the disentangled bands
and the PBE bands is provided in the Supplemental
Information [39]. We obtain two s-like and six p-like
WFs, centered on the sulfur atoms, as well as five d-like
WFs centered on the tantalum atom. In Fig. 3(a) and
Fig. 4(a), we present isovalue plots of the obtained d-like
WFs. As the reader will notice, we have chosen different
coordinate systems for the two polymorphs, for reasons
that we will explain below. For the 1T case, the z-axis is
defined along one of the Ta-S bonds. Since the octahedral
symmetry is broken and the S-Ta-S angles are not 90◦
6TABLE I. Calculated structural parameters for the undis-
torted 1T and 1H phases of TaS2.
a (A˚) d (A˚) θ (◦)
1T 3.38 2.48 94.19
1H 3.34 2.48 78.08
a)
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FIG. 5. Aligned energy levels for 1T - (left) and 1H- (right)
TaS2 in the (a) 13-band spd model, (b) 11-band pd, and (c) 5-
band d models. The t2g states in the 1T case are the dxy, dxz,
dyz ones, as shown in Fig. 3. The orange arrows correspond to
the t2g-eg (1T ) and dz2 -dxz splittings (1H). The blue arrows
correspond to the splitting of the low-energy triplet in the 1H
case, and the red arrows indicate the alignment between the
lowest-energy levels of the two polymorphs.
(but either 94.19◦ or 85.81◦), it is not possible to chose
at the same time the x and y axes to be exactly parallel to
Ta-S bonds. On the other hand, for the 1H polymorph,
the z-axis is pointing in the out-of plane direction, while
the x-axis is chosen parallel to one of the lattice primitive
vectors. As one can see in Figs. 3 and 4, the d-like WFs
in the spd model are atomic-like and do not contain any
visible hybridization with the sulfur 3s and 3p orbitals.
Therefore, the calculated energy differences between the
on-site energies of the WFs, obtained by inspecting the
d block of the Wannier Hamiltonian, should be a good
approximation to the bare crystal field, coming from the
electrostatic interaction with the negatively charged sul-
fur ions. The calculated energy splittings are reported
schematically in Fig. 5(a).
For 1T -TaS2, we obtain a three-below-two energy split-
ting pattern, as expected from crystal field theory. The
three dxz, dyz and dxy WFs have on-site energies that are
degenerate within 0.01 eV. On the other hand, the two
dx2−y2 and dz2 WFs are higher in energy by 0.57 eV, with
a small difference of ∆
(13)
z2−x2y2 = 
(13)
z2 −(13)x2−y2 = 0.02 eV,
where 
(13)
α refers to the on-site energy of the WF of type
α in the 13-band model. In the following, we shall refer
to the dxz, dyz and dxy WFs as the t2g triplet, and to
the dx2−y2 and dz2 WFs as the eg doublet, because the
octahedral symmetry remains a useful approximate sym-
metry. Whenever discussing the crystal or ligand field
splitting between the eg doublet and the t2g triplet, we
actually mean the difference between the average on-site
energies.
For 1H-TaS2, because of the trigonal prismatic co-
ordination, crystal field theory predicts a splitting of
the d levels into a singlet a′1 (following the notation of
Ref. [10]), a low-energy doublet e′ and a high-energy
doublet e′′. As shown in Fig. 5a), we have obtained,
in the spd model, two degenerate doublets dxy/dx2−y2
and dxz/dyz, corresponding to the e
′ and e′′ doublets,
respectively. The on-site energies within a doublet differ
by less than 0.005 eV. Contrary to the 1T case where
the lowering of the symmetry from octahedral to trig-
onal antiprismatic leads to intrinsic lifting of degenera-
cies, we interpret those small differences being due to the
wannierization procedure that does not preserve exactly
the symmetries. In the spd model, we find that the dz2
a′1 singlet is 0.17 eV higher in energy compared to the
dxy/dx2−y2 doublet, and 0.45 eV lower than the dxz/dyz
doublet. In Ref. [10], Huisman et al. considered a point-
charge model to calculate the crystal field splitting in a
trigonal prismatic coordination. Huisman et al. obtained
that the relative positions of the singlet and low-energy
doublet depends sensitively both on the angle between
the ligand and the z-axis, and on the spread of the or-
bitals. Using parameters assumed relevant for MoS2, it
was estimated that the singlet a′1 should be higher in en-
ergy than the e′ doublet. As we shall discuss in Sec. V
where we study other TMDs, we have consistently found
that, in the spd model, the dz2 singlet is slightly higher in
energy than the dxy/dx2−y2 doublet, except for d6 TMDs
where the whole crystal field splitting is reversed.
Both for the 1T and 1H polymorphs, the calculated
energy splittings are rather small (∼ 0.5 eV) compared
to the overall bandwidth of the five d bands (∼ 7 eV).
This is in agreement with the intuitive expectation that
for covalent bonding, electrostatic effects should not be
dominant, while the hybridization with the ligands’ va-
lence orbitals is important. We have then considered an
11-band pd model, by constructing six p WFs and five
d WFs from the bands shown in blue and red in Fig. 2
simultaneously. In Figs. 3(b) and 4(b), we present plots
of the corresponding d WFs. We see that, although the
isovalue for the plots is the same as for the WFs in the
spd model, certain WFs exhibit considerable weight on
the sulfur atoms, typical of molecular orbitals with anti-
bonding character. Indeed, the on-site energies of some
of the d WFs are shifted upward in energy compared to
the spd model, as we summarize in Table II. The differ-
ences of on-site energies between the spd and pd models
can be interpreted as the hybridization energy between s
and d orbitals [20].
For the 1T case, we obtain hybridization energies

(11)
eg − (13)eg = 0.93 eV, and (11)t2g − (13)t2g = 0 eV. Also,
the spread Ω of the eg WFs, defined in Sec.II, increases
from 2.65 A˚2 to 2.95 A˚2, whereas the spread of the t2g
WFs is identical in the two models. This indicates lack of
hybridization between t2g d orbitals and sulfur s orbitals,
consistent with the observation in the projected density
7TABLE II. Summary of spreads (Ω), energy levels (), and splittings (∆) for the d WFs in various models. The meaning of
the different models is explained in the text. The energy reference is arbitrary, but consistent between different models of a
polymorph.
Model 1T Ωz2 (A˚
2) Ωx2−y2 (A˚
2) Ωt2g (A˚
2) z2 (eV) ∆z2−x2y2 (eV) ∆eg−t2g (eV)
d (5) 6.36 6.33 4.68 5.44 0.03 2.80
pd (11) 2.96 2.95 2.03 2.88 0.02 1.49
spd (13) 2.65 2.64 2.03 1.95 0.02 0.57
spspd (17) 2.65 2.64 2.03 1.86 0.02 0.59
spdds (24) 1.32 1.31 1.37 3.85 0.03 0.88
spddsp (27) 1.20 1.20 1.42 3.88 0.03 0.92
Model 1H Ωz2 (A˚
2) Ωxy (A˚
2) Ωxz (A˚
2) z2 (eV) ∆xy−z2 (eV) ∆xz−z2 (eV)
dz2/dxy,x2−y2,xz,yz (1/4) 15.59 9.73 5.34 0.84 3.27 4.29
d (5) 3.93 4.8 5.34 2.66 0.54 2.47
pd (11) 2.13 2.37 2.39 1.65 0.05 1.11
spd (13) 2.13 2.27 2.21 1.65 -0.17 0.45
spspd (17) 2.13 2.28 2.21 1.62 -0.19 0.47
spdds (24) 1.51 1.26 1.24 3.18 -0.09 0.65
spddsp (27) 1.15 1.21 1.22 3.32 -0.07 0.52
of states plot, in Fig. 2(a), that the three low-energy d
bands have negligible sulfur s character. Therefore, we
conclude that the hybridization with the s orbitals leads
to a significant increase of the ligand field splitting of
0.93 eV, as represented in Fig. 5(b). It is worth mention-
ing that the on-site energies of the p WFs change only
slightly between the two models, as one would expect by
noticing in Fig.2(a) that the s bands have a negligible
p character. We obtain a small difference between the
average of the on-site energies of ¯
(11)
p − ¯(13)p = 0.06 eV.
For the 1H polymorph, as we report in Table II, sd
hybridization leads to an increase of the on-site energy
of two two doublets, while the dz2 singlet remains unaf-
fected. The splitting ∆xz−z2 = xz − z2 therefore in-
creases from 0.45 eV to 1.11 eV in the pd model, mean-
ing a hybridization energy of 0.66 eV for the high en-
ergy dxz/dyz doublet. As shown in Fig. 5, the split-
ting ∆xy−z2 = xy − z2 has a different sign compared
to the spd model, because of the sd hybridization energy

(11)
xy −(13)xy = 0.22 eV for the low-energy dxy/dx2−y2 dou-
blet.
In order to account for the pd-hybridization contri-
bution to the ligand field, we consider a 5-band d-only
model, constructed by including only the five d bands
during the wannierization procedure. In Fig. 3(c), we
show isovalue plots of the derived WFs. We see that all
five WFs have large weight on the sulfur atoms and re-
semble molecular orbitals with large pd antibonding hy-
bridization. We observe that pi-bonding occurs for the
t2g WFs, while σ-bonding takes place in the case of the
eg WFs. This leads to a larger hybridization energy for
the eg WFs, 
(5)
z2 − (11)z2 = 2.56 eV, causing an increase
of the eg-t2g splitting of 1.31 eV, so that it is 2.80 eV in
the 5-band model.
In Fig. 4(c), we show isovalue plots of the five WFs
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FIG. 6. Band structure for the 5-band model of 1T -TaS2
with orbital weight as a color code of the (a) t2g (dxy, dxz
and dyz, with z along a Ta-S bond) WFs, and (b) dz2 , dxy
and dx2−y2 WFs, with z in the out-of-plane direction. The
Fermi level is set to zero.
in the d-only model for 1H-TaS2. As for the 1T poly-
morph, it is apparent that all five WFs resemble molec-
ular orbitals with antibonding character. The dz2 WF
forms pi-antibonding combinations with the sulfur p or-
bitals. The calculated pd hybridization energy is given by

(5)
z2 − (11)z2 = 1.01 eV. The dxy/dx2−y2 and dxz/dyz dou-
blets interact more strongly with the ligands’ p orbitals,
leading to increased ligand field parameters ∆
(5)
xy−z2 =
0.54 eV and ∆xz−z2 = 2.5 eV, as shown in Fig. 5(c).
It is now appropriate to discuss in more detail the dif-
ferent choices of coordinate system for the 1T and 1H
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FIG. 7. Band structure for the 5-band model of 1H-TaS2
with orbital weight as a color code of the (a) two dxz and
dyz WFs, (b) two dxy and dx2−y2 WFs, and (c) dz2 WF. The
Fermi level is set to zero.
polymorphs. In the literature, crystal field arguments
are often given to qualitatively describe the electronic
structure of dichalcogenides. For 1T TMDs, while the
ligand field spitting is often discussed using the same co-
ordinate system as here (see e.g. Refs. [3, 12, 40]), some
authors discuss the low energy triplet in terms of dz2 , dxy
and dx2−y2 orbitals with the z axis pointing in the out-
of-plane direction, following Mattheiss [18]. In Fig. 6(a),
we show the band structure of 1T -TaS2 with the orbital
weight of the three t2g WFs in the 5-band model that we
have discussed above. We see that the t2g WFs give rise
to the three low-energy bands, and that the hybridiza-
tion with the eg WFs is very weak. We interpret the
weak t2g-eg hybridization as resulting from weak the dis-
tortion of the octahedral symmetry. In Fig. 6(b), we show
the orbital weight of the three low-energy orbitals with
the z-axis defined out-of plane, as for the 1H polymorph.
With this choice of axes, the on-site part of the Wannier
Hamiltonian contains large off-diagonal matrix elements
HR=R
′
α 6=α′ (∼ 1.2 eV in the d model, against ∼ 0.1 eV with
the other coordinate choice), so that the three low-energy
WFs strongly hybridize with the two high-energy WFs,
as can be seen in Fig. 3(b). By inspection of the on-site
energies of the WFs, we obtain the same ordering as in
the 1H case, with a splitting 
(5)
xy − (5)z2 = 0.74 eV. How-
ever, for both choices of coordinate systems, the same
three-below-two splitting pattern is obtained upon diag-
onalizing the on-site Hamiltonian matrix, with identical
energy eigenvalues. Therefore, our choice of coordinate
system is motivated by the fact that the corresponding
splitting of on-site energies leads to a better approximate
picture for the electronic structure. On the other hand,
for the 1H polymorph, the on-site Hamiltonian is exactly
diagonal when the z-axis is chosen out-of-plane. From
Fig. 7(a), it is evident that the two high-energy dxz/dyz
WFs are decoupled from the three low-energy WFs.
It is worth mentioning that, although we have defined
the WFs by projection and have not performed the local-
ization procedure, the obtained PWFs are very close to
maximal localization, with a nearly zero imaginary part.
In the 5-band model, the ligand field spittings calculated
with PWFs and MLWFs are nearly identical. The main
difference arises in the 13-band model, where the local-
ization procedure admixes the s WFs with other WFs,
leading to a slightly reduced total spread but to less lo-
calized d-like WFs. We have also found that, in certain
cases, the localization procedure leads to a change in co-
ordinate system. Therefore, we have adopted PWFs in-
stead of MLWFs, giving us a better control of the orbital
character and the coordinate system.
B. Semi-core and high-energy states
In the 13-band model, the d-like WFs are atomic-like.
However, it is expected that they are even more local-
ized for models derived from a larger number of bands.
We have therefore first considered including tantalum 5s
and 5p semi-core states in the construction of the WFs.
The changes in the spread of the WFs, on-site energies
and splittings are summarized in Table II. As expected,
the effect of the inclusion of the semi-core states on the
calculated crystal field splitting and on the spread of the
d WFs is very weak, as core electrons are non-bonding
by definition.
When plotting the d WFs of the 13-band model with a
sufficiently small isovalue, one can recognize tails on the
sulfur atoms that resemble d electrons. This means that
d WFs are in fact bonding combinations of Ta 5d and S
3d orbitals. Since the excited-state bands above the Ta
d-bands are highly entangled, it is not possible to isolate
a set of bands corresponding to the sulfur d electrons.
In order to assess the effect of Ta-d/S-d hybridization on
the crystal field, we include 40 excited states above the
Ta d bands and disentangle the Ta 6s and S 3d bands,
keeping the 13 valence bands frozen. The tantalum 6s
states are explicitly kept because they are lower in energy
than the sulfur d ones. Therefore, we obtain a 24-band
spdds model, describing a finite set of excited states in
addition to the valence bands. The corresponding band
structure for 1T -TaS2 is shown in the Supplementary In-
formation [39]. The d WFs are more localized and have a
higher energy than in the 13-band model, as summarized
in Table II. The energy splittings are somewhat increased
compared to the 13-band model (0.88 eV against 0.57 eV
92.99 eV 2.6 eV
eg
Jeff=1/2
Jeff=3/2
mj=5/2
mj=3/2
mj=3/2
mj=1/2
mj=0
0.07 eV
0.3 eV
0.3 eV
0.17 eV
0.31 eV
ml=2
ml=0
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a) b)
FIG. 8. Aligned ligand field energy diagram, including the
SOC, for (a) 1T -TaS2, and (b) 1H-TaS2. The orange arrows
indicate the splittings between the lowest- and highest-energy
states, the green arrows indicate the splittings of otherwise de-
generate states induced by the SOC, the blue arrow indicates
the ligand field splitting of the low-energy states in the 1H
case, and the red arrow correspond to the alignment between
the lowest-energy state of the two polymorphs.
for 1T -TaS2), indicating a small negative contribution to
the total ligand field. We have also considered a 27-band
spddsp model, including Ta 6p states, that yields similar
results.
To summarize, we conclude that the total eg-t2g split-
ting of 2.80 eV in 1T -TaS2 is the result of positive contri-
butions from electrostatic effects and hybridization with
ligands’ 3s and 3p states, all of the order of ∼ 1 eV, as
well as a smaller negative contribution of 0.3 eV due to
the formation of bonding combinations with the higher
energy ligands’ 3d states. Also, the dxy-dz2 splitting
of 0.54 eV in 1H-TaS2 comes from negative contribu-
tions due to electrostatic effects and hybridization with
3d states (of the order of ∼ 0.1 eV each), and positive
contributions from hybridization with 3s and 3p states
(0.22 and 0.49 eV, respectively).
C. Spin-orbit coupling
The spin-orbit coupling (SOC) is strong in many
TMDs and leads to many interesting effects, such as
topological phases in distorted d2 1T TMDs [8], or Ising
superconductivity in single-layer d1 and doped d2 1H
TMDs [41, 42]. Here, we investigate the effect of the
SOC on the calculated ligand field splittings in 1T - and
1H-TaS2. The SOC introduces off-diagonal imaginary
matrix elements in the on-site part of the Hamiltonian,
lifting degeneracies. In Fig. 8, we present the calculated
ligand field diagrams in the d model with and without
the SOC.
For the 1T polymorph, the SOC splits the t2g manifold
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FIG. 9. Calculated total energy difference, per formula unit,
between the 1T and 1H phases of 4d and 5d disulfides, as
a function of the formal number of d electrons. A negative
energy indicates higher stability of the 1T phase.
into a lower-energy Jeff=3/2 doublet and a higher-energy
Jeff = 1/2 singlet. The calculated splitting of 0.31 eV
is modest compared to the bandwidth (∼ 3.5 eV) of the
three t2g bands, as well as compared to the ligand field
splitting ∆
(5)
eg−t2g = 2.80 eV. On the other hand, the eg
doublet remains nearly degenerate (within 0.03 eV). The
degeneracy of the Jeff = 3/2 doublet is lifted by 0.07 eV.
These findings are in agreement with crystal field theory,
that predicts a splitting of the t2g shell induced by the
SOC, but not of the eg shell.
For 1H-TaS2, Fig. 8 shows that the SOC splits the low-
energy and high-energy doublets by 0.3 eV and 0.17 eV,
respectively. We note that the SOC splitting is of the
same magnitude as the ligand field ∆xy−z2 splitting.
IV. CRYSTAL FIELD AND THE RELATIVE
STABILITY OF THE 1T AND 1H PHASES
Having estimated crystal field and ligand field param-
eters for TaS2, we proceed to discussing their relevance
in determining the relative stability of the 1T and 1H
phases. In Fig. 9, we present the calculated total energy
difference per formula unit ∆1T−1H = (E1H − E1T ) for
the series of material MS2, with M belonging to the the
4d and 5d rows of transition metals. Fig. 9 shows that the
1H phase is energetically slightly more favourable than
the 1T phase in the d1 (NbS2 and TaS2) and d
3 cases
(TcS2 and ReS2), highly favourable in the d
2 case (MoS2
and WS2), and unfavourable for any other filling. Note
that some of the materials calculated in this plot, such
as OsS2, do not exist in nature in either the 1T or 1H
polymorph (in neither bulk nor monolayer form). How-
ever, it is instructive to calculate their properties in order
to discuss trends. In Fig. 9, we notice a discontinuity at
the 4d6 point, corresponding to PdS2. Indeed, the 1H
polymorph of PdS2 relaxes to a structure with a short
S-S distance of ≈ 2 A˚, leading to a qualitatively differ-
ent electronic structure. Nevertheless, the corresponding
10
structure is still highly unfavourable with respect to the
1T phase. In light of the preceding, we are now in a po-
sition to assess the role of crystal and ligand field effects
in determining this trend. As in the previous section, we
shall focus on the case of monolayer TaS2 as an example.
As we will show in the next section by discussing trends
across the periodic table, the physics discussed here is
not unique to TaS2 but applies to the entire family of
TMDs, because of the universality of the band structure.
The discussion also applies to bulk materials as long as
interlayer couplings are not too strong.
In Fig. 5, we have plotted the aligned crystal and lig-
and field energy diagrams for 1T - and 1H-TaS2. In the
13-band model, the dz2 state is actually slightly higher in
energy compared to the dx2−y2 and dxy states, so that the
bare crystal field does not favour a d1z2 configuration for
the 1H polymorph. However, as one can infer from the
11-band and 5-band models, hybridization effects with
the ligand s an p states pushes the dxy and dx2−y22 states
∼ 0.5 eV higher in energy. Hence, in a local picture ne-
glecting inter-site hoppings, the ground-state configura-
tion for n < 2 d electrons is obtained by partially fill-
ing the dz2 state, in agreement with the standard ligand
field argument. From Fig. 5 (c), we observe that, in the
d model, the dz2 level in the 1H polymorph is 0.23 eV
below the t2g levels of the 1T polymorph. Note that the
energy levels were aligned by equalizing the vacuum en-
ergies. Without such alignement, the energy difference is
somewhat smaller, i.e. 0.06 eV. The calculated stabilizing
energy of 0.23 eV is small compared to the amplitude of
the bandwidths, or even compared to lifting of degenera-
cies induced by the octahedral symmetry breaking and
by the spin-orbit coupling. Indeed, the stablilizing energy
of the dz2 singlet is reduced to 0.19 eV when the lifting
of degeneracy of the t2g states is taken into account (see
Fig. 10(a), where we have represented with dashed lines
the eigenenergies of the on-site Hamiltonian). When the
SOC is included, as is shown in Fig. 8, the energy gain
of the dz2 level compared to the Jeff = 3/2 doublet is
even more reduced to 0.07 eV (note that the SOC does
not improve the relative stability of the 1T polymorph
of TaS2). While the ligand field does actually favour the
1H polymorph for n < 2 and disfavours it for n > 2 ,
this effect appears to be rather weak and insufficient to
explain the calculated trend presented in Fig. 9.
In Fig. 7, we plot the band structure of the 1H phase
in the 5-band model with the orbital weights of the three
groups of WFs in pannels (a), (b) and (c). As we have
already discussed in Sec. III, the dxz/dyz doublet is per-
fectly decoupled from the three low-energy Wannier func-
tions. This is guaranteed by symmetry since the two
groups of orbitals have a different parity under the ex-
act mirror symmetry, i.e. they pick a different sign un-
der the z → −z transformation. On the other hand,
it is clear from Fig. 7(b)-(c) that the dz2 WF strongly
hybridizes with the dxy and dx2−y2 WFs, except at the
high-symmetry Γ and K points.
From Fig. 7(b) and (c), we see that the isolated low-
energy band is not only of d2z character, but contains
strong weight from the dxy and dx2−y2 WFs [9, 18]. The
emergence of this isolated band is therefore not directly
related to the ligand field splitting ∆z2,xy, as often be-
lieved, but to the hybridization between the three low-
energy Wannier functions. This was first emphasized by
Mattheiss based on his early band structure calculations
of layered TMDs [18]. Mattheiss noticed the mixed or-
bital character of the low-energy band, and showed (in
the case of 2H-MoS2) that the gap closes if the interor-
bital hoppings are set to zero. More recently, Isaacs
and Marianetti gave a similar argument for 1H-VS2 [19].
Considering an 11-band pd model derived from MLWFs,
they showed that the low-energy isolated band is no
longer isolated if the direct d-d hoppings are set to zero.
In the following, we argue that this gap opening can be
understood from a simple intuitive band structure effect.
At the Γ point, the dz2 and dxy − dx2−y2 bands cannot
hybridize because they belong to different representation
of the point group. The gap at the Γ point (∼ 2 eV) is
much larger than the calculated ligand field, as it con-
tains large contributions from band structure effects, es-
pecially from nearest-neighbor hoppings (NNHs). The
dz2 NNHs tz2z2 are negative and equal in all directions
so that the dz2 band at the Γ point has an energy given
by z2(k = Γ) ≈ (5)z2 − 6|tz2z2 |, with |tz2z2 | = 0.17 eV.
On the other hand, dxy/dx2−y2 WFs have hoppings with
different signs along different directions, leading to a par-
tial cancellation of NNH effects on the band energy at the
zone center. The result is a band energy at the Γ point
higher than the on-site energy by ∼ 0.8 eV. Since the
dz2 − dz2 hoppings are negative, the dz2 band disperses
to higher energy as the momentum moves away from the
Γ point, while the dxy − dx2−y2 bands split and disperse
to lower energy. As Fig. 7 shows, the crossing between
those bands is avoided, resulting in a rather large gap
because the NNHs between the dz2 and dxy/dx2−y2 WFs
are large (∼ 0.6 eV). At the K point, hybridization be-
tween the two sets of WFs is also prevented by symmetry,
so that the corresponding state of the low-energy band is
given by the bottom of one of the two dxy/dx2−y2-bands.
We note that the interorbital hybridization is maximal at
the bottom of the low-energy band, suggesting a strong
stabilization effect for the 1H polymorph when the cor-
responding states are filled.
In order to estimate the contribution from interor-
bital hybridization to the stabilization of the 1H phase,
we consider another model, derived by performing wan-
nierization by considering the lower d band (1-band
d′z2 model) and the four higher-energy d bands (4-band
model) separately. In Fig. 10(c), we show the dz2-like WF
for the 1-band model. In the 1-band model, the obtained
dz2-like Wannier function is strongly distorted compared
to the 5-band model, while still resembling a dz2 orbital.
In the following, we shall refer to it as the d′z2 WF, and
to the two higher-energy WFs as d′xy and d
′
x2−y2 . In
Fig. 10(b), we report the aligned energy diagrams for the
5-band model of the 1T and 1H phases, as well as for the
11
t2g
eg
0.19 eV
2.15 eV
2.80 eV
0.54 eV
3.27 eV
4.32 eV
2.50 eV
dz2
dxy dx2-y2
dxz dyz dyzdxz
a) b) c)
d)
d'z2
d'x2-y2d'xy
FIG. 10. (a)-(b) Aligned ligand field diagrams for 1T and
1H TaS2. The dashed lines correspond to the eigenvalues of
the on-site Hamiltonian matrix for the 1T case. (c) Energy
levels in the 1-band/4-band models (the meaning of which
is explained in the text) for 1H-TaS2. The orange arrows
correspond to the t2g-eg (1T ) and dz2 -dxz splittings (1H).
The blue arrows correspond to the splitting of the low-energy
triplet in the 1H case, and the red arrows indicate the align-
ment between the lowest-energy levels of the two polymorphs.
(d) Isovalue plot of the d′z2 Wannier function.
1-band/4-band model for the 1H polymorph. The d′z2
WF is much lower in energy in the 1-band model, with
an energy gain of 2.15 eV compared to the t2g states of
the 1T phase. On the other hand, the d′xy and d
′
x2−y2
in the 4-band model are much higher in energy, 3.27 eV
above the d′z2 state.
From the discussion above, we conclude that the dom-
inant effect for the calculated trend in Fig. 9 is the inter-
site hybridization between Wannier functions with dif-
ferent orbital character. While the ligand field gives a
small contribution, estimated in the 5-band model, its
role is mostly an indirect one, i.e. producing different
low-energy triplets in the two phases.
We would like to point out that the discussion here
only applies to the relative stability of the ideal, undis-
torted 1T and 1H polymorphs. Since TMDs are known
to be subject to various lattice instabilities, we will briefly
discuss further complications that can affect the energet-
ics. Materials with d0 occupations are either insulators or
semimetals. They are in general stable, with the notable
exceptions of 1T -TiSe2, that undergoes an unusual in-
sulator to insulator CDW transition [43], and 1T -TiTe2,
where a semimetal to semimetal CDW transition was re-
cently observed in the limit of a monolayer but not in
thicker samples [44]. This is associated with a small en-
ergy gain of a few meVs and does not affect significantly
the overall relative stability. In the d1 family, the 1T and
1H (or 2H) polymorphs are both observed experimen-
tally and are subject to various forms of charge and spin
instabilities [5, 45–50]. The corresponding energy gains
are also of a few tens of meVs, but not necessarily neg-
ligible since the energy difference between the ideal 1T
and 1H phases is very small (for TaS2, the 1H phase is
62 meV lower in energy). It has been suggested that in
specific cases these subtle effects might change the rel-
ative stability of the polymorphs [19, 51]. In that case,
it is clear that a more careful treatment of electron cor-
relations is needed to make a precise prediction. While
1H TMDs with d2 occupation are insulating and sta-
ble, the corresponding 1T materials are also found in na-
ture in a distorted phase with a doubled unit cell [3, 12].
The corresponding distorted 1T phase, dubbed 1T ′, has
an energy much lower than the ideal 1T but is still un-
favourable compared to the ideal 1H for all materials
with the exception of WTe2 [11, 17]. In Fig. 9, we see
that for the d3 case, the 1H phase is still slightly lower
in energy for 4d and 5d disulfides. However, the corre-
sponding materials, such as ReS2, are most stable in a
distorted 1T phase [9], characterized by a 2× 2 unit cell,
and a large energy gain upon distortion [13, 14]. The
metallic 1H phase is not observed experimentally in any
of the nd = 3 materials, and is predicted to be thermo-
dynamically unstable [13].
We close this section by stressing that, although it can
explain the trends of Fig. 9, the ligand field/interorbital
hybridization argument does not help understanding the
higher stability of the 1T phase in the d0 case. It is
expected that the electrostatic repulsion between the
chalcogen atoms, that should be minimized in an octahe-
dral coordination, plays an important role [10]. It is also
possible that differences in energies of the p bands favour
the 1T polymorph. Estimating these effects is however
outside of the scope of the present work.
V. TRENDS ACCROSS THE PERIODIC TABLE
So far, we have focused on the specific case of TaS2. In
fact, as we shall discuss, because of the universality of the
band structures of TMDs, the reasoning applies to the en-
tire family of materials. As we shall see, the differences
between materials are mostly quantitative, i.e. the cal-
culated crystal field parameters vary smoothly across the
periodic table and follow trends that can be understood
with simple chemical intuition. Reporting all the calcu-
lated parameters for all materials would not be particu-
larly illuminating. Therefore, we have chosen a few se-
lected parameters and will discuss the evolution of those
parameters in the following.
We first consider the effect of changing the transition
metal atom, while keeping the chalcogen to be sulfur. In
Fig. 11, we show the band structure of a few 5d transition
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FIG. 11. Band structure calculated from first principles of the transition metal dichalcogenides (a)-(b) 1T and 1H HfS2,(c)-(d)
1T and 1H ReS2, and (e)-(f) 1T and 1H PtS2. The Fermi level is set to zero in all panels. The red dashed lines correspond to
the band structure in the 5-band model.
metal disulfides in both polymorphs. It is clear that they
are qualitatively the same, the main difference being the
position of the Fermi level. As the column of the tran-
sition metal in the periodic table increases, the energy
separation between the d-like and p-like bands decreases.
For n ≤ 3, the two manifolds overlap, so that disentan-
glement is necessary to derive an effective 5-band d-only
model. In Fig. 11, the disentangled d bands are shown
with red dashed lines. For the 1T case, the disentangled
d bands do not match the DFT bands, indicating hy-
bridization with the p-like bands (e.g. avoided crossings).
However, the resulting disentangled t2g bands look qual-
itatively similar in all cases. The narrower bandwidth
in the d6 case (PtS2) is not related to the entanglement
with the p bands, but to a larger lattice constant (see
Fig. 13). For the 1H polymorph, it is the low-energy d′z2
band that overlaps in energy with the p bands. In that
case, the resulting disentangled bands match perfectly
the DFT bands, meaning the absence of hybridization
between these bands. In Fig. 11, we have not plotted
higher-energy bands. For d0 disulfides, there is actually
some overlap between the top of the d bands and the bot-
tom of the higher-energy bands, so that disentanglement
is required to build the d, pd and spd models.
In Fig. 12(a) and (c), we plot the calculated t2g − eg
splitting in the 13-band and 5-band models, as well as
the charge-transfer energy ∆
(13)
pd in the 13-band model,
for MS2, with M belonging to the 4d and 5d rows of the
periodic table. The band structures of the corresponding
materials are shown in the Supplementary Information
[39]. The charge-transfer energy is defined as the average
difference of on-site energies between the d and pWannier
functions, i.e. ∆
(13)
pd = ¯
(13)
d −¯(13)p . We have taken the 13-
band spd model as representative of the bare electrostatic
crystal field, so that the disentanglement of the high-
energy bands is not necessary.
Figs. 12 (a) and (c) show that, for both 4d and 5d disul-
fides, the crystal field in the 13-band model decreases
as one moves to the right of the periodic table. This
trend can be explained with chemical considerations, as
the electronegativity increases as one moves to the left,
favouring more ionicity and therefore a larger electro-
static contribution to the crystal field. As one can ob-
serve in Fig. 12, the charge-transfer energy ∆pd decreases
as one goes to the right of the periodic table. Again, this
trend can be understood from electronegativity consid-
erations and is consistent with the maximal electrostatic
contribution to the crystal field for d0 TMDs. For late-
groups TMDs, we observe that the charge-transfer en-
ergy is negative. Consistently, the crystal field splitting
in the spd model is reversed for those materials. Note
that for these late-groups TMDs, because of the small
charge-transfer energy, hybridization is so large that the
d bands contain actually about 50 percents of ligands’ p
contribution.
While the electrostatic contribution to the crystal field
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FIG. 12. Evolution of the calculated ligand field parameters as a function of the column, in the periodic table, of the transition
metal for (a)-(c) 4d 1T and 1H disulfides, and (d)-(f) 5d 1T and 1H disulfides.
is expected to decrease with decreasing charge-transfer
energy, the opposite trend is anticipated for the ligand
field since a small charge-transfer energy favours stronger
hybridization. The total ligand field, i.e. that calcu-
lated in the 5-band d-only model, is the sum of the bare
electrostatic crystal field plus the contribution from hy-
bridization with various ligand states. Hence, the trend
for t2g − eg splitting in the 5-band model is controlled
by the competition between opposite trends. For both
the 4d and 5d cases, it appears that the hybridization
trend dominates so that the total splitting increases for
later-column materials.
For the 1H polymorph, as shown in Fig. 12(b) and (e),
the calculated trends are analogous to those in the 1T
polymorph and the same logic applies. For both 4d and
5d disulfides, as one moves to the right in the periodic
table, the ∆xz−z2 splitting decreases in the spd model
and increases in the d model. In the 4d case, we have
not included 1H-PdS2 (4d
6) in the trend, because, as
mentioned above, the electronic structure is qualitatively
different.
In order to demonstrate the universality of the argu-
ment for the relative stability of the 1T and 1H phases,
we study the ∆xy−z2 splitting for the 4d and 5d disul-
fides. In Fig. 12(c) and (f), we report the calculated split-
tings in the 13-band, 5-band and 1-band/4-band models.
In the 13-band model, the splitting is consistently small
and negative, except for d6 TMDs because of the inverted
charge-transfer energy. In the 5-band model, the split-
ting increases linearly as n increases due to the larger
covalency. On the other hand, in the 1-band model, the
lowering of energy of the d′z2 WF is non-monotonous as
a function of n. It is interesting to notice that the maxi-
mum splitting ∆
(1)
xy−z2 corresponds to the maximum fill-
ing of the low-energy state while keeping higher-energy
states empty (i.e. n = 2). This suggests that the lattice
relaxes is such a way to maximize the ∆
(1)
xy−z2 splitting for
the energy gain to be optimal. Indeed, Fig. 13 shows that
the calculated lattice constant for 1H disulfides follows
the same trend. The lattice constant is minimal at n = 2
in order to increase intersite hoppings, while for the 1T
case the minimum of the lattice constant is at n = 3,
corresponding to half-filled t2g bands. It is interesting to
note that materials with the largest ligand field splittings
∆
(5)
xy−z2 do not exhibit the largest splittings ∆
(1)
xy−z2 when
interorbital effects are included, confirming that the lig-
and field alone plays a minor role in stabilizing the 1H
polymorph in d1 and d2 TMDs.
In Fig. 14(a)-(c), we show the effect of changing the
row of the transition metal atom in the periodic table,
by considering 3d1 (VS2), 4d
1 (VS2) and 5d
1 (TaS2)
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disulfides. Again, the calculated changes of the charge-
transfer energy and the splittings in the spd model fol-
low trends that can be understood from electronegativity
considerations. The ligand field contribution to the split-
ting (i.e. difference of splittings between the spd and d
models, not shown here) are almost constant, because
the effect of a smaller charge-transfer energy in 3d1 ma-
terials is compensated by smaller hoppings, since the 3d
electrons are more localized. In Fig. 14 (c), we observe
that the ligand field splitting ∆
(5)
xz−z2 is nearly constant
for the three materials, but that the interorbital effects
are larger for the 5d case.
In Fig. 14 (d)-(f), we summarize the effect of chang-
ing the chalcogen atom by considering TaS2, TaSe2, and
TaTe2. Again, the trend for the charge-transfer energy
and crystal field splitting in the 13-band model follows
what one can anticipate from simple chemistry consid-
erations, as the electronegativity of the chalcogens de-
creases with increasing the row number in the periodic
table, and is therefore the smallest for tellurium. The
somewhat smaller charge-transfer energy for TaTe2 does
not lead to increased ligand field splittings, because it
is compensated by smaller hoppings due to a larger Ta-
Te distance (d = 2.81 A˚). We note the trends for the
energy splittings in the 5-band and 13-band models are
similar, meaning that the trend for the overall splitting
is controlled by the electrostatic effects.
VI. RELATION TO PREVIOUS WORK
The question of the ligand field stabilization of the 1H
(or 2H in the case of bulk materials) TMDs is an old one
that goes back to the early days of research on layered
dichalcogenides. Therefore, before closing this paper, we
wish to put our study in perspective with previous work.
The ligand field argument was put forward because of
the discovery of stable 2H d1 and d2 TMDs, and still
often appears in the recent literature. Originally, there
has been controversy regarding the alignement of the sin-
glet state and low-energy dxy/dx2−y2 doublet [10, 52].
Goodenough [52] suggested a ligand field model with the
dz2 singlet higher in energy than the dxy/dx2−y2 dou-
blet. In his model, the semiconducting character of d2
TMDs such as MoS2 is explained by the SOC-induced
splitting of the dxy/dx2−y2 doublet into mj = ±3/2 and
mj = ±5/2 singlets. By considering both a simplified
point-charge model and molecular-orbital calculations,
Huisman et al. [10] suggested that, while electrostatic ef-
fects lead to a singlet higher in energy, hybridization with
the ligands should reverse the ordering, in agreement
with what we have found with our ab initio Wannier-
function approach. While Huisman et al. estimated a
ligand field stabilization for the trigonal prismatic coor-
dination and suggested a simple picture for the electronic
structure with a low-energy band derived from the dz2
state, Mattheiss [18] showed how the actual band struc-
ture is more complex and stressed the role of intersite
hopping effects in splitting the d bands into a one-below-
four pattern. Mattheiss also estimated the ligand field
splitting of the d electrons, for MoS2 and TaS2, by fitting
the d-like bands to a tight-binding model. Surprisingly,
the ∆xy−z2 splitting of 0.04 Ry (≈ 0.544 eV) for trigonal
prismatic TaS2 is in almost perfect agreement with our
finding of 0.54 eV. Such agreement is likely accidental, as
other features of the reported ligand field diagrams differ
significantly from our results. For instance, the ∆xz−z2
splitting of ∼ 1.7 eV is significantly smaller than what
we have found (2.5 eV). More importantly, the alignment
between the 1T t2g states (which he discusses in terms
of dz2 , dxy and dx2−y2 states, with z oriented in the out-
of-plane direction) and the 2H dz2 state is inverted com-
pared to our results. Also, the reported splitting inside
the t2g shell (∼ 0.2 eV) is significantly smaller than the
value we obtained (0.74 eV) using the same coordinate
system.
In this work, by systematically investigating the ligand
field splittings across the family of materials, we have
come to the conclusion that the ligand field does indeed
have a stabilizing effect for 1H d1 and d2 TMDs, because
the singlet dz2 state is lower in energy than the 1T t2g
states for all materials considered. However, our quanti-
tative calculations also show that this effect is fairly small
(compared to the bandwidth or even compared to SOC-
induced lifting of degeneracies), so that band structure
effects are dominant and lead to a d′z2 Wannier function
much lower in energy when interorbital hybridization is
taken into account.
VII. CONCLUSION
In conclusion, using a modern Wannier-function-based
methodology, we have revisited the problem of the rela-
tive stability of the 1T and 1H phases in TMDs by es-
timating crystal and ligand field parameters for a broad
range of materials. Our results show that the ligand field
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alone plays only a small if any role in determining the
most stable phase, because the ligand field splitting of the
low-energy triplet in the 1H phase is not large, and be-
cause the low-energy dz2 singlet state is found to be close
in energy to the t2g triplet of the 1T phase. This allowed
us to conclude that intersite effects are dominant, so that
the role of the ligand field is mostly an indirect one:
giving rise to low-energy triplets with different orbital
character in the two polymorphs. We have also found
that, because of the universality of the band structure,
the variation of the calculated parameters vary smoothly
across the family of materials and follow trends that can
be understood using simple chemistry arguments. Fi-
nally, our calculations show that the total ligand field
splitting of the d-like states in TMDs arises from various
contributions, i.e. from electrostatic repulsion effects and
from the hybridization with the ligands’ s, p and d states,
that are all of a similar magnitude. Therefore, simplified
models, considering for instance only pd bonding, should
not be quantitatively correct.
A remaining question is that of the higher stability of
the 1T phase for group IV TMDs, that are character-
ized by empty d bands. Quantifiying the effect of the
repulsion between ions in the two coordinations would
be an interesting next step in further elucidating the ori-
gin of the occurrence of different phases in this family of
materials.
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