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Factoring a finite abelian group by its subsets is a direct product of these subsets 
giving the group. The paradigmatic problem of the theory of factorization is to 
describe conditions under which a subgroup must occur among the factors. Haj6s’ 
and Rklei’s theorems give the most significant results providing constraints to the 
structure and the cardinality of the factors, respectively. In this paper we introduce 
a different type of condition. Namely we show that if the factors are const~ct~ 
from subgroups by changing a few elements then a subgroup must occur among the 
factors and we prove an extension of RCdei’s theorem. D 1992 Academic PW.SS, IX. 
1. INTRODUCTION 
In 1942 G. Hajos [4] solved a famous geometrical conjecture of 
H. Minkowski proving the group theoretical equivalent of the problem. In 
order to formulate the result we introduce a convenient te~inology. Let G 
be a finite abelian group written multipli~atively and let B, A,, . . . . A, be 
subsets of G. If each b in B is uniquely expressible in the form 
b=a, . ..a., a,EA1,...,a,EA, 
and each product a, . .a a, belongs to B, that is, if the product A, e .. A, is 
direct and equals B, then B is said to be factored by subsets A,, . . . . A,. We 
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refer to the product A, . . . A, or the equation B = A, . . . A, as a factoriza- 
tion. IfeEBnAAln ..e n A,, where e is the identity element of G, then the 
factorization is called normed. The concept of factorization by subsets is an 
extension of the concept of direct product of subgroups. The subset 
consisting of the elements e, a, a*, . . . . a’-‘, that is, the “first r consecutive” 
elements of the cyclic subgroup generated- by the element a, is said to be 
a cyclic subset generated by the element a. The subset A is defined to be 
periodic if there is an element g of G with gA = A and g # e. Here g is called 
a period of A. 
The previously mentioned result of G. Hajbs asserts that in every fac- 
torization of a finite abelian group by cyclic subsets at least one of the 
factors is a subgroup. 
L. Fuchs [3] launched the problem of studying factorizations of periodic 
subsets instead of a group. Results can be found in [2, 71. The latter 
proved that in every factorization of a periodic subset of a finite abelian 
group by cyclic subsets at least one of the factors is a subgroup provided 
the periodic factor is a direct factor of the group. A group having more 
than one element is always a periodic subset so the above result generalizes 
Hajos’ theorem. 
Cyclic subsets are direct products of cyclic subsets of prime cardinality. 
So it may be assumed that all factors in Hajos’ theorem are of prime car- 
dinality. In 1965 L. Rtdei [S] generalized Hajos’ theorem by showing that 
in every normed factorization of a finite abelian group by subsets of prime 
cardinality at least one of the factors is a subgroup. 
This paper deals with factorizations of finite abelian groups as follows. 
Let us start with a factorization into a direct product of subgroups and try 
to construct new factorizations by changing some elements of the factors. 
The first result states that there cannot be a change of precisely one ele- 
ment in each subgroup. Then we show that a corresponding result holds on 
replacing the group by a periodic subset. Next, using a different method, 
we prove an extension of Rtdei’s theorem, namely that if G = A, . . . A, is a 
normed factorization such that either IAil is a prime or Ai is constructed 
from a subgroup by changing at most one element then one of the factors 
Ai is a subgroup. 
In the next section we show that stronger results hold for cyclic groups. 
RCdei [S] has shown that if p is the least prime factor of n, p is an n th root 
of unity, and a sum of m powers of p is zero then m >p. We show that if 
a sum of m powers of p is equal to a sum of k powers of p, where no pair 
of powers can be cancelled, then max(m, k) >p. By using this result we 
show that for a cyclic group of order n or a periodic subset of it one cannot 
obtain a factorization in which each factor differs from a subgroup in fewer 
than p elements without one factor being itself a subgroup. It is shown in 
Sands [6] that in factorizations of a finite cyclic group by subsets of prime 
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power cardinality one of the factors is periodic. This can be viewed as a 
sharper form of Redei’s theorem for cyclic groups. Here we show that if G 
is cyclic of order n and G = A, .-- A, is a factorization, where either IAi 1 
is a prime power or Ai is constructed from a subgroup by changing fewer 
that p elements, then one of the subsets Ai is periodic. The same result 
holds for factorization of periodic subsets which is also a direct factor of G. 
Examples show that this result cannot be extended for noncyclic groups 
without any suitable extra condition. Finally we show that if G = A, . . . A, 
is a factorization in which each factor Ai differs from a subgroup in fewer 
than p elements and 1 A 1 1, . . . . ) A, I are pairwise coprime then one of the Als 
is a subgroup. 
2. FACTORS CONSTRUCTED FROM SUBGROUPS BY CHANGING ONE ELEMENT 
If x is a character and A is a subset of G, then x(A) denotes 
Following RCdei [S] we call the set of characters x of G for which x(A) = 0 
the annihilator of A and we denote it by Ann (A). He observed that A = A’ 
if and only if x(A) = x(A’) for all characters x of G. Consequently in the 
factorization G = AB the factor A can be replaced by A’ if (Al = IA’1 and 
Ann (A) c Ann (A’). 
LEMMA 1. Zf A is a nonempty subset of a finite abelian group then the 
nonidentity elements of the subgroup 
H= n a-‘A 
(ISA 
are all the periods of A. 
Proof. Let A = {a,, . . . . a,} and suppose that gE H\(e). There are 
elements bI , . . . . b, E A such that 
g=b,a;‘=b,a;‘= . . . =b,,a;‘. 
Clearly b 1, . . . . b, are different elements so they are all the elements of A. 
Consequently 
gA = {ga,, . . . . ga,} = (b,a,‘a,, . . . . b,a;‘a,} = (b,, . . . . b,} = A. 
Sometimes the periodicity of the subset A concludes that A is a 
subgroup. This is the situation when A is a cyclic subset or A is of prime 
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cardinality and contains the identity. The following lemma describes a 
further case. 
LEMMA 2. Let A be a periodic subset and let H be a subgroup of a finite 
abeliangroupsuch that IAI=IH123 and IAnHI>IAI-1. Then A=H. 
Proof. If A #H then there exists a E A with a$ H. Let g be a period 
of A. Then gb = a for some b E A n H. Since IA n HI 2 2 there exist 
h, h’ E A n H with gh = h’. Hence g E H. It follows that a E H. Hence A = H. 
LEMMA 3. Zf A is a subset and H is a subgroup of a finite abelian group 
G such that IAl =IHI<2lAnHI then Ann(A)cAnn(H). 
Proof Let x E Ann (A). If x q! Ann (H) then, since H is a subgroup, 
X(h) = 1 for all h E H. Then 
O= c x(a)= c x(a)+ 1 x(a)=IAnHl+ 1 x(a). 
USA o.sAnH asA\H osA\H 
Hence 
l~~~l=~~~,H~~~~/~~~,Hl~~~~l=l~\~l. 
This contradicts IAl < 2/A n HI. Hence x E Ann (H). 
From the remark about the replaceable factors it follows that in the 
situation described in Lemma 3 if we have a factorization G = AB then we 
also have G = HB. 
The following result is motivated by Theorem 9 of [7]. 
THEOREM 1. Let G = A 1 . . . A,, be a factorization of the finite abelian 
group G, where for each i there is a subgroup Hi of G such that 
IAil = [HiI 23 and JA,n HiI 2 IAil - 1. Then Ai= Hi for some i. 
Proof If Ai = Hi for some i then the result holds. So we may suppose 
that I Ai n Hi I = I Ai I - 1 for each i. Since I Hi I > 3 it follows from Lemma 3 
that in the factorization we may replace Ai by Hi. Now there exist aiE Ai, 
hiE Hi with ai4 Hi, hi4 A;. Let ai= hidi. Clearly di# e, but x(Ai) = 0 
implies x(H,) = 0 and so X(a,) = x(hi) and x(d,) = 1 for each 1 E Ann (A;). 
If n = 1 then the result is trivial and so we proceed by induction on n. 
The factor Ai can be replaced by Hi to give the factorization 
G/H; = fi (A,H;)/H;. 
j-1 
j#i 
481/151/l-2 
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By the inductive assumption some factor (AjZ-ZJ/Hi is equal to (HjHi)/Hi. 
This implies that djE Hi. Thus, for each i, there exists f(i) #i such that 
dfCiJ E Hi. There must be a cycle (i,, i,, . . . . i,) with 
f(il)=i2,f(i2)=i3, . . . . f(i,-l)=i,,f(ir)=i,. 
Now A;..A,=H,;..H,=H. 
Since the product is direct and IA jk 1 = IH, 1 we have a factorization of 
the subgroup H. If r < IZ then the inductive assumption implies that some 
Ai= Hi. If r = n then the elements dj belong to n distinct subgroups 
H I, . . . . H, in a direct product giving G. It follows that there is a character 
x of G such that x(d,) # 1 for 1 <j< n. It then follows that x(A,) # 0 for all 
j which contradicts the factorization G = A i . . . A,. 
We generalize the previous result replacing the group G by a periodic 
subset. 
THEOREM 2. Let B be a periodic subset of a finite abelian group and let 
B= A, . . . A,, be a factorization. If for each i, 1 < i< n, there is a subgroup 
Hi with lAil = [HiI 23 and [Ain H,I > IAil - 1 then Ai= Hi for some i. 
Proof If n = 1 then we are done by Lemma 2. We proceed by induction 
on n. We will suppose that I Ai n Hi I = I A i I- 1 for each i and we adopt the 
notations of the previous proof. Let 
D= fi Aj. 
j=l 
j#i 
We prove that the product HiD is direct though not necessarily equal to 
B. Indeed, since the product AiD is direct the sets aD are disjoint for a E Ai. 
So hD n h’D = Qr for h, h’E Hi\{h,}. Consequently hiDn hD # Qr is 
impossible for h E Hi\ {hi}. Thus the subsets hD are disjoint for h E Hi and 
so the product HiD is direct. 
Let g be a period of B. Suppose first that gE Hi for some i. AiD =gA,D 
implies that {gh,, ai} D = (hi, gq} D and since gh,D n h,D = 0, then, 
a,D = h,D and either di is a period of D or di = e. In the first case we are 
done by the inductive assumption. In the second case Ai= Hi is the sought 
subgroup factor. 
Suppose that g 4 Hi. By [7, Theorem 11, g is a period of HiD since 
Ann (AiD) c Ann (HiD). Now gH, is a period of 
fi (AjHi)IHi. 
j=l 
j#i 
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The inductive assumption implies that some set (AjHi)/Hi is a subgroup. 
There is a cycle (ii, iZ, . . . . i,) with a factorization of a subgroup H into the 
product of r of the subsets A,. By the previous theorem one of these subsets 
is a subgroup. 
The next theorem is a common extension of Theorem 1 and Redei’s 
theorem. 
THEOREM 3. Let G=A, ... A, be a normed f~cto~i~~t~~n of the f;nite 
abelian group G. If for each i, 1~ i < n, either 1 A,1 is a prime or there is a 
subgroup Hi of G with IAi{ = jHil and lA,n HiI 2 (Ai] - 1 then one of the 
factors Ai is a subgroup. 
Proof: If the theorem is true then one of the factors Ai, let us call it B,, 
is a subgroup. Then from the resulting factorization of G/B, there is 
another factor, say BZ, such that B, B, is a subgroup. Eventually we have 
a reordering B,, B,, . . . . B, of the factors A,, A,, . . . . A, such that 
B, , B, B,, . . . . B, B, ’ + + B, 
are all subgroups. 
The theorem is clearly true if n = 1 and we proceed by induction on n. 
If each factor has prime cardinality then the result follows from RCdei’s 
theorem. Thus we may suppose that one of the factors, say A, is not of 
prime cardinality and so there is a subgroup H, with 3 < IA, I = [H, I = 
/Al n H, I+ 1. By Lemma 3 we may replace A, by H, . The inductive 
assumption applied to the factorization of G/H, leads to a reordering 
B 2, . . . . B, of A*, . . . . A, such that 
Hl,H,B2 ,..., H,&...B, 
are subgroups of G. Let H, B, . . . B, _ i = K. If A, c K then we have a fac- 
torization K = A, B, . . . B, _ i , from which we can conclude that one of the 
factors is a subgroup. If A, # K then, letting a, E A,, h, E H,, a, $I!?,, 
h, 4 A,, a, = h, d, as before, we have a, $ K. G = KB, is a factorization and 
so a, --I E b’K for some b’ E B,. Thus b’a, E K. Let 
C=(Ai\iaf))u VW. 
Then Cc K and all products in CB, . . . B, _ , occur in A i A, . - . A,, . Thus we 
have a factorization K = CB, . . . B, _ 1. By the inductive assumption it 
follows that if no Bj is a subgroup then C is a subgroup of G. Since C and 
H, differ in at most one element it follows by Lemma 2 that C= H,. Now 
b’a, E H, implies b’a I=h, and so b’=d;‘#e and d;‘eB,. Now we may 
replace the factor B, by b-‘B, for any b E B, and repeat the argument. 
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Since d, depends only on A,, H, and not on the other factors the argument 
above provides d; ’ E b- ‘B, for all b E B,. Hence 
d;% n b-‘B, 
bcB, 
By Lemma 1, B, is periodic. If IB, 1 is a prime then B, is a subgroup. 
Otherwise Lemma 2 implies that B, is a subgroup. 
We would like to point out that the example of Fraser and Gordon [2] 
shows that Theorem 3 does not extend to the case replacing the group by 
a periodic subset. This means that although Theorem 3 implies Theorem 1 
the method of the first proof is essential in the proof of Theorem 2. 
3. FACTORS CONSTRUCTED FROM SUBGROUPS BY 
CHANGING MORE ELEMENTS 
For finite cyclic groups stronger results hold. If G is cyclic with generator 
g then with each subset A of G, where 
A = {gel, . . . . g”} 
we associate the polynomial 
A(x)= f x9. 
j=l 
We may assume that 0 < ej < IGI - 1. As usual we have a factorization 
G=A, . . . A, if and only if 
A,(x)-..A,(x)=G(x) (mod xlGl - 1). 
If FJx) denotes the dth cyclotomic polynomial then, for each d 1 ICI, 
d> 1, we have that FJx) divides both G(x) and xlGl - 1 and so FJx) 
divides AJx) for somej. 
LEMMA 4. If G is a cyclic group and the subset A of G has prime power 
order and is a direct factor of G, then if F,,, (x) divides A(x), the subset A 
is periodic. 
Proof: This follows as in [6, Theorem1 1. 
RCdei [S] has shown that if p is a primitive nth root of unity and a non- 
empty sum of powers of p is equal to zero then the number of terms in the 
sum is at least p, where p is the least prime factor of n. In our next result 
we generalize this. 
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THEOREM 4. Let p be the least prime factor of n and let p be a primitive 
n th root of unity. Suppose that 
pa’ + . . . + p”m = pbl + . . . + pb”, 
where ai, bj are integers, max(m, k) 2 1, pa’ # pb for any pair i, j. Then 
max(m, k) >p. 
Proof: We proceed by induction on the number of prime factors of n. 
First, let n =p’. We may assume that 0 i ai, b, < n - 1. Then p is a zero 
of the polynomial 
f(X)=Xal+ . . . +xam’mxbl- . . . dXbk 
and so F,,(x) divides f(x). Since f(x) = F,,(x) g(x) and 
F,,(x) = 1 + xpe-’ +x2Pe-‘+ ,.. +x(P-lw-L 
we have degree g(x) <p’- ’ and so g(x) = gdx) - g2(x), where gl(x), g2(x) 
each have coefficients in (0, 1 } and 
&e(x) g,(x) = x0’ + . . . + xam, F,e(x) g*(x) = Xb’ + . . . + Xbk. 
Therefore p divides each of m, k. Hence max(m, k) 2 1 implies max(m, k) >p. 
Now let n = p%, where p does not divide U. We assume the result true 
for integers with fewer prime factors than n and so true for U. Let q >p be 
the least prime factor of U. We may set p = ~7, where Q is a p’th primitive 
root of unity and r is an uth primitive root of unity. Let 
aiEc. I7 
where 0 6 ci, dj d p’ - 1. Then 
bj E dj (mod p’), 
m k 
i=l j=l 
From the irreducibility of Fti(x) over the field of uth root of unity we have 
that F,.(x) divides 
f(x) = g Z’IiXC’ - i &x4. 
i=l j=l 
Once again there exists g(x) of degree <p’-’ such that 
pp-‘-1 p-1 
f(x)=(l+K’+ ... +x(p-')pe-')g(x)= 1 1 fr,,sx’+V+’ 
t-=0 s==o 
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Thus, for each r, 0 6 r <p”- ’ - 1, the coefficients of f(x) satisfy 
.II,o=L,1= *‘- =Lp--l. 
Now 
f,, s = 1 Tai - 1 r”j, 
where these summations are taken respectively over ail i such that 
ci = r + spe-’ and all j such that dj = r + sp’- i. Empty summations are by 
convention equal to 0. We may choose a fixed r such that at least one s, 
exists such that one of the summations in fr, s, is nonempty. If for some s2 
both summations are empty then from f, s1 = 0 we obtain C P = 2 zbl and 
the conditions of the theorem are satisfied. By the inductive assumption we 
have max(m, k) >q>p. So we may assume, for each s, that at least one 
summation is nonempty in fr,,. Now if for each s the summation in i is 
nonempty then each of these p summations contributes at least one term 
to m and so m 2-p. Similarly if all the summations in j are nonempty we 
have k >p. So we may assume that there are w  z 1 values of s for which 
the summation for f,, s is nonempty in i, but empty in j, that there are u > 1 
values of s for which the summation for f,,, is empty in i but nonempty 
in j, and that for the remaining p - (u + w) cases both summations for f,., s 
are nonempty. Choose s3 from the w  values of s above and sq from the u 
values. Then fr, so = f, sq gives x P + C 74 = 0, where the summations are 
nonempty. It follows by the inductive assumption that the total number of 
terms in the two summations taken together is at least q. If v 2 2, w  > 2 we 
can use this result for two distinct pairs and so obtain m + k > 2q > 2~. 
Hence maxfm, k) >p, in this case. Otherwise we have either v = 1 or w  = 1. 
Let us assume that w  = 1. We then have p - 1 values of s for which the 
summation in j is nonempty. If k <p each such summation can consist 
of one term only, including the case sq used above. This case leads to 
m + 12 q >p from above and so to m >p. Hence in all cases we have 
max(m, k) >p. 
LEMMA 5. Let G be a cyclic group and let p be the least pr~e~a~tor of 
IGI. If A is a subset of G and H is a nonidentity subgroup of G suck that 
IAJ < IA n HI +p, IHI < IA n H( +p, and F,,,(x) diuides A(x) then A = H. 
Proof Since H is not the identity subgroup it follows that F,,,(x) 
divides H(x). Let IAJ-IAnHI=m<p and IHI-IAnHI=k<p. Let p 
be a JG( th primitive root of unity. Then from F,,,(x) divides A(x) and 
F,,,(x) divides H(x) we have A(p) = H(p) = 0. When we cancel identical 
terms in A(p) = H{ p) we leave a sum of m powers of p arising from 
A \(A n H) equal to a sum of k powers of p arising from H\(A n H). Since 
m <p and k <p it follows from Theorem 4 that m = k = 0. Thus A = H. 
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THEOREM 5. Let G be a cyclic group, let p be the least prime factor of 
ICI, and let B be a periodic subset of G. Zf B = A 1 . . . A,, is a factorization, 
where, for each i, there is a nonidentity subgroup Hi such that 
lAil < jAinH,j +p and lHil e lAin Hii tp, then A,= Hifir some i. 
Proo$ All periods of B together with the identity element of G form a 
subgroup K. Then B= KC is a factorization for some subset C of G and so 
B(x) = K(x) C(x) (mod xiG’ - 1). 
Since F,,,(x) divides K(x) it follows that FIG,(x) divides B(x). From the 
factorization B = Al . . . A,, it follows that 
B(x)=AA(x)...A,(x) (modx~G~-l) 
and so that F,;,,,(x) divides A,(x) *.-A,(x). From the irreducibility of 
FIG,(x) over the rationals it follows that FiG,(x) divides Ai for some i. 
Hence by Lemma 5 we have A i = H,. 
THEOREM 6. Let G be a cyclic group, let p be the least prime factor of 
JGI, and let the periodic subset B of G be a direct factor of G. Let 
&=A, . . . A,, be a factorization such that for each i either 1 Ai I is a prime 
power or there exists a nonidentity subgroup Hi of G such that 
lAij < lAinHjl +p and IHi/ < lAinHi +p. Then one of these subsets Ai is 
periodic. 
Proof: As in Theorem 5 we have that Ficr (x) divides Ai for some i. 
Since Ai is a direct factor of B and B is a direct factor of G it follows that 
Ai is a direct factor of G. If lAil is a prime power it follows by Lemma 4 
that Ai is periodic. Otherwise there exists a subgroup Hi of G satisfying the 
conditions of Lemma 5. In this case Ai = H, and so Ai is periodic. 
If we compare Theorem 2 and Theorem 5 we see that in going from the 
general case to the cyclic case essentially we have been able to replace “dif- 
fering in at most one element” by “differing in at most p - 1 elements.” We 
should note that Theorem 5 does not hold true in the noncyclic case. For 
p > 3 de Bruijn Cl] has given a facto~zation G = AB of the elementary 
abelian group of order p3. In this facto~zation neither A nor B is periodic, 
A has cardinality p, and differs in-two elements only from a subgroup of 
order p, B has cardinality p2 and differs in p - 1 elements only from a sub- 
group of order p2. This construction is a special case of Theorem 2 of [ l]. 
For the sake of completeness we enclose the explicit construction. If 
H, K, L, and M are subgroups of G generated by xy, x, y, and z, 
respectively, where x, y, and z is a basis of G then let 
A= {x y p--l p-2 ,~~-~y~--l > u c~\&Y)p-2, cv)p-‘)I~ 
B=z~-‘Lu(M\(z~-~))K. 
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We exhibit another example for the cyclic case as well. If x, y, z of order 
p, q, r generate a cyclic group G, then G = AB is a factorization of G, where 
A = (e, x, . . . . xp- ’ ) fw, ...,Yq-2,Yq-‘2), 
B= (e, z, .a., zr-‘, z’-Ix]. 
Now A and B are not subgroups, although A is periodic. The factor A 
differs in p elements from the generatum of x, y, an B differs in one element 
from the generatum of z. 
LEMMA 6. Let p be a primitive n th root of unity and let p be the least 
prime factor of n. If 
p”’ -t . . . + p” = 0, 
where the a,‘s are integers and 1~ m < 2p - 1, then m divides n, 
Proox First let PT =p”. 
i, pai= 
then implies that p divides m. From 1 <m < 2p - 1 it follows that m =p. 
Now let n =p%, where p does not divide u and make the inductive assump- 
tion that the result holds for U. We can write p = CZ, where e and T are 
primitive p’th and uth roots of unity, respectively. Let 
Then 
ai=bi (mod ~‘1, O<bb,<ppe-- 1. 
0 =: 5 p~t = ‘f Tadbi. 
i= 1 i=l 
By the irreducibility of F,,(x) over the field of the uth roots of unity it 
follows that F@(x) divides 
From this it follows that for each b, 0 < b <pe-’ - 1, that C t%, taken over 
all i with b, s b + rp’- ’ (mod p’) is independent of r, 0 < r <p - 1. Here 
empty summations are interpreted as zero. We may choose b such that at 
least one such sum in nonempty and let m, be the number of terms in the 
rth sum, 2 z”‘= &. Now summing over r but fixing these values of b we 
have 
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By Redei’s result we have C m, >p. Since m < 2p - 1 we cannot have two 
such values of b with nonempty sums. Hence C m,=m. If p6 =0 then 
C Yi = 0 implies that either m, = 0 or m, > q >p, where q is the least prime 
factor of u. m < 2p - 1 implies that only one r can exist with m, # 0 and so 
m, =m. As z is a primitive uth root of unity the inductive assumption 
implies that m divides u and so m divides n. 
Suppose ,u~ # 0. Then m, > 1 for 0 < r <p - 1. Then C P = C rut, where 
these summations have m, and m, terms, respectively, implies either 
m,=m, or max(m,, m,) > q, by Theorem 4. If some m,> q then 
m=Cm,>q+p-112p. Hence m,=m, for all r and so m=pm,; then 
1 <m < 2p - 1 implies m =p which divides n. This completes the proof. 
The last result deals with general groups. 
THEOREM 7. Let G = A, . . . A,, be a normed factorization of the finite 
abelian group G and suppose that p is the least prime factor of IGI. If for 
each i there exists a subgroup Hi of G such that 1 Ai 1 = 1 Hi 1 < I Ai n Hi I +p 
and if IA, I, . . . . I&I are pairwise coprime then Ai = Hi for some i. 
Proof. We introduce the notations 
IAil = /HiI = li, IAi\Hi I = mi, Hi= {hu: 1 <j</,}, 
Ai= {h,: 1 <jd&-m,} u {h,d,: Zi-mm,+ 1 <j<r,}, 
where dii # e. 
Suppose first that m, = . . . = m, = 1. If each IAil > 3 then the result 
follows by Theorem 1. If for some i, IAil = 2 then the result follows by 
Theorem 3. So we may suppose that mi > 1 for some i. We proceed by 
induction on IGI +m,+ . . . +m,. 
Now since H I, . . . . H, are subgroups of G whose orders are pairwise 
coprime it follows that G is the direct product of these subgroups. For each 
i let 
Ki= fi Hj. 
j=l 
i#i 
Then G is the direct product of Hi and Ki. Each element aijE Aj may be 
written as a product h;k, of elements hiiE Hi and kijE Ki in a unique way. 
If IAi I 2 2p then by Lemma 3 we have Ann (Ai) c Ann (Hi). Suppose 
jA,l<2p-l and let x(Ai)=O. If x(Hi)#O, then X(h)=1 for all hEHi. 
Hence 
0= i X(av) = i X(h;k,) = i X(k,). 
j=l j=l j=l 
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Now I is a llv, 1 th root of unity and 1~ li < 2p - 1~ 2q - 1, where q is 
the least prime factor of I&(. By Lemma 6 it follows that li divides ( Ki I. 
This contradicts the fact that 
JKi{ I= iii ii 
j=l 
j#i 
and Ii, 4 are coprime. It follows that Ann (Ai) c Ann (Hi) in all cases. 
So we may replace Ai by Hi and obtain a factorization 
G/H, = fi (AjHi)/Hi. 
j=l 
j#i 
We may apply the inductive assumption here to obtain s =f(i) # i with 
ASH,= H,H,. It follows that dsjE Hi for each j, /,-m, + 1 <j< I,. Thus 
there is a cycle (il, iz, . . . . i,) with 
f(il)=i2,f(i2)=i3, . . . . f(i,l.l)=i,,f(i,)=il. 
If r <n then as before we have A,. . . A,= Hi,..- Hi, and the inductive 
assumption implies that Ai = H, for some ie (i, , . . . . il>. So we may suppose 
that r = n. 
If for each x E Ann (AJ and some j we have x(dii) = I, then we may 
replace h,d,E A, by h, to obtain Ai and then replace Ai by Ai in the fac- 
torization of G. This reduces mi by 1 and so by the inductive assumption, 
we have either A, = H, for some t # i as required, or else Ai = Hi. This 
second gives mi= 1. Thus we may suppose that there exist i,j and 
x E Ann (Ai) with x(d,) # 1. Now from 0 = ;y(Ai) = x(H,) we have, after can- 
cellation of terms, a sum of at most p - 1 IGI th roots of unity equal to 
another such sum. This contradicts Theorem 4 unless both sums are empty. 
So there must exist c with ~(h~d~) = X(h,). In the cycle above we have r = y1 
and so there exists sfi with d,E Hs, where f(s)= i Now X(d,) is an 
j Hs 1 th root of unity and x(h,), X(h,) are IH, 1 th roots of unity. Now 
JHi 1, IH, I are coprime which contradicts 1 # x(d,) = X(h,)-’ X(h,). This 
completes the proof. 
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