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Purpose: To investigate in three institutions, The Netherlands Cancer Institute (Antoni van Leeuwenhoek 
Huis [ AvL]), Dr. Daniel den Hoed Cancer Center (DDHC), and Dr, Bernard Verbeeten Institute (BVI), 
how much the patient setup accuracy for irradiation of prostate cancer can be improved by an offline setup 
verification and correction procedure, using portal imaging. 
Methods and Materials: The verification procedure consisted of two stages. During the first stage, setup 
deviations were measured during a number (A’,& of consecutive initial treatment sessions. The length of 
the average three dimensional (3D) setup deviation vector was compared with an action level for corrections, 
which shrunk with the number of setup measurements. After a correction was applied, N,,,, measurements 
had to be performed again. Each institution chose diierent values for the initial action level (6, 9, and 10 
mm) and N,, (2 and 4). The choice of these parameters was based on a simulation of the procedure, using 
as input preestimated values of random and systematic deviations in each institution. During the second 
stage of the procedure, with weekly setup measurements, the AvL used a different criterion (“outlier 
detection”) for corrective actions than the DDHC and the BVI (“sliding average”). After each correction 
the first stage of the procedure was restarted. The procedure was tested for 151 patients (62 in AvL, 47 in 
DDHC, and 42 in BVI) treated for prostate carcinoma. Treatment techniques and portal image acquisition 
and analysis were different in each institution. 
Results: The actual distributions of random and systematic deviations without corrections were estimated 
bynating the effect of the corrections. The percentage of mean (systematic) 3D deviations larger than 
5 mm was 26% for the AvL and the DDHC, and 36% for the BVI. The setup accuracy after application 
of the procedure was considerably improved (percentage of mean 3D deviations larger than 5 mm was 
1.6% in the AvL and 0% in the DDHC and BVI), in agreement with the results of the simulation. The 
number of corrections (about 0.7 on the average per patient) was not larger than predicted. 
Conclusion: The verilication procedure appeared to be feasible in the three institutions and enabled a 
significant reduction of mean 3D setup deviations. The computer simulation of the procedure proved to be 
a useful tool, because it enabled an accurate prediction of the setup accuracy and the required number of 
corrections. 
Portal imaging, Setup accuracy, Decision rules, Prostate cancer. 
INTRODUCTION 
Electronic portal imaging devices (EPIDs) are increas- 
ingly used in clinical practice to improve setup accu- 
racy. In comparison with portal films, acquisition is 
faster and the evaluation is greatly facilitated by using 
computerized analysis methods ( 10, 11, 23). 
Portal image analysis has shown that both the sys- 
tematic and the random component of the setup devia- 
tion during a treatment session are important (3, 12, 
13, 19). In principle, both components can be corrected 
by using online setup verification procedures with deci- 
sions on corrective actions taken during each treatment 
session. Recently, results of various online setup veri- 
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fication procedures were reported (5, 8, 9). These re- 
ports showed that online procedures would involve a 
considerable workload. 
Online procedures are possibly not required when 
random deviations are small. In this case, an offline 
procedure can be used, to correct systematic deviations 
only. Random deviations can be incorporated as a small 
margin around the clinical target volume, with the mag- 
nitude of the margin depending on the standard devia- 
tion (SD) of the distribution of random deviations 
(22). A difficulty with offline procedures is, however, 
that each measured setup deviation is the sum of a 
random and the systematic deviation. When and how 
corrective actions should be performed is not obvious 
and criteria for performing corrections are still a subject 
of discussion ( 14, 16, 20, 2 1) . Recently, some theoreti- 
cal procedures were proposed to deal with this problem 
(2, 6, 21, 28)) but until now there have been no reports 
available about the clinical results of one of these pro- 
cedures. 
In an earlier paper (2) we described an offline proce- 
dure, using a shrinking action level, which could be 
adapted to various clinical conditions. This procedure 
aimed at reducing systematic deviations as much as 
possible. A computer simulation of the procedure was 
performed, in which parameters of the procedure were 
varied. To enable the simulation, a preestimate of the 
distribution of systematic and random deviations was 
required. As output, the resulting setup accuracy was 
provided as a function of the required number of portal 
images and setup corrections. It turned out that, for a 
specific level of accuracy, a compromise had to be made 
between the number of portal images and corrections. 
Hence, different institutions could make different 
choices for the parameters of the procedure depending 
on their specific demands. 
The aim of this study was to investigate in three 
different institutions whether an offline three dimen- 
sional (3D) setup verification procedure is feasible in 
clinical practice, whether the procedure is efficient in 
reducing systematic deviations, and whether the im- 
provement of patient setup accuracy could be predicted 
by a simulation of the setup verification procedure (2)) 
using preestimated distributions of random and mean 
(systematic) deviations. 
METHODS AND MATERIALS 
Three institutions in the Netherlands were involved in 
this study, namely The Netherlands Cancer Institute (An- 
toni van Leeuwenhoek Huis) in Amsterdam (AvL), the 
Dr. Daniel Den Hoed Cancer Center in Rotterdam 
(DDHC) and the Dr. Bernard Verbeeten Institute in Til- 
burg (BVI). Parameters will be labeled with AvL, 
DDHC, or BVI for the corresponding institution. The 
study started in January, 1993 in the AvL, in December, 
1993 in DDHC, and in January, 1994 in the BVI, and 
ended in November, 1994. 
Patients and treatment 
The patients in this study were treated for prostate car- 
cinoma. The total number of patients involved in the eval- 
uation of the verification procedure was 151 with 62 pa- 
tients in the AvL, 47 patients in the DDHC, and 42 in 
the BVI. 
Treatment preparation was similar in the three institu- 
tions. A computed tomography (CT) scan of the pelvic 
region was performed and the patient’s skin was tattooed 
(marked in the DDHC) to indicate a tentative isocenter. 
During treatment planning, a new isocenter was defined 
by a 3D shift with respect to the tentative isocenter, when 
necessary. In the BVI, the vertical position of the new 
isocenter was defined with respect to the treatment room 
coordinate system, taking into consideration the estimated 
bending of the treatment table. 
During the subsequent treatment simulation, lines were 
drawn on the skin to mark the definitive isocenter, in the 
AvL and the DDHC. In the BVI, asymmetric collimator 
settings and/or table shifts with respect to the tattooed 
tentative isocenter were used for correct positioning. 
On the treatment machine, patients were positioned by 
aligning the lines, drawn during the simulation, with laser 
beams in the three main directions, in the AvL and the 
DDHC. In the BVI, the tattoos (indicating the tentative 
isocenter) were aligned with laser beams in the horizontal 
plane only. Subsequently, the table height was adapted, 
using the calculated position of the isocenter with respect 
to the table, thus defining the origin for the subsequent 
procedure. In some patients, a change of the tentative 
isocenter was required in the horizontal plane; in these 
cases, a prescribed translation of the table was performed, 
relative to this origin. 
The treatment techniques were different for the three 
institutions (Table 1) . In the AvL, the conformal simulta- 
neous boost technique (, 15) was applied with three or- 
thogonal fields ( 8 MV) . In the DDHC, the gantry angle 
for the left lateral field ranged between 90” and 105” and 
for the right lateral field between 255” and 270”. In this 
institution, about half the number of patients were treated 
with rectangular fields (the majority with 25 MV), the 
other half treated with conformal fields (25 MV) , defined 
by a multileaf collimator. In the BVI, a four-field box 
technique with rectangular fields was applied ( 10 MV). 
In the lateral fields, the collimator was rotated (collimator 
angle usually between 0” and 30”) to obtain a maximal 
sparing of the rectum. 
Portal image acquisition and analysis 
In total, 4497 portal images were analyzed (2019 in 
the AvL, 1462 in the DDHC, and 1016 in the BVI). In 
the AvL and the DDHC, all fields of a treatment session 
were imaged. In the BVI, portal images were made of 
the anterior-posterior (AP) and left lateral field only. 
The three institutions had different types of electronic 
portal imaging devices (Table 1) and used different meth- 
ods of image analysis. 
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Table 1. The treatment techniques, imaged fields and imaging systems of the three institutions 
Institution AvL DDHC BVI 
323 
Treatment technique 
Fields 
Wedges 
Number fractions 
Portal images 
Imaged fields 
Imaging system 
Three fields Three fields 
(AP and two lateral) (AP and two lateral oblique) 
Lateral fields Lateral fields 
35 33 
All fields All fields 
Varian Portal Vision Philips SRI 100 
Four fields 
(AP, PA and two lateral) 
Not used 
35 
AP and left lateral 
General Electric 
Targetview 
AvL: The Netherlands Cancer Institute (Antoni van Leeuwenboek Huis); DDHC: Daniel den Hoed Cancer Center; BVI: Bernard 
Verbeeten Institute; AP: Anterior-posterior; PA: Posterior-anterior. 
In the AvL, a portal imaging device ’ was used that was 
based on a matrix of ionization chambers (25 ) . Digitally 
reconstructed radiographs ( DRRs) were made during the 
planning and used as reference images ( 1). The DRRs 
and the corresponding field outlines were imported into 
the portal image analysis system (23). On this reference 
image, a drawing of the bony anatomy was made. In the 
portal image, the field edges and the bony anatomy were 
detected and matched to the reference drawings automati- 
cally ( 10, 11) and corrected manually when necessary. 
The accuracy of this method was estimated to be about 
0.7 mm ( 1 SD) for the caudal-cranial direction in both 
the AP and lateral fields. For the left-right direction in 
the AP field and the ventro-dorsal direction in the lateral 
field, the accuracy was estimated to be 0.3 mm and 1.0 
mm ( 1 SD), respectively ( 11) . 
In the DDHC a camera-based portal imaging device* 
(26) was applied. The digitized simulator film was used 
as reference. Anatomical landmarks were indicated on the 
reference image and on the portal image and a landmark 
match of both images was performed. This match method 
was estimated to be accurate within 1 mm (1 SD). 
A camera-based portal imaging system3 ( 17) was also 
used in the BVI. The digitized simulator film served as 
reference image. The procedure for the analysis of portal 
images was very similar to the procedure used in the 
AvL; the only difference was that the anatomy in the 
portal image was delineated and matched by entirely 
manual techniques. The method was estimated to be 
equally accurate as in the AvL, with the exception of 
measurements in the lateral fields. Due to the larger in- 
terobserver variability (almost all of the technicians per- 
formed the anatomy alignment), the accuracy of these 
measurements was estimated to be within 1 mm (1 SD) 
for both directions. 
30 setup deviations 
In a previous study, it was shown that for prostate 
treatments, deviations in a particular direction, as mea- 
sured in more than one field of a treatment session, were 
sufficiently correlated to allow the calculation of one sin- 
gle 3D setup deviation vector (3). By computing the 
average deviation in a particular direction, the effect of 
the measurement error is reduced. The three main direc- 
tions are denoted by X, Y, and Z, with the X axis corre- 
sponding to the left-right direction, the Y axis corre- 
sponding to the caudal-cranial direction, and the Z axis 
corresponding to the dorsal-ventral direction. 
For the AvL, images were acquired for the three treat- 
ment fields: the AP, left lateral (LL), and right lateral 
(RL) field. For the X component of the 3D setup deviation 
vector, only the deviation from the AP field was available, 
X AP. The deviation in the Y direction was taken to be 
equal to the average of the Y deviations in the three fields, 
(YAP + YRL + YLL)/3. The deviation in the Z direction 
was taken from the deviations along this axis of the two 
lateral fields, (Z, + Z&/2. For the DDHC, where three 
fields were also imaged, the same procedures were ap- 
plied for the X and Y direction. The deviation in the Z 
direction was computed as ([Z sin( - r)liu + [Z sin 
yILL)/2, with y being equal to the gantry angle of the 
lateral fields. 
In the BVI, four fields were given but only portal im- 
ages of the AP and the left lateral fields were acquired. 
The average of the deviations in the Y direction was 
calculated as (2YAP + Y&/3, thus taking the interob- 
server variability into account because the variability in 
the AP field was smaller than in the lateral field. The 
deviations along the X and Z directions were inferred 
from the AP and right lateral field, respectively, without 
calculation of an average. 
First stage of the veri$cation procedure 
The first stage of the verification procedure was a 3D 
extension of the one dimensional ( 1D) verification proce- 
dure with a shrinking action level described previously 
( 1) . Only translational setup errors were considered. Ro- 
’ Varian Portal Vision, Varian Radiation Division, Palo Alto, 
CA. 
3 General Electric Targetview, General Electric, Renelux. 
* Philips SRI 100, Philips Medical Systems Radiotherapy, 
Crawley, West Sussex, UK. 
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tational errors were not considered in the procedure, be- 
cause it has been shown in earlier studies that they are 
small for prostate treatments (3, 24). 
At the beginning of the treatment, during N,,, con- 
secutive treatment sessions, portal images were ob- 
tained. Of each treatment session, the 3D setup devia- 
tion was calculated (a measurement ). After each mea- 
surement, the length of the average vector of the 3D 
setup deviation vectors over the first N measurements, 
lLgI = I (X y7 a I. was calculated. The length of this 
average vector was tested against an action level c&l&, 
where (Y is the parameter indicating the initial action level. 
When j&g1 was larger than the action level, a setup 
correction was performed (i.e., the patient was reposi- 
tioned during the next treatment sessions by moving the 
isocenter over the average deviation in the three direc- 
tions) . After each correction, the calculation of the aver- 
age vector was restarted and N,,,, measurements had to 
be performed again. When a component of the required 
correction was smaller than a specific value, the correction 
was not applied in that direction. This value depended on 
the method of setup correction and was equal to 3 mm 
for the AvL and 2 mm for the DDHC and the BVI. 
To determine for each institution values for the parame- 
ters Lx and ac, a computer simulation of the procedure 
was performed, simulating the treatment of 10,000 pa- 
tients. The simulation required as input a preestimate of 
the standard deviation opre of the distribution of random 
deviations. Random deviations were assumed to be equal 
for different patients (3 ) . A preestimate of the distribution 
of systematic deviations without corrections, with a stan- 
dard deviation Cpre, was also needed to determine the 
expected workload. These data were obtained from earlier 
portal imaging studies in the three institutions (Table 2) 
(3, 4. 27). Both the systematic and random deviations 
were assumed to be normally distributed in the three di- 
rections. No correlations were assumed to exist between 
deviations in the three directions and the overall means 
were assumed to be equal to zero. 
For each patient in the simulation, the vector length of 
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the mean of the three directions, the mean 30 deviation, 
was calculated. All setup deviations were taken into ac- 
count in this mean 3D deviation, irrespective of setup 
corrections. For each institution, the percentage of mean 
3D deviations larger than 5 mm was plotted against the 
average number of measurements and corrections per pa- 
tient (Fig. 1) for varying values of cx and N,,,, . All institu- 
tions aimed at a reduction of mean 3D deviations larger 
than 5 mm to about 5% or less. To obtain this level of 
setup accuracy, a compromise had to be made between 
the number of measurements and corrections. The graphs 
of Fig. 1 enabled each institution to make a choice for 
the parameters that was optimal for their situation. 
As can be seen in Fig. 1, the desired level of setup 
accuracy was preestimated for the AvL with the parameter 
values NAVLmax = 2 and aAvL = 6 mm, resulting in 1.2% 
of the mean 3D deviations larger than 5 mm (Table 3 ) 
In the DDHC and the BVI, the setup accuracy without 
corrections was estimated to be lower than in the AvL 
and more measurements had to be performed to obtain 
the desired level of setup accuracy. Parameter values 
NDDHC 
max = NBV’,,,ax = 4 with initial action levels ~~unnc 
= 9 mm and (YBvr = 10 mm were chosen in the DDHC 
and the BVI, respectively. resulting in 2.4 and 5.6% of 
the mean 3D deviations larger than 5 mm (Fig. 1 and 
Table 3), respectively. For the three institutions, the num- 
ber of measurements and corrections (Fig. 1 and Table 
3) were acceptably low. 
Second stage of the verijication procedure 
When during N,,,,, consecutive treatment sessions no 
setup corrections were required, the first stage of the 
verification procedure was finished ( 1). This first stage 
was extended with a second stage to deal with large 
setup deviations that may arise during the course of the 
treatment. The cause of these deviations is yet unknown, 
but they can possibly be described as drifts, linear in 
time (7). Two different strategies for the second stage 
of the verification procedure were adopted. Both meth 
Table 2. Preestimates of the standard deviation of the distribution of random (a,) and mean (systematic) (C,) deviations 
in each institution, which were used as input for the computer simulation of the verification procedure (Fig. 1) 
Institution AvL DDHC BVI 
Pre-estimated distributions 
Authors Bijhold et al. (3) Creutzberg et al. (4) Vos et ul. (27) 
upre (mm) 2 2 2.5 
&se (‘nd 2 3 3 
Verification procedure 
First stage 
OJ (‘m 6 9 10 
Nn, 2 4 4 
Second stage Outlier Sliding Sliding 
(weeW) detection average average 
The standard deviations were assumed to be equal in the three directions. The overall mean was assumed to be zero for all 
distributions. The parameter values for the first stage of the procedure are the initial action level cz and the number of measurements 
that had to be performed at the start of the treatment or after a setup correction, N-. During the second stage of the verification 
procedure, after finishing the first stage, different decision criteria were used in the three institutions. 
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ods were based on a weekly check after the first stage 
of the procedure. 
In the AvL, it was tested after each weekly measure- 
ment if the vector length was outside the initial action 
level (czAvL = 6 mm) and if one of the components of 
the vector was more than 5 mm different from the last 
calculated average. If both conditions were fulfilled, an 
“outlier” was detected and the calculation of 1 d,“, j was 
restarted. The next day, a new measurement was per- 
formed and the average of the last two measurements 
was tested against the corresponding action level ( aAvL/ 
,/2 = 4.2 mm). 
For the DDHC and the BVI, a sliding average method 
was used ( 21, 27). After each weekly measurement, the 
vector length of the average of the last four measurements 
was calculated and tested against the lowest action level 
(i.e., 4.5 mm and 5 mm, respectively). Corrections were 
applied if this action level was exceeded. For all three 
institutions, the first stage of the verification procedure 
was restarted when a correction was required, otherwise 
the procedure continued with weekly measurements. 
Both methods were also simulated with the correspond- 
ing preestimated data of the institutions as input and the 
already chosen parameter combinations for (Y and N,,,,,. 
Due to the lack of a model for gradual trends or sudden 
shifts in the setup during treatment, these errors could not 
be taken into account in the simulation. However, during 
the second stage of the verification procedure, random 
variations and remaining systematic deviations resulted 
in additional corrections in the simulation without occur- 
rence of “real” gradual trends or sudden shifts of the 
setup. The simulation showed that these corrections re- 
sulted in a further substantial reduction of large mean 3D 
deviations (Table 3 ) compared with the first stage of the 
procedure. 
Implementation of the Procedure 
In the three institutions, portal image acquisition and 
analysis were performed by the technicians. In the AvL 
and the DDHC, the portal images were analyzed usually 
a few hour after the treatment session. In the BVI, the 
analysis was performed during the irradiation with the 
AP and RL fields, from which no portal images were 
acquired. The time required for analysis of the portal 
images of a treatment session was about 2-10 min. After 
matching the portal images with the reference images, the 
computer displayed decisions on corrective actions. In the 
AvL, the responsible physician checked and approved 
each setup correction. In the other two institutions, the 
DDHC and the BVI, the technicians applied corrections 
of the patient setup, without consultation of a physician. 
Setup corrections were implemented differently in the 
three institutions. In the AvL, new lines were drawn on 
the patient’s skin and patients were aligned with these 
new lines. In the DDHC, no new lines were drawn. When 
a correction was required, the patient was positioned 
using the original lines drawn during simulation and 
subsequently, the table was shifted according to the mag- 
nitude of the required correction. In the BVI, table shifts 
were already performed rather routinely during the treat- 
ment as a result of a change of the tentative isocenter 
during the planning. The overall correction was per- 
formed by moving the table over a distance equal to the 
sum of the setup correction and the already prescribed 
table movement. The setup correction procedure in the 
AvL resulted in a slight increase in the time (2-4 min) 
of that treatment session. In the two other institutions, 
the time of a treatment session was hardly prolonged 
due to setup corrections. 
Analysis 
An analysis of the data was performed to study the 
effect of the actual effectiveness of the verification proce- 
dure. The actual distribution of mean (systematic) devia- 
tions without corrections and the actual distributions of 
mean deviations after the first and second stage of the 
procedure were calculated. These last two distributions 
and the number of corrections and measurements were 
compared with the results of the simulation (using preesti- 
mated distributions) to evaluate the value of the simula- 
tion itself. 
Structure of setup deviations without the verification 
procedure. To estimate the actual effect of the setup veri- 
fication procedure, the setup deviations without the appli- 
cation of the verification procedure were estimated. The 
actual distribution of mean (systematic) deviations with- 
out corrections (SD denoted by &) was estimated for 
each direction by eliminating the effect of the setup cor- 
rections, both in the first and the second stage of the 
procedure. After each correction, the magnitude of that 
correction was added to the subsequent deviations. This 
distribution was tested for being normal, because a normal 
distribution was used in the simulation. 
For a patient, for whom the setup was corrected, the 
variances of the distribution of random deviations before 
and after each correction were calculated for each direc- 
tion. Subsequently, the weighted average of these vari- 
ances was calculated for each direction, resulting in the 
variance of the distribution of random deviations for this 
patient, a?. The variance of the distribution of random 
deviations for patients for which no corrections were ap- 
plied, was defined in the usual way, a? = xyz,(~, - 
$‘/(N - l), with xi a measured setup deviation in one of 
the three directions. The variance of the actual distribution 
of random deviations of the whole patient group, &, was 
computed by subsequently taking the average of the vari- 
ances of all patients. In the simulation, the preestimates 
of the distributions of random deviations were assumed 
to be normal with an SD that was assumed to be equal 
for each patient. Both assumptions were tested for all 
patients. 
In the simulation, no time-dependent gradual trends or 
sudden shifts of the setup during treatment were assumed. 
The occurrence of trends was studied by performing a 
linear fit of the deviations in three directions with time. 
Each slope was tested for being significantly different 
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AvL 
P(mean 3D>5 mm) (%) P(mean 3D>5 mm) (X) 
a= 
0 0.5 1 1.5 0 2 4 6 6 
number of corrections 
P(mean 3D>5 mm) (k) 
number of measurements 
DDHC 
P(mean 3D>5 mm) (%) 
a 
0.5 1 
number of corrections number of measurements 
Fig. 1. Simulation of the first stage of the procedure. The setup accuracy, expressed as the percentage of mean 
3D deviations larger than 5 mm, P(mean 3D > 5 mm), is plotted against the average number of corrections (a) 
and measurements (b) per patient. The initial action level (Y and the number of measurements, N-. that had to 
he performed at the start of the treatment or after each correction, were varied. The value of N,, is indicated 
near each point in the graph. 
from zero. A detailed analysis of trends is presented in 
the appendix. 
First stage of the verification procedure. The evalua- 
tion of the first stage of the procedure was confined to a 
test of the validity of the computer simulation, which 
served as a basis for the choice of the procedure parame- 
ters (Fig. 1) . The effects of corrections during the second 
stage of the procedure were eliminated. The setup accu- 
racy after application of the first stage of the procedure 
was subsequently determined by computing for each pa- 
tient the mean 3D setup deviation. The resulting actual 
distribution of mean 3D deviations after the application 
of the first stage of the procedure was tested for being 
significantly different from the corresponding preesti- 
mated distributions. Without corrections, these deviations 
are distributed as a x2 distribution and after the applica- 
tion of the procedure the tail of the distribution is cut off. 
In addition, the average number of measurements and 
corrections per patient during the first stage was deter- 
mined and compared with the results of the simulation. 
Total verijcation procedure. The total procedure, con- 
sisting of the first and second stage, was analyzed along 
the same lines as the first stage of the procedure. The 
actual distribution of mean 3D deviations and the average 
number of measurements and corrections per patient after 
application of the total procedure were calculated and 
compared with the results of the simulation. 
An individual patient setup with an SD of the distribu- 
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BVI 
P(mean 3D>5 mm) (%) 
50 
40 
30 
20 
IO 
P(mean 3D>5 mm) (%) 
a 
a= 
9mm 
x 
1Omm 
-0 
11 mm 
_.*. 
0 0.5 1 1.5 
number of corrections 
0 2 4 6 6 
number of measurements 
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Fig. 1. (Conr’d) 
tion of random deviations ((Yi ), which is larger than the 
standard deviation of the total group (a,,) can lead to 
repeated setup corrections for this patient ( 1) . Therefore, 
it was tested whether setups of individual patients with 
relatively large or small random deviations were signifi- 
cantly more or less corrected than the setups of the total 
group. 
Statistical procedures. Several statistical tests were 
used to determine the significance of the difference be- 
tween various quantities. The significance of the differ- 
ence between the actual distribution of mean 3D devia- 
tions and the corresponding preestimated distribution, as 
derived from the simulation, was calculated by using the 
Table 3. The preestimated setup accuracy without corrections 
and the results of the simulation of both the first stage of the 
verification procedure and the total verification procedure 
Institution AvL DDHC BVI 
Number of mean 30 deviations 
>5 mm (%) 
Without corrections 10.0 42.7 42.7 
First stage of procedure 1.2 2.4 5.6 
Total procedure 0.9 0.5 0.9 
Average number of measurements 
per patient 
First stage of procedure 3.2 5.7 5.8 
Total procedure 10.7 12.1 13.4 
Average number of corrections 
per patient 
First stage of procedure 0.8 0.7 0.7 
Total procedure 1.1 0.8 0.8 
As input for this simulation, the preestimated distributions of 
random and mean (systematic) deviations were used (Table 2). 
As a measure of the setup accuracy, the percentage of mean 
3D deviations larger than 5 nun was used. The resulting work- 
load was quantified by the average number of measurements 
and corrections per patient. 
Kolmogorov-Smirnov (K-S) test (18). An F-test was 
used to determine whether the SD of the distribution of the 
random deviations of individual patients was significantly 
different from the SD of the actual distribution of the 
whole group. 
A Monte Carlo simulation ( 18) was used to determine 
confidence levels of various quantities. This method is 
especially useful when a quantity is calculated from a 
distribution of measurements that is not normal, as with, 
for instance, the average of all setup deviations of all 
patients after application of corrections. The Monte Carlo 
simulation consists of the creation of an artificial “re- 
sult,” generated by randomly choosing data from the dis- 
tribution of measurements. This procedure is repeated 
( 10,000 times), resulting in a frequency distribution of 
the calculated quantity. Subsequently, the confidence lev- 
els of the calculated quantity can be determined. 
This Monte Carlo simulation was used to determine 
whether the overall means (the average overall deviations 
of all patients) were significantly different from zero and 
to test whether the preestimated and actual percentage of 
mean 3D deviations larger than 5 mm were significantly 
different. A Monte Carlo simulation was performed on 
the patient data to test the significance of differences be- 
tween the average number of measurements and correc- 
tions per patient according to the actual patient data and 
the simulation. Finally, the method was used to test 
whether the slopes, after fitting the deviations with time 
(see appendix), were significantly different from zero. 
RESULTS 
To enable evaluation of effectiveness of the verification 
procedure, results after elimination of the effect of correc- 
tions are presented first. Using these results, the validity 
of assumptions of of setup deviations statistics, made for 
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the computer simulation (Table 2) can also be tested. 
Subsequently, we present the evaluation of effectiveness 
of the first stage of the verification procedure in improving 
the setup accuracy, and a comparison with the outcomes 
of the simulation. Finally, such an evaluation and compar- 
ison are given for the total procedure, consisting of the 
first and second stages. 
Structure of setup deviations without the verification 
procedure 
The actual distributions of the mean (systematic) devi- 
ations (with SD C,,,) without corrections were estimated 
(Table 4) by elimination of the effect of corrections. Only 
for the AvL, along the dorsal-ventral axis, was this distri- 
bution significantly (p = 0.02) different from a normal 
distribution. For none of the institutions were the differ- 
ences between & and the corresponding preestimated 
values C,, (Table 2) significant. 
For the AvL and the BVI, the overall mean (i.e., the 
deviations averaged over all treatment setups of all pa- 
tients), was significantly (p < 0.001) different from zero 
for the caudal-cranial and the dorsal-ventral direction 
(Table 4). For the DDHC, the overall mean in the left- 
right direction was significantly (p < 0.001) different 
from zero. These overall means unequal to zero were 
most probably due to small systematic treatment machine 
inaccuracies. 
As a result of the overall mean being unequal to zero 
and because of the differences between the preestimated 
and actual distribution of mean (systematic) deviations 
without corrections, the corresponding distributions of 
Table 4. The actual distribution of mean (systematic) 
deviations without corrections, calculated by the elimination 
of the effect of the corrections, with the overall means and 
standard deviations (SDS) 
Institution AvL DDHC BVI 
Number of patients 
Number of mean 30 deviations > 
5 mm (%) 
Without corrections 
First stage of procedure 
Total procedure 
Average number of measurements 
per patient 
First stage of procedure 
Total procedure 
Average number of corrections 
per patient 
First stage of procedure 
Total procedure 
Total procedure, subgroup with: 
gi significantly smaller than oact 
gi significantly larger than oact 
62 47 42 
25.8 25.5 35.7 
11.3 2.1 4.8 
1.6 0 0 
2.6 5.4 5.2 
10.9 10.4 12.1 
0.4 0.5 0.4 
0.6 0.8 0.7 
0.4 1.1 0.6 
1.4 1.5 1.5 
The standard deviation of the actual distribution of random 
deviations (a,,) for all patients was calculated and subsequently, 
the percentage of patients with a standard deviation ci of the 
individual distribution of random deviations significantly @ < 
0.05) larger or smaller than tact was determined. 
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mean 3D deviations (Fig. 2) were significantly (y < 
0.01) different for the AvL and the DDHC. The differ- 
ences at the level of 5 mm (Tables 3 and 5) were also 
substantial for the three institutions. 
The SDS of the actual distribution of random devia- 
tions, aact (Table 4). for the three institutions were only 
slightly different from the SDS that were assumed in the 
simulation (Table 2). There were no patients with an 
actual distribution of random deviations significantly dif- 
ferent from a normal distribution. It was tested whether 
the SD of the distribution of random deviations of individ- 
ual patients ( oi ) along any direction was significantly (p 
< 0.05) different from G,,~ (Table 4). For patients with 
ci significantly larger than gactr this SD was equal to 3.6 
mm, 3.8 mm, and 4.4 mm for the AvL, the DDHC, and 
the BVI, respectively. One patient (in the AvL) had a 
value of oi that was significantly larger than gac, in more 
than one direction. There were no patients with CJ-~ sig- 
nificantly larger than (T,,~ in one direction and ai signifi- 
cantly smaller than gact in another direction. 
Trends in time were analyzed by performing linear fits 
of the deviations, after the elimination of the effect of 
corrections. In about half the number of patients, a sig- 
nificant trend in time was observed (appendix Table Al ) . 
For about 20% of the patients in the AvL and the DDHC 
and 5% of the patients in the BVI, these trends would 
have resulted in a drift of the length of the mean (system- 
atic) 3D deviation vector of more than 5 mm during the 
course of the treatment. 
First stage of the verijication procedure 
To test the validity of the simulation (using as input the 
preestimated distributions, Table 2), the actual and preesti- 
mated distributions of mean 3D deviations after application 
of the first stage of the procedure were compared. No sig- 
nificant differences between these distributions were found 
for any institution. However, at a particular level of the 
distributions (i.e., the probability of mean 3D deviations 
larger than 5 mm), a significant difference was found for 
the AvL between the actual value ( 11.3%, Table 5) and 
the preestimated value ( 1.2%, Table 3 ) . This was probably 
caused by the underestimation of the actual number of mean 
(systematic) 3D deviations larger than 5 mm (Table 4) 
without corrections with respect to the corresponding prees- 
timated value (Table 2). 
The workload of the first stage of the procedure was 
evaluated (Table 5 ) . In the AvL, the average number of 
measurements and corrections per patient was significantly 
smaller than that estimated from the simulation (Table 3 ) . 
For the two other institutions, the average number of mea- 
surements and corrections per patient was also lower than 
predicted, but only for the BVI the average number of cor- 
rections per patient was significantly smaller. 
Total veri$cation procedure 
For each institution, the actual distribution of mean 3D 
deviations, after application of both the first and the second 
stage of the procedure, was calculated (Fig. 2, Table 5). 
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Fig. 2. Cumulative distributions of mean 3D deviations. Along the vertical axis, the percentage of deviations 
larger than a specific value is plotted against that value on the horizontal axis. Plotted are the preestimated 
distributions without corrections (dashed/dotted line) and the preestimated distributions after application of the 
total verification procedure (dotted line). The actual distributions without corrections and after application of the 
procedure are given by the dashed and solid line, respectively. 
For the three institutions there was a major improvement 
with respect to the actual and preestimated distribution of 
mean (systematic) 3D deviations without corrections. The 
actual distributions of mean 3D deviations after application 
of the total procedure did not differ significantly from the 
corresponding preestimated distributions. For the three insti- 
tutions, the actual distributions of mean 3D deviations were 
similar. In comparison with the first stage of the procedure, 
the percentage of mean 3D deviations larger than 5 mm 
was further reduced. In the AvL, 1.6% of the mean 3D 
deviations was larger than 5 mm, and for the DDHC and 
the BVI there were no more mean 3D deviations larger than 
5 mm. These results were in agreement with the level of 
setup accuracy as preestimated by the simulation (Table 3 ) . 
The additional average number of corrections per patient 
during the second stage of the procedure (Table 5 ) agreed 
with the simulation (Table 3) for the three institutions. For 
the AvL, the total average number of measurements per 
patient during the first and the second stage of the procedure 
agreed with the simulation. In the DDHC and the BVI, 
the total average number of measurements per patient was 
significantly smaller than was predicted. In the DDHC, this 
was merely because the weekly check was not always per- 
formed consistently. 
It was tested whether the number of corrections of 
the subgroups of patients with relatively small or large 
standard deviations of the distribution of random devia- 
tions (gi ) was different from the number of corrections 
of the total group. The average number of corrections 
per patient in the subgroup with a small gi (significantly 
smaller than the SD of the distribution of random devia- 
tions (IT,,~) of the whole group) was not significantly 
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Table 5. The actual setup accuracy without corrections, after 
elimination of the effect of the corrections, and the results of 
the first stage of the verification procedure and the total 
verification procedure, consisting of the first and second stage 
Institution AvL DDHC BVI 
Overall mean (mm) 
Left-right 
Caudal -cranial 
Dorsal-ventral 
SD systematic (C,,,) (mm) 
Left-right 
Caudal-cranial 
Dorsal-ventral 
SD random (tract) (mm) 
Left-right 
Caudal-cranial 
Dorsal-ventral 
Patients with gi significantly 
smaller than cacr (%) 
Left-right 
Caudal -cranial 
Dorsal-ventral 
For any direction 
Patients with oi significantly 
larger than mact (%) 
Left-right 
Caudal-cranial 
Dorsal-ventral 
For any direction 
0.3 -0.7 
-0.9 -0.3 
0.9 -0.4 
2.4 2.9 
2.4 2.1 
2.6 3.3 
2.0 2.1 
1.8 2.1 
1.7 2.1 
-0.3 
1.6 
-1.3 
2.2 
2.7 
3.8 
2.7 
2.1 
2.3 
6 8 7 
10 6 2 
5 4 2 
19 18 12 
2 4 7 
6 4 2 
5 4 0 
11 13 10 
The setup accuracy was quantified by the percentage of mean 
3D deviations larger than 5 mm. The workload involved in 
the application of the procedure was quantified by the average 
number of measurements and corrections per patient. For the 
patients with a standard deviation of the individual distribution 
of random deviations (TV in one or more of the directions signifi- 
cantly (p < 0.05) smaller or larger than the standard deviation 
of the total group oactr the average number of corrections per 
patient was determined. 
smaller than the average number of corrections per pa- 
tient of the total group (Table 5). On the other hand, 
for the subgroup of patients with a large (Jo (significantly 
larger than gact), more corrections were performed than 
in the total group (Table 5). For the three institutions 
together, this difference was significant, but for each 
particular institution, the difference could not prove to 
be significant. 
The application of the procedure reduced the magni- 
tudes of the overall means with respect to the calculated 
magnitudes of the overall means after the elimination of 
the effect of the corrections (Table 4). However, small 
overall means that were significantly different from zero 
were still present in the AvL in the ventral and the caudal 
direction with magnitudes equal to 0.6 mm and 0.5 mm, 
respectively. In the DDHC, none of the overall means 
were significantly different from zero. In the BVI there 
was a significant overall mean different from zero in the 
cranial direction, with a magnitude equal to 0.8 mm. 
DISCUSSION 
The offline setup verification procedure resulted in a 
major improvement of the setup accuracy in the three 
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institutions involved in this study. Despite different treat- 
ment techniques, patient setup procedures, and portal im- 
aging systems in the institutions, the same level of accu- 
racy could be obtained by tailoring the procedure to the 
preestimated treatment accuracy without corrections in 
each institution, using a computer simulation. 
By varying the parameters of the computer simulation 
procedure, each institution was able to balance the desired 
level of accuracy against the required number of portal 
images and setup corrections. The preestimated distribu- 
tions of systematic and random deviations were not pre- 
cisely equal to the actual distributions in the clinic. How- 
ever, the resulting setup accuracy did not critically depend 
on such differences in input as discussed in an earlier 
report (2). The resulting setup accuracy was also not 
critically dependent on the occurrence of trends in time. 
For none of the institutions was the resulting setup accu- 
racy significantly different from that expected. 
In the three institutions, the procedure was mainly exe- 
cuted by technicians. Decisions on corrective actions were 
indicated by the computer. Technicians appreciated the 
availability of objective criteria, in contrast to old proce- 
dures in which it was up to the subjective interpretation 
of the responsible physician to decide on setup correc- 
tions. Due to the computerized acquisition and (partly ) 
computerized image analysis, the implementation could 
be performed without a large increase in workload. Espe- 
cially in the BVI, image analysis was performed in a 
time-efficient manner. The images were analyzed in the 
treatment control room after the acquisition of the portal 
images of two fields, while the patient was irradiated 
with the other fields from which no portal images were 
acquired. 
In the simulation of the verification procedure it was 
assumed that the distributions of random deviations were 
equal for different patients. However, this study revealed 
that for about 11% of the patients the SD of the distribu- 
tion of random deviations in one of the directions was 
larger than the SD of the whole group. Probably due 
to these large random deviations, the number of setup 
corrections for this subgroup was significantly larger than 
the number of setup corrections of the whole group. To 
deal with these large random deviations in the future, a 
new estimate of the SD of the random deviations of each 
individual patient (cr, ) can be made after each new setup 
measurement. Subsequently, it can be tested whether oi 
is significantly larger than the expected value. Possibly 
unnecessary setup corrections can be prevented by adapt- 
ing the parameters of the verification procedure. For these 
patients, the procedure can be continued with a larger 
number of setup measurements and a larger initial action 
level (2). In addition, the treatment plan can be adapted. 
A new treatment plan can be made for the remaining 
treatment sessions, with an adapted margin around the 
clinical target volume. Moreover, the dosimetric conse- 
quences of the first part of the treatment (with a wrong 
estimate of the margin) should also be considered during 
such an adaption of the treatment plan. 
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A possible further improvement of setup accuracy can 
be obtained by “fine-tuning” the procedure. Because, in 
general, the random deviations are not equal in the three 
directions, the spherical action level can be replaced by an 
elliptical action level, with the main axis of the ellipsoid 
proportional to the variance of the distribution of random 
deviations in each direction. A further refinement can 
be obtained by performing corrections with a damping: 
overcorrection can be prevented as much as possible by 
performing a correction that is not equal to the average 
deviation but that is an optimal estimate of the systematic 
deviation ( 2 1) . 
Sudden shifts in the setup during the course of the 
treatment were not analyzed. Consequently, these errors 
were probably interpreted as trends in time. Although 
there is no clear explanation for these sudden shifts or 
gradual trends (7 ) in the setup, their occurrence clearly 
necessitates a verification procedure after the first stage 
of the procedure. Using the strategy in the second stage 
of the procedure of the AvL, with an “outlier” detection, 
sudden shifts in the setup can be detected quickly. On 
the other hand, gradual trends are better handled by the 
“sliding average” procedure of the DDHC and the BVI. 
A promising, more general concept for a verification pro- 
cedure during the second stage of the procedure can be 
derived from Yan et al. (28). In their approach, the setup 
deviation of the next treatment session was predicted. 
Corrective actions can be performed when this deviation 
is unacceptably large. 
CONCLUSIONS 
The offline setup verification procedure resulted in an 
improvement of patient setup accuracy by a major reduc- 
tion of large systematic deviations, under different clinical 
conditions. The procedure could be implemented in the 
clinic with an acceptably small increase in workload. The 
resulting setup accuracy and the required workload could 
well be predicted by means of a computer simulation. 
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APPENDIX: TRENDS 
Calculation of trends 
The data after the elimination of the effect of correc- 
tions were used to determine the occurrence of trends. To 
study whether trends occurred at all, the deviations in 
each direction were linearly fitted with time, with the 
time expressed as the number of days since the start of 
treatment. It was tested whether slopes were significantly 
different from zero by means of a Monte Carlo simulation. 
The consequences of the trends were evaluated by calcu- 
lating, for patients with a significant trend in one or more 
directions, the difference between the length of the 3D 
setup deviation vector at the start and at the end of the 
treatment ( 3D drift ) . 
The distribution of slopes, intersections (or initial sys- 
tematic deviations) and “time-corrected” random devia- 
tions were calculated for each direction. For the calcula- 
tion of the distribution of slopes, all slopes were taken into 
account, regardless of whether the slope was significantly 
different from zero or not. The distribution of time-cor- 
rected random deviations was calculated by eliminating 
the trend (i.e., a factor equal to the slope multiplied by 
the time was subtracted from each setup deviation). The 
standard deviation of this distribution of time-corrected 
random deviations will be smaller than the corresponding 
standard deviation of the actual distribution of random 
deviations, gact, without trends, because trends lead to an 
overestimate of the random deviations. 
Results 
In the three institutions, in about half the number of 
patients trends occurred in one or more directions, with 
a slope significantly (p < 0.05) different from zero (ap- 
pendix Table 1) . In the AvL, most trends were along the 
left-right axis, while in the BVI most trends were along 
the dorsal-ventral axis. In the DDHC, the number of 
significant trends was about equally distributed over the 
three directions. In the AvL and the DDHC, in about 20% 
of the patients a trend in one of the directions resulted in 
a drift of the length of the 3D vector during course of 
treatment that was larger than 5 mm (appendix Table 1) . 
In the BVI, only 5% of the patients had such a drift. 
The distributions of slopes had standard deviations that 
Table Al. Analysis of linear trends in time, with the number 
of significant (p < 0.05) trends and the resulting drift of the 
length of the 3D vector for patients with such a trend 
Institution AvL DDHC BVI 
Number of signi$cant (p < 0.05) 
trends (%) 
Left- right 31 19 I9 
Caudal-cranial 27 21 17 
Dorsal-ventral 11 19 31 
Any direction 53 52 52 
Drift during treatment > 5 mm 19 21 5 
SD all slopes (10m2 mm/daYj 
Left-right 7.1 12.1 7.5 
Caudal-cranial 6.4 12.2 4.7 
Dorsal-ventral 6.0 11.3 6.8 
SD initial systematic (mm) 
Left-right 2.0 2.8 2.1 
Caudal-cranial 2.0 2.6 2.6 
Dorsal-ventral 2.5 2.8 3.6 
SD random (mm) 
Left-right 1.9 2.1 2.6 
Caudal-cranial 1.8 1.9 2.1 
Dorsal-ventral 1.5 1.9 2.0 
The standard deviation (SD) of the distribution of all slopes 
was calculated. The SD of the distribution of initial systematic 
and random deviations, was also calculated (comparable with 
the SD of the distribution of systematic and random deviations, 
Lt and uact, calculated without taking trends into account (Ta- 
ble 4)). 
were on the average equal to 0.07 mm/day in the AvL 
and the BVI. In the DDHC, the SDS were slightly larger, 
about 0.12 mm/day. There were no preferences of the 
patients to move into a certain direction during the course 
of treatment, because none of the distributions of slopes 
had a mean that was significantly different from zero. 
The SDS of the distributions of initial systematic and 
time-corrected random deviations were slightly smaller 
than the SDS of the corresponding actual distributions of 
the systematic and random deviations, oact and &, with- 
out taking trends into account (Table 4). The overall 
means of the distribution of initial systematic deviations 
were only slightly (less than 0.2 mm) different from the 
overall means calculated without taking trends into ac- 
count. 
