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Abstract
We give necessary and su/cient conditions for geometric and polynomial ergodicity of a
Markov chain on the real line with invariant distribution M equal to the distribution of the
mean of a Dirichlet process with parameter . This extends the applicability of a recent MCMC
method for sampling from M. We show that the existence of polynomial moments of  is
necessary and su/cient for geometric ergodicity, while logarithmic moments of  are necessary
and su/cient for polynomial ergodicity. As corollaries it is shown that  andM have polynomial
moments of the same order, while the order of the logarithmic moments di2er by one. c© 2002
Elsevier Science B.V. All rights reserved.
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1. Introduction
Let P be the Dirichlet process on R with parameter , where  is a 8nite measure
on R equipped with the Borel -8eld B. This is a random probability measure and
we let D denote its distribution on the space of probability measures on (R;B). The
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process is de8ned by the property that for any measurable partition (A1; : : : ; Ak) of
R, the random vector (P(A1); : : : ; P(Ak)) has a Dirichlet distribution with parameter
((A1); : : : ; (Ak)). We assume throughout that∫
R
log(1 + |w|)(dw)¡∞ (1)
and we let X denote the mean functional of P, i.e.
X =
∫
R
xP(dx):
This is a random variable being the mean of a random probability measure and we let
M denote its distribution. Under assumption (1), X is well-de8ned and 8nite D-a.s.
In fact, as shown in Feigin and Tweedie (1989),
∫ |x|P(dx)¡∞ D-a.s. if and only
if (1) holds.
The Dirichlet process was introduced in Ferguson (1973) as a prior in Bayesian
non-parametric statistics and in this context it is of interest to 8nd the distribution M
in terms of . Analytic expressions for the distribution function of M and for some
integral transforms are available in Cifarelli and Regazzini (1990) and Cifarelli and
Regazzini (1994). However, these expressions are hard to evaluate numerically and
various approaches for approximate sampling from M have been proposed instead,
see e.g. Muliere and Secchi (1996), Muliere and Tardella (1998), and Guglielmi and
Tweedie (2001). In particular, Guglielmi and Tweedie (2001) advocate an MCMC
method based on the Markov chain considered in Feigin and Tweedie (1989) to obtain
approximate samples from M. In this paper we derive necessary and su/cient condi-
tions for geometric and polynomial convergence of this Markov chain which extends
the applicability of this method.
The Markov chain is described as follows. Let a= (R) denote the total mass of 
and let 0 = =a be the normalized measure. Let X= (X0; X1; : : :) be the Markov chain
on the real line de8ned recursively by
X0 = x; Xn = (1− Un)Wn + UnXn−1 (n¿ 1); (2)
where (Un;Wn) is a sequence of i.i.d. random vectors, such that Un and Wn are inde-
pendent, with Un having a Beta(a; 1) distribution and Wn being distributed according
to 0. Let P(x; ·) denote the transition kernel of the Markov chain X and let Pn(x; ·)
denote the n-step transition kernel,
Pn(x; A) = Px(Xn ∈A) (x∈R; A∈B);
where Px denotes the conditional distribution of the chain given X0 ≡ x.
It is shown in Feigin and Tweedie (1989) and Guglielmi and Tweedie (2001) that
if (1) holds and if 0 is not a point mass then X is Harris ergodic with invariant
distribution M. In particular, the distribution of Xn will converge in total variation
norm to M from all starting states x, i.e.
‖Pn(x; ·)−M‖ → 0; n →∞; (3)
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where ‖P1−P2‖=2 supA∈B |P1(A)−P2(A)| denotes the total variation distance between
two probability measures.
Note that if 0 is a point mass at x′, say, then M is also a point mass at x′ and
x′ is an absorbing state for X. However, X is technically not Harris ergodic on the
whole state space since there will be only weak convergence to M from starting states
di2erent from x′. To avoid these complications we assume throughout that 0 is not a
point mass.
Under the additional condition that E|Wn|¡∞ it is shown in Guglielmi and Tweedie
(2001) that X is not only Harris ergodic but geometrically ergodic, in the sense that
there exists ¿ 1 such that for all x
n‖Pn(x; ·)−M‖ → 0; n →∞: (4)
Using results of Roberts and Tweedie (1999) and Roberts and Tweedie (2000) quan-
titative bounds on the convergence rate are also derived in Guglielmi and Tweedie
(2001).
In this paper we relax the condition of 8nite expectation to the condition that Wn
has 8nite polynomial moments of some order and we show that this condition is also
necessary. More precisely, we show in Section 2 that for X to be geometrically ergodic
it is necessary and su/cient that there exists s¿ 0 such that∫
R
|w|s0(dw)¡∞: (5)
This answers a question posed in Guglielmi and Tweedie (2001) regarding the necessity
of moments of 0 for geometric ergodicity. As a corollary it is shown that 0 and M
have the same polynomial moments, in the sense that for all s¿ 0∫
R
|w|s0(dw)¡∞ if and only if
∫
R
|w|sM(dw)¡∞: (6)
In Section 3 we consider the case where X is polynomially ergodic which gives poly-
nomial rates of convergence to stationarity. We show that X is polynomially ergodic
if and only if there exists s¿ 1 such that∫
R
log(1 + |w|)s0(dw)¡∞: (7)
In particular, (7) implies that there is polynomial convergence of order s − 1 in total
variation norm to M. Using the results of Fort and Moulines (2000) quantitative
bounds could be derived in this case also but we do not pursue that here. As a corollary
it is shown that in contrast to (6) the order of logarithmic moments of 0 and M
di2er by one, in the sense that for all s¿ 1∫
R
logs(1 + |w|)0(dw)¡∞ if and only if
∫
R
logs−1(1 + |w|)M(dw)¡∞: (8)
We note that the results described above can be applied to any linear functional∫
g(x)P(dx) of a Dirichlet process since this random variable has the same distribution
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as Xg where g = g(). The results can also be generalized to Rd or indeed to more
general metric spaces.
The su/ciency part of these results use Foster–Lyapunov type drift conditions as
described in, e.g. Meyn and Tweedie (1993), Tuominen and Tweedie (1994) and Jarner
and Roberts (2002), while the necessity parts use recent ideas of Jarner and Tweedie
(2002) and the fact that X is essentially a biased random walk on the log scale.
2. Geometric ergodicity
Under assumption (1) and the assumption that 0 is not a point mass we show in
this section that X is geometrically ergodic if and only if 0 has polynomial moments,
Theorem 2.3. Note that under these assumptions the Markov chain X is Harris ergodic
and hence in particular aperiodic and  -irreducible, see Meyn and Tweedie (1993).
We will need the notion of small sets and return times in the following. A set C ∈B
is called small if there exist n¿ 0, ¿ 0 and a probability measure  such that
Pn(x; ·)¿ (·) (x∈C): (9)
Since X is aperiodic and  -irreducible this is the same as C being petite, see Meyn
and Tweedie (1993). We show in Lemma 2.1 below that a set C is small if and only
if it is bounded.
For any set A∈B we let A = inf{n¿ 1: Xn ∈A} denote the 8rst time the Markov
chain X returns to the set A. For any function V we write PV (x) for the function∫
V (y)P(x; dy) and for any signed measure  we write (V ) for
∫
V (y)(dy).
The Markov chain X is called geometrically ergodic if (4) holds for some ¿ 1.
By Theorem 15.0.1 of Meyn and Tweedie (1993) an equivalent condition is that there
exists a small set C, constants ¡ 1 and b¡∞ and a function V ¿ 1 such that
PV (x)6 V (x) + b1C: (10)
That polynomial moments of 0 is a su/cient condition for geometric ergodicity of
X will be proved by showing that the Foster–Lyapunov drift condition (10) is satis8ed
for a suitable drift function V and a su/ciently large compact set C.
The proof of necessity of polynomial moments of 0, however, relies on another
property of geometric ergodicity in terms of return times to small sets. From The-
orem 15.0.1 of Meyn and Tweedie (1993) we have that if the Markov chain X is
geometrically ergodic then there exists a small set C and  ¿ 1 such that
sup
x∈C
Ex[ C ]¡∞; (11)
where Ex denotes expectation with respect to Px. We will show in Lemma 2.2 that the
time it takes the chain to reach a bounded, and hence a small, set C when currently
at x grows like log(|x|). By (11) it follows that log(|X1|) has exponential moments or,
equivalently, that X1 has polynomial moments. Since the distribution of X1 is essentially
0 we conclude that 0 must also have polynomial moments.
We begin with the following lemma about the structure of small sets. Let B(0; K)=
(−K; K) denote the open ball with radius K centered at the origin.
S.F. Jarner, R.L. Tweedie / Stochastic Processes and their Applications 101 (2002) 257–271 261
Lemma 2.1. Assume 0 is not a point mass. A set C ∈B is small for the Markov
chain X if and only if it is bounded.
Proof. Under the assumption that 0 is not a point mass it is shown in Guglielmi and
Tweedie (2001) that every bounded interval and hence every bounded set is small.
For the converse the assumption on 0 is not needed. The value at time n of the
Markov chain X when started at X0 = x can be written as
Xn =
(
n∏
i=1
Ui
)
x + Rn;
where Rn = (1 − Un)Wn + Un(1 − Un−1)Wn−1 + · · · + (
∏n
i=2 Ui)(1 − U1)W1 does not
depend on the initial value. Since P(
∏n
i=1 Ui ¿ 0) = 1 this shows that for 8xed n¿ 0
and K ¿ 0, 1B(0;K)(Xn)→ 0 a.s. as |x| → ∞ and hence by dominated convergence
Pn(x; B(0; K))→ 0; |x| → ∞: (12)
If C is a small set then by (9) there exist n¿ 0; %¿ 0 and K ¿ 0 such that Pn(x;
B(0; K))¿ % for all x in C. But as shown above, Pn(x; B(0; K))→ 0 as |x| → ∞, and
therefore C cannot be unbounded.
The next lemma bounds the return times to the center of the space. The lemma is
slightly more general than we need for the geometric case but we will need the stated
version in the polynomial case treated in the next section. In the following we let
(U;W ) be a pair of random variables with the same distribution as (Un;Wn). For any
z ∈R we let z denote the largest integer smaller than or equal to z.
Lemma 2.2. Assume (1) holds. There exists a¿ 0 such that for |x| su;ciently large
Px(B(0; |x|1=2) ¿a log(|x|))¿ 1=4: (13)
Proof. We 8rst consider positive x. The value at time n of the Markov chain X when
started at X0 = x has the representation
Xn =
(
n∏
i=1
Ui
)
x + (1− Un)Wn + Un(1− Un−1)Wn−1 + · · ·
+
(
n∏
i=2
Ui
)
(1− U1)W1:
Since the coe/cients of the Wi’s are all between 0 and 1 a.s. we have that Yn6Xn
a.s. for all n¿ 0; where the process Y = (Y0; Y1; : : :) is de8ned by
Y0 = x; Yn =
(
n∏
i=1
Ui
)
x −
n∑
i=1
W−i (n¿ 1)
with W−i =max{−Wi; 0}. It follows that ˆ(−∞; x1=2)6 B(0; x1=2) Px-a.s.; where ˆ(−∞; x1=2)
is the 8rst return time to (−∞; x1=2) of the process Y. The advantage of the Y process
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is that it allows us to consider the Wi’s and the Ui’s separately when bounding the
return times. Also; since the Y process is decreasing by construction it is enough to
bound the value of Yn in order to bound the return times.
We 8rst bound the contribution due to the Wi’s. By assumption, d = E[log(1 +
|W |)]¡∞. For any ¿ 0 and x¿ 1 we then have
P(W−¿x)6P(|W |¿x)6
∫
(|w|¿x)
log(|w|)
log(x)
0(dw)6
d
log(x)
and thus
P(W−i 6 x
 for i = 1; : : : ; n) = 1− P
(
n⋃
i=1
(W−i ¿ x
)
)
¿ 1− nd
 log(x)
:
With = 14 and n= log(x)=8d this gives
P
(
n∑
i=1
W−i 6 nx
1=4
)
¿P(W−i 6 x
1=4 for i = 1; : : : ; n)¿ 1− n4d
log(x)
¿ 1=2:
In particular, for x so large that n= log(x)=8d6 x1=4 this yields
P

log(x)=8d∑
i=1
W−i 6 x
1=2

¿ 1=2: (14)
We next bound the contribution due to the Ui’s. Since U has a Beta distribution
 = E[log(U )]¿ −∞, and by the weak law of large numbers we then have for any
%¿ 0
P(Sn ¿ ( − %)n)→ 1; n →∞;
where Sn =
∑n
i=1 log(Ui) = log(
∏n
i=1 Ui). Hence we can choose N so large that for
n¿N
P
(
n∏
i=1
Ui ¿ e2n
)
¿ 1=2:
For x so large that n= log(x)=8||¿N this gives
P

log(x)=8||∏
i=1
Ui ¿
2
x1=2

¿ 1=2: (15)
Finally, let  = max{d; ||}. Then for x so large that (14) and (15) both hold we
have with n= log(x)=8
Px(Yn ¿x1=2)¿P
((
n∏
i=1
Ui
)
x¿ 2x1=2 and
n∑
i=1
W−i 6 x
1=2
)
¿ 1=4
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by independence. This shows that for x su/ciently large
Px(B(0; x1=2) ¿ log (x)=8)¿Px(ˆ(−∞; x1=2) ¿ log (x)=8)¿ 1=4:
By a similar argument for negative x the conclusion follows.
With these lemmas at hand we now have a simple proof of the following main
result.
Theorem 2.3. Assume 0 is not a point mass and that (1) holds. Then the Markov
chain X is geometrically ergodic if and only if there exists s¿ 0 such that∫
R
|w|s0(dw)¡∞: (16)
Proof. Su;ciency: Assume (16) holds and let V (x) = 1 + |x|s. Then
PV (x) = E[1 + |(1− U )W + Ux|s]
6 1 + E[((1− U )|W |+ U |x|)s] = 1 + |x|sE[Y (x)];
where
Y (x) = ((1− U )|W |=|x|+ U )s:
Since Y (x)→ Us a.s. as |x| → ∞ and Y (x)6 (|W |+ 1)s a.s. for |x|¿ 1; we have by
dominated convergence
E[Y (x)]→ E[Us]¡ 1; |x| → ∞:
It follows that for any  satisfying E[Us]¡¡ 1 we have PV (x)6 V (x) for |x| suf-
8ciently large. Further; since PV (x) is bounded on bounded sets we can 8nd compact;
and hence small; set C and constant b¡∞ such that (10) holds for all x and it follows
that X is geometrically ergodic.
Necessity: Assume now that X is geometrically ergodic. Then there exists a small
set C and  ¿ 1 such that (11) holds. By Lemma 2.1, C is bounded and hence for |x|
so large that C ⊂ B(0; |x|1=2) and so large that (13) of Lemma 2.1 holds we have
Px(C ¿a log(|x|))¿Px(B(0; |x|1=2) ¿a log(|x|))¿ 1=4
for some a¿ 0. For these x we then have
Ex[ C ]¿ 14 
a log(|x|) = 14 |x|s; (17)
where s= a log( )¿ 0. We now show that this implies that (16) holds.
Choose K ¿ 0 so large that C ⊂ B(0; K) and so large that (17) holds for |x|¿K .
On the event (U6 1=2; |W |¿ 4K) we have for any z in C
|X1|= |(1− U )W + Uz|¿ |(1− U )W | − |Uz|¿ |W |2 − K¿K (18)
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since |z|¡K . Let %= P(U6 1=2)¿ 0. Then for any z in C we have
∞¿ Ez[ C ]¿  
∫
B(0;K)c
Ex[ C ]P(z; dx)
¿
 
4
∫
B(0; K)c
|x|sP(z; dx)
¿
 
4
∫
(U61=2;W¿4K)
|(1− U )W + Uz|s dP
¿
 %
4
∫
B(0;4K)c
( |w|
2
− K
)s
0(dw);
where the 8rst inequality uses (11), the third inequality uses (17), and the two last
inequalities use (18) and that U and W are independent. We conclude that 0 has
polynomial moments of order s.
Corollary 2.4. Assume 0 is not a point mass and that (1) holds. Then for any s¿ 0∫
R
|w|s0(dw)¡∞ if and only if
∫
R
|x|sM(dx)¡∞: (19)
Proof. If 0(|w|s)¡∞ then (10) holds with V (x)=1+ |x|s and by Theorem 14.3.7 of
Meyn and Tweedie (1993) it follows that M(|x|s)¡∞. Conversely; if M(|x|s)¡∞
then by Theorem 10.4.9 of Meyn and Tweedie (1993)
∞¿M(|x|s) =
∫
C
Ex
[
C∑
k=1
|Xk |s
]
M(dx); (20)
where C = B(0; K) with K so large that M(C)¿ 0. In particular; there exists an x in
C such that Ex[|X1|s]¡∞ which implies that 0(|w|s)¡∞ as in the last part of the
proof of Theorem 2.3.
3. Polynomial ergodicity
In this section we show that polynomial ergodicity of the Markov chain X is equiva-
lent to logarithmic moments of 0, Theorem 3.1. As in the previous section the proof of
su/ciency will be to verify an appropriate Foster–Lyapunov type drift condition while
the necessity of logarithmic moments will be proved by bounding the return times to
small sets. In order to state our results we 8rst de8ne the concept of (f; r)-ergodicity.
Let /0 denote the class of non-decreasing sequences r=(r(1); r(2); : : :) with r(1)¿ 2
and such that log(r(n))=n is non-increasing and tends to 0 as n → ∞. The class of
subgeometric rate functions / is then de8ned as the class of strictly positive sequences
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r for which there exists an r0 ∈/0 which is equivalent to r in the sense that
lim inf
n→∞
r(n)
r0(n)
¿ 0 and lim sup
n→∞
r(n)
r0(n)
¡∞:
Following the terminology of Tuominen and Tweedie (1994) an aperiodic,  -irreducible
Markov chain X is called (f; r)-ergodic where f¿ 1 is a function on the state space
and r ∈/ if there exists a small set C such that
sup
x∈C
Ex
[
C−1∑
k=0
r(k)f(Xk)
]
¡∞: (21)
As shown in Tuominen and Tweedie (1994), (f; r)-ergodicity implies that X is posi-
tive recurrent with invariant distribution 0 and that for 0-almost all starting
states x
r(n)‖Pn(x; ·)− 0‖f → 0; n →∞; (22)
where the f-norm of a signed measure  is de8ned as ‖‖f=supg: |g|6f |(g)|. When
f ≡ 1 this is the total variation norm.
A Markov chain X is called polynomially ergodic if it is (f; r1)-ergodic for some
function f¿ 1 and some 1¿ 0, where r1 is given by
r1(n) = (n+ 1)1 (n= 0; 1; : : :): (23)
As with geometric ergodicity, polynomial ergodicity can be established by verifying a
Foster–Lyapunov type drift condition. Assume X is aperiodic,  -irreducible and positive
recurrent with invariant distribution 0. It then follows from Theorem 3.6 of Jarner and
Roberts (2002) that if there exists a small set C, constants 0¡c; b¡∞, a function
V ¿ 1 and 06 2¡ 1 such that
PV (x)6V (x)− cV 2(x) + b1C(x); (24)
then for all 06 36 2=(1 − 2) the Markov chain X is (V3; r3)-ergodic, where V3 =
V 2−3(1−2), and for all x
n3‖Pn(x; ·)− 0‖V3 → 0; n →∞: (25)
In particular, there is polynomial convergence of order 2=(1−2) in total variation norm.
Note that we have convergence from all x, not only 0-almost all, when (24) holds.
We can now state and prove our second main result. From now on X is the Markov
chain de8ned in (2).
Theorem 3.1. Assume 0 is not a point mass and that (1) holds. Let V3(x)=log
3(1+
|x|) ∨ 1 and let r1 be given by (23). If there exists s¿ 1 such that∫
R
logs(1 + |w|)0(dw)¡∞; (26)
266 S.F. Jarner, R.L. Tweedie / Stochastic Processes and their Applications 101 (2002) 257–271
then for all 06 36 s− 1 the Markov chain X is (Vs−1−3; r3)-ergodic; and for all x
n3‖Pn(x; ·)−M‖Vs−1−3 → 0; n →∞: (27)
In particular; there is polynomial convergence of order s − 1 in total variation
norm.
Conversely, if the Markov chain X is (V3; r1)-ergodic for some 3¿ 0 and 1¿ 0
then (26) holds with s= 3 + 1+ 1.
Proof. Su;ciency: Assume (26) holds and let V (x) = logs(1 + |x|) ∨ 1. Since 0 is
not a point mass X is aperiodic and  -irreducible and the conclusion follows if we
can show that there exist constants 0¡c; b¡∞ and a compact set C such that (24)
holds with this V and 2= (s− 1)=s. We have
PV (x) = E[V ((1− U )W + Ux)]
6 E[(log(1 + (1− U )|W |+ U |x|))s ∨ 1]
= E[(log(1 + |x|) + Y (x))s ∨ 1]; (28)
where
Y (x) = log
(
1 + (1− U )|W |+ U |x|
(1 + |x|)U
)
+ log(U ):
For all positive values of U the argument of the 8rst logarithm decreases monotonically
to 1 as |x| → ∞. Hence; Y (x)↘log(U ) a.s. as |x| → ∞. Using that log(1 + |x| +
|y|)6 log(1 + |x|) + log(1 + |y|) we have for all x
|Y (x)|6 log(1 + (1− U )|W |) + log(1 + U |x|)− log(1 + |x|)6 log(1 + |W |)
which is integrable by assumption. Dominated convergence then gives E[Y (x)] →
E[log(U )] as |x| → ∞. Thus on the log scale the absolute value of the chain behaves
like a biased random walk for large |x|.
The next step is to bound (28) by considering small negative, small positive and
large positive values of Y (x) separately. By the mean value theorem
(log(1 + |x|) + Y (x)) s = log s(1 + |x|) + s4s−1Y (x);
where 4 lies between log(1+|x|) and log(1+|x|)+Y (x). For any K ¿ 0 and any H ¿ 0
we have for |x| su/ciently large the following obvious bounds on
4s−1Y (x)
4s−1Y (x)6


(log(1 + |x|)− K) s−1Y (x) for Y (x)∈ [− K; 0);
(log(1 + |x|) + H) s−1Y (x) for Y (x)∈ [0; H ]:
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For Y (x)¿ 0 and log(1 + |x|)¿ 1 we can also bound 4s−1Y (x) by
4s−1Y (x)6 (log(1 + |x|) + Y (x)) s−1Y (x)
6 (log(1 + |W |+ U |x|)) s−1 log(1 + |W |)
6 log s−1(1 + |x|)
(
log(1 + |W |) + log(1 + U |x|)
log(1 + |x|)
)s−1
log(1 + |W |)
6 log s−1(1 + |x|)(log(1 + |W |) + 1) s:
For |x| su/ciently large these bounds combine to give
E[(log(1 + |x|) + Y (x)) s ∨ 1]6 log s(1 + |x|) + s log s−1(1 + |x|)
3∑
i=1
Ii(x);
where
I1(x) =
(
log(1 + |x|)− K
log(1 + |x|)
)s−1
E[Y (x)1[−K;0)(Y (x))];
I2(x) =
(
log(1 + |x|) + H
log(1 + |x|)
)s−1
E[Y (x)1[0;H ](Y (x))];
I3(x) = E[(log(1 + |W |) + 1) s1(H;∞)(Y (x))]:
These quantities are all well de8ned since Y (x) and log s(1+ |W |) are both integrable.
The last step is to choose values of K and H which ensure that
∑3
i=1 Ii(x) is negative
for |x| su/ciently large. Choose some K ¿ 0 and let
=−E[log(U )1[−K;0)(log(U ))]¿ 0:
Since Y (x)6 log(1 + |W |) we have that for all x
I3(x)6E[(log(1 + |W |) + 1) s1(H;∞)(log(1 + |W |))]:
By (26) choose H ¿ 0 so large that this expectation is strictly smaller than =2. Since
Y (x)↘log(U ) a.s. as |x| → ∞ we have
Y (x)1[−K;0)(Y (x))→ log(U )1[−K;0)(log(U )) and Y (x)1[0;H ](Y (x))→ 0
a.s. as |x| → ∞. By dominated convergence this implies that
E[Y (x)1[−K;0)(Y (x))]→ − and E[Y (x)1[0;H ](Y (x))]→ 0
as |x| → ∞, and thereby also I1(x)→ − and I2(x)→ 0 as |x| → ∞.
We conclude that for |x| su/ciently large
PV (x)6V (x) + s log s−1(1 + |x|)
3∑
i=1
Ii(x)6V (x)− cV 2(x);
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where V (x) = log s(1 + |x|) ∨ 1; 2 = (s − 1)=s and c = s=2. Finally, since PV (x) is
bounded on bounded sets this shows that (24) is satis8ed for some constant b and C
a su/ciently large compact set.
Necessity: Assume X is (V3; r1)-ergodic for some 3¿ 0 and 1¿ 0. By de8nition
there exists a small, and hence a bounded, set C such that
sup
x∈C
Ex
[
C−1∑
k=0
(k + 1)1V3(Xk)
]
¡∞; (29)
where V3(x) = log
3(1 + |x|) ∨ 1. Also, by Lemma 2.2 there exists a¿ 0 such that for
|x| su/ciently large
Px(B(0; |x|1=2) ¿a log(|x|))¿ 1=4:
Now, for |x| so large that C ⊂ B(0; |x|1=2) we have on the above event
C − 1¿ a log(|x|); V3(Xk)¿ (log(|x|)=2)3 for k = 0; : : : ; a log(|x|)
and thereby also
C−1∑
k=0
(k + 1)1V3(Xk)¿
log3(|x|)
23
a log(|x|)∑
k=0
(k + 1)1¿
log3(|x|)
23
a log(|x|)1+1
1+ 1
:
This shows that there exists constant c¿ 0 such that for |x| su/ciently large
Ex
[
C−1∑
k=0
(k + 1)1V3(Xk)
]
¿ c log3+1+1(1 + |x|): (30)
Next, choose K ¿ 0 so large that C ⊂ B(0; K) and so large that (30) holds for |x|¿K .
Then for any z in C we have by (29) and (30)
∞¿Ez
[
C−1∑
k=0
(k + 1)1V3(Xk)
]
= V3(z) +
∫
Cc
Ex
[
C−1∑
k=0
(k + 2)1V3(Xk)
]
P(z; dx)
¿
∫
Cc
Ex
[
C−1∑
k=0
(k + 1)1V3(Xk)
]
P(z; dx)
¿
∫
B(0;K)c
c log3+1+1(1 + |x|)P(z; dx):
This shows that Ez[log
3+1+1(1 + |X1|)]¡∞ and, as in the last part of the proof of
Theorem 2.3, this implies that also 0(log
3+1+1(1 + |w|))¡∞ and we are 8nished.
Corollary 3.2. Assume 0 is not a point mass and that (1) holds. Then for any s¿ 1∫
R
log s(1 + |w|)0(dw)¡∞ if and only if
∫
R
log s−1(1 + |x|)M(dx)¡∞: (31)
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Proof. If 0(log
s(1 + |w|))¡∞ then (24) holds with V (x) = log s(1 + |x|) ∨ 1 and
2 = (s − 1)=s as shown in the 8rst part of the proof of Theorem 3.1. By Theorem
14.3.7 of Meyn and Tweedie (1993) it follows that M(V 2)¡∞ which is the desired
conclusion.
Conversely, if M(log
s−1(1 + |x|))¡∞ then by Theorem 10.4.9 of Meyn and
Tweedie (1993)
∞¿M(log s−1(1 + |x|)) =
∫
C
Ex
[
C−1∑
k=0
log s−1(1 + |Xk |)
]
M(dx); (32)
where C=B(0; K) with K so large thatM(C)¿ 0. In particular, there exists an x in C
such that Ex[
∑C−1
k=0 log
s−1(1+ |Xk |)]¡∞ which implies that Ex[log s(1+ |X1|)]¡∞
and hence also 0(log
s(1 + |w|))¡∞ as in the last part of the proof of Theorem 3.1
with 3 = s− 1 and 1= 0.
Note that in contrast to Corollary 2.4 the order of the logarithmic moments of 0
and M di2er by one. This is the usual relation between the increment distribution
and the invariant distribution of a biased random walk and reQects the fact that on the
log scale the absolute value of X looks like a biased random walk. However, when 0
has polynomial moments the increments have so light tails that X essentially behaves
like a chain that when outside a compact set C moves deterministically towards C
and when in C regenerates according to 0. Consequently, 0 and M have the same
polynomial moments.
4. Positivity
In this section we brieQy consider the underlying assumption (1) and give an alter-
native proof of the fact that this is a necessary condition for positive recurrence under
the assumption that 0 has one-sided support, i.e. supp(0) ⊂ [− L;∞) or supp(0) ⊂
(−∞; L] for some 8nite constant L¿ 0.
That (1) is a su/cient condition for positive recurrence of X follows from Theorem
2 of Feigin and Tweedie (1989) and also from Theorem 3.1 above. Concerning the
necessity of this condition, however, Theorem 3 of Feigin and Tweedie (1989) only
shows that it is a necessary condition for the existence of
∫ |x|P(dx) in R. This
is equivalent to it being a necessary condition for positive recurrence of X under the
assumption that 0 has one-sided support. The theorem below gives an alternative proof
of this using the hitting time technique of the present paper.
Theorem 4.1. Assume 0 has one-sided support. Then X has an invariant distribution
if and only if (1) holds.
Proof. We might assume that 0 is not a point mass otherwise the conclusion is
obvious. That (1) is a su/cient condition follows from Theorem 3.1. Assume now that
X has an invariant distribution. We only consider the case where supp(0) ⊂ [−L;∞)
for some constant L¿ 0. The case supp(0) ⊂ (−∞; L] is similar. By Theorem 11.0.1
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of Meyn and Tweedie (1993) there exists a small; and hence a bounded; set C such
that
sup
x∈C
Ex[C]¡∞: (33)
By the same arguments as in the proof of Lemma 2.2 it follows that there exists a¿ 0
such that for x¿ 0 su/ciently large
Ex[C]¿a log(x): (34)
Choose K ¿ 0 so large that C ⊂ (−∞; K) and so large that (34) holds for x¿K .
Then for any z in C we have by (33) and (34)
∞¿Ez[C] = 1 +
∫
Cc
Ex[C]P(z; dx)¿
∫ ∞
K
a log(x)P(z; dx):
This shows that Ez[log(X1∨1)]¡∞ and hence also 0(log(w∨1))¡∞ as in the last
part of the proof of Theorem 2.3. Since supp(0) ⊂ [ − L;∞) we conclude that (1)
holds.
It is conceivable although not very likely that there exists an  with doubly in8nite
support not satisfying (1) for which X is positive recurrent. At least, it is at the time
of writing not clear how to prove that this cannot be the case using the hitting time
techniques exploited throughout. The problem is to establish bound (13) of Lemma 2.2
which currently is proved by using bounds on one side of the distribution 0 to get
bounds on the other half. Note that if an invariant distribution does exist it will not
have the interpretation as the distribution of X since this random variable is known
not to exist.
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