This paper contains the research on a hybrid algorithm combining the Matching Pursuit (MP) and the wavelet shrinkage. In this algorithm, we propose to shrink the scalar product of the element which best correlates with the residue before modifying. The study concerns a broad family of shrinkage functions.
I. INTRODUCTION
The sparse representation of signal/image over redundant dictionary has revoked remarkable attention recently. In [1] , the combination of the sparse representation with variational approach leads to an effective image decomposition model. In [2] , the sparse representation over learned dictionary is a key step to build up an image denoising algorithm of leading performance.
Roughly speaking, the research on sparse representation contains two categories. The first one is with a certain class of images to look for a dictionary containing various typical patterns to represent the images sparsely (see [3] - [6] ); the second one is that with a fixed dictionary, we are interested in the methods providing sparse representation for a specific image. Usually, the latter goal can either be achieved by the minimization of an energy containing l 1 -norm (Lasso [7] , Basis Pursuit [8] and their variants [1] , [9] - [12] ) or by Greedy algorithms (MP [13] , Orthogonal Matching Pursuit (OMP) [14] and their variants [15] ).
There are a significant body of works addressing the l 1 -norm minimization approaches and many of them focus on fast algorithms to solve the variational models. Notable examples include Homotopy [16] , Least angle regression (LAR) [9] , Iterative thresholding [17] , [18] , Coordinate-wise descent [19] , [20] , Spectral projected gradient algorithm [21] . The efficiency of the algorithm is extremely important since in practice a single image task might require a huge number of sparse representation subproblems.
In this regard, Elad and Aharon [2] turned to Greedy algorithms which are indeed much faster. Note that the Greedy algorithms are also theoretically supported [22] . In [10] , [23] , it is proved that under mild condition, the typical Greedy algorithms including OMP, MP can pick up correct atoms at each iteration. Therefore, nevertheless the existence of efficient algorithms for l 1 -minimization models, the Greedy algorithms are still of great interests.
As an important instance of the Greedy methods, the MP algorithm is widely used ever since introduced [13] , [24] . In statistics, it is regarded as a special case of Projection Pursuit [25] . The efficiency of MP in video coding is crucially illustrated in the MPEG-4 framework [26] . In [23] , Gribonval et al. proposed a much more general algorithm named Weak General MP.
The main restriction of the MP algorithm is its intrinsical complexity [27] . At each iteration, the scalar products of all the dictionary atoms have to be computed and only one atom can be processed. In practice, this poses a serious problem when the size of the image and the cardinal of the dictionary are both large.
In order to reduce the computation, a number of methods have been proposed [27] - [34] .
Meanwhile, the choice of dictionary is also key factor on the computational complexity. In [23] , the authors proved that for the so-called quasi-incoherent dictionary, the MP algorithm converges exponentially. Special constructions of dictionaries, such as separable Gabor function [26] , nonseparable basic function [35] , [36] , geometric dictionary [37] , usually lead to efficient searching algorithms.
The point of view of this paper is slightly different. Indeed, our start pointing is to consider the relationship between the MP and the wavelet shrinkage [38] . As a broadly used method for image denoising and compression, the wavelet shrinkage has been extensively studied by many authors and is still a fruitful area of research in image processing [39] - [41] .
The shrinkage function of wavelet shrinkage has two popular possibilities: the soft thresholding and the hard thresholding. Trivially if the dictionary is an orthonormal wavelet basis, the MP algorithm reduces to the wavelet hard shrinkage. In the remaining of the paper, when we talk about the wavelet shrinkage, the wavelet basis is always assumed to be orthonormal. In [42] , the author pointed out that usually the soft thresholding gives a better peak signal to noise ratio (PSNR) compared to the hard thresholding. This inspires us to consider the integration of the soft thresholding into MP. Indeed, the goal of this paper is to propose a general framework which combines a broad family of shrinkage functions with the MP algorithm.
We also emphasize the relationship between shrinkage and the l 1 -norm minimization. Indeed, the Basis Pursuit denoising (BPDN) model of [8] reads
where f is a fixed vector, T > 0 is a positive parameter and Φ is a matrix to represent the dictionary.
The iterative thresholding algorithm proposed in [17] , [18] , [43] - [46] is to solve (1) by performing the following iteration
where ρ τ is the soft thresholding operator:
with the sign function sgn(·).
The iteration x (k+1) converges to the solution of (1) if η > Φ 2 S /2 [43] . Moreover, in statistics, it's now a standard technique to solve the l 1 -penalized problems via shrinkage operators. Indeed, the iterative algorithm developed in [9] can be used to minimize the l 1 -penalized inverse problems and more importantly, this one, together with the Forward Stagewise Linear Regression [47] and Coordinate-wise February 3, 2009 DRAFT descent method [19] , [20] , are strongly related to the coming Matching Pursuit shrinkage algorithm where the coefficients are shrunk.
The sketch of the paper is as follows. In Section II, we first review the basic ideas of MP and the wavelet shrinkage and then briefly explain the reason of shrinkage on dictionary. In Section III, we introduce a fairly general family of shrinkage function. Then in Section IV, we present the details of the MP shrinkage algorithm which integrates the general shrinkage function with MP. Some related algorithms in literature are also discussed. In Section V to VIII, we address some important theoretical analysis. Finally, numerical experiments are explained and commented in Section IX. We compare our algorithm with the regular MP, OMP and BPDN. This comparison shows the potential use of the MP shrinkage. Some further research directions are also explored.
II. PREPARATION
Let H be a Hilbert space and the analyzed signal/image v ∈ H is corrupted by noise:
where u is a hidden clean image and b is a noise (usually Gaussian).
We refer a dictionary as a collection D = (ψ i ) i∈I of vectors in H, such that ∀i ∈ I, ψ i = 1 (as usual, x = x, x , for all x ∈ H, for the scalar product ., . ). Usually, the element of D might be called atom. Sometime we use normed dictionary to emphasize the fact that all the atoms in the dictionary are normalized. The goal of sparse representation is to find a linear expansion, using as few as possible elements in D, to approximate v.
A. Matching Pursuit
The MP algorithm (weak version) finds a sub-optimal solution to approximate the signal v in the dictionary D by iteration. Up to a predefined factor α ∈ (0, 1], it performs as follows:
• Iterate (loop in n) 1) find a best atom ψ γ n by:
2) sub-decompose:
In applications, such as image restoration and image compression, usually we take the M -first terms as the result u:
where M is predefined. Another way to determine M is to stop the MP procedure once the residue R M v attains a certain predefined level δ, i.e.,
The convergence of MP relies essentially on the fact that the residue satisfies the "energy conservation" equation:
Indeed, if we define 
Hence
and
B. Wavelet shrinkage
We also review the idea of the wavelet shrinkage simply. Let D = (ψ i ) i∈I ⊂ H be an orthonormal wavelet basis. For the noisy image v, the wavelet shrinkage method considers the following image as the denoised/compressed result:
where τ is a fixed positive and θ τ is a shrinkage function. Typical examples of shrinkage functions are the soft and the hard thresholding function respectively defined in Eq.(3) and
As most of the small wavelet coefficients of natural images are caused by noise, this method leads to a fairly good result (see [39] ).
C. Why shrinkage on Dictionary
Recall that if D is an orthonormal wavelet basis, then MP is exactly the wavelet hard shrinkage.
Moreover, the performances of different shrinkage functions for the MP shrinkage highly depend on the statistical properties of the ideal image u and noise b in Eq.(4). In the general case where the dictionary D is more complex than the orthonormal wavelet basis, there is no reason to restrict ourselves to the hard shrinkage function. This drives us to consider the integration of other shrinkage functions into the MP scheme. Indeed, at each iteration of the MP, if we define u n as the information of ideal image kept in the residue:
then as ψ γn ∈ D is selected by MP, we must have:
In the spirit of Greedy algorithm, ideally we should transfer u n , ψ γ n ψ γ n from the residue R n v to the result image. Assuming that R n v, b are independent, on can derive readily,
Therefore, the brutally replacement of u n , ψ γ n ψ γ n by R n v, ψ γ n ψ γ n , which stands the philosophy of MP (see Eq. (6)), is obviously inappropriate. In order to overcome this shortcoming, it is natural for us to shrink R n v, ψ γ n at each iteration.
III. GENERAL SHRINKAGE FUNCTIONS
Before presenting the details of the MP shrinkage algorithm, let us introduce a family of shrinkage function.
A. Definitions
Definition 1: A function θ(·) : R → R is called a shrinkage function if and only if it satisfies:
Notice that this implies
Therefore, for any shrinkage function θ(·) and any t ∈ R, we know that:
(t) ≥ t and 0 ≤ θ(t)(t − θ(t)).
As a conclusion,
The inequality (14) also garantees that
Definition 2: Let θ(·) be a shrinkage function, we call
Moreover, we say that θ(·) is a thresholding function if and only if:
If θ(·) is a thresholding function, we trivially have
Since (15) holds for any shrinkage function, the following definition is valid. 
If gap(θ) > 0, the function is called gap shrinkage function and if gap(θ) = 0, the function is called non-gap shrinkage function.
The following relation exists between the gap of a shrinkage function and its interior threshold. It proves in particular that any gap shrinkage function is a thresholding function.
Proposition 1: For any gap function θ(·), we have
where τ − is the interior threshold of θ(·).
Proof:
The proof is given in Appendix.
B. Examples
Let us illustrate the above definitions through some examples.
1) For τ > 0, the soft thresholding function ρ τ (·) defined in (3) is a thresholding function and it is a
non-gap shrinkage function, i.e., gap(ρ τ ) = 0.
2) For τ > 0, the hard thresholding function defined in (13) is a thresholding function and it is a gap shrinkage function with gap τ .
3) The identity function defined as:
is a non-gap shrinkage function.
4) For τ > 0, the Non-Negative Garrote threshold function (see [48] ) defined as:
is a thresholding function and it is non-gap.
5) For 0 < τ 1 < τ 2 , the firm shrinkage function (see [49] ) defined as:
February 3, 2009 DRAFT 6) For p ∈ N, τ > 0, the generalized threshold function (see [50] ) defined as:
a thresholding function and it is non-gap.
IV. THE MP SHRINKAGE ALGORITHM
From now on, we always assume that the map θ : R → R is a shrinkage function.
A. The details of the MP shrinkage
The MP shrinkage algorithm is defined recursively. Recall that v ∈ H is fixed. Let R 0 v = v. Suppose that we have computed the n-th order residue R n v for n ≥ 0. By satisfying Eq. (5), we choose an element ψ γ n ∈ D which best correlates with the residue R n v up to the predefined factor α ∈ (0, 1]. The residue R n v is then sub-decomposed as:
where
This defines the residue of order n + 1.
And finally, we take the following image as the result:
Notice that if we sum the Eq. (23) for n = 0 . . . N − 1, we obtain after simplification
This explains the name of residue for R N v. Let us illustrate the propsed MP shrinkage algorithm by two examples:
• if θ is the identity function, the algorithm is the usual MP;
• if D is an orthonormal wavelet basis and θ is the hard/soft thresholding function, the MP shrinkage is a wavelet shrinkage.
B. Related works
Recall that in [23] , the authors proposed a much more general algorithm: the Weak α General MP.
The difference is that instead of choosing s n = θ(M n ), the Weak General MP takes s n as any value in R. Since the MP shrinkage is a special form of this general algorithm, many results of [23] holds automatically. Indeed, for any index subset I 0 ⊂ I, let us consider the restricted synthesis operator
where (·) † denotes pseudo-inversion. Based on [22] , the following stablity result is proved in [23] .
Theorem 2: Let I 0 be an index set (finite or infinite) where η(I 0 ) < 1. For any v = k∈I 0 c k ψ k and α > η(I 0 ), the Weak (α) General MP picks up a "correct" atom at each step, i.e., for all n ≥ 1, γ n ∈ I 0 .
The MP shrinkage also links closely to the l 1 -minimization approaches in statistics. Indeed, if we consider the coordinates of the reconstruction image:
then Eq. (25) can be rewritten as:
The philosophy behind the above update rule is that one can repeatedly adding the new information recovered from the noisy residual to the current reconstruction image. Moreover, if one takes
with some small constant, Eq. (26) is exactly the Forward Stagewise Linear Regression. As stated in [9] , "small" is important here since the "big" choice (t) = |t| leads to the classic Forward Selection (or MP) which can be overly greedy.
The MP shrinkage algorithm also shares similarity with the Least Angle Regression (LAR) [9] . This is a stylized version of the Stagewise procedure that uses a direct mathematical formula to accelerate the computations burdens. Let the active set A contain indices maximizing the absolute correlation and let u A be the unit vector making equal angles, less than 90 • , with the columns of X AC (see [9] for details).
The LAR algorithm updates as:
where λ A are the coefficients of the current active set and δ is the smallest positive value such that after the above updating, a new index joins the active set. Efron et al. [9] also illustrated that for the LAR updating, we have:
where A A is a positive depending on A and D. Hence, all the maximal absolute current correlations are shrunk equally. This is slightly different with the MP shrinkage where in each iteration, only one atom is shrunk. Note that with the modifications described in [9] , the LAR provides the solution for various l 1 -penalized inverse problems.
Another strongly related shrinkage approach is the Coordinate-wise descent [19] , [20] . Instead of Eq. (2), this method updates the coefficients by:
Based on [51] , one can readily prove that the above scheme converges to the solution of BPDN when we take θ as soft shrinkage function.
V. CONVERGENCE OF THE MP SHRINKAGE FOR A SHRINKAGE FUNCTION
This section is devoted to prove that under mild condition, the MP shrinkage algorithm converges.
Indeed, for the MP shrinkage, the energy conservation (corresponding to (7) for MP) becomes:
Proposition 2: Let (ψ i ) i∈I be a normed dictionary and θ(·) be a shrinkage function. For any M > 0 and any v ∈ H, the quantities defined in Eq.(24) satisfy:
As a consequence, we have
Proof: We can deduce from
and ψ γn , ψ γn = 1 that
Summing these equalities for all n = 0, . . . , M − 1, we obtain after simplification
We then obtain (28) from
Eq. (29) can be easily deduced from (28) since using (15), we know that
Notice that this also provides (32) . Moreover, (29) garantees that ( M n=0 s 2 n ) M ∈N is a bounded increasing sequence. It converges and (30) holds. We also have
This ensures that (31) holds.
Now we can prove the convergence of the MP algorithm.
Theorem 3: Let (ψ i ) i∈I be a normed dictionary, v ∈ H and θ(·) be a shrinkage function. The sequences defined in Eq.(24) satisfy:
As a consequence,
s n ψ γn exists.
We denote the limit of (R n v) n∈N by R +∞ v and we trivially have
Proof: The proof is based on Jones' proof for the convergence of projection pursuit regressions (see [25] ) and the proof of Theorem 1 in [13] .
First notice that the statement of the proposition is trivial for v = 0. We further assume that u = 0.
In order to prove the theorem, we prove that the sequence (R n v) n∈N is a Cauchy sequence. Before doing so, let us start with some preliminaries.
Notice first that for all w 1 , w 2 ∈ H, we have:
Moreover, for N 2 > N 1 ≥ 0, from (25) we have
Finally, for any n ≥ 0 and any m ≥ 0,
Let us now consider N 2 > N 1 ≥ 0. Using (33), (34) and (35), we obtain
Using (32) of Proposition 2, we know that the sequence ( R n v ) n∈N is non-negative and nonincreasing. Therefore, it converges to some value R ∞ and for any > 0, there exits K > 0 such that for all m > K,
As a consequence, for any
|s n |
Using (31), we know that +∞ n=0 |M n ||s n | < +∞. Moreover, 0 ≤ |s n | ≤ |M n | for all n ∈ N. So Lemma 2 (see Appendix) can be applied with x n ≡ |s n | and y n ≡ |M n |. Two situations might occur :
• The first one is that: +∞ n=0 |s n | < +∞. In this case, we know that there is K > 0 such that for any
Moreover, from (28) we know that
So (37) becomes : for any > 0 there are K and K > 0 such that for any
As a conclusion (R n v) n∈N is a Cauchy sequence.
• The second one is that: lim inf q→+∞ |M q | q n=0 |s n | = 0. In this case, let > 0 and let p > 0 be an integer. We are going to estimate R m v − R m+p v , for m > K (K is such that (37) holds).
First, there is q > m + p such that
Moreover, we can decompose
Applying (37) with N 1 = m and N 2 = q and using (38) we obtain
Similarly, applying (37) for N 1 = m + p and N 2 = q and using (38) we obtain
Hence, we finally obtain
which proves that (R n v) n∈N is a Cauchy sequence.
As a conclusion, (R n v) n∈N converges. The second statement directly follows from (25). of H, v = i∈I s i ψ i ∈ H such that i∈I |s i | diverges and θ(t) ≡ t.
The existence of (40) is of interest since it provides a direct guarantee that the coordinates
exist. This is important since these are the coordinates built by the algorithm. 1 The next section proves that this weakness, when the MP shrinkage is defined by a shrinkage function (without any further assumption), is solved when a thresholding function is used.
VI. BOUND ON l 1 REGULARITY, FOR A THRESHOLDING FUNCTION
Below we give a bound on the l 1 regularity for the MP shrinkage with thresholding function.
Proposition 3:
Let (ψ i ) i∈I be a normed dictionary, v ∈ H and θ(·) be a thresholding function. The quantities defined in Eq.(24) satisfy:
where τ − > 0 denotes the interior threshold as defined in the Definition 2.
Proof: Let M ∈ N fixed. Using (29), we know that
Together with (28) , this leads to
Using (16) and the fact that θ(·) is a thresholding function, for any n ∈ N, we have:
where the last inequality is obtained via the discussing on two cases: s n = 0 or s n = 0.
As a conclusion for all M ∈ N we have
Letting M go to infinity, we obtain (41).
Remark 1:
This proposition says that we can control +∞ n=0 |s n | when θ(·) is a thresholding function. An important aspect of the proposition is that the right term in (41) does NOT depend on the dictionary.
Remark 2:
Another important aspect is that it assures the existence of the coordinates of the result:
Moreover, we obviously have
So the proposition gives a way to control the norm which is used to define the regularity term in the Basis Pursuit Denoising model (see (2) , [8] and the papers referencing it). Moreover, let us define the
By Proposition 5 (see below), one can see that after convergence, the outcome of the MP shrinkage satisfies:
where τ + is the exterior threshold of θ(·) (see Definition 2).
Therefore, the MP shrinkage can be regarded as a sub-optimal solution to the "Dantzig selector" [52] :
Note that the stability of a generalized model of the "Dantzig selector was reported in Chapter 4 of [6] .
VII. BOUND ON SPARSITY, FOR A GAP SHRINKAGE FUNCTION
If θ(·) is a gap shrinkage function, then in the deterministic settings (α = 1, or we finish the algorithm once s n = 0), the MP shrinkage stops automatically after a finite number of iterations. Indeed, we have:
Proposition 4: Let (ψ i ) i∈I be a normed dictionary, v ∈ H and θ(·) be a gap shrinkage function (i.e.
gap(θ) > 0). The sequence (s n ) n∈N defined in Eq. (24) satisfies:
where # denotes the cardinal of a set and · denotes the floor function.
Proof: Suppose that the sequence (s n ) n∈N contains M non-zero terms. Observing Definition 3, for each s n = 0, we have:
where we recall that
From (28), we know that:
Noting that M is integer, we have:
Remark 3: Again, an interesting aspect of the proposition is that the number of iteration does not depend on the dictionary. It only depends on the norm of the datum v and the shrinkage function.
Remark 4:
This proposition gives another guarantee that (40) exists. In fact, the proposition implies that the norm of (s n ) n∈N is finite for any norm defined for sequences. 
then the proposition ensures that
In words, v is approximated with less than 
VIII. BOUND ON THE RESIDUAL NORM, FOR A SHRINKAGE FUNCTION
In this section, we are interested in the residual norm. This is again for shrinkage function and we need a lemma.
Lemma 1: Let (ψ i ) i∈I be a normed dictionary, v ∈ H and θ(·) be a shrinkage function whose exterior threshold is finite (i.e. τ + < +∞). The sequence (M n ) n∈N defined in Eq. (24) satisfies:
Proof: In order to prove the first statement, we assume that (44) does not hold. Then there exists > 0 and an increasing sequence (k n ) n∈N ∈ N N such that
So there exists an increasing sequence (k n ) n∈N ∈ N N such that
This means that
The latter statement is impossible since, from (30), we know that lim n→+∞ s n = 0. This proves (44) .
The proof of (45) is similar.
In particular, if the exterior threshold of θ(·) is zero (i.e. τ + = 0),
Recall that we have defined the semi-norm on H as
Notice that · D is a norm as soon as D is complete (i.e. D generates H). For τ ≥ 0, we also denote
Geometrically, L · D (τ ) is a polyhedral set.
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Recall that in (8) we denote V def = Span((ψ i ) i∈I ), the closure of vector space spanned by the dictionary (ψ i ) i∈I , and V ⊥ its orthogonal complement. We now denote the orthogonal projection onto V and V ⊥ by P V and P V ⊥ respectively.
Proposition 5: Let (ψ i ) i∈I be a normed dictionary, v ∈ H and θ(·) be a shrinkage function. The limits defined in Theorem 3 satisfy
where τ + is the exterior threshold of θ(·), as defined in Definition 2.
Proof: Let > 0, from Lemma 1, we know that for any
Given the definition of τ + , we therefore know that
We rewrite
Moreover, since P V is contractive and given the construction of M nk , we know that
Therefore, for all i ∈ I,
Since (R n k v) k∈N converges to R +∞ v (see Theorem 3), we finally have
for all i ∈ I. Since the above inequalities hold for any > 0, we obtain
Moreover, using Theorem 3, we know that
We therefore obtain
Using Theorem 3 (again), we also know that
This finishes the proof of the theorem.
IX. EXPERIMENTAL RESULTS
This section is mainly devoted to the comparison of the MP shrinkage algorithm with some classical sparse representation methods: the regular MP, OMP and BPDN. In all the experiments, the predefined constant α is always 1. For simplicity, we restrict ourselves on the soft shrinkage function in the MP shrinkage algorithm.
A. Denoising by wavelet dictionary
We report the experiments on the Pepper image with pixel value in [0, 255]. The dictionary is composed of all the translations of the 13 wavelet filters of Daubechies 3 for 4 decomposition levels over the plan.
The original image and noisy image (Gaussian noise of standard variation σ = 20) are displayed on the top of Fig.1 .
The MP shrinkage algorithm with various τ : 0 (the regular MP), 10, 50 and 100 are carried and we stop the iterations once one of the following two criterions is satisfied: (a) the l 2 -norm of the residual is less or equal to σ; (b) the length of the forward step |s n | ≤ 10 −6 .
The relationship of |s n | with the iteration number n is presented in Fig. 2 . Clearly one can observe that when τ is rather big, the quantity |s n | decreases dramatically to 0. Moreover, in the case of soft shrinkage, we have: Hence, this also illustrates that the residual norm
converges to a certain value less or equal to τ . This observation is consistent with Proposition 5. We can see that for MP, the reconstruction image is still noisy. However, the result image of the MP shrinkage is much cleaner. The maximum of the blue line (it is for MP) in Fig. 3 is 26.45 (whereas n = 2057), which is smaller than the final step of the MP shrinkage with τ = 50 as the latter is 27.33.
Hence, even we know where to stop optimally the regular MP (which is rather tough), the MP shrinkage is better in this example.
B. Detection by letter dictionary
We turn to considering the detecting problem. The clean image is shown on Fig.5(a) known (see Fig.4 ). After normalization and centering, one can translate these letter filters over the plan to construct a translation invariant dictionary which can be integrated into any dictionary model. Our task is to detect these letters and their positions in the noisy image.
Intuitively, one can denoise the noisy image to inspect some useful information. However, as the noisy image is highly degraded, this approach does not work. Indeed, in Fig.5(c) , we exhibit the result of the wavelet soft shrinkage where the parameter is carefully tuned. One can discover that the letter information is totally lost there.
Another possible approach is the l 1 -optimization. For instance, one can think about the applying of the BPDN model reported in [8] , [18] - [21] . As usual, the parameter is tuned to obtain a result such that the l 2 -norm of the residual image is σ. The negative coefficients are then dropped since they are mainly due to the background and noise. The reconstruction image is displayed in Fig.5(d) and it seems that as the noise level is too high, the outcome of this model is rather limited.
We also report the results of OMP and MP respectively in Fig.5 (e) and (f) where for each algorithm, the iteration is stopped once the l 2 -norm of the residual is less or equal to σ and the negative coefficients are dropped. The result image of OMP is much cleaner than MP since it stops after less iterations. One can see that for OMP, the letter o in the first line is correctly detected while for MP, the result is rather noisy.
However, this does not imply that the OMP is better than MP since we have another possibility to enhance the result of MP. Indeed, shrinking the coefficients of MP by soft shrinkage with τ = 400 ∈ [2.5σ, 3σ] and then recomposing, one can obtain a new synthesis image which is presented in Fig.5(g ).
Below we refer this scheme as MP modified. Note that experimentally we observe that the same scheme works rather limitedly for OMP and BPDN. Therefore, in our case, it is clear that the MP modified works better than OMP and BPDN.
Finally, we come to the result of the MP shrinkage. The soft shrinkage with τ = 400, the same as the above MP modified is applied. Again, the algorithm is stopped once |s n | ≤ 10 −6 (this leads to about 500 iterations for our case). The negative coefficients are dropped and the reconstruction image is thus reported as Fig.5(h) . Clearly the MP shrinkage method provides a much cleaner result comparing to all the other approaches. More importantly, in the MP shrinkage, the false alarms are mostly caused by structures in the image, so they are concentrated along these structures such as face and hair. This even makes it possible to reduce the false alarms by typical clustering techniques. On the contrary, the false alarm of MP modified appears randomly in any position, which makes its result image somehow noisy. 
X. CONCLUSION AND DISCUSSION
In this paper, we presented a Matching Pursuit shrinkage algorithm which integrates a rather general family of shrinkage function with Matching Pursuit. We illustrate clearly that this algorithm is strongly related to the l 1 -minimization via shrinkage operators. Some important theoretical analysis are carefully investigated. In particular, we are interested in the bounds on the l 1 regularity, sparsity and residual norm.
Finally, several numerical results were reported to demonstrate its performance. Indeed, we illustrated experimentally that the convergence of the MP shrinkage is better than the regular MP, especially when the threshold value is rather big. The denoising performance of both methods are then compared and we clearly showed that in the presence of noise, the new one outperforms the regular MP. We also compared the experiments of detecting letters from heavily noisy structured image by the MP shrinkage, the regular MP, OMP and BPDN. The MP shrinkage works best as it provides a result with few false alarm. This implies the potential use of our new method.
We also remark that the denoising performance of the MP shrinkage, similar to all the other dictionary methods such as the regular MP, OMP, Basis Pursuit and the wavelet shrinkage, strongly depends on the choice of the dictionary and the statistical properties of the analyzed image and the noise. Therefore, the simply application of any of these methods alone, without carefully selection of the dictionary or total variation like regularization, usually can not give satisfactory visual effect for image restoration. This is essentially why the data-driven dictionary learning, the task of the first category of sparse representation research is so important.
Moreover, as the idea of the MP shrinkage is rather new, the future works include various directions.
For instance, we might consider the convergence speed of the algorithm for dictionaries with special structures and then conduct similar results paralleling to [23] . The choices of dictionary and shrinkage function based on the statistical point of view are also crucial for applications. Moreover, we leave the further comparisons of the MP shrinkage numerous classical l 1 -minimization approaches in statistics to interested readers.
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APPENDIX

Proof of Proposition 1
Proof of gap(θ) ≤ inf t:θ(t) =0 |t|. Let t 0 ∈ R be such that t 0 > inf t:θ(t) =0 |t|. We We have θ(t) = 0 and given the definition of the gap, we know that gap(θ) 2 ≤ θ(t) 2 + 2θ(t)(t − θ(t)),
As a conclusion, for any t 0 such that t 0 > inf t:θ(t) =0 |t|, we have gap(θ) ≤ t 0 . So
gap(θ) ≤ inf t:θ(t) =0
|t|.
Lemma used in the proof of Theorem 3
This lemma is a variation on the Lemma used for the proof of Theorem 1 in [13] .
Lemma 2:
Let (x k ) k∈N and (y k ) k∈N be two sequences such that ∀k ∈ N, 0 ≤ x k ≤ y k (46) and +∞ k=0
x k y k < +∞.
One of the following alternatives holds :
• either x k = 0.
Proof: First, since (y k ) k∈N is a sequence of nonnegative real numbers, its inferior limit always exists.
We
• either have lim inf k→+∞ y k > 0, 
Since lim inf k→+∞ y k = 0, there is p ≥ 0 such that
Let j ∈ {n, . . . n + p} be such that y j ≤ y k , ∀k ∈ {n, . . . n + p}.
We have This means that the second alternative holds.
