Abstract: Given time series data X 1 , . . . , Xn, the problem of optimal prediction of X n+1 has been well-studied. The same is not true, however, as regards the problem of constructing a prediction interval with prespecified coverage probability for X n+1 , i.e., turning the point predictor into an interval predictor. In the past, prediction intervals have mainly been constructed for time series that obey an autoregressive model that is linear, nonlinear or nonparametric. In the paper at hand, the scope is expanded by assuming only that {Xt} is a Markov process of order p ≥ 1 without insisting that any specific autoregressive equation is satisfied. Several different approaches and methods are considered, namely both Forward and Backward approaches to prediction intervals as combined with three resampling methods: the bootstrap based on estimated transition densities, the Local Bootstrap for Markov processes, and the novel Model-Free bootstrap. In simulations, prediction intervals obtained from different methods are compared in terms of their coverage level and length of interval.
Introduction
Prediction is a key objective in time series analysis. The theory of optimal-linear and nonlinearpoint predictors has been well developed. The same is not true, however, as regards the problem of constructing a prediction interval with prespecified coverage probability, i.e., turning the point predictor into an interval predictor. Even in the related problem of regression, the available literature on prediction intervals is not large; see e.g. Geisser (1993) , Carroll and Ruppert (1991) , Olive (2007) , Olive (2015) , Patel (1989) , Schmoyer (1992) , and Stine (1985) . Recently, Politis (2013) has re-cast the prediction problem-including prediction intervals-in a Model-Free setting.
An autoregressive (AR) time series model, be it linear, nonlinear, or nonparametric, bears a formal resemblance to the analogous regression model. Indeed, AR models can typically be successfully fitted by the same methods used to estimate a regression, e.g., ordinary Least Square (LS) regression methods for parametric models, and scatterplot smoothing for nonparametric ones. There are several papers for prediction intervals for AR models (typically linear) that represent a broad spectrum of methods; see e.g. Alonso et al. (2002) , Box and Jenkins (1976) , Breidt et al. (1995) , Masarotto (1990) , Pascual et al. (2004) , Thombs and Schucany (1990) , and Wolf and Wunderli (2015) .
Recently, Pan and Politis (2015) presented a unified approach towards prediction intervals when a time series {X t } obeys an autoregressive model that is either linear, nonlinear or nonparametric. We expand the scope by assuming only that {X t } is a Markov process of order p ≥ 1 without insisting that any specific autoregressive equation is satisfied. Recall that Pan and Politis (2015) identified two different general approaches towards building bootstrap prediction intervals with conditional validity, namely the Forward and Backward recursive schemes. We will address both Forward and Backward approaches in the setting of Markovian data; see Section 2 for details.
In terms of the actual resampling mechanism, we will consider the following three options:
1. The bootstrap method based on kernel estimates of the transition density of the Markov processes as proposed by Rajarshi (1990) ; see Section 3. 2. The Local Bootstrap for Markov processes as proposed by Paparoditis and Politis (1998) and Paparoditis and Politis (2002) ; see Section 4. 3. The Model-Free Bootstrap for Markov Processes; this is a novel resampling scheme that stems from the Model-Free Prediction Principle of Politis (2013) . To elaborate, the key idea is to transform a given complex dataset into one that is i.i.d. (independent, identically distributed); having done that, the prediction problem is greatly simplified, and that includes the construction of prediction intervals. In the case of a Markov Process, this simplification can be accomplished using the Rosenblatt (1952) transformation; see Section 6.
In the case of time series that satisfy an autoregressive equation that is nonlinear and/or nonparametric, Pan and Politis (2015) noted that the Backward approach was not generally feasible. Recall that, under causality, AR models are special cases of Markov processes. Hence, in Section 5 we propose a hybrid approach for nonparametric autoregressions in which the forward step uses the autoregressive equation explicitly while the backward step uses one of the three aforementioned Markov bootstrap procedures.
In the following, Section 2 will describe the setting of the prediction problem under consideration, and the construction of bootstrap prediction intervals. All prediction intervals studied in the paper at hand are asymptotically valid under appropriate conditions. We will assess and compare the finitesample performance of all the methods proposed via Monte Carlo simulations presented in Section 7. Appendix A is devoted to showing that a Markov process remains Markov after a time-reversal; this is needed to justify the use of all Backward bootstrap approaches. Finally, Appendix B discusses the problem of prediction intervals in r-step ahead prediction for r ≥ 1.
α/2 and 1−α/2 of the conditional density estimatorf n (·|y n ) respectively. Iff n (·|y n ) is consistent for f n (·|y n ), then this interval would be asymptotically valid; nevertheless, it would be characterized by pronounced under-coverage in finite samples since the nontrivial variability in the estimatef n (·|y n ) is ignored.
In order to capture the finite-sample variability involved in model estimation some kind of bootstrap algorithm is necessary. Thus, consider a bootstrap pseudo series X Definition 2.2. The predictive root is the error in prediction, i.e., X n+1 −X n+1 . Similarly, the bootstrap predictive root is the error in prediction in the bootstrap world, i.e., X * n+1 −X * n+1 . Remark 2.3. Construction of prediction intervals in this paper will be carried out via approximating the quantiles of the predictive root with those of the bootstrap predictive root. To see why, suppose the (conditional) probability P (X n+1 −X n+1 ≤ a) is a continuous function of a in the limit as n → ∞. If one can show that sup a |P (X n+1 −X n+1 ≤ a) − P * (X * n+1 −X * n+1 ≤ a)| P −→ 0, then standard results imply that the quantiles of P * (X * n+1 −X * n+1 ≤ a) can be used to consistently estimate the quantiles of P (X n+1 −X n+1 ≤ a), thus leading to asymptotically valid prediction intervals.
application to prediction intervals, note that the bootstrap also allows us to generate X * n+1 so that the statistical accuracy of the predictorX n+1 can be gauged. However, under a usual Monte Carlo simulation, none of the simulated bootstrap series will have their last p values exactly equal to the original vector y n as needed for prediction purposes. Herein lies the problem, since the behavior of the predictorX n+1 needs to be captured conditionally on the original vector y n .
To avoid this difficulty in the set-up of a linear AR(p) model, Thombs and Schucany (1990) proposed to generate the bootstrap data X * 1 , · · · , X * n going backwards from the last p values that are fixed at (X * n , · · · , X * n−p+1 ) = y n ; this is the backward bootstrap method that was revisited by Breidt et al. (1995) who gave the correct algorithm of finding the backward errors. Note that the generation of X * n+1 must still be done in a forward fashion using the fitted AR model conditionally on the value X n . Going beyond the linear AR(p) model, a backward bootstrap for Markov processes was proposed by Paparoditis and Politis (1998) via their notion of Local Bootstrap. We will elaborate on the backward Local Bootstrap and other backward bootstrap methods for Markov processes in the sequel. A key result here it that a Markov process remains Markov after a time-reversal; see our Appendix A.
Nevertheless, the natural way Markov processes evolve is forward in time, i.e., one generates X t given X t−1 , X t−2 , . . . , X t−p . Thus, it is intuitive to construct bootstrap procedures that run forward in time, i.e., to generate X * t given X * t−1 , X * t−2 , . . . , X * t−p . Indeed, most (if not all) of the literature on bootstrap confidence intervals for linear AR models uses the natural time order to generate bootstrap series. However, recall that predictive inference is to be conducted conditionally on the last p values given by y n in order to be able to place prediction bounds around the point predictorX n+1 .
In order to maintain the natural time order, i.e., generate bootstrap series forward in time, but also ensure that X * n+1 is constructed correctly, i.e., conditionally on the original y n , Pan and Politis (2015) introduced the forward bootstrap method for prediction intervals, that comprises of the following two steps. In describing it, we will use the notion of fitting a Markov model by estimating the transition density f (x|y) as will be discussed in detail in Section 3; different notions of Markov bootstrap, e.g., the Local Bootstrap, work analogously.
A. Choose a starting vector (X * 1−p , X * 2−p , . . . , X * 0 ) appropriately, e.g., choose it at random as one of the stretches (subseries) of length p found in the original data X 1 , · · · , X n . Then, use the fitted Markov model, i.e., use the estimated transition densityf n (x|y), in order to generate bootstrap data X * t recursively for t = 1, . . . , n. Now re-fit the Markov model using the bootstrap data X * 1 , · · · , X * n , i.e., obtainf * n (x|y) as an estimate of the transition density. B. Re-define the last p values in the bootstrap world, i.e., let (X * n , · · · , X * n−p+1 ) = y n , and generate the future bootstrap observation X * n+1 by a random draw from densityf * n (·|y n ). Also compute the one-step ahead bootstrap point predictorX * n+1 = xf * n (x|y n )dx. Note that the forward bootstrap idea has been previously used for prediction intervals in linear AR models by Masarotto (1990) and Pascual et al. (2004) but with some important differences; for example, Masarotto (1990) omits the important step B above. Pan and Politis (2015) found that the forward bootstrap is the method that can be immediately generalized to apply for nonlinear and nonparametric autoregressions as well, thus forming a unifying principle for treating all AR models; indeed, for nonlinear and/or nonparametric autoregressions the backward bootstrap seems infeasible. Nevertheless, as will be shown in the next two sections, the backward bootstrap becomes feasible again under the more general setup of Markov process data. In Section 5 we will return briefly to the setup of a nonlinear and/or nonparametric autoregression and propose a hybrid approach in which the forward step uses the autoregressive equation explicitly while the backward step uses one of the three Markov bootstrap procedures mentioned in the Introduction.
Bootstrap Based on Estimates of Transition Density
Rajarshi (1990) introduced a bootstrap method that creates pseudo-sample paths of a Markov process based on an estimated transition density; this method can form the basis for a forward bootstrap procedure for prediction intervals. Since the time-reverse of a Markov chain is also a Markov chain-see Appendix A-, it is possible to also define a backward bootstrap based on an estimated backward transition density.
Forward Bootstrap Based on Transition Density
Recall that x 1 , x 2 , · · · , x n is the observed sample path from the Markov chain X, and y t = (x t , · · · , x t−p+1 ) . In what follows, the phrase "generate z ∼ f (·)" will be used as short-hand for "generate z by a random draw from probability density f (·)". (1) Choose a probability density K on R 2 and positive bandwidths h 1 , h 2 to construct the following kernel estimators:f
for all x ∈ R, y ∈ R p , and where · is a norm in R p . (2) Calculate the point predictorx n+1 = xf n (x|y n )dx. (3) (a) Generate y * p = (x * p , · · · , x * 1 ) with probability density functionf n (·) given by (3.2). Alternatively, let y * p be one of the stretches of p observations that are present as a subset of the original series x 1 , . . . , x n ; there are n − p + 1 such stretches-choose one of them at random.
n (x|y) in a similar way as in (3.3)-with the same kernel and bandwidths-but based on the pseudo-data x * 1 , x * 2 , · · · , x * n instead of the original data. (e) Calculate the bootstrap point predictorx * n+1 = xf * n (x|y n )dx. (f ) Generate the bootstrap future value x * n+1 ∼f n (·|y n ). (g) Calculate the bootstrap root replicate as x * n+1 −x * n+1 . (4) Repeat (3) B times; the B bootstrap root replicates are collected in the form of an empirical distribution whose α-quantile is denoted q(α). (5) The (1 − α)100% equal-tailed, bootstrap prediction interval for X n+1 is given by
(3.4)
Backward Bootstrap Based on Transition Density
Letting Y t = (X t , X t−1 , · · · , X t−p+1 ) and x ∈ R, y ∈ R p as before, we can define the backwards transition distribution as F b (x|y) = P [X 0 ≤ x|Y p = y] with corresponding density f b (x|y). Similarly, we define the backwards joint distribution as
Having observed a sample path x 1 , x 2 , · · · , x n of a Markov chain, Appendix A shows that the time-reversed sample-path x n , x n−1 , · · · , x 1 can be considered as a sample path of another Markov chain with transition distribution and density given by F b (x|y) = P [X 0 ≤ x|Y p = y] and f b (x|y) respectively. Note that the densities f b (x, y) and f b (x|y) admit kernel estimators as follows:
The above equation can be used to form an alternative estimator of the unconditional density f (y), namelyf
The algorithm for backward bootstrap based on transition density is very similar to that of the corresponding forward bootstrap. The only difference is in Step (3) where we generate the pseudo series (x * 1 , · · · , x * n ) in a time-reversed fashion. The backward bootstrap algorithm is described below where the notation y *
(1)-(2) Same as the steps in Algorithm 3.1.
(3) (a) Let y * n = y n . (b) Generate x * n−p ∼f bn (·|y * n = y n ) (c) Repeat (b) going backwards in time to generate x * t ∼f bn (·|y * t+p ) for t = n−p, n−p−1, · · · , 1. (d) Generate bootstrap future value x * n+1 ∼f n (·|y n ). [Note: this is again going forward in time, using the forward transition density exactly as in the Forward Bootstrap Algorithm 3. 
Asymptotic Properties
For simplicity, in this section we focus on a Markov sequence X of order one, i.e., p = 1. The following technical assumptions are needed to ensure asymptotic validity of the prediction intervals of Sections 3.1 and 3.2.
(α 1 ) X = {X 1 , X 2 , · · · } forms an aperiodic, strictly stationary and geometrically ergodic and φ-mixing Markov chain on (R, B) where B is Borel-σ algebra over R.
(α 2 ) F (y), F (x, y) and F (x|y) defined in eq. (2.1) with p = 1 are absolutely continuous, and have uniformly continuous and bounded densities f (y), f (x, y) and f (x|y) respectively. (α 3 ) Assume a compact subset S ⊂ R exists such that f (y) ≥ δ > 0 for each y ∈ S. Also assume X t ∈ S for all t ≥ 1.
Remark 2.1 of Rajarshi (1990) provides a discussion on the (non)restrictiveness of assumption α 3 which should have little effect in practice. Let K(x, y) be an appropriately chosen probability density on R 2 ; also let h 1 = h 2 = h for simplicity. The required conditions on the kernel K and the bandwidth h are specified in assumptions (β 1 -β 3 ).
(β 1 ) K(x, y) is uniformly continuous in (x, y), and
Under assumptions (α 1 )-(α 3 ) and (β 1 )-(β 3 ), the following results are proved by Rajarshi (1990) .
Focusing on the forward bootstrap, the above three equations are enough to show that
To argue in favor of asymptotic validity by appealing to Remark 2.3, we have to center the distributions appearing in eq. (3.10). Recall that the predictor of future value isX n+1 = xf n (x|y n )dx, and the bootstrap predictor isX * n+1 = xf * n (x|y n )dx. Now it is not hard to show thatX n+1 → xf (x|y n )dx a.s. andX * n+1 → xf (x|y n )dx as well; details can be found in Pan (2013) . Therefore, it follows thatX n+1 −X * n+1 → 0 a.s., and appealing to Remark 2.3 we have the following. Corollary 3.1. Under assumptions (α 1 )-(α 3 ) and (β 1 )-(β 3 ), the prediction interval constructed from the forward bootstrap of Algorithm 3.1 is asymptotically valid.
As Appendix A shows, the time-reverse of a Markov process is also a Markov process. Hence, similar arguments leading to Corollary 3.1 can be used to prove the following.
Corollary 3.2. Under assumptions (α 1 )-(α 3 ) and (β 1 )-(β 3 ), the prediction interval constructed from the backward bootstrap of Algorithm 3.2 is asymptotically valid.
Remark 3.1. [On bandwidth choice] Bandwidth choice is as difficult as it is important in practice. Rajarshi (1990) used the bandwidth choice h = 0.9An −1/6 where A = min(σ, IQR 1.34 ),σ is the estimated standard deviation of the data, and IQR is the interquartile range. However, our simulations indicated that such a bandwidth choice typically gives prediction intervals that exhibit significant over-coverage. Note that the last requirement of assumption (β 3 ) implies that nh 4 → 0; this convergence can be very slow provided k is large but in any case the order of h should be at most O(n −1/4 ). Therefore, the practical bandwidth choice was modified to h = 0.9An −1/4 . The cross-validation method for bandwidth selection is not recommended here as it results into an h of order n −1/5 .
The Local Boostrap for Markov processes
The Local Bootstrap for Markov processes was proposed by Paparoditis and Politis (2002) . Although it still assumed that the random variables X 1 , X 2 , · · · are continuous, possessing probability densities, the Local Boostrap generates bootstrap sample paths based on an estimated transition distribution function that is a step function as opposed to generating bootstrap sample paths based on an estimated transition density as in Section 3; in that sense, Rajarshi's (1990) Efron's (1979) original bootstrap that resamples from the empirical distribution function.
Forward Local Bootstrap
As before, let x 1 , · · · , x n be the observed sample path or a Markov chain of order p, and let Y t = (X t , X t−1 , · · · , X t−p+1 ) and y t = (x t , x t−1 , · · · , x t−p+1 ) . Following Paparoditis and Politis (2002) , the estimator of the one-step ahead transition distribution function will be given by the weighted empirical distributionF
where W b (·) = 1/bW (·/b) with W (·) being a bounded, Lipschitz continuous and symmetric probability density kernel in R p , and b > 0 is a bandwidth parameter tending to zero. The Local Boostrap generation of pseudo-data will then be based on the estimated conditional distributionF n (x|y). However, since the latter is a step-function, i.e., it is the distribution of a discrete random variable, in what follows it is easier to work with the probability mass function associated with this discrete random variable. Then calculate the predictorx n+1 as
(2) (a) Set starting value y * p to a subseries consisting of any consecutive p values from
, where y *
(e) Re-define y * n = y n , and then generate x * n+1 = x J+1 as in step (b), where J is a discrete random variable taking its values in the set {p, · · · , n − 1} with probability mass function given by
(f ) Calculate the bootstrap prediction root replicate as x * n+1 −x * n+1 (3) Repeat step (2) B times; the B bootstrap root replicates are collected in the form of an empirical distribution whose α-quantile is denoted q(α). (4) The (1 − α)100% equal-tailed, forward Local Bootstrap prediction interval for X n+1 is given by
Backward Local Bootstrap
As shown in Appendix A, the time-reverse of a Markov process is also a Markov process. So in this section we will employ the Backward Local Bootstrap that was introduced by Paparoditis and Politis (1998) for the purpose of constructing prediction intervals; their example was a first order autoregressive process with conditionally heteroscedastic errors, i.e., the model X t = φX t−1 + t α 0 + α 1 X 2 t−1 where { t } are i.i.d with mean 0 and variance 1. We will now generalize this idea to the Markov(p) case; in what follows, the Backward Local Bootstrap employs an estimate of the backward conditional distribution given bỹ
where b is the backward bandwidth which can be different from the forward bandwidth b. t+p has already been generated where 1 ≤ t ≤ n − p. Let J be a discrete random variable taking its values in the set {1, 2, · · · , n − p} with probability mass function given by
Let J be a discrete random variable taking its values in the set {p, p + 1, · · · , n − 1} with probability mass function given by
[Note: this is again going forward in time exactly as in the Forward Local Bootstrap Algorithm 4.1.] (e) Calculate the bootstrap predictorx * n+1 by 
Asymptotic Properties
Paparoditis and Politis (2002) under their assumptions (A1)- (A3) and (B1)
where the transition distribution estimatorF (x|y) was defined in (4.1); this is sufficient to show eq. (3.10) for the Forward Local Bootstrap. The argument regardingX n+1 −X * n+1 → 0 is similar as in Section 3.3, and hence asymptotic validity follows.
Corollary 4.1. Under assumptions (A1)- (A3) and (B1)- (B2) of Paparoditis and Politis (2002) , the prediction interval constructed from the Forward Local Bootstrap of Algorithm 4.1 is asymptotically valid.
Due to Appendix A, it is easy to see that the same consistency can be shown for the backwards transition distribution estimatorF bn (y|x) defined in (4.2), i.e., that
from which asymptotic validity of the Backward Local Bootstrap follows. 
Hybrid Backward Markov Bootstrap for Nonparametric Autoregression
In this section only, we will consider the special case where our Markov(p) process is generated via a nonparametric autoregression model, i.e., one of the two models below:
• AR with homoscedastic errors:
• AR with heteroscedastic errors:
As before, we assume that {X t } is strictly stationary; we further need to assume causality, i.e., that run forward in time, i.e., X p+1 is generated given an initial assignment for X 1 , . . . , X p ; then, X p+2 is generated given its own p-past, etc. Recently, Pan and Politis (2015) presented a unified approach for prediction intervals based on forward, model-based resampling under one of the above two models. It was noted that a backward model-based bootstrap is not feasible except in the special case where the conditional expectation function m(X t−1 , ..., X t−p ) is affine in its arguments, i.e., a linear AR model; see e.g. Breidt et al. (1995) and Thombs and Schucany (1990) .
Using the ideas presented in Sections 3 and 4, we can now propose a hybrid Backward Markov Bootstrap for Nonparametric Autoregression in which forward resampling is done using the model, i.e., eq. (5.1) or (5.2), whereas the backward resampling is performed using the Markov property only.
Hybrid Backward Markov Bootstrap Algorithms
Consider Markov Processes generated from either homoscedastic model (5.1) or heteroscedastic model (5.2). Given a sample {x 1 , x 2 , · · · , x n }, the algorithms of hybrid backward Markov bootstrap based on transition density for nonparametric model with i.i.d errors and heteroscedastic errors are described in Algorithm 5.1 and 5.2 respectively; the corresponding algorithms based on Local Bootstrap are described in Algorithm 5.3 and 5.4. 
as before, y t = (x t , x t−1 , · · · , x t−p+1 ) , and · is a norm in R p . (2) Compute the residuals:
(a) Construct the backward transition density estimatef bn as eq. (3.6).
where * n+1 is generated fromF . Then re-estimate m(·) based on the pseudo data, i.e.,
(e) Calculate the bootstrap root replicate as X * n+1 −X * n+1 . (4) Steps (a)-(e) in the above are repeated B times, and the B bootstrap root replicates are collected in the form of an empirical distribution whose α-quantile is denoted q(α).
Algorithm 5.2. Hybrid backward Markov bootstrap based on transition density for nonparametric model with heteroscedastic errors (1) Select the bandwidth h and construct the estimates {m(
(2) Compute the residuals:
,
This step is similar as step (3) in Algorithm 5.1; the only difference is in step (d) when the future bootstrap observation X * n+1 is computed as follows:
Herem g andσ g are over-smoothed estimates of m and g computed in the same way asm and σ but using bandwidth g that is bigger than h; see Pan and Politis (2015) for a discussion. (b) Let y * n = y n Suppose y * t+p have already been generated for 1 ≤ t ≤ n − p. Let J be a discrete random variable taking its values in the set {1, 2, · · · , n − p} with probability mass function given by Remark 5.1. The hybrid algorithms 5.1-5.4 use a model-based resampling based on fitted residuals. As discussed by Pan and Politis (2015) , usage of predictive residuals may be preferable. According to the two models (5.1) or (5.2), the predictive residuals are respectively defined aŝ
wherem (t) andσ (t) are smoothing estimators calculated from the original dataset having the t-th point deleted. Finally, to define hybrid backward bootstrap intervals based on predictive residuals we just need to replace the fitted residuals {ˆ i } in step (2) of Algorithms 5.1-5.4 by the predictive residuals {ˆ (t) t }.
Bootstrap Prediction Intervals for Markov Processes Based on the Model-Free Prediction Principle
We now return to the setup of data from a general Markov process that does not necessarily satisfy a model equation such as (5.1) or (5.2). In what follows, we will introduce the Model-Free Bootstrap for Markov Processes; this is a novel approach that stems from the Model-Free Prediction Principle of Politis (2013) . The key idea is to transform a given complex dataset into one that is i.i.d., and therefore easier to handle; having done that, the prediction problem is greatly simplified, and this includes the construction of prediction intervals. In the case of a Markov Process, this simplification can be practically accomplished using the Rosenblatt (1952) transformation. Instead of generating one-step ahead pseudo data by some estimated conditional distribution, e.g. the transition density given in (3.3) or the transition distribution function given in (4.1), the Model-Free Bootstrap resamples the transformed i.i.d. data, and then transforms them back to obtain the desired one-step ahead prediction. Note that the bootstrap based on kernel estimates of the transition density of Section 3, and the Local Bootstrap of Section 4 can also be considered model-free methods as they apply in the absence of a model equation such as (5.1) or (5.2). The term Model-Free Bootstrap specifically refers to the transformation approach stemming from the Model-Free Prediction Principle of Politis (2013).
Theoretical Transformation
Let X = {X 1 , X 2 , · · · } be a stationary time series from a Markov process of order p, and
This is the same distribution discussed in eq. (2.1); changing the notation will help us differentiate between the different methods. For some positive integer i ≤ p, we also define the distributions with partial conditioning as follows
where Y (i) t−1 = (X t−1 , · · · , X t−i ) and y ∈ R i . In this notation, we can denote the unconditional distribution as D y,0 (x) = P (X t ≤ x) which does not depend on y. Throughout this section, we assume that, for any y and i, the function D y,i (·) is continuous and invertible over its support.
A transformation from our Markov(p) dataset X 1 , · · · , X n to an i.i.d. dataset η 1 , · · · , η n can now be constructed as follows. Let
Note that the transformation from the vector (X 1 , · · · , X m ) to the vector (η 1 , · · · , η m ) is one-to-one and invertible for any natural number m by construction. Hence, the event {X 1 = x 1 , · · · , X t = x m } is identical to the event {η 1 = ζ 1 , · · · , η t = ζ m } when the construction of ζ t follows (6.3) and (6.4), i.e.,
where y t−1 = (x t−1 , · · · , x t−p ) and y
. It is not difficult to see that the random variables η 1 , · · · , η n are i.i.d. Uniform(0,1); in fact, this is an application of the Rosenblatt (1952) transformation in the case of Markov(p) sequences. For example, the fact that η 1 is Uniform(0,1) is simply due to the probability integral transform. Now for t > p, we have
by the discussion preceding eq. (6.5). Letting y be a short-hand for y t−1 , we have:
=z (which is uniform and does not depend on y).
Hence, P (η t ≤ z|η t−1 = ζ t−1 , . . . , η 1 = ζ 1 ) = z, i.e., for t > p, η t is a random variable that is independent of the its own past and has a Uniform (0,1) distribution. The same is true for η t with 1 < t < p; the argument is similar to the above but using the D y,t (·) distribution instead of D y (·). All in all, it should be clear that the random variables η 1 , · · · , η n are i.i.d. Uniform(0,1).
Estimating the Transformation from Data
To estimate the theoretical transformation from data, we would need to estimate the distributions D y,i (·) for i = 0, 1, . . . , p − 1 and D y (·). Note, however, that D y,i (·) for i < p can-in principle-be computed from D y (·) since the latter uniquely specifies the whole distribution of the stationary Markov process. Hence, it should be sufficient to just estimate D y (·) from our data. Another way of seeing this is to note that the p variables in eq. (6.3) can be considered as 'edge effects' or 'initial conditions'; the crucial part of the transformation is given by eq. (6.4), i.e., the one based on D y (·).
Given observations x 1 , · · · , x n , we can estimate D y (x) by local averaging methods such as the kernel estimatorD
Note thatD y in (6.7) is a step function; we can use linear interpolation on this step function to produce an estimateD y that is piecewise linear and strictly increasing (and therefore invertible); see Politis (2010, Section 4.1) for details on this linear interpolation. Consequently, we define
EstimatorD y is consistent for D y under regularity conditions; see eq. (4.3) and the associated discussion. Furthermore, the consistency ofD y follows from its close proximity toD y ; see the related discussion in Politis (2010) . It then follows that u t ≈ η t where η t was defined in Section 6.1, and thus {u t for t = p + 1, · · · , n} are approximately i.i.d. Uniform(0,1) . Hence, the goal of transforming our data x 1 , · · · , x n to a sequence of (approximately) i.i.d. random variables u t has been achieved; note that the 'initial conditions' u 1 , . . . , u p were not explicitly generated in the above as they are not needed in the Model-free bootstrap algorithms.
Basic Algorithm for Model-free Prediction Interval
Given observations x 1 , · · · , x n , the basic model-free (MF) algorithm for constructing the predictive interval can be described as follows. As before, y t−1 = (y t−1 , · · · , y t−p ) and
(1) Use eq. (6.8) to obtain the transformed data u p+1 , · · · , u n . (2) Calculatex n+1 , the predictor of x n+1 , bŷ
(6.9) 
(f ) Calculate the bootstrap root x * n+1 −x * n+1 . (4) Repeat step (3) B times; the B bootstrap root replicates are collected in the form of an empirical distribution whose α-quantile is denoted q(α) . (5) The (1 − α)100% equal-tailed predictive interval for X n+1 is given by
Some remarks are in order.
Remark 6.1. Algorithm 6.1 is in effect a Forward bootstrap algorithm for prediction intervals according to the discussion of Section 2. Constructing a backward bootstrap analog of Algorithm 6.1 is straightforward based on the Markov property of the reversed Markov process shown in Appendix A. One would then need a reverse construction of the theoretical transformation of Section 6.1. To elaborate on the latter, we would instead let η t = G Yt+p (X t ) for t = n − p, n − p − 1, . . . , 1 where G y (x) = P (X t ≤ x|Y t+p = y) is the backwards analog of D y (x); the η t for t = n, . . . , n − p + 1 can be generated using the backwards analogs of D y,i (x). The details are straightforward and are omitted especially since the finite-sample performance of the two approaches is practically indistinguishable. Remark 6.2. As mentioned in Section 2, there exist different approximations to the conditional expectation which serves as the L 2 -optimal predictor. The usual one is the kernel smoothed estimator (5.3) but eq. (6.9) gives an alternative approximation; we have used it in Algorithm 6.1 because it follows directly from the Model-Free Prediction Principle of Politis (2013) . However, the two approximations are asymptotically equivalent, and thus can be used interchangeably. To see why, note that
y (·) indicates the quantile inverse of the step-functionD y (·).
Remark 6.3. Recall thatD y (x) is a local average estimator, i.e., averaging the indicator 1 {xi≤x} over data vectors Y t that are close to y. If y is outside the range of the data vectors Y t , then obviously estimatorD y (x) can not be constructed, and the same is true forD y (x). Similarly, if y is at the edges of the range of Y t , e.g., within h of being outside the range, thenD y (x) andD y (x) will not be very accurate.
Step 1 of Algorithm 6.1 can then be modified to drop the u i s that are obtained from an x i whose y i−1 is within h of the boundary; see Politis (2013) for a related discussion. 
Better Model-free Prediction Intervals: the Predictive Model-free Method
In Pan and Politis (2015) , model-based predictive residuals were used instead of the fitted residuals to improve the performance of the predictive interval. From eq. (6.7), we see that the conditional distribution of interest is D yn (x) = P (X t ≤ x|Y t−1 = y n ) which is estimated bŷ
Since x n+1 is not observed, the above estimated conditional distribution for x n+1 treats the pair (y n , x n+1 ) as an "out-of-sample" pair. To mimic this situation in the model-free set-up, we can use the trick of Pan and Politis (2015) , i.e., to calculate an estimate of D yn (x) based on a dataset that excludes the pair (y t−1 , x t ) for t = p + 1, · · · , n. In other words, define the 'delete-one' estimator
Linear interpolation onD
y (x), and we can then define
yt−1 (x t ); (6.10)
here, the u (t) t serve as the analogs of the predictive residuals studied in Pan and Politis (2015) in a nonparametric regression setup.
Algorithm 6.2. Predictive Model-Free (PMF) Method The algorithm is identical to Algorithm 6.1 after substituting u
Remark 6.5. If y t−1 is far from other y i s (for i = p + 1, · · · , n and i = t), then the denominator of D (t) yt−1 (x t ) can be zero which leads to an undefined value of u (t) t . We omit all these undefined u (t) t s in the practical application of the above algorithm.
Smoothed Model-Free Method
In Section 6.2, we estimated the transition distribution D y (x) = P (X t ≤ x|Y t−1 = y) byD y (x) as defined in (6.7). Noting that D y (x) is, by assumption, continuous in x whileD y (x) is not, the linearly interpolated, strictly increasing estimatorD y (x) was used instead. However,D y (x) is piecewice linear, and therefore not smooth in the argument x. In this section, we employ an alternative estimator of the conditional transition density that is smooth in x.
Note that the function 1 {xi≤x} is the cumulative distribution of a point mass distribution. To smooth this point mass distribution, we substitute 1 {xi≤x} in eq. (6.7) with Λ( x−xi h0 ) where Λ(·) is an absolutely continuous, strictly increasing cumulative distribution function, and h 0 is a positive bandwidth parameter. The new estimatorD y (x) is defined bȳ 11) and the transformed data {v t for t = p + 1, · · · , n} can be calculated by
SubstitutingD y (x) forD y (x) and {v t } for {u t } in Algorithm 6.1, we have the smoothed model free method as follows:
(1) Use eq. (6.12) to obtain the transformed data v p+1 , · · · , v n .
(2) Calculatex n+1 , the predictor of x n+1 , bŷ 
Remark 6.6. As in Remark 6.3, Step 1 (a) of Algorithm 6.3 can be modified to drop the v i s that are obtained from an x i s whose y i−1 is within h of the boundary.
Remark 6.7. [On Bandwidth Choice] As suggested by Li and Racine (2007) Chapter 6.2, the optimal smoothing ofD y (x) with respect to Mean Squared Error (MSE) requires that h 0 = O p (n −2/5 ) and h = O p (n −1/5 ); hence, in the algorithm's implementation, we chose h through cross validation, and then let h 0 = h 2 .
As in Section 6.4, we can also use the delete-x t estimator
in order to construct the transformed data:
This leads to the Predictive Smoothed Model-Free Algorithm.
Algorithm 6.4. Predictive Smoothed Model-Free (PSMF) Method
The algorithm is identical to Algorithm 6.3 after substituting v
n in place of v p+1 , · · · , v n .
Why is Smoothing Advisable?
To fix ideas, let us take p = 1 and x, y ∈ R; then, the unsmoothed (step-function) estimator of D y (x) is given byD
whereas the smoothed (differentiable) one is
; (6.14)
in the above, we have used the notation (V i , U i ) = (x i+1 , x i ) for i = 1, 2, . . .. Note that this is tantamount to estimating the conditional distribution in the nonparametric (auto)regression of the variable V i on the variable U i since bothD y (x) andD y (x) are estimates of P (V i ≤ x|U i = y).
Carrying out a nonparametric regression of a response variable V i on a regressor variable U i is formally the same whether the scatterplot pairs {(V i , U i ) for i = 1, 2, . . .} are i.i.d. or dependent (as in our Markov case). In fact, the large-sample distributions of estimators in nonparametric autoregression often turn out to be identical to the corresponding ones of nonparametric regression with i.i.d. scatterplot pairs; see e.g. Kreiss and Neumann (1998) .
In the case of i.i.d. scatterplot pairs {(V i , U i ) for i = 1, 2, . . .}, estimators (6.13) and (6.14) have been extensively studied. In particular, when D y (x) is very smooth, e.g. twice continuously differentiable in x, Li and Racine (2007) Chapter 6.1 showed that
nh as well. Consequently, it follows thatD y (x) is more accurate than eitherD y (x) orD y (x), i.e., that smoothing may indeed be advisable. It is conjectured that a similar phenomenon takes place when the scatterplot pairs {(V i , U i ) for i = 1, 2, . . .} are dependent as in the case where (V i , U i ) = (x i+1 , x i ) with x 1 , x 2 , . . . being a realization of a Markov process. This conjecture is empirically confirmed in the next section where it will be apparent that the smoothed model free (SMF) method has better performance in simulations.
Finite-sample Simulations
In this final section, we use Monte Carlo simulations to assess the performance of the bootstrap methods proposed in this paper through average coverage level(CVR) and length(LEN).
For each type of bootstrap method, we generate 500 datasets each with size n. And for each data set, we use the bootstrap method to create B bootstrap sample paths and B one-step ahead future values (Y n+1,j , j = 1, 2, · · · , B). We construct replicates of the bootstrap prediction interval (L i , U i ), i = 1, 2, · · · , 500, and estimate its coverage level and length by CV R = 1 500 500 i=1 CV R i and LEN = 1 500
where
1 [Li,Ui] (Y n+1,j ) and
Note that for the i-th data set of size n (where i = 1, 2, · · · , 500), we have the prediction interval (L i , U i ) of X n+1 given X n = x ni , where x ni is the last observation from the i-th data set. The values of these x ni s are different for each i; therefore, the above CV R is an estimate of unconditional, i.e., average, coverage level.
To evaluate the performance of the different bootstrap methods, the following models were chosen in order to generate Markov process data (of order p = 1).
• Model 1: X t+1 = sin(X t ) + t+1 • Model 2: X t+1 = 0.8 log(3X
• Model 5: X t+1 = 0.75X t + 0.15X t t+1 + t+1
In the above, the errors { t } are chosen either from i.i.d. N (0, 1) distribution or i.i.d. Laplace distribution rescaled to variance 1. We choose sample sizes n =50, 100 and 200, and constructed 95% and 90% prediction intervals. In the bootstrap procedures, we choose B = 250.
For the bootstrap approach based on the transition density, we chose K(x, y) = k 1 (x)k 1 (y) where k 1 (x) is the standard normal density. As suggested in Remark 3.1, we chose h to be 0.9An −1/4 where A = min(σ, IQR 1.34 ),σ is the estimated standard deviation of the data, and IQR is the interquartile range.
The kernel W in the local bootstrap method is the normal kernel, and the forward and backward bandwidth b and b are chosen by cross validation method.
In the hybrid backward bootstrap procedure for nonparametric autoregression, the estimation bandwidth h for nonparametric bootstrap and the resampling bandwidth b for local bootstrap are all selected by cross validation based on corresponding regression kernel estimators. As in Section 3, the resampling bandwidth b for the backward bootstrap based on the transition density is given by 0.9An −1/4 . The over-smoothing bandwidth we used is g = 2h; cf. Pan and Politis (2015) . For the model-free methods, we used the standard normal cumulative distribution function restricted on [−2, 2] as Λ(·). We chose bandwidth h for kernel K(·) through cross validation and chose the smoothing bandwidth h 0 to be h 0 = h 2 as mentioned in Remark 6.7. Tables 1-10 summarize all the simulation results. The first two lines of each table are the simulation results using a model-based bootstrap procedure introduced in Pan and Politis (2015) where the practitioner fits a nonparametric AR model to the data, and resamples the residuals; entries nonpara-f and nonpara-p denote resampling the fitted vs. predictive residuals respectively. All our data generating mechanisms happen to follow nonparametric AR models; thus, the first two lines of each table should serve as benchmarks for comparison since model-based methods should have an advantage when the model happens to be true.
Line 3 and 4 of each table are the simulation results using bootstrap based on transition density discussed in Section 3; the forward and backward methods are denoted trans-forward and trans-backward respectively. Lines 5,6 are the results using the local bootstrap discussed in Section 4; the forward and backward methods are denoted lbs-forward and lbs-backward respectively.
Line 7 to 10 are the simulation results using the hybrid backward Markov bootstrap for nonparametric autoregression discussed in Section 5. Notation hybrid-trans-f and hybrid-trans-p denote that the backward generating mechanism uses an estimator of transition density while the generation of X * n+1 is done via model-based resampling the fitted vs. predictive residuals respectively.
Similarly, notation hybrid-lbs-f and hybrid-lbs-p denote that the backward generating mechanism is done by local bootstrap while the generation of X * n+1 is done via model-based resampling the fitted vs. predictive residuals respectively.
The last four lines of each table summarize the simulation results using all the model free methods discussed in Section 6. We used both the basic model-free (MF) method of Algorithm 6.1 as well as the Predictive MF of Algorithm 6.2; the notation is MF-fitted and MF-predictive respectively. Similarly for the Smoothed Model-Free Methods of Section 6.5; the notation is SMF-fitted and SMF-predictive respectively. Some general comments on the simulations are as follows.
• As expected, when the sample size is increased, then the coverage level accuracy is improved and the standard error associated with each interval length (denoted by st.err. in the Tables) is decreased.
• The model-based nonparametric and/or hybrid methods with predictive residuals outperform the respective ones with fitted residuals. Especially when the sample size is not large enough, using predictive residuals significantly improves the coverage level.
• The standard deviations of interval lengths are quite large for the models with heteroscedastic error using the model-based nonparametric and/or hybrid approaches.
• The forward and backward methods have similar performances in both the Markov bootstrap based on transition density and the local bootstrap. • The predictive model-free (MF) methods improve the coverage level of the basic MF (denoted as MF-fitted) at the cost of higher variability. • The smoothed model free (SMF) methods tend to have better coverage level as well as smaller standard deviations. This is analogous to the regression case discussed in eq. (6.15); see also the discussion in Section 6.6.
Comparing all the simulation results from the ten tables it is apparent that with data generated via models with homoscedastic errors, the nonparametric model-based and hybrid methods-especially the methods with predictive residuals-have better performance, particularly in view of their smaller standard deviation of the interval length; this should not be surprising since model-based methods should have an advantage when the model is true as it is the case here. Interestingly, all our Markov methods seem to be competitive with the model-based methods-even when the model is truewith the predictive SMF method being the most prominent. Finally, what is really surprising is that for data arising from models with heteroscedastic errors, all Markov bootstrap methods have better coverage level and smaller variability compared to the benchmark model-based nonparametric and/or hybrid methods.
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Appendix A: The time-reverse of a Markov process is also Markov.
Before applying any type of backward bootstrap to a Markov process of order p, we need to show that the time-reverse process, i.e., the process with time-reversed sample paths, is also Markov of order p. For simplicity, we will assume p = 1 throughout in this Appendix; extension to p > 1 should be straightforward albeit notationally tedious.
Properties of Markov processes can be conveniently studied using the notion of a copula. Following Sklar (1959) and Sklar (1973) , any m-dimensional joint distribution function F with marginal distribution functions F 1 , F 2 , · · · , F m can be written as Theorem A.1 (Darsow et al. (1992) ). A real valued stochastic process {X t , t ∈ T } (where T is some set of real numbers) is a Markov process if and only if for all positive integers n and for all t 1 , · · · , t n ∈ T satisfying t k < t k+1 , k = 1, · · · , n − 1,
where C t1···tn is the copula associated with the joint distribution of X t1 , · · · , X tn .
Hereafter, assume {X t , t ∈ T } is a Markov process. In this case, a useful property for 2-copulas and the operation is that C st = C su C ut , (A.1) for s, u, t ∈ T satisfying s < u < t; cf. Theorem 3.2 of Darsow et al. (1992) . We now have the following two claims that will help us show that the time-reversed process is also Markov.
Claim A.2. C t3t1 = C t3t2 C t2t1 for any t 1 , t 2 , t 3 ∈ T and t 1 < t 2 < t 3 .
Proof.
C t3t1 (α t3 , α t1 ) = C t1t3 (α t1 , α t3 ) by the definition of copula = C t1t2 (α t1 , α t2 ) C t2t3 (α t2 , α t3 ) by eq. C t3t2,2 (α t3 , ξ)C t2t1,1 (ξ, α t1 )dξ = C t3t2 C t2t1 (α t3 , α t1 ) Claim A.3. C tn···t1 = C tntn−1 C tn−1tn−2 · · · C t2t1 for all positive integers n and for all t 1 , · · · , t n ∈ T satisfying t k < t k+1 , k = 1, · · · , n − 1.
Proof. We prove the claim by induction.
We know that C t3t1 = C t3t2 C t2t1 [one operation]. If C t k ···t1 = C t k t k−1 C t k−1 t k−2 · · · C t2t1 [(k − 2) operations], then we just need to show: C t k+1 t k ···t1 = C t k+1 t k C t k t k−1 · · · C t2t1 . Note that C t k+1 t k ···t1 (α t k+1 , α t k , · · · , α t1 ) =C t1···t k t k+1 (α t1 · · · , α t k , α t k+1 ) by the definition of copula =(C t1t2 C t2t3 · · · C t k−1 t k ) C t k t k+1 by Theorem A.1 =C t1···t k C t k t k+1 by Theorem A.1 = αt k 0 C t1···t k ,k (α t1 , · · · , α t k−1 , ξ)C t k t k+1 ,1 (ξ, α t k+1 )dξ by the definition of operation = αt k 0 C t k+1 t k ,2 (α t k+1 , ξ)C t k ···t1,1 (ξ, α t k−1 , · · · , α t1 )dξ by the definition of copula =C t k+1 t k C t k ···t1 by the definition of operation =C t k+1 t k C t k t k−1 · · · C t2t1 by the induction assumption using k − 2 operations (2) Calculate the point predictorx n+r = xf n,r (x|y n )dx; alternatively, use the equivalent estimate of conditional expectation from eq. (B.1). (B.5)
As apparent from the above, the one-step-ahead transition densityf n (x|y) is used to generate the pseudo-data x * 1 , x * 2 , · · · , x * n while the r-step-ahead transition densityf n,r (x|y) is reserved for extrapolation purposes, i.e., to yield the bootstrap point predictor and the bootstrap future value.
Algorithm B.2. Backward Bootstrap based on transition density for r-step-ahead prediction The algorithm is identical to Algorithm B.1 with the following exception: steps 3 (a)-(c) should be taken as the corresponding steps in Algorithm 3.2.
A similar construction can be employed in the Local Bootstrap. As before, we can compute the onestep-ahead empirical distribution estimatorF n (x|y) from eq. (4.1), and the r-step-ahead empirical distribution estimatorF n,r (x|y) = but the Local Bootstrap algorithm is easier to implement using the probability mass functions associated with these two discrete distributions. Finally, we discuss the Model-Free Bootstrap methods as they apply to r-step-ahead prediction. To do this, we need to define the extrapolation estimated distributions as follows. Definê Note thatĈ y (x),C y (x) andC y (x) are all estimates of C y (x) = P (X t+r ≤ x|Y t = y).
Algorithm B.5. Model-Free Bootstrap for r-step-ahead prediction The basic MF, SMF, PMF and SPMF algorithms are identical to Algorithms 6.3 , 6.2, 6.3 and 6.4 respectively with the following changes that pertain only to the calculation of the real-world predictor x n+r , bootstrap predictorx * n+r and bootstrap future value x * n+r . Cases MF and PMF: replaceD yn (·) andD yn (·) byĈ yn (·) andC yn (·) respectively. Cases SMF and SPMF: replaceD yn (·) byC yn (·).
