Abstract
groundwater for irrigation to maintain yield. The seasonal forecasting of CDI provides a way for 109 institutional planning and action in this context to reduce the climate-related water risks in 110 agriculture, which is one of the largest consumers of water. An application of CDI forecasting is 111 presented for the state of Maharashtra in India to verify whether advance reliable forecasts for 112 potato-based CDI can be developed. A semi-parametric k-nearest neighbor (kNN) bootstrapping 113 algorithm as described in Lall and Sharma (1996) is employed for forecasting CDI using pre-114 season large-scale climate indices. This is a simple probabilistic forecasting procedure that 115 captures uncertainty. We examine these forecasts and suggest ways of interpreting them in a 116 manner that can aid stakeholders in the agricultural water resources sector in addressing the 117 fundamental questions about irrigation and water storage requirements. These forecasts will then 118 be compared to precipitation forecasts for the same season in the same area of India as given by 119 the Indian Meteorological Department (IMD).
121
In section 2, we present a survey of the existing forecasting systems in monsoonal Ensemble (MME) methods in both a deterministic and probabilistic context. It was found that 160 the individual member models showed poor skill in simulating monsoon interannual variability 161 and that on average spatially, a MME scheme that uses the member models as predictors in a 162 point-by-point multiple regression as a means of averaging the member model forecasts 163 outperforms the other schemes mentioned in the paper in forecasting precipitation. However, it 164 was found that even here, none of the three MME schemes had any usable skill in a certain 165 region of India, and it was concluded that a probabilistic system would work better. When 166 probabilistic forecasts were generated (probabilistic MME) and evaluated for skill, RPSS was 167 positive for the best scheme, in only the northern most parts of India and a few scattered points 168 in north and central India. Finally, Shah et al (2017) examined how different forecast products 169 can be used operationally to provide hydrologic forecasts (e.g. for precipitation, temperature) for
170
India at a 7 -45 day accumulation period, which is critical for agricultural and water resource In Eq. (1), , is the rainfall for a given day d in the year t. is the parameter that determines 206 the fraction of rainfall that can be utilized by the crops for a location. It accounts for losses to 207 direct runoff, evaporation and groundwater infiltration. In our study, we set α = 0.7.
208
The water use for a given crop is estimated based on the expected growth stage and daily production (Nikam, et al., 2008 predictors (Walker, 1924; Thapliyal, 1987) . A variety of seasonal forecasts of the all India
311
Summer Monsoon Rainfall (ISMR) are documented and available for reference (Gadgil et al., 312 2007; Kumar et al., 1995) . 
4.2.2: The k-Nearest Neighbors Real-Time Forecasting Model

437
The forecasts were developed using a semi-parametric k-nearest neighbors (k-NN)
438
model. This is a data-driven approach that develops a conditional probability distribution of the √ , where n = the total number of observations. In our situation, it was evident that we required 455 more neighbors than this rule would allow, due to the skewness and variance apparent in the 456 sampling distributions when using only eleven or fewer neighbors. to the probability of its occurrence as determined by the density estimator.
494
4.2.3: Analyzing the k-NN Results
495
The way in which model results are interpreted and presented is important for potential 496 stakeholders. In this case study, our interest was in forecasting the CDI for a given potato possibilities when it comes to using these sampling distributions for probability-based forecasts.
508
Our approach includes the following for a given forecasted growing season: 2. A three-category forecasting system with the categories "above normal", "normal" and 514 "below normal", provided that the historical mean/climatology is the threshold that is 515 desired. 3. Calculate the probabilities for the categories specified in step 2 from the sampling 517 distribution generated in step 1, and use this to evaluate the accuracy and strength of the 518 forecast based on contingency metrics such as hit rates and false alarms. probabilities calculated from these distributions are shown in Table 1 , columns 2 and 3. respect to everything we have seen or experienced thus far. Given that the forecast is developed 544 one season ahead, the sign of a strong shift in the probability will alert the decision-makers to an 545 anticipated deficit or surplus event. Table 1 . The utility of these forecasts are discussed in section 5.2.
554
Given the above information, we judge the accuracy of the forecasts during any given 555 year on a few simple criteria: the directional agreement between the observed percent predictand 556 anomaly and the median of the forecast distribution (Fig. 4) , joint consideration of the forecast 557 probabilities and the observed percent anomaly (Table 1 , columns 2, 3 and 4) and the level of 558 uncertainty in the forecast distribution (Fig. 4 and forecast and the observation (as a percent anomaly) are either positive (above the historical 562 average) or negative (at or below the historical average). The absence of identical directionality 563 will be called dissimilar directionality.
564
The box-and-whiskers plots shown in Fig. 4 for each year illustrates the range of possible 2009 placed the majority of the probability mass on higher than average CDI, suggesting that 582 these years were likely to see higher than normal potato water stress. However, the observed 583 CDI anomalies were negative, implying the opposite scenario.
584
We say that a hit has occurred if identical directionality is observed. A miss occurs if the 585 forecast implies below average water stress, but the observation shows above average water 586 stress. Finally, a false alarm occurs if the forecast implies above average water stress while the 587 observation shows below average water stress. Table 2 shows that the hit rate of the kNN 588 forecasts is 9/13, the miss rate is 2/13 and the false alarm rate is 2/13. targeted crop-specific forecasts such as ours will help improve agricultural planning and regional 620 water management.
621
We define a strong forecast as a forecast in which the probability assigned to one of the 622 two categories is at least 60%. In our situation, ten out of the thirteen years witnessed strong 623 forecasts. A weak forecast runs the risk of being less informative to decision-makers, whereas a 624 strong forecast is much more assertive and definitive, and hence decisions can be made more 625 easily with a strong forecast. The forecasts were also correct for seven of these ten years, as seen 626 in Table 2 . The forecasts were correct, but barely weak, for two years (2001 and 2011) . If one 627 considers acting only if the probability associated with a CDI forecast is at least 60%, then the 628 forecast is correct seven out of ten times. Raising this to 66% leads to four out of six years 629 classified correctly.
630
It is important to point out that one should also consider the uncertainty (column five in 631 indices can be developed (Skees, 2016) . These characteristics of crop water stress must be 661 accounted for in the proper planning and management of agricultural water resources.
662
To illustrate the above point further, we appeal to Figure 5 . In this figure, 
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The CDI data used in this paper is available upon request of the contact author. 
