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Abstract
It is well known that the low energy expansion of tree-level superstring scattering
amplitudes satisfies a suitably defined version of uniform transcendentality. In this
paper it is argued that there is a natural extension of this definition that applies to
the genus-one four-graviton Type II superstring amplitude to all orders in the low-
energy expansion. To obtain this result, the integral over the genus-one moduli space
is partitioned into a region MR surrounding the cusp and its complement ML, and
an exact expression is obtained for the contribution to the amplitude from MR. The
low-energy expansion of theMR contribution is proven to be free of irreducible multi-
ple zeta-values to all orders. The contribution to the amplitude fromML is computed
in terms of modular graph functions up to order D12R4 in the low-energy expansion,
and general arguments are used beyond this order to conjecture the transcendentality
properties of the ML contributions. Uniform transcendentality of the full amplitude
holds provided we assign a non-zero weight to certain harmonic sum functions, an as-
sumption which is familiar from transcendentality assignments in quantum field theory
amplitudes.
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1 Introduction
Many of the mathematical structures that arise in quantum field theory, such as multiple
polylogarithms, elliptic multiple polylogarithms and various generalizations, also arise in
string perturbation theory, but they arise in a qualitatively different fashion. This is al-
ready clear from the low-energy expansion of N -particle tree-level amplitudes. For an open
string amplitude, which is associated with a worldsheet disk, the coefficients of the low-
energy expansion are multiple zeta-values (MZVs). For a closed-string amplitude, which is
associated with a worldsheet sphere, the coefficients of the low-energy expansion are single-
valued MZVs. Thus, superstring tree-level amplitudes are generating functions for MZVs
and single-valued MZVs, while tree-level amplitudes in quantum field theory exhibit no
analogously interesting mathematical structure.
The rich algebraic structure of MZVs may be traced back to the algebraic structure of
the vertex operators in the conformal field theory construction of string amplitudes. This
leads to a grading by transcendental weight in the low-energy expansion of string theory
already at tree-level, whereas in quantum field theory transcendentality arises only at loop
orders via dimensional regularization and renormalization. The distinction between string
theory and quantum field theory becomes even more striking when considering the low-energy
expansion of loop amplitudes. Most notably, superstring loop amplitudes have no ultraviolet
divergences and are also infrared finite in consistent backgrounds of space-time dimension
greater than four. This raises the obvious question of how the notion of transcendentality
generalizes to the low-energy expansion of superstring loop amplitudes.
Genus-one and genus-two closed superstring amplitudes can be reduced to integrals of
modular invariant integrands over their respective (bosonic) moduli spaces, whereas such
explicit expressions are not available beyond genus two. For genus one, the low-energy ex-
pansion of the integrand is a power series in the kinematic variables with coefficients that
are linear combinations over Q of modular graph functions [1, 2]. Each modular graph func-
tion corresponds to a Feynman graph for a massless scalar field on a torus with modulus τ ,
which is invariant under the action of SL(2,Z) on τ , and can be represented by a Kronecker-
Eisenstein series whose transcendental weight w equals the number of Green functions in
the Feynman graph. For genus two and beyond, natural generalizations of modular graph
functions were introduced in [3], which include the Kawazumi-Zhang invariants [4, 5].
Genus-one modular graph functions, and their generalization to modular graph forms,
are of mathematical interest because they generate elliptic generalizations of single-valued
multiple polylogarithms, and hence of single-valued MZVs. Indeed, near the cusp τ → i∞, a
modular graph function of weight w reduces to a Laurent polynomial awy
w + · · ·+ a1−wy1−w
with y = piIm (τ), up to exponentially suppressed terms, where the coefficients ar are linear
combinations over Q of single-valued MZVs [2]. Therefore, the algebraic structure of shuffle
and stuffle relations satisfied by MZVs points to the algebraic structure satisfied by modular
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graph forms [6, 7]. Similarly, the integrands of one-loop amplitudes of open-string theory
have coefficients that are closely related to holomorphic elliptic polylogarithms. While the
integral representation of the genus-two closed-string amplitudes is explicitly known [8, 9, 10],
only the first few terms in its low-energy expansion have been analyzed [11, 12, 13].
However, although it is mathematically interesting to consider modular graph functions,
string amplitudes require integration over the moduli space of all Riemann surfaces, which
is challenging, even at genus one. The integral representation of the amplitude is absolutely
convergent only for purely imaginary values of the kinematic variables, and the construction
of the physical amplitude requires suitable analytic continuation. Among other things, great
care needs to be taken to account for the resulting non-analytic behavior in the kinematic
variables which arises from the integration region in moduli space where the surface degener-
ates, and is expected from unitarity. For the genus-one four-graviton amplitude this analytic
continuation was shown to exist, and used to calculate the decay rates and mass-shifts of
massive string states accessible in the four-graviton amplitude in [14].
This paper is concerned with establishing further properties of the genus-one four-graviton
amplitude of Type II superstring theory, in the low-energy expansion. This builds upon
earlier work [15, 16], which considered low order terms in the low-energy expansion. A major
objective here is the construction of the exact non-analytic contribution to the amplitude,
to all orders in the low-energy expansion. We will restrict our study to the case of ten-
dimensional Minkowski space-time, although our analysis can be readily extended to the case
of toroidal compactification for which the infrared behavior of the amplitude, including the
non-analytic threshold dependence, will be changed in line with the predictions of unitarity.
In order to separate the analytic and non-analytic contributions to the amplitude, as
in [15], we partition the moduli space of the torus M = MR ∪ML into a neighborhood
MR = M ∩ {Im (τ) > L} of the cusp, and its complementary set. The parameter L is
arbitrary and cancels in the complete integral. Throughout we shall choose L 1.
The contribution from ML is analytic in the standard kinematic variables s, t, u and, at
any order in the expansion in powers of s, t, u, is given by a sum of integrals of modular graph
functions times rational coefficients. These integrals evaluate to a Laurent polynomial in L,
plus a term proportional to logL, and terms exponentially suppressed for large L. With
our present understanding the integrals over ML are particularly difficult to evaluate. The
contribution from ML up to order D10R4 was derived in earlier work [15, 16, 1], while the
evaluation to order D12R4 will be carried out in section 3 of this paper. The bulk of this
calculation will be relegated to appendix A.
Integration over MR will be considered in section 4. This gives non-analytic contribu-
tions that have logarithmic branch points in the kinematic variables s, t, u, as required by
unitarity, together with further analytic terms. We will determine both types of terms to
all orders in the low-energy expansion, demonstrating that the expansion coefficients are
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free of irreducible MZVs, and are given by polynomials in odd zeta-values only, a property
reminiscent of the results established in [17, 18]. The details of this calculation will be pre-
sented in appendix B, while in appendix C we will check explicitly that the coefficients of
the logarithmic terms are consistent with two-particle unitarity.
The low-energy expansion of the full genus-one amplitude up to order D12R4 is obtained
by combining the exact result from the integration overMR with the direct integration over
ML of the modular graph functions which contribute up to this order.
In section 5 we will argue that transcendental weight may be assigned in such a way
that it provides a consistent grading (also referred to as uniform transcendentality) for the
low-energy expansion of the tree-level amplitude and the genus-one amplitude up to order
D12R4, under the following assumptions.
Transcendentality assignments
1. The Riemann zeta-value ζ(n) for n ≥ 2 has weight n, and therefore pi has weight 1;
2. The kinematic variables s, t, u have weight −1;
3. For n ≥ 3 the threshold contributions only arise in the combination ln(−2pis) − Zn
where Zn involves Euler’s constant γ and is defined by,
Zn =
ζ ′(n)
ζ(n)
− ζ
′(n− 1)
ζ(n− 1) − γ (1.1)
It therefore makes sense to assign weight 1 to the combination ln(−2pis)−Zn. This is
the minimal requirement to have a grading for the genus-one amplitude. Alternatively,
one might replace this with the stronger assumptions that ln(−2pis) and Zn with n ≥ 3
separately have weight 1.
4. Finite harmonic sum functions Hk =
∑k
`=1 `
−1 have weight 1.
Several comments on these assignments are in order. Assumptions 1. and 2. are required
already to provide a grading for the tree-level amplitude. Assumption 3. implies that the
differences Zm − Zn for m > n ≥ 3 have weight 1, an implication for which we shall present
convincing evidence in section 5.2.
Assumption 4 is perhaps the most surprising one since it assigns a non-zero weight to a
function given by a finite harmonic sum whose individual values are, after all, just rational
numbers. Actually, one should think of Hk as a function of k to be inserted into an infinite
series, and not as an individual rational number whose weight, of course, would be zero. For
example, Hk occurs in this manner in a double zeta-value,
ζ(a, 1) =
∑
k>`≥1
1
ka`
=
∞∑
k=2
1
ka
Hk−1 (1.2)
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The weights of ζ(a) and ζ(a, 1) are respectively a and a+1, thereby justifying the assignment
of weight 1 to the function Hk. Actually, assumption 4. is familiar in considerations of
transcendentality in N = 4 quantum field theory amplitudes, going back to the work of
[19, 20], and we also find that it is required in order to provide string amplitudes with a
consistent grading, and uniform transcendentality.
Even without such an assignment of transcendentality to finite harmonic sum functions
the results of this paper would still put very strong restrictions on transcendentality. The
failure of uniform transcendentality would be concentrated in the terms that involve the
harmonic sums, and the violation would be universally by one unit of the weight.
In order to make general arguments beyond order D12R4, we shall use a combination of
exact results for the analytic contributions arising from two-loop modular graph functions
[21], and general arguments rather than explicit formulas, to motivate the conjecture that
transcendentality provides a grading to all orders in the low-energy expansion of the genus-
one four-graviton amplitude.
It is important to stress that, while each individual modular graph function is well-defined
and modular invariant, the string amplitude involves a special linear combination of several
modular graph functions. The results of this paper are sensitive to this special combination
in two respects. First, the cancellation of all dependence on L between the contributions
from the integrals of modular graph functions onML against the exact all-orders results from
MR requires a conspiracy between the modular graph functions in the special combination
at every order in the low-energy expansion. Second, the consistent grading by transcendental
weight similarly can emerge only through this special combination.
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2 The four-graviton Type II superstring amplitude
In this section, we shall review the tree-level amplitude and the integral representation of
the genus-one four-graviton amplitudes in Type II superstring theory in ten-dimensional flat
Minkowski space-time. We will show how a consistent assignment of transcendental weight
may be introduced under which the tree-level amplitude has uniform transcendentality, so
the weight provides a grading of the low-energy expansion.
Next, we consider the genus-one amplitude, review the partitioning of its moduli space
M into a neighborhood MR of the cusp and its complementary set ML, expand the string
integrand in powers of the kinematic variables s, t, u multiplying modular graph functions,
and calculate their integral over ML up to (and including) order D12R4. Various technical
parts of the calculation are deferred to Appendix A.
2.1 Kinematics of the four-graviton amplitude
The four-graviton Type II superstring amplitude A(ki, εi) is given in string perturbation
theory by the following expression,
A(ki, εi) = κ
2
10R4
∞∑
h=0
g2h−2s A(h)(sij) (2.1)
where ki and εi are respectively the momentum vector and the polarization tensor of the
external graviton i = 1, 2, 3, 4, satisfying k2i = ki · εi = 0 and momentum conservation∑4
i=1 ki = 0. The string coupling constant is denoted by gs and the ten-dimensional gravi-
tational constant κ210 is related to the string length scale by κ
2
10 = 2
6pi7(α′)4g2s . The genus
of the surface is denoted by h, and the Lorentz-invariant kinematic variables sij are defined
to be dimensionless sij = −α′(ki + kj)2/4. All dependence on the polarization tensors is
contained in the combination R4 which stands for a particular scalar contraction of four
linearized Riemann tensors built out of εi, whose precise structure is dictated by maximal
supersymmetry. Finally, the coefficient functions A(h)(sij) are scalar functions which depend
only on the kinematic variables sij. Throughout we shall set s = s12 = s34, t = s14 = s23,
and u = s13 = s24, which satisfy s+ t+ u = 0.
2.2 The tree-level four-graviton amplitude
The tree-level contribution A(0)(sij) is given as follows,
A(0)(sij) = 1
stu
Γ(1− s)Γ(1− t)Γ(1− u)
Γ(1 + s)Γ(1 + t)Γ(1 + u)
(2.2)
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which is the superstring version of the “Virasoro” amplitude [22]. The dependence on s, t, u is
invariant under permutations of these variables, and is through the symmetric polynomials
σk = s
k + tk + uk only, of which σ1 = 0 and σ2 and σ3 are the remaining independent
symmetric polynomials.1 The ratio of Γ-functions in (2.2) is analytic near s = t = u = 0
and admits a Taylor series expansion whose radius of convergence is given by |s|, |t|, |u| < 1.
The amplitude may be recast in terms of the following series,
A(0)(sij) = 1
stu
exp
{
2
∞∑
m=1
ζ(2m+ 1)
2m+ 1
σ2m+1
}
(2.3)
The Riemann zeta-function ζ(a) is defined for Re (a) > 1 by the following infinite sum,
ζ(a) =
∞∑
n=1
1
na
(2.4)
and may be analytically continued in a to a meromorphic function in C with a simple pole
at a = 1. It is useful to record the first few terms in the low-energy expansion of A(0)(sij) in
powers of s, t, u, or alternatively in powers of σ2 and σ3,
A(0)(sij) = 3
σ3
+ 2ζ(3) + ζ(5)σ2 +
2
3
ζ(3)2σ3 +O(σ22) (2.5)
The first term corresponds to the tree-level exchange of massless states. It is non-analytic
and represents a non-local interaction. All subsequent terms are analytic and produce local
effective interactions, which we may represent schematically by R4, D4R4, and D6R4.
It will be important for our subsequent analysis to note that the coefficients of the low-
energy expansion of (2.3) are powers of odd Riemann zeta-values with rational coefficients.
Irreducible MZVs do not arise in this expansion, although they do arise in the expansion of
N -particle tree amplitudes with N > 4 [23].
We shall now define a grading by transcendental weight w[x] on the algebra of zeta-values
and kinematic variables. The weight of a sum of two elements of the same weight equals
that weight, while the weight of the product of elements x and y is the sum of their weights,
w[xy] = w[x] + w[y]. The weights assigned to the generators of the algebra are,
w[ζ(a)] = a, w[s] = w[t] = w[u] = −1 (2.6)
By construction, the transcendental weight provides a grading. The argument of the expo-
nential in (2.3) has vanishing weight, giving weight 3 to the full amplitude.
1In view of σ1 = s+ t+ u = 0 the polynomial σk is a linear combination of σ
l
2σ
m
3 with 2l + 3m = k.
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2.3 Multiple zeta-values and single-valued multiple zeta-values
The coefficients of terms in the low-energy expansion of N -particle tree-level superstring
amplitudes with N > 4 involve not only Riemann zeta-values, but also MZVs [23]. The
multiple zeta-function of depth ` is defined by the following `-fold infinite sum (for overviews,
see for example [24, 25]),
ζ(a1, · · · , a`) =
∑
n1>n2>···>n`≥1
1
na11 · · ·na``
(2.7)
The series is convergent for Re (a1) > 1 and Re (ai) ≥ 1 for i ≥ 2, and may be analytically
continued in C`. When ai ∈ N, we assign it the following transcendental weight,
w[ζ(a1, · · · , a`)] = a1 + · · ·+ a` (2.8)
For ` = 1, we recover the Riemann zeta-value ζ(a) which has depth 1 and weight a. MZVs
arise as special values of multiple polylogarithms. Multiple polylogarithms of depth ` and
weight a1 + · · ·+ a` are defined by,
Lia1,··· ,a`(z1, · · · , z`) =
∑
n1>n2>···>n`≥1
zn11 · · · zn``
na11 · · ·na``
(2.9)
and we have ζ(a1, · · · , a`) = Lia1,··· ,a`(1, · · · , 1). Polylogarithms and MZVs obey shuffle and
stuffle relations, of which we shall just exhibit the simplest stuffle relations,
La(y)Lb(z) = La,b(y, z) + Lb,a(z, y) + La+b(yz)
ζ(a)ζ(b) = ζ(a, b) + ζ(b, a) + ζ(a+ b) (2.10)
Shuffle and stuffle relations for polylogarithms and MZVs preserve the weight assignments
introduced above, as may be checked explicitly on the example given in (2.10). The second
relation in (2.10) was derived by Euler almost 300 years. For a, b ∈ N and a + b odd, Euler
also showed that the relation may be inverted and that every double zeta-value ζ(a, b) with
a + b ≥ 5 an odd integer may be reduced to a polynomial in zeta-values. For even a + b,
and for MZVs with ` ≥ 3, the system is not invertible and MZVs are not generally reducible
to a polynomial in zeta-values with rational coefficients. A great deal has been discovered
concerning the basis of MZVs assuming that zeta values are transcendental, although this
has not been proved. For example, stuffle and shuffle relations demonstrate that MZVs with
weight less than eight are reducible to polynomials in ordinary Riemann Zeta-values with
rational coefficients. However, the weight-eight MZVs ζ(5, 3) and ζ(6, 2) are irreducible –
only the combination 2ζ(5, 3) + 5ζ(6, 2) can be expressed as a polynomial in ordinary zeta-
values with rational coefficients. The fact that the transcendentality of MZVs has not been
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proved may be circumvented by adopting the motivic approach, where motivic MZVs are
introduced as abstract elements that satisfy the same stuffle and shuffle relations as MZVs
but are otherwise unconstrained [26, 23, 27].
The coefficients of terms in the low-energy expansion of closed-string N -particle tree-level
amplitudes are actually single-valued MZVs [23]. These are identified with special values
of single-valued multiple polylogarithms and form a subspace of the space of MZVs. The
single-valued MZVs of weight < 11 are reducible to powers of odd Riemann zeta-values. The
lowest-weight example of an irreducible single-valued MZV arises at weight 11 and depth 3.
The extensive mathematical literature on single-valued MZVs originated with [28, 27, 29].
2.4 The genus-one four-graviton amplitude
The genus-one contribution A(1)(sij) is given by the integral [30],
A(1)(sij) = 2pi
∫
M
d2τ
τ 22
B(sij|τ) (2.11)
where the overall normalization factor was determined in [11] by unitarity (see also [31])2
The volume form is d2τ = i
2
dτ ∧ dτ¯ . The integrand B(sij|τ) is invariant under the action of
SL(2,Z) on τ by Mo¨bius transformations. The integration is over a fundamental domain for
the quotient M = H/PSL(2,Z) of the Poincare´ upper half plane H by the modular group
SL(2,Z). We choose for M the standard fundamental domain given by,
M =
{
τ ∈ H, |τ | ≥ 1, |Re (τ)| ≤ 1
2
}
(2.12)
The integrand B(sij|τ) is given by an integral over four copies of the torus Στ of complex
structure modulus τ , which may be represented as the quotient Στ = C/Λτ where the lattice
is given by Λτ = Z+ τZ,
B(sij|τ) =
4∏
k=1
∫
Στ
d2zk
τ2
exp
{ ∑
1≤i<j≤4
sij G(zi − zj|τ)
}
(2.13)
The scalar Green function G(z|τ) is defined as follows,
τ2∂z¯∂zG(z|τ) = −piδ2(z) + pi
∫
Στ
d2z G(z|τ) = 0 (2.14)
2Note that the normalizations of the volume forms on Σ and onM used in [11] differ, by having an extra
factor of 2 each, from the standard normalization adopted here. As a result, the overall factor of pi/16 for
the genus-one amplitude given in [11] becomes the overall factor of 2pi here.
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where d2z = i
2
dz ∧ dz¯ and ∫
Στ
d2z δ(z) = 1. The Green function may be represented as a
Fourier series in the variable z,
G(z|τ) =
∑
p∈Λ′τ
τ2
pi|p|2 e
2pii(mβ−nα) (2.15)
where Λ′τ = Λτ \ {0}, the real variables α, β are related to z by z = α+ βτ , and the integers
m,n are related to p by p = m+nτ . One verifies that the Green function is invariant under
SL(2,Z) acting as follows,
G
(
z
cτ + d
∣∣∣∣aτ + bcτ + d
)
= G(z|τ)
(
a b
c d
)
∈ SL(2,Z) (2.16)
As a result, the string amplitude integrand B(sij|τ) is invariant under SL(2,Z) as well.
It will be convenient to partition M into two complementary sets ML and MR,
M =ML ∪MR, ML =M∩ {τ2 ≤ L}, MR =M∩ {τ2 > L} (2.17)
where L > 1. Our subsequent analysis will be simplified considerably by choosing L  1.
The reduced amplitude A(1)(sij) decomposes accordingly,
A(1)(sij) = 2pi
(
AL(L; sij) +AR(L; sij)
)
(2.18)
The contributions AL and AR are given by the integral of (2.11) in which the integration
domainM is replaced respectively byML andMR. Clearly, by construction, all dependence
on L must cancel in the sum of AL and AR.
2.5 Low-energy expansion of the analytic contribution AL
The contributionAL(L; sij) is obtained by integrating B(sij|τ) over the bounded domainML.
The integrand B(sij|τ) has simple poles in s, t, u at positive integer values of s, t, u, which
arise from the operator product expansion of the vertex operators of the massless gravitons,
and physically correspond to the exchange of massive string states. Away from these poles,
B(sij|τ) is analytic and may be expanded in a Taylor series in s, t, u at s = t = u = 0.
Since B(sij|τ) is a symmetric function in s, t, u the Taylor series may be organized in terms
of symmetric polynomials σ2 = s
2 + t2 + u2 and σ3 = s
3 + t3 + u3 = 3stu, and we have,
B(sij|τ) =
∞∑
p,q=0
B(p,q)(τ) σ
p
2σ
q
3
p! q!
(2.19)
The coefficients B(p,q)(τ) are modular graph functions of weight w = 2p+3q. The convergence
of this Taylor series in the domain |s|, |t|, |u| < 1 is uniform in τ throughout ML. Since the
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domain ML is bounded, the integral AL(L; sij) of B(sij|τ) over ML admits a Taylor series
with the same domain of convergence. The coefficients A(p,q)(L) of the Taylor series of
AL(L; sij) in powers of σ2 and σ3,
AL(L; sij) =
∞∑
p,q=0
A(p,q)(L) σ
p
2 σ
q
3
p! q!
(2.20)
are given by integrals over ML of the modular graph functions B(p,q)(τ),
A(p,q)(L) =
∫
ML
d2τ
τ 22
B(p,q)(τ) (2.21)
The integrals giving A(p,q)(L) are all absolutely convergent for arbitrary fixed L.
Making use of our assumption that L  1, the dependence of A(p,q)(L) on L will be
governed by the τ2-dependence of B(sij|τ) for large τ2, which was obtained in [2],
B(p,q)(τ) =
w∑
k=1−w
b
(k)
(p,q)τ
k
2 +O(e−2piτ2) w = 2p+ 3q (2.22)
The resulting L-dependence of A(p,q)(L) is given by,
A(p,q)(L) = A(0)(p,q) + b(1)(p,q) lnL+
w∑
k=1−w
k 6=1
b
(k)
(p,q)
Lk−1
k − 1 +O(e
−2piL) (2.23)
The quantity A(0)(p,q) is independent of L, and is the only contribution that will survive the
cancellation of all L-dependence when we add AL and AR. It must be obtained by full
integration of the modular graph function B overML, and its calculation is the most difficult
part of the evaluation of the genus-one contribution A(1). Henceforth, in evaluating AL and
AR, we shall omit all positive and negative powers of L, as well as all exponentially suppressed
terms, and only retain the L0 and lnL contributions.
2.6 The modular graph functions B(p,q) up to weight 6
The modular graph functions B(p,q) up to weight six were obtained in [16]. For completeness,
their derivation will be reviewed in Appendix A. To facilitate their integration overML, the
expressions for B(p,q) will be simplified dramatically by using the many identities obeyed by
modular graph functions [6, 7, 32]. The goal of the simplifications is to expose Eisenstein
series whenever possible in favor of more complicated modular graph functions, and to factor
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out a Laplace-Beltrami operator ∆ = τ 22 (∂
2
τ1
+ ∂2τ2) acting on a modular graph function C(τ)
so that Stokes’s theorem may be used to evaluate its integral over ML,∫
ML
d2τ
τ 22
∆C =
∫ 1
0
dτ1∂τ2C(τ)
∣∣∣
τ2=L
(2.24)
The expressions for B(p,q), simplified along the lines discussed above, are given by,
B(0,0) = 1 (2.25)
B(1,0) = E2
3B(0,1) = 5E3 + ζ(3)
B(2,0) = ∆C2,1,1 − 10E4 + 2E22
180B(1,1) = 70 ∆C3,1,1 − 1612E5 + 580E2E3 + 60E2ζ(3) + 29ζ(5) (2.26)
up to weight 5 for which there is a single kinematic contribution for each weight. At weight 6,
two different kinematic arrangements contribute,
6B(3,0) = ∆
(
− 9C2,2,1,1 + 6C4,1,1 + 156C3,2,1 + 41C2,2,2 + 18E23 + 9E2E4
)
+72E2C2,1,1 − 12E23 − 36E2E4 − 2652E6
27B(0,2) = ∆
(
9C2,2,1,1 − 6C4,1,1 + 258C3,2,1 + 64C2,2,2 − 18E23 − 9E2E4
)
−36E2C2,1,1 + 483E23 + 30ζ(3)E(3)
+18E2E4 + 6E
3
2 − 3186E6 + 3ζ(3)2
We recall that the Eisenstein series Ea may be defined by Kronecker-Eisenstein sums over
the lattice Λ′τ = Λτ \ {0} where Λτ = Zτ + Z,
Ea(τ) =
∑
p∈Λ′τ
τa2
pia|p|2a (2.27)
as may the remaining modular graph functions of weight w = a1 + · · ·+ ar,
Ca1,··· ,ar(τ) =
∑
p1,··· ,pr∈Λ′τ
τw2 δ(
∑
r pr)
piw|p1|2a1 · · · |pr|2ar (2.28)
The Eisenstein series is an eigenfunction of the Laplace-Beltrami operator,
∆Es(τ) = s(s− 1)Es(τ) (2.29)
Various further identities satisfied by Eisenstein series and modular graph functions needed
here may be found in Appendix A.
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2.7 The low-energy expansion of AL up to weight 6
Putting all contributions together, neglecting terms exponential in L or power-behaved in L
with non-vanishing exponent, we obtain,
A(0,0) = pi
3
A(0,1) = piζ(3)
9
A(1,0) = 0 A(1,1) = 29piζ(5)
540
(2.30)
These contributions give the coefficients in the low-energy expansion respectively of the
effective interactions R4, D4R4, and D6R4 which all receive contributions from BPS states
only, as well as of the effective interaction D10R4. The result A(0,0) = pi3 is simply the
volume of M, which is given by Vol(M) = pi
3
, and it will be natural to factor this number
out of all contributions. Having done so, we then see that all the above coefficients preserve
transcendentality.
The remaining coefficients at weight four and six are given as follows,
A(2,0) = 4piζ(3)
45
[
ln(2L) +
ζ ′(4)
ζ(4)
− ζ
′(3)
ζ(3)
− 1
4
]
(2.31)
A(3,0) = piζ(5)
315
[
33 ln(2L)− 2ζ
′(6)
ζ(6)
− 33ζ
′(5)
ζ(5)
+ 70
ζ ′(4)
ζ(4)
− 35ζ
′(2)
ζ(2)
+
13
2
]
A(0,2) = piζ(5)
405
[
18 ln(2L) + 23
ζ ′(6)
ζ(6)
− 18ζ
′(5)
ζ(5)
− 10ζ
′(4)
ζ(4)
+ 5
ζ ′(2)
ζ(2)
− 31
12
]
+
piζ(3)2
27
Even upon factoring out Vol(M), it is more challenging to identify any patterns of transcen-
dentality, and we shall postpone such discussion until we have also evaluated the contribu-
tions from AR.
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3 The exact non-analytic part AR
In this section, we shall obtain the non-analytic part AR(L; sij) of the genus-one amplitude
arising from the integral of B(sij|τ) over MR. To evaluate AR(L; sij) we shall partition the
integration over the four copies of the torus into six channels, and then perform the analytic
continuation in sij for each channel. A key result of this paper is that the low-energy
expansion of AR may be obtained exactly as a power series to all orders in sij.
3.1 General structure of AR
The non-analytic part AR results from the contribution of the integral of B(sij|τ) overMR,
AR(L; sij) =
∫
MR
d2τ
τ 22
B(sij|τ) =
∫ 1
0
dτ1
∫ ∞
L
dτ2
τ 22
B(sij|τ) (3.1)
where B(sij|τ) is given by (2.13). We shall parametrize the points zi on the torus by the real
coordinates αi, βi with zi = αi + τβi with αi, βi ∈ R/Z for i = 1, 2, 3, 4. We rearrange the
Fourier decomposition of the Green function G(z|τ) in (2.15) into its constant Fourier mode
G0(z|τ) in the variable α plus the contribution of all the non-constant Fourier modes g(z|τ),
G(z|τ) = G0(z|τ) + g(z|τ) (3.2)
For the specific choice of region 0 ≤ βi < 1 the differences β = βi − βj lie in the interval
−1 < β < 1 where we have the following expressions for the two contributions to G,
G0(z|τ) = 2piτ2
(
β2 − |β|+ 1
6
)
g(z|τ) =
∑
m 6=0
1
|m|
∑
k
exp
{
2piim(α + τ1β + kτ1)− 2piτ2|m(k + β)|
}
(3.3)
We expose the independence of G0 on the angles αi by introducing Q as follows,
4piτ2Q(sij; βi) =
∑
i<j
sij G0(zij|τ) (3.4)
In terms of Q the function AR(L; sij) may be recast in the following form,
AR(L; sij) =
∫ ∞
L
dτ2
τ 22
4∏
k=1
∫ 1
0
dβk e
4piτ2Q(sij ;βi)F(sij; βi, τ2)
F(sij; βi, τ2) =
∫ 1
0
dτ1
4∏
k=1
∫ 1
0
dαk exp
{∑
i<j
sijg(zi − zj|τ)
}
(3.5)
14
On the one hand, for non-zero β (or more generally for β 6∈ Z), the non-constant Fourier
part g of the Green function is bounded by an exponential O(e−2piL|β|), while for β → 0 it
behaves as − ln(2piτ2|β|). Therefore, any polynomial in g(zi−zj|τ) is integrable on Σ4×MR,
and we may expand the integral over the exponential F in powers of sijg(zi − zj|τ).
On the other hand, the dependence on G0 may not be so expanded since we have G0 →∞
as τ2 → ∞, and we shall treat its dependence exactly. The non-analytic dependence of AR
on sij, in the form of branch cuts in sij starting at sij = 0, arises precisely from the integral
near the cusp of the exponential dependence on Q(sij, βi).
3.2 Partitioning the integration into six channels
In view of the presence of the absolute values |βi − βj| in the contributions of G0 to Q, it is
useful to partition the domain of integration [0, 1]4 over the variables βi into six regions, which
physically correspond to the different scattering channels [14]. Below we list these channels
together with the simplified form taken by the function Q in each one of the channels,
Dst =
{
0 ≤ β1 ≤ β2 ≤ β3 ≤ β4 = 1
}
Qst = sβ1(β3 − β2) + t(β2 − β1)(1− β3)
Dts =
{
0 ≤ β3 ≤ β2 ≤ β1 ≤ β4 = 1
}
Qts = tβ3(β1 − β2) + s(β2 − β3)(1− β1)
Dtu =
{
0 ≤ β1 ≤ β3 ≤ β2 ≤ β4 = 1
}
Qtu = tβ1(β2 − β3) + u(β3 − β1)(1− β2)
Dut =
{
0 ≤ β2 ≤ β3 ≤ β1 ≤ β4 = 1
}
Qut = uβ2(β1 − β3) + t(β3 − β2)(1− β1)
Dus =
{
0 ≤ β2 ≤ β1 ≤ β3 ≤ β4 = 1
}
Qus = uβ2(β3 − β1) + s(β1 − β2)(1− β3)
Dsu =
{
0 ≤ β3 ≤ β1 ≤ β2 ≤ β4 = 1
}
Qsu = sβ3(β2 − β1) + u(β1 − β3)(1− β2) (3.6)
The non-analytic part of the amplitude AR is obtained by summing the contributions from
the six channels labelled DC above,
AR(L; sij) =
∑
C
AC(L; sij) C = st, ts, tu, ut, us, su (3.7)
where the non-analytic part in each channel C is given by,
AC(L; sij) =
∫ ∞
L
dτ2
τ 22
∫
DC
d4β e4piτ2QC(sij ;βi)F(sij; βi, τ2) (3.8)
Note that the function F stays the same in all channels.
It will be convenient to use new coordinates xi for i = 1, 2, 3, 4 in each region in terms of
which the domain is the same for all six regions,
D =
{
x1, x2, x3, x4 ≥ 0, x1 + x2 + x3 + x4 = 1
}
(3.9)
15
and such that the dependence on xi of Qst and its permutations is the same for each domain,
with the roles of s, t, u permuted. Concretely, the changes of variables are as follows,
Dst x1 = β1, x2 = β2 − β1, x3 = β3 − β2, x4 = 1− β3, Qst = sx1x3 + tx2x4
Dts x1 = β3, x2 = β2 − β3, x3 = β1 − β2, x4 = 1− β1, Qts = tx1x3 + sx2x4
Dtu x1 = β1, x2 = β3 − β1, x3 = β2 − β3, x4 = 1− β2, Qtu = tx1x3 + ux2x4
Dut x1 = β2, x2 = β3 − β2, x3 = β1 − β3, x4 = 1− β1, Qut = ux1x3 + tx2x4
Dus x1 = β2, x2 = β1 − β2, x3 = β3 − β1, x4 = 1− β3, Qus = ux1x3 + sx2x4
Dsu x1 = β3, x2 = β1 − β3, x3 = β2 − β1, x4 = 1− β2, Qsu = sx1x3 + ux2x4 (3.10)
In terms of the variables xi, it is clear that the non-analytic part of the amplitude in
each channel may be expressed in terms of a single function, whose arguments of s, t, u get
permuted for the other channels,
Ast(L; sij) = A?(L; s, t) Ats(L; sij) = A?(L; t, s)
Atu(L; sij) = A?(L; t, u) Ats(L; sij) = A?(L;u, t)
Aus(L; sij) = A?(L;u, s) Ats(L; sij) = A?(L; s, u) (3.11)
The function A? may be expressed as follows,
A?(L; s, t) =
∫ ∞
L
dτ2
τ 22
∫
[0,1]4
[dx] e4piτ2QstF(sij; βi, τ2) (3.12)
where the integration measure in xi is given by,
[dx] = dx1 dx2 dx3 dx4 δ(1− x1 − x2 − x3 − x4) (3.13)
The function F is expressed in terms of s, t by eliminating u in terms of s, t, and the
variables βi are given in terms of xi by the change of variables appropriate for channel st,
namely β1 = x1, β2 = x1 + x2, β3 = x1 + x2 + x3, and β4 = x1 + x2 + x3 + x4 = 1.
3.3 Expanding F in powers of s, t, u
Any power of the non-constant Fourier mode g of the Green function is integrable and the
part dependent only on g may be expanded in a power series in s, t, u. Using the abbreviation
gij = g(zi − zj|τ), we obtain,
F(sij; βi, τ2) =
∫ 1
0
dτ1
4∏
κ=1
∫ 1
0
dακ
∏
i<j
 ∞∑
Nij=0
1
Nij!
s
Nij
ij g
Nij
ij
 (3.14)
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Since the integral in αi vanishes when only a single factor g depends on αi, no vertex can
terminate a single g. For example, up to third order in s, t, u, we have,
F =
∫ 1
0
dτ1
4∏
k=1
∫ 1
0
dαk
(
1 +
s2
2
(g212 + g
2
34) +
t2
2
(g214 + g
2
23) +
u2
2
(g213 + g
2
24) (3.15)
+stu
(
g12 g23 g31 + g13 g34 g41 + g12 g24 g41 + g23 g34 g42
))
+O(s4ij)
To higher order, the expansion rapidly becomes unwieldy, and it is unknown how to compute
the remaining integrals over βi and τ2 exactly. However, we are seeking here only the
contributions that are of order L0 and lnL. The number of terms contributing to these
orders is drastically reduced, as we shall show in the next subsection.
3.4 Contributions involving factors of g13 or g24 are suppressed
We begin by showing that, in the contribution to second order in s, t, u given above, the
contributions involving g13 and g24 are suppressed by inverse powers of L for large L. We
shall then prove a Lemma stating that any contribution which involves a factor of g13 and/or
g24 is suppressed by powers of L for large L. By interchanging s and t, the cases for g13 and
g24 are equivalent to one another, and we shall concentrate on g13.
The integral over αi and τ1 evaluates as follows,
F (2)13 =
1
2
∫ 1
0
dτ1
4∏
κ=1
∫ 1
0
dακ g
2
13 =
∞∑
m=1
1
m2
∑
k∈Z
e−4piτ2m|k+x2+x3| (3.16)
Since x2 + x3 ≥ 0, the contributions from k 6= 0,−1 will be uniformly exponentially sup-
pressed and of order O(e−4piτ2). Within this approximation, the sum may be restricted to
its contributions from k = 0,−1, and we obtain,
F (2)13 =
∞∑
m=1
1
m2
(
e−4piτ2m(x2+x3) + e−4piτ2m(x1+x4)
)
(3.17)
The contribution to A? of the two terms are equal to one another upon swapping (x1, x2)
with (x3, x4) and, for fixed value of m 6= 0, is given by the following integral,
Λ13(m) = 2
∫ ∞
L
dτ2
τ 22
∫
[0,1]4
[dx] e4piτ2[−m(x2+x3)+sx1x3+tx2x4] (3.18)
Integrating over x4 by using the δ-functions sets x4 = 1− x1− x2− x3, and integrating next
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over x3, we find,
Λ13(m) =
∫ ∞
L
dτ2
2piτ 32
∫ 1
0
dx2
∫ 1−x2
0
dx1
e4piτ2[−mx2+tx2(1−x1−x2)]
m− sx1 + tx2
−
∫ ∞
L
dτ2
2piτ 32
∫ 1
0
dx1
∫ x1
0
dx2
e4piτ2[−mx1+s(1−x1)(x1−x2)]
m− s(1− x1) + tx2 (3.19)
where we have used the change of variables x1 → 1−x1 in the second line. Changing variables
from x1, x2 to x, y defined by (x1, x2) = ((1− x)y, x) in the first line, and (x1, x2) = (x, xy)
in the second line, we obtain,
Λ13(m) =
∫ ∞
L
dτ2
2piτ 32
∫ 1
0
dx(1− x)
∫ 1
0
dy
e−4piτ2x[m−t(1−x)(1−y)]
m+ t− (1− x)(sy + t)
−
∫ ∞
L
dτ2
2piτ 32
∫ 1
0
dx x
∫ 1
0
dy
e−4piτ2x[m−s(1−x)(1−y)]
m− s+ x(s+ ty) (3.20)
Since the Taylor series in powers of s, t has domain of convergence |s|, |t|, |u| < 1, we may
assume that |s|, |t| < ε < 1 for some ε. As a result, the brackets in the exponentials as well
as the denominator, are uniformly bounded from below by m− ε and from above by m+ ε.
Hence the absolute values of both integrals are bounded from above by,∫ ∞
L
dτ2
2piτ 32
∫ 1
0
dx
e−4piτ2x(m−ε)
m− ε =
∫ ∞
L
dτ2
8pi2τ 42
1− e−4piτ2(m−ε)
(m− ε)2 <
1
24pi2L3(m− ε)2 (3.21)
and both integrals are suppressed by powers of L of order O(L−3), and may be omitted to
all orders in s, t, u. The generalization of this result is given by the following Lemma.
Lemma 3.1 Any contribution to A? from the series expansion of F in powers of s, t, u which
involves a factor of g13 or a factor of g24 is suppressed by at least L
−3 for large L.
The proof will be given in subsection 3.6 and uses the suppression provided by a single
factor of g13 or g24 to bound the entire integral over xi and τ2.
3.5 Contributions involving gijgik are suppressed for j 6= k
Clearly, when the product gijgik contains a factor of g13 or g24, the contribution is suppressed
by Lemma 3.1. Thus, there are no contributions to third order in s, t, u. To fourth order
in s, t, u the factor gijgjk occurs in two types of contributions, namely the square graphs
generated by g12g23g34g41 and the touching bubbles graph generated by g
2
12g
2
14 and its per-
mutations. We shall discuss the case of the square graph here before extending the validity
of the results to a general Lemma.
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For the square graph we have,
F (4)1234 =
∫ 1
0
dτ1
4∏
κ=1
∫ 1
0
dακ g12 g23 g34 g41 =
∞∑
m=1
2
m4
∑
ki∈Z
δ(
∑
i
ki)e
−2piτ2mS1234 (3.22)
where the argument of the exponent is given by,
S1234 = |k1 + β1 − β2|+ |k2 + β2 − β3|+ |k3 + β3 − β4|+ |k4 + β4 − β1| (3.23)
and the δ-function arises from the integration over τ1. Since the differences of β variables
in the first three terms are negative we see that we must have k1, k2, k3 = 0, 1 lest the
contribution be exponentially suppressed. In the last term the difference of β-variables is
positive, so we must have k4 = 0,−1 and thus k4 = −k1 − k2 − k3 where at most one of the
integers k1, k2, k3 can take the value +1. The final result is as follows,
F (4)1234 =
∞∑
m=1
2
m4
4∑
i=1
e−4piτ2(x1+x2+x3+x4−xi) (3.24)
Each term in this sum is bounded from above by F (2)13 and hence its integral over xi and τ2 is
suppressed by at least three powers of L, by the same arguments we used to show that F (2)13
led to such suppression. The generalization of this result is given by the following Lemma.
Lemma 3.2 Any contribution to A?(L; s, t) from the Taylor series expansion of F in powers
of s, t, u which involves at least one factor of gijgjk with j 6= k is suppressed by at least three
powers of L for large L.
3.6 Proofs of the Lemmas
The proof of both lemmas proceeds by bounding the corresponding integrals by simpler inte-
grals which may be bounded from above by inverse powers of L. A general term contributing
to A? takes the following form, for integer exponents Nij ≥ 0,
C =
∫ ∞
L
dτ2
τ 22
∫
[0,1]4
[dx] e4piτ2Qst
∫ 1
0
dτ1
4∏
κ=1
∫ 1
0
dακ
∏
1≤i<j≤4
g(zi − zj|τ)Nij (3.25)
We shall represent each factor g by an independent infinite sum over variables m and k,
which we label as follows. For each pair i < j, we introduce Nij integers aij which label each
Green function with 1 ≤ aij ≤ Nij. The corresponding summation variables m and k will
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Figure 1: Decomposition of a general modular graph function contributing to the channel
A∗(L; s, t), where the constant Fourier part G0 of the Green function is treated exactly, and
each edge represents the non-constant Fourier part g of the Green function, with Nij edges
connecting vertices i and j.
be labelled by m
aij
ij and k
aij
ij . Carrying out the integrals over ακ and τ1 gives,
C =
∑
m
aij
ij 6=0
∑
k
aij
ij
δ(K)δ(M)
∏
i<j
Nij∏
aij=1
1
|maijij |
∫ ∞
L
dτ2
τ 22
∫
[0,1]4
[dx] e4piτ2Qst
× exp
{
− 2piτ2
∑
i<j
Nij∑
aij=1
|maijij | · |kaijij + βi − βj|
}
(3.26)
where the Kronecker δ(M) and δ(K) are given by,
δ(K) = δ
(∑
i<j
Nij∑
aij=1
m
aij
ij k
aij
ij
)
δ(M) = δ(M12 +M13 +M14) δ(M12 −M23 −M24) δ(M13 +M23 −M34)
Mij =
Nij∑
aij=1
m
aij
ij (3.27)
For s, t real and negative, the integrand is real and positive and the integral is convergent.
3.6.1 Proof of Lemma 3.1
To prove Lemma 3.1, we assume that N13 ≥ 1 (or equivalently that N24 ≥ 1). Since
−1 ≤ βi − βj ≤ 0, only the values kaijij = 0, 1 can contribute and we restrict the sum over k
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accordingly. Next, we bound the exponential on the second line of (3.25) by setting m
aij
ij = 0
for all i < j such that (i, j) 6= (1, 3), so that we have,
C ≤
∑
m
aij
ij 6=0
∑
k
aij
ij
δ(K)δ(M)
∏
i<j
Nij∏
aij=1
1
|maijij |
∫ ∞
L
dτ2
τ 22
∫
[0,1]4
[dx] e4piτ2Qst
× exp
{
− 2piτ2
N13∑
a13=1
|ka1313 − x2 − x3|
}
(3.28)
When ka1313 = 0 or 1 respectively, the argument of the exponential is bounded from below by
−2piτ2(x2 +x3) or −2piτ2(x1 +x4). In either case the resulting integral of (3.18) is suppressed
by inverse powers of L. The remaining sums over k
aij
ij and m
aij
ij may be bounded from above
by convergent sums, and are thus convergent.
3.6.2 Proof of Lemma 3.2
To prove Lemma 3.2 we assume that N13 = N24 = 0 since contributions which do not satisfy
these constraints are suppressed by inverse powers of L in view of Lemma 3.2. We shall
investigate (3.25) for N12, N14 6= 0, the other three cases being analogous. As with the
proof of Lemma 3.1, we take s, t to be real and negative, in which case the integrand of
(3.25) is positive and the integrals convergent. Only the values k
aij
ij = 0, 1 can contribute
and we restrict the sum over k accordingly. We bound the integrand from above by setting
ma2323 = m
a34
34 = 0 and m
a12
12 = m
a14
14 = 1, so that we have,
C ≤
∑
m
aij
ij 6=0
∑
k
aij
ij
δ(K)δ(M)
∏
i<j
Nij∏
aij=1
1
|maijij |
∫ ∞
L
dτ2
τ 22
∫
[0,1]4
[dx] e4piτ2Qst
× exp
{
− 2piτ2
N12∑
a12=1
|ka1212 − x2| − 2piτ2
N14∑
a14=1
|ka1414 − 1 + x1|
}
(3.29)
The argument of the exponential in the second line above, which we shall denote by L, may
now be bounded from below as follows for the different allowed values of ka1212 and k
a14
14 ,
(ka1212 , k
a14
14 ) = (0, 0) L ≥ −2piτ2(x2 + x3)
(ka1212 , k
a14
14 ) = (1, 0) L ≥ −2piτ2
(ka1212 , k
a14
14 ) = (0, 1) L ≥ −2piτ2(x1 + x2)
(ka1212 , k
a14
14 ) = (1, 1) L ≥ −2piτ2(x1 + x4) (3.30)
For the case on the second line, we see immediately that we have exponential suppression
in L, while for the remaining three cases, the integrals are of the form (3.18) and thus are
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suppressed by inverse powers of L. In each case, the remaining coefficient sum over m and k
variables is independent of L and convergent. Thus, any contribution with a factor of gijgik
and j 6= k is suppressed at least by inverse powers of L, which proves Lemma 3.2.
3.7 Summary of the non-analytic part to order L0 and lnL
The non-analytic partAR(L, sij) is given by a sum of contributions from six different channels
in (3.7) each one of which has been expressed in terms of a single functionA∗(L, s, t) in (3.11).
Lemmas 3.1 and 3.2 reduce the number of possible terms in A∗(L, s, t) by showing that any
contribution which contains a factor of g13, g24 or a corner gijgik with j 6= k is suppressed by
inverse powers of L for large L, and thus may be omitted. The remaining contributions are
represented schematically in Figure 2. This simplification allows us to evaluate A∗(L, s, t)
exactly to this order, a result summarized by Theorem 3.3 below.
...
1
2 3
4
R12
...
...
1
2 3
4
R12;34
Figure 2: Contributions R12 and R12;34 which remain from the decomposition of a general
modular graph function of the channelA∗(L; s, t) of Figure 1 after implementation of Lemmas
3.1 and 3.2. The thick black edges indicate the non-constant part G0 of the Green function,
and represent the exchanges of massive states. The thin black edges schematically indicate
the effect of the exactly treated constant Fourier part g of the Green function, and represent
the exchanges of massless states. Both graphs contribute to producing a massless cut in the
s-channel, represented by the dashed lines.
We introduce the following notation for the integrals over angles τ1, αi,
F (N)ij (βi|τ2) =
∫ 1
0
dτ1
4∏
κ=1
∫ 1
0
dακ g
N
ij
F (M,N)ij;kl (βi|τ2) =
∫ 1
0
dτ1
4∏
κ=1
∫ 1
0
dακ g
M
ij g
N
kl (3.31)
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and their further integrals over βi, τ ,
R(N)12 (L; s, t) =
∫ ∞
L
dτ2
τ 22
∫
[0,1]4
[dx]e4piτ2QstF (N)12 (βi|τ2)
R(M,N)12;34 (L; s, t) =
∫ ∞
L
dτ2
τ 22
∫
[0,1]4
[dx]e4piτ2QstF (M,N)12;34 (βi|τ2) (3.32)
The integrals are defined for M,N ≥ 1, but vanish whenever either N = 1 and/or M = 1.
Theorem 3.3 The function A∗(L; s, t), to all orders in s and t, and to order L0 and lnL
for large L, is given by the following Taylor series in s, t,
A?(L; s, t) =
∞∑
N=2
2
sN
N !
R(N)12 (L; s, t) +
∞∑
M,N=2
sM+N
M !N !
R(M,N)12;34 (L; s, t) + (s↔ t) (3.33)
where the function R(N)12 (s, t) is given by,
R(N)12 = −2pi
∞∑
k=0
k∑
`=0
Ck,`S(N, k + 1)(−2s)k−`+2(2t)`
×
(
ln(−4piLs) + Ψ(k − `+ 3)− 2Ψ(k + 7)
)
(3.34)
and the function R(M,N)12;34 (s, t) takes the form,
R(M,N)12;34 = 2pi
∞∑
k=0
∞∑
`1=0
∞∑
`2=0
Dk(`1, `2)S(M,k + `1 + 1)S(N, k + `2 + 1)(−2s)k+`1+`2+3(−2t)k
×
(
ln(−4piLs) + Ψ(k + `1 + `2 + 4)− 2Ψ(2k + `1 + `2 + 8)
)
(3.35)
The rational-valued coefficients C,D are given as follows,
Ck,` =
k! (k − `+ 2)!
(k + 6)! (k − `)!
Dk(`1, `2) =
(k + `1)! (k + `2)! (k + `1 + `2 + 3)!
k! `1! `2! (2k + `1 + `2 + 7)!
(3.36)
and the functions S(N, k) are multiple infinite sums defined by,
S(N, k) =
∑
mr 6=0
r=1,··· ,,N
δ(
∑
rmr)
|m1 · · ·mN | (|m1|+ · · · |mN |)k
(3.37)
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The theorem will be proven in Appendix B.
A few remarks are in order. First, the L-dependence allowed by the theorem may be
restated equivalently that all contributions which are exponential in L are omitted, as are all
terms which are power-behaved in L with non-vanishing either positive or negative exponents.
Second, an exact formula for S(m,n) in terms of multiple zeta-values was given in Ap-
pendix A.3 of [16] along with a proof by Zagier,
S(m,n) = m!
∑
a1,··· ,ar∈{1,2}
a1+···+ar=m−2
22(r+1)−m−nζ(n+ 2, a1, · · · , ar) (3.38)
Note that various powers of 2 appear in the expressions of (3.34) and (3.35) in view of the
factor of 1
2
in the definition of m and n in (B.2) and (B.18) in Appendix B.
Third, we have used the identities F (N)34 = F (N)12 and F (N)23 = F (N)14 to simplify the expres-
sion on the first line, and to produce the factor of 2 multiplying R(N)12 .
3.8 Contributions to AR(L; sij) up to order O(s6ij)
In this subsection, we shall evaluate AR(L; sij) up to and including order O(s6ij), which is the
same order to which the analytic part is currently available in explicit form. The contribution
arising from R(M,N)12;34 (L; s, t) in Theorem 3.3, which contributes for M,N ≥ 2, is multiplied
by a factor s4 while R(M,N)12;34 (L; s, t) itself has an explicit factor of s3. Thus, this part of A∗
starts at O(s7) and does not contribute to order O(s6ij).
Since R(N)12 (L; s, t) in Theorem 3.3 has a prefactor of s2, all contributions to order O(s6ij)
arise from 2 ≤ N ≤ 4 and, for any such N , from k ≤ 4−N . They are given by,
R(N)12 (L; s, t) = 8pis2
4−N∑
k=0
k∑
`=0
Ck,`S(N, k + 1)(−2s)k−`(2t)`
×
(
− ln(−4piLs)−Ψ(k − `+ 3) + 2Ψ(k + 7)
)
(3.39)
For the small values of N needed here the function S(N, k + 1), which was defined in (3.37)
and expressed in terms of MZVs in (3.38), evaluates as follows,
S(2, 1) = ζ(3) S(2, 2) =
1
2
ζ(4) S(3, 2) = 6ζ(5)− 3ζ(2)ζ(3)
S(2, 3) =
1
4
ζ(5) S(3, 1) =
3
2
ζ(4) S(4, 1) = 30 ζ(5)− 12 ζ(2) ζ(3) (3.40)
The contribution of order O(s4ij) arises solely from N = 2 and k = 0 and is given by,
s2R(2)12
∣∣∣
k=0
=
piζ(3)s4
45
(
− ln(−4piLs)− γ + 17
5
)
(3.41)
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The contributions to order O(s5ij) arise from N = 2 with k = 1, and from N = 3 with k = 0.
Adding the corresponding terms gives,
s2R(2)12
∣∣∣
k=1
+
s3
3
R(3)12
∣∣∣
k=0
=
piζ(4)s4(s+ 2t)
630
(
− ln(−4piLs)− γ + 129
35
)
(3.42)
Upon adding the contributions from the different channels, one is led to adding to the
above contribution the one in which t and u are swapped. The sum is proportional to
(s+ 2t) + (s+ 2u) = 0, and hence the contribution to AR of order O(s5ij) cancels.
The contributions to order O(s6ij) arise from N = 2 with k = 2, from N = 3 with k = 1,
and from N = 4 with k = 0, which are individually given by,
s2R(2)12
∣∣∣
k=2
=
piζ(5)
1260
s4(6s2 − 3st+ t2)
(
− ln(−4piLs)− γ
)
+
piζ(5)
176400
s4(2816s2 − 1513st+ 551t2)
s3
3
R(3)12
∣∣∣
k=1
=
pi(−4ζ(5) + 2ζ(2)ζ(3))
315
s5(3s− t)
(
− ln(−4piLs)− γ
)
+
pi(−4ζ(5) + 2ζ(2)ζ(3))s5(352s− 129t)
11025
s4
12
R(4)12
∣∣∣
k=0
=
pi(5ζ(5)− 2ζ(2)ζ(3))
90
s6
(
− ln(−4piLs)− γ + 17
5
)
(3.43)
Using the following relations between symmetric polynomials,
σ4 =
1
2
σ22 σ6 =
1
4
σ32 +
1
3
σ23 (3.44)
all terms involving ζ(2)ζ(3) cancel upon adding the contributions from the six channels.
Adding all contributions to order O(s6ij) we find,
AR(L; sij) = 4piζ(3)s
4
45
(
− ln(−4piLs)− γ
)
+ 2 cyclic perms of s, t, u
+
(84s6 + 2s4σ2)pi
1260
ζ(5)
(
− ln(−4piLs)− γ
)
+ 2 cyclic perms of s, t, u
+
34piζ(3)σ22
75
+
73piζ(5)
1225
σ32 +
1423piζ(5)
18900
σ23 (3.45)
where the instruction for cyclic permutation applies only to the first two lines. Note that
the combination 84s6 + 2s4σ2 may be expressed in terms of the combination found in [16],
using the following relation 84s6 + 2s4σ2 = 87s
6 + s4(t − u)2. These results will be used to
study the full amplitude AL +AR in Section 5.
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4 Absence of irreducible multiple zeta-values in AR
In this section, we shall use the results of Theorem 3.3, which gives the expression for
A∗(L; s, t) to orders L0 and lnL for large L and to all orders in s, t, u, to prove that the
coefficients of the Taylor expansion in s, t, u of the corresponding expression for AR(L; sij)
are all free of irreducible MZVs and are polynomials in odd zeta-values only. In fact we shall
obtain relatively simple expressions for these functions in terms of integrals with integrands
that involve the Virasoro tree-level amplitude (2.2).
The absence of irreducible MZVs in the coefficient of the discontinuity of the amplitude is
a direct consequence of unitarity for the non-analytic part of AR(L; sij) which is proportional
to ln(−s) in the s-channel. However, there appears to be no physical argument that irre-
ducible MZVs should also be absent from the analytic part of AR(L; sij), but Theorem 4.1
below shows that this is nonetheless so. The proof will proceed along the lines of a parallel
result for the Laurent polynomial in τ2 of the modular graph functions DN for arbitrary N ,
which was given recently in [17].
It will be convenient to rearrange the decomposition of the non-analytic part AR(L; sij)
into a sum of terms that are individually free of irreducible MZVs. While the decomposition
of (3.7) along with the symmetry under s↔ t of A∗(L; s, t) gave,
AR(L; sij) = 2A∗(L; s, t) + 2A∗(L; t, u) + 2A∗(L;u, s) (4.1)
we shall instead use the decomposition,
AR(L; sij) = 2
2∑
i=1
(
A(i)∗ (L; s, t, u) + A
(i)
∗ (L; t, u, s) + A
(i)
∗ (L;u, s, t)
)
(4.2)
where the individual components are given by,
A(1)∗ (L; s, t, u) =
∞∑
N=2
2
sN
N !
(
R(N)12 (L; s, t) +R(N)12 (L; s, u)
)
A(2)∗ (L; s, t, u) =
∞∑
M,N=2
sM+N
M !N !
(
R(M,N)12;34 (L; s, t) +R(M,N)12;34 (L; s, u)
)
(4.3)
The results are summarized by Theorem 4.1 below, through which these functions will be
expressed as integrals over a function W ,
W (s, t) =
1
stu
(
Γ(1− s)Γ(1− t)Γ(1− u)
Γ(1 + s)Γ(1 + t)Γ(1 + u)
− 1
)
u = −s− t (4.4)
which is closely related to the Virasoro amplitude (2.2).
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Theorem 4.1 The coefficients of the Taylor series in s, t, u of the functions A
(i)
∗ (L; s, t, u)
are free of irreducible MZVs and are polynomials in odd zeta-values only, with rational coeffi-
cients. These results may be seen explicitly from the following expressions for A
(i)
∗ (L; s, t, u).
A(1)∗ (L; s, t, u) = −4pis2
(
A(s, t, u; 0) ln(−4piLs) + ∂
∂ε
A(s, t, u; ε)
∣∣∣
ε=0
)
A(2)∗ (L; s, t, u) = −4pis3
(
B(s, t, u; 0) ln(−4piLs) + ∂
∂ε
B(s, t, u; ε)
∣∣∣
ε=0
)
(4.5)
where A(s, t, u; ε) and B(s, t, u; ε) are independent of L and given in terms of W of (4.4) by,
A(s, t, u; ε) =
2s2
Γ(3 + ε)
∫ 1
0
dx
∫ 1
0
dy x5+2εy2+ε(1− y)2+εW (s,−sxy + t(1− x))
B(s, t, u; ε) = s4
∞∑
k=0
sktk
∫ 1
0
dx
xk+3+ε(1− x)k+3+ε
8 Γ(k + 4 + ε) k!
(
∂k
∂µk
W (s, µ− sx)
∣∣∣
µ=0
)2
(4.6)
In the remainder of this section we shall prove Theorem 4.1. In appendix C we will check
that the discontinuity of A(s, t, u; 0) ln(−4piLs) across the s-channel branch cut matches the
discontinuity required by unitarity following the procedure in [16]. We have not verified that
the discontinuity of B(s, t, u; 0) ln(−4piLs) matches that required by unitarity, although
this is undoubtedly the case. We stress that although unitarity directly implies that the
discontinuity of the low-energy expansion of the amplitude has no irreducible MZVs, it does
not imply the absence of MZVs in the remaining, analytic, contributions to A
(i)
∗ (L; s, t, u).
Therefore, the result obtained in Theorem 4.1 is significantly stronger than what is required
by unitarity alone, since the theorem implies that the complete expressions A
(1)
∗ (L; s, t, u)
and A
(2)
∗ (L; s, t, u) are free of irreducible MZVs.
4.1 Calculation of A
(1)
∗ (L; s, t, u)
The starting point for the calculation of the Taylor series of R12 of Theorem 3.3 was given
in (B.4) of Appendix B, and may be used to construct A
(1)
∗ (L; s, t, u) with the help of (4.3)
as well as (B.11) and (B.12). It will be convenient to collect these contributions and express
them in the form of the first line in (4.5), with the function A(s, t, u; ε) given by,
A(s, t, u; ε) =
∞∑
N=2
sN
N !
∑
mr 6=0
r=1,··· ,,N
δ(
∑
rmr)
|m1 · · ·mN | C(s, t, u;m; ε) (4.7)
where 2m = |m1|+ · · ·+ |mN |. The function C is given by,
C(s, t, u;m; ε) =
∫ 1
0
dx
∫ 1
0
dy
(
x5+2εy2+ε(1− y)2+ε
m+ sxy − t(1− x) +
x5+2εy2+ε(1− y)2+ε
m+ sxy − u(1− x)
)
(4.8)
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To perform the sums over mr, we introduce an angular integration over the variable α to
enforce the vanishing of the sum of the mr variables and another integration over the variable
2β to exponentiate the denominators in C(s, t, u;m; ε) using the formula,
1
m+ sxy − t(1− x) =
∫ ∞
0
2dβ e−β(|m1|+···+|mN |+2sxy−2t(1−x)) (4.9)
The integrations over α, β decouple the sums over mr from one another, and these sums may
be carried out using the following elementary formula,∑
mr 6=0
1
|mr| e
2piimrα−β|mr| = − ln ∣∣1− e−β+2piiα∣∣2 (4.10)
Carrying out also the sum over N gives the following expression,
A(s, t, u; ε) =
∫ 1
0
dx
∫ 1
0
dy x5+2εy2+ε(1− y)2+ε
∫ 1
0
dα
∫ ∞
0
2dβ
×
(
|1− e−β+2piiα|−2s − 1
)(
e−2β(sxy−t(1−x)) + e−2β(sxy−u(1−x))
)
(4.11)
where the subtraction of 1 in the large parentheses accounts for the absence of the N = 0
term in the sum over N (4.7), and we have also used the observation that the above integral
produces a vanishing N = 1 term. Changing variables from α, β to z = e−β+2piiα, we obtain,
A(s, t, u; ε) =
1
pi
∫ 1
0
dx
∫ 1
0
dy x5+2εy2+ε(1− y)2+ε
∫
|z|≤1
d2z
|z|2
×
(
|1− z|−2s − 1
)(
|z|2sxy−2t(1−x) + |z|2sxy−2u(1−x)
)
(4.12)
When recast in terms of s and t, the exponent of the second term of the second set of large
parentheses takes the following form,
2sxy − 2u(1− x) = 2s− 2sx(1− y) + 2t(1− x) (4.13)
Upon letting y → 1−y, a transformation under which the integration over y is invariant, we
recover the integrand given by the first term in the parentheses, but for z → z−1. Putting
both contributions together produces an integral over the entire complex plane,
A(s, t, u; ε) =
1
pi
∫ 1
0
dx
∫ 1
0
dy x5+2εy2+ε(1− y)2+ε
[ ∫
C
d2z
|z|2 |1− z|
−2s |z|−2t1
−
∫
|z|≤1
d2z
(
|z|−2−2t1 + |z|−2−2u1
)]
(4.14)
28
where we set,
t1 = −sxy + t(1− x) u1 = −s− t1 (4.15)
The first integral over z is essentially Shapiro’s representation of the Virasoro amplitude [33],∫
C
d2z |z|−2−2t1|1− z|−2s = pis
t1u1
Γ(1− s)Γ(1− t1)Γ(1− u1)
Γ(1 + s)Γ(1 + t1)Γ(1 + u1)
(4.16)
while the subtraction terms given by the integrals over the unit disc are elementary and
given by pis/(t1u1). Assembling all contributions, and expressing the result in terms of the
function W of (4.4) proves the first part of Theorem 4.1 for the representation of A(s, t, u; ε)
and thus A∗(L; s, t, u). Expressing the function W in terms of odd zeta-values, as was done
for the tree-level amplitude in (2.3), then readily allows us to complete the proof that the
coefficients of the Taylor expansion in s, t, u of A
(1)
∗ (L; s, t, u), including non-analytic and
analytic parts, are free of irreducible MZVs, and are polynomials in odd zeta-values only,
with rational coefficients.
4.2 Calculation of A
(2)
∗ (L; s, t, u)
We shall take as a starting point the expression for A(2)(L; s, t, u) given in (4.3) and recast
R(M,N)12;34 in terms of the functions Λ12;34 evaluated in Appendix B,
A(2)(L; s, t, u) =
∞∑
M,N=2
sM+N
M !N !
∑
mr 6=0
1≤r≤M
∑
ns 6=0
1≤s≤N
δ(
∑
rmr)δ(
∑
s ns)Λ(L; s, t, u;m,n)
|m1 · · ·mM n1 · · ·nN | (4.17)
where Λ(L; s, t, u;m,n) = Λ12;34(L; s, t;m,n) + Λ12;34(L; s, u;m,n), each terms of which was
calculated in (B.23), so that we find the following expression for Λ,
Λ(L; s, t, u;m,n) =
∫ ∞
L
dτ2
4piτ 32
∫ 1
0
dx1
∫ 1−x1
0
dx2
e4piτ2[−mx2+sx1(1−x1−x2)]
n+ sx1 − tx2
+
∫ ∞
L
dτ2
4piτ 32
∫ 1
0
dx1
∫ 1−x1
0
dx2
e4piτ2[−mx2+sx1(1−x1−x2)]
n+ sx1 − ux2 (4.18)
and where 2m = |m1|+ · · ·+ |mM | and 2n = |n1|+ · · ·+ |nN |. Changing variables from x1 to
x = x1 in the first integral and from x1 to x = x1 +x2 in the second integral and eliminating
u = −s− t in favor of s and t, we obtain,
Λ(L; s, t, u;m,n) =
∫ ∞
L
dτ2
4piτ 32
∫ 1
0
dx
∫ 1−x
0
dx2
e4piτ2[−mx2+sx(1−x−x2)]
n+ sx− tx2
+
∫ ∞
L
dτ2
4piτ 32
∫ 1
0
dx
∫ x
0
dx2
e4piτ2[−mx2+s(x−x2)(1−x)]
n+ sx+ tx2
(4.19)
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Both contributions are analytic in t and may be expanded in a Taylor series in t. The
integrations in x2 may now be extended to ∞, up to exponentially suppressed terms which
we neglect, and we obtain,
Λ(L; s, t, u;m,n) =
∞∑
k=0
k! tk
∫ ∞
L
16pi2 dτ2
(4piτ2)k+4
∫ 1
0
dx
e4piτ2sx(1−x)
(m+ sx)k+1(n+ sx)k+1
(4.20)
+
∞∑
k=0
k! (−t)k
∫ ∞
L
16pi2 dτ2
(4piτ2)k+4
∫ 1
0
dx
e4piτ2sx(1−x)]
(m+ s(1− x))k+1(n+ sx)k+1
Integrating over τ2 produces an incomplete Γ-function, of which we shall retain only those
terms which are of order L0 and ln(L),∫ ∞
L
16pi2 dτ2
(4piτ2)k+4
e4piτ2sx(1−x) = 4pi
(sx(1− x))k+3
(k + 3)!
(
(Ψ(k + 4)− ln[−4piLsx(1− x)]
)
(4.21)
Using this result for the contributions from the incomplete Γ-function, we express A(2)(L; s, t, u)
in the convenient form of (4.5), analogous to the expression given there for A(1)(L; s, t, u),
and the function B(s, t, u; ε) is given by,
B(s, t, u; ε) =
∞∑
M,N=2
sM+N
M !N !
∑
mr 6=0
1≤r≤M
∑
ns 6=0
1≤s≤N
δ(
∑
rmr) δ(
∑
s ns)
|m1 · · ·mN n1 · · ·nN |D(s, t, u;m,n; ε) (4.22)
with D given by,
D(s, t, u, ;m,n; ε) =
∞∑
k=0
k! sktk
Γ(k + 4 + ε)
∫ 1
0
dx
xk+3+ε(1− x)k+3+ε
(m+ sx)k+1(n+ sx)k+1
(4.23)
+
∞∑
k=0
k! sk(−t)k
Γ(k + 4 + ε)
∫ 1
0
dx
xk+3+ε(1− x)k+3+ε
(m+ s(1− x))k+1(n+ sx)k+1
The sums over the variables mr and nr are analogous to one another, and may be carried
out in terms of a single family of functions defined by,
Ik(s, x) =
∞∑
N=2
sN
N !
∑
nr 6=0
1≤r≤N
k! δ(
∑
r nr)
|n1 · · ·nN | (n+ sx)k+1 (4.24)
In terms of the functions Ik, the first integral in (4.23) is over Ik(s, x)
2 while the second
integral is over (−)kIk(s, 1− x)Ik(s, x). Symmetrizing in x→ 1− x, we obtain,
B(s, t, u; ε) =
∞∑
k=0
sktk
∫ 1
0
dx
xk+3+ε(1− x)k+3+ε
2 Γ(k + 4 + ε) k!
(
Ik(s, x) + (−)kIk(s, 1− x)
)2
(4.25)
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4.2.1 Calculation of the functions Ik(s;x)
To carry out the summations over n1, · · · , nN for given N we again introduce an angular
integration over a variable α to enforce the vanishing sum of the nr, and a further integration
over a variable 2β to exponentiate the denominator so that we obtain the following alternative
integral representation for Ik(s, x),
Ik(s, x) =
∞∑
N=2
sN
N !
∫ 1
0
dα
∫ ∞
0
2dβ (2β)k
∑
nr 6=0
1≤r≤N
e2piiα(n1+···+nN )e−2β(n+xs)
|n1 · · ·nN | (4.26)
The sums over nr have now been decoupled, and may be carried out using (4.10). Carrying
out the sum over N as well gives,
Ik(s, x) =
∫ 1
0
dα
∫ ∞
0
2dβ(2β)k e−2βsx
(
|1− e−β+2piiα|−2s − 1
)
(4.27)
Changing variables from α, β to z = e−β+2piiα gives,
Ik(s, x) =
∫
|z|≤1
d2z
2pi|z|2 (− ln |z|
2)k|z|2sx
(
|1− z|−2s − 1
)
(4.28)
Evaluating now the special combination that occurs in (4.25), we find,
Ik(s, x) + (−)kIk(s, 1− x) =
∫
|z|≤1
d2z
2pi|z|2 (− ln |z|
2)k |z|2sx
(
|1− z|−2s − 1
)
+
∫
|z|≤1
d2z
2pi|z|2 (ln |z|
2)k |z|2s(1−x)
(
|1− z|−2s − 1
)
(4.29)
we observe that the integrands involving |1 − z|−2s are mapped into one another under
z → 1/z so that this part of both integrals may be combined into a single integral over the
entire complex plane,
Ik(s, x) + (−)kIk(s, 1− x) =
∫
C
d2z
2pi|z|2 (− ln |z|
2)k |z|2sx|1− z|−2s (4.30)
−
∫
|z|≤1
d2z
2pi|z|2 (− ln |z|
2)k
(|z|2sx + (−)k|z|2s(1−x))
The sum of these integrals is proportional to a k-order derivative of the function W of (4.4),
Ik(s, x) + (−)kIk(s, 1− x) = s
2
2
∂k
∂µk
W (s, µ− sx)
∣∣∣
µ=0
(4.31)
from which we readily obtain the second line of (4.6), thereby completing the proof of
Theorem 4.1.
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5 Transcendentality Properties
In this subsection, we shall begin by adding together the results for AL and AR to produce
the full genus-one four-graviton amplitude A(1)(sij), up to order O(s6ij).3 We shall then
use these explicit expressions to investigate transcendentality and spell out the assumptions
required to have uniform transcendentality to order O(s6ij) at genus-one, consistently with
uniform transcendentality at tree-level. The result will be the transcendentality assignments
1-4 described in the introduction.
Although we have determined the exact expression for AR to all orders in sij, we do not
have explicit formulas for AL beyond order O(s6ij). In the following we will derive a number
of partial and indirect results, on the basis of which we will formulate a conjecture on the
structure of AL to higher orders in sij. Lemma 5.2 states that the term linear in τ2 in the
Laurent polynomial of B(sij|τ) may be deduced from AR exactly to all orders in sij, and is
free of multiple zeta-values. Theorem 5.4 gives the contribution to AL from any two-loop
modular graph function, a result obtained in [21]. This lemma and theorem will be used to
motivate a conjecture on the transcendentality properties of AL to all orders in sij.
5.1 The full genus-one amplitude to order O(s6ij)
Assembling the contributions to AL in (2.31) and to AR in (3.45) gives A(1)(sij) with the
help of (2.18) for the total amplitude to order O(s6ij). We see explicitly that all L-dependence
cancels as required for the consistency of the calculation. It is instructive to rearrange the
total amplitude as the sum of “analytic” and “non-analytic” pieces,
A(1)(sij) = 2pi
(
AL(L; sij) +AR(L; sij)
)
= Aan(sij) +Anon−an(sij) (5.1)
The reason for the quotation marks on analytic and non-analytic is that the non-analytic
piece actually contains also analytic contributions, so that the nomenclature is natural and
suggestive but not entirely precise. The “analytic” piece Aan(sij) is given by,
Aan(sij) = 2pi
2
3
(
1 +
ζ(3)σ3
3
+
29ζ(5)σ2σ3
180
+
σ23
18
ζ(3)2 +O(σ22σ3)
)
(5.2)
and the “non-analytic” piece Anon−an(sij) has the form,
Anon−an(sij) = 2pi
2
3
(
Aˆsugra + Aˆ4 + Aˆ6 +O(s7ij)
)
(5.3)
3This result includes corrections and extensions of the expressions given in [16].
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The lowest order term Aˆsugra is a regularized version of the ten-dimensional one-loop super-
gravity amplitude. The contribution of order O(s4ij) is given by,
Aˆ4 = 4s
4
15
ζ(3)
(
− ln(−2pis) + Z4 + 63
20
)
+ 2 cyclic perms of s, t, u (5.4)
while the contribution of order O(s6ij) takes the form,
Aˆ6 = −84s
6 + 2s4σ2
420
ζ(5) (ln(−2pis)− Z6) + 2 cyclic perms of s, t, u
+
σ32
18
ζ(5)
(
−Z6 − Z5 + Z4 + Z3 + 8339
2450
)
+
σ23
54
ζ(5)
(
Z6 + Z5 − Z4 − Z3 + 51011
420
)
(5.5)
The instruction to add permutations of s, t, u applies only to the first line of (5.5). The
combination Zn was given in the introduction, and is repeated here for convenience,
Zn =
ζ ′(n)
ζ(n)
− ζ
′(n− 1)
ζ(n− 1) − γ (5.6)
where γ is the Euler constant. The discontinuity of Anon−an(sij), namely the coefficients of
the ln(−2pis) terms in (5.4) and (5.5), reproduce those obtained in [16]. They have also
recently been reproduced from N = 4 supersymmetric Yang–Mills theory by considering a
flat-space limit of AdS5 × S5 [34].
5.2 Transcendentality assignments up to order O(s6ij)
Recall that the tree-level amplitude exhibits a consistent grading by transcendental weight
by assigning weight n to the Riemann zeta-value ζ(n), weight +1 to pi, weight −1 to the
kinematic variables s, t, u, and thus weight −k to the symmetric polynomial σk = sk +
tk + uk. Consistency between tree-level and genus-one amplitudes resulting from unitarity
requirea that we maintain these assignments at genus-one, as expressed in the first and
second transcendentality assignments in the introduction.
Inspection of the “analytic” part Aan(sij) in (5.2) shows that all terms inside the paren-
thesis have zero total transcendental weight.
Inspection of the “non-analytic” part Anon−an(sij) in (5.3) shows that the supergravity
contribution has weight zero, but Aˆ4 and Aˆ6, given in (5.4) and (5.5), involve ln(−2pis)
as well as the combinations Zn. The argument of ln(−2pis) has weight zero, as is required
for the argument of a transcendental function. Furthermore, the terms Aˆ4 and Aˆ6 do not
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depend separately on ln(−2pis) and Zn, but may be written as a sum of ln(−2pis)− Zn and
differences Zm − Zn. Thus, a minimal requirement for Aˆ4 and Aˆ6 to have weight zero is
given by assumption 3 of the introduction, that the combinations ln(−2pis)−Zn have weight
1 for all n ≥ 4. The validity of assigning weight one to differences Zm − Zn for m > n ≥ 4
may be argued using the following identity,
Zm − Zn = d
dε
ln
(
ζ(m+ ε)ζ(n− 1 + ε)
ζ(m− 1 + ε)ζ(n+ ε)
) ∣∣∣∣
ε=0
(5.7)
The total weight of the argument of the logarithm vanishes for all values of ε, and assigning
weight 1 to the logarithm for any value of ε then shows that Zm − Zn has weight 1. With
the help of these assignments all terms in Aˆ4 and Aˆ6, with the exception of the rational
additions, have weight zero, consistently with the transcendental weight of (5.2).
Finally, we address the weight assignments of the rational additive terms. Inspection of
their origin in the calculation ofAL in Appendix A reveals that they arise from the integration
of modular graph functions whose term in τ2 in the Laurent polynomial is non-vanishing.
More precisely they arise in (A.26) as differences of the Ψ-function at different integers.
Inspection of the calculation of the non-analytic part AR in Theorem 3.3 and Appendix
B reveals that the rational additions also all arise from differences between Ψ-functions at
integers. Such differences equal differences of harmonic sums,
Ψ(m+ 1)−Ψ(n) = Hm −Hn Hm =
m∑
k=1
1
k
(5.8)
It has been argued in the literature on transcendentality in quantum field theory amplitudes
(see for example [19, 20] for early papers), and in particular amplitudes of the N = 4 super-
symmetric Yang-Mills theory in four dimensions, that one should assign transcendentality
one to the harmonic sum functions Hm. With this final assumption, namely transcenden-
tality assignment 4. of the introduction, the full genus-one amplitude A(1)(sij) has uniform
transcendentality up to order O(s6ij).
5.3 Further noteworthy features of the amplitude to order O(s6ij)
The following additional features of the expressions (5.1) – (5.5) for the genus-one amplitude
to order O(s6ij) are worth noting.
• In (5.2) we have factored out the volume of the fundamental domainM in the Poincare´
metric, and collected together all contributions to a given order w in sij. The coefficient
of a term of order w is a polynomial in odd zeta-values with total weight w. Assuming
this is a general property accounts for the absence of terms proportional to σ2 and σ
2
2
since there are no weight-two or weight-four combinations of odd zeta-values.
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• Similarly, the coefficient of a term in (5.3) of order (sij)w or (sij)w log(−2pis) is pro-
portional to an odd zeta-value of weight w − 1. This is consistent with the absence of
a term proportional to s5 log(−2pis), which would have a coefficient that would be a
weight-four combination of zeta-values.
• There is a ζ(3)2 σ23 term in (5.2) but the potential term proportional to ζ(3)2 σ32 is
absent. There is no obvious reason for the vanishing of this coefficient. However, it is
notable that the series of terms that occurs in (5.2) is the same series of terms that
arises in the low-energy expansion of the tree-level Virasoro amplitude (2.5) multiplied
by σ3, although the rational coefficients are different.
5.4 Transcendentality of AR to all orders in sij
The function AR(L; sij) is obtained in (4.2) as a symmetrization in s, t, u of the functions
A
(1)
∗ (L; s, t, u) and A
(2)
∗ (L; s, t, u), which in turn are obtained in (4.5) and (4.6) from the func-
tions A(s, t, u; ε) and B(s, t, u; ε) and their first derivative with respect to ε, both evaluated
at ε = 0. Inspection of these formulas and their expansion in powers of s, t, u may then be
used to prove the following theorem.
Theorem 5.1 Using only the transcendentality assignments required at tree-level, namely
assumptions 1. and 2. of the introduction, the functions A(s, t, u; 0) and B(s, t, u; 0) have
weight one and two, respectively. Using in addition assumption 4., namely that harmonic sum
functions have weight one, the following functions have weight two and three, respectively,
∂
∂ε
A(s, t, u; ε)
∣∣∣
ε=0
− γ A(s, t, u; 0)
∂
∂ε
B(s, t, u; ε)
∣∣∣
ε=0
− γB(s, t, u; 0) (5.9)
where γ is Euler’s constant.
The lemma below will relate the term linear in τ2 of the particular combinations of
modular graph functions that enter into the AL part of the genus-one amplitude to the
behavior obtained exactly for the AR part of the amplitude. Combining the Taylor expansion
of B(sij|τ) in powers of sij in (2.19) and the Laurent expansion of each coefficient in τ2 given
in (2.22), we define the term of order τ2 as follows,
B(sij|τ)
∣∣∣
τ2
= b(1)(sij)τ2 b
(1)(sij) =
∞∑
p,q=0
b(1)p,q
σp2 σ
q
3
p! q!
(5.10)
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Lemma 5.2 The coefficient b(1)(sij) of τ2 in the Laurent polynomial of B(sij|τ) is given by,
b(1)(sij) = 8pis
2
(
A(s, t, u; 0) + sB(s, t, u; 0)
)
+ 2 cyclic perms of s, t, u (5.11)
Explicit expressions for A and B are given in (4.6). The coefficient b(1)(sij) has vanishing
transcendental weight, and is free of irreducible multiple zeta-values.
The proof of this proposition proceeds by inspection of (4.2), (4.4), (4.5), and (4.6). The
coefficient b(1)(sij) produces the entire logarithmic dependence of AL(L; sij), and it is given
by b(1)(sij) ln(L). This contribution must be exactly the opposite of the ln(L) contribution in
AR, which is readily deduced from (4.2), (4.4), (4.5), and (4.6), and given by the expression
in 5.2. By inspection of (4.4) we see that the weight of W is 3 so that the weight of the
coefficient of τ2 vanishes. Finally, the explicit expressions for A(s, t, u; 0) and B(s, t, u; 0)
readily show that the coefficients in their Taylor expansion in s, t, u are free of irreducible
MZVs, thereby completing the proof of the proposition.
Since the coefficients of the Laurent polynomial of a modular graph function of sufficiently
high weight include irreducible multiple zeta-values it is likely, though so far unproven,
that the coefficient of its term linear in τ2 will also involve irreducible multiple zeta-values.
Therefore, Lemma 5.2 provides a non-trivial constraint on the structure of the particular
combinations of modular graph functions which enter into string amplitudes.
5.5 Integrating general modular functions over ML
Modular graph functions, defined through Kronecker-Eisenstein series, have polynomial
growth at the cusp. Specifically, the Laurent polynomial of an arbitrary modular graph
function C(τ) of weight w (such as B(p,q)(τ) with w = 2p+ 3q in (2.22)), is given by,
C(τ) =
w∑
k=1−w
ckτ
k
2 +O(e−2piτ2) (5.12)
where ck has weight w. The integral of C(τ) overML has polynomial growth in L which may
be extracted to leave a convergent integral over the fundamental domainM. Following [21],
we associate to C(τ) a modular function Cˆ(τ) of the same weight w, defined by,
Cˆ(τ) = C(τ)− 45 c1
piζ(3)
(
C2,1,1 − 2
3
E4
)
−
w∑
k=2
ck pi
k
2ζ(2k)
Ek(τ) (5.13)
By construction Cˆ(τ) tends to a constant at the cusp, and is therefore integrable onM with
the Poincare´ volume element.
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Lemma 5.3 The contributions of order L0 and lnL to the integral over ML of C(τ) are
obtained as follows,∫
ML
d2τ
τ 22
C(τ) =
∫
M
d2τ
τ 22
Cˆ(τ) + c1
(
ln(2L) + γ + Z4
)
(5.14)
where contributions whose dependence on L is exponential or power-behaved with non-
vanishing exponents have been omitted.
The integral of Cˆ(τ) overM is finite, and may be evaluated using the Poincare´ series for
Cˆ(τ) and the standard unfolding trick. For two-loop modular graph functions, this procedure
was carried out completely [21], and the results will be summarized in the next subsection.
For the general case, we shall resort to a conjecture in subsection 5.7.
5.6 Weight of integrals of two-loop modular graph functions
It was shown in [35] that an arbitrary two-loop modular graph function of weight w may
be decomposed into a linear combination with integer coefficients of a subset of all two-loop
modular graph functions of weight w of the form,
Cu,v;w(τ) =
∑
pr∈Λ′
τw2 δ(p1 + p2 + p3)
piw pu1 p¯
v
2 p
w−u
3 p¯
w−v
3
(5.15)
where Λ′ = Λ \ {0} and Λ = τZ + Z. The coefficient c1 of τ2 in the Laurent polynomial of
Cu,v;w(τ) for w even is given by,
c1 = 8(−)w2 ζ(w)ζ(w − 1)
(2pi)w−1
(
u+ v − 2
u− 1
)(
w − 2
w − u− v
)
(5.16)
Its weight is w. The corresponding term vanishes for all two-loop modular graph functions
whose weight w is odd. We shall denote by Su,v;w the integral of Cu,v;w over ML,
Su,v;w =
∫
ML
d2τ
τ 22
Cu,v;w(τ) (5.17)
Theorem 5.4 Up to contributions which behave as a power of L with non-zero positive or
negative exponent, the value of Su,v;w is given respectively for even and odd weight w by,
even Su,v;w = c1
(
ln(2L) + γ + Zw
)
+
ζ(w)ζ(w − 1)
(2pi)w−1
(
u+ v − 2
u− 1
)
Gu,v;w
odd Su,v;w = 4piζ(w)ζ(w − 1)
(2pi)w−1
(−)w+12
(
w − 2
w − u− v
)(
u+ v − 2
u− 1
)
(5.18)
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where Gu,v;w is a linear combination, with integer coefficients, of harmonic sums of weight
one. Since the weight of c1 is w the weight of Su,v;w is w + 1.
The proof of formulas (5.18) was given in [21]. Using our transcendental weight as-
signment, the harmonic sum functions Gu,v;w have weight one; the term proportional to
ln(2L) + γ+Zw will combine with the logarithmic contributions from AR to produce a term
proportional to ln(−2pis) − Zw which has weight one by our assumption 3. Since c1 has
weight w all contributions to the full genus-one amplitude arising from the restricted class
of two-loop modular graph functions will have total weight w + 1.
5.7 Conjecture on transcendentality to all orders in sij
While the integral representation for the integrand B(sij|τ) of the genus-one amplitude is
explicitly known, we do not have an algorithm to extract the terms of order L0 in its integral
over ML in any explicit manner, beyond the case of two-loop modular graph functions.
Therefore we have no general formulas for AL beyond O(s6ij) on which we can test the
properties of transcendental weight assignments explicitly. However, experience with the
integration of modular graph functions of weight up to six and two-loop modular graph
functions of general weight suggest the following conjecture.
Conjecture 5.5 The genus-one amplitude is given by the sum in (5.1) of an “analytic”
piece Aan(sij) of the form,
Aan(sij) = 2pi
2
3
∞∑
p,q=0
C(p,q)
σp2 σ
q
3
p! q!
(5.19)
where C(p,q) is a sum of multiple zeta-values of weight w = 2p + 3q, and a “non-analytic”
piece Anon−an(sij) of the form,
Anon−an(sij) = 2pi
(
8pis2
(
A(s, t, u; 0) + sB(s, t, u; 0
)(
ln(−2pis)− Z4
)
+M(s, t, u) +N(s, t, u)
)
+ 2 cyclic perms of s, t, u (5.20)
The terms M and N are characterized by the following properties. The function M(s, t, u) is
a linear combination, with rational coefficients, of terms each of which is a product of total
weight zero of a multiple zeta-value, kinematic variables σ2, σ3, and a finite harmonic sum
of weight one. The function N(s, t, u) is a linear combination, with rational coefficients, of
terms each of which is a product of total weight zero of a multiple zeta-value times the first
derivative of the logarithm of a ratio of multiple zeta-values whose weight vanishes.
The motivations for the various parts of the conjecture are as follows.
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• The structure of the “analytic” piece Aan(sij) is motivated on the one hand by the
results obtained up till order O(s6ij) in (5.2), and on the other hand by the fact that
the terms of order τ 02 in B(sij|τ) are all linear combinations of products of multiple
zeta-values times powers of sij of total weight zero. Therefore, we know that such
terms must arise at every order of the Taylor expansion in sij.
• Part of the structure of the “non-analytic” piece, namely the first line of (5.20), has
actually been proven since it is dictated by unitarity and has been computed exactly in
section 4. Thus, the heart of the conjecture for the “non-analytic” part is the structure
of the functions M and N.
• The function N emerges from the integration of the Poincare´ seed of the modular
graph functions over the semi-infinite strip −1
2
≤ τ1 ≤ 12 and τ2 > 0. Proceeding by
successive partial fraction decomposition of the seed function, and summing over the
n-variables in each loop momentum p = mτ + n, one will end up with poles of first
order and poles of higher orders, multiplied by exponentials. It is the integrations of
the simple pole terms that produce single logarithms of m and n under the summation
over all the lattice momenta m,n, and thus give rise to single derivatives of multiple
zeta-values. The fact that the terms linear in τ2 have been eliminated in Cˆ guarantees
that the derivatives may be organized as a single derivative of the logarithm of a ratio
of multiple zeta-values whose total weight vanishes. These general remarks are borne
out in the special cases of low weight w ≤ 6 and two-loop modular graph functions, in
which cases we had theorems.
• The function M also emerges from the integration of the linear term in τ2, and specif-
ically from the analytic continuation and asymptotics of the incomplete Γ-function at
small argument. The conjectured form is confirmed by the cases of low weight w ≤ 6
and two-loop modular graph functions, but a general derivation of the result is so
far out of reach. As discussed in the introduction, we stress that the finite harmonic
sum functions always arise as coefficients of infinite series, to which a definite weight
may be assigned. This is manifestly the case for the contributions from AR since
they are given by infinite power series’ in the kinematic variables s, t, u. However, the
AL contributions have so far only been evaluated up to order O(s6ij), and we do not
have knowledge of the complete Taylor series to all orders in s, t, u. For this reason,
although the structure of the contributions from AL at low orders is suggestive, the
general structure remains conjectural.
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6 Discussion and outlook
The results of this paper have pointed to some interesting systematics of the coefficients
in the low-energy expansion of genus-one four-graviton scattering amplitudes in Type II
superstring theory. An important part of the determination of these coefficients involves
disentangling the non-analytic threshold dependence from the analytic part. This involved
combining the integral over the cut-off fundamental domain, ML, with the integral over its
complement, MR, which is a small neighborhood of the cusp.
• We have established the precise expressions for the coefficients of terms of order s4 in the
low-energy expansion (correcting numerical errors in [15, 16]) as well as the coefficients
of order s5 and s6. These results, which are summarized in (5.2) and (5.3), possess
interesting transcendentality properties. A striking feature of the explicit coefficients in
the genus-one low-energy expansion is the vanishing of the coefficient of ζ(3)2 σ32. Only
the term proportional to ζ(3)2 σ23 contributes to the term of order s
6. As a consequence,
to this low order, the pattern of terms contributing to the analytic part of the genus-
one low-energy expansion in (5.2) is the same as the pattern in the tree-level expansion
(2.5) if the latter is multiplied by σ3.
• It is a simple consequence of unitarity that the coefficients of the logarithmic terms
in the low-energy expansion of the four-graviton amplitude do not contain irreducible
MZVs. This follows simply from the fact that the discontinuity of the genus-one
amplitude across the massless two-particle threshold is proportional to the square of
the tree-level amplitude, but the coefficients of the tree-level amplitude low-energy
expansion only involve polynomials in ordinary odd Riemann zeta-values. However,
we also showed the stronger result that irreducible MZVs are absent from the analytic
term that arises from the integral over MR, which is by no means obvious.
• Irreducible MZVs might be expected to arise in the analytic terms in the low energy
expansion of the ten-dimensional genus-one four-graviton amplitude that arise from
the integral overML. We know from [36] that the coefficients of terms in the Laurent
expansion around τ2 →∞ of certain modular graph functions have coefficients that are
irreducible MZVs, which suggests that the integral overML will give rise to irreducible
MZV’s in the coefficients at high enough order in the low-energy expansion, as well as
in the compactified theory. However, if the correspondence between the structure of
the tree-level expansion and the analytic part of the genus-one expansion noted above
were to persist to all orders it would imply that the irreducible MZVs cancel in the
sum of all contributions at a given order in the low-energy expansion.
• Although this paper has not been concerned with the genus-two contribution to the
amplitude some consequences of two-loop unitarity follow in a straightforward manner.
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In particular, figure 3 illustrates a discontinuity in the channel with three massless par-
ticles, which is proportional to the product of two on-shell five-particle tree amplitudes
integrated over phase space of the intermediate three-particle state. It is known that
the coefficients in the low-energy expansion of the five-particle closed-string amplitude
contain irreducible single-valued MZVs, starting at weight-11 [23] and these therefore
enter into the expression for the discontinuity across the logarithmic branch cut. In
other words, whereas irreducible MZV’s do not arise in the coefficients of the logarith-
mic terms in the low energy expansion of the genus-one four-graviton amplitude, they
do arise in the expansion of the genus-two four-graviton amplitude.
1
2 3
4
Figure 3: The three-particle discontinuity of a genus-two amplitude is proportional to the
square of a tree-level five-particle amplitude integrated over phase space for the intermediate
three particle states.
• The analysis in this paper was for Type II superstring amplitudes, but it would be
interesting to find out whether and how transcendentality extends to the case of Het-
erotic string amplitudes, which have only half the space-time supersymmetry of the
Type II strings. Modular graph forms, introduced in [6, 7], are required from the outset
in the Heterotic string, and a number of results have already been obtained for their
role in its genus-one amplitudes [37, 38, 39, 40].
• We conclude with some comments on transcendentality. In quantum field theory, the
concept of transcendentality is intimately linked with the interpretation of Feynman
integrals as iterated integrals in the sense of Chen [41] (see also [42]) and “periods”
in the sense of Kontsevich and Zagier [43]. The period integrals that show up in
quantum field theory include zeta-values, multiple zeta-values, polylogarithms and
multiple polylogarithms, as well as periods on various algebraic varieties (for a useful
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set of lecture notes, see [44]). The associated motivic iterated integrals and multiple
zeta-values may be endowed with a powerful Hopf algebra structure on which the weight
can de defined unambiguously [45, 46]. Transcendentality restricts the structure of the
amplitudes in terms of periods. In superstring theory, iterated integral representations
in terms of elliptic functions have been developed for open superstring amplitudes [47,
48], and the role of the single-valued projection to closed superstrings has been studied
recently further in [49, 50, 51]. The results obtained in this paper on transcendentality
suggest that a powerful structure may underlie loop amplitudes for closed superstrings.
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A Calculation of A(p,q)(L) up to weight 6
In this appendix we shall evaluate the coefficients A(p,q)(L) of the low-energy expansion of the
analytic part AL(sij;L) os the genus-one four-graviton amplitude. The coefficients A(p,q)(L)
are obtained as integrals overML of the modular graph functions B(p,q)(τ), whose derivation
up to weight 6 we first review from [16].
A.1 Calculation of the modular graph functions B(p,q)(τ)
To obtain the modular graph functions B(p,q)(τ), we expand the exponential integrand which
defines B(sij|τ) in formula (2.13) in powers of sij to order w = 2p+ 3q, and we have,4
∑
p,q≥0
2p+3q=w
B(p,q)(τ) σ
p
2σ
q
3
p! q!
=
1
w!
4∏
κ=1
∫
Σ
d2zκ
τ2
(
sg12 + sg34 + tg14 + tg23 + ug13 + ug24
)w
(A.1)
Since both sides of (A.1) are homogeneous of degree w in s, t, u, we may parametrize s, t, u
by a single variable x, setting for example s = 1+x, t = −1+x and u = −2x, and expressing
the invariants σ2 = 2 + 6x
2 and σ3 = 6x(1 − x2) in terms of x. All contributions may then
be decomposed in terms of the following family of integrals,
Km,n =
4∏
κ=1
∫
Σ
d2zκ
τ2
(
g12 + g34 − g14 − g23
)m(
g12 + g34 + g14 + g23 − 2g13 − 2g24
)n
(A.2)
One trivially has B(0,0) = 1, while for low values of q one has the following expressions,
B(p,0) = p!K2p,0
2p · (2p)!
B(p,1) = p!K2p+2,1
6 · 2p · (2p+ 2)!
B(p,2) = p!K2p+4,2
36 · 2p · (2p+ 4)! −
p!K2p+6,0
12 · 2p · (2p+ 5)! (A.3)
Expanding the integrands, one may identify each term in the expansion with a modular
graph function given by a single graph. Recall that any integral in which a single Green
function ends on a vertex must vanish since the integral of the Green function on the torus
4The variables used in [16] are related to the ones used here by B(p,q) = p! q! j(p,q).
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vanishes. Expressing these integrals in terms of modular graph functions we obtain,
B(1,0) = E2
3B(0,1) = D3 + 4E3
12B(2,0) = D4 + 9E22 + 6E4
72B(1,1) = D5 − 12D2,2,1 + 16D3,1,1 + 12C3,1,1 − 24C2,2,1 + 14E2D3 + 48E2E3
240B(3,0) = D6 + 45E2D4 − 10D23 + 120C3,1,1,1 + 90E32 − 90D2,2,1,1
540B(0,2) = D6 + 60C2,1,1,1,1 + 120D1,1,1,1;1,1 − 720D2,1,1,1;1 + 60D2,2,2
+270D2,2,1,1 − 120C3,1,1,1 + 360C2,2,1,1 − 120D3,2,1
−15E2D4 + 50D23 + 240E3D3 − 30E32 (A.4)
We have used the following correspondences between the C and D functions and identities,
C2,1,1,1,1 = D4,1,1
C2,2,1,1 = D1,1,1,1;2
D2,1,2,1 = D2,2,1,1,
C3,1,1,1 = D3,1,1,1 (A.5)
The graphical representations of D2,2,2 and D2,1,1,1;1 are given by,
D2,2,2 =
• •
•
D2,1,1,1;1 =
• •
• •
(A.6)
The graph D2,2,1,1 may be represented in two different graphical ways,
D2,2,1,1 =
• •
• •
=
• •
•
•
(A.7)
and the graph D1,1,1,1;1,1 is a tetrahedron that can be represented by
D1,1,1,1;1,1 =
• •
• •
(A.8)
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A.2 Identities between modular graph functions
To integrate these modular graph functions over ML we simplify the expressions for the
coefficients B(p,q) obtained in (A.4) using the identities between modular graph functions
derived systematically in [7] up to weight 6 included. Earlier derivations of some of these
identities include [1] for two-loop modular graph functions, [52] for D4, [6] for all modular
graph functions of weight four and five, [53] for the use of slightly different methods, [54, 7, 55]
for tetrahedral graphs, and [32] for the differential identity for C2,2,1,1. A more formal context
for the identities between modular graph functions has been developed in [56, 57].
As much as possible, we shall express modular graph functions as Laplace-Beltrami op-
erators acting on modular functions, as such integrals may be carried out using (2.24).
For weights w ≤ 5, we have the following algebraic identities,
D3 = E3 + ζ(3)
D4 = 24C2,1,1 + 3E
2
2 − 18E4
D5 = 60C3,1,1 + 10E2C1,1,1 − 48E5 + 16ζ(5)
40D3,1,1 = 300C3,1,1 + 120E2E3 − 276E5 + 7ζ(5)
10D2,2,1 = 20C3,1,1 − 4E5 + 3ζ(5)
30C2,2,1 = 12E5 + ζ(5) (A.9)
and differential identities, expressed as follows for later convenience,
2C2,1,1 = ∆C2,1,1 + E
2
2 − 9E4
60C3,1,1 = 10∆C3,1,1 + 40E2E3 − 172E5 − ζ(5) (A.10)
For weight w = 6 the algebraic identities involving only dihedral graphs are,
D6 = 15E2D4 − 30E32 + 10C21,1,1 + 60D4,1,1 − 720C2,2,1,1 − 240E3C1,1,1
+ 720E2E4 + 1440E
2
3 + 5280C3,2,1 − 360E2C2,1,1 + 1280C2,2,2 − 3380E6
2C3,1,1,1 = −3C2,2,1,1 + 9E2E4 + 6E23 + 18C4,1,1 + 24C3,2,1 + 2C2,2,2 − 32E6
3D4,1,1 = 109C2,2,2 + 408C3,2,1 + 36C4,1,1 + 18E2C2,1,1 + 12E3C1,1,1 − 211E6 (A.11)
The algebraic identities involving trihedral and tetrahedral graphs are given by,
3D2,2,2 = 18C2,2,1,1 + 58C2,2,2 + 192C3,2,1 + 3E
3
2 − 24E23 − 18E2E4 − 46E6
2D3,2,1 = −18C2,2,1,1 + 36C4,1,1 + 69C2,2,2 + 288C3,2,1 + 6E2C2,1,1 + 18E2E4 + 36E23 − 183E6
3D2,2,1,1 = −6C2,2,1,1 + 10C2,2,2 + 48C3,2,1 + 12C4,1,1 + 6E2E4 + 12E23 − 40E6
18D2,1,1,1;1 = 9C2,2,1,1 + 20C2,2,2 + 60C3,2,1 − 9E2E4 − 18E23 + 10E6
3D1,1,1;1,1,1 = C2,2,2 + 12C3,2,1 − 4E6 (A.12)
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Finally, there are a number of differential identities,
24C3,2,1 = ∆(6C3,2,1 + C2,2,2)− 84E6 + 12E23
3C2,2,2 = ∆(3C3,2,1 + C2,2,2)− 36E6
24C4,1,1 = ∆(2C4,1,1 − 4C3,2,1 − C2,2,2) + 8E6 − 4E23 + 12E2E4
18C2,2,1,1 = 9∆C˜2,2,1,1 − 14C2,2,2 + 48C3,2,1 − 36C4,1,1
−36C2,1,1E2 + 6E32 + 72E2E4 + 180E23 + 284E6 (A.13)
where we have defined,
C˜2,2,1,1 = C2,2,1,1 − 2E23 − E2E4 (A.14)
Using the above identities, we eliminate the non-Eisenstein functions (except for C2,1,1 in
its product with E2) in terms of the Laplacian-Beltrami operator acting on certain modular
graph functions. The results are given in (2.25). The integrals of B(p,q) to weight 6 have
thus been reduced to integrals with an exposed Laplace-Beltrami operator which may be
performed using (2.24), plus terms which are linear bilinear and trilinear in Eisenstein series,
and the term E2C2,1,1. We now proceed to evaluating the remaining integrals.
A.3 Integrals with an exposed Laplace-Beltrami operator
Several contributions to B(p,q) involve an exposed Laplace-Beltrami operator acting on a
modular graph function which we shall generically denote by C(τ). The modular graph
function in question is of weight w = 2p+3q and thus has a Laurent polynomial of the form,
C(τ) =
w∑
k=1−w
ckτ
k
2 +O(e−2piτ2) (A.15)
For example, in terms of the variable y = piτ2, we have,
C2,1,1(τ) =
2y4
14175
+
ζ(3)y
45
+ +
5ζ(5)
12y
− ζ(3)
2
4y2
+
9ζ(7)
16y3
+O(e−2piτ2) (A.16)
The integral of ∆C(τ) is given by (2.24) and we find,∫
ML
d2τ
τ 22
∆C(τ) =
∫ 1
0
dτ1 ∂τ2C(τ)
∣∣∣
τ2=L
= c1 +O(L±1) (A.17)
Using the expressions for the Laurent polynomials of the modular graph functions C2,1,1,
C3,1,1, C4,1,1, C3,2,1, C2,2,2 and C2,2,1,1, which were given respectively in formulas (3.41), (3.42)
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and (3.43) of [7], we find the following integrals,∫
ML
d2τ
τ 22
∆C2,1,1 =
piζ(3)
45
∫
ML
d2τ
τ 22
∆C3,2,1 =
piζ(5)
630∫
ML
d2τ
τ 22
∆C3,1,1 = 0
∫
ML
d2τ
τ 22
∆C2,2,2 = 0∫
ML
d2τ
τ 22
∆C4,1,1 = −piζ(5)
1890
∫
ML
d2τ
τ 22
∆C˜2,2,1,1 =
piζ(5)
63
(A.18)
where we have omitted to write +O(L±1) which applies in each case.
A.4 Integrals of Eisenstein series and their products
Integrals of Eisenstein series and their pairwise and triple products in ML were evaluated
by Zagier in [58] by generalizing the standard Rankin-Selberg method for cuspidal functions
to functions of polynomial growth at the cusp. Here, we shall give an alternative derivation
based on the use of the differential equation satisfied by the Eisenstein series, given in (2.29),
and their expansion at the cusp,
Ea(τ) =
2ζ(2a)
pia
τa2 +
2Γ(a− 1
2
)ζ(2a− 1)
Γ(a)pia−
1
2 τa−12
+O(e−2piτ2) (A.19)
To make contact with Zagier’s notations, we define the functions ζ∗(s) and E∗(τ, s) by,
ζ∗(a) =
Γ(a/2)
pia/2
ζ(a) E∗(τ, a) =
Γ(a)
2
Ea(τ) (A.20)
which satisfy the simple functional relations ζ∗(1 − a) = ζ∗(a) and E∗(τ, 1 − a) = E∗(τ, a).
The Laurent polynomial of E∗(τ, a) near the cusp reflects the symmetry a↔ 1− a,
E∗(τ, a) = ζ∗(2a)τa2 + ζ
∗(2a− 1)τ 1−a2 +O(e−2piτ2) (A.21)
and the Eisenstein series E∗(τ, a) clearly satisfies the differential equation of (2.29).
The integral of a single Eisenstein series is obtained by integrating of a(a− 1)E∗(τ, a) =
∆E∗(τ, a) using (2.24) and the asymptotic expression for E∗(τ, a) near the cusp,
a(a− 1)
∫
ML
d2τ
τ 22
E∗(τ, a) = aζ∗(2a)La−1 + (1− a)ζ∗(2a− 1)L−a (A.22)
The cases of interest here are for integer a ≥ 2 so that the first term is a strictly positive
power of L and the second is a strictly negative power of L, both of which will cancel against
opposite L-dependence of AR. Thus the integral effectively vanishes.
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The integral of a bilinear EaEb in Eisenstein series is computed analogously by integrating
the total derivative term Ea∆Eb − Eb∆Ea and we find,∫
ML
d2τ
τ 22
E∗(τ, a)E∗(τ, b) =
∑
x=a,1−a
∑
y=b,1−b
ζ∗(2x)ζ∗(2y)
Lx+y−1
x+ y − 1 +O(e
−2piL) (A.23)
Since the cases of interest here are for integer a, b ≥ 2, all terms are either strictly positive
or strictly negative powers of L and may be omitted whenever a 6= b. For b = a, we take a
limit of (A.23) as b→ a, and there now arise terms of orders L0 and lnL, given as follows,∫
ML
d2τ
τ 22
E∗(τ, a)2 = 2ζ∗(2a)ζ∗(2a− 1)
[
lnL+
ζ∗′(2a)
ζ∗(2a)
− ζ
∗′(2a− 1)
ζ∗(2a− 1)
]
(A.24)
up to strictly positive or strictly negative powers of L and exponential contributions, which
we omit in view of earlier arguments. Deriving the following relation from (A.20),
ζ∗′(a)
ζ∗(a)
=
ζ ′(a)
ζ(a)
+
1
2
Ψ(a/2)− 1
2
lnpi (A.25)
we obtain an expression for the integral of Ea(τ)
2. Neglecting all exponentially suppressed
terms and all power-behaved terms in L with non-zero exponent, and the duplication formula
for the Ψ-functions Ψ(a)−Ψ(a− 1
2
) = 2Ψ(a)− 2Ψ(2a− 1) + 2 ln 2, we obtain,∫
ML
d2τ
τ 22
Ea(τ)
2 =
16Γ(2a− 1)ζ(2a)ζ(2a− 1)
Γ(a)2(2pi)2a−1
[
ln(2L) +
ζ ′(2a)
ζ(2a)
− ζ
′(2a− 1)
ζ(2a− 1)
−Ψ(2a− 1) + Ψ(a)
]
(A.26)
which for the cases needed here reduces to,∫
ML
d2τ
τ 22
E2(τ)
2 =
2piζ(3)
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[
ln(2L) +
ζ ′(4)
ζ(4)
− ζ
′(3)
ζ(3)
− 1
2
]
∫
ML
d2τ
τ 22
E3(τ)
2 =
piζ(5)
315
[
ln(2L) +
ζ ′(6)
ζ(6)
− ζ
′(5)
ζ(5)
− 7
12
]
(A.27)
up to non-zero power terms in L and exponentially suppressed terms.
Finally, we shall quote from [58], without giving the derivation, the result for the integral
of a trilinear in the Eisenstein series that we shall need here,∫
ML
d2τ
τ 22
E∗(τ, a)E∗(τ, b)E∗(τ, c) = ζ∗(w − 1)ζ∗(w − 2a)ζ∗(w − 2b)ζ∗(w − 2c) (A.28)
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where w = a+b+c for integer a, b, c ≥ 2 so that all other terms have non-zero powers of L or
are exponentially suppressed in L. For the special case of interest here we have a = b = c = 2
and converting back to the integral of E32 , we find,∫
ML
d2τ
τ 22
E2(τ)
3 =
piζ(5)
36
(A.29)
up to non-zero power terms in L and exponentially suppressed terms.
A.5 Integral of E2C2,1,1
We need the following integral evaluated at a = 2,
K(a) =
∫
ML
d2τ
τ 22
Ea(τ)C2,1,1(τ) =
2
Γ(a)
∫
ML
d2τ
τ 22
E∗(τ, s)C2,1,1(τ) (A.30)
Multiplying both sides by a(a − 1)Γ(a)/2, using the eigenfunction equation for Ea, and
integrating by parts to pick up the boundary term at τ2 = L, we find,
1
2
a(a− 1)Γ(a)K(a) =
∫ 1
0
dτ1
[
∂τ2E
∗(τ, a)C2,1,1(τ)− E∗(τ, a)∂τ2C2,1,1(τ)
]
τ2=L
+
∫
ML
d2τ
τ 22
E∗(τ, a)∆C2,1,1(τ) (A.31)
Using the differential equation (A.10) and rearranging the term arising from C2,1,1, we find,
1
2
(a− 2)(a+ 1)Γ(a)K(a) =
∫ 1
0
dτ1
[
∂τ2E
∗(τ, a)C2,1,1(τ)− E∗(τ, a)∂τ2C2,1,1(τ)
]
τ2=L
+
∫
ML
d2τ
τ 22
E∗(τ, a)
(
3E∗(τ, 4)− 4E∗(τ, 2)2
)
(A.32)
The contribution of the E∗(τ, 4) term on the last line produces power-behaved L-dependence
with non-zero exponents and may be omitted. The other part may be evaluated using (A.28)
within the same approximation,∫
ML
d2τ
τ 22
E∗(τ, a)
(
3E∗(τ, 4)− 4E∗(τ, 2)2
)
= −4ζ∗(a+ 3)ζ∗(4− a)ζ∗(a)2 (A.33)
To evaluate the contribution on the first line, we use the Laurent expansion of C2,1,1 given
in (A.16), and keep only power-behaved terms whose exponent vanishes as a→ 2, we find,∫ 1
0
dτ1
[
∂τ2E
∗(τ, a)C2,1,1(τ)− E∗(τ, a)∂τ2C2,1,1(τ)
]
τ2=L
=
5ζ(5)
12pi
(a+ 1)ζ∗(2a)La−2 (A.34)
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Putting all together, and dividing by a factor of (a+ 1), we find,
(a− 2)Γ(a)K(a) = piζ(5)
36
(
ζ∗(2a)
3ζ∗(4)
La−2 − ζ
∗(a+ 3)ζ∗(4− a)ζ∗(a)2
(a+ 1)ζ∗(5)ζ∗(2)3
)
(A.35)
Both sides vanish for a = 2, and the derivative in a at a = 2 evaluates as follows,∫
ML
d2τ
τ 22
E2(τ)C2,1,1(τ) =
piζ(5)
108
(
ln(2L) + 2
ζ ′(4)
ζ(4)
− ζ
′(5)
ζ(5)
− ζ
′(2)
ζ(2)
)
(A.36)
up to non-zero power terms in L and exponentially suppressed terms.
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B Calculation of AR and proof of Theorem 3.3
In this Appendix, we shall prove Theorem 3.3 and carry out the evaluation of the integrals
R(N)12 and R(N)12;34 in terms of which the non-analytic part A∗(L; s, t) was expressed to all
orders in s and t and order L0 and lnL in L.
B.1 Reducing R(N)12
To evaluate the integrand factor F (N)12 we express each factor of g12 as an infinite sum over
k,m-variables, and carry out the integrations over the variables α, τ1,
F (N)12 =
∑
mr 6=0,kr
r=1,··· ,,N
δ(
∑
rmr)δ(
∑
r krmr)
|m1 · · ·mN | exp
(
−2piτ2
N∑
r=1
|mr| |kr + x2|
)
(B.1)
Any contribution which contains two unequal values of kr is exponentially suppressed in τ2,
so that all kr must be equal to one another, and the factor δ(
∑
r krmr) becomes redundant.
Since we have 0 ≤ x2 ≤ 1, only the values kr = 0 for all r and kr = −1 for all r survive,
F (N)12 =
∑
mr 6=0
r=1,··· ,,N
δ(
∑
rmr)
|m1 · · ·mN |
(
e−4piτ2mx2 + e−4piτ2m(1−x2)
)
m =
1
2
N∑
r=1
|mr| (B.2)
In terms of the remaining integral,
Λ12(L; s, t;m) =
∫ ∞
L
dτ2
τ 22
∫
[0,1]4
[dx]e4piτ2Qst
(
e−4piτ2mx2 + e−4piτ2m(1−x2)
)
(B.3)
the function R(N)12 (L; s, t) is given as follows,
R(N)12 (L; s, t) =
∑
mr 6=0
r=1,··· ,,N
δ(
∑
rmr) Λ12(L; s, t;m)
|m1 · · ·mN | (B.4)
Since 1 − x2 = x1 + x3 + x4 ≥ x1 + x4 we see immediately that the contribution from the
second term in parentheses in Λ12 is suppressed by inverse powers of L, and may be neglected.
Henceforth, we shall use Λ12 built from the first term in the parentheses.
B.2 Evaluating Λ12
Carrying out the integration over x3 by using the δ-function in [dx] sets x3 = 1−x1−x2−x4,
and subsequently carrying out the integral over x2, we find,
Λ12(L; s, t;m) =
∫ ∞
L
dτ2
4piτ 32
∫ 1
0
dx4
∫ 1−x4
0
dx1
e4piτ2sx1(1−x1−x4) − e−4piτ2(1−x1−x4)(m−tx4)
m+ sx1 − tx4 (B.5)
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For |s|, |t| < ε < 1 we place an upper bound on the contribution from the second exponential
above, using the procedure used earlier to place an upper bound on Λ13, given by,∫ ∞
L
dτ2
4piτ 32
∫ 1
0
dx4
∫ 1−x4
0
dx1
e−4piτ2(1−x1−x4)(m−ε)
m− ε <
1
48pi2L3(m− ε)2 (B.6)
Hence the integral is suppressed by inverse powers of L. Therefore, up to this order, Λ12
is given by the contribution from the first exponential only. Setting x4 = 1 − x and then
setting x1 = xy, the integral becomes,
Λ12(L; s, t;m) =
∫ ∞
L
dτ2
4piτ 32
∫ 1
0
dx x
∫ 1
0
dy
e4piτ2sx
2y(1−y)
m+ sxy − t(1− x) (B.7)
Carrying out the integral over τ2 with the help of the incomplete Γ-function, defined by,
Γ(α, x) =
∫ ∞
x
dz zα−1 e−z (B.8)
we find the following integral expression,
Λ12(L; s, t;m) = 4pis
2
∫ 1
0
dx
∫ 1
0
dy
x5y2(1− y)2Γ
(
− 2,−4piLsx2y(1− y)
)
m+ sxy − t(1− x) (B.9)
The power series expansion in sL may be obtained from the asymptotics of Γ(−2, x) for
small x, which is derived from the asymptotic expansion of Γ(0, x) = −γ − lnx+O(x) (see
[59]), and the recursion relation for Γ(α, x) on α, and is given by,
Γ(−2, x) = −1
2
lnx− 1
2
γ +
3
4
−
∞∑
k=0
k 6=2
(−)kxk−2
k! (k − 2) (B.10)
The contributions for k = 0, 1 are suppressed by negative powers of L, which we neglect, while
those for k ≥ 3 have strictly positive powers of L which will be cancelled by the contributions
from the analytic part of the expansion. Therefore, retaining only the contributions of orders
L0 and lnL, we obtain,
Λ12(L; s, t;m) = −2pis2
(
C(m, 0)
{
ln(−4piLs) + γ − 3
2
}
+ ∂εC(m, ε)
∣∣∣
ε=0
)
(B.11)
where the function C is given as follows,
C(m, ε) =
∫ 1
0
dx
∫ 1
0
dy
x5+2εy2+ε(1− y)2+ε
m+ sxy − t(1− x) (B.12)
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To evaluate C, we carry out a double expansion of the denominator in powers of s and t,
C(m, ε) =
∞∑
k=0
k∑
`=0
(
k
`
)
(−s)k−`t`
mk+1
∫ 1
0
dx
∫ 1
0
dy xk−`+5+2ε(1− x)`yk−`+2+ε(1− y)2+ε (B.13)
The radius of convergence is |m| in both s, t. Carrying out the integrations, we find,
C(m, ε) =
∞∑
k=0
k∑
`=0
Γ(k + 1)Γ(k − `+ 3 + ε)Γ(3 + ε)
Γ(k + 7 + 2ε)Γ(k − `+ 1)
(−s)k−`t`
mk+1
(B.14)
One readily deduces,
Λ12 = −4pis2
∞∑
k=0
k∑
`=0
Ck,`
(−s)k−`t`
mk+1
(
ln(−4piLs) + Ψ(k − `+ 3)− 2Ψ(k + 7)
)
(B.15)
where Ψ(x) = Γ′(x)/Γ(x) and the rational coefficients Ck,` are given in (3.36). Combining the
definition of R(N)12 in (B.4) and the evaluation of Λ12(s, t;m), we may now evaluate R(N)12 (s, t)
by summing over the variables mr, in terms of the multiple infinite sums S(N, k) given in
(3.37), which gives the explicit expression for R(N)12 (L; s, t) in Theorem 3.3.
B.3 Reducing R(M,N)12;34
We begin by carrying out the integrals in ακ and τ1 in F (M,N)12;34 ,
F (M,N)12;34 =
∑
mr 6=0
1≤r≤M
∑
ns 6=0
1≤s≤N
∑
kr,`s
δ(
∑
rmr)δ(
∑
s ns)δ(
∑
r krmr +
∑
s `sns)
|m1 · · ·mN n1 · · ·nN |
× exp
(
−2piτ2
M∑
r=1
|mr| |kr + x2| − 2piτ2
N∑
s=1
|ns| |`s + x4|
)
(B.16)
Any contribution for which kr 6= kr′ with r′ 6= r is exponentially suppressed, and similarly
for the `s variables. Thus, all kr must take equal value k and, independently, all `s must
take equal value `. Since 0 ≤ x2, x4 ≤ 1, k and ` can take the values 0,−1 independently.
As a result, the Kronecker δ(
∑
r krmr +
∑
s `sns) becomes redundant, and the sums over k
and ` take the following simplified form,(
e−4piτ2mx2 + e−4piτ2m(1−x2)
)(
e−4piτ2nx4 + e−4piτ2n(1−x4)
)
(B.17)
where m,n have been defined by,
m =
1
2
M∑
r=1
|mr| n = 1
2
N∑
s=1
|ns| (B.18)
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The contributions from e−4piτ2m(1−x2) and e−4piτ2m(1−x4) give terms in A∗ which are suppressed
by inverse powers of L, and may be omitted. The expression for F (M,N)12;34 reduces to,
F (M,N)12;34 =
∑
mr 6=0
1≤r≤M
∑
ns 6=0
1≤s≤N
δ(
∑
rmr) δ(
∑
s ns)
|m1 · · ·mN n1 · · ·nN | e
−4piτ2[mx2+nx4] (B.19)
B.4 Calculating Λ12;34
The remaining integral over τ2 and xi is given by,
Λ12;34(L; s, t;m,n) =
∫ ∞
L
dτ2
τ 22
∫
[0,1]4
[dx] e4piτ2[−mx2−nx4+sx1x3+tx2x4] (B.20)
Integrating over x3 using the δ-function sets x3 = 1− x1 − x2 − x4 and then over x4 gives,∫ ∞
L
dτ2
4piτ 32
∫ 1
0
dx1
∫ 1−x1
0
dx2
e4piτ2[−mx2+sx1(1−x1−x2)] − e4piτ2[−mx2−(1−x1−x2)(n−tx2)]
n+ sx1 − tx2 (B.21)
Assuming |s|, |t| < ε < 1, the integral arising from the second exponential is bounded by,∫ ∞
L
dτ2
4piτ 32
∫ 1
0
dx1
∫ 1−x1
0
dx2
e−4piτ2(1−x1−x2)(n−ε)
n− ε ≤
1
48pi2L3(n− ε)2 (B.22)
and therefore is suppressed by negative powers of L and may be omitted. The remaining
contribution to Λ12;34 is given by,
Λ12;34(L; s, t;m,n) =
∫ ∞
L
dτ2
4piτ 32
∫ 1
0
dx1
∫ 1−x1
0
dx2
e4piτ2[−mx2+sx1(1−x1−x2)]
n+ sx1 − tx2 (B.23)
It is analytic in t and may be expanded as follows,
Λ12;34(L; s, t;m,n) =
∞∑
k=0
tk
∫ ∞
L
dτ2
4piτ 32
∫ 1
0
dx1
∫ 1−x1
0
dx2 x
k
2
e4piτ2[−mx2+sx1(1−x1−x2)]
(n+ sx1)k+1
(B.24)
To carry out the integral in x2 we notice that the integrand is exponentially damped for
large x2 by the mx2 term in the argument of the exponential. Therefore, up to exponential
contributions which we neglect, we may extend the integration region for x2 to ∞. The
integral is then readily carried out, and we find,
Λ12;34 = 16pi
2
∞∑
k=0
k! tk
∫ ∞
L
dτ2
(4piτ2)k+4
∫ 1
0
dx
e4piτ2sx(1−x)
(m+ sx)k+1(n+ sx)k+1
(B.25)
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Next, we carry out the integral over τ2 in terms of the incomplete Γ-function,
Λ12;34 = 4pi
∞∑
k=0
k! tk(−s)k+3
∫ 1
0
dx
xk+3(1− x)k+3 Γ(−k − 3,−4piLsx(1− x))
(m+ sx)k+1(n+ sx)k+1
(B.26)
All the L-dependence is now concentrated in the incomplete Γ-function. Since in this cal-
culation we are omitting all positive and negative powers of L, we need to extract from
Γ(−ν, y), for ν ∈ N, only the terms of order y0 and ln(y), which we shall denote by Γˆ(−ν, y).
They may be calculated from the general recursion relation,
Γ(−ν + 1, y) = −νΓ(−ν, y) + e
−y
yν
(B.27)
and we find,
(−)νν! Γˆ(−ν, y) = − ln(y) + Ψ(ν + 1) ν ∈ N (B.28)
Hence the terms of order L0 and lnL we need from the incomplete Γ-function are,
Γ(−k − 3,−4piLsx(1− x)) = (−)
k+3
(k + 3)!
(
Ψ(k + 4)− ln[−4piLsx(1− x)]
)
(B.29)
Putting all together, we find,
Λ12;34 = 4pi
∞∑
k=0
k! tksk+3
(k + 3)!
∫ 1
0
dx
xk+3(1− x)k+3
(
Ψ(k + 4)− ln[−4piLsx(1− x)]
)
(m+ sx)k+1(n+ sx)k+1
(B.30)
To evaluate the integral we express it in terms of the following family of integrals,
Kk(s, ε) =
k!
(k + 3)!
∫ 1
0
dx
xk+3+ε(1− x)k+3+ε
(m+ sx)k+1(n+ sx)k+1
(B.31)
and we have,
Λ12;34 = 4pi
∞∑
k=0
tksk+3
[
Kk(s, 0)
(
− ln(−4piLs) + Ψ(k + 4)
)
− ∂εKk(s, ε)
∣∣
ε=0
]
(B.32)
To calculate Kk(s, ε) we expand both denominators using the formula,
1
(1 + s/M)k+1
=
∞∑
`=0
Γ(k + 1 + `)
Γ(k + 1)`!
(
− s
M
)`
(B.33)
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and then perform the integrals in x, so that Kk(s, ε) is given by,
Kk(s, ε) =
∞∑
`1=0
∞∑
`2=0
Γ(k + 4 + ε)Γ(k + `1 + `2 + 4 + ε)Γ(2k + `1 + `2 + 8)
Γ(k + 4)Γ(k + `1 + `2 + 4)Γ(2k + `1 + `2 + 8 + 2ε)
×Dk(`1, `2) (−s)
`1+`2
mk+1+`1nk+1+`2
(B.34)
where the coefficients Dk(`1, `2) are given in (3.36). The parts we need are,
Kk(s, 0) =
∞∑
`1=0
∞∑
`2=0
Dk(`1, `2)
(−s)`1+`2
mk+1+`1nk+1+`2
(B.35)
and,
∂εKk(s, 0) =
∞∑
`1=0
∞∑
`2=0
Dk(`1, `2)
(−s)`1+`2
mk+1+`1nk+1+`2
(
Ψ(k + `1 + `2 + 4)
+Ψ(k + 4)− 2Ψ(2k + `1 + `2 + 8)
)
(B.36)
The resulting expression for Λ12;34 is then given by,
Λ12;34 = −4pi
∞∑
k=0
∞∑
`1=0
∞∑
`2=0
Dk(`1, `2)
(−s)`1+`2sk+3tk
mk+1+`1nk+1+`2
×
(
ln(−4piLs) + Ψ(k + `1 + `2 + 4)− 2Ψ(2k + `1 + `2 + 8)
)
(B.37)
Finally, the functions R(M,N)12;34 (L; s, t) are given by,
R(M,N)12;34 =
∑
mr 6=0
1≤r≤M
∑
ns 6=0
1≤s≤N
δ(
∑
rmr)δ(
∑
s ns)Λ12;34(L; s, t;m,n)
|m1 · · ·mM n1 · · ·nN | (B.38)
Substituting the value for Λ12;34(m,n) derived above, we see that for each k, `1, `2, the sums
over mr and ns factorize, and we may express their values in terms of the S-functions of
(3.37), resulting in the expression for R(M,N)12;34 (L; s, t) of (3.35).
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C The discontinuity calculated from unitarity
In this appendix we will describe the manner in which unitarity of the genus-one superstring
amplitude relates the discontinuity of the branch cut across the real positive s-axis to a
bilinear in the on-shell tree-level four-string amplitude. This procedure was used to determine
the coefficients of low order terms in the low-energy expansion in [16] and has been extended
to order s11 in [34] . Here we are interested in the all orders structure of the discontinuity.
A graphic representation of the unitarity relation is presented in Figure 4.
=Discs
k1
k2 k3
k4 k1
k2 k3
k4p
p− q
Figure 4: The discontinuity of the genus-one amplitude. Each blue blob represents the tree-
level contribution to the four-particle amplitude, momentum flows in the direction of the
corresponding arrow, and the dashed line represents the s-channel cut.
C.1 Kinematics of the two-particle discontinuity
Quite generally, the full four-particle amplitude with massless external states satisfies the
non-linear two-particle discontinuity relation in ten space-time dimensions
iDiscs A(k1, k2, k3, k4, , ε1, ε2, ε3, ε4) =
piκ210
2α′
∫
d10p
(2pi)10
δ(+)(p2) δ(+)((q − p)2)
×
∑
{εr,εs}
A†(k1, k2,−p, p− q, , ε1, ε2, εr, εs)A(k3, k4, p, q − p, ε3, ε4, εr, εs)
(C.1)
where the sum in εr, εs is over all the two-particle massless maximal supergravity states and
the momenta in this expression have been rescaled by
√
α′ so they are dimensionless. The
factor δ(+)(p2) ≡ δ(D)(p2)θ(p0) imposes the mass-shell condition, p2 = 0, and q = k1 + k2.
Equation (C.1) relates the discontinuity of the full amplitude across the threshold for two
intermediate massless particles to the integral of the square of the amplitude. This relation
takes a very special form in maximal supergravity (as it does in maximal Yang–Mills),
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because of the self-replicating relation derived in [60],(
α′
4
)4 ∑
{εr,εs}
R4(k1, k2, p− q,−p, ε1, ε2, εr, εs)R4(p, q − p, k3, k4, , ε3, ε4, εr, εs)
= s4R4(k1, k2, k3, k4, ε1, ε2, ε3, ε4)
(C.2)
The unitarity equation (C.1) can be expanded to any order in string perturbation theory,
but we are here only interested in the lowest order, which determines the discontinuity of
the genus-one amplitude in terms of the tree-level amplitude. Substituting the tree-level
contribution to A in both factors on the right-hand side of (C.1), using (2.1), gives the
equation for the s-channel discontinuity of the one-loop amplitude,
iDiscsA(1) = pis
4
2
∫
d10p
(2pi)10
δ+(p2)δ+((q − p)2)A(0)(k1, k2,−p,−q + p)
×A(0)(k3, k4, p, q − p) (C.3)
where q = k1 + k2 and A(0) is the tree-level on-shell amplitude (2.3). The external momenta
are all massless so that k2i = 0, and the internal momentum p satisfies the on-shell conditions
p2 = (q − p)2 = 0. Choosing the rest-frame of q = k1 + k2, we use the following asymmetric
parametrization for the momenta,
k1 = k(+1, 1, 0,o7)
k2 = k(+1,−1, 0,o7)
k3 = k(−1, cos θ, sin θ,o7)
k4 = k(−1,− cos θ,− sin θ,o7)
p = k(1, cosα, sinα cos β,n7 sinα sin β) (C.4)
where o7 is the null vector, and n7 parametrizes the unit vectors in R7. We have explicitly
solved the on-shell conditions p2 = (q − p)2 = 0 which in particular imply that p0 = k. It
will be convenient to express the kinematic variables in terms of s = α′k2, and we have,
t = −s
2
(1− cos θ) u = −s
2
(1 + cos θ) (C.5)
as well as
t1 = −α
′
4
(k1 − p)2 = −s
2
(1− cosα)
t2 = −α
′
4
(k4 + p)
2 = −s
2
(1− cosα cos θ − sin θ sinα cos β) (C.6)
along with u1 = −s− t1 and u2 = −s− t2.
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C.2 Calculation of the discontinuity
We may now determine the discontinuity of the genus-one amplitude across the two-particle
branch cut by substituting the genus-zero expression, A(0) of (2.2), into the right-hand side
of the discontinuity equation (C.3). The first few terms in the low-energy expansion of
the discontinuity were obtained in [16] by substituting the terms in (2.5) into the right-
hand side of (C.3). The lowest-order term in this expansion arises from the exchange of
the massless supergravity states in both factors of A(0). This gives the discontinuity of the
supergravity one-loop amplitude that is of order s log(−2pis). The next terms, which are of
the form ζ(3)s4 log(−2pis) and ζ(5)s6 log(−2pis), arise from the configuration in which the
supergravity term is substituted for one factor of A(0) and the ζ(3) or ζ(5) terms in (2.5) are
substituted in the other A(0) factor. The term of the form ζ(3)2 s7 log(−2pis) gets two types
of contributions. One is from the supergravity term in one A(0) factor and the ζ(3)2 term in
(2.5) in the other. There is also a contribution that arises by substituting the ζ(3) term in
(2.5) into both factors of A(0).
Rather than extend these calculations to a limited number of higher-order terms our aim
here is to make contact with the all orders results of Theorem 4.1. We will concentrate on
the sub-class of contributions to the discontinuity in which one of the A(0) factors in (C.3)
is restricted to the lowest-order, supergravity, amplitude, and the other is general. In this
subsection only, we shall concentrate on the functional dependence of the discontinuity but
not keep track of the factors of 2 and pi which enter at various stages. To show this clearly,
we shall use the notation ≈ instead of the equal sign. For this purpose it is convenient to
separate the massless particle exchange from the massive exchanges by writing,
A(0)(k1, k2,−p, p− q) = V (k1, k2,−p, p− q) +W (s, t1) (C.7)
where the massless exchange tree amplitude is given by,
V (k1, k2,−p, p− q) = 1
st1u1
= − 1
s2t1
− 1
s2u1
(C.8)
and the massive exchanges are contained in the function W which was defined in (4.4). The
integration measure in (C.3) reduces as follows,
d10p δ+(p2)δ+((q − p)2) ≈ k6 d6n dα dβ (sinα)7 (sin β)6 (C.9)
and the volume of S6 is given by 16pi3/15. Substituting (C.7) for each of the A(0) factors in
the discontinuity equation (C.3) gives the sum of four contributions,
DiscsA(1) = Discs
(A(1)∣∣
V V
+ 2A(1)∣∣
WV
+A(1)∣∣
WW
)
(C.10)
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where the notation indicates the contribution that arises when each of the A(0) factors in
(C.3) is restricted to V to W (and we have used the fact that A(1)∣∣
WV
= A(1)∣∣
VW
). We are
particularly interested in analyzing the contribution,
iDiscsA(1)
∣∣
VW
≈ s
4
15
∫ pi
0
dα (sinα)7W (s, t1)
∫ pi
0
dβ (sin β)6
(
1
t2
+
1
u2
)
(C.11)
since DiscsA(1)
∣∣
V V
is the well-known discontinuity of the supergravity box diagram and
DiscsA(1)
∣∣
WW
is much more complicated.
Under the combined transformations α→ pi − α and β → pi − β in (C.11), the variables
t1 is swapped with u1, and t2 is swapped with u2, while the measure is invariant. Since the
integrand is even in β, we may extend the integration region from 0 to 2pi upon including a
factor of 1
2
. In summary, we get the following equivalent expression,
iDiscsA(1)
∣∣
VW
≈ s
4
15 sin θ
∫ pi
0
dα (sinα)6W (s, t1)
∫ pi
0
dβ
(sin β)6
−a+ cos β (C.12)
where we have defined the variable a > 1 to be given by,
a =
1− cos θ cosα
sin θ sinα
(C.13)
The integral over β is readily calculated and we find,
iDiscsA(1)
∣∣
VW
≈ s
4
15 sin θ
∫ pi
0
dα (sinα)6W (s, t1)
(
(a2 − 1) 52 − a5 + 5
2
a3 − 15
8
a
)
(C.14)
where the variables a, b are defined above.
C.3 Comparison of unitarity with Theorem 4.1
To compare the expression of the previous subsection with the result from string theory, we
express the discontinuity in s of A
(1)
∗ (s, t, u) defined in (4.5) and (4.6) in terms of an integral
over the variable t1 (defined in (C.6). This gives,
iDiscsAnon−an = 16pi3s2A(s, t, u; 0) (C.15)
where a factor of −ipi arises from the discontinuity of the logarithm and the second factor
from the relation between A and Anon−an. The latter may be evaluated as follows,
A(s, t, u; 0) = s2
∫ 1
0
dx
∫ 1
0
dy x5y2(1− y)2W (s,−sxy + t(1− x))
= s2
∫ 1
0
dx
∫ x
0
dww2(x− w)2W
(
s,−s
2
(1 + z)
)
(C.16)
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where w = xy and we have simplified the argument of W in this integral by defining,
z = −2
s
(−sxy + t(1− x)) = 2w + (1− cos θ)(1− x) (C.17)
The range of the variable z is the interval [−1,+1]. We now change variables from w to z,
A(s, t, u; 0) =
s2
32
∫ 1
0
dx
∫ 1
−1
dz W (s, t1)θ(x+ z + c− xc)
×θ(x− z − c+ cx)
(
x2 − (z + c− cx)2
)2
(C.18)
If z+c > 0 then the argument of the first θ-function is automatically positive for all x ∈ [0, 1],
while if z + c < 0 it is the the argument of the second θ-function which is automatically
positive. Shifting x in each sector so that its range starts at x = 0, and rescaling x by 1− c2,
one observes that both integrals may be combined as follows,
A(s, t, u; 0) =
s2
32 sin6 θ
∫ 1
−1
dz W (s, t1)
∫ 1+cz
|z+c|
dx
(
x2 − (z + c)2)2 (C.19)
Parametrizing z by α with z = − cosα, and using the variable a from (C.13),
1 + cz = a sin θ sinα
|z + c| =
√
a2 − 1 sin θ sinα (C.20)
we obtain the integral representation for A. Including the normalization factor in (C.15)
provided by Theorem 4.1 to obtain Anon−an, we find,
iDiscsAnon−an = 8pi
3s4
15 sin θ
∫ pi
2
−pi
2
dα (sinα)6W (s, t1)
(
(a2 − 1) 52 − a5 + 5
2
a3 − 15
8
a
)
(C.21)
One may easily verify the integral of the leading contribution from W , which is 2ζ(3), and
compare it with the results from the earlier calculation in (5.3) and (5.4). The functional
form of the result including the prefactor of s4/15, agrees with the result obtained from
unitarity in (C.14) up to factors of 2 and pi.
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