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1 INTRODUCTION 1
Computer simulations disussed in physial terms and terminology
D. Bar
a
a Department of Physis, Bar Ilan University, Ramat Gan, Israel
Abstrat
As known, any numerial simulation is omposed of two parts: (1) the initial part of
writing the relevant ode and (2) the running of this ode on the omputer sreen. The
seond part of running the program is extensively disussed theoretially and tehnially
in the relevant literature. In this work we pay speial attention to the less disussed
rst part and show that it may be disussed in a terminology and notation whih de-
sribe physial phenomena. As examples we disuss the two ases of simulating (1) the
harmoni osillator and (2) the eletron-photon interation whih results in the known
Lamb shift.
Keywords: Computer Simulation, Stohasti Quantization, Harmoni Osillator,
Lamb Shift
1 Introdution
The problem of validating sienti theories through numerial simulations have been dis-
ussed from several points of view [1, 2, 3℄. There is now almost no sientist (physiist,
hemist, biologist et) that does not use the powerful means of numerial simulations as a
neessary tool in his researh. Moreover, it is aepted [2, 3℄ that if some sienti theory
is found in its numerial simulation version to be valid on the sreen then generally it is
valid also outside it. Thus, a orrespondene may be drawn between the various stages
in physial theories of rst proposing the sienti theory (writing the relevant equations),
1 INTRODUCTION 2
and then testing it through experiments to the analogous steps in omputer simulations of
rst writing the program and then running it on the omputer sreen. This orrespondene
between the two proesses is espeially emphasized in the experimentation stage exept for
the dierenes due to their dierent haraters. That is, whereas the physial theories are
proved or refuted through real experiments performed in the (three-dimensional) laboratory,
the relevant "experiments" in the numerial simulations are the running of the involved
programs on the (two-dimensional) omputer sreen.
First of all we note that a programmer who wants to numerially simulate any proess
may aomplish his task by writing any of a large number of dierent odes whih are all
equivalent for obtaining the same simulation. Also, when he begin to write his program there
is no way to predit beforehand the nal ode (from all the possible ones) so the writing
stage of any numerial simulation has some unpreditability related to it.
In this work we are, espeially, interested in the programming proedure and in the
possible mathematial desription of it. For this purpose we use the known fat that the
written ode of the numerial simulation of any proess must ontain the full and detailed
desription of the simulated phenomena. That is, only when one introdues into the ode in
advane all the details of the simulated system that he may expet an appropriate simulation
of it when this program is later run on the omputer sreen. Thus, sine the programmer
must be very areful in orretly desribing in his ode the behaviour of the simulated
system one may suppose that the ode-writing itself evolutes in suh a manner that it
reets the real evolution of the simulated proess. That is, referring to the orrespondene
between numerial simulation and physial theories, we assume that as the latter desribe
real proesses as rates of hange of some variables in the innitesimal (or innite) limits of
other dependent variables so the simulation of this proess may be desribed in an analogous
way.
One may analyze the numerial simulations from the point of view of two interating
systems; the simulated system and the one that enables, through writing the relevant ode,
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the numerial simulation of the former. The dominant and ative system in this supposed
interation is of ourse the simulated one whih atually ditate the ontent of the written
ode whih should, as remarked, represent and desribe the simulated system. Thus, using
the terminology of Synergetis (see, for example, page 195 in [4℄), the programming at is
"enslaved" by the simulated system and may be atually disussed in terms of it. This is the
basi and entral property of Synergetis whih have been suessfully applied not only to
Physis bu also to Chemistry, Biology and other exat disiplines. That is, one may desribe
the interation between any two heavily interating systems from the exlusive standpoint of
the dominant system. In other words, the evolution and development of the "enslaved" [4℄
and passive proess of writing the ode may be entirely disussed in terms of the "slaving"
and dominant simulated system as done here.
Thus, for taking into aount the fat that there are many possible dierent odes whih
fulll the same numerial tasks we introdue, as done in other analogous situations whih
involve dierent possible ways to obtain the same result (see, for example, [5, 6℄), an extra
variable. We use here the known Parisi-Wu-Namiki Stohasti Quantization (SQ) method [7,
8℄ by whih an additional variable have been introdued into either the Langevin equation [9℄
or the Fokker-Plank one [10℄. In this formalism one assumes that some (generally unknown)
stohasti proess [11℄ ours in the extra dimension of the additional variable and the
equilibrium physial situations are approahed in the limit of the elimination of this variable
whih is obtained by equating all its dierent values to eah other and taking to innity
[7, 8℄. This formalism is appropriate for the program-writing stage of the simulation whih
may evolute along dierent equivalent routes and, therefore, the unpreditable element of it
orresponds to the mentioned stohasti proess. The numerial equilibrium stage is obtained
when the writing proess ends and one remains with the nished program.
For a suitable analysis of the possibilities allowed at the ode-writing stage we disuss
a large ensemble of programmers whih all try to perform the same numerial simulation.
We alulte the probability to nd all or most of them obtaining not only the same nal
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simulation but also writing the same ode whih truly represents the simulated phenomena.
That is, we want to nd the path integral [12℄ orrelation and the onditions whih must
be fullled in order to obtain a large probability for nding them with the same numerial
evolution whih really desribes the simulated system. Thus, our ultimate test will be to
nd out if at the equilibrium stage after they have nished writing their odes the obtained
simulation orretly represents the simulated real systems. This indeed will be shown in the
following setions by the obtained expression for the orrelation between the ensemble of
odes whih turns out to be very similar to the orrespnding expression for an ensemble of
the real simulated systems.
In Setion 2 we present the SQ method and relate it to numerial simulation. In Setion 3
we restrit the disussion to the omputer simulations whih simulate the physial harmoni
osillator. We show, by disussing, as remarked, the simulation proess in terms of the
simulated harmoni osillator, that the expression obtained for the orrelation between the
omputers of the ensemble are very similar to the known expression for the orrelation
between the members of an ensemble of real quantum harmoni osillators.
In Setion 4 we disuss the numerial simulation of the known Lamb shift proess [13,
14, 15℄ and show, using the SQ formalism, the Fokker-Plank equation [10℄, and the lassial
Feynman diagram [8, 16, 17℄ that at the numerial equilibrium state one may obtain for the
orrelation, as for the harmoni osillator ase, the analogous known expression obtained
in the framework of quantum eld theory [14, 18℄. In Setion 5 we further analyze and
summarize the disussion.
2 Representation of the simulation proess as a stohas-
ti Langevin equation
As remarked, the ode of any simulation proess must be written so as to inlude and desribe
all the details of the simulated system if one wants the simulation to truly represents it.
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Thus, one may expet that the programming at evolutes and developes in a manner whih
reets the orresponding evolution of the simulated systems. And sine, as noted, these real
systems are mathematially desribed by taking rates of hanges so the numerial simulation
of them may likewise be disussed in suh a manner. One have only to take into aount
the additional funtionality, taken are of by the extra variable (denoted s), that by running
dierent odes one may obtain the same numerial result. Thus, if we denote the proess of
writing the ode by the programmer i by qi, where 1 ≤ i ≤ N , then these qi may be analyzed
by taking the rates of their hanges with respet to s, that is, as the generalized Langevin
equation [9℄
∂qi(s, t, x)
∂s
= Ki(q(s, t, x)) + ηi(s, t, x), i = 1, 2, . . .N, (1)
where N denotes the remarked N -member ensemble of programmers whih all try to perform
the same numerial simulation. The ηi's denote stohati proesses in the variable s. As
remarked, these proesses stand here for the desribed unpreditable nature of the program-
ming at where one an not predit beforehand the nal ode. The variables qi depends
upon s and upon the spatial-time axes (x, t), where x denotes the two dimensional spatial
axes of the sreen sine these numerial simulations our on the sreen and t is the time.
The Ki are given in the SQ theory by [7, 8℄
Ki(q(s, t, x) = −(
∂Si[q]
∂q
)q=q(s,t,x), (2)
where Si are the ations Si =
∫
dsLi(q, q˙) that determine the forms of qi and Li are their
Lagrangians. In order to disuss the evolution of the ode-writing proess whih determines
the simulation on the sreen, we onsider the time and s intervals (t0, t), (s0, s) and divide
eah of them intoN subintervals (t0, t1), (t1, t2), . . . (tN−1, t) and (s0, s1), (s1, t2), . . . (sN−1, s).
The subdivision of paths into small subintervals is basi and entral in the path integral
method not only in the quantum version of it but also in its appliation to lassial systems.
This subdivision is very important here for the two disussed examples of the harmoni
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osillator in Setion 2 and the Lamb shift in Setion 4. Sine only by applying and alulating
the relevant expressions (the Langevin equation here and the Fokker-Plank equation in the
next setion) in these subintervals the results shown in the following are obtained. We assume
that the Langevin Eq (1) is satised for eah member of the ensemble at eah subinterval
with the following Gaussian onstraints [8℄
<ηi(tr, sr)>= 0, <ηi(tr, sr)ηj(t`r, s`r)>= 2αδijδ(tr − t`r)δ(sr − s`r), (3)
where the angular brakets denote an ensemble average with the Gaussian distribution. The
r signies the N subintervals of eah member and the i, j denote these members where
N ≥ i 6= j ≥ 1. Sine, as remarked, the written ode should fully desribe the evolution of
the spei simulated proess the α have dierent meanings whih depend upon the identity
of this proess and the ontext in whih Eqs (1) and (3) are used. Thus, in the lassial regime
α is [8℄ α =
kβT
f
,where kβ, T , and f are respetively the Boltzman onstant, the temperature
in Kelvin units and the relevant frition fore. In the quantum regime α is identied [8℄
with the Plank onstant h¯. We note that using Eq (1) together with the spei onstraints
from Eq (3) enables one [8℄ to disuss a large number of dierent lassial and quantum
phenomena. It has been shown [8℄ that the right hand side of Eq (3) may be written as
Pηi(y)dy =
∏
i
1√
2π(<ηi>)2
exp(−
y2i
2(<ηi>)2
)dyi, (4)
whih is the probability to have a value of ηi in (yi, yi + dy) [8℄, where
yi =
∂qi(s, t, x)
∂s
−Ki(qi(s, t, x)) (5)
We want to alulate the Green's funtions ∆ij...(t1, t2, . . .) whih determine the orrelation
among the members of the ensemble [8℄. Thus, one may dene, as in [8℄, the Green's funtions
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whih depend also upon the variable s.
∆ij...(t0, s0, t1, s1, . . .) =<qi(t0, s0)qj(t1, s1) . . .>= (6)
= C
∫
Dq(t, s)qi(t0, s0)qj(t1, s1) . . . exp(−
Si(q(t, s))
α
),
where Si are the ations Si =
∫
dsLi(q, q˙), C is a normalization onstant, and Dq(t, s) =
∏i=n
i=1 dqi(t, s). As seen from the last equation the ∆ij...(t1, t2, . . .) were expressed as path
integrals [12℄. Note that the quantum Feynman measure e
iS(q)
h¯
is replaed in Eq (6) and in
the following Eq (7) by e−
S(q)
α
as required for the lassial path integrals [8, 16, 20℄.
It an be seen that when the s's are dierent for the members of the ensemble so that
eah have its spei Si(q(si, t)), Ki(q(si, t)), and ηi(si, t) the orrelation in (6) is obviously
zero. Thus, in order to have a nonzero value for the probability to nd a large part of the
ensemble writing the same numerial ode we have to onsider the stationary onguration
where, as remarked, all the s values are equated to eah other and eliminated. For that
matter we take aount of the fat that the dependene upon s and t is through q so this
ensures [8℄ that this dependene is expressed through the s and t dierenes. For example,
referring to the members i and j the orrelation between them is ∆ij(ti− tj, si− sj), so that
for eliminating the s variable from the orrelation funtion one equates all these dierent s's
to eah other. We, thus, obtain the following stationary equilibrium orrelation [8℄
∆ij...(t0, s0, . . .)st =<qi(t0, s0)qj(t1, s1) . . .>st= C
∫
Dq(t)qi(t0)qj(t1) . . . (7)
. . . exp(−
S(q)
α
),
where the subsript of st denotes the stationary onguration. In other words, the equilib-
rium orrelation in our ase is obtained when all the dierent s values whih give rise to
dierent programs and so to dierent simulations are equated to eah other in whih ase
one remains with the set of programs whih simulate the same system.
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Thus, if all the members of the ensemble write the same version of the program whih is
mathematially desribed as having similar ations S (in whih the s values, whih denote
here dierent odes, are equated to eah other) one nds with a large probability these
members, in the later equilibrium stage, with the same ode. That is, introduing the
same similar ations into the orresponding path integrals one nds this mentioned large
probability. This is exemplied in the following Setion 3 for the harmoni osillator and in
Setion 4 for the energy shift ase.
3 The numerial simulations of the harmoni osillator
As an appliation of the former disussion we alulate the orrelation of the N member
ensemble with respet to the numerial simulations of the harmoni osillator. That is, we
alulate the probability to nd all or most of the programmers writing the same ode of
the harmoni osillator whih truly represents the harmoni osillator. At the initial time
t0 when all the programmers just begin to write their respetive versions of the harmoni
osillator ode they are ertainly idential to eah other. That is, all the programmers begin
from the same ommon starting point (denoted q0) and we want to nd the probability
that they end at the later time t with the same ode (denoted q(2N−1)) whih refers to the
harmoni osillator. We assume, for onvenient mathematial representation of the following
disussion, a 2N member ensemble and also a subdivision of eah of the intervals (t0, t) and
(s0, s) into 2N subintervals (t0, t1), (t1, t2), . . . (t2N−1, t) and (s0, s1), (s1, s2), . . . (s2N−1, s). We
write the Langevin equation (1) for the subintervals (tk−1, tk) and (sk−1, sk) in the form [8℄
qki − q
k−1
i −Ki(q
k−1)(sk − sk−1) = dη
k−1
i (8)
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The appropriate Ki for the harmoni osillator is [8℄
Ki(q
k−1(tk, sk)) = m
∂
∂t
(
dqi
dtk
)− (
∂V (qki )
∂q
)q=q(t,s), (9)
where
dqi
dtk
≈
qk
i
−qk−1
i
tk−tk−1
. The dηi(s) are onditioned as [8℄
<dηi(s)>= 0, <dηi(s)dηj(s`)>=


0 for s 6= s`
2αδijds for s = s`
where the α is as disussed after Eq (3) and the probability from Eq (4) assumes the following
form for the harmoni osillator [8℄
P (qk, tk, sk|q
k−1, tk−1, sk−1) = (
1√
2π(2α(sk − sk−1))
)2N · (10)
· exp(−
∑
i
(qki − q
k−1
i −Ki(q
k−1)(sk − sk−1))
2
2(2α(sk − sk−1))
),
whih is the probability that the dηk−1i from the right hand side of Eq (8) take the values at
its left hand side [8℄ and the index i runs over the 2N members of the ensemble. Note that
Eqs (8)-(10) are disussed in [8℄ without relating the variable s to any numerial simulation.
Here, we relate the variable s to the possible numerial odes of the harmoni osillator
whih are written, as remarked, so as to reet and desribe all the details of it. Thus, the
evolution of the ode-writing proess should reet that of the simulated harmoni osillator
aording to Eqs (8)-(10). This is the meaning of saying that the right hand side of Eq (8),
whih represents the unpreditability of the ode-writing proess, should truly reets the
left hand side of it whih represents the harmoni osillator. A Markov proess [11℄ in whih
η(s) does not orrelate with its history is always assumed for these orrelations. Eq (10) is
the probability that the ensemble is found at tk and sk with the harmoni osillator ode
qk if at tk−1 and sk−1 it was at the similar q
k−1
. Note that by the word ode we do not
neessarily mean the omplete program of the harmoni osillator, that is, we use this word
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even for a very small part of it. The probability for the entire interval that the ensemble is
found at t and s to be with the same harmoni osillator ode q(2N−1) if at the initial t0, s0
it was at q0 is [8℄
P (q(2N−1), tN , sN |q
0, t0, s0) =
∫
· · ·
∫
· · ·
∫
P (q(2N−1), tN , sN |q
(2N−2), t(2N−2), s(2N−2)) · · ·
· · ·P (qk, tk, sk|q
k−1, tk−1, sk−1) · · ·P (q
1, t1, s1|q
0, t0, s0)dq
(2N−1) · · ·dqk · · · dq1 (11)
In order to be able to solve the integrals in the former equation we rst substitute from Eq
(9) into Eq (8). Thus, dividing the result by the innitesimal interval sk−sk−1 = δs, writing
for V (q) the quantum mehanial potential energy V (qi) =
1
2
mw0q
2
i with the eigenvalues
Eν = w0(ν +
1
2
) ν = 0, 1, 2, . . . and Fourier transforming we obtain for Eq (8) [8℄
∂q˜ki (κ, s)
∂s
= −m((κk)
2 + (w0)
2)q˜ki (κk, sk) + η˜i(κk, sk), (12)
with the following Gaussian onstraints (in whih we denote the Fourier transforms of qi(t, sk)
and ηi(t, sk) by q˜i(κk, sk) and η˜i(κk, sk) respetively).
<η˜i(κk, sk)>= 0, <η˜i(κk, sk)η˜j(κ`k, s`k)>= 2δijδ(κk + κ`k)δ(sk − s`k)
In the following we write sk−1 for s`k. Solving Eq (12) for q˜i(κk, sk) one obtains [8℄
q˜ki (κk, sk) = q0 exp(−m((κk)
2 + (w0)
2)sk) +
∫ sk
0
exp(−m((κk)
2 + (13)
+(w0)
2)(sk − sk−1))η˜i(κk, sk−1)dsk−1
From the last equation we obtain the orrelation P˜ijq˜(κk, sk − sk−1)
P˜ijq˜(κk, sk − sk−1) =<q˜
k
i (κk, sk)q˜
k
j (κk, sk−1)>= (14)
=
1
m((κk)2 + (w0)2)
exp(−m((κk)
2 + (w0)
2)|sk − sk−1|)
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Sine we want our results to inlude a time dependene we Fourier transform Eq (14) bak
to obtain
Pijq(tk − tk−1, sk − sk−1) =
1
2π
∫
dκk
1
m((κk)2 + (w0)2)
exp(iκk(tk − tk−1)− (15)
−m((κk)
2 + (w0)
2)|sk − sk−1|)
The former equations (12)-(15) are for the subintervals (tk−1, tk) and (sk−1, sk) so that for
obtaining the orresponding expression for the whole intervals (t0, t) and (s0, s) we use the
following property of orrelation funtions [19℄ that if <qi(xi)qj(xj)>=<qi(xi)><qj(xj)>
then
<q1(x1)q2(x2) . . . q2N(x2N >=
k=N−1∏
k=0
<q2k+1(x2k+1)q2k+2(x2k+2)>
Thus, the generalization of Eq (15) to the entire intervals is
P (q(2N−1), t, s|q0, t0, s0)st =<q0(t0, s0)q1(t1, s1) . . . q2N−1(t2N−1, s2N−1)>=
= (
1
2π
)N
k=N−1∏
k=0
∫
dκk
1
m((κk)2 + (w0)2)
exp(iκk(t2k+1 − t2k)− (16)
−m((κk)
2 + (w0)
2)|s2k+1 − s2k|)
Eq (16) is the sought for probability to nd at t and s the whole of the ensemble of 2N
programmers having the same harmoni osillator ode q2N−1 if at the initial t0 and s0 they
all begin from q0 whih is the initial stage at whih they begin to write their ode. As
remarked, the stationary onguration is obtained in the limit of eliminating s so equating
all its dierent values to eah other, as required by the SQ method, one have
P (q2N−1, t, s|q0, t0, s0)st = (
1
2π
)N
k=N−1∏
k=0
∫
dκk
eiκk(t2k+1−t2k)
m((κk)2 + (w0)2)
= (17)
=
k=N−1∏
k=0
e−w0|t2k+1−t2k|
2mw0
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Note that the elimination of the variable s is obtained by only equating all its dierent
values to eah other without having to take the innity limit. Figure 1 shows the orrelation
from Eq (17) as a funtion of t for m = 1 and w0 = 0.4. It begins from the value of 1.25,
whih orresponds to the assigned values of m and w0, then steps through a maximum and
vanishes for large t. Figure 2 shows a three-dimensional graph of the general orrelation
from Eq (16) as funtion of t and s and for the same values of m = 1 and w0 = 0.4 as in
Figure 1. Note that for large s the orrelation vanishes even at those values of t at whih it
attains its maximum in the stationary ase of Figure 1. The values of m = 1 and w0 = 0.4
are typial values used for simulation purposes.
Note that the stationary state from Eq (17) have been obtained by inserting the har-
moni osillator Langevin expression from Eq (12) into the ation S of eah subinterval pair
(tk−1, tk), (sk−1, sk), 1 ≤ k ≤ 2N of eah member of the ensemble. This kind of substi-
tution is learly seen in Eq (10) whih inludes the Langevin relation from (8) in eah pair
of subintervals (tk−1, tk), (sk−1, sk). Note that the substituted expressions of the harmoni
osillator into the ations of the subintervals are, of ourse, not idential sine in this ase
the probability to write the same ode by all the programmers is trivially unity. As one
may realize from Eq (16) the substituted expressions dier by s and t and only in the limit
that these expressions have the same s and t that one nds the same ode shared by all the
ensemble members.
As noted, the ultimate test of any simulation is that it orretly desribe the simulated
phenomena when the written ode is run on the omputer sreen. Thus, taking into aount
that the lassial path integrals disussed here are formulated in the Eulidean formalism
[16, 20℄ in whih the time t is imaginary we see that the orrelation from Eq (17) is almost
the same as that of the quantum harmoni osillator whih is [8℄
∆quantum(t1 − t0, t3 − t2, . . . t2N−1 − t2N−2) =
k=N−1∏
k=0
e−iw0|t2k+1−t2k |
4πmw0
(18)
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Thus, as remarked, introduing into the numerial ode of the harmoni osillator all the
detailed desription of the real one we obtain the orret simulation as seen from omparing
Eq (17) to (18). Moreover, when the remarked substitutions of the harmoni osillator
relation is performed in a dense manner over very short intervals of t and s, in whih ase
the substituted expressions are almost idential, one may obtain the situation in whih all
the members of the ensemble write exatly the same ode and, therefore, the orrelation (17)
beomes large. In suh ase N beomes very large and may be written as N = t−t0
2δt
where
δt is the time dierene of eah of the 2N subintervals. Thus, Eq (17) beomes
P (q2N−1, t, s|q0, t0, s0)st =
e−Nw0δt
(4πmw0)N
= (
e−w0δt
4πmw0
)N (19)
From the last equation one realizes that if the ondition
e−w0δt = 4πmw0, (20)
is satised then the orrelation among the ensemble members is maximal beause eah of
them writes exatly the same ode so the mentioned probability is unity. Note that in this
ase not only the s intervals tends to zero but also the t's as seen from the former equations.
In this ase the left hand side of Eq (20) beomes almost unity (for not very large values of
w0) and thus for having a probability of unity one have w0 =
1
4π
(keeping the former value
of m = 1).
4 The Lamb shift example
We see from the former setion that substituting the harmoni osillator expression into the
ations S of the path integrals [12, 16℄ whih are related to the large ensemble of programmers
establishes it among them in the sense that the probability to nd them writing the same
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program whih represents the harmoni osillator is large. We show this again for the
example of a two-state eletron whih emits a photon and then reabsorbs it where the total
energy is not onserved. We assume, as for the harmoni osillator example, that there are
a large number of dierent numerial odes of this proess whih reet the large number of
dierent ways whih lead to the same simulation. Thus, as for the harmoni osillator ase,
we introdue a large ensemble of programmers all of them want to simulate this eletron-
photon interation upon their omputer sreens. As in the former setion the dierenes
among the written programs may be related to the dierent values of the extra variable
s. And, as for the harmoni osillator ase, the equilibrium state is obtained when all the
dierent values of s are equated to eah other and taken to innity.
We subdivide the intervals (s0, s) and (t0, t), during whih this proess ours, into a large
number of subintervals (s0, s1), (s1, s2), . . . (sN−1, sN) and (t0, t1), (t1, t2), . . . , (tN−1, tN) and
formulate the appropriate expression for the desribed eletron-photon interation over the
representative subintervals (tk−1, tk) and (sk−1, sk). We alulate the probability to nd the
ensemble of programmers writing the same ode whih truly simulates the remarked eletron-
photon interation. We nd it better to disuss now this probability using the Fokker-Plank
equation [8, 10℄. That is, we begin from [8, 10℄
∂P (qk, tk, sk|q
k−1, tk−1, sk−1)
∂s
= F (qk)P (qk, tk, sk|q
k−1, tk−1, sk−1), (21)
where P (qk, tk, sk|q
k−1, tk−1, sk−1) is given by Eq (10) and denotes the probability to nd the
relevant ensemble of programmers at tk and sk having the ode q
k
if at the former tk−1 and
sk−1 they have the ode q
k−1
. Note that, as in the harmoni osillator example, the word
ode does not neessarily means the omplete program of this proess, that is, even a very
small part of it is alled ode. The operator F (qk) is [8℄
F (qk) =
1
2α
H(qk, πk), (22)
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where H and πk are the stohasti Hamiltonian and momentum respetively and α is as
disussed after Eq (3). The momentum operator πk is dened as in quantum mehanis [8℄
πk = −2α ∂
∂qk
, and its ommutation with the operator qi satisfy [8℄ [πk, qi] = 2αδki, where
all one have to do in order to obtain the quantum regime is to set [8℄ α = ih¯
2
. From the
former relations one may develop, as has been done in [8℄, an operator formalism similar to
that of quantum mehanis, espeially, the orresponding Shroedinger, Heisenberg and
interation pitures.
Using the former disussion we nd the onditional probability to nd at s and t the
ensemble having the ode qN if at the initial s0 and t0 they have the ode q
0
. That is,
one an write this probability in the interation piture for the intervals (t, t0), and (s, s0)
[8, 13℄
P I(qN , tN , sN |q
0, t0, s0) = P
I(q0, t0, s0) + (23)
+
∫
F I(qN)P I(qN−1, tN−1, sN−1|q
0, t0, s0)dq
N−1,
where P I(q0, t0, s0) is the probability to nd the system at the initial t0 and s0 with the ode
q0 whih probably ontains at the initial stage only a few bits and the supersript I denotes
that we onsider the "interation" piture. Note that q depends upon s and t so the integral
with respet to q is, atually, a double one over s and t. Substituting, in a perturbative
manner [12℄ for P I(qN−1, tN−1, sN−1|q
0, t0, s0) on the right hand side of Eq (23) one obtains
P I(qN , tN , sN |q
0, t0, s0) =
n=∞∑
n=0
1
n!
∫ qN
q0
dq1
∫ qN
q0
dq2 . . .
∫ qN
q0
dqNT (F I(q1)F I(q2) . . .
. . . F I(qN)P I(q0, t0, s0) = P
I(q0, t0, s0) +
∫ qN
q0
dq1F I(q1)P I(q0, t0, s0) + (24)
+
∫ qN
q0
dq2
∫ q2
q0
dq1F I(q1)F I(q2)P I(q0, t0, s0) + . . .
∫ qN
q0
dqN−1
∫ qN−1
q0
dqN−2 . . .
. . .
∫ q1
q0
F I(q1)F I(q2) . . . F I(qN)P I(q0, t0, s0)
We, now, follow the same rules in [13℄, exept for the introdution of the variable s, for
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representing the eletron and photon before and after their interation. The extra variable
s is introdued into the relevant quantities so that in the limit of s → ∞, as required in
the SQ method [7, 8℄, the known expressions [13℄ whih represent the eletron and photon
are obtained. We note rst that the probability P I is no other than the state of the system
[8℄ (as in quantum mehanis the system states of the SQ theory have also a probabilisti
harater). Thus, in the former equations we may assign to the initial s0 and t0 the value of
zero and refer to P I(q0, t0 = 0, s0 = 0) as the initial state of the ensemble system. This initial
ommon state denotes, as for the harmoni osillator ase disussed in the former setion, the
ommon starting point of all the ensemble programmers whih simulate the eletron-photon
interation.
As remarked, the eletron is assumed to have two dierent states so that at t1 and s1
it was at the higher state 2 from whih it desends to the lower one 1 through emitting a
photon. Then at t2 and s2 it reabsorbs the photon and returns to state 2 as shematially
shown at the left hand side of Figure 3. The inoming eletron and the emitted photon at
t1 and s1 may be represented by e
−iǫ2t1 + e−iǫ2s1(1−iδ) and e−iwλt1 + e−iwλs1(1−iδ) respetively,
where δ is an innitesimal satisfying δ · ∞ = ∞, and δ · c = 0, (c is a onstant) [18℄. This
is done so that in the equilibrium onguration, whih is obtained in the SQ theory when
s → ∞, the terms in s vanish as required [7, 8℄ and one remains only with those in t as in
[13℄. The outgoing eletron after emission at t1 and s1 may be represented by the plane wave
eiǫ1t1 + eiǫ1s1(1+iδ) where the δ has the same meaning as before. At the reabsorption stage at
t2 and s2 the eletron is represented, before absorbing the photon, by e
−iǫ1t2 + e−iǫ1s2(1−iδ)
and after the absorption by eiǫ2t2 + eiǫ2s2(1+iδ). The photon is represented at the reabsorption
stage by eiwλt2 +eiwλs2(1+iδ). Also, the emission itself, denoted by the vertex in Figure 3, may
be represented, as in the quantum analog [13℄, by gλs and the reabsorption by g
+
λs
, where
an expliit expressions for gλs and g
+
λs
may be obtained in an equivalent manner to their
quantum analogs (see [13℄), but these expression are not required for the disussion here.
Thus, sine the nal state at t and s after the reabsorption of the photon is the same as
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the initial one before its emission we may write for the relevant P I at the end of the whole
proess of emission and reabsorption [13℄
P I(qN , tN , sN |q
0, t0, s0) = P
I(q0, t0, s0) + C(t, s)P
I(q0, t0, s0) (25)
The oeient C(t, s) denotes the mentioned evolution from the initial state P I(q0, t0, s0) to
the nal one P I(qN , tN , sN |q
0, t0, s0) and is found as in [13℄ whih disusses the same proess
in quantum terms (without using the variable s). We rst note that the entire interation
of (emission+reabsorption) in the variables t and s, whih is desribed after Eq (24), may
be written as a sum of two separate terms P (t) and P (s) eah of them involves only one
variable. These two terms are
P (t) = gλsg
+
λs
∫ t2
0
exp(i(ǫ1 − wλ − ǫ2)t1)dt1
∫ t
0
exp(i(ǫ2 + wλ − ǫ1)t2)dt2
P (s) = gλsg
+
λs
∫ s2
0
exp(i(ǫ1 + iδ(ǫ2 + ǫ1 + wλ)− wλ − ǫ2)s1)ds1 · (26)
·
∫ s
0
exp(i(ǫ2 + iδ(ǫ2 + ǫ1 + wλ) + wλ − ǫ1)s2)ds2,
where we have set, as remarked, s0 = t0 = 0. Eah of the two expressions P (t) and P (s) is,
atually, an aount of the whole proess of emision and reabsorption, as disussed after Eq
(24), in the respetive variables t and s. C(t, s) from Eq (25) is given by the sum P (t)+P (s)
so that in the equilibrium state obtained in the limit in whih all the values of s are equated
to eah other the term P (s) vanishes and remains only the term P (t) as should be [13℄. This
is beause we have already equated the initial s0 to zero so for equating all the other s's
to eah other one have to set also the other values of s equal to zero whih auses P (s) to
vanish (see the seond of Eqs (26)). Thus
C(t, s) = P (t) + P (s) =
∑
λs
gλsg
+
λs
∫ t
0
dt2
(exp(i(ǫ1 − ǫ2 − wλ)t2)− 1)
i(ǫ1 − ǫ2 − wλ)
·
· exp(i(ǫ2 + wλ − ǫ1)t2) +
∑
λs
gλsg
+
λs
· (27)
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·
∫ s
0
ds2
(exp(i(ǫ1 − ǫ2 − wλ + iδ(ǫ2 + ǫ1 + wλ))s2)− 1)
i(ǫ1 − ǫ2 − wλ + iδ(ǫ2 + ǫ1 + wλ))
exp(i(ǫ2 − ǫ1 + wλ +
+iδ(ǫ2 + ǫ1 + wλ))s2) =
∑
λs
gλsg
+
λs
i(ǫ1 − ǫ2 − wλ)
[t− (
(exp(i(ǫ2 − ǫ1 + wλ)t)− 1)
i(ǫ2 − ǫ1 + wλ)
)] +
+
∑
λs
gλsg
+
λs
i(ǫ1 − ǫ2 − wλs + iδ(ǫ2 + ǫ1 + wλ))
[
(ei2δ(ǫ2+ǫ1+wλ)s − 1)
i2δ(ǫ2 + ǫ1 + wλ)
−
−(
(exp(i(ǫ2 − ǫ1 + wλ + iδ(ǫ2 + ǫ1 + wλ))s)− 1)
i(ǫ2 − ǫ1 + wλs + iδ(ǫ2 + ǫ1 + wλ))
)]
The rst quotient in the square parentheses of the seond sum, whih is of the kind
0
0
, may
be evaluated, using L'hospital theorem [21℄, to obtain for it the result of s so that Eq (27)
beomes
C(t, s) = P (t) + P (s) =
∑
λs
gλsg
+
λs
i(ǫ1 − ǫ2 − wλ)
[t− (
(exp(i(ǫ2 − ǫ1 + wλ)t)− 1)
i(ǫ2 − ǫ1 + wλ)
)] +
+
∑
λs
gλsg
+
λs
i(ǫ1 − ǫ2 − wλs + iδ(ǫ2 + ǫ1 + wλ))
[s− (28)
−(
(exp(i(ǫ2 − ǫ1 + wλ + iδ(ǫ2 + ǫ1 + wλ))s)− 1)
i(ǫ2 − ǫ1 + wλs + iδ(ǫ2 + ǫ1 + wλ))
)]
The last expression for C(t, s) yields terms of several kinds among them those whih are
proportional to t and s, others whih are osillatory in these variables, and also onstant
terms. Thus, for large t and s the osillatory as well as the onstant terms may be negleted
ompared to t and s as in the analogous quantum disussion of the same proess [13℄.
Substituting the resulting expression in Eq (25) one obtains
P I(qN , tN , sN |q
0, 0, 0) = P I(q0, 0, 0)(1 + C(t, s)) = P I(q0, 0, 0)(1 + it∆ǫλ + is∆ǫλs), (29)
where,
∆ǫλ =
∑
λs
gλsg
+
λs
ǫ2 − ǫ1 + wλ
, ∆ǫλs =
∑
λs
gλsg
+
λs
ǫ2 − ǫ1 + wλs − iδ(ǫ2 + ǫ1 + wλ)
(30)
The result in Eq (29) is only for the rst-order term in Eq (24). If all the higher order terms
of this proess are taken into aount one obtains, analogously to the quantum analog (in
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whih the variable s is absent), the result
P I(qN , tN , sN |q
0, 0, 0) = P I(q0, 0, 0)(1 + C(t, s)) = P I(q0, 0, 0)(1 + (it∆ǫλ +
+
1
2!
(it∆ǫλ)
2 + . . .+
1
n!
(it∆ǫλ)
n + . . .) + (is∆ǫλs +
1
2!
(it∆ǫλs)
2 + . . . (31)
. . .+
1
n!
(it∆ǫλs)
n + . . .) = P I(q0, 0)(eit∆ǫλ + eis∆ǫλs − 1)
The right hand side of Figure 3 shows the diagram of the fourth order term of this proess.
Now, as required by the SQ theory, the stationary situations are obtained in the limit of
eliminating the extra variable s whih is done by equating all the s values to eah other and
taking to innity. Thus, sine, as remarked, we have equated the initial s0 to zero we must
equate all the other s values to zero. That is, the stationary state is
lim
s→0
P I(qN , tN , sN |q
0, 0, 0) = lim
s→0
P I(q0, 0, 0)(eit∆ǫλ + eis∆ǫλ − 1) = P I(q0, 0)eit∆ǫλ (32)
The last result is the one obtained in quantum eld theory [13℄ for the same interation of
(emission+reabsorption). The quantity ∆ǫλ, given by the rst of Eqs (30), has the same
form also in the quantum version [13, 14℄, where it is termed the energy shift. This shift
have been experimentally demonstrated in the quantum eld theory for the ase of a real
many-state partile in the famous Lamb shift of the Hydrogen atom [13, 14, 15℄.
As remarked, this eletron-photon interation is disussed in the literature [13, 14, 15℄
without using any extra variable and the result at the right hand side of Eq (32) is obtained.
This result have been obtained here by disussing the simulation proess of the eletron-
photon interation, that is, by using the extra variable s in the limit of equating all its
values. In other words, as for the harmoni osillator ase, introduing the expression of
the detailed eletron-photon interation into all the relevant odes (into the subintervals of
s and t of all the programmers) yields a orrelation among them whih truly represents the
orelation of the real interation. Thus, as for the harmoni osillator example in whih the
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use of the SQ method and the extra variable s lead to the real known quantum orrelation
(ompare the two Equations (17), (18)), so also here we obtain, using the same method and
extra variable, the known expression for the probability P I(qN , t|q0, t0). Also, the writing
stage of the relevant programs, whih is haraterized by the dierent versions of the ode,
is represented by the last result of Eq (31) (the analogous writing stage of the harmoni
osillator example is given by Eq (16)). The equilibrium stage orresponds to the ase where
all the values of s are equated to eah other as seen from Eq (32) in whih all the s's,
inluding the initial s0 (see the disussion after Eqs (24) and (31)), are assigned the value
of zero. The analogous expression for the harmoni osillator example is given by Eq (17).
The orresponding similarities between the orrelations for the two ases are, as remarked,
the ultimate tests whih show that the relevant simulations truly represent the simulated
phenomena.
Conluding Remarks
We have disussed the ode-writing stage of the numerial simulations of real phenomena
using physial terms and terminology. The method applied for disussing this ode-writing
stage is the stohati quantization method of Parisi-Wu-Namiki [7, 8℄ where an extra variable
is introdued that takes aount of an assumed stohasti proess (in this variable) whih
allows a large number of possible dierent behaviours of the system. The equilibrium on-
guration is obtained [7, 8℄ when this variable is eliminated through equating all its dierent
values to eah other and taking to innity. This equating of all the possible s values to eah
other introdues an element of repetitions of the same proess through whih the system is
stabilized and brought to its equilibrium onguration.
We disuss the system of a large ensemble of programmers whih all try to simulate the
same phenomena by writing the appropriate ode whih naturally will not be the same for all
of them. The mentioned equating of all the s values means that all of them write the same
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ode and this onstitutes a repetition of of writing the same program so that the probability
to see the same numerial simulation is obviously large.
We note that obtaining numerial equilibrium onguration through running a large
number of times the related ode upon the omputer sreen is the main haratersti of many
simulations proesses espeially those onerned with nding numerial solutions of physial
situations. For example, any one who try to numerially solve any dierential equation
whih governs the evolution of some physial system knows, as shown in the following, that
the solution suggested by the omputer is obtained only after repeatedly updating the given
dierential equation. Better statistis is obtained when the number of iterations grows sine
this inreases also the number of samples. The advantage of these repetitions is learly
seen for the ase of simulating the long range orrelation funtions [22, 23℄ for whih the
onventional Monte Carlo simulation methods to numerially simulate them, using path
integrals, fails [23℄. It has been shown expliitly by Parisi [22℄, and Namiki et al [23℄, using
SQ methods, that the following two point onneted orrelation funtion [16℄
<q1ql>=
d
dh
(
∫
d[q]qle
−Sh∫
d[q]e−Sh
)|h=0 =
1
h
(<ql>h − <ql>) + o(h), (33)
where the ation Sh = S−hq1 involves a small external additional term −hq1, may be solved
by replaing the ensemble averages with and without the small external soure <ql>h and
<ql> respetively by the time averages alulated from the following Langevin equations
q˙l = −
∂S
∂ql
+ ηl (34)
q˙l = −
∂Sh
∂ql
+ η˜l (35)
The η and η˜l are independent and assumed to satisfy
<η>=<η˜l>= 0, <ηl(t)ηm(s)>=<η˜l(t)η˜m(s)>= 2δlmδ(t− s)
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Solving the right hand side of Eq (33) generally results in a large statistial error [22, 23℄,
so Parisi [22℄ uses the same random fores in Eqs (34), (35), that is, η = η˜ whih redues
onsiderably the statistial error as shown in [23℄ (see the Appendix there). Thus, in order to
be able to simulate and obtain the long range orrelation funtions one must equate to eah
other not only all the dierent values of s whih are related to η and η˜ but also to equate η to
η˜ so that in the stationary limit one obtains, as remarked, the sought-for simulations. But as
noted by Namiki et al [23℄ the last method, although works well for the xed potential and
the o(4) model [16, 20℄, breaks down when one uses it to obtain the long range orrelation
funtion for the o(3) model possibly due to its large degree of nonlinearity. This situation
is avoided in [23℄ by initiating a new round of repetitions where eah one begins from the
nal onguration of the former. That is, in order to improve the statistial results one have
rst, as remarked, to inrease the number of samples whih is obtained by parallel updating
of Eqs (34), (35) without and with the external soure respetively using the same random
fores for η and η˜. These steps whih are suient, as remarked, for the xed potential and
the o(4) models end in a breakdown of the simulation for the o(3) model when the updating
proess ontinues. Thus, one must [23℄ stop this updating before break-down ours and
restart the whole proedure from swithing again the external soure and updating Eqs
(34), (35) starting from the last stopped onguration as the initial one of the new round
of updating. In other words, by only repeating the swithing and the updating proess one
obtains, numerially, the sought-for long range orrelation funtions for the o(3) model.
Moreover, it has been shown [24, 25, 26℄, that these repetitions not only lead to numer-
ial stabilization but when they are really performed (not just through liking upon the
omputer keyboard) lead to a real stabilization. This phenomenon, termed the Zeno eet,
have been validated both theoretially [24, 26℄, and experimentally [25℄. The main hara-
teristi of this eet is the preservation, through a large number of repetitions of the same
measurement, of an initial state of the sytem [24, 25℄, or guiding it through a presribed path
of evolution, from a large number of possible paths [26℄.
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The priniple of repetition have been shown in Setion 3 for the Harmoni osillator
example (see Eqs (16)-(17) and the disussion there) where we see that when the same
version of program is shared among the ensemble members then the probability to nd the
same simulation of the harmoni osillator in all the sreens is large. Moreover, when the
number of times of performing this simulation, whih is related to the number of subintervals
(see the disussion after Eq (16)) of the nite total paths in s and t of eah member of the
ensemble, beomes large so that the duration of eah is small then the remarked probability
is unity (see Eqs (19)-(20)). This is so sine eah member of the ensemble have in this ase
exatly the same ode related to the Harmoni osillator and the orrelation among them
is, therefore, maximal. The same state of aairs have been found also for the energy shift
example disussed in Setion 4. In this ase the required orrelation is obtained through
summing the relevant Feynman diagram to all orders. This inuene of repeating the same
experiment a large number of times have been shown to be eetive also for lassial systems
[27℄.
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Figure 1: The harmoni osillator orrelation funtion from Eq (17) as a funtion of the time
t for the values of m = 1 and initial eigenvalue of w0 = 0.4. It begins from an initial value
of 1.25 (whih orresponds to the remarked values of m and w0), proeeds to a maximum
value from whih it desends to zero for large t.
0
5
10
15
20
0
5
10
15
20
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
s 
t 
P 
Figure 2: The harmoni osillator orrelation funtion from Eq (16) as a funtion of the time
t and the variable s for the same values of m = 1 and w0 = 0.4 as in Figure 1. The integral
in Eq (20) have been numerially alulated for values of t and s in the ranges 1 ≤ t ≤ 20
and 1 ≤ s ≤ 20. Note that the orrelation tends to zero for large s even at those values of t
in whih the orrelation from Eq (21) (without s) obtains its larger values.
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Figure 3: The left hand side of the gure shows the proess of emitting and reabsorbing
a photon in the time interval (t0, t) where the energy is not onserved. The eletron is
represented in the gure by the direted arrow and the photon by the wavy line. The right
hand side of the gure shows the same proess repeated four times, in a perturbative manner,
over the same time interval.
