The well-known problem of estimating an unknown deterministic parameter vector over a linear system subject to additive Gaussian noise is studied from the perspective of minimizing total sensor measurement cost under a constraint on the log volume of the estimation error confidence ellipsoid. A convex optimization problem is formulated for the general case, and a closed form solution is provided when the system matrix is invertible. Furthermore, effects of system matrix uncertainty are discussed by employing a specific but nevertheless practical uncertainty model. Numerical examples are presented to discuss the theoretical results in detail.
INTRODUCTION AND MOTIVATION
Although the statistical estimation problem in the presence of Gaussian noise is by far the most widely known and wellstudied subject of estimation theory [1] , approaches that consider the estimation performance jointly with systemresource constraints have become popular in recent years due to the surge of interest in convex optimization techniques. Distributed detection and estimation problems are the first to incorporate bandwidth and power constraints due to data processing at the sensor nodes, and data transmission from sensor nodes to a fusion node in the context of wireless sensor networks (WSNs) [2, 3] . Important results are also obtained for the sensor selection problem under various constraints on the system cost and estimation accuracy [4] . Since then, the majority of the related studies have addressed costs arising from similar system-level limitations with a relatively weak emphasis on the measurement costs due to amplitude resolution and dynamic range of the sensing apparatus.
Not much work has been performed, to the best of our knowledge, in the context of jointly designing the measurement stage from a cost-oriented perspective while performing estimation up to a predetermined level of accuracy. If adopted, such an approach will inevitably require a general and reliable method of assessing the cost of measurements applicable to any real world phenomenon under consideration as well as an appropriate means of evaluating the best achievable estimation performance without reference to any specific estimator structure. For the fulfilment of the first requirement, a novel measurement device model is suggested in [5] , where the cost of each measurement is determined by the number of amplitude levels that can reliably be distinguished. As a consequence, higher resolution (less noisy) measurements demand higher costs in accordance with the usual practice. Although the proposed model may lack in capturing the exact relationship between the cost and inner workings of any specific measurement hardware, it encompasses a sufficient amount of generality to remain useful under a multitude of circumstances. Based on this measurement model, an optimization problem is formulated in [6] in order to calculate the optimal costs of measurement devices that maximize the average Fisher information for a scalar parameter estimation problem.
In this paper, we analyze the implications of the proposed measurement device model by considering a non-random vector parameter estimation problem under a constraint on the minimum acceptable estimation accuracy assuming a linear system model in the presence of Gaussian noise. 1 The main contributions of our study can be summarized as follows: We (i) formulate a convex optimization problem for the minimization of the total sensor measurement cost by employing a constraint on the maximum log volume of the estimation error confidence ellipsoid; (ii) study system matrix uncertainty by employing a specific but nevertheless practical uncertainty model; (iii) obtain a closed form solution for the proposed convex optimization problem in the case of an invertible system matrix. In addition to the items listed above, we compare the performance of the proposed optimal approach against various suboptimal cost allocation schemes, and simulate the effects of system matrix uncertainty.
The remainder of the paper is organized as follows. In Section 2, the system model is introduced, and optimal cost allocation is investigated under estimation accuracy con- straints. Then, system matrix uncertainty is studied in Section 3 based on a practical uncertainty model. In Section 4, a closed form solution is obtained for the proposed optimization problem in the case of an invertible system matrix. Finally, the numerical results are presented and concluding remarks are made.
OPTIMAL COST ALLOCATION UNDER ESTIMATION ACCURACY CONSTRAINT
Consider a discrete-time system model as in Fig. 1 in which noisy measurements Y ∈ R K are obtained at the output of a linear system by K sensors (measurement devices) and processed to estimate the value of a non-random parameter vector θ ∈ R L . The observation vector X ∈ R K at the output of the linear system can be represented by X = H T θ + N, where N ∈ R K is the inherent random system noise. The system noise N is assumed to be Gaussian distributed with zero-mean, and independent but not necessarily identical components, i.e., N ∼ N (0, D N ), where
n K } is a diagonal covariance matrix. We also assume that the number of observations is at least equal to the number of estimated parameters (i.e., K ≥ L) and the system matrix H is an L × K matrix with full row rank L.
Each sensor in the WSN is capable of measuring the value of a scalar physical quantity with some resolution in amplitude as y i = x i + m i , where m i denotes the measurement noise associated with the i th sensor. It is reasonable to assume that measurement noise vector M is independent of the inherent system noise N. In addition, the noise components introduced by sensors (the elements of M) are assumed to be zero-mean independent Gaussian random variables with possibly distinct variances 2 
In accordance with the model introduced in [5] , the cost associated with measuring i th observation x i is given by C i = 0.5 log 2 1 + σ 2 xi /σ 2 mi , where σ 2 xi denotes the variance at the input of the i th sensor, and σ 2 m i is the variance of the measurement noise. It is noted that a measurement device (i.e., sensor) has a higher cost if it can perform measurements with a lower measurement variance (i.e., with higher accuracy). For an in-depth discussion on the plausibility of this measurement device model, we refer the reader to [5] . Notice that σ 2 xi = σ 2 ni , ∀ i ∈ {1, 2, . . . , K}, since θ is a deterministic parameter vector. Then, the overall cost of measuring all the components of the observation vector x is expressed as
A closer look into (1) reveals that it is a nonnegative, monotonically decreasing and convex function of σ
Next, we will design the optimal noise levels for the measurement devices such that the overall cost is minimized under a constraint on the minimum acceptable estimation quality.
A scalar measure of the estimation accuracy is the log volume of the η−confidence ellipsoid, which is defined as the minimum ellipsoid that contains the estimation error with probability η [7, Sec. 7.5.2]. More explicitly,
where
is obtained from the cumulative distribution function of a chi-squared random variable with K degrees of freedom, and J(Y, θ) is the Fisher information matrix (FIM) of the measurement Y relative to the parameter vector θ. For independent Gaussian random vectors N and M, it can be shown that FIM is given by [8] 
where Cov(·) represents the covariance matrix of the random vector N+M. From independence, we have
denotes the inverse of the covariance matrix. Then, FIM can be expressed explicitly as
and log volume of the η−confidence ellipsoid is given as
where β = n/2 log(απ) − log (Γ (n/2 + 1)), and Γ(·) denotes the Gamma function [4] . Notice that the above expression is related to the geometric mean of the eigenvalues of the FIM. Furthermore, for linear models in the form of Fig. 1 but with arbitrary probability distributions for N and M, it is possible to obtain an upper bound on the volume of the η−confidence ellipsoid by realizing that
where J(N + M) indicates the FIM under a translation parameter of random vector N+M, and the symbol between nonnegative definite matrices above represents the inequality with respect to the positive semidefinite matrix cone [7, 8] .
Based on this metric, we propose the following sensor measurement cost optimization problem:
, and S is a constraint on the log volume of η−confidence ellipsoid satisfying
It is noted that the objective function is smooth and concave
) is a smooth concave function of μ i for μ i ≥ 0, the resulting optimization problem is convex [7, Sec. 3.1.5]. Consequently, it can be efficiently solved in polynomial time using interior point methods, and the numerical convergence is assured.
By introducing a lower triangular non-singular matrix L and utilizing the Cholesky decomposition of positive definite matrices, it is possible to rewrite the constraint using linear matrix inequalities (LMIs). To that aim, let
LL
T . Then, optimization in (6) can be expressed equivalently
where U L denotes the set of lower triangular non-singular L × L square matrices, L i, i represents the i th diagonal coefficient of L, and L is the dimension of L.
SYSTEM MATRIX UNCERTAINTY
In practice, it is usually the case that there exists some uncertainty concerning the elements in the system matrix H [4] . Suppose that the system matrix H can take values from a given set H. When the set H is finite, the problem can be solved using standard arguments from convex optimization [7] . However, the set H is in general not finite, and the solutions of such optimization problems require techniques from semi-infinite convex optimization [7] . In the following, a specific yet practically sound uncertainty model is considered. Let H ∈ H = {H + Δ : Δ T 2 ≤ }, where · 2 denotes the spectral norm (i.e., the square root of the largest eigenvalue of the positive semidefinite matrix ΔΔ T ). It is possible to express this constraint as an LMI, ΔΔ T 2 I. Suppose also that μ is defined as the diagonal matrix μ diag {μ 1 , μ 2 , . . . , μ K }, and W LL T is a symmetric positive definite matrix. Then, the constraint in (8) can be expressed in terms ofH and Δ as
for all ΔΔ T 2 I. In [9, Theorem 3.3], a necessary and sufficient condition is derived for quadratic matrix inequalities in the form of (9) to be true. In the light of this theorem, (9) holds if and only if there exists t ≥ 0 such that
Notice that (10) is both linear in μ, W and t. Hence, under this specific uncertainty model, we can express the optimization problem in (8) as
and S L ++ denotes symmetric positive-definite L×L matrices.
SPECIAL CASE -INVERTIBLE SYSTEM MATRIX
When the system matrix H is an invertible matrix, it is possible to obtain the solution of the optimization problem stated in (6) in closed-form. Namely, we have
Since the system matrix H is known, let α log |det H|. Under these conditions, the optimization problem in (6) can be stated as min {σ
where S and β are as defined in (6) . Notice that although the objective in (12) is a convex function of σ 2 mi 's, the constraint is not a convex set. In fact, the constraint set is what is left after the convex set C = {σ 2 m 0 :
0 . Since the global minimum of the unconstrained objective function is achieved for σ 2 m = ∞ which is contained in set C and the objective function is convex, it is concluded that the minimum of the objective function has to occur at the boundary, i.e.,
must be satisfied [7] . Therefore, we can take the constraint as equality in (12). This is a standard optimization problem that can be solved using Lagrange multipliers. Hence, by defining 2(S + α − β), we can write the Lagrange functional as
and differentiating with respect to σ 2 mi , we have the optimal assignment of the noise variances to the measurement devices
For consistency, the design parameter S should be selected as
ni ) since the intrinsic system noise puts a lower bound on the minimum attainable volume of the confidence ellipsoid. Finally, if the observation variances are equal; that is, σ 2 ni = σ 2 n , i = 1, . . . , K, employing identical measurement devices for all the observations; that is, σ
. . , K, is the optimal strategy. The corresponding minimized total measurement cost is given by /(2 log 2) − (K/2) log 2 e /K − σ 2 n .
NUMERICAL RESULTS
In this section, we present an example that illustrates several theoretical results developed in the previous sections. A discrete-time linear system as depicted in Fig. 1 is considered where θ is a length-20 vector containing the unknown parameters to be estimated, H is a 20 × 100 system matrix with full row rank, the intrinsic system noise N and the measurement noise M are length-100 Gaussian distributed random vectors with independent components. The entries of the system matrix H are generated from a process of independent and identically distributed uniform random variables in the interval [−0.1, 0.1]. Also, the components of the system noise vector N are independently Gaussian distributed with zero mean, and it is assumed that their variances come from a uniform distribution defined in the interval [0.05, 1]. The implication of this assumption is that the observations at the output of the linear system possess uniformly varying degrees of accuracy. First, we investigate the cost assignment problem under perfect information on the system matrix and intrinsic noise variances. The constraint metric is expressed as the ratio of its current value to the value it attains for the limiting case when zero measurement noise variances are assumed. In addition to the optimal cost allocation scheme proposed in this paper, we also consider two suboptimal cost allocation strategies:
Equal cost to all measurement devices: In this strategy, it is assumed that a single set of measurement devices with identical costs is employed for all observations so that C i = C, i = 1, 2, . . . , K. This, in turn, implies that the ratio of the measurement noise variance to the intrinsic system noise variance, x σ 2 mi /σ 2 ni , is constant for all measurement devices. Then, the total cost can be expressed in terms of x as C = 0.5K log 2 (1 + 1/x), and similarly the FIM becomes
Using this observation, the constraint function in (6) can be algebraically solved for equality to determine the value of x without applying any convex optimization techniques, and the corresponding measurement variances and cost assign- 
In Fig. 2 , we plot the relationship between the estimation accuracy constraint and the total measurement device cost. The performance of the optimal strategy is superior to the equal measurement device cost strategy, and the worst performance belongs to the equal measurement variance scheme. When the constraint is very restrictive (corresponding to high values of 2(β − S)), the differences among the performances of optimal and suboptimal strategies disappear. As the constrained is relaxed, we see that the drop in the total cost maintains its pace. The performance figures are quite useful in the sense that they provide the minimum cost necessary to obtain a desired level of estimation accuracy under each strategy. Finally, in order to assign more cost to a specific observation, it is not sufficient to just know that the particular observation is reliable (i.e., has smaller variance) but we also need to know its intrinsic combinations with other observations due to the linear system matrix.
In Fig. 3 , we present the results concerning the effects of system uncertainty on the optimal cost allocation problem. It is observed that the total cost increases as the amount of uncertainty in the system matrix increases for a given value of the constraint. The increase in the system matrix uncertainty also leads to smaller values of the maximum attainable estimation accuracy measures (the asymptotes where the total cost increases unboundedly).
CONCLUDING REMARKS
In this paper, a convex optimization problem has been formulated for the minimization of the total sensor measurement cost by employing a constraint on the maximum log volume of the estimation error confidence ellipsoid. Also, the system matrix uncertainty has been investigated based on a practical uncertainty model. In addition to the generic formulation, the case of an invertible system matrix has been considered, and a closed form solution has been obtained. The simulation results have been presented to compare the performance of the proposed optimal approach against various suboptimal cost allocation schemes, and to investigate the effects of system matrix uncertainty. Since linear models as in Fig. 1 have proved successful in a multitude of research areas, e.g., channel equalization, wave propagation, compressed sensing, and Wiener filtering, the results in this study can be adapted to other frameworks in addition to WSN applications.
