We extend to the longitudinal setting a latent class approach that has beed recently introduced by Lanza et al. (2013) to estimate the causal effect of a treatment. The proposed approach permits the evaluation of the effect of multiple treatments on subpopulations of individuals from a dynamic perspective, as it relies on a Latent Markov (LM) model that is estimated taking into account propensity score weights based on individual pre-treatment covariates. These weights are involved in the expression of the likelihood function of the LM model and allow us to balance the groups receiving different treatments. This likelihood function is maximized through a modified version of the traditional expectation-maximization algorithm, while standard errors for the parameter estimates are obtained by a non-parametric bootstrap method. We study in detail the asymptotic properties of the causal effect estimator based on the maximization of this likelihood function and we illustrate its finite sample properties through a series of simulations showing that the estimator has the expected behavior. As an illustration, we consider an application aimed at assessing the relative effectiveness of certain degree programs on the basis of three ordinal response variables when the work path of a graduate is considered as the manifestation of his/her human capital level across time.
Introduction
We propose a causal inference approach, based on a Latent Markov (LM) model, to dynamically evaluate the average effect of multiple treatments in a longitudinal context in which multivariate responses are observed at different time occasions. For this aim, we formulate the LM model (Bartolucci et al., 2013 ) within a Potential Outcome (PO) conceptual approach (Rubin, 1974 (Rubin, , 2005 , and we propose to estimate this model using a Propensity Score (PS) method (Imbens, 2000) . An estimator of causal effects results, which is based on a weighted likelihood function, with weights computed according to the PS approach; this estimator may be used in order to evaluate the efficacy of a treatment versus another one on different subpopulations across time.
In experimental settings, techniques for estimating causal effects with more than two treatments have been used for many years. This issue is also of great interest in non-experimental settings, where the need arises of estimating causal effects on the basis of observational data. In this regard, the PO framework is of particular interest as it allows us to define causal effects in a straightforward way and to formulate techniques for their estimation. In its original formulation, a set of POs corresponding to the possible treatments is assumed to exist for every sample unit, but it is possible to observe only the outcome corresponding to the taken treatment. This "missingness" problem is the primary challenge of causal inference and, therefore, suitable methods have been proposed in order to overcome it and then obtain reliable estimators of the causal effects defined in terms of summary statistics of the individual differences between POs. Among these measures, the Average Treatment Effect (ATE) is of particular relevance. It is defined as the average, over the population under study, of the difference between the POs corresponding to two treatments of interest or between the treatment of interest and a control. As other causal effects, ATE may be estimated by a PS method (see, among others, Rosenbaum and Rubin, 1983; Imbens, 2000; Guo and Fraser, 2010) , so as to balance the groups corresponding to the different treatments, taking into account pre-treatment covariates. In practice, the estimate of the effect of interest, such as ATE, is computed by using matching methods, as in (Angrist, 1991) , or by weighting estimators similar to those proposed by Robins et al. (2000) .
As noted by many authors, PS weighted estimators follow the well-known sampling theory approach of Horvitz and Thompson (1952) for estimating a population total. Some generalizations have been proposed by Hirano et al. (2003) ; see also Hernán et al. (2001) . It also worth noting that McCaffrey et al. (2013) recently introduced an innovative use of PS weights to control for pre-treatment unbalances on the basis of observed variables in non-randomized/observational studies. The authors suggested an operative pathway to implement PS weighting for multiple treatments using generalized boosted models.
Some authors highlighted the connection between model based causal statistical methods in the tradi-tional sense and methods of causal inference based on the PO approach. Along these lines, Lanza et al. (2013) proposed a PS based method for making causal inference in connection with the Latent Class (LC) model (Lazarsfeld and Henry, 1968; Goodman, 1974) . This approach considers both matching and weighting on the basis of individual PSs depending on pre-treatment covariates. In this paper, we extend the proposal of Lanza et al. (2013) to a longitudinal context in which different measurement occasions are considered after the treatment. In this regard it is worth considering that, in economic and social contexts, we can easily dispose of longitudinal observational datasets and often the focus is on the study of the effect of a policy or treatment on certain outcomes of interest, accounting also for the evolution of such an effect across time on different subpopulations of interest. In the estimation of causal effects, longitudinal data are generally preferable to cross-sectional data; see, among others, Aalen et al. (2012) and Arjas (2013) and the winter 2014 issue of Econometric Theory, which gives a comprehensive discussion about methods of causal inference.
As already mentioned, the approach we propose is based on the LM model, which is an important statistical model that may be conceived as an extended version of the LC model having a longitudinal dimension. The LM model dates back to Wiggins (1955) , who introduced it to analyze latent changes on the basis of panel data. This initial version is based on a homogeneous Markov chain and may be used with a single outcome at each time occasion. Wiggins (1955) formulated the model so that the manifest transition is a mixture of the true change and a spurious change due to measurement errors in the observed states. Among the main extensions of the basic version of the LM model we mention: those based on the inclusion of constraints on the measurement component or on the latent structure of the model (Bartolucci, 2006) ; those based on the inclusion of individual covariates (Vermunt et al., 1999; Bartolucci and Farcomeni, 2009 ); those to deal with multilevel longitudinal data . For a thorough review see Bartolucci et al. (2013 Bartolucci et al. ( , 2014 and Pennoni (2014) .
One of the novelties of the proposal we formulate in this article relies on the adopted parameterization of the latent process, so as to express causal effects in terms of transition between latent states corresponding to subpopulations characterized by different conditions of interest for the study. Moreover, it is also innovative the use of a PS method for the estimation of the causal LM model, which is formulated following a PO approach. In practice, we implement a weighted maximum likelihood estimator based on two steps. At the first step, the probability of choosing a certain treatment on the basis of the pre-treatment covariates is estimated by means of a multinomial logit model. At the second step, a weighted version of the log-likelihood of the LM model, with weights depending on the estimates computed at the first step, is maximized. In order to obtain reliable standard errors for the estimates of the LM parameters, and of the causal effects, we use a non-parametric bootstrap method (Davison and Hinkley, 1997) .
Overall, with multiple treatments and multivariate longitudinal data, the proposed approach allows us to reliably estimate ATEs in terms of initial and transition probabilities between different latent states.
In practice, these latent states summarize the different configurations of the outcomes observed at each time occasion. In the proposed formulation the response variables are categorical, but it may be simply generalized to deal with any kind of response variable.
The remainder of this article is organized as follows. The next section outlines the traditional LM model framework. Section 3 provides a technical illustration of our proposal, focusing in particular on the assumptions of the causal LM model and the parametrizations adopted to express causal effects. Section 4 illustrates the two-step estimator of the proposed model based on a PS weighting scheme. Section 5 deals with the consistency of the proposed estimator of the treatment effects and illustrates, under different scenarios, its finite sample properties by means of a simulation study. Section 6 describes an application focused on the evaluation of the effect of different academic degrees based on data collected in the Lombardy region (Italy). In the last section we provide some concluding remarks.
Standard latent Markov model
Let n denote the number of individuals that are longitudinally observed and let T denote the number of time occasions. With reference to individual i and occasion t, i = 1, . . . , n, t = 1, . . . , T , we observe a vector of r categorical response variables Y it = (Y i1t , . . . , Y irt ). Each response variable Y ijt , j = 1, . . . , r, has c j categories, labeled from 0 to c j − 1. For every individual i and time occasion t we also consider a vector of covariates X it . Throughout this article we denote a realization of random variables or vectors with the lower case.
The variable of main interest in the present approach is a latent variable that is individual-and timespecific; moreover, it has a discrete distribution with support {1, . . . , k} for which more details are provided below. For individual i and time occasion t, this variable is denoted by H it , given its nature of hidden variable, and for the same individual i we introduce the latent vector H i = (H i1 , . . . , H iT ). We assume that the variables in Y it are conditionally independent given H it (local independence); we also assume conditional independence between the response variables at different time occasions given the latent process.
Note that the assumption that the latent variables are discrete corresponds to defining a certain number k of latent classes (or latent states) of individuals, with individuals in the same class having the same latent characteristics. In practice, these classes correspond to subpopulations having different expected behaviors with reference to the response variables.
Among the available parametrizations for LM models, in terms of distribution of the response variables and the latent variables, that proposed by is of particular interest. The resulting model is suitable to deal with educational data having a multilevel structure, due to students collected in classes. Under this model, which is formulated for binary outcomes, the conditional distribution of the response variables given the latent variables is parameterized as
under the constraint of monotonicity ξ 1 < · · · < ξ k , where ξ h is the h-the level of the latent trait characterizing the student, and ν jt is the difficulty level of item j administered at occasion t. The above constraint of monotonicity on the parameters in ξ = (ξ 1 , . . . , ξ k ) is typically adopted in the item response theory (see, among others, Hambleton and Swaminathan, 1985) . This constraint may be also formulated for the case of ordinal response variables, so that the latent classes (or latent states) corresponding to the different values of H it are suitably ordered (see also Bartolucci et al., 2013 ).
Under the model of , the initial and transition probabilities of the latent process are parameterized using global logits (McCullagh, 1980) . Ignoring for simplicity the multilevel structure, with reference to the initial probabilities we have
Concerning the transition probabilities we have
. . , k, and t = 2, . . . , T . The intercepts in the above expressions depend on the level of the latent variable and β and δ t are vectors of regression coefficients for the individual covariates.
In this article, we adopt a related parametrization that does not require the constraint of monotonicity so that the conditional distribution of each response variable, given the corresponding latent variable, is free.
Causal latent Markov model
For the case of a multiple treatment denoted by the discrete variable Z i that may depend on a vector of pre-treatment covariates X i , we reformulate the LM from a causal perspective. For this aim, we introduce "potential versions" of the latent variables H it , which are denoted by H (z)
it , i = 1, . . . , n, t = 1, . . . , T , z = 1, . . . , l, where l is the number of the possible treatments. In particular, H (z) it corresponds to the latent state of individual i at occasion t if he/she had taken treatment z. The sequence of these variables for the same individual i is collected in the vector H
iT ) and their distribution may arbitrarily depend on the pre-treatment covariates. As in typical PO approaches, this dependence is not explicitly modeled; more details about this point are provided at the beginning of Section 5.
Variables H (z)
it are not directly observable for any z. This is because, as in a typical problem of causal inference, only one of the possible outcomes H (z) it is indeed selected and this selection may depend on the value of the variables themselves. Moreover, in the present context there is a further reason that complicates the inference: the variable of interest is not directly observable even for the selected treatment. This is because it is a latent variable that affects the response vector Y it , and then it is only indirectly observable through this vector.
Regarding the latent processes H (z)
i , we assume that they follow a first-order Markov chain. The initial probabilities are modeled through a multinomial parametrization depending on the treatment and that is alternative to the parametrization illustrated at the end of the previous section. In particular, regarding the initial and transition probabilities we assume a baseline-category logit model which does not require any ordering of the latent states. Regarding the initial probabilities, we assume that
where α h is the intercept, β h = (β h2 , . . . , β hl ) is a column vector of l − 1 parameters, and d(z) is a column vector of l − 1 zeros with the (z − 1)-th element equal to 1 if z > 1. In this way, for z > 1, the element β hz of β h corresponds to the effect of the z-th treatment with respect to the first treatment. More precisely, this is an ATE as it is referred to the whole population of interest. For instance, β 22 being positive means that the second type of treatment increases the probability that the individual is in latent class 2 with respect to first treatment. On the other hand, it is worth noting that, due to the discrete nature of the treatment indicator z, equation (2) does not impose any restriction on the marginal distribution of
i1 . Moreover, in order to measure ATE for comparing two treatments, we can directly use comparisons of the type p(H
. . , l, which are expressed on the probability rather than on the logit scale. Finally, in terms of causal effects, a comparison different from that using the first type of treatment as reference category may be simply based on the difference between suitable elements of β h .
For instance, provided that l 3, the third treatment may be compared with the second one through the
, which are again ATEs. Obviously, in an application all these effects will be based on parameter estimates which are computed as described in Section 4.
The transition probabilities of the hidden chain are modeled as follows:
The parameters to be estimated in this case are the intercepts γh h and the vectors of regression coefficients in δ h = (δ h2 , . . . , δ hl ) , h = 1, . . . , k. In particular, each coefficient δ hz is again an ATE which, however, is referred to the transition from level 1 to level h of the latent variable. This effect has an interpretation similar to the one given above in terms of difference on the logit scale between a certain treatment and the first treatment. On the other hand, even in this case we can conceive an ATE directly measured on the probability scale, having expression p(H
(1)
it = h), after having properly elaborated the initial and transition probabilities of the Markov chain. Comparisons between two arbitrary treatments in terms of causal effect are also possible and may be based on differences between the corresponding elements of the vector δ h , such as δ h3 − δ h2 , or between transition probabilities, such as p(H
About the parametrization adopted in the proposed model, we clarify that no constraints are assumed on the distribution of every response variable Y ijt given the corresponding latent variable H (z) it . Therefore, this distribution depends on the following parameters:
The above conditional distribution of the response variables at a specific time occasion, given the corresponding latent state, helps to identify the latent states. Such probabilities may be parametrized as in equation (1), but in the present context we avoid this or similar parametrizations in order to obtain a more flexible model.
The above assumptions incorporate in the model the belief that the only variables that have a direct effect on the outcomes are the latent variables. In particular, local independence means that if the latent variable for an individual at a given occasion was known, the knowledge of an outcome would not help in predicting the other outcomes for the same occasion. Obviously, this does not rule out an effect of the pretreatment covariates on the response variables, but this effect passes through the latent variables that have, therefore, a fundamental role. It is also worth noting that the latent variables, as in the model presented in Section 2, are conceived as discrete with k possible values. This allows us to consider a semi-parametric distribution that is parsimonious and based on parameters which are easy to interpret. It is also well known that this assumption allows the model to properly fit the data, as shown in many applications (see also Bartolucci et al., 2013) , giving more flexibility to the latent structure with respect to using continuous latent variables. Finally, using discrete latent variables simplifies the computation of the manifest distribution of the response variables given the covariates as it avoids the use of integrals, which are instead necessary with continuously distributed latent variables.
Note that assumptions similar to the previous ones may be formulated with continuous outcomes and also outcomes of a mixed nature can be dealt with. For instance, if some of the outcomes are continuous, these may be modeled by assuming a suitable conditional parametric distribution, such as the Normal distribution, with parameters depending on the latent classes, as in a finite mixture model (McLachlan and Peel, 2000) . This makes the proposed approach flexible enough to deal with very different contexts in which longitudinal data are observed and causal effects have to be estimated with reference to the dynamics of the response variables induced by the treatment.
Regarding the treatment selection mechanism, we formulate the following assumptions which are typical of the causal inference literature:
• we assume the consistency rule according to which
it , where z i is the observed treatment of individual i;
• we assume that 0 < p(Z i = z|x i ) < 1 for z = 1, . . . , l and any possible configuration x i of the pre-treatment covariates. In this way, every unit has a positive probability of taking each possible treatment;
• absence of unmeasured confounding according to which
The combination of the last two assumptions is referred to as strong ignorability by Rosenbaum and Rubin (1983) . This means that, given the pre-treatment covariates, the choice of the treatment is independent of the potential outcomes.
Two-step maximum likelihood estimation
In order to estimate the causal model formulated in the previous section and following Lanza et al. (2013) ,
we propose a two-step strategy based on a PS method suitable for multiple treatments (Imbens, 2000; McCaffrey et al., 2013) . At the first step, we estimate a model for the probability of taking a certain type of treatment given the individual pre-treatment covariates. At the second step, we estimate the assumed LM model by maximizing a weighted version of the log-likelihood for this model, with weights based on the parameter estimates from the previous step. It must be clear that the observed data consist, for i = 1, . . . , n, of the vector of pre-treatment covariates x i and the received treatment z i , further to the time-specific vectors of responses y i1 , . . . , y iT .
In more detail, the first step of the proposed method consists in estimating a multinomial logit model based on the assumption
where η z and λ z are regression parameters. On the basis of the parameter estimates, we compute the individual weightsŵ
Note that these weights are rescaled so that their sum is equal to the sample size, that is, n i=1ŵ i = n; this is necessary for the model selection as we explain below. Moreover, as we illustrate in the application in Section 6.2, the actual set of pre-treatment covariates must be chosen appropriately; see also McCaffrey et al. (2013) .
At the second step, we maximize the weighted log-likelihood
where θ is the vector of all LM model parameters arranged in a suitable way. The manifest probability p(y i1 , . . . , y iT |z i ) is computed by suitable recursions developed in the hidden Markov literature (Baum et al., 1970; Welch, 2003; Zucchini and MacDonald, 2009 ) on the basis of the probabilities p(y it |H (t) i = h) and the initial and transition probabilities of the corresponding hidden Markov chain parametrized as in equations (2) and (3). Given the assumption of local independence described above, we have that
where y = (y 1 , . . . , y r ) is a generic configuration of Y it .
The above model log-likelihood may be maximized with respect to θ by using the Expectation-Maximization (EM) algorithm (Baum et al., 1970; Dempster et al., 1977) , which represents the main tool to estimate dis-crete latent variable models; see Bartolucci et al. (2013) , Chapter 5, for details about its implementation for LM models. The EM algorithm is based on the concept of complete data, which correspond to the value of every latent variable, further to the observed covariates and response variables. Therefore, after some algebra, the complete data log-likelihood is given by
where a hjty corresponds to the (weighted) frequency of subjects responding by y to the j-th response variable and belonging to latent state h at occasion t, b hit is an indicator variable equal to 1 if subject i belongs to latent class h at occasion t, with p(H i1 = h|z i ) being the initial probabilities computed according to equation (2), and bh hit = bh i,t−1 b hit is an indicator variable equal to 1 if the same subject moves from stateh to state h at occasion t, with p(H it = h|H it =h, z i ) being the transition probabilities computed according to equation (3).
Since the latent configuration is not known for each individual, the EM algorithm maximizes the loglikelihood above by alternating the following two steps until converge:
• E-step: compute the expected value of the frequencies and indicator variables in (7), given the observed data and the current value of the parameters, so as to obtain the expected value of * (θ);
• M-step: update θ by maximizing the expected value of * (θ) obtained above.
To select the number of latent states k, when this number is not a priori known, we rely on the Bayesian Information Criterion (BIC; Schwarz, 1978) , which relies on an asymptotic approximation of a suitable transformation of the Bayesian posterior probability of a candidate model. In practice, k is selected on the basis of the observed data through the index
where (θ) denotes the maximum of the weighted log-likelihood and #par denotes the number of free parameters. Note that, due to the definition of the weights given in (5), the sample size is n also after the application of these weights, as n i=1ŵ i = n, and then the penalization term in (8) is correctly specified. Once parameter estimates have been computed on the basis of the above two-step procedure, we obtain standard errors by a non-parametric bootstrap method (Davison and Hinkley, 1997 ). This method is based on re-sampling subjects (with all their observed pre-treatment covariates, treatment, and outcomes) a suitable number of times with replacement from the observed sample and computing the estimate of the parameters for every bootstrap sample. In this way, we suitably take into account the two-step nature of the proposed estimation method.
Properties of the proposed approach
In this section we describe the main asymptotic and finite-sample properties about the proposed approach.
Asymptotic properties, which are dealt with in the following section, are based on standard results about maximum likelihood estimators, whereas finite-sample properties are studied by simulation.
Before introducing the technical details, it is important recalling that the causal LM model described in Section 3 may be seen as a marginal model in the sense of Robins et al. (2000) . In fact, we do not explicitly formulate assumptions on the conditional distribution of the latent variables H (z) it given the pre-treatment covariates X i , but we model the marginal distribution of these variables. On the other hand, in order to study the properties of the proposed approach, and in particular implementing the simulation study, we have to consider a data generating model in which the relation between covariates and latent variables is explicit.
Asymptotic properties
The data generating model is based on the following scheme for i = 1, . . . , n:
1. the vector of covariates x i is drawn from an unknown distribution f (x); 2. given x i , the potential latent outcomes H (z) it are drawn, for t = 1, . . . , T and z = 1, . . . , l, from a Markov chain based on initial and transition probabilities which arbitrarily depend on the covariates; 3. given x i , the treatment indicator z i is generated from a multinomial logit model based on the probabilities p z (x i ), z = 1, . . . , l, and formulated as in equation (4); 4. the latent variables H it are generated as H it = H (z i ) it for t = 1, . . . , T ; 5. given the generated value of H it , the outcomes Y ijt are generated, for j = 1, . . . , r and t = 1, . . . , T , according to the LM model as specified in Section 3.
As already mentioned, the causal LM model that we estimate is a "marginalized" version of the data generating model based on the previous assumptions. Therefore, in order to assess the properties of the proposed estimator, which is illustrated in Section 4, a crucial issue is determining what is the true value of the parameters of this causal model under the data generating model; the corresponding true parameter vector is denoted by θ 0 . A natural way to define θ 0 is as the point of convergence of the standard maximum likelihood estimator ofθ of θ under a "randomized" version of the assumed data generating model; this estimator is obtained from the maximization of the target function
The randomized sampling scheme is based on the same steps 1-5 indicated above, but at the third step the treatment indicator variable is drawn from a uniform distribution, which is independent of X i , with
Note that the proposed estimatorθ and the estimatorθ are indeed based on two different sampling schemes, with the first possibly affected by selection bias.
In the following, we establish the consistency of the proposed estimator which is based on the fact that this estimator and the randomized one are based on the maximization of two functions that, divided by n, converge in probability to the same function as the sample size increases.
Proposition 1. As n → ∞, the estimatorθ under the data generating model described above and the estimatorθ under the randomized sampling scheme converge in probability to the same point θ 0 of the parameter space.
Proof. See Appendix.
A final point we here discuss regards the properties of BIC to select the appropriate number of latent states k. In dealing with standard finite mixture models, the consistency of this criterion has been established in Keribin (2000) , where consistency means that the true number of mixture components is selected with probability approaching to 1 as n → ∞. Moreover, McLachlan and Peel (2000) suggests this criterion as suitable in typical applications of mixture models and, similarly, Bacci et al. (2013) showed, on the basis of a deep simulation study, that it tends to outperform alternative selection criteria for the traditional LM model. Moreover, advanced versions of BIC have been recently introduced and studied from the point of view of consistency when the assumed statistical model is estimated by composite, instead of full, composite likelihood; see Gao and Song (2010) .
In the present causal framework, the above results are not directly applicable essentially for two reasons.
First, the estimated model is not directly the data generating model, but a "marginalized" version of this one. Second, the adopted estimator is not a standard likelihood estimator neither a composite likelihood estimator. However, we expect BIC to perform properly in applications for the causal LM model here illustrated. This conclusion is supported by the simulation results that are illustrated in the following section.
Regarding the choice of the number of latent states, our point of view is that it is not essential to spot the "correct" number of latent states only on the basis of the observed data in a causal model as the present one. In fact, reasons of interpretability and stability of the results may lead to choosing a different number of latent states with respect to that indicated by a selection criterion. Moreover, adopting solely a selection criterion based on the observed data may lead to choosing an increasing number of states as the number of time occasions T increases. In fact, as T increases, the differences between individuals in terms of observable path tend to increase and it is easier to spot these differences as the amount of information increases. However, the fact that in the same applicative context and for the same group of individuals two different values of k may be suggested, depending on the length of the period of observation, may be undesirable from the interpretative point of view.
Simulation study
In order to study the finite-sample properties of the estimator illustrated in the previous section, we performed a simulation study in which the estimates obtained from this method are compared with those obtained from the naive estimation method of the LM model without using PS weighting and those obtained in the case of randomized treatment. Details about the simulation design and its results are illustrated in the following.
Simulation design
We assume the existence of two covariates affecting both the treatment and the value of the potential outcomes H
it for all possible treatments z; the first of these covariates (x i1 ) is continuous and is generated from a standard normal distribution, whereas the second (x i2 ) is binary with two possible values, -0.5 and 0.5, having the same probability. The observed values of these two covariates are collected in the vector x i . The simulation is based on the following generating model for the POs at the initial time occasion
whereas for the next occasions we have
. . , k, h = 2, . . . , k, and z = 1, . . . , l. Note that in the above expressions we add an asterisk to the parameters α h , β hz , γh h , and δ hz , as these parameters are different from those of the causal LM model.
In fact, as already explained in Section 5.1, this model does not coincide with the data generating model.
In the base-line simulation design, we assume k = 2 latent states and l = 2 treatments, and we fix α * 2 = −1, β * 22 = 2, τ 2 = 1, γ * 12 = −1, and γ * 22 = 1, with δ * 22 = β * 22 /2 and ψ 2 = τ 2 /2, so that the effect of treatment and covariates is smaller on the initial occasion with respect to the following ones. The assignment mechanism of the treatment is based on the assumption
Given the same assignment mechanism, with k = 3 latent states, and again l = 2 possible treatments, we fix α * 2 = −0.5, α * 3 = −1.5, β * 22 = 1.5, β * 32 = 3, γ * 12 = −1, γ * 13 = −2, γ * 22 = 1, γ * 23 = 0, γ * 32 = 1, γ * 33 = 2, τ 2 = 0.5, and τ 3 = 1, with δ * h2 = β * h2 /2 and ψ h = τ h /2 for h = 2, 3. Under the scenario with l = 3 treatments, we assume that the treatment is assigned according to the multinomial logit model based on the following assumption:
Moreover, with k = 2 we use the same values as above for all the parameters of the model for the potential outcomes, with β * 22 = 1 and β * 23 = 2. Similarly, with k = 3 we assume β * 22 = 0.75, β * 23 = 1.5, β * 32 = 1.5, and β * 33 = 3. In both cases we have δ * hz = β * hz for all h and z. Under each model defined as above, we drew 1,000 samples of size n = 1000, 2000 for a number of time occasions T = 4, 8, so that there are 16 scenarios overall. For every sample, the causal effects were estimated by the proposed method and its unweighted version. Moreover, for comparison, the corresponding estimates based on a randomized design were obtained. The latter amounts to draw the assignment variables Z i from a generalized Bernoulli distribution with l categories having the same probability, and then independently from the pre-treatment covariates, and applying the unweighted estimator on the resulting data.
Simulation results
The results in terms of parameter estimates are reported in Table 1 for the case of l = 2 treatments. We also considered selection of k on the basis of BIC. Regarding this aspect of model selection, the results are reported in Table 2 for l = 2. For l = 3, the results are in Tables 3 and 4. In Tables 1 and 3 , the estimator based on randomized samples is denoted as "randomized", that based on the proposed estimation approach when samples are affected by confounding is denoted as "proposed", and the estimator which does not correct for confounding is denoted as "naive", being based on the maximization of the standard (unweighted) likelihood function.
[ Table 1 Tables 1 and 3 , which are obtained under different scenarios, we conclude that the bias of the proposed estimator is typically negligible. We stress that this bias is computed as the difference between the mean of the estimates based on the proposed method and that of the estimates based on the randomized experiment, as we do not directly estimate the parameters of the data generating model. Therefore, it would not be correct to directly compare, for instance, the average of the estimates of the parameters β hz with the proposed method with the true value of the parameters β * hz assumed in the data generating model. We also find that, as expected, the standard deviation of the proposed estimator decreases as n and T increase; in particular, it decreases with a rate close to √ n.
On the other hand, the bias is typically large for the naive estimator. This bias does not reduce as the sample size and/or the number of time occasions increases and confirms that, differently from the proposed estimator, the naive estimator is inadequate and may lead to completely wrong results. These results would also be very different from those obtainable if the treatment was perfectly randomized.
Finally, it is worth noting that, according to the results in Tables 2 and 4 , BIC performs very well in choosing the optimal number of latent states. Therefore, we conclude that it is an adequate selection criterion also when the weighted log-likelihood estimator is applied and this justifies the rule in equation (5) to compute the PS weights.
Application
In this section, the proposed methodology is illustrated through an application focused on the estimation of ATE of the degree type on the Human Capital (HC) development. In particular, we compare individuals who graduated in different subjects taking into account the university labour market transition in the first period after graduation, so as to consider their work path; see also .
In the following, we first describe the context of the study and the available data. Then, we show the main results of the application and we provide some remarks about the estimated effectiveness of the different types of degree.
Data description
We represent HC by a sequence of individual latent variables having a longitudinal dimension, so as to study its evolution across time. This follows Heckman (2000) , who conceived HC as a latent variable which is affected by investment in education, individual ability, type of higher education. In turns, HC affects income, other outcomes (manifest variables) describing the stability of the job position, and skills actually employed in comparison with the acquired ones.
In order to properly assess the effect of university studies on the transition to the labor market, we consider the following aspects: (i) different outcomes may describe how much knowledge improves the personal opportunities on the job market, taking into account not only earnings but also indicators of job stability and improvement in skills; in this regard, Harpan and Draghici (2014) suggested that HC must be measured also including non-monetary aspects as well as considering its development; (ii) the phenomenon has a longitudinal perspective and the evolution of the outcomes observed at repeated occasions is of main importance; (iii) the treatment of subjects is not controlled and there are multiple potential treatments corresponding to different types of degree program. Also note that, as in other model frameworks for causal inference, the pre-treatment covariates are of main importance as the treatment groups differ, already prior to treatment, in a way that can affect the outcomes. This clearly happens in our application so that the groups of individuals with different degrees need to be balanced on the basis of these covariates.
The available data derive from certain administrative archives and concern graduates from the Lombardy region. The Supplementary Material file of the present article provides more details on the administrative archives from which the data are obtained. The dataset refers to 1,144 individuals who graduated in 2007 from four universities and are resident in the area surrounding Milan. Note that, in this area, these universities are comparable in terms of prestigious and quality and then we rule out a differential effect between them in terms of work path. On the other hand, we study the effect of different types of academic graduation; in other words, the type of graduation is the treatment of interest. For this aim, we deal with a cohort of graduates who have been observed along four quarters after graduation, covering in this way one year.
The percentage of the graduates for each type of degree, as well as the descriptive statistics for the available pre-treatment covariates conditional on each treatment, are provided in the Supplementary Material file. In this regard, note that Z i is discrete variable with l = 5 treatments equal to: 1 for technical degrees, 2 for architecture, 3 for economic degrees, 4 for humanities degrees, and 5 for scientific degrees. The groups are not balanced in terms of pre-treatment covariates; in particular, there are relevant differences between graduates with a technical degree and those with other degrees.
The following r = 3 response variables concerning graduates' employment status are available for each of the four quarters of observation:
i) contract type with categories: none, temporary, and permanent;
ii) skill with categories: none, low/medium, and high;
iii) gross income in Euros (e) with categories: none, 3750 e, and >3750 e.
Then, we have r = 3 and c j = 3 for j = 1, . . . , r, as all variables have three response categories. Note that the category none means that the contract type is not temporary neither permanent but some less qualified type of contract. The category none for skill corresponds to those jobs not requiring any qualified skill, and for income this category refers to incomes gained from other sources.
Regarding the response variables, note that we essentially distinguish between temporary and permanent contracts. Moreover, the gross income is reported quarterly and we choose to consider the threshold of e15,000 yearly, which corresponds to e3,750 quarterly. The third response variable is based both on skill level and skill specialization. According to the definition of HC given above, the observed response variables we dispose represent a manifestation of this latent construct. The local independence assumption is reasonable and, from our point of view, no other dependences in the data need to be specified.
Results
We first consider the selection of the pre-treatment covariates to be used to compute the weights (first step).
Then, we show the estimated parameters related to ATE of the degree on the work path (second step).
Selection of the pre-treatment covariates
As illustrated in Section 4, the individual weights are computed on the basis of the estimated multinomial logit model for the treatment, which is based on equation (4).
In general, it is important to select the appropriate pre-treatment covariates that enter in this model; see also McCaffrey et al. (2013) . In this respect, we start from an analysis of the dependence of each of these covariates with the type of university degree. For quantitative covariates, such as family's income, the analysis is based on an ANOVA model and only covariates for which a clear dependence with the type of degree is ascertained are included in the multinomial logit model. covariate is considered to have a strong dependence with the choice of the degree type when the hypothesis is rejected that the means of this covariate for the different degrees are equal. In the case of qualitative covariates, such as gender, we instead use a chi-square test of independence for contingency tables. Therefore, we choose the following among the pre-treatment covariates: gender, district of birth, final grade at high school diploma, type of high school.
The parameter estimates of this multinomial model are reported in Table 5 .
[ Table 5 about here.]
In Table 6 we report some descriptive statistics for the distribution of each of these covariates given the degree type and accounting for the PS weights based on the fitted multinomial model.
[ Table 6 about here.]
From Table 6 we observe that the balance between the groups corresponding to the different university degrees is considerably higher with respect to the initial distributions (compare with Table 2 in the Supplementary Material file). For instance, the percentage of females among graduates in a technical subject is around 20% and it is around 80% among graduates in a humanities subject. After re-weighting, these percentages become equal to 45% and 49%, respectively, and they are close to those computed for the other university degrees. A similar convergence between the distributions corresponding to the other degree types is observed for the remaining three covariates.
Results of the model fitting
After the individual PS weights have been obtained, we estimated the proposed LM model for an increasing number of latent states not larger than 4, so as to avoid models of difficult interpretation, and under this constraint we selected this number on the basis of BIC, as illustrated in Section 4. It turns out that the number of latent classes is k = 4 corresponding to the minimum of the BIC index among the values of k we considered. The corresponding maximum weighted log-likelihood is (θ) = −5180.00, with 63 free parameters, so that BIC = 10803.66.
The estimates of the conditional response probabilities (φ jy|h ) obtained under the selected model with four latent states are reported in Table 7 and are also illustrated in Figure 1 .
[ Table 7 According to the estimates of the parameters φ jy|h we can rather easily interpret the latent states according the corresponding distribution of the response variables. In particular, the first class corresponds to the cluster of unemployed individuals, and then the probability of the first category is equal to 1 for each response variable. On the other hand, the fourth latent class corresponds the subpopulation of individuals in very good work conditions, as they have a permanent contract and tend to have a job with high skill level and high income. The interpretation of the other two classes is less straightforward, even if it is clear that they are intermediate between the first class and the fourth. In particular, the second class is that of individuals that typically have a temporary contract for a low/medium skill job. Individuals in the third class differ from those in the second for having a higher probability of making use of their high skills. Overall, the interpretation of these classes in terms of HC may be summarized as follows:
• 1st class: lowest HC level;
• 2nd class: intermediate HC level with high probability of a temporary job, requiring a low/medium skill level, and intermediate income level;
• 3rd class: similar to the 2nd class with the exception of a higher skill level and a slightly higher income;
• 4th class: high HC level with permanent contract, intermediate-high skills, and high income.
It is also worth noting that, although these latent classes can be easily interpreted, they are non-monotonically ordered, implying that the constraint of monotonicity only holds for certain pairs of classes, such as the pair (1,4); however, this constraint does not hold for the pair (3,4). Then, avoiding to incorporate in the model the constraint of monotonicity by parametrizing the conditional response probabilities is a proper choice as this constraint would reduce the model fit considerably.
The estimates of the regression coefficients α h and β hz affecting the initial probabilities of the hidden Markov chain, see equation (2), are reported in Table 8 , with the indication of the significance level for the test that each of these parameters is equal to 0. For the corresponding estimated initial probabilities see Table 9 . We recall that every parameter β hz may be interpreted as an ATE of degree (treatment) z, with respect to a technical degree (z = 1), in terms of initial probabilities expressed on the logit scale. In Table   8 we also report the estimates of the pairwise differences β hz 1 − β hz 2 , z 2 = z 1 , which can be interpreted in terms of ATE of treatment z 2 with respect to treatment z 1 . The estimates of the parameters γh h and δ hz referred to the causal effect on the transition probabilities, see equation (3), are reported in Table 10 , together with estimates of the differences γ hz 1 − γ hz 2 , z 1 = 2, . . . , l − 1, z 2 = z 1 , and the indication of the significance level for each of these parameters, which may be again interpreted in terms of ATE on the transition probabilities.
[ On the basis of the estimates of the logit regression parameters for the initial probabilities, reported in in Table 8 , we conclude that, at the beginning of the period of observation, there is a statistical significant difference in terms of effect on HC of technical degrees with respect to architecture and humanities degrees and in favor of the first ones. There is also a significant differential effect of economic degrees with respect to architecture and humanities degrees. This conclusion is confirmed by the estimated initial probabilities for each type of treatment given in Table 9 , which show that technical and economic degrees have the lowest probability that a graduate is in the first latent class (0.45 for both degrees) and the highest probability that he/she in the last latent class ( 0.17 for technical and 0.15 for economic degree). Then, scientific degrees correspond to intermediate estimates of both probabilities (0.65 for the first class and 0.10 for the last) whereas, with reference to architecture and humanities degrees, we have the highest probabilities for the first class (0.75 and 0.67, respectively) and the lowest probabilities for the last class (0.07 and 0.05, respectively). It is interesting to note that, looking at the initial probabilities of the first or the last class, we obtain substantially the same ranking of the degree types in terms of effect of initial HC level, an aspect that gives consistency to our findings. In summary, we can rank the degrees as follows in terms of their effectiveness at the beginning of the period after graduation: technical, economic, scientific, humanities, architecture. We rank architecture as the last degree type on the basis of the initial probability of the first latent class although humanities has a lower probability for the last latent class, but the difference is small.
The picture is somehow different in terms of causal effects of the degree type on the evolution of the HC level, which is represented through transition probabilities. In fact, on the basis of the estimates of the logit regression parameters affecting the transition probabilities (Tables 10) we conclude that there are significant differences between technical degrees and all the other types of degree during the period of observation and between economic and architecture degrees in favor of the first.
The above conclusions in terms of ranking of the degree types are confirmed by the estimated transition probability matrices reported in Table 11 for each type of degree and which are computed on the basis of the estimates reported in Table 10 .
[ Table 11 about here.]
All matrices are characterized by a rather high persistence, with elements in the main diagonal always greater than 0.65, many of which are also greater than 0.8. However, some differences emerge between these transition matrices. In order to ease the comparison, it is again convenient to focus on the first and the last latent classes, corresponding to the subpopulations of individuals with the lowest and the highest HC level,
respectively. In particular, we observe that for technical degrees there is the lowest probability of remaining in the first latent class (0.72) and then the highest probability of moving away from this class, meaning that this type of degree induces the best improvement in terms of HC. For this type of degree we also have the highest probability of remaining in the last class (1.00). The second lowest probability of remaining in the first class is for economic degrees (0.84), corresponding to the second highest probability of remaining the last class (0.99). The third lowest probability of remaining in the first class is for humanities degrees (0.85), corresponding to the second lowest probability of remaining in the last class (0.97). Finally, for scientific degrees we have the second lowest probability of persistence in the first latent class (0.86) and the third lowest probability of remaining in the last class (0.97), whereas for architecture we have the highest probability for the first class (0.89) and the lowest for the last class (0.95).
Overall, we conclude that there is a rather clear ranking between university degrees in terms of impact on the HC level which is as follows:
• Technical degrees: highest effect at the beginning and in terms of evolution of HC level;
• Economic degrees: impact close to technical degrees and in terms of evolution of HC level;
• Scientific degrees: significantly worse impact with respect to technical and economic degrees;
• Humanities and Architecture degrees: worse effect at the beginning and in terms of evolution of HC level.
In order to assess how these conclusions are sensitive to the initially selected set of covariates, we performed the same analysis using all the available pre-treatment covariates to compute the individual weights. This amounts to fit the multinomial logit model, based on equation (4), with all these covariates and obtain in this way the PS weights. The results of this second fitting are very close to those obtained above, leading to the same conclusions about the effect of the treatment of interest. For details about this comparison we refer the reader to the second part of the Supplementary Material file.
Conclusions
We propose a novel approach for estimating Average Causal Effects (ATEs) when dealing with longitudinal data in observational studies and in the presence of multiple treatments. It is based on integrating the Latent Markov (LM) model with modeling techniques based on the potential outcome framework (Rubin, 1974 (Rubin, , 2005 . We introduce a causal inference perspective into the LM model and, at the same time, we extend the causal inference approach developed by Lanza et al. (2013) Of main importance is the estimation of the ATEs which are expressed in terms of initial probabilities of the latent classes and transition probabilities between these classes, so as to separate the impact at the beginning of the period of observation from that on the evolution of the characteristic of interest.
The model is fitted by a two-step maximum likelihood estimation procedure based on first estimating a multinomial logit model for the probability of taking each type of treatment given suitably chosen pretreatment covariates. Then, a weighted log-likelihood of the LM model, with weights computed on the basis of the estimates computed at the first step, is maximized so as to obtain the parameter estimates. This second step is based on the expectation-maximization algorithm (Dempster et al., 1977) . Reliable standard errors for the model parameters are obtained by using a non-parametric bootstrap method (Davison and Hinkley, 1997) . The number of latent classes is selected by the Bayesian Information Criterion (BIC; Schwarz, 1978) .
The selection of the appropriate pre-treatment covariates is made by considering an ANOVA model for the quantitative covariates and a chi-square test of independence for qualitative covariates. These covariates are selected if they show a significant dependence with a specific type of treatment. Moreover, the use of the multinomial logit parameterization for the initial and for the transition probabilities of the latent variables implies that the number of parameters to be estimated may be potentially high. However, we introduce a constrained form that makes the model more parsimonious and, in the causal context, this is a suitable parameterization because it allows us to estimate the effects of interest in case of multiple treatments. A partially ordered hidden Markov model, as that proposed by Ip et al. (2013) , may be also considered.
We assess the asymptotic properties of the proposed estimator by taking into account the data generating model. We provide a proposition of its consistency by showing that it converges to the same point of the parameter space at which the standard estimator converges under a perfectly randomized sampling scheme.
Then, we assess the finite-sample properties of the proposed causal effect estimator by means of a simulation study. In this study, we compare the results especially in terms of bias of the proposed weighted estimator with the naive unweighted estimator of the LM model and with the estimator based on a randomized assignment of the treatment. As expected, the proposed estimator has a negligible bias, whereas the naive estimator may have a huge bias. We also evaluate the performance of the BIC and we conclude that this criterion is able to select the correct number of latent states also when used within the weighted likelihood approach. According to the simulation study we conclude that the proposed approach leads us to an adequate estimator of the causal effects of interest.
In the application, we aim at studying the development of the Human Capital (HC), and the related university-to-work transition phenomenon, due to the different types of degree. We refer to a definition of HC as a latent construct related to the skills, competencies, and attributes embodied in individuals that are relevant to the economic activities, with particular reference of the labor market. The response variables are categorical and they have been chosen in order to capture different aspects of the individuals.
In fact, we conceive HC as a "potential version" of a latent variable which underlies the three employment quality measures, in accordance with the most recent definitions of HC. Therefore, the local independence assumption is reasonable. The analyzed data are referred to the first year after graduation of the entire population of graduates in 2007 in four universities in Milan and certain important pre-treatment covariates are available. We observe the relevant factors contributing to the treatment assignment and then the assumption of absence of unmeasured confounders is no doubtful. However, the latter may be also assessed by a sensitivity analysis which may be considered in subsequent studies. By applying the proposed approach to the data at hand, we selected a model with four latent states. We show that the results have an easy interpretation and a rather insensitive to the specification of the multinomial logit model used to obtain the initial Propensity Score (PS) weights. We conclude that the different types of academic degree have significantly different effects on the work path. The choice of different treatments (type of degree) has an impact on the return of investment in HC, the increase of which is higher for those having a technical and economic degrees respect to other degrees. The model also allows us to rank university degrees in terms of impact on HC levels. It also worth mentioning that, by applying the same proposal and relaying on more time occasions, we might study the long term effects of the degrees.
Finally, we stress that the proposed model is very flexible as it may be easily extended to the case of mixed response variables. Another possible extension of interest is for multilevel data; this extension could be formulated according to the approach adopted in where additional discrete latent variables are introduced to account for the dependence between the individuals in the same clusters. In this case a two-step estimator may be still used, with the first step consisting in the computation of the PS weights and the second consisting in the maximization of the weighted model likelihood. The main complication is in this second step and, in particular, in the estimation algorithm. This difficulty is given by the presence of a complex latent structure based on several latent variables that are dependent each other.
Moreover, special care must be paid to the method for obtaining the standard errors for the parameter estimates, so as to account for the within-cluster dependence in addition to the two-step nature of the estimator. As suggested by a Referee, one possibility would be to implement a bootstrap algorithm based on resampling units within each cluster.
The denominator of (10) may be rewritten as
where f 0 (x) refers to the true distribution of the covariates. Using similar arguments, we also have that
where
where the expected value E 0 (·) is computed under the randomized sampling scheme in which each treatment has the same probability 1/l, so that
Now consider the average version of the target function defined in equation (9), that is,
By standard arguments we have that
Therefore, the two target functions on which the two estimators are based convergence to the same function defined in equation (11). Since usual regularity conditions about the two involved likelihoods are satisfied, it follows that bothθ andθ converges in probability to the same point θ 0 of the parameter space. Table 1 : Results in terms of parameter estimates for the case of l = 2 treatments. . Table 3 : Results in terms of parameter estimates for the case of l = 3 treatments. . Table 10 : Estimates of the logit regression parameters affecting the transition probabilities of the latent process under the selected causal LM model ( † significant at 10%, * significant at 5%, * * significant at 1%).
