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We review the so called A-scaled Nambu–Jona-Lasinio (NJL) model both in the vacuum
and at finite temperature and density in the case of 3 flavors (u, d, s). Starting from QCD
and integrating out the gluons, we show how to reintroduce some of their effects in order
to take into account the trace (or scale) anomaly of QCD. The axial UA(1) anomaly is
also present in the model in order to discuss the η′ particle. In the present work we treat
the pseudoscalar and scalar sectors, pointing out the defects related to the omission of
the vector particles. We use our model to study the restoration of chiral symmetry as a
function of temperature, the thermodynamical functions and the equation of state, and
we survey the mixing between the scalar isoscalar particles and the glueball.
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I. INTRODUCTION
Quantum chromodynamics (QCD), the theory of strong interaction, is well suited to perform calculations
at high energy-momentum. The non-linearity in the gluon sector (three- and four-gluon vertices) together
with the high value of the coupling constant make it difficult, if not impossible, to apply standard
calculational techniques for the description of the hadronic sector. One has then to choose between two
strategies: either to put QCD on a lattice or to search for simplified models believed to mimic QCD in a
given range of energy-momentum. Needless to say, due to the structure of QCD (high number of degrees
of freedom (d.o.f.)) and problems related to the treatment of fermions on the lattice (fermion doubling,
fermion determinant), lattice gauge theory is restricted to a very small number of space and time slices.
Although improved discrete actions can lead to the hope that these small lattices already give stable
outputs, it can be advantageous to turn to the second strategy. It is not, of course, solving QCD but it
can shed some light on the way the true theory behaves.
It is not our purpose here to describe the different models which exist. We shall mainly focus on an
extension of the Nambu Jona-Lasinio (NJL) model, while keeping in mind that it is a simplification
of the Global Color Model (GCM). The NJL model was invented by analogy with superconductivity.
The physical phenomenon underlying the BCS theory is the creation of an energy gap, resulting from
interactions of electrons with phonons, near the Fermi surface in the spectrum of one-fermion excitations.
However, the gap is not sufficient to realize superconductivity whose essence is related to the appearance
of the gap through the dynamical breaking of U(1) gauge symmetry.
In the absence of a current quark mass term m, QCD possesses an additional symmetry named the chiral
symmetry which is related to the fact that the two inequivalent representations of the Lorentz group
for spinors ((1/2, 0) and (0, 1/2)) transform independently (if m = 0). As soon as this symmetry is
dynamically broken, one might expect that the fermions will acquire (dynamical) masses. For a review
of the dynamical breaking of chiral symmetry in quantum field theory, see [1].
A. Symmetries
In this section, we discuss the symmetries connected to the QCD Lagrangian which are of concern for
the construction of effective theories modeling it.
The basic theorem for the examination of symmetries is Nœther theorem. It states that for any invariance
of the action under a continuous transformation of the fields, there exists a classical charge Q which is
time-independent and is associated with a conserved current, ∂µJ
µ = 0.
A deviation from this theorem implies that either the symmetry is only an approximate one (for example
the chiral symmetry for light quark masses) or that quantum corrections have broken it: we enter the
world of anomalies. Moreover, there still exists the possibility that the symmetry is spontaneously broken
(this is the case of the chiral symmetry).
Although gauge invariance is of prime importance in QCD, because it is the basis to justify the QCD
Lagrangian, it is of little interest in this work since we shall work within the frame of the NJL model
which is not locally gauge invariant. (It is however globally color invariant.) The relevant symmetries in
the present context are shown below, where we indicate the corresponding transformations of the fields,
and the status of the conservation1. We restrict ourselves to three flavors of quarks u, d, s and we take
the convention to denote by m the current quark mass matrix diag(mu,md,ms), and by q the vector
representing quarks in the flavor space q =diag(qu, qd, qs).
• Global gauge symmetry: as stated above, NJL is not locally gauge invariant but only globally
invariant. The color enters only through the number Nc of each quark flavor. In the GCM model,
the important features of local gauge invariance of the color group SU(3)c such as confinement and
asymptotic freedom can be parametrized in the form of an effective two-point gluon propagator
(see below). However, this is not the case for the NJL model where an unphysical meson to quark-
antiquark pair threshold is a direct consequence of the lack of confinement.
1In addition to these symmetries, QCD is also invariant under Lorentz transformations, P , C, T and G−parity,
which are also symmetries of the NJL action.
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• Scale symmetry: 

xµ → λ−1xµ,
Aaµ → λAaµ,
q → λ3/2q,
is exact in the limit of vanishing current quark mass m = 0. However, this symmetry is broken by
quantum effects (see below).
• Vector U(1)V symmetry or Baryonic number conservation: q → exp(iα)q.
• Quark number conservation: qi → exp(iαi)qi (i = u, d, s): each flavor has its own conserved
number.
• Axial U(1)A symmetry: q → exp(iγ5α)q is exact in the limit of vanishing current quark mass
m = 0. This symmetry is broken by quantum effects, which explains why it is not seen in the
spectrum of physical states.
• Isospin symmetry:
q ≡
(
u
d
)
→ exp(iτaαa)q , a = 1, ..., 3.
Contrary to axial symmetry, isospin symmetry is exact in the limit where light quark masses are
equal mu = md (τa are the Pauli matrices).
• Vector SU(3)V symmetry:
q ≡

 ud
s

 → exp(iλa
2
αaV )q , a = 1, ..., 8.
The isospin symmetry can be generalized to the three-flavor case and is exact if mu = md = ms (λa
are the SU(3) flavor Gell-Mann matrices). This approximate symmetry explains why the hadrons
are ordered into multiplets.
• Axial SU(2)A and SU(3)A symmetries:
q ≡

 ud
s

→ exp(iγ5λa
2
αaA)q , a = 1, ..., 8 (SU(2)A : λa → τa).
The quark flavors can also be mixed in the axial case. This symmetry is exact as long as mu =
md = ms = 0. This approximate symmetry is not seen in the spectrum. Axial transformations
alter the parity that is associated with a state. A manifestation of SU(2, 3)A in nature would
require that each isospin (or SU(3)V ) multiplet be accompanied by a mirror multiplet of opposite
parity. In the same way, since we do not observe opposite parity partners to all hadrons, the U(1)A
symmetry cannot be realized directly by QCD. While the axial SU(3)A symmetry is realized in the
Goldstone mode through the dynamical breaking of chiral symmetry, U(1)A is never realized, being
completely broken by quantum effects (the anomaly).
• Chiral symmetry: vector and axial SU(3) symmetries can be combined to realize transformations
on the left and right parts of the quarks (qR
L
≡ 1∓ γ5
2
q):
SU(3)V ⊗ SU(3)A ↔ SU(3)L ⊗ SU(3)R,
where
SU(3)L ⇒ qL → exp(iλa
2
αaL)qL, SU(3)R ⇒ qR → exp(i
λa
2
αaR)qR.
Under chiral symmetry, left-handed and right-handed quarks transform independently. This sym-
metry is broken by the quark mass matrix m. Apart from this explicit breaking, chiral symmetry
is also spontaneously broken down to SU(3)V .
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Spontaneous symmetry breaking and anomalies
As mentioned above, a symmetry can be manifested in several ways.
• It may remain exact. This is the case of the electromagnetic gauge symmetry (except for supercon-
ductivity) and the color gauge symmetry of QCD2.
• It may be explicitly broken. This is the case of the isospin symmetry if mu 6= md or the axial SU(2)
or SU(3) symmetry if m 6= 0.
• It may be hidden. It is an invariance of the action but not of the ground state: the symmetry is
not seen in the spectrum of physical states. Two types of mechanisms [6] are possible.
1. The symmetry can be spontaneously broken. It is the case of the SU(2)L symmetry in elec-
troweak interactions. The breaking requires the presence of scalar fields (Higgs fields in elec-
troweak interactions) which give rise to vacuum expectation values. The order parameter
associated with the breaking is based on an elementary operator. In the case of the Higgs
mechanism, the order parameter is the vacuum average of the scalar field.
2. The symmetry can be dynamically broken: it does not require any scalar field. This is the
case of the chiral SU(2, 3)L⊗SU(2, 3)R symmetry in QCD, or the U(1) electromagnetic gauge
symmetry in superconductivity. The order parameter is given by the vacuum average of a
composite (and not elementary) operator. In the case of dynamical chiral symmetry breaking,
the order parameter is the quark condensate3 < 0|q¯q|0 >.
In the following we shall use the term “spontaneous symmetry breaking” to describe both cases
of hidden symmetry, making the distinction when appropriate. To the notion of hidden symmetry
can be attached the Goldstone theorem: if a theory has a continuous symmetry of the Lagrangian
which is not a symmetry of the vacuum4, there must exist one or more massless bosons (Goldstone
bosons). This means that spontaneous or dynamical breaking of a continuous symmetry will entail
massless particles in the spectrum. The Goldstone theorem, associated to the dynamical breaking
of chiral symmetry, explains the small pseudoscalar nonet mass (π0, π±,K0, K¯0, η, η
′), except for the
η′. In fact, in the limit of vanishing current quark mass, both pions, kaons and η have a vanishing
mass in accordance with the Goldstone theorem. Their nonzero value is just the reflection of the
explicit breaking of chiral symmetry by current quark mass. The fact that the strange quark mass
is heavier than the up and down quark mass implies a greater corresponding explicit breaking and
thus a heavier mass for the kaons (and η′ without the axial anomaly, see section ID 4) compared
to the pions. The breaking of chiral symmetry can be summarized by
SU(3)L ⊗ SU(3)R ⇒ SU(3)V .
• The symmetry may have an anomaly. An anomaly is a symmetry of the action (classical level)
which can be broken by quantum effects: the Nœther theorem is no longer valid. In QCD, this
is for example the case of the axial U(1)A and scale symmetries: even if the quark masses are
identically equal to zero, the corresponding current does not vanish. For the axial U(1) symmetry,
we get (F, F˜ are the SU(3) field strength tensor and its dual, respectively, βQCD is the Callan-
Symanzik β-function of QCD and γm is the mass anomalous dimension)
∂µ(q¯γµγ5
λ0
2
q) = 2iq¯γ5m
0λ
0
2
q +
√
3
2
g2
32π2
F aµν F˜
µν
a , (1)
2See however the works [2–4] and [5] where the authors, taking care of both the quark and diquark d.o.f., show
that the global color symmetry might be dynamically broken by the formation of a < qq > condensate of quark
Cooper pairs.
3Other order parameters are possible. The quark condensate is the simplest one. However, it should be stressed
that although < 0|q¯q|0 > 6= 0 implies dynamical chiral symmetry breaking, the reverse is not true.
4This is the Goldstone mode of the symmetry, by opposition to the Wigner mode. Goldstone mode can only
occur in the case of an infinite number of d.o.f.
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while the scale anomaly reflects itself in the form
∂µJ
µ = θµµ = (1 + γm)
NF∑
i=1
q¯imiqi +
βQCD
2g
F aµνF
µν
a . (2)
An other example of anomaly5 concerns the decay of neutral pions into two photons π0 → γγ.
The isovector axial current J
(3)
5µ ≡ u¯γµγ5u − d¯γµγ5d is not conserved in the quantum world: its
divergence leads to a term FF˜ , where F is now the electromagnetic field strength tensor. The
strong axial anomaly (1) is believed to give its high mass to the η′ particle compared to the other
members of the pseudoscalar nonet.
With this small introduction on symmetries, dynamical breaking and anomalies, we are now in a position
to understand the basis of the NJL model which is described below as a limiting case of the global color
model.
B. From QCD to GCM
Our purpose is to discuss the NJL model as an approximation of QCD and its extensions. Our starting
point is the global color model (GCM) of which NJL is a particular case.
QCD is the theory of quarks and gluons. However, gluons are often neglected in favor of an effective
interaction between quarks. This is the case for non-relativistic models such as the quark model as well as
for relativistic models such as the NJL model. For models incorporating the dynamical breaking of chiral
symmetry, one argues that the interaction between quarks and antiquarks, coming from complicated
processes of gluon exchange, is attractive and leads to an effective interaction between quarks. This
interaction is responsible for quark-antiquark condensation in the vacuum, when the interaction exceeds
a critical strength. Although still a symmetry of the Lagrangian (ifm = 0), the condensation is responsible
for the fact that the vacuum is no longer symmetric under SU(3)A transformations. This leads to massless
Goldstone bosons as well as a dressing of quarks by q¯q pairs.
The shape of the effective interaction is important to model QCD and its choice is a competition between
mathematical simplicity (still retaining some important aspects of QCD such as dynamical symmetry
breaking and, more generally, the relevant global symmetries) and conceptually more appealing ap-
proaches, at the price of loosing simplicity. While NJL belongs to the former, the latter corresponds to
the more general GCM-type model.
In this section, we summarize the main steps which enable going from QCD to GCM.
The QCD [7] Lagrangian is given by:
LQCD = q¯(iγµ∂µ −m)q − 1
4
(F aµν)
2 + gq¯γµAµq, (3)
where q is the quark field in flavor and color spaces (in the fundamental representation) and g is the
coupling constant. The quantity Aµ is a shortened notation for the eight gluon fields Aµ = A
a
µλ
a/2 in the
adjoint representation, where λa (a = 1...8) acts in the color space. The second term is the Yang-Mills
Lagrangian, constructed from the gluon field strength:
F aµν = ∂µA
a
ν − ∂νAaµ + gfabcAbµAcν . (4)
The last term of eq. 4 gives an interaction term between gluons (three- and four-gluon couplings) and
is due to the non-Abelian structure of the theory (the totally antisymmetrical coefficients fabc are the
structure constants of SU(3)). The last term of the Lagrangian (3) gives the coupling between the gluon
fields Aaµ and the color quark currents
jµa = q¯
λa
2
γµq. (5)
5The reference [6] is a good introduction on anomalies in the standard model. Its chapter VII-3 deals with purely
hadronic processes through the study of the Wess-Zumino-Witten anomaly action.
6
In quantum theory, a given Lagrangian has to be supplied with a quantification procedure which is
chosen here to be the Feynman prescription: solving the quantum theory is equivalent to search for
the vacuum-vacuum transition amplitude defined through the following functional integral in Minkowski
space:
ZQCD =
∫
DqDq¯
∫
DAaµ exp
(
i
∫
d4xLQCD
)
. (6)
The integration over gauge fields has to be carried out only over gauge inequivalent orbits, which is
performed by fixing the gauge and using the Faddeev-Popov trick [7]. In the following, this is supposed
to be included in the gluon measure DAaµ. Several procedures have been investigated to manage the
functional integral (6). For example, Alkofer and Reinhardt [8–10] use the field strength method to
obtain an effective action for an auxiliary field, describing the non-perturbative vacuum already at tree
level. Making a quadratic expansion around this auxiliary field, these authors are able to obtain a color
current-current interaction, which is local in the limit of small momenta, while being identical to one-gluon
exchange at high momenta.
Another, more usual, approach is possible and described for example in [11,12]. We shall however follow
the notation of [10]. The integration over the gauge fields in (6) is not Gaussian. It cannot be evaluated
exactly6,7. Equation (6) can be rewritten in the form
ZQCD =
∫
DqDq¯ exp
(
i
∫
d4xq¯(iγµ∂µ −m0)q + iW [j]
)
, (7)
where
iW [j] = ln
∫
DAaµ exp
(
− i
4
∫
d4x(F aµν )
2 + ig
∫
d4xAaµj
µ
a
)
. (8)
The idea is to expand (8) in powers of quark currents
iW [j] = iW [0] + g
∫
W (1)(x1)
a
µj
µ
a (x1)d
4x1
+
g2
2!
∫
W (2)(x1, x2)
a1,a2
µ1,µ2j
µ1
a1 (x1)j
µ2
a2 (x2)d
4x1d
4x2 + . . .
+
gn
n!
∫
W (n)(x1 . . . xn)
a1...an
µ1...µnj
µ1
a1 (x1) . . . j
µn
an (xn)d
4x1 . . . d
4xn
+ . . . (9)
The coefficients W (n)(x1 . . . xn)
a1...an
µ1...µn are the connected n-point functions of the gluons without quark-
loop contributions. The second term is
i−2W (2)(x1, x2)
a1a2
µ1µ2 =
〈
Aa1µ1(x1)A
a2
µ2(x2)
〉− 〈Aa1µ1 (x1)〉 〈Aa2µ2(x2)〉 , (10)
which readily shows that W (2)(x1, x2) is the gluon correlation function
8. The GCM model consists in
keeping only W (2), modeling the effect of the suppression of the higher n-point Green functions (n ≥ 3)
through the use of a particular shape for W (2) [11,15–17]. This shape can be chosen to reproduce
important features of QCD such as asymptotic freedom and confinement [18–20]. However it can be
shown that the inclusion of non-canonical quark-gauge boson vertices is still necessary.
6In the field strength formalism, Alkofer and Reinhardt [9] get a Gaussian form for the auxiliary fields they
introduce. This can be integrated exactly, leading to an effective functional for the auxiliary fields.
7An exact calculation can also be performed for the approximations QCD2 and Abelian QCD4 [13,14].
8We have defined
〈O〉 =
∫
DAaµO exp
(
−i/4
∫
d4x(F aµν)
2
)∫
DAaµ exp
(
−i/4
∫
d4x(F aµν)2
) .
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Each function W (n) is separately invariant under Lorentz and global gauge color transformations. How-
ever, only the total sum (9) is invariant under local gauge transformations: its truncation to a given order
is then gauge dependent.
The model is finally described by the Lagrangian
LGCM = q¯(iγµ∂µ −m)q + g
2
2
jµa (x)W
(2)(x, y)abµνj
ν
b (y), (11)
where W (2)(x, y)abµν has the interpretation of an effective gluon propagator.
This model is very appealing in the sense that, while mathematically tractable, it
• gives the correct high momentum limit (through the asymptotic freedom form of the propagator);
• leads to quark confinement (although giving no insight on the mechanism of color confinement,
choosing a form of the gluon propagator so that the quark propagator has no pole on the real axis
is a sufficient – albeit not necessary – condition to ensure the absence of propagation of colored free
quarks [19]);
• is renormalizable (the non-locality of the interaction makes a natural cut-off on high momenta
implied in loops and makes the theory renormalizable. We shall however not discuss the renormal-
ization procedure further on in this paper).
However, the model has the drawbacks associated to its qualities, apart from the lack of local color
invariance:
• the first limitation is of mathematical nature: although tractable, the model is quite heavy to
handle;
• a second limitation is of conceptual nature. To ensure the convergence of calculations – see the
i factor in the exponential of (6) – the model has to be rewritten in Euclidean space9, which has
none of the problems due to the indefinite norm inherent to Minkowski space. However, since the
transcription of non-perturbative equations from one space to the other is not equivalent (except for
simple models) to the analytic continuation of the solutions, the field theory has to be considered
as defined in Euclidean space. This means that a solution of eq. (11) written in Minkowski space
is not a solution of eq. (11) written in Euclidean space. Indeed, the essential singularity at infinity
which is encountered when the quark propagator is an entire function implies that the Wick rotation
cannot be used to justify a change of space (Euclidean→ Minkowski) by just transcripting the form
of the equations [21];
• one should not forget that there is no reason to expect that the effective interaction should have
the form of a gluon exchange interaction. The “derivation” we have given is at best an attractive
intellectual game (which, however, gives a beautiful frame to the model).
C. Fierz identities, Feynman-like gauge, covariant gauge
As we saw in the previous section, removing the full set of gluon Green functions except for the 2-point
one implies that i) we loose the local gauge invariance of the theory and ii) we have to model the 2-point
Green function. The modeling depends not only on space-time but also on internal indices. Without loss
of generality, the gluon propagator can be written10
Dabµν(x, y) ≡ g2W (2)(x, y)abµν = δabDµν(x, y). (12)
In this section, the summation over repeated indices is implicit. We work in Minkowski space and the
notational conventions are from Itzykson and Zuber [22], see appendix A. In particular, we have the
9Note also that results from lattice QCD and from studies through Schwinger-Dyson equations are obtained in
Euclidean space.
10Translational invariance implies D(x, y) = D(x − y). To derive general relations, we shall however keep the
first form up to the end of the derivation of the Fierz identities.
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metric gµν = diag(1,−1,−1,−1), γ5 = γ5 = iγ0γ1γ2γ3, and the totally antisymmetric Levi-Civita tensor
is given by (with ǫµνρσ = −ǫµνρσ)
ǫµνρσ =


+1 if {µ, ν, ρ, σ} is an even permutation of {0, 1, 2, 3},
−1 if it is an odd permutation,
0 otherwise.
(13)
Fierz transformations are useful identities allowing to rewrite the color-color interaction (11) in terms of
physically observable quantum numbers. This is a standard procedure when dealing with mesons and
for a γµ ⊗ γµ structure such as in the Feynman gauge. This procedure has also been recently applied
to the case of diquarks, taking them as building blocks for baryons. However, there has been little
effort to derive these identities in other gauges. This is not important in the Schwinger-Dyson (SD)
and Bethe-Salpeter approach, where Fierz identities are not needed. (For a review of the SD approach
and its application to hadronic physics, see [23].) However, the choice of the gauge is important in the
GCM model, where one introduces the physical fields in terms of the corresponding quantum numbers
as early as in the GCM action coming in the path integral formalism. In fact, this choice leads the
appearance and the coupling between these physical d.o.f. For example, there is no tensor particle in a
Feynman-like gauge. (We denote by Feynman-like gauge [21] a gauge whose Dirac structure is the same
as the Feynman gauge for the perturbative gluon propagator: Dµν(x, y) = gµνD(x, y). It is clear that,
in non-perturbative studies, the Feynman-like gauge is not a conceptually good choice, since it does not
yield the Slavnov-Taylor identity kµkνD
µν = kµkνD
µν
0 (D
µν
0 being the free gluon propagator) which is
valid in arbitrary covariant gauges.) However this “could be” gauge is often used in GCM-type studies
because it simplifies considerably the use of Fierz identities. Although the NJL model is also based on
the Feynman-like gauge, we treat below the case of an arbitrary covariant gauge.
In the following, we shall first focus on the color, then the flavor Fierz transformations (both for mesons
and diquarks) before turning to the spin structure. We shall then summarize our results.
1. Fierz identities in color space
q¯q sector
As long as one is not interested in the diquark sector, one can use the standard identity(
λc
2
)
αβ
(
λc
2
)
δγ
=
1
2
(1 − 1
N2c
)δαγδδβ − 1
Nc
(
λc
2
)
αγ
(
λc
2
)
δβ
, (14)
whose derivation starts from the obvious decomposition of a Hermitian matrix A = A011+Acλ
c. Taking
the traces trA and trλcA allows to obtain A0 and Ac:
A =
1
Nc
tr(A)11 +
1
2
tr(Aλc)λc. (15)
We then have
Aαβ =
1
Nc
Aδδδαβ +
1
2
(Aγδλ
c
δγ)λ
c
αβ , (16)
or
Aαβ ≡ Aγδδγαδδβ = Aγδ( 1
Nc
δαβδγδ +
1
2
λcδγλ
c
αβ), (17)
i.e.
1
2
λcδγλ
c
αβ = δγαδδβ −
1
Nc
δαβδγδ. (18)
Permuting the β and δ indices and injecting the factor δαβδγδ obtained in this way in (18) leads trivially
to eq. (14).
We note that the sign of the color octet term in the r.h.s. of (14) is the opposite of the sign of the
color singlet. If channels are attractive for the singlet, they will be repulsive for the octet. This is what
happens within the NJL model (for the GCM model, see below) where it is usual to neglect this octet:
at the tree level it cannot contribute to give a colorless object while, anyway, the colored object would
be unbound.
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qq and q¯q¯ sectors
It has been shown by Cahill and collaborators [12,24,25] that an alternative bosonization to meson modes
q¯q is possible. It amounts to rewrite the interaction to build qq and q¯q¯ diquark modes11 (which, when
combined with a third quark, can give rise to baryons and anti-baryons). Although not conceptually
necessary in the NJL model, the situation is different within the GCM model: since it is based on a model
gluon propagator which makes the quark interaction non-local, bosonization implies the introduction of
bilocal fields. With the Fierz identities of the previous section, this would amount to the presence
of bilocal fields describing singlet and octet states. Physical mesonic states are obtained through the
expansion of these bilocal fields into local ones. However, since the gluon exchange is repulsive between
color octet states, the corresponding local expansion cannot be performed. We are then left to another,
alternative, bosonization: now, the bilocal fields describe q¯q singlet 11c color states, as in the previous
section, and qq antitriplets 3¯c color states, i.e. diquark states. This result is important because the gluon
exchange between quarks in the 3¯c states is attractive. An expansion of bilocal diquark fields into local
ones is then possible. These qq 3¯c states play an important role in the baryonic structure: a baryon is a
color singlet formed of three quarks. Two of the quarks have then to be in a 3¯c state. This comes from
the fact that, since the quarks are in the fundamental representation 3c of the color group SU(3), two
quarks can only form antitriplet 3¯c or sextet 6c states
12 (3 ⊗ 3 = 3¯ ⊕ 6). The third quark can only be
added to the antitriplet and not to the sextet (3⊗ 3¯ = 1⊕ 8 as for the mesons, while13 3⊗ 6 = 10⊕ 8).
An easy way to make diquarks appearing in the formalism is to add and subtract δαγδδβ in the r.h.s.
of (18), leading to (
λc
2
)
αβ
(
λc
2
)
δγ
=
1
2
(1− 1
Nc
)δαγδδβ +
1
2Nc
ǫραδǫργβ, (19)
where we used (ǫρ)αδ(ǫ
ρ)γβ = δαγδδβ − δαβδγδ. (ǫραβ is a possible representation of 3¯.)
The singlet color part δαγδδβ of (19) will be associated to flavor and Dirac Fierz identities connected
to q¯q modes while the color octet part ǫραδǫργβ will be associated to flavor and Dirac Fierz identities
connected to qq and q¯q¯ modes (see below).
2. Fierz identities in flavor space
q¯q sector
We have to go from singlet flavor d.o.f. to any flavor d.o.f. We just rewrite eq. (18) in flavor space, with
the last term on the r.h.s. written as (1/2)λ0αβλ
0
δγ :
δijδkl =
∑
e
(Ge)il(G
e)kj , (20)
where (with F meaning flavor space)
Ge = (
1√
3
11 ≡ (λ
0)F√
2
,
(λa)F√
2
), a = 1, ..., 8. (21)
We have ordered Ge in the way singlet + octet.
11These Fierz transformations leading to diquarks have also been used in the NJL model. See for example works
by Reinhardt [26] and Weise [27].
12For a recent review of group theory with applications to nuclear physics, see [28].
13Moreover, Cahill et al. have shown that in GCM type of models – current-current interaction – Fierz trans-
formations do not yield color sextet diquark states.
10
qq and q¯q¯ sectors
We reorder (20,21) to correspond to diquarks in the 3¯F (antisymmetric) and 6F (symmetric) representa-
tions:
δijδkl =
∑
e
(Ge)ik(G
e)lj , (22)
where
Ge ≡ (GeA, GeS) = (
(λ2)F√
2
,
(λ5)F√
2
,
(λ7)F√
2
;
1√
3
11 ≡ (λ
0)F√
2
,
(λ1)F√
2
,
(λ3)F√
2
,
(λ4)F√
2
,
(λ6)F√
2
,
(λ8)F√
2
). (23)
3. Fierz identities in Dirac space
Since we do not yet specify the chosen gauge, we work explicitly with Dµν(x, y) instead of the more
familiar choice corresponding to the Feynman-like gauge gµνD(x, y).
Any 4 x 4 matrix can be expanded (we recall that we use the notation of [22]) on the basis Γα with
scalar vector tensor axial pseudoscalar
ΓS ΓV ΓT ΓA ΓP
11 γµ σµν ≡ i/2[γµ, γν ] γ5γµ iγ5
With these matrices, the forms q¯Γαq are hermitian. If we define Γα ≡ (Γα)−1, we then have
Tr(ΓαΓβ) = 4δ
α
β , 1 ≤ α, β ≤ 16. (24)
The matrices Γα are obtained through their definition:
scalar vector tensor axial pseudoscalar
ΓS ΓV ΓT ΓA ΓP
11 γµ σµν −γ5γµ −iγ5
Since any 4 x 4 matrix X has the expansion
X = xαΓ
α =
1
4
Γαtr(XΓα) =
1
4
Γαtr(XΓ
α), (25)
one can then show that
δabδcd =
1
4
ΓαacΓα,db. (26)
Four-quark interaction
From b(4, 2; 3, 1) = q¯(4)Γαq(2)q¯(3)Γα′q(1), we deduce (taking properly into account the Fermi field anti-
commutation)
b(4, 2; 3, 1) = −q¯a4(4)q¯a3(3)(Γα)a4a2(Γα′)a3a1qa2(2)qa1(1) (27)
= −q¯a4(4)q¯a3(Γα)a4a2(Γα′)a3a1qa′2(2)qa′1(1)δa′2a2δa′1a1 . (28)
With δa′
2
a2 = δa2a′2 and eq. (26), we have
b(4, 2; 3, 1) = −1
4
q¯a4(4)q¯a3(3)(Γ
α)a4a2(Γ
β)a2a′1(Γα′)a3a1(Γβ)a1a′2qa′2(2)qa′1(1) (29)
= −1
4
q¯(4)ΓαΓβq(1)q¯(3)Γα′Γβq(2). (30)
This is the basic formula in the mesonic sector.
11
Color quark current-current interaction
The complete demonstration of Fierz identities in Dirac space is given in appendix B (where we explain
the notation and physical contents related to GeA,S). Here, we give only the main result, that we mix
with sections I C 1 and IC 2 to obtain the complete Fierz-transformed interaction part of the Lagrangian:
q¯(x)
λa
2
γµq(x)Dµν (x, y)q¯(y)
λa
2
q(y) = −1
4
Dµν(x, y)
1
3
×
{[
gµν
∑
a,e
(
q¯(x)GeK ′aq(y)
)(
q¯(y)GeK ′aq(x)
)
− 2
(
q¯(x)Geiγµq(y)
)(
q¯(y)Geiγνq(x)
)
− 2
(
q¯(x)Geiγ5γµq(y)
)(
q¯(y)Geiγ5γνq(x)
)
− 4
(
q¯(x)Ge
σνµ′√
2
q(y)
)(
q¯(y)Ge
σµµ
′
√
2
q(x)
)]
+
[
gµν
∑
a,e
(
q¯(x)GeA,S
iǫρ√
2
K ′aCq¯T (y)
)(
qT (y)CGeA,S
iǫρ√
2
K ′aq(x)
)
− 2
(
q¯(x)GeSiγ
µ iǫ
ρ
√
2
Cq¯T (y)
)(
qT (y)CGeS
iǫρ√
2
iγνq(x)
)
−2
(
q¯(x)GeA
iǫρ√
2
iγ5γµCq¯T (y)
)(
qT (y)CGeA
iǫρ√
2
iγ5γνq(x)
)
− 4
(
q¯(x)GeS
iǫρ√
2
σνµ′√
2
Cq¯T (y)
)(
qT (y)CGeS
iǫρ√
2
σµµ
′
√
2
q(x)
)]}
(31)
with K ′a = (1, iγ5, iγµ
′
, iγ5γµ
′
, σµ
′ν′/
√
2).
We can introduce meson (diquark) fields in the usual way. Because of the part of the propagator propor-
tional to kµkν (see below), we have tensor mesons as well as non-diagonal couplings between vector mesons
(diquarks), between axial mesons (diquarks), and between tensor mesons (diquarks). For example, we
get, for the meson part,
−1
4
Dµν(x, y)
1
3
{
gµνφa(x, y)φa(y, x)− 2φµ(x, y)φν(y, x)− 2φµ5 (x, y)φν5(y, x)
−4φµµ′σ (x, y)φνσ,µ′ (y, x)
} (32)
or, separating each contribution,
−1
4
Dµν(x, y)
1
3
{
gµνφ(x, y)φ(y, x) + gµνφ5(x, y)φ5(y, x) + (g
µνφα(x, y)φα(y, x)− 2φµ(x, y)φν(y, x))
+ (gµνφα5 (x, y)φ5,α(y, x)− 2φµ5 (x, y)φν5(y, x))
+
(
gµνφαβσ (x, y)φσ,αβ(y, x)− 4φµµ
′
σ (x, y)φ
ν
σ,µ′ (y, x)
)}
,
(33)
where we have defined φa(x, y) ≡ (φ(x, y), φ5(x, y), φµ(x, y), φµ5 (x, y), φµνσ (x, y)) with
φ(x, y) = q¯(x)Geq(y), (34)
φ5(x, y) = q¯(x)G
eiγ5q(y), (35)
φµ(x, y) = q¯(x)Geiγµq(y), (36)
φµ5 (x, y) = q¯(x)G
eiγ5γµq(y), (37)
φµνσ (x, y) = q¯(x)G
e σ
µν
√
2
q(y). (38)
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4. Conclusions
• From the previous section, it is clear that Fierz identities are a very useful tool to rewrite the
interaction in terms of d.o.f. having the good low energy mesonic quantum numbers. It is also clear
that, as soon as the most general form of the gluon effective propagator is retained, all quantum
numbers are allowed (scalar, pseudoscalar, vector, axial-vector, tensor14). The above derivation
has also shown an extra interaction, compared to the Feynman-like gauge, among each family
(vector-vector, ...). Indeed, in the Feynman-like gauge, the gluon propagator takes the simple form
Dµν(x, y) = gµνD(x, y) and, leaving aside diquark contributions, (32) is replaced by
− 1
4
D(x, y)
1
3
(
4(φ2 + φ25) + 2(φµφ
µ + φµ5φ5,µ)
)
. (39)
One effectively sees that there is no longer tensor term and that the interaction inside each species
is simpler. In a covariant gauge where the gluon propagator writes (because of the translational
invariance, the propagator is only a function of (x − y), i.e. of one variable k in Fourier space)
Dµν(k) =
(
gµν − kµkν
k2
)
d(k2)
k2
+ ξ
kµkν
k2
, (40)
it is clear that, together with the gµν term gµνd(k
2)/k2 which gives rise to the usual Feynman-
like gauge result, there is an additional term depending both on the gauge parameter ξ and the
particular shape of d(k2), leading to interaction terms of the form k2φaφa, (k.φ)
2, ...
Note also from eq. (39) that we recover the usual factor 1/2 when comparing the strength vector-
pseudovector versus scalar-pseudoscalar.
• The NJL model can be seen as a limiting case of the GCM class where the interaction is i) written in
the Feynman-like gauge and ii) is a contact interaction: Dµν(x, y) ∝ gµνδ(4)(x−y). The interacting
part of the Lagrangian is then
Lint ∝ 1
3
[(q¯Λαq)(q¯Λ
αq) + (q¯ΓαCq¯
T )(qTCΓαq)] = Lq¯qint + Lqqint, (41)
where we have defined (with Ka = (1, iγ5, iγ
µ/
√
2, iγµγ5
√
2))
Λα ≡ 11c ⊗Ge ⊗Ka,
Γα ≡ 1√
2
ǫρ ⊗GeA,S ⊗Ka. (42)
It is useful to note that, in order to reproduce the pseudoscalar and vector spectra, different coupling
constants have to be chosen as free parameters (i.e. the factor 1/2, found15 when comparing
pseudoscalar and vector strength, is not suitable).
• When Nc 6= 3, the factor 1/3 in the interacting Lagrangian (41) is replaced by (Nc − 1)/(2Nc)
for Lq¯qint and 1/Nc for Lqqint. When Nc → ∞, Lqqint is reduced by a factor 1/Nc as compared to the
mesonic part Lq¯qint. We are then left with a pure mesonic interaction, in agreement with model
independent large Nc analyses, so that the baryons have to be exclusively described as solitonic
solutions of the Lagrangian (see for example the works by Reinhardt and collaborators [10,32], and
the works by the Bochum group [33–35]). In the last reference, the interested reader will find results
concerning mesons, baryons, and links with chiral perturbation theory and the Skyrme model.
14This has also been seen in the works by Shrauner [29] and Roberts and Cahill [30,31].
15This factor is not constrained by the symmetries of the model, so that choosing different coupling constants
still respect them.
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• Apart from solitonic solutions, baryons can also be obtained from (41), treating them as a quark-
diquark system. When a third quark is added to the diquark, one has to consider states formed by
the product (3 ⊗ 3¯)c ⊗ (3 ⊗ 3¯)F , which leads to (11c ⊗ 11F ) ⊕ (11c ⊗ 8F ) ⊕ (8c ⊗ 11F ) ⊕ (8c ⊗ 8F ).
Calculations performed by Cahill [12] have shown that for the (11c⊗11F ) and (8c⊗8F ) states, quark
rearrangement is repulsive, while it is attractive for the remaining terms. The state (8c ⊗ 11F ) has
then to be suppressed by hand. This defect, present both in NJL and GCM studies, can be traced
back to the lack of local color gauge invariance.
D. The 3-flavor scaled NJL models and anomalies
We showed in the previous section how to rewrite the color current-current interaction as a function of
bilinear forms having the physical quantum numbers seen in the spectrum. This procedure amounted to
use Fierz identities in color, flavor and Dirac (spin) spaces. We also mentioned that the NJL model can
be viewed as a limiting case of the GCM model, where the interaction is local (4-quark point interaction)
and a Feynman-like gauge is used: eq. (11) together with Fierz identities limited to mesonic scalar and
pseudoscalar modes leads to
LNJL = q¯(i∂/−m)q +GS
8∑
i=0
[(q¯
(λi)F
2
q)2 + (q¯iγ5
(λi)F
2
q)2]. (43)
The NJL model has already been extensively studied by several groups of which we can only quote a few.
Our purpose being here to describe its scaled version, the reader is referred to the following literature16
(and references therein) to more general studies about the model. The most recent work has been done
by Ripka [36] in a book which contains an in-depth analysis of regularization procedures and symmetry
conserving approximations; Klevansky [37] and Hatsuda and Kunihiro [38] give a general introduction
to NJL, both in the vacuum and at finite temperature and density; Alkofer, Reinhardt and Weigel [32]
mainly applied the model to discuss baryons as chiral solitons, as also done by Goeke and collaborators
[34] who discuss, using heat kernel and gradient expansion techniques, the link between NJL and fully
bosonized approaches of the Skyrme type on the one hand and the chiral sigma model on the other hand;
Bijnens [39] discusses chiral perturbation theory within NJL; Alkofer, Ebert, Reinhardt and Volkov [10,14]
hadronize the NJL model (both mesons and baryons17) through the use of the alternative Fierz identities
leading to diquarks; Vogl and Weise [47] and Weise [27] review several of the above mentioned topics:
bosonization and hadronization, finite density and temperature effects.
It is clear that the Lagrangian (43) describes the interaction between flavor carrying colorless objects.
In the chiral limit where the current quark mass matrix m is identically zero, it is invariant under
SU(3)V ⊗ SU(3)A ⊗ U(1)V ⊗ U(1)A (see notation in section IA). However, the U(1)A invariance is
broken by quantum effects (strong axial anomaly) which cannot be taken into account since the true
QCD Lagrangian has been replaced by an effective form. The Lagrangian (43) is used at the tree level.
If we want this order to implement the full quantum aspects of QCD, it is necessary to supplement it
with a term which, while still invariant under the true symmetries of QCD, has to break the axial U(1)A
invariance. This anomaly can be related to the formation of instantons [48–50] and yields anomalous
contributions to the η and η′ masses. The U(1)A symmetry is explicitly broken by instanton induced
interactions which have the form of a ’t Hooft determinant. The phenomenological term which has to
be added to (43) can thus take the form of a ’t Hooft determinant. Other forms can be chosen (see
[48,49,51–54]). For example, working on the bosonized (see section ID 2) version of (43), one can show
that the Schechter [54] proposition18
LU(1)A ∝ (trF ln(σaλa + iπaλa)− trF ln(σaλa − iπaλa))2 , a = 0, ..., 8, (44)
16The number of published papers in this field of research is enormous and still growing. We apologize if
important contributions are omitted here. Since our main purpose is to make an introduction to the scaled NJL
model, we mainly mention review papers and school proceedings.
17In this way, baryons are no more pure solitonic solutions but are also described by a three valence quark
Faddeev equation. See also [26,40,41] for this approach and [42–46] for numerical results.
18πa and σa will be introduced in section ID2. They are related to pseudoscalar and scalar d.o.f., respectively.
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is also compatible with the symmetries of QCD, while breaking the U(1)A one. This Lagrangian is
interesting, being simpler19 than the ’t Hooft determinant, while containing it as a limiting case. In
particular, (44) does not modify the gap equations. Up to second order expansion into the mesonic
fields, it yields extra mass terms for the η and η′ particles. We shall use here an even simpler approach
which consists in just adding a mass term for the η0 particle (i.e. the π0 in the above notation). In
the chiral limit, all the pseudoscalar particles would then be massless (in agreement with the Goldstone
theorem applied to the dynamical chiral symmetry breaking mechanism) except for the η′ (η0 in this
limit), see section ID 4. This procedure is related (although not equivalent) to the approach of Fre`re
and collaborators [55,56]: in these works, there is a coupling between the η0 and η8 through the quark
mass difference and the anomaly whose net effect is to modify the mixing angle from its ideal value.
It can be shown that, in the mean field approximation, our approach only explicitly breaks (apart for
quark masses) the U(1)A symmetry, then being a possible parameterization of the axial anomaly. The
expression for the divergence of the axial current is given in (1) where the last term is the anomaly. It
has the quantum number JPC = 0−+ of pseudoscalar isoscalars. It is then tempting to identify it as an
interpolating field for the pseudoscalar glueball and to incorporate it into the formalism so that the η and
η′ have to be searched from a three state (η, η′, glueball) diagonalization procedure20. We shall however
restrict ourselves to the η0-mass procedure.
So far we only discussed the axial anomaly. As mentioned in section IA, another symmetry at the
classical level of the QCD action is broken by quantum effects: scale symmetry. In fact, this symmetry is
broken in three ways: explicitly, through the quark masses which introduce a dimensional parameter in
the theory (see the first term on the r.h.s. of eq. (2)); dynamically as for chiral symmetry down to vector
symmetry; because of the anomaly, see the last term on the r.h.s. of eq. (2). As for the axial anomaly,
the effect of the trace anomaly has to be added by hand. In that way, QCD quantum effects are present
to the lowest order of the effective theory we are interested in.
Several steps are necessary in order to construct the modified NJL model in the perspective of the
symmetries and anomalies as described above. In view of the way of treating the axial anomaly (mass
term for the η0), it is better to work on the bosonized version of the model. The main points to bosonize
the theory are sketched below.
1. Bosonization
For a review of hadronization techniques, the reader is referred to [60,61].
We start from
ZQCD ≈
∫
DqDq¯ exp
(
i
∫
d4xLNJL
)
≡ ZNJL, (45)
with LNJL given in (43). Unity is introduced in (45), through auxiliary fields φa and ϕa
1 =
∫
Dφaδ(φa − q¯Γaq) =
∫
DφaDϕa exp
(
i
∫
d4xϕa(φa − q¯Γaq)
)
, (46)
where φa = (σa, πa) and Γa = (λa/2, iγ5λ
a/2), a = 0, ..., 8. (The first component is relative to scalars,
the second component to pseudoscalars; to simplify the notation, we have removed the flavor index F .)
Eq. (46) is – apart form unimportant constant factors – the functional equivalent of a possible definition
of the Dirac distribution. From f(x)δ(x − x0) = f(x0)δ(x− x0), we get
ZNJL =
∫
DqDq¯DφaDϕa exp
(
i
∫
d4x[q¯(i∂/−m0)q +GS(φa)2 + φaϕa − ϕaq¯Γaq]
)
. (47)
With the identity
GS(φ
a)2 + φaϕa = GS(φ
a +
1
2GS
ϕa)2 − 1
4GS
(ϕa)2 = GS(φ
′a)2 − 1
4GS
(ϕa)2, (48)
19This form does not produce any flavor mixing, while the ’t Hooft determinant implies maximum flavor mixing.
20This is similar to the approach of Shore and Veneziano [57]. See also the works of Nekrasov [58,59]
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the φ′a field integration is Gaussian and can be performed exactly. (The Jacobian of the transformation
φa → φ′a is unity.) Since its value contributes only a constant term it can be omitted. The effective
functional takes the form
ZNJL =
∫
DqDq¯Dϕa exp
(
i
∫
d4x[q¯(i∂/ −m0 − ϕaΓa)q − 1
4GS
(ϕa)2]
)
. (49)
Then, the quark Gaussian integration has to be performed (for Grassman variables q and q¯), so that the
model describes only mesonic d.o.f.
We already mentioned the fact that the GCM model (and studies performed with SD equations) is best
expressed in the Euclidean space. This is also the case here, although not for the same reason: since we
are interested in finite temperature effects, we found that the Matsubara (or imaginary time) formalism
is well suited for our purpose so that the Euclidean space will be used from now on. The functionals (6)
and (49) become partition functions describing the thermodynamics of the systems. Formally, we go first
to Euclidean metric, then making the substitution21 t = −iτ with real τ . We have
xµ = xµ = (τ, ~x),
x2 = τ2 + ~x2,
γµ = γµ = (γ0 = iβ,~γ), (50)
where β is the Dirac matrix22 diag(1, 1,−1,−1) – see appendix A for our conventions –.
We define [62,63]
TrO = tr
∫
d4x 〈x|O|x〉 ,
∫
d4x =
∫ β
0
dτ
∫
Ω
d3x, (51)
where tr is the trace w.r.t. internal d.o.f. (Dirac, color, flavor), β = 1/T is the inverse temperature and
Ω is the volume of the system. We get
ZNJL =
∫
Dϕa exp
(
−[−Tr ln(−i∂/+m0 + ϕaΓa) +
∫
d4x
1
4GS
(ϕa)2]
)
, (52)
where we have defined the NJL effective action in the Euclidean space
Ieff = −Tr ln(−i∂/+m0 + ϕaΓa) +
∫
d4x
1
4GS
(ϕa)2. (53)
Following the standard procedure [62–64], density effects are considered through the introduction of
a chemical potential for each flavor (Lagrange multiplier for the quark number conservation). In our
formalism, the equivalent relation to H − µN , where H is the Hamiltonian of the system and µ the
Lagrange multiplier associated to a conserved quantity N , consists in subtracting the quantity23 q¯µβq
from the Lagrangian. In Euclidean metric, this is equivalent to the introduction of a vector Wν =
(−iµ, 0, 0, 0), where µ is a notation for diag(µu, µd, µs). Each µi (i = u, d, s) is a chemical potential
associated to the corresponding flavor. When all chemical potentials are equal24, or in the case of a single
flavor, the usual result µq¯βq is recovered.
With these prescriptions, the effective action describing a system of quarks at finite temperature and
density is
Ieff = −Tr ln(−i∂/+m0 + ϕaΓa −W/ ) +
∫
d4x
1
4GS
(ϕa)2, (54)
which still has to be modified in order to implement the QCD axial and trace anomalies.
21In the NJL model, this substitution does not cause any of the problems mentioned at the end of section IB.
22There should be no confusion with the inverse temperature.
23β is the Dirac matrix and µ a diagonal matrix in flavor space.
24Note that different chemical potentials break the invariance under axial transformations.
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We already mentioned in the beginning of this section that a mass term for the η0 (or π0 in our notation)
is well suited and particularly easy to implement. We have thus
Ieff = −Tr ln(−i∂/+m0 + ϕaΓa −W/ ) +
∫
d4x
a2
2
ϕ2a +
∫
d4x
a2
2
ξπ20 (55)
where, to make the notation similar to the original papers [62,63,65], we have introduced the coupling
constant a2 = 2/(GS) and have redefined Γ
a = (λa, iγ5λ
a), a = 0, ..., 8.
The scale anomaly requires several steps to be included in our formalism. First of all, we have to make
the NJL action scale invariant. This comes from the fact that without anomaly, the QCD action is scale
invariant except for the quark mass term. The mass term in NJL has the same scale dimension as in QCD
so that this term has not to be modified. However, the coupling constant a2 in (55) has a dimension and
has then to be modified. The second step is connected to the anomaly itself. It is generally modelized
by a scalar dilaton field. This has been used to modify different models of QCD at low energy. For
example the Syracuse group [66,67] studies in this way scalar mesons and chiral solitons. More recently,
this dilaton field has been used to render non-linear σ models scale invariant for examining the effect of
density on meson masses [68] and the deconfining phase transition [69,70]. The authors of [71–74] used a
modified linear sigma model to look at the mesons and nucleons at finite temperature and density. Cohen
et al. [75] studied the behavior of quark and gluon condensates w.r.t. density in a model independent
way (at low density) and within NJL. Kusaka and Weise [76] study some hadronic properties, mainly
as a function of density, and indicate conditions which have to be satisfied in order to get a scaling of
these properties. They show in that work that the universal scaling as proposed in [68] can only occur
for small glueball mass (compared to the mass of the chiral scalar mesons). They show, and it has been
confirmed in [75], that the low-density behavior of hadronic properties is insensitive to the specific form of
the interaction. We shall comment further on this point later. The condition that the glueball potential
must satisfy to reproduce the anomaly is described in [14,66]. In the works [69,70], the dilaton field is
an order parameter associated with gluon confinement. We shall adopt this point of view, mainly to
facilitate the language, while keeping in mind that it is questionable [19].
At the NJL model level, the dilaton field is put by hand in the interaction term in order to restore the
scale invariance. Let χ be the dilaton field, of scale dimension 1. The interaction term∫
d4x
a2
2
χ2ϕ2a +
∫
d4x
a2
2
ξχ2π20 , (56)
where the coupling constant a2 has been replaced by a2χ2, of scale dimension 2, is then scale invariant25.
With this procedure, the NJL model is scale invariant26 except for a mass term of scale dimension 3, as
in QCD.
One drawback of the NJL model is its lack of renormalizability, which leads to a subtlety in the scaled
model: the regularization parameter Λ, chosen is this work as a 4-dimensional cut-off, cannot be elim-
inated from the theory. In this way, it is a fundamental parameter of the model. This cut-off Λ enters
the game when one wishes to evaluate the fermionic determinant (55) and breaks its scale invariance.
The work of Ripka and Jaminon [77] is of prime importance in the sense that the scale invariance of the
fermionic determinant is kept by introducing the dilaton field in the regularization factor: Λ→ Λχ. The
effective action is then
Ieff = −TrΛχ ln(−i∂/+m0 + ϕaΓa −W/ ) +
∫
d4x
a2
2
χ2ϕ2a +
∫
d4x
a2
2
ξχ2π20 , (57)
where we have explicitly indicated by TrΛχ the fact that the regularization parameter depends on the
dilaton.
Up to this point, all we have done is to make NJL scale invariant. We still have to consider the anomaly.
It can be introduced by adding the Lagrangian [66,68,69]
Lχ = 1
2
(∂µχ)
2
+ Vχ, (58)
25The new coupling constant a2 has now no dimension.
26In the field strength method described in [10,14], the first term of eq. (56) can be derived in the NJL limit,
i.e. the scale dimension is correct and in relation to the gluon condensate. It is then legitimate to argue that it
is the elimination of the gluons from the theory which gives rise to the effective interaction (56).
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with
Vχ =
b2
16
(
χ4 ln(
χ4
χ4G
)− (χ4 − χ4G)
)
. (59)
The trace of the energy-impulsion tensor associated to the Lagrangian (58) is
θµµ ≡
βQCD
2g
F aµνF
µν
a = χ
∂Vχ
∂χ
− 4Vχ = b
2
4
χ4, (60)
where the first equality comes from (2). (In the last equality, we omitted the subtraction of (b2/4)χ4G,
coming from the last term of (59), included there only to make the potential equaling zero at its minimum
χ = χG.)
2. A and B scaled models
Finally, the bosonized, scale invariant (except for the quark mass term) NJL action is
Ieff = −TrΛχ ln(−i∂/+m0 + ϕaΓa −W/ ) +
∫
d4x
a2
2
χ2ϕ2a
+
∫
d4x
{
a2
2
ξχ2π20 +
1
2
(∂µχ)
2
+
b2
16
(
χ4 ln(
χ4
χ4G
)− (χ4 − χ4G)
)}
, (61)
taking into account axial and scale anomalies. This action27, called A-scaling model, is the simplest one
verifying the above mentioned conditions of symmetries and anomalies. In the works [62,63,65,77,79]
several models have been studied, differing each other by the way the quadratic part ϕ2a is made scale
invariant. For example, the B-scaled model respects all the symmetries of QCD, and in this sense is as
valid as the A-scaling model (61). The 3-flavor extension [63] of the B-scaling model [77] writes
Ieff = −TrΛχ ln(−i∂/+m0 + ϕaΓa −W/ ) +
∫
d4x
{
a2
2
(ϕ2a + ξπ
2
0 − ηχ2)2
+
1
2
(∂µχ)
2
+
b2
16
(
χ4 ln(
χ4
χ4G
)− (χ4 − χ4G)
)}
. (62)
The justification of this model was to try to reproduce the scaling behavior of the hadronic properties as
proposed in [68]. However as was noted in [76] (in the NJL model) and in [75] (model independent study),
universal scaling is not expected to occur. This can be traced back to the high value (MGL ∼ 1500 MeV)
of the glueball mass. In the following we shall restrict ourselves to the A-scaling models. For results and
comments upon the B-scaling version, the reader is referred to [63].
3. Gap equations (or Schwinger-Dyson equations)
From now on we shall use the model (61). We work in the spirit of the effective model: the tree or
classical approximation is used throughout the study, which corresponds to the lowest order in a 1/Nc
expansion. (For a study at next order in Nc, see [80–86].) We work in the saddle-point approximation
which consists in evaluating the effective action at the point in σa, πa space where its first derivative
vanishes identically. More generally, the saddle-point approximation consists in Taylor expanding the
effective action, putting the first derivative equal to zero and evaluating the higher order terms in the
standard way. For example, the second order is Gaussian and can be evaluated exactly. Note however
that, to get the effective potential, one should reactualize the expanding point at each order [87]. We
shall work with the lowest order. This means that we expand (61) around its stationary points
27Without the ξ-term, the model described by this action has also been studied by Kusaka, Volkov and Weise
[78].
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δI
δσa
∣∣∣∣
σsa,pi
s
a,χs
= 0, (63)
δI
δπa
∣∣∣∣
σsa,pi
s
a,χs
= 0, (64)
δI
δχ
∣∣∣∣
σsa,pi
s
a,χs
= 0. (65)
These equations lead to a parity invariant vacuum πsa = 0. The first one is called the gap equation (by
analogy with superconductivity) or the Schwinger-Dyson equation for the quark self-energy. The last
equation, which is not present in usual NJL models, is a consequence of the introduction of the dilaton
to modelize the trace anomaly. It can also be shown that, out of the nine equations summarized by (63),
only a = 0, 3, 8 leads σsa 6= 0. Moreover, if the isospin limit mu = md is considered, then we also have
σs3 = 0. In the following, we shall work in this isospin limit so that we have to manage three coupled
equations for σs0, σ
s
8, χs.
Working at tree level means that the field stationary values will be used in order to
• determine the thermodynamical properties of the system (see section IIA);
• determine some static meson properties (see section ID 4);
• study some mesonic processes such as the neutral pion decay into two photons (see section II C) or
scalar isoscalar meson decay into two photons, including the scalar glueball (see section III C).
The last two mentioned points require introducing the electromagnetic field in the formalism and expand-
ing the action up to third order or, equivalently, working with triangle Feynman diagrams (see sections
II C and III C).
The two (×9) gap equations (63,64) lead to (the calculations are well documented in [63,88])
πsa = 0, a = 0, ..., 8, (66)
σsa = 0, a = 1, ..., 7 (σ
s
3 = 0 in the isospin limit), (67)
a2χ2sMu
(
1− mu
Mu
)
= 8NcMugMu,β,µu , (68)
a2χ2sMs
(
1− ms
Ms
)
= 8NcMsgMs,β,µs , (69)
with
gMi,β,µi =
1
βΩ
∑
k
1
k∗2i +Mi
2 , i = u, s, (70)
and k∗i = (k0 − iµi, ~k), k0 = (2n + 1)πβ, the odd Matsubara frequencies being related to the anti-
commutating nature of the fermions. The constituent quark masses Mu and Ms are related to σ
s
0, σ
s
8
by
Mu =
1√
3
(σs8 +m3) +m1 +
√
2
3
σs0, (71)
Ms = − 2√
3
(σs8 +m3) +m1 +
√
2
3
σs0. (72)
As already mentioned, the NJL model is not renormalizable, so that the regularization parameter cannot
be removed. Several procedures are available [36]. Here we shall focus on a 4-dimensional regularization
scheme. One of its advantages is that it does not break the Lorentz invariance28 of the theory at zero
28Regularizations with a 3-momentum cut-off λ break it. A meson, described as a q¯q excitation, cannot have
a center of mass momentum |~k| exceeding 2λ. This is unphysical and leads to distortions of π-mesons thermal
distributions. See however [89] for a way out of this difficulty.
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temperature and density. Another one is that it gives the correct (since the temperature and density
dependent part is not regularized) high temperature limit29 corresponding to a plasma of free massive
quarks. The regularization procedure chosen here is the following:
Let A(β, µ) be a temperature T = 1/β and a chemical potential µ dependent quantity. We can always
write
A(β, µ) = A(β, µ) −A(∞, 0) +A(∞, 0). (73)
All the terms are diverging quantities. However, the subtraction between the first two gives a finite result
which does not have to be regularized30 (in fact, it cannot be regularized with a 4-dimensional cut-off
because of the heat bath as a preferred referential). The last term is a zero temperature and density
quantity which is Lorentz invariant and can be regularized with a 4-dimensional cut-off (in Euclidean
space). We write
AF (β, µ) = A(β, µ) −A(∞, 0) (74)
as the Fermi part of the quantity A, while
AD(∞, 0) = A(∞, 0) (75)
is the Dirac part.
This regularization procedure will be applied to every diverging quantity we shall encounter in the follow-
ing. Note however that the pressure (and hence the action) has to be specified with respect to a reference
point. We choose it to be the non-perturbative vacuum.
With these prescriptions, (70) can be evaluated and gives
gMi,β,µi = gMi,β,µi − gMi,∞,0 + gMi,∞,0 (76)
with
gMi,∞,0 =
∫ ∞
0
d4k
(2π)4
1
k2 +Mi
2
⇒
∫ (Λχs)2
0
dk2
16π2
k2
k2 +Mi
2 =
1
16π2
[
(Λχs)
2 −Mi2 ln
(
1 +
(Λχs)
2
Mi
2
)]
(77)
and
gMi,β,µi − gMi,∞,0 =
1
β
∞∑
n=−∞
∫ ∞
0
d3k
(2π)3
1
[(2n+ 1)π/β − iµi]2 + E2i
−
∫ ∞
−∞
dk0
(2π)
∫ ∞
0
d3k
(2π)
3
1
k0
2 + E2i
= − 1
4π2
∫ ∞
0
dk
k2
Ei
(ni+ + ni−), (78)
where we have defined the single-particle energies Ei = (k
2 +Mi
2)1/2 and
ni± =
1
1 + exp [β (Ei ± µi)] . (79)
The gap equations are intimately related to the quark condensates since they are given by
〈u¯u〉 ≡ 1
βΩ
∂Iceff
∂mu
(Mu,Ms, χs) = −1
2
a2χ2s (Mu −mu) = −4NcMugMu,β,µu, (80)
〈s¯s〉 ≡ 1
βΩ
∂Iceff
∂ms
(Mu,Ms, χs) = −1
2
a2χ2s (Ms −ms) = −4NcMsgMs,β,µs . (81)
29For a 3-momentum λ cut-off, the temperature part decreases as λ/T as T is increased, see, e.g., [81].
30The subtraction in (73) also leads to diverging results when higher order loops are taken into account.
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Note that these condensates are not independent, contrarily to the pure NJL model: they are related
explicitly (see χs in (80,81)) and implicitly by the gluon condensate (implicitly because the value of Mu
and Ms is extracted from the gap equations (68,69) which are coupled to the equation for the χ field –
see below).
These quark condensates show that a quark condensate can be considered as a good candidate for the order
parameter of chiral symmetry breaking. When this symmetry is explicitly broken, the quarks acquire
constituent quark masses Mi > mi, solutions of the gap equations. Because of the explicit breaking of
the chiral symmetry by the current quark mass mu,ms, it is better to set them to zero to study its
dynamical breaking. We then see that the up quark gap equation (68) (and similarly for the strange
quark) admits two solutions: one with Mu = mu = 0, the other one with Mu 6= 0. When the solution
Mu 6= 0 is energetically favored, the chiral symmetry is dynamically broken and the quark condensate
does not vanish. The solution Mu = 0 can be reached at high temperature or densities: the quark
condensate vanishes and the chiral symmetry is restored. If the chiral transition is not discontinuous
(what we shall call second order in the following), the critical exponents are well known since we work at
the mean field level. It can be shown that there is a correspondence between the quark condensate and
the magnetization, and between the current quark mass and the magnetic field. This means that when
mu = 0, the shape of the quark condensate near Tc is like (Tc−T )1/2 (where Tc is the critical temperature
at which the quark condensate vanishes) while there is a long tail extending from Tc if mu 6= 0.
However, the phase structure of our extended NJL model is richer than in the usual NJL model. Tech-
nically this is due to the fact that the gap equations are coupled to each other and with the equation for
the χ field (65), which reads:
exp
{
− a
2
2χ20
[
M0u
2
(
1− mu
M0u
)2
+
M0s
2
2
(
1− ms
M0s
)2]}
×
[
(Λχ0)
2
+M0u
2
] 2NcΛ4
8pi2
χ
b2/2
0
[
(Λχ0)
2 +M0s
2
]NcΛ4
8pi2
= exp
{
− a
2
2χs2
[
M2u
(
1− mu
Mu
)2
+
M2s
2
(
1− ms
Ms
)2]}
×
[
(Λχs)
2
+Mu
2
] 2NcΛ4
8pi2
χsb
2/2
[
(Λχs)
2 +Ms
2
]NcΛ4
8pi2
, (82)
where χs has been eliminated in favor of χ0, the vacuum expectation value
31 of χ at T = µ = 0.
We show in section II B 1 (see also section I E) that the coupling between (68,69,82) enables also to get
first order transitions, depending upon the free parameters of the model.
As a conclusion to this section, it is useful to note that
• in field theory, gap equations are called Schwinger-Dyson equations for the self-energy. Defining
Σ = m0 − µβ + ϕsaΓa, (83)
one can effectively show that (63) is equivalent to
Σ = m0 − µβ − 1
(aχs)2
Γa
(
Tr
[ 1
i∂/− ΣΓa
])
; (84)
• gap equations, written in the form (68) and (69) or (84), show clearly that the coupling constant
can be redefined by absorbing the color factor Nc. This suggests that, in the limit Nc → ∞, the
effective coupling constant is
31This is related to the above mentioned fact that the pressure is only defined w.r.t. a reference point. This
point is chosen to be the vacuum at zero temperature and chemical potential.
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a˜2 =
a2
Nc
. (85)
In term of the strong coupling constant g, we find
lim
Nc→∞
g2Nc = cst. = g˜
2 (86)
which is in agreement with the high Nc analysis [90];
• high Nc arguments can be used to justify the saddle-point approximation used to derive the gap
equations. If we admit (85), we have, leaving aside the dilaton contribution,
Ieff = −Nc
{
Tr′Λ ln(−i∂/+m0 + ϕaΓa −W/ )−
∫
d4x
a˜2
2
ϕ2a
}
, (87)
where Tr′ indicates that the color trace has to be omitted, allowing a factor Nc to factorize. Besides
justifying the saddle-point approximation, this indicates that Nc is a relevant factor to organize
the higher order correction series [80,81,83–86]. However, to recover the low energy theorems,
a particular treatment has to be applied to these higher orders [82], related to the symmetry
conserving approximation program [36,86].
4. Equations for meson masses (or Bethe-Salpeter equations)
As far as we are interested in meson masses, wave function normalization and coupling constants, we
have to expand the action up to second order in the fields. Expanding up to second order means that
the operator sandwiched between meson fields can be interpreted as a meson propagator. This can be
cast in the form of a Bethe-Salpeter equation which, in the NJL model case, is tractable because of the
inherent simplicity of the model: both the kernel and the vertices are known, so that we only have to
search for the eigenvalues which are the masses entering the meson propagators. (For a discussion of the
Bethe-Salpeter formalism in the GCM and NJL models, see [21].)
Expanding the action (61) up to second order gives32
I2eff = I
2
s + I
2
ps (88)
with
I2s =
1
2βΩ
∑
q
(
σ˜0q , σ˜8q, χ˜q,~a0q,K
∗
0aq
)


Γ00 Γ08 Γ0χ 0 0
Γ80 Γ88 Γ8χ 0 0
Γχ0 Γχ8 Γχχ 0 0
0 0 0 Γa0a0 0
0 0 0 0 ΓK
∗
0
K∗
0




σ˜0−q
σ˜8−q
χ˜−q
~a0−q
K∗0 a−q

 (89)
and
I2ps =
1
2βΩ
∑
q
(π˜0q, π˜8q, ~πq,Kaq)


P 00 P 08 0 0
P 80 P 88 0 0
0 0 P pipi 0
0 0 0 PKK




π˜0−q
π˜8−q
~π−q
Ka−q

 , (90)
which shows that, in the pseudoscalar sector, π0 and π8, corresponding to η0 and η8, are coupled in
agreement with the fact they have the same quantum numbers (pseudoscalar isoscalar JPC = 0−+)
while, owing to the glueball, the scalar sector has three coupled particles33 (scalar isoscalar JPC = 0++).
32The quantities P and Γ are given in appendix C.
33Three coupled particles can also be described in the pseudoscalar channel by allowing the presence of the
pseudoscalar glueball JPC = 0−+. This is for example the approach of the composite operator formalism of
Nekrasov [58,59]. See also the works of Schechter [53,54].
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The meson masses can be obtained from (89,90). Only pseudoscalar pions and kaons, and scalar K∗
and a0 can be directly extracted. Masses for η, η
′ and the three scalar isoscalars have to be obtained
from a suitable diagonalization. In the isospin limit and for symmetric matter, these masses are given by
(∆µ ≡ µu − µs)
m2pi(q) =
a2χ2s
Zpi(β, µ)
mu
Mu
, (91)
(mK±(q)±∆µ)2 = (Mu −Ms)2 +
a2χ2s
2ZK±(β, µ)
(
mu
Mu
+
ms
Ms
)
, (92)
for the pion-kaon sector (K0 has the same mass – except for isospin breaking corrections that we do not
consider here – as K+ while K¯0 has the same mass as K
−), while the η − η′ sector is given by
m2
(η
′
η )
(q) = a2χ2s
[
mu
Mu
+
ms
Ms
+ ξ ± 1
3 cos 2θq
(
mu
Mu
− ms
Ms
+ 3ξ
)]
×
(
Zupi + Z
s
pi ±
(Zupi − Zspi)
3 cos 2θq
)−1
, (93)
where θq is the solution of
tg2θq =
2P 08
P 00 − P 88
= 2
√
2

1 + 3ξ(aχs)
2[
q2 (Zupi − Zspi) + (aχs)2
(
mu
Mu
− msMs
)]


−1
. (94)
In these relations, the functions Z are the field normalizations. Defining
Fµβ(Mi,Mj) =
1
βΩ
∑
k
1(
k∗2i +Mi
2
) [
(k∗j − q)2 +Mj2
] i, j = u, s, (95)
these normalizations are
Zpi(β, µ) = 4NcFµβ(Mu,Mu), (96)
ZK±(β, µ) = 4Nc
(
Fµβ(Mu,Ms)
Fµβ(Ms,Mu)
)
, (97)
Zupi ≡ Zpi(β, µ) = 4NcFµβ(Mu,Mu), (98)
Zspi = 4NcFµβ(Ms,Ms). (99)
For the scalar sector, the masses are (there is the same correspondence between the charged and the
neutral K∗0 mass as for the kaon)
m2a0(q) = 4M
2
u +
a2χ2s
Zpi(β, µ)
mu
Mu
(100)
(mK∗,±
0
(q)±∆µ)2 = (Mu +Ms)2 + a
2χ2s
2ZK±(β, µ)
(
mu
Mu
+
ms
Ms
)
. (101)
The solution for the isoscalar sector is not illuminating (the masses are solutions of a cubic equation) so
that we do not write it here. A numerical evaluation of these masses will be given in section IIIA.
These formulae can be used to study the mass variation as a function of temperature and density (chemical
potential) and are the starting point for studying meson propagation in hot and dense matter.
Formulae (91–93) are interesting because they readily show the Goldstone nature of the pseudoscalar
mesons, and the role played by ξ as a modelization of the strong axial U(1)A anomaly. Indeed, working
in the limit µu = µd = µs, we note that when ξ = 0, we get
m2η =
a2χ2s
Zupi
mu
Mu
, (102)
m2η′ =
a2χ2s
Zspi
ms
Ms
. (103)
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Moreover, in the vector symmetry limit mu = md = ms, there is a complete mass degeneracy
m2pi = m
2
K = m
2
η = m
2
η′ =
a2χ2s
Zupi
mu
Mu
. (104)
In the chiral limit all these mesons have a vanishing mass, as it should (Goldstone theorem).
If the strong axial U(1)A anomaly is taken into account, we have (in the chiral limit)
m2η′ =
a2χ2s
Zupi
ξ, (105)
m2η = 0. (106)
The particle η is still a Goldstone boson, but the η′ has lost this property (in a world with three colors Nc
= 3). Large Nc studies [6,49] indicate that the axial symmetry is restored when Nc → ∞. This implies
that the ξ parameter behaves like 1/Nc. This can can be seen by writing
m2η′ =
Nca˜
2χ2s
4NcFµβ(Mu,Mu)
ξ, (107)
where we have used eqs. (85) and (96). It is clear that a vanishing of mη′ at large Nc requires ξ = ξ˜/Nc.
In figure 1, we show the mass variation of η and η′ as a function of the ξ parameter (for M0u = 400 MeV,
χ0 = 350 MeV). It is clear that, without the axial anomaly, the η is degenerate with the pion while the
η′ mass is identical to that of π with the replacements mu → ms, Mu →Ms.
FIG. 1. η, η′ mass variation as a function of the ξ axial anomaly parameter.
E. Parameters
The main aim of the model is, starting from zero temperature T and density ρ, to study the evolution
of the system with respect to these thermodynamical external parameters. The model has intrinsic
parameters that we can fix at T = ρ = 0 so that the evolution is a prediction. In the isospin limit,
the 3-flavor version of the model has seven parameters: the current quark masses mu,ms, the coupling
constants a2, b2, the vacuum gluon condensate χ0, the cut-off Λ and the η0 mass parameter ξ modelizing
the strong axial anomaly. The gap equation (68) in the vacuum can be used to eliminate the coupling
constant a2 in term of the constituent up quark mass M0u. We choose M
0
u and χ0 as free parameters; the
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five remaining parameters are adjusted to reproduce, in the vacuum, the pion mass34 mpi = 139 MeV, the
kaon mass MK = 495 MeV (same remark as in footnote 34), the η
′ mass mη′ = 958 MeV, the glueball
mass35 mGB = 1300 MeV and the on-shell pion decay constant. These parameters are determined in the
following way: once M0u and χ0 are given, the cut-off is obtained from the approximate
36 equation for
the pion decay constant
fpi ≈M0uZ1/2pi (∞, 0)q2=−m2pi . (108)
The pion mass (91) fixes the product a2mu and a
2 is obtained from the gap equation (68) in the vacuum.
Since we are not interested in the scalar sector, the parameter b2 is then obtained from the glueball mass
in an equivalent sigma model: m2GL ≈ χ20(b2 − 3NcΛ4/2π2) (see section III for its exact determination
from the mass value of one of the f0 hybrids). Ms and ms are obtained from equations (69,92) and,
finally, ξ is fitted to reproduce the η′ mass.
The values of the parameters, together with the quark condensates, are given in table I, adapted from
[63], for four sets of input (M0u, χ0). The first two sets have been studied in [62,77]. The choice χ0 = 350
MeV is estimated from QCD sum rules applied to charmonium data [95,96]. The coupling of the quark
and gluon condensates is then weak and the dilaton field is frozen to its vacuum value37 (we can say that,
with this value of the gluon condensate, QCD does not scale, see [75]). Lower values such as χ0 = 125
MeV (which gives a bag constant B′1/4 ≈ 200 MeV), have to be used to enhance the coupling. Low values
of the gluon condensate are required to obtain a chiral phase transition at relatively low temperature
(T ≈ 140 MeV, as suggested by lattice calculations [97]). This justifies the use of the last two sets of
parameters of table I, which were first studied in [63,65].
TABLE I. Parameters of the A-scaling model (mGL = 1.3 GeV)
χ0 (MeV) 350 125 80 90
M0u (MeV) 450 600 300 800
mGL (GeV) 1.3 1.3 1.3 1.3
mu (MeV) 9.1 8.7 7.7 7.7
ms (MeV) 205 196 186 177
M0s (MeV) 645 761 539 929
Λ 2.06 5.85 10.13 8.59
− < u¯u >1/30 207.9 211.4 219.8 220.2
− < s¯s >1/30 207.8 208.2 234.1 216.4
a2 0.333 2.044 11.359 3.327
b2 22.05 642.6 5062 2691
ξ 1.09 0.639 1.3 0.385
Note that a special treatment has to be reserved to ξ for the two sets of parameters Mu = 450 MeV and
Mu = 300 MeV because of the threshold problem due to the lack of confinement of the NJL model (the
meson can unphysically decay into two free quarks). We explain this problem, and the way to still extract
results, in section II C. In figure 2 we show the variation of the critical38 temperature as a function of the
34 It is well known (see for example [91]) that the mass difference between neutral and charged pions is of
electromagnetic nature. Isospin effects account at most for a five percent difference. This justifies neglecting
these corrections. In order to improve our calculations, it is necessary to look at these electromagnetic corrections
rather than at the isospin breaking ones. Note also that we use, as always in the literature, the value mpi = 139
MeV for the pion mass in the vacuum, even if we are interested only in neutral pions. This will have to be
corrected for effects which are strongly dependent on mpi. See for example section II C.
35There is some debate in the literature concerning the glueball mass. It is now believed that the scalar glueball
mass is 1500 MeV [92] or 1710 [93] (see also [94]). As we are not interested in the scalar sector, the exact value is
not important for the analysis. To make contact with our previous works we shall keep the value 1300 MeV until
section III.
36We have neglected a term q2∂Z∂q2 evaluated at q2 = −m2pi.
37With such a value of the gluon condensate, the model is almost a pure NJL.
38By critical temperature and/or density we mean the temperature and/or density associated with the restoration
of the chiral symmetry.
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two free parameters in the two degenerate flavor version of the model. This picture is instructive since it
shows that
FIG. 2. Critical temperature as a function of the parameters M0u, χ0.
• the scaled model is able to reproduce a low critical temperature (≈ 140 MeV) contrarily to a pure
NJL model (T ≈ 190 MeV) – see figures39 4 and 5 of section II B 1 –;
• the model allows for first order transitions (this is not possible with the pure NJL model which
only gives rise to second order transitions40 when µu = µs = 0). Physically this comes from the
fact that quark and gluon condensates are not independent. Mathematically, this comes from the
fact that we have to deal with coupled equations (68,69,82). An example of first order transition
is given in figure 6, section II B 1. It is clear on this picture that quark and gluon condensates are
strongly coupled: the chiral phase transition is abrupt and felt by the gluon condensate;
• in scaled models, a transition temperature as low as T ≈ 140 MeV can only be attained if the
vacuum gluon condensate is small. Then, there is the problem that the chiral symmetry can be
restored at densities close to, or even lower than, the normal nuclear matter density. However, this
defect can be related to the absence of vector mesons in our calculations. It is in fact well known
that these vector mesons make the vacuum stiffer against the restoration of chiral symmetry with
respect to density [79,98,99]. We have however to check if these mesons do not change also too
drastically the critical temperature.
39In figures 4 and 5, we have kept a finite value for the current quark masses. This explains the long tail near Tc.
The Tc value that we give is always the true value, obtained in the chiral limit so that the tail does not contribute
(see the difference between figure 5 and figure 10). This can readily be seen on the gap equation which gives, for
a second order phase transition,
Tc =
√
3
2
Λχc
π
(
1− 8π
2a2
4NcΛ2
)1/2
. (109)
The second term under the square root is due to the chiral limit which then reduces the critical temperature.
This equation also shows clearly that the scaled model allows a reduction of the critical temperature compared
to a pure NJL model, in the ratio χc/χ0.
40To keep things clear, we adopt the somewhat unconventional approach of calling a second order transition
a transition which is continuous although, strictly speaking, we should have made the distinction between true
second order and crossover.
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F. Drawbacks of the models
Effective Lagrangians are very attractive: they are quite simple while giving opportunities to have insights
in an energy-momentum regime where lattice QCD is the only way to examine the true theory. There is
a price for this simplicity. Physically, effective interactions are built in order to reproduce some effects at
a given range of energy-momentum. This implies that their validity is restricted to this range. Even if
calculations can be performed at another scale, there is nothing which enables to relate these calculations
to the true theory. Mathematically, there are also several drawbacks which have to be handled if we want
the model to be meaningful. In the NJL model, these drawbacks are the lack of renormalizability and
the lack of confinement.
• The lack of renormalizability comes from the point-like nature of the quark-quark interaction (see
(43)). The model has to be regularized and this regularization cannot be removed by a renormaliza-
tion procedure. Several regularization procedures are available (the references we indicate below are
examples of application of these regularization procedures to the NJL model) such as Pauli-Villars
[35,82,91], proper time [35], three dimensional cut-off [81,100,101], four dimensional cut-off [47,88],
regularizators which depend only on the orthogonal component to the 4-momentum [89], ... An
in-depth analysis of regularization procedures and more references to the corresponding literature
is given in [36]. Because there is no renormalization, it is clear that the regularization procedure
is part of the model: to specify it requires to give both the Lagrangian and the regularizator. The
hope is that observables are not too sensitive to a particular choice of the regularizator. For loga-
rithmic divergences, this low sensitivity is quite understandable. However, this is a nontrivial task
for quadratic divergences. However, fitting the regularizator to reproduce an observable such as the
pion decay constant makes the results less sensitive to the particular choice.
• The lack of confinement can be traced back to the fact that the quark propagator has a pole. A
quark propagator without pole (with a p2-dependent mass) is not a necessary condition to get a
confined quark but it is sufficient [19] since it ensures that the quark propagator cannot have any
Lehmann representation. (Note, however, that the confined quark does not mean the absence of
trouble to get meson properties. When calculating on-shell meson masses, we are looking for poles
for time-like momenta q2 < 0 (in Euclidean space). The propagators have then to be continued
analytically, which can introduce unphysical poles: the continuation is a rather hard task whose
difficulty is related to the confining property. To quote Ripka [36] “Our ignorance as how to continue
propagators in the complex plane reflects our ignorance of the confining mechanism”.) The lack of
confinement of the NJL model means that quark loops for physical meson processes will generate
a q¯q production threshold at s = 4M2. Celenza et al. [102,103] still use the NJL quark propagator
(constant quark mass). However they get loops without threshold by modifying the vertices in such
a way that they cancel unphysical poles. Physically, these vertices are related to the confining part
of potential models (this supposes that the confining part of a vertex can be separated from the full
one, i.e. that it is possible to decouple the discussion of confinement from that of chiral-symmetry
breaking). As a first step, we prefer to treat the NJL model as it is, trying to find a prescription
to still give a meaning to it, even above threshold. We shall explain the prescription we use in
section II C. Simply speaking, we can say that we use a phenomenological interaction where the
confinement is introduced by throwing away, by hand, the unphysical part. This is justified as long
as the unphysical decay width of the meson into free quarks is small compared to the mass. Since
lattice calculations tend to show that the chiral phase transition and the confining transition are
coincident [97], we shall use the shortcut of speaking about the confined phase for the phase where
the chiral symmetry is spontaneously, dynamically, broken, while we shall identify the unconfined
phase with the phase where the chiral symmetry is restored (Mu = mu,Ms = ms).
• Our model is an extension of the NJL model which takes into account the QCD trace or scale
anomaly. Within the NJL model it is introduced in two steps [77,79]: first a scalar χ field is used to
make the effective Lagrangian scale invariant (this includes also the treatment of the regularizator)
and, second, an effective term is added which mimics the scale anomaly at tree level [54,66]. The
vacuum is driven to a nonzero value of χ0 and provides a mass for the dilaton excitations. The χ field
can be related to the trace of the energy-momentum tensor (60). One drawback of this approach
is that it is assumed that the use of a single dilaton field is enough to saturate the anomaly, i.e.
that the anomaly equation can be used to define one interpolating field for the gluball. Although
working for the pion (PCAC), this idea of the interpolating field is however questionable for such a
massive state as the glueball (MGB ≈ 1.5 GeV). The defect of our approach can be seen by looking
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at the particle data book [104] where it is clear that the region near 1.5 GeV is populated by
several scalar resonances. However, we take here the drastic assumption that all the scalars can be
described with only three resonances41: the f0(1370), f0(1500) and fJ=0(1710). The robustness of
this approximation has to be tested phenomenologically within the model. This will be performed
when studying the scalar sector in section III.
Without the anomaly, the scale invariance would be broken in two ways: i) explicitly, by the
current quark masses and ii) spontaneously, leading to a Goldstone boson (massless dilaton field).
However, the quantum breaking of the axial symmetry completely destroys this situation (massive
dilaton field) and it can be argued that QCD does not scale [105]. This is also shown in the model-
independent study [75] and within the extended NJL model [63]. In [76] it is explicitly shown in the
extended NJL model that, to get a scaling of hadron masses and decay constants as suggested by
Brown and Rho [68], the dilaton mass has to be much smaller that the lightest (q¯q) scalar meson.
Since this is not the case, the Brown-Rho scaling should not be expected in the data. Note that
the model independent estimate made in [75] concerns matter up to normal densities. It does not
prevent the dilaton field to play a role at higher densities. In fact, our studies [63,88] have shown
that the gluon condensate only plays a role near the phase transition. This means that, although
QCD does not scale (at least in the chirally broken phase), the gluon condensate can be relevant
for phase transition studies. In our formalism, this can be traced back to the fact that the gap
equations for the quark condensates are coupled with the gluon condensate (eqs. (68,69,82)). It
is this coupling which allows our model to describe second order phase transitions as well as first
order transitions. This also allows to get low critical temperature and densities. However, the
most interesting cases (departure from the pure NJL case) show up only when χ0 is rather small,
corresponding to bag models (the QCD sum rules estimate [95,96] gives χ0 ≈ 350 MeV, leading to
an almost pure NJL behavior).
• We have given above arguments to claim that the gluon condensate is a meaningful quantity to
describe the chiral transition, even if QCD does not scale. It is however clear that our approach
could have a very strong shortcoming: we use the scale anomaly at zero temperature. When there
is no quark in the theory (mu = md = ms → ∞), eq. (82) gives χ = χ0 for any temperature or
density42. However, the gluon condensate is expected to be flat43 below the transition, so that
its temperature and density variations can be neglected, as a first approximation, in the chirally
broken phase.
41In view of this, all the observed scalars near 1.5 GeV are manifestations of the same particle: the f0(1500).
42In the NJL model, the gluons have been eliminated to the benefit of an effective 4-quark interaction. In our
scaled model, some effects of the gluons have been included (scale anomaly). However we still do not have a gluon
sector. It is then not astonishing that removing the quarks does not lead to a gluon phenomenology: for example
we do not have the right number of gluonic d.o.f.
43See e.g. eq. (3) of [106] or lattice studies in the pure gluonic sector (e.g. figure 4 from [107]).
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II. THE A-SCALED NJL MODEL AT FINITE TEMPERATURE AND DENSITY
In the previous section, we have carefully described the motivations leading to the A-scaled NJL model and
we have commented on the drawbacks of the approach. This section gathers results at finite temperature
and density. We shall first focus on analytical results for the thermodynamics in section IIA. We shall
then show our numerical results concerning the condensates, the thermodynamics and the critical surface
Tc(µu, µs) in section II B. We shall end the section with a study of the anomalous decay of the neutral
pion into two photons. This will give us the opportunity to extend the model above the threshold.
A. Thermodynamics
It is believed that QCD has two phase transitions: a deconfinement transition corresponding to going from
a hadronic gas to a quark-gluon plasma, and a transition leading to a phase where the chiral symmetry
is restored. Lattice calculations [97,107] suggest that these two transitions coincide. In a purely gluonic
theory, it seems that the transition is of first order (for Nc = 3). When quarks are introduced, the order
of the transition depends on the number of light flavors. With Nf = 3 massless flavors, QCD has a first
order chiral transition, not connected to the pure gluonic one. When the mass of the quarks is varied, the
two first order transitions are separated by a region in which there is a crossover (to keep things simple,
we shall call it a second order transition, however). According to the type of calculations – Wilson
fermions [108] or staggered (Kogut-Susskind) fermions [109] – QCD (mu ≈ md ≈ 10 MeV, ms ≈ 200
MeV) appears to be in the first order region, or in the second order region, respectively. It is then not so
clear which case occurs and we have the freedom to play with the parameters in such a way as to allow for
both types of transitions. Note that the distinction between pure gauge deconfinement and light quark
chiral phase transition is of prime importance: the energy scales are different. Pure gauge transitions
occur at a temperature of about 260 MeV while, with two light flavors, the critical temperature is around
150 MeV [97,106,107,110,111], or even as low as 140 MeV according to [112,113].
The deconfining transition is hard to study in existing models. However, chiral symmetry breaking and
its restoration can be studied in effective models such as NJL. Since both transitions are seen to be
coincident on the lattice, we shall take the point of view that the study of the chiral phase transition
can shed light on the deconfining transition. To simplify the discussion we shall call hadronic phase the
phase where chiral symmetry is spontaneously broken while we shall call quark-gluon plasma phase the
phase where chiral symmetry is restored44. We shall also take the point of view that gluon confinement is
linked to the gluon condensate χs, although this hypothesis is questionable [19,114]. There is a constraint
between the quark and gluon condensates, which shows up into the form of three coupled equations for
the three condensates. We can then get, according to the strength of this constraint, a second order
transition (continuous transition from one phase to the other, see figure 5) or a first order transition
(discontinuous passage from one phase to the other, see figure 6).
The preliminary results given in this section have been discussed in [88,115]. As already stated we work
at the mean field level. The groups of Rostock [84,89], Heildelberg [80,81,85] and Nikolov et al. [86] go
beyond this approximation, studying the first 1/Nc corrections and showing that they are not negligible
at low temperature and density (because pions are almost massless). However one can also take the point
of view that an effective theory cannot be used above the mean field so that corrections should not be
included. As a first approximation, we shall keep this argument.
1. Pressure, energy density, entropy density, bag constant
In this section we want to understand the equilibrium properties of a strongly interacting matter, i.e.
determine the relations associated to the thermodynamics of a hot and dense system. The system is
modelized by an effective action of the NJL type (free massive constituent quarks) with a dilaton field
included45, eq. (61). In a grand-canonical system, the partition function is given by
44Strictly speaking, only the quark condensate goes to zero in our model. However we include the gluons in this
plasma phase when the gluon condensate reaches its minimum value.
45For the thermodynamics of a scaled linear sigma model, see [74].
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Z = exp(−βΩ), (110)
where Ω is the thermodynamical potential (or grand potential). We exclusively consider a system in equi-
librium: all the descriptions (micro-canonical, canonical, grand-canonical) are equivalent. However the
grand-canonical description is the easiest. In the canonical formalism, the basic quantity is the Helmholtz
free energy and the independent variables are the temperature, the pressure and the densities (one for
each chemical potential). Since phase transitions occur at a constant chemical potential, and not at a
constant density, it has always to be checked if a lower energy solution, obtained by separating the system
into subsystems, exists [116]. Working in the grand-canonical formalism, where the independent variables
are the temperature, the pressure and the chemical potentials, there is a direct access to the solutions
corresponding to the minimum of the thermodynamical potential. Eq. (110) leads to the identification
Ieff = βΩ. (111)
Since [64,116]
dΩ = −SdT − PdΩ− ρidµi (i = u, d, s), (112)
we get
P = −
(
∂Ω
∂Ω
)
T,µi
. (113)
This implies
P =
1
β
∂ ln(Z)
∂Ω
}
T,µi
. (114)
Physically, the pressure is not an absolute quantity. We have to consider it with respect to a reference
system which is chosen to be the (non-perturbative) vacuum, of pressure P0. Defining P − P0 = P ′ and
replacing P ′ by P , we then have
P =
1
β
∂ ln(Z/Z0)
∂Ω
}
T,µi
. (115)
As explained for eq. (73), we can separate the action into a Fermi part and a Dirac part. Subtracting
the vacuum, the lowest order of the action is
Iseff (ϕ
s
a, χs) ≡ Iseff (Mu,Ms, χs) =
Is(µ,β)(Mu,Ms, χs) + I
s
(0,∞)(Mu,Ms, χs)− Is(0,∞)(M0u,M0s , χ0). (116)
The first term is the Fermi part, which does not need being regularized,
Is(µ,β) (Mu,Ms, χs) = −βΩ
2Nc
2π2β
∑
i=u,s
ai
∫ ∞
0
k2dk
×
{
ln
(
1 + exp [−β (Ei + µi)]
)
+ ln
(
1 + exp [−β (Ei − µi)]
)}
, (117)
where46 Ei =
√
k2 +M2i , and au = 2, as = 1, while the Dirac part (T = µ = 0) has to be regularized
and is given by
46When no confusion is possible between the 4-momentum k and the 3-momentum ~k, we use the notation k for
|~k|.
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Is(0,∞)(Mu,Ms, χs)− Is(0,∞)(M0u,M0s , χ0) = −βΩ
{
2Nc
32π2
∑
i=u,s
ai
×
[
(Λχs)
4 ln
(Λχs)
2
+Mi
2
(Λχ0)
2
+M0i
2 −Mi4 ln
(Λχs)
2
+Mi
2
Mi
2
+M0i
4
ln
(Λχ0)
2
+M0i
2
M0i
2
−
(1
2
(Λχs)
4 − 1
2
(Λχ0)
4
)
+
(
(MiΛχs)
2 − (M0i Λχ0)2
)]
+
[
(χ4s − χ40)
( b2
16
+
a2
4χ20
(σs20 + σ
s2
8 )
)
−
∑
i=u,s
ai
(a2χ2s
4
Mi
2(1 − mi
Mi
)2 − a
2χ20
4
M0i
2
(1− mi
M0i
)2
)
− b
2
16
χ4s ln
(
χs
χ0
)4 ]}
. (118)
With the action (116), eq. (115) gives
P = − 1
β
∂Iseff (Mu,Ms, χs)
∂Ω
, (119)
which leads to
P = − 1
βΩ
[
Is(µ,β) (Mu,Ms, χs) + I
s
(0,∞) (Mu,Ms, χs)− Is(0,∞)
(
M0u,M
0
s , χ0
)]
. (120)
The physical meaning of this equation is that the grand potential is an extensive quantity:
Ω = −PΩ. (121)
In section ID 3, we have seen that, mathematically, the mean field approximation corresponds to finding
the saddle-point solution of the equations (63,65), i.e. to finding the minimum of the action. Eq. (121)
shows the physics attached to this condition: the system chooses the phase where the pressure is a
maximum.
Quark densities can be evaluated from (112) and are given by (see (79) for the definition of the functions
ni±)
ρi = −
(
∂Ω
∂µi
)
T,Ω
= − 1
βΩ
(
∂Iseff
∂µi
)
= −Nc
π2
∫ ∞
0
k2 (ni+ − ni−) dk. (122)
Since we work in the isospin limit (mu = md) for a symmetric matter (µu = µd), it is clear that ρu = ρd.
The entropy density can also be evaluated from (112) and is given by
s ≡ S
Ω
= − 1
Ω
(
1− β ∂
∂β
)
Is(µ,β) (Mu,Ms, χs) . (123)
Only the Fermi part appears in this formula since this is the only one which depends upon temperature.
When T → 0 the entropy density s goes to zero, in agreement with the third principle of thermodynamics.
Finally, the internal energy is given by [64,116]
E ≡ Ω+ TS + µiρi =
(
1 + β
∂
∂β
− µi ∂
∂µi
)
Ω =
(
∂
∂β
− 1
β
µi
∂
∂µi
)
Iseff (Mu,Ms, χs). (124)
This gives the energy density
ǫ ≡ E
Ω
=
1
Ω
(
∂
∂β
− 1
β
µi
∂
∂µi
)
Is(µ,β) (Mu,Ms, χs)
+
1
βΩ
[
Is(0,∞) (Mu,Ms, χs)− Is(0,∞)
(
M0u,M
0
s , χ0
)]
. (125)
Like the pressure, the energy density is a relative quantity : (125) gives the density energy of the system
w.r.t. the vacuum energy.
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2. Bag constant B
Following [113,117], we write
P = Pideal gas −B (β, µu, µs) , (126)
ǫ = εideal gas +B (β, µu, µs) , (127)
Ts = Pideal gas + εideal gas − µiρi, (128)
with
Pideal gas = −
Is(µ,β) (Mu,Ms, χs)
βΩ
=
Nc
3π2
∑
i=u,s
ai
∫ ∞
0
k4
Ei
(ni+ + ni−) dk, (129)
εideal gas =
1
Ω
(
∂
∂β
− 1
β
µi
∂
∂µi
)
Is(µ,β) (Mu,Ms, χs)
=
Nc
π2
∑
i=u,s
ai
∫ ∞
0
k2Ei (ni+ + ni−) dk, (130)
being quantities relative to a massive free quark system. The interaction measure, which is an indication
of non-perturbative effects, is
ε− 3P = 4B + Nc
π2
∑
i=u,s
aiM
2
i
∫ ∞
0
k2i
Ei
(ni+ + ni−) dk. (131)
In eqs. (126) and (127), we have defined a temperature and density dependent (through Mu,Ms, χs) bag
constant47 B. It depends on the Dirac contribution (118) to the pressure:
B (β, µu, µs) =
1
βΩ
{
Is(0,∞) (Mu,Ms, χs)− Is(0,∞)
(
M0u,M
0
s , χ0
)}
. (132)
The definition (132) is different from [63,70,81,118] because two new effects are implemented: i) we take
into account the explicit breaking of chiral symmetry (even if mu = 0, we havems 6= 0: the strange quark
contribution can be non-negligible); ii) as already stated, eq. (132) takes into account the effects of the
gluons. Moreover, (132) conceptually differs from the definition [81] where the bag constant is zero in
the chirally restored phase. Finally, it is different from the bag constant B′ introduced in [62,65,77]. In
these references, it is only obtained at zero temperature and density, through the definition of B′, being
identical to the energy difference between the perturbative vacuum and the true vacuum48.
In the perturbative vacuum, the chiral symmetry is restored and the gluon condensate vanishes. Then,
according to [62],
B′ =
1
βΩ
{
Is(0,∞) (0, 0, 0)− Ic(0,∞)
(
M0u,M
0
s , χ0
)}
=
1
16
m2GLχ
2
0. (133)
In SU(3), implementing ms = 0 in the definition of the perturbative vacuum makes no sense. However,
we shall see that the value of B′1/4 is not so far from that of B1/4 (132) (for T >>) so that the use
of (133) in [62,65,77] is verified a posteriori. This remark also applies for the effect of χs which does not
go down to zero.
Note that in [118], the authors study both the chiral symmetry restoration and the effects of the gluon
condensate. They however define two bag constants, one associated to the restoration of scale symmetry,
the other to the restoration of chiral symmetry.
47In [113,117], there is no glueball: the bag constant is purely chiral. Our bag constant is then a generalization
of these references.
48One can also take the equivalent definition of considering it only through the glueball Lagrangian (decoupling
between the glueball and the other fields). We have B =
1
4
< θµµ >=
b2
16
χ4 =
1
16
m2GLχ
2.
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3. High temperature zero density limit (T > Tc)
In a phase where chiral symmetry is restored – in this section, we mean the phase where the constituent
quark mass goes to the current quark mass (Mi = mi, i = u, s) even if we are not in the chiral limit –
we have ms/T <∼ 1: a high temperature expansion in ms/T is possible [115,119,120]. Calculations are
lengthy and left to appendix D, taken from [88]. We work at zero density. Our results are a generalization
of [115,119,120] where only a limited number of terms in the ms/T expansion have been retained while
we are able to give here the full expansion, involving only elementary functions. Note that to describe
the results in section II B, the first four terms will be enough (T > Tc, with Tc the critical temperature)
so that we only keep them in the following. For the pressure, we get
Pideal gas ≈ T 4
(
7
60
Ncπ
2 − Nc
12
m2s
T 2
− Nc
8π2
m4s
T 4
ln
ms
πT
+
Nc
16π2
(
3
2
− 2γ
)
m4s
T 4
+ ...
)
, (134)
where γ is the Euler constant49.
Note that the case of finite chemical potentials is much more complex and, to our knowledge, has never
been treated to all orders in the fermionic case. (In the bosonic case, the constraint µi < Mi (not present
in the fermionic case) allows a high temperature expansion (mi/T and µi/T <∼ 1) to all orders [121–123].)
Above Tc, the bag constant B is temperature independent and writes
B =
1
βΩ
{
Is(0,∞) (0,ms, χc)− Is(0,∞)
(
M0u,M
0
s , χ0
)}
, (135)
where χc is the gluon condensate above Tc. Note that, for any set of parameters (M
0
u, χ0), we could not
get χc = 0. In our model there is never a complete gluon deconfinement. This is related to the fact
that gluons are only poorly incorporated in our formalism (we have no explicit temperature dependence
of the gluon condensate since the modeling of the gluon anomaly is through a temperature independent
potential (59); we also do not have the right number of gluonic d.o.f.).
The energy density is given by (125)
εideal gas =
1
Ω
∂Is(µ,β)
∂β
, (136)
i.e., using (111) and (121),
εideal gas = − ∂
∂β
(βPideal gas). (137)
With (134), the high temperature, zero density, expansion gives (appendix D)
εideal gas ≈ T 4
(
7
20
Ncπ
2 − Nc
12
m2s
T 2
+
Nc
8π2
m4s
T 4
ln
ms
πT
+
Nc
16π2
(
2γ +
1
2
)
m4s
T 4
+ ...
)
. (138)
Finally, (111) and (121) applied to (123) lead to
s =
(
1− β ∂
∂β
)
βPideal gas, (139)
or, equivalently, to
s = −β2 ∂
∂β
Pideal gas =
∂
∂T
Pideal gas. (140)
The high temperature, zero density, expansion of the entropy density is then (appendix D)
Ts ≈ T 4
(
7
15
Ncπ
2 − Nc
6
m2s
T 2
+
Nc
8π2
m4s
T 4
+ ...
)
. (141)
The results (134), (138) and (141) are used in section II B.
49In [81], the massless free quark limit is unreachable, by construction: the d3k regularization introduces a cut-off
Λ for each Fermi or ideal gas quantity. These quantities, for example Pideal gas, behave then at high temperature
as Λ/T , decreasing to zero. This drawback is not present in this work, where we have chosen a d4k regularization
for the vacuum while the Fermi part is not regularized.
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4. Low temperature zero density limit
To simplify the discussion, we limit ourselves to the zero density case. If M0u is of the order of 400
MeV, the low temperature expansion (see appendix D) is valid up to T ≈ 100 MeV. Indeed, masses
and condensates are not varying within this range of temperatures, see section II B, and the expansion
parameters βMu and βMs are then large enough – we have at worst βMu ≈ 4 – to allow a stationary
phase expansion of (129):
Pideal gas ≈ 4Ncβ
−5/2
(2π)
3/2
∑
i=u,s
aiM
3/2
i e
−βMi + corrections, (142)
where au = 2, as = 1. To get the corrections
50, it is better to work with (129) written in terms of K2,
of which the asymptotic behavior is well known. The method is explained in appendix D which also
contains the low temperature zero density expansion of the energy and entropy densities.
The results relative to this section are given in section II B 3. They necessitate the knowledge of the
behavior of the condensates as a function of temperature.
B. Results: condensates and thermodynamical functions at finite temperature and density
We show the variation as a function of temperature and density of the quark and gluon condensates in
section II B 1. The results concerning the critical surface T (µu, µs) are given in section II B 2. We discuss
the results relative to the thermodynamics in section II B 3.
1. Condensates
The quark and gluon condensates are given by eqs. (80–82). The constituent quark masses Mu and Ms
used in these equations come from the gap equations (68,69). When mu = 0, Mu = 0 is always a solution
of (68), so that it has to be checked if it corresponds to a greater pressure. We define a second order
transition to be a transition for which the slope of the pressure as a function of the external parameters
T, µ is continuous (this includes both true second order transitions and crossovers); otherwise it is said
to be of the first order. We show results for four sets of parameters
(i) M0u = 450 MeV, χ0 = 350 MeV, (143)
(ii) M0u = 600 MeV, χ0 = 125 MeV, (144)
(iii) M0u = 300 MeV, χ0 = 80 MeV, (145)
(iv) M0u = 800 MeV, χ0 = 90 MeV, (146)
for which the model parameters have been obtained in table I, section I E. Different behaviors show
up according to the chosen set and to the external parameters: we can have two first order transitions,
coincident or not, or two second order transitions. We can also have a second order transition for one
species of quark while the other experiences a first order transition. A discontinuous slope for the pressure
means a discontinuous condensate: there is a mass gap. This is illustrated in figure 3.
Since the pressure at point A is identical to the pressure at point D, the transition takes place between
these two points. Only the region from B to C is unstable: there is metastability between A and B and
between C and D.
Note that looking graphically at the pressure to find the transition point is manageable only in the two
degenerate flavor model at zero density or temperature. In that case, the strategy is the following. Given
Mu, the corresponding χs can be extracted from eq. (82) with the strange quark contribution removed
(two-flavor case). We can then use this couple (Mu, χs) to extract the corresponding temperature from
the gap equation, eq. (68). There is only one solution. (Should we have fixed the temperature, we should
have to solve two coupled equations (68,82) with the problem that, for a first order transition, several
50Corrections to (142) are negligible only if βMi >∼ 40. However their number is limited for βMi as low as 4. In
appendix D, we quantitatively discuss the importance of these corrections with respect to the value of βMi.
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solutions are possible.) We then get the ABCD curve of figure 3(a). To get the transition point it is then
enough to look at the pressure, figure 3(b).
FIG. 3. Up constituent quark mass transition (with mu 6= 0).
Of course, as soon as more variables (µu, µs,Ms) are introduced, this strategy is not anymore of interest.
We have to solve the full set of coupled equations (68,69,82) as a function of chemical potentials and
temperature. Because of possible first order transitions, several local extrema of the pressure show up
so that it is necessary to use a numerical algorithm searching for global extrema. In our work [115], we
used the simulated annealing algorithm that we adapted from [124].
Figures 4 and 5 are for the sets (143) and (145), respectively, and correspond to a second order phase
transition51 w.r.t. the temperature for vanishing chemical potentials. They are similar to results obtained
in the two-flavor case [62,65]. The choice (143) almost corresponds to a pure NJL model, while the choice
(145) leads to a lower critical temperature, in agreement with lattice results [107,111–113].
If we take the chiral limit analogue of figure 4, the critical temperature is found to be Tc ≈ 193 MeV.
The gluon condensate is almost flat, so that the quark and gluon condensates are almost uncoupled. The
scaled model is then essentially a pure NJL. In figure 5 this coupling is more important and the chiral
limit gives Tc ≈ 140 MeV. Working in the three-flavor version of the model, these two pictures show also
the strange quark condensate, for which we can make two remarks:
• < s¯s > decreases slower than < u¯u >, in agreement with [125]. This can be traced back to the
51See figure 2, section IE, for the order of the transition versus the parameters (Mu, χs).
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greater constituent strange quark mass compared to the up quark (see table I) which, in turn, is a
consequence of a greater current strange quark mass compared to the up one52. Note however that
our results show a faster decrease of < s¯s > with temperature than in [126];
• because of the coupling between the condensates, the gluon condensate at the transition, χc, is
smaller than in the two-flavor case. For the set (145), we have χc(SU(2)) ≈ 0.8 while figure 5 shows
χc(SU(3)) ≈ 0.6.
FIG. 4. Quark and gluon condensates as a function of temperature for the parameters M0u = 450 MeV, χ0 = 350
MeV (≈ pure NJL model).
FIG. 5. Quark and gluon condensates as a function of temperature for the parameters M0u = 300 MeV, χ0 = 80
MeV.
Figures 6 and 7 are the analogues of figures 4 and 5 for the sets of parameters (144) and (146), respectively.
These two sets allow to get a first order phase transition [62,77]. With the second one, however, the critical
temperature is lowered down to Tc ≈ 140 MeV, in agreement with lattice QCD [107,111,113].
With these two sets of parameters, the coupling between quark and gluon condensates is so strong that
all the condensates undergo the transition together. Although these figures suggest that a first order
52Note that, in the two-flavor limit where Ms,ms →∞, we have < s¯s > / < s¯s >0= 1.
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transition is connected to a low value of the gluon condensate, both M0u and χ0 really determine it, as
shown in figure 2 and confirmed in figure 5.
FIG. 6. Quark and gluon condensates as a function of temperature for the parameters M0u = 600 MeV, χ0 = 125
MeV.
FIG. 7. Quark and gluon condensates as a function of temperature for the parameters M0u = 800 MeV, χ0 = 90
MeV.
At zero density, the above analysis shows that:
• we can reproduce both first and second order phase transitions. A first order transition is typically
an effect due to the gluon condensate which then does not show up in pure NJL models;
• a low critical temperature, as low as 140 MeV, can be reproduced. This is clearly related to the
coupling between quark and gluon condensates. Pure NJL models are then unable to reproduce
such a low temperature: they cannot go below Tc ≈ 190 MeV. According to eq. (109), scaled
models allow (for second order transitions) a reduction of the critical temperature in the ratio
χc/χ0 compared to a pure NJL model;
• the coupling between quark and gluon condensates is mainly driven by the value of the vacuum
gluon condensate χ0. With large χ0, the coupling is weak while the coupling becomes more and
more important as we decrease χ0. The quark or gluon condensate can then be considered as the
order parameter for the phase transition.
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It should however not be forgotten that all the above analysis is performed without vector mesons.
Without them, our results show that high values of the gluon condensate are needed to get a transition
above the normal nuclear matter density ρ0. This is illustrated for two flavors in figure 8.
FIG. 8. Quark and gluon condensates for the parameters M0u = 300 MeV, χ0 = 350 MeV for mu = 0 (plain
line) and mu 6= 0 (dashed line) as a function of the chemical potential (a); as a function of the density (b); (c)
shows ρu versus µu.
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For M0u = 300 MeV, the smallest required value of the vacuum gluon condensate, for a second order
transition, is χ0 = 350 MeV. Even in this case the chiral limit leads to a first order transition. It is
however clear from figure 8(a) that, although sharp, the transition is of second order if mu is different
from zero. Figure 8(b) is also instructive is the sense that it shows clearly that looking at the density is
misleading to have insights on the transition. The dashed curve is a second order transition while the
plain curve is a first order transition. The transition occurs from below the normal nuclear density to
above the normal nuclear density (the phase between the two vertical bars is unstable). The fact that a
small current quark mass can stabilize the system has already been noticed in [127] in a pure NJL. Since
a pure NJL does not lead to a first order transition at zero density finite temperature, this indicates that
the temperature has a stabilizing effect on the transition.
Although the scaled models are not able to reproduce a transition above the normal nuclear density for
a small value of the gluon condensate (which leads to a low critical temperature), it does not mean that
they are inefficient. Indeed, it is well known that vector mesons make the vacuum stiffer against the
restoration of chiral symmetry [98,99]. Including these mesons will then correct what seems to be, at first
sight, a drawback of the model.
2. Critical surface Tc(µu, µs)
FIG. 9. Quark and gluon condensates as a function of temperature for the parameters M0u = 600 MeV, χ0 = 125
MeV in the light quark chiral limit mu = md = 0 for µu = µd = µs = 250 MeV (a); for µu = µd = 200, µs = 0
MeV (b).
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In this section, we add to the results of the previous section the effect of the density through the chemical
potentials µu = µd (symmetric matter) and µs. We base our discussion on the work [115] which is
a systematic study of the chiral phase transition, for three flavors, as a function of temperature and
chemical potentials. To eliminate the long tail due to finite current quark masses, we work in the chiral
limit for the light quarks (mu = md = 0) while we keep ms 6= 0 which is the only source (apart from the
chemical potentials) of chiral symmetry breaking. We also restrict ourselves to the sets of parameters
(144,145) which yield, at zero density, a low transition temperature of respectively first or second order.
Adding chemical potentials to the temperature study is interesting because it shows new behaviors:
separated transitions for up and strange quarks, both of first order or first and second order. This is
illustrated in figures 9 and 10.
Figure 9(a) is quite similar to figure 6: both transitions are of first order and coincident. However, the
addition of a chemical potential shows that the critical temperature is reduced, and eventually vanishes,
if the density is high enough. This is illustrated in figure 12. Figure 9(b) gives a new behavior: the
up and strange transitions are disconnected except through the gluon condensate χ. In fact, when the
up quarks make their transitions, eq. (82) for the χ field shows a discontinuity which also implies that
the strange quarks feel the up ones making the transition. This is what happens around T ≈ 140 MeV.
However this is not the true strange quark transition: at T ≈ 160 MeV, the strange quarks perform their
own first order transition.
FIG. 10. Quark and gluon condensates as a function of temperature for the parameters M0u = 300 MeV, χ0 = 80
MeV in the light quark chiral limitmu = md = 0 for µu = µd = µs = 0 MeV (a); for µu = µd = µs = 250 MeV (b).
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Figure 10(a) is the analogue of figure 5 for vanishing light quark masses. It shows a second order transition
for the up condensate while the strange condensate feels a weak first order transition.
It is interesting to notice that the tail in figure 5 has completely disappeared, showing that the transition
for the up quarks (for vanishing density) occurs at about 150 MeV (140 MeV, would we have only two
flavors). It also shows that a small up current quark mass has a stabilizing effect for the strange transition.
This is traced back to the mixing of the up and strange quark condensates through the gluon condensate.
Figure 10(b) is for the same set of parameters as figure 10(a) but for nonvanishing chemical potentials.
This explains why the transition temperatures are reduced. Note that we have two noncoincident first
order phase transitions. Because the coupling between the condensates is smaller than in the case shown
in figure 9, the first transition of the strange quarks, connected to the transition of the up quarks, leads
only to a small mass gap. Its true transition occurs around T ≈ 150 MeV.
As we have seen, up and strange transitions can be completely disconnected. This is also illustrated in
figures 11 and 13 for the sets of parameters (144,145), respectively. Open circles represent the phase
transition µsc as a function of µuc. For figure 11, they correspond to a vanishing up quark condensate
< u¯u > at a temperature (figure 11) Tc = 0 MeV (a), Tc = 100 MeV (b) and Tc = 161 MeV (c). The
transition associated with the strange quark condensate < s¯s > is given by the crosses.
We also observe on figure 11 that, at low temperature, up and strange transitions are independent as
in a pure NJL without ’t Hooft determinant, except in a small region of the plane (µsc, µus) where the
coupling with the gluon condensate is high enough to constrain the two condensates to vanish coincidently.
This region is the only one to survive when the temperature is increased. At any point (Tc, µsc, µus),
the transition is of the first order, which is well illustrated on figure 9 in the case of a strong coupling
between the condensates (figure 9(a): Tc ≈ 120 MeV, µuc = µsc = 250 MeV) and in the case of a weaker
coupling (figure 9(b): Tuc = 140 MeV, Tsc = 160 MeV, µuc = 200 MeV, µsc = 0 MeV).
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FIG. 11. Chiral phase transition for the parameters M0u = 600 MeV, χ0 = 125 MeV in the light quark chiral
limit mu = md = 0. µsc as a function of µuc for T = 0 MeV (a); for T = 100 MeV (b); for T = 161 MeV (c).
Note that, in our model, a discontinuity in the behavior of one of the quark condensates implies a
discontinuity of the gluon condensate, in contradiction with the results53 of [114]. Note also that, above
the transition, χs 6= 0: gluons are never completely deconfined.
Figure 12 sums up the preceding results in the form of an “artistic” view.
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FIG. 12. Chiral phase transition summing up results from figure 11 for the set of parameters (144).
53The authors of this reference also make the distinction between the two scales of deconfinement and restoration
of chiral symmetry, arguing that values of the MIT bag constant has more to do with chiral symmetry than with
quark confinement (see also [113,118]).
42
The space is divided into four regions: the internal region corresponds to quarks in the condensed phase
or, in our terminology, in the hadronic phase; the external region is interpreted as the quark-gluon plasma
phase; the last two regions, extending along the axis up to infinity, correspond to mixed phases with free
up (strange) quarks in presence of strange (up) quarks in the hadronic phase. We notice an interesting
prediction of the model: if non-strange matter (with a high enough up chemical potential) is heated, we
observe the appearance of light free quarks in thermodynamical equilibrium with strange hadrons (of
zero net strangeness, because µs = 0). These strange hadrons then transform into a free strange quark
gas if the temperature is again increased.
As already mentioned, a drawback of the model shows up when densities are calculated. When the
transition is of first order, there is a density jump at the transition54. The problem is that the jump
occurs from before to after the normal nuclear density: in our terminology, the hadronic phase would
be unstable. For example, at µuc = µdc = µsc = 250 MeV, we have ρu before/ρ0 = 0.362, ρs before/ρ0
= 0.050 and ρu after/ρ0 = 2.646, ρs after/ρ0 = 0.978, where ρ0 is the normal nuclear density of quarks
(0.51/fm3). To cure this defect, one has to take a large value for the vacuum gluon condensate, while
keeping a small value for the constituent quark mass in the vacuum M0u, see figure 8. This means that
the model behaves as a pure NJL. In our model, scalar meson masses would then be badly reproduced
(roughly speaking, Mmeson ≈ 2Mu) and the critical temperature would be large (Tc ≈ 200 MeV), in
contradiction with lattice calculations [107,111,113]. However, as already indicated, one expects [79,98]
that the introduction of the vector mesons into the formalism will solve this problem, making the vacuum
stiffer against the restoration of chiral symmetry. This would then allow to get larger densities before the
restoration takes place, while maintaining intact the general behavior of the phase transition, since it is
mainly related to the chiral mesons and their coupling to the condensates.
The preceding results remain qualitatively unchanged when the set of parameters (145) is studied, except
for the order of the transition: at low density, the transition is of second order (see figure 10(a)).
Figures 13 and 14 are the equivalent of figures 11 and 12, respectively.
Figures 11 and 13 are qualitatively identical, except at high temperature where the quark condensates
are always coupled, for any choice of (µuc, µsc), for the set (144). For the set (145), the up quarks can
only exist in the deconfined phase with a restoration of chiral symmetry for strange quarks at µsc ≈ cst.
The results from figure 13 can be summed up in a 3-dimensional space, of which we give an “artistic”
view in figure 14.
The results from this section form the basis to determine those on thermodynamics, which are given in
the next section.
54Transitions occur at constant chemical potential.
43
FIG. 13. Chiral phase transition for the parameters M0u = 300 MeV, χ0 = 80 MeV in the light quark chiral
limit mu = md = 0. µsc as function of µuc for T = 0 MeV (a); for T = 100 MeV (b); for T = 130 MeV (c); for
T = 130 MeV (d).
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FIG. 14. Chiral phase transition summing up results from figure 13 for the set of parameters (145).
3. Thermodynamics
In this section, we present results relative to the pressure (equation of state), the energy density and the
entropy density that we have adapted from [88,115]. Because we would like to emphasize some points
relative to fits, we first take the somehow unusual way to present these quantities as a function of T 4
(pressure, energy density) or T 3 (entropy density). This allows us to separate curves corresponding to
different parameters. Once these results will have been presented, we shall redraw some of our results
in the usual way (pressure or energy density or T times the entropy density, over T 4, as a function of
T ), allowing us to make a more direct comparison with the general shape of these quantities as obtained
in lattice calculations. Pressure, energy and entropy densities are obtained from (120), (125) and (123),
respectively. The general behavior of these quantities can be understood (at vanishing density) from eqs.
(126–128) with asymptotic behaviors given in appendix D and summarized in section IIA 1.
Pressure
The behavior of the pressure is shown in figure 15(a) for a vanishing density. As the strange quark mass
ms is different from zero, the behavior of the pressure above Tc is not the usual T
4 law: in addition to
the bag constant (135) which is taken into account through the decomposition (126), the massive free
gas part has the temperature expansion (134).
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FIG. 15. Pressure as a function of T 4 for the set of parameters (144,145) for µu = µd = µs = 0 MeV (a); for
µu = µd = µs = 250 MeV (b).
Figure 15(a) shows also the linear fit in T 4 which is valid in the phase where the chiral symmetry is
restored:
P ≈ 3.40 T 4 − 2.097 10−3 (147)
for the set (144), and
P ≈ 3.40 T 4 − 1.195 10−3 (148)
for the set (145). Note that the coefficient of T 4 is not equal to the coefficient 7Ncπ
2/60 (=3.454) of the
term T 4 in the expansion (134). Because of the limited range of temperatures investigated in figure 15,
the corrective terms to the factor T 4 in the expansion (134) change the apparent slope, and the constant
term in (147) cannot be identified with the bag constant B. When a fit is realized with all the terms of
the expansion (134)55, plus a constant C to adjust, this one equals C1/4 ≈ 207 MeV for the set (144) and
C1/4 ≈ 179 MeV for the set (145). These values are close to B1/4 ≈ 209 MeV (set (144)) and B1/4 ≈
183 MeV (set (145)) obtained from a direct calculation of the exact bag constant (135). This shows
the consistency of our numerical results and the fast convergence of the expansion (134), even if the
expanding parameter ms/T is not so small! Note also that the numerical values of B
1/4 extracted from
the exact bag constant (135) or extracted from the fits are not so far from B′1/4 given by the approximate
equation (133). The latter is valid if we ignore the coupling between the quark and gluon condensates,
and gives B′1/4 = 201 MeV (set (144)) and B′1/4 = 161 MeV (set (145)). This justifies a posteriori the
introduction of the approximate bag constant (133) in the references [62,63,77]56.
This discussion shows that it could be quite dangerous to extract numerical values from fits: one could
be tempted to identify the bag constant from the constant term in (147) and (148). The above analysis
shows clearly that it would be wrong.
Beyond the transition, the behavior of the pressure versus temperature depends on the order of the
transition. For the set (144), βMi (i = u, s) remains quite large, so that the T behavior is described in a
first approximation by (142). However, a careful analysis shows that this expansion is not well suited for
βMs ≤ 20, or even for βMs ≤ 40, and that the expansion (D35) should be used instead. The exponential
behavior e−βMs is however still correct. For the set (145), the phase transition is of second order so that
Mu is progressively decreasing. This implies that the expansion (D35) cannot be used over the whole
55By all the terms we mean the terms which are included in (134). Indeed the precision is sufficient and we do
not have to take into account more terms defined in (D32).
56It should however be stressed that it is better to work with the exact expression since an error in B1/4 is
amplified when going to B.
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range T < Tc and, even more, that it is too crude to describe this behavior. We have however found that
the expansion (D34), with the sum limited to n = 1 and n = 2, is well suited for temperatures below 100
MeV.
Note that for an analysis based on the 1/Nc expansion [80,81,83–85], it has been shown that the pions
give the largest contribution to the thermodynamical quantities at low temperature57. In the chiral
limit where the pions are massless, their behavior is in T 4, which effectively shows they have a bigger
contribution than (142) based on the high constituent quark mass. This is an example where the 1/Nc
approach to the lowest order is not valid (see [36]).
The above analysis shows that an important ingredient is not included: indeed, the T 4 obtained for
Pideal gas does not contain the gluonic d.o.f., as indicated in section I F. In the chiral limit, we should
have
Pideal gas =
π2
90
{
2Ng +
7
8
NcNf4
}
T 4 ≈ 5.2 T 4, (149)
with Ng = 8 if Nc = 3.
Although the gluon condensate is in part due to these gluonic d.o.f., gluons do not contribute to the
thermodynamics. To take into account the thermodynamics of a purely gluonic system, we should add
to the Lagrangian (58) a temperature dependent potential Vχ(T ). This has for example been noticed in
[70,76,130]. The choice of this potential should be such that it leads to the behavior (149).
Figure 15(b) is the analogue of figure 15(a) for the choice µu = µs = 250 MeV. These values correspond to
a strong coupling between the condensates < u¯u > and < s¯s > for the set (144), and to a weak coupling
for the set (145), as shown in figures 9(a) and 10(b). With a chemical potential, there is no possible T 4
linear fit. This can be seen considering the chiral limit (mu = md = ms = 0) of (126) with (129). This
leads to
P =
7
60
Ncπ
2T 4 +
Nc
2
µ2T 2 +
Ncµ
4
4π2
−B. (150)
Because ms 6= 0, eq. (150) has to be modified. Figure 15(b) shows that the T 4 part is not modified
compared to (150), while the T 2 part is slightly smaller. Once again, this shows that one has to be
very careful when making fits. The coefficient of the T 4 term is not identical to the one of (147): the
supplementary terms in (134), and terms coming from the chemical potential, have a repercussion upon
all the terms of the fit.
Energy
The behavior of the energy density versus temperature, as given by (127) and (130), is represented in
figure 16. At high temperature and for vanishing density, the whole expansion (D37) can be restricted
to the first four terms (138), which perfectly describe the curves above the chiral transition. For the sets
(144) and (145), we get the linear T 4 fits
ε ≈ 10.269 T 4 + 1.620 10−3 (151)
and
ε ≈ 10.271 T 4 + 0.877 10−3, (152)
respectively.
It is useful to stress once more the difficulties one encounters to extract meaningful information form fits
such as (151) and (152), since the constant terms in (151) and (152) are not the opposite of (147) and
(148), while the exact eqs. (126) and (127) show clearly that they should. In fact, all the terms from the
expansion (138) contribute to the determination of the coefficients of the fits in the restricted range of
temperatures investigated.
The expansion (138) is perfectly adequate since a fit from its different terms plus a constant C to be
adjusted gives C1/4 ≈ 208 MeV for the set (144) and C1/4 ≈ 182 MeV for the set (145), in excellent
agreement with the results obtained from the behavior of the pressure.
57This is in agreement with the results [128] based on chiral perturbation theory [129].
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Figure 16 shows that the order of the transition and the nature of the coupling (strong or weak) between
the quark condensates are very well visualized with the help of the energy density curves: there is a jump
at Tc if the transition is of first order, while there is a change of slope quite visible if it is a true
58 second
order transition.
FIG. 16. Energy density as a function of T 4 for the set of parameters (144,145) for µu = µd = µs = 0 MeV
(a); for µu = µd = µs = 250 MeV (b).
This is the case for the set (145), see figure 10(a): the transition is of second order for the up quarks
while the strange quarks feel a first order transition. There is then a change of the slope of ε(T ) at Tuc
and an energy jump at Tsc, see figure 16(a).
The behavior below the transition can be understood from eq. (D39), with the same restrictions as in
the case of the pressure, for the corresponding set of parameters.
Figure 16(b) is the analogue of figure 16(a) for µu = µs = 250 MeV. Chemical potentials introduce a T
2
dependence in the simpler case of chiral limit. We have, with µ ≡ µu = µs,
ε =
7
20
Ncπ
2T 4 +
3
2
Ncµ
2T 2 +
3
4
Nc
µ4
π2
+B. (153)
58We mean a transition which is not a crossover, i.e. we are in the chiral limit.
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This equation comes from (130) or, more directly, from (125) together with (111) and (121). Figure 16(b)
shows also that having ms different from zero does not affect too much the second term of (153), and
introduces a constant supplementary term. All the remarks concerning the fits are also valid here.
Entropy
For a massless free quark gas, the entropy density behaves like T 3. Since the strange current quark mass
does not vanish, the high temperature expansion has correcting terms. Eqs. (128), (134) and (138) give
the first three terms of Ts (temperature times the entropy density) in powers of T 2, leading to eq. (141).
The complete expansion is given by (D43).
Figure 17(a) shows that eq. (141) can be approached by a linear expression in T 3 in the given range of
temperatures:
s ≈ 13.868 T 3 − 0.136 10−1, (154)
and
s ≈ 13.839 T 3 − 0.912 10−2, (155)
for the set of parameters (144) and (145), respectively.
Although the numerical results seem to fit exactly the relation (123), the T 3 coefficients of (154) and
(155) do not correspond to the combination of eqs. (147,148,151,152).
FIG. 17. Entropy density as a function of T 4 for the set of parameters (144,145) for µu = µd = µs = 0 MeV
(a); for µu = µd = µs = 250 MeV (b).
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This remark confirms once more what we claimed in the pressure and energy density case: it is dangerous
to extract information from fits if we do not take care of possible corrections.
In our case, fits in T 4 (for pressure and energy) and in T 3 (for entropy) do not help to get the bag
constant or the number of excited d.o.f. The more complete forms (134), (138) and (141) have to be
considered.
The behavior of the entropy below the chiral transition can be understood using (D45) with the same
warning as in the pressure case, for the corresponding set of parameters.
Figure 17(b) shows the entropy behavior for nonvanishing chemical potentials. Using eqs. (128), (150)
and (153), and the density (122) in the limit where all masses are vanishing
ρ ≡
∑
i
ρi =
Ncµ
3
π2
+NcµT
2, (156)
we get
Ts =
7
15
Ncπ
2T 4 +Ncµ
2T 2, (157)
which has to be modified in order to take into account the finite value of ms. It is worth noticing that
ms only slightly affects the T
2 term of (157).
As a conclusion to these results, we can mention that, above the chiral transition, all the d.o.f. of the
model are excited. However the vanishing mass limit of QCD is not reached for two reasons [127]:
• the gluon d.o.f. are not included at high temperature. A temperature and density dependent
potential Vχ(T, µ) should be taken into account;
• the strange quark mass is not negligible. We need going to very high temperatures in order that
the lowest term in T 4 subsists in the expansion ms/T .
We should also notice that the 1/Nc corrections in references [80,81,83–85] show that the low temperature
thermodynamics is driven by pion motion, pions being much lighter than the constituent quark mass.
Since the quark loop contribution takes into account thermal excitations of quarks with mass M >∼ 300
MeV (whose probability is reduced by the Boltzmann factors exp(−βM)), the low temperature thermal
excitations are completely dominated by the almost massless pions. To obtain the effects of pions in our
results, we should integrate over the meson fields in the path integral formalism, which is however beyond
the scope of this paper.
Even with the above mentioned limitations, the scaled NJL models have important new features: some
gluonic effects are included through the gluon condensate χ which couples the up and strange quark
condensates. Thanks to this coupling, our model allows simultaneous transitions for the up and strange
sectors (strong coupling), even though they tend to remain uncoupled for high chemical potentials. The
coupling then allows first order transitions as a function of temperature while, within a pure NJL, they
are always of the second order59 (e.g. [38,131]).
4. Comparison with lattice QCD
To make a comparison with lattice QCD60, it can be advantageous to normalize P , ε, Ts and the
interaction measure (ε − 3P ) to T 4. The interaction measure gives the non-perturbative contribution
to the thermodynamics: it vanishes in the Stefan-Bolzmann limit. It is also interesting to plot 3P and
ε in the same picture to see how sharp is the increase of the corresponding thermodynamical function.
The origin of the coefficient 3 in front of P compared to ε comes from the coincidence of their respective
asymptotic T 4 behavior (see the comparison between eq. (134) and eq. (138)). In the same spirit, one
can normalize the entropy density by a factor 3/4 (see eq. (141)). In this way, 3P , ε and 3sT/4 have
59The pure NJL model does, however, allow first order transitions w.r.t. density, e.g. [37].
60Because lattice QCD has only turned recently towards finite density, see e.g. [132], we restrict ourselves to
µu = µs = 0.
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the same asymptotic value 7Ncπ
2/20, which is a direct consequence of the number of d.o.f. which enters
the model. Note that the quantities we examine are relative to the quarks. In our simplified model, the
glueball only enters through the bag constant.
In figure 18 we show both the pressure and the energy density of the A-scaling NJL model versus T/Tc
(Tc = 150 MeV) for the set of parameters (145) (M
0
u = 300 MeV, χ0 = 80 MeV), with mu = 0. Here, we
have taken the critical temperature corresponding to the chiral symmetry restoration connected to the
up quarks.
Several interesting points have to be mentioned. One expects from lattice studies, e.g. [97,107,111],
that the thermodynamical quantities are almost vanishing below Tc, then increasing. This increase is
very sharp for ε and Ts, while the pressure approaches the Stefan-Boltzmann limit very slowly. Lattice
calculations show also that ε/T 4 has a peak61 just above Tc, then approaching its asymptotic value from
above. Finally, they also show that ε−3P 6= 0 above Tc. Our results, summarized in figure 18, show that
the model is in qualitative agreement with lattice results. The quantitative difference can be understood
in the following way: lattice calculations show a rapid variation of the entropy density in a narrow region
of T (≈ 10 MeV), which is traced back to the liberation of quarks and gluons. It seems then quite trivial
to relate this fast increase to the confinement-deconfinement properties, which are not included in our
model. This is clearly seen in the entropy density calculated with our model where the entropy is already
increasing (although not as fast as near Tc) for T as low as 0.2Tc. Once this entropy curve is understood,
the general behavior of P and ε can also be deduced, see e.g. [133]. It is explicitly shown in that reference
that, starting with a sharp entropy density, the energy density has a peak, and that the pressure increase
above Tc is low. In fact, would the entropy be approximated by a step, we should have the exact result
P (T )
PSB(T )
∼ 1−
(
Tc
T
)4
, (158)
which gives P/PSB = 50% (90%) for T/Tc = 1.2 (1.8), independently of the details of the model. Since
we are far from a step for the entropy, P/T 4 has an even weaker T dependence. This is shown in the
general model for the entropy [133] and is confirmed by our particular model. On the same ground, it
can also be shown that the interaction measure (ε− 3P )/T 4, given in eq. (131), has a peak above Tc.
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FIG. 18. Pressure, energy density, entropy density and interaction measure for the set of parameters
M0u = 300 MeV, χ0 = 80 MeV.
We have seen that the general behavior can be understood from the analysis of [133] which, together
with the lack of confinement of our model, explains the quantitative disagreement between lattice gauge
calculations and scaled NJL ones. However, our figure shows nice features not discussed extensively in
the literature. If we concentrate on the energy density, it is clear that the peak has its slope broken in two
61This is not the case for a pure gauge theory.
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places. These broken slope points coincide with the temperature where the chiral symmetry is restored.
Since the current up quark mass is zero, the transition corresponding to the up quarks has no tail (see
figure 10(a)), leading to the first slope discontinuity while, because the transition of the strange quarks
is of first order, there is in fact a jump in the energy density. Since this jump is small, it looks like a
discontinuous slope. To get a nice peak, one then has to consider only crossovers (second order transition
with nonvanishing current quark masses). Note also that a gap in energy only transforms into a change
of slope for the pressure, while a change of slope in the energy plot is almost invisible in the pressure. It
is evident that the energy density is the adequate quantity to be investigated in order to have insights
on the order of the transition, and for extracting the critical temperature62.
Figure 19 illustrates that the broken peak of figure 18 is due the combined effect of a second order phase
transition for the up quarks (in the chiral limit mu = 0) and a weak first order transition for the strange
quarks. We have taken the set of parameters (M0u = M
0
s = 400 MeV, χ0 = 350 MeV). In that case,
there is only one critical temperature, and the transition is of second order (see figure 2), with the critical
temperature given precisely by eq. (109).
All we have said for the energy density remains valid for the interaction measure (two peaks in figure 18
which, with mu 6= 0 and a second order transition for the strange quarks, would lead to a single peak).
This gives, in the limit of three degenerate flavors, the interaction measure of figure 19. Note that, in the
chiral limit, the interaction measure just gives 4B/T 4 (for T ≥ Tc), B being the bag constant, see eq.
(131).
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FIG. 19. Pressure, energy density, entropy density and interaction measure for the set of parameters
M0u =M
0
s = 400 MeV, χ0 = 350 MeV.
C. Anomalous decay π0 → γγ
Until now we did not pay too much attention to the fact that the model is not confining, allowing the
unphysical decay meson → q¯ + q as soon as the meson is more massive than the sum of its constituent
quarks. If the unphysical width is small compared to the meson mass, it is tempting to argue that
the model is still meaningful. We just need extending it above threshold, performing calculations, and
checking that the unphysical width is small. Although there exist calculations which can be considered
as exact63 above threshold [134], we prefer to work in the small width approximation. The calculations
we give here are adapted from [88,135]. As an application we show, in the 2-flavor version of the A-
scaling model, the variation as a function of temperature of the (physical) decay width π0 → γγ. This is
62These informations can of course be obtained from the reconstruction of the quark condensates.
63By exact, we mean calculations which take into account the full unphysical width, for any value of its
magnitude.
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interesting for two reasons: i) it is an anomalous process64 and ii) we shall show that we expect a strong
enhancement of the decay width near the deconfining transition.
The calculation of the two-photon decay width of the neutral pion Γpi→γγ requires the knowledge of
the pion mass mpi and the pion coupling constant to the quarks gpiq¯q. The lack of confinement above
the threshold mpi(T ) > 2Mu(T ) implies imaginary parts for both the mass and the coupling constant.
Because of the two different scales connected to QCD and QED (αs and α, respectively), the decay
width Γpi→γγ has to be calculated non-perturbatively for the strong part, as it has been done previously,
while the electromagnetic part can be treated perturbatively. To make things simple, we only consider a
second order phase transition. Because we want a low critical temperature, we shall keep the set (145):
(M0u = 350 MeV, χ0 = 80 MeV). Taking a larger χ0 does not change the conclusions, except that the
transition occurs at a higher temperature (see figure 2).
1. Definition of the model above the threshold π → q¯q
Although there is an exact study [134], we work in the small width approximation, in the same spirit as
in [101].
To remove any ambiguity about the sign of the width65 Γpi→q¯q, we make a continuation of the model
over the whole real line (q2 ∈]−∞,+∞[), before searching for poles in the Bethe-Salpeter equations (or,
equivalently, in the definition of the pion mass as described in section ID 4). Other ways can be found in
the literature. For example,
• the authors of [136] define the mass and width above threshold by looking at the weight position
and the half-height of the imaginary part of the propagator, respectively. Below threshold, this
imaginary part is reduced to a Dirac distribution whose position is identified with the pion mass.
However this approach has been criticized in [137] in the vector sector. In the more recent reference
[134], the authors show why there is a discrepancy and give a way to cure it;
• the authors of [38] simplify the problem, identifying the expression above threshold with its Cauchy
principal value. Although very simple, this method completely ignores the process π → q¯q which,
while unphysical, is nevertheless present.
The method we have developed in [88,135] is the following: let the inverse propagator be G−1(q20) (we
work in the static limit ~q = 0), in Euclidean space. The pion propagator66 is then defined in the range
q20 ∈]− 4M2u,+∞[. We extend it in the range ]−∞,−4M2u] by defining
G−1(q20) ≡ lim
ε→0
G−1(q20 − iε) = A(q20) + iB(q20), (159)
where A(q20) and B(q20) are real functions of the real variable q20 . Below threshold, B(q20) vanishes identi-
cally. With this definition, the pion propagator is defined for real q20 . The pion mass and its unphysical
decay width are obtained from this expression, by searching for the zero of the propagator in the complex
plane:
G−1(−(mpi − iΓ/2)2) = A(−(mpi − iΓ/2)2) + iB(−(mpi − iΓ/2)2) = 0. (160)
Since q20 is now a complex variable, the quantites A and B are also complex. We write A = AR + iAI
and B = BR + iBI , so that looking for the zero of (160) implies
AR(−(mpi − iΓ/2)2)− BI(−(mpi − iΓ/2)2) = 0, (161)
AI(−(mpi − iΓ/2)2) + BR(−(mpi − iΓ/2)2) = 0. (162)
We apply this method to the inverse pion propagator (eq. (C1)) and we write lim
ε→0
Zupi (q
2
0 − iε) = A(q20)
+ iB(q20). The analogue of (160) is then
64It is here a QED anomaly which does not have to be introduced by hand as the strong axial anomaly or the
scale anomaly. Here, the anomaly shows up as a result of the introduction of the electromagnetic field.
65We do not have any iǫ as in Minkowski space.
66For the kaon, the threshold is at q20 = −(Mu +Ms)2.
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−(mpi − iΓ/2)2
(
AR(−(mpi − iΓ/2)2)−BI(−(mpi − iΓ/2)2)
+ i
(
AI(−(mpi − iΓ/2)2) +BR(−(mpi − iΓ/2)2)
))
+ a2χ2s
mu
Mu
= 0. (163)
In the limit Γ/2 << mpi, we can neglect BI and AI in front of AR and BR, so that this equation can be
rewritten in the form
− (mpi − iΓ/2)2
(
A(−m2pi) + iB(−m2pi)
)
+ a2χ2s
mu
Mu
= 0. (164)
We just need solving67
− (mpi − iΓ/2)2Zupi (−m2pi − i0+) + a2χ2s
mu
Mu
= 0. (165)
This equation is valid in the chirally broken phase, where we made use of the gap equation (68) to obtain
(C1). The inverse propagator which is valid in both phases is given by
P pipi =
(
− 8NcgMu,β,µ + Zupi (q)q2 + a2χ2s
)
. (166)
Below threshold, we then have68
− 8NcgMu,β,µ −m2piZupi (−m2pi) + Ipipi scal = 0, (167)
while, above threshold, in the small width approximation Γ/2 << mpi, we have to look for
− 8NcgMu,β,µ − (mpi − iΓ/2)2Zupi (−m2pi − i0+) + Ipipi scal = 0. (168)
Eq. (168) is a system of two coupled equations for two unknowns mpi and Γ. They are however decoupled
because the half-width is neglected in Zupi . These equations are
Γ =
1
mpi
B(−m2pi)
A2(−m2pi) +B2(−m2pi)
(a2χ2s − 8NcgMu,β,µ), (169)
m4pi +m
2
pi
A(−m2pi)
A2(−m2pi) +B2(−m2pi)
(8NcgMu,β,µ − a2χ2s)
− 1
4
B2(−m2pi)(
A2(−m2pi) +B2(−m2pi)
)2 (8NcgMu,β,µ − a2χ2s)2 = 0. (170)
In figure 20, we show the pion mass and twice the constituent quark mass Mu versus temperature. An
unphysical width appears as soon as the threshold mpi = 2Mu is reached.
The usual definition of the pion to quarks coupling constant gpiq¯q starts from the polarization operator
(Jpipi in the notation of [135] or Π in the one of Klevansky [101])
gpiq¯q =
(
∂Π
∂ω2
)∣∣∣∣
ω=mpi−iΓ/2
. (171)
In our formalism, the coupling constant can directly be expressed from the pion propagator through the
identification
1
q2Zupi (q) + (a
2χ2s − 8NcgMu,β,µ)
=
gpiq¯q
2
q2 +m2pi
, (172)
67Our small width approximation is not exactly the same as in [134]. They are however equivalent by definition
of a small width approximation.
68In [135], we work in term of a polarization operator to facilitate the comparison with Klevansky [101]. We
keep here the same notation as in the previous sections.
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which is consistent with the identification of the on-shell coupling constant through the action.
FIG. 20. Twice the constituent quark mass (plain line), the pion mass (dashed line) and the unphysical width
Γpi (dot-dashed line) versus temperature.
Indeed, with69
G−1pi (q
2) ≡ −8NcgMu,β,µ + Zupi (q2)q2 + a2χ2s, (173)
a Taylor expansion around q2 = −m2pi (below threshold) gives
G−1pi (q
2) ≈ G−1pi (−m2pi) +
∂G−1pi (q
2)
∂q2
∣∣∣∣
q2=−m2pi
(q2 +m2pi) + ... (174)
By definition of the pion mass, G−1pi (−m2pi) = 0, we then have
G−1pi (q
2) ≈ ∂
(
q2Zupi (q
2)
)
∂q2
∣∣∣∣∣
q2=−m2pi
(q2 +m2pi) + ..., (175)
i.e.
gpiq¯q
−2(−m2pi) =
∂
(
q2Zupi (q
2)
)
∂q2
∣∣∣∣∣
q2=−m2pi
, (176)
whose generalization above threshold is obvious:
gpiq¯q
−2(−(mpi − iΓ/2)2) =
∂
(
q2Zupi (q
2 − i0+))
∂q2
∣∣∣∣∣
q2=−(mpi−iΓ/2)2
. (177)
This is nothing else than (small width approximation)
gpiq¯q
−2(on-shell) =
1
2
[
Zupi (−m2pi − i0+) + Zupi (0)
]
+
1
2
(mpi − iΓ/2)2J3(−m2pi − i0+), (178)
69Because ~q = 0, we have f(q) → f(q0,~0) → f(q20) for any function f . To simplify the notation, we write
q20 → q2.
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where
J3(q
2) = 4Nc
∫
d4k
(2π)4
1
(k2 +M2u)[(k − q)2 +M2u]2
. (179)
Note that, with the approximation gpiq¯q(−m2pi) ≈ gpiq¯q(0) = 1/
√
Zupi (0) valid at low temperature, where
pions are essentially massless, we have, with eq. (108)
f2pig
2
piqq¯(−m2pi) ≈M2u, (180)
which is the Goldberger-Treiman relation. With M0u = 300 MeV and fpi(T = 0) = 93 MeV, eq. (180)
gives gpiq¯q(−m2pi) ≈ 3.23, in excellent agreement with an exact numerical calculation, as illustrated in
figure 21. This figure gives the behavior of the real and imaginary parts of the on-shell coupling constant
gpiq¯q given by (178), together with its modulus
70. Near threshold there is a huge effect: the coupling
constant goes to zero. This is explained by the fact that ImJ3, and then Im gpiq¯q
−2, are infinite at this
point.
FIG. 21. The pion to quarks coupling constant gpiq¯q versus temperature (plain line), its real part (dotted line)
and its imaginary part (dashed line).
2. Disintegration π0 → γγ
The process π0 → γγ can only be explained by considering it as an anomalous process. Because the
gluons are not present in the model, the strong axial anomaly has to be included by hand. In that way,
this quantum breaking of the axial symmetry can be treated at tree level. However, the electromagnetic
field is included in the formalism. That means that we can have access to the full quantum effects
without having to add a term by hand. Note that we have to go beyond the tree level approximation.
The electromagnetic field can be studied as a perturbation (α ≈ 1/137). From a formal point of view, the
amplitude for the process π0 → γγ can be obtained starting from the bosonized action (61). The term
Tr ln is the fermion determinant and contains all the quantum effects of the fermions. The derivative ∂/
has to be replaced by the covariant one D/ = ∂/+ iQˆA/ , where Qˆ is the charge quark matrix diag(eu, ed)
= diag(
2
3
e,−1
3
e). An expansion of the logarithm has to be performed until it includes the considered
70To simplify the terminology, we define from now on the coupling constant as being its modulus.
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process71. This is very tedious so that it is much more efficient to work with Feynman diagrams. Two
of them have to be examined: the direct diagram (fig. 22(a)) and the crossed one (fig. 22(b)). From the
action (61), it is clear that the pion vertex is72 gpiq¯qiγ5~τi (i = 1, ..., 3). Vertices connected to photons are
given by73 ε∗µ(ki)Qˆγµ (i = 1, 2).
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FIG. 22. Feynman diagrams for the decay width π0 → γγ: direct diagram (a); crossed diagram (b).
The flavor trace over the amplitude associated to figures 22(a) and 22(b) is
tr
{(
π0
√
2π+√
2π− −π0
)(
eu 0
0 ed
)(
eu 0
0 ed
)}
= π0(e
2
u − e2d), (181)
which shows explicitly that only the neutral pion has a two-photon width (as it should from electric
charge conservation).
The color trace gives a factor Nc (global gauge invariance of the model), so that only the Dirac trace and
the loop contribution have to be determined. The transition amplitude for the process π0 → γγ associated
to the direct diagram 22(a) gives then (in the Euclidean space and in the isospin limitmu = md) [101,135]:
Tpi0→γγ = Nc(e2u − e2d)gpiqq¯ε∗µ(k1)ε∗ν(k2)
∫
d4q3
(2π)4
trD
{
γ5(q/2 +Mu)γµ(q/3 +Mu)
× γν(q/1 +Mu)
} 1
(q21 +M
2
u)(q
2
2 +M
2
u)(q
2
3 +M
2
u)
(182)
which has the general form, as shown by trD,
Tpi0→γγ ∝ ǫµναβε∗µ(k1)k1νε∗α(k2)k2β , (183)
which could have been guessed on the basis of Lorentz, parity and gauge invariance [6,138]. The summa-
tion over photon polarizations in (182) leads to
|Tpi0→γγ |2 = 512π2α2
m4pi
M2u
∣∣gpiqq¯M2uJ4(−mpi2 − i0+)∣∣2 , (184)
where
J4(q) =
∫
d4q3
(2π)4
1
[(q3 − k1)2 +M2u][(q3 + k2)2 +M2u)(q23 +M2u)
. (185)
Finally,
Γpi0→γγ(T ) =
1
2
1
2mpi
1
(2π)2
∫
d3k1
2|~k1|
d3k2
2|~k2|
|Tpi0→γγ |2 δ(qpi − k1 − k2)
=
1
32πmpi
|Tpi0→γγ |2 , (186)
71Electromagnetic corrections to a given order are expected to be small because α is small. The strong corrections,
which should be included because the strong coupling constant αs is not small, are eliminated on the basis of the
1/Nc ordering.
72The pion to quarks coupling constant enters the vertex because we have normalized the pion wave function
in order to get a usual kinetic term for the pion propagator (see eq. (175)). This corresponds to a canonical
normalization.
73εµ is the photon polarization.
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where the factor 1/2 takes into account the presence of two identical particles in the final state.
The temperature behavior of Γpi0→γγ is given in figure 23
74. The dashed line takes into account the
unphysical process π0 → q¯q. The plain line gives Γpi0→γγ where we artificially removed by hand the
imaginary part of J4 and gpiq¯q
−2. The pion mass is still given by (170).
Note that a pure NJL would give the same figure except that the peak would be shifted to a larger
temperature (around 190 MeV instead of 140 MeV). This is due to the fact that scaled NJL models
incorporate the coupling of quarks to the gluon condensate. The zero temperature result is however not
changed from a pure NJL because χ0 enters into the game only through the combination Λχ0, which is
fixed by the pion weak decay constant fpi.
The numerical value of Γpi0→γγ is very sensitive to the actual pion mass, being proportional to m
3
pi. A
small pion mass error on J4(−m2pi) and gpiq¯q can also have some importance. A great numerical precision
of mpi is then required, and also for quantities which depend on it
75.
At finite temperature, we get the table II where the experimental value is from [104].
TABLE II. Decay width Γpi0→γγ
Exp. NJLΛ=0.9 GeV NJLΛ=∞ Non-local A-scaling
Γpi0→γγ [eV] 7.7± 0.5 5.50 8.75 7.22 8.75
We also compare our results with an instantaneous 3-dimensional non-local NJL model [84,100,139].
An important feature has to be noticed: each value given in table II is relative to a cut-off put to infinity
in the convergent integrals, except for the third column. As one can see, this prescription is indispensable
to reproduce the experimental result (see also [140]). One can wonder about the prescription “putting a
cut-off only for diverging quantities”. Does the consistency of the model not require to keep the cut-off
everywhere? However, it is shown in the work [141] that a sharp cut-off is responsible for this fact. It
then seems reasonable to accept the prescription. One can also argue [10,32] that the diagrams of figure
22 are the only ones to contribute to the anomaly if the cut-off is infinite, as in case of a renormalizable
theory. In a non-renormalizable one, the ratio Mu/Λ is finite and other diagrams have to be included
(see appendix A of [32]).
FIG. 23. Decay width Γpi0→γγ with the unphysical process π0 → q¯q included (dashed line) or not (plain line).
74Because of the behavior of gpiq¯q, the width goes to zero at the threshold, then increases sharply. This is clearly
an artifact of crossing the threshold, which would be removed provided we would smooth gpiq¯q around it. Because
of this artifact, we do not draw this part of the width.
75This remark implies that we should take into account the mass splitting between π0 and π
± in the determination
of Γpi0→γγ . Table II has been obtained with mpi = 139 MeV, as is usually done in the literature, e.g. [101]. One
expects a better agreement with experiment if the valuempi = 135 MeV is chosen. We have verified this is actually
the case.
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If the cut-off is kept for each integral in the NJL model, these diagrams should then have to be taken
into account. One can imagine that these diagrams would compensate for the discrepancy between the
third and fourth column. However, it is simpler to only consider the diagrams of figure (22) and to take
an infinite cut-off wherever possible. The functions J3 and J4 are evaluated in this way.
Figure (23) shows a sharp peak. It is present both in the scaled model and in a pure NJL model
[101,135,142]. At high temperature, it goes to zero. We have shown in [135] that the peak is sharper in
the scaled model than in pure and non-local NJL models76. It is located at the pion threshold temperature
which is almost coincident with the critical temperature (it would be exactly the critical temperature in
the chiral limit). The peak is mainly due to the behavior of J4.
As a conclusion to this section, we can write that:
• taking the cut-off to infinity whenever possible (table II) gives similar results in pure NJL and A-
scaling models for Γpi0→γγ at zero temperature. There is a 14 % discrepancy with the experimental
result [104]. The non-local NJL model of the Rostock group [84,100,139] is in better agreement
(6 %). The footnote (75) suggests, however, that the discrepancy between theory and experiment
is connected to the pion mass we take in our calculations (mpi = mpi± = 139 MeV). Indeed, with
(180,184,186) and J4(−m2pi) at zero temperature and density
J4(−m2pi)β=∞,µ=0 = −
1
32π2M2u
(
2Mu
mpi
arcsin
mpi
2Mu
)2
, (187)
we straightforwardly obtain
Γpi0→γγ ≈
α2m3pi
64π3f2pi
(
2Mu
mpi
arcsin
mpi
2Mu
)4
. (188)
With the parameters from this section, eq. 188 gives Γpi0→γγ = 8.65 eV, very close to the exact
theoretical value (8.75 eV). This shows that the Goldberger-Treiman relation (180) is a very accurate
approximation. If we had chosen mpi = 135 MeV, eq. (188) would have given Γpi0→γγ = 7.91 eV,
which is now very close to the experimental value given in table II;
• eq. (188) can still be more simplified. In the limit mpi/(2Mu)→ 0, we have
Γpi0→γγ ≈
α2m3pi
64π3f2pi
, (189)
identical to the result quoted in [22]. For mpi = 135 MeV, this gives 7.64 eV;
• in the A-scaling model (and in the non-local NJL model) [135], the decay width Γpi0→γγ has a sharp
peak near the critical temperature. This is similar to a pure NJL model [101,142], except that the
peak of the latter is rejected to a higher temperature;
• above threshold, the unphysical process π0 → q¯q is possible, since the models are non-confining.
The pion acquires an unphysical width, gpiq¯q and J4 become complex quantities. Considering this
process consistently in the model leads to a non-negligible influence on Γpi0→γγ versus temperature,
as shown by the comparison between the plain and dashed curves in figure 23. Note that, taking
this unphysical process into account, we still have a peak, in contradiction with [101];
• the constituent up quark mass which enters the calculation of Γpi0→γγ (either explicitly or implicitly
through the pion mass) is extracted from the gap equation (68). In the case of a coupling with
the electromagnetic field, this equation has to be modified [143,144]. It is however shown in these
references that it is justified to limit oneself to the usual gap equation for a result valid up to order
O(α);
• it should also be mentioned that our results are at complete variance with those of Pisarski et al.
[145,146], who obtain a continuous decrease of the decay width with the temperature.
76We have shown in the B-scaling NJL model [135] that the two-photon decay width of the neutral pion goes to
zero at the transition. This is connected to the fact that, in this model, the pion mass goes continuously to zero
below the chiral transition, and vanishes at the transition. The width Γpi0→γγ then vanishes at T = Tc. However,
this is true only in the two-flavor version of the B-scaling model, see [63].
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III. MIXING BETWEEN SCALAR ISOSCALAR MESONS AND THE GLUEBALL
In the previous section, we focused on the conventional pseudoscalar channel, plus the effect of a scalar
glueball. Because of its scalar nature, it can be interesting to consider this channel. The scalar glueball
is an isoscalar. It can then couple to similar d.o.f. In our three flavor models, this implies a coupling
between three particles: the glueball and two q¯q-like mesons. In our formalism or in GCM type models,
these mesons are associated to the canonical vertex 11 in Dirac space. This is probably a very crude
approximation for the scalar channel. However, as a first approximation, it can give insights into the way
of treating these mesons.
The interest in scalar mesons mainly lies in the search for the scalar glueball, a particle which should
show up in QCD because of the color charge of the gluons, and which is seen on the lattice (see below).
In our three-flavor model, the scalars form a set of ten particles (singlet, octet plus glueball). The
identification of the scalar nonet is anything but clear, both experimentally and theoretically. Does it
have to include the a0(1450), f0(1300), f0(1590),K
∗
0(1430) as suggested by Montanet [147], leaving the
a0(980) and f0(980) as KK¯ molecules and the f0(1500) as a solid candidate for the glueball? Or should
the nonet include the f0(980), as proposed by Palano [148] (in that work, this f0(980) is also said to
be mainly a s¯s state)? To¨rnqvist [149] presents the mesons f0(980) and f0(1300) as two manifestations
of the same s¯s state. Lindenbaum and Longacre [150] claim that the 0++ data can be reproduced with
the four mesons f0(980), f0(1300), f0(1400) and f0(1710). In the latter case, it is also assumed that the
θ(1710) ≡ f0(1710) has a spin 0.
Theoretically, the situation is also very obscure. For example, Mu¨nz, Klempt et al. [151,152] calculate
masses and decay properties of the scalar nonet in a relativistic model with an instanton-induced interac-
tion and a linear confinement. They give support to identify the nonet with a0(1450),K
∗
0(1430), f0(980)
and f0(1500). (There is no glueball in their model.) Lattice QCD, in the UKQCD Collaboration, pre-
dicts a scalar glueball of mass around 1500 MeV [153]. This favors its identification with the f0(1500)
[92,154]. However, the valence (quenched) approximation of Sexton et al. [93] gives a glueball with a mass
of approximately 1710 MeV, suggesting its identification with the fJ(1710), provided its total angular
momentum is J = 0. The coupling with q¯q states would then increase the glueball mass of about 60 MeV.
The fact that the glueball disperses over three resonances is also shown in the K-matrix fit formalism of
Anisovich et al. [155,156] which, however, favors a glueball at 1500 MeV, as also shown in [157].
This scalar resonance f0(1500) has been discovered at LEAR by the Crystal Barrel Collaboration [158,159]
and also seen77 by this group in the decay f0(1500)→ KK¯ MeV [161]. Note that this requires a mixing
between the glueball and the neighboring q¯q states, as shown in [94]. As already mentioned, Sexton et
al. [93] have also noted a mixing between the glueball and the q¯q states. In their work, and in subsequent
researches from one of the authors [162,163], the glueball is the fJ(1710). Its mixing with f0(1370) and
f0(1500) in turn requires that J = 0 [94].
Although we have varied the parameters of the scaled NJL model in order to examine both the f0(1500)
and the f0(1710) as possible glueball states in the study [164], we shall mainly focus on [165] in the
following, and restrict ourselves to the f0(1500) as the scalar glueball.
We concentrate on the minimal list of light scalars given in [104]. It includes the f0(400− 1200), f0(980),
f0(1370), f0(1500), a0(980), a0(1450) and K
∗
0 (1430). We also consider the heavier f0(1710) as a s¯s
candidate. We give in section ID 4 and appendix C the masses of the various scalars within our model.
It is clear that, without coupling with the glueball, the a0 and f0,u¯u are degenerate and, in the chiral
limit, of mass m = 2M0u. The f0,s¯s has then a mass m = 2M
0
s and mK∗0 = M
0
u +M
0
s . To make contact
with our model, the f0(400 − 1200) has to be rejected without explanation: there is no room left for it
in our formalism. One has also to choose between the sets (f0(980),a0(980)) and (f0(1370),a0(1450)).
(Because of the meson masses in the chiral limit as given above, it is not possible to have, for example,
f0(980) with a0(1450).) To compare our work with [94], we choose to keep the set (f0(1370),a0(1450)),
noticing that the f0(980) and the a0(980) can be interpreted as KK¯ molecules
78.
In section III A, we describe how the scalars are treated in the scaled NJL model. In section III B,
we study the mixing angles and meson to quarks coupling constants. Finally, results concerning the
two-photon decay width of the scalar isoscalars is given in section III C.
77In the Mark III data on the radiative decay J/ψ → 4π + γ, a sharp peak is seen in the 4π spectrum, having
the quantum numbers 0++ and a mass and width compatible with f0(1500) MeV [160].
78For the alternative choice, see [164].
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A. Hybrids: from unphysical pure n¯n, s¯s and glueball fields to physical particles
In appendix C we give the general structure of the matrix propagator of both pseudoscalar P and scalar79
Γ particles. In the following, we are interested in the latter. The cases of the a0 and the K
∗
0 are trivial
since these particles are unmixed. However, there are three coupled states in the isoscalar sector: two
members of the nonet (the singlet and the eighth part of the octet) and the glueball80. Going from mixed
to physical states can be treated just like an eigenvalue (e.v.)/eigenvector (E.V.) problem and is discussed
in some detail in appendix E. This is generally a non-trivial problem because of the relativistic nature
of the theory: a relativistic theory does not allow one to describe observable states as superpositions of
other states with different masses. Mathematically, this is traced back to the energy dependence of the
Γ matrix elements. Obtaining the physical masses is however simple: one has just to look for the zeroes
of the Γ e.v. [164,165]. The only difficulty consists in attaching the right e.v. to the right particle. This
can be done by varying (slowly enough to follow the evolution of the e.v.) the coupling to the glueball
from zero to its actual value. We can also use the analytical solutions for the e.v. Since we have a 3× 3
problem, we have just to look for the solutions of a cubic equation81. Once we have identified to which
e.v. corresponds each state (this is done by putting to zero the coupling to the glueball), we can switch
on this coupling without having to care about the e.v. ordering82. We proceed as follows: for a vanishing
coupling to the glueball (matrix elements (C12,C13) put to zero), the glueball mass can be taken from
eq. (C11). We can then identify from (190–192) the e.v. to attach to it. The remaining 2 × 2 system
(eqs. (C8–C10)) can be exactly diagonalized, giving for one of the f0 the same mass as the a0, eq. (C6).
The other f0 has the same mass expression, except for M
0
s instead of M
0
u. We can then also attach
one of the e.v. (190–192) to it. Since we know which particle f0(1370), f0(1500), f0(1710) is attached
to each e.v. in (190–192), we are then able to study quite easily the mass evolution with respect to the
parameters (M0u, χ0). Because the meson to quarks coupling constants can be written as an eigenvector
(E.V.) problem (see next section), the identification of the e.v. to their corresponding state is also of
prime importance to determine these couplings.
In the preceding sections, we used a glueball mass of 1300 MeV in order to find the b2 parameter in a
sigma model limit of the scaled NJL model. This was done to obtain b2 without having to think about
the scalar sector. It is clear from this section that this is only an approximation. In fact, as this study
shows, one has to impose the value of the glueball mass. Once its e.v. has been identified, one can look
at the value83 of the glueball mass without coupling. Since it has to coincide with the mass extracted
from eq. (C11), we can then deduce b2.
79In a 3-flavor NJL model with a ’t Hooft determinant, scalars have already been investigated by Hatsuda and
Kunihiro [38,166] and by Bajc et al. [167].
80We are working in the isospin limit, which explains why all the components of a0 and K
∗
0 are unmixed and
why the third component of the octet does not contribute to the isoscalars.
81The cubic equation x3 + ax2 + bx+ c = 0 has the three real solutions
x1 = −2
√
Q cos(
θ
3
)− a
3
, (190)
x2 = −2
√
Q cos(
θ + 2π
3
)− a
3
, (191)
x3 = −2
√
Q cos(
θ − 2π
3
)− a
3
, (192)
(193)
with θ = arccos(R/
√
Q3) and Q = (a2 − 3b)/9, R = (2a3 − 9ab + 27c)/54, provided that R2 < Q3 and R,Q are
real. One has then to find a one-to-one correspondence between each of these solutions and the physical states.
This is performed by comparing these solutions to the known mass of the mesons when the coupling with the
glueball is removed.
82In the purely numerical case, this is not possible because the e.v. are not ordered once for all.
83With the approximate method of the previous sections, we get b = 4.69 for (M0u = 450 MeV, χ0 = 350 MeV),
see table I. In the correct procedure developed here, we have b = 5.02. Should we have taken a glueball mass of
1500 MeV in the preceding sections, as done here, we would have got b = 5.16. This shows the consistency of all
the performed approximations. Note that, although playing almost no role on the thermodynamics and on the
variation of the condensates as a function of temperature and density, this difference in b2 is important for the
scalar sector and explains why we have to take the exact expression in this section.
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Another subtlety shows up in the scalar sector: scalars are always unbound, lying above the unphysical
threshold f0 → q¯ + q. The technique of section II C 1 has to be applied. Note that this makes sense only
if this unphysical width is small. In our studies, this is always the case except for the f0(1710). However,
it can be argued (see below) that meaningful quantities, such as two-photon decay widths, can still be
extracted.
In the following, we want to calculate the two-photon decay widths of the scalar isoscalars. Close, Farrar
and Li [94] have used general ideas to estimate the relative strength of these decay widths. They consider
two schemes for the mixing between f0(1370), f0(1500), f0(1710). Firstly, they consider the case where
the f0(1500) has a large glue content while f0(1710) is mainly a s¯s excitation. This scheme allows to
understand the f0(1500)→ KK¯ data [161]. The second scheme consists in considering that the glueball
lies above the scalar nonet, as suggested in [93,162,163]: f0(1710) can then be the glueball while f0(1500)
is mainly a ss excitation. Within these two schemes, Close et al. [94] have estimated the relative strength
of the 2γ widths for the three f0 states:
f0(1370) : f0(1500) : f0(1710) ≈ 12 : 1 : 3 (scheme 1), (194)
f0(1370) : f0(1500) : f0(1710) ≈ 13 : 0.2 : 3 (scheme 2). (195)
For any mixing, the decay width of f0(1500) is always the smallest. This suggests that the experimental
estimation of the 2γ widths might be a good test of the general idea of qq and glue mixing.
We shall restrict ourselves to scheme 1. Note that, although derived using very general assumptions, the
ratios (194,195) are obtained assuming M0u = M
0
s (SU(3) symmetry) and that loop phase-space effects
can be ignored (see eq. (6.2) of [94]). We show in the following that these effects are in fact crucial, at
least for the crude model we are using.
Considering that the three scalar isoscalar mesons we want to investigate are f0(1370), f0(1500), f0(1710)
leaves little choice for the value of M0u: without coupling with the glueball, and in the chiral limit, we
would get mf0(1370) = 2M
0
u. The state a0 has no coupling with other particles and its mass is exactly
2M0u in the chiral limit. This leads us to take a0(1450) as a member of the scalar nonet, rejecting a0(980)
(and (f0(980)) as KK¯ molecules. We then take M
0
u = 725 MeV. The mass of the isoscalars is dependent
on the choice of χ0. However, we immediately get ma0(1450) = 1450 MeV and mK∗0 (1430) = 1600 MeV,
the latter being quite poorly reproduced. We shall not focus on this problem here. We show in figure 24
the χ0 behavior of the mass of the three f0 states.
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FIG. 24. χ0 behavior of the mass of the three states f0(1370), f0(1500) and f0(1710).
For large values of χ0, the states take the mass they would have without coupling (mf0(1370) = 2M
0
u = 1450
MeV , mf0(1710) = 2M
0
s = 1728 MeV in the chiral limit). The mass of f0(1710) is quite stable, while an
acceptable value for the mass of f0(1370) limits the value of χ0 to a domain between 300 and 450 MeV.
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B. Mixing angles and coupling constants as an eigenvector problem
We explain in appendix E how to go from mixed states to physical states. The derivation shows how to
obtain the masses (they are the zeros of the e.v.) and how to define the physical states. This enables
to get the meson to quarks coupling constants. Similarly to what has been performed in the π0 → γγ
case, the decay of scalar mesons into two photons is represented as a triangle diagram. Since the glueball
field is not pure (it mixes with quarks states), two types of diagrams have to be investigated, as shown
in figure 25.
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FIG. 25. Two-photon decay of the scalars.
In the limit of a large χ0, the glueball decouples from the nonet. This is then the vacuum gluon condensate
which fixes the mixing84: the smaller χ0, the larger the mixing. This is confirmed in the mass plot, figure
24. This plot shows that, in the range of χ0 investigated to reproduce the meson masses, the f0(1710)
remains mainly a s¯s excitation, while the strength of the coupling to the u and s quark has about the
same order of magnitude for f0(1370) and f0(1500). This has of course to be checked, looking at the
meson to quarks coupling constants. This is the subject of this section.
In our model, the three scalar states have a glue content. As mentioned, the f0(1500) is the one which
yields a pure glueball if no mixing. This state has the largest glue content even if that of f0(1370) can
become important. We then work with scheme 1, eq. (194).
A mixing between the three glueball and scalar fields modifies the transition amplitude. Without coupling,
the f0(1370), for example, can decay into two photons only through the production of a u¯u pair. As
soon as a mixing with the other states is allowed, the production of a s¯s pair has to be considered. The
coupling constants can be obtained from appendix E. We recall here the main result85,
g−2∗ (q
2 = −m2i )ii =
∑
k,l
g−2kl (q
2 = −m2i )V∗(−m2i )kiV∗(−m2i )li, (E38)
with (g−2∗ )i,j 6=i = 0. V∗ is the E.V. matrix which allows going from mixed states to physical states and
g is the mixed scalar to quarks coupling constant matrix. Eq. (E38) is the basis to obtain the physical
coupling constants to quarks. Indeed, the functional (49) contains the term (q¯ϕaΓa)q, where ϕa denotes
the mixed states. For the scalar isoscalars, this gives q¯σaλa/2q. Using the relation going from the mixed
states to the physical ones,
Σ = g−1∗ (−m2i )V −1∗ (−m2i )σ, (E36)
it is clear that the meson to quarks coupling constants can be identified from86
q¯
(
V∗(−m2i )g∗(−m2i )Σ
)
a
λa
2
q, (196)
84This is also the only parameter at our disposal since we have fixed M0u to reproduce the a0(1450).
85Note that in ref. [165] we use a prediagonalization for the system f0(1370), f0(1710) which leads directly to
the physical states if no coupling with the glueball. In that case, eq. (E37) can be used.
86The conventions of appendix E are used, where we denote by A(q2 = −m2i ) a matrix A of which each element
is evaluated at the same q2, in opposition to A(−m2i ) which indicates a matrix whose first column is evaluated at
−m21, the second at −m22, ..., the nth at −m2n.
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which implies that the meson to quarks coupling constants are (no summation over i)
g∗u¯ui = g
∗d¯d
i =
[
(λ0)11V∗1i(−m2i ) + (λ8)11V ∗2i(−m2i )
]
g∗(−m2i )i, (197)
g∗s¯si =
[
(λ0)33V∗1i(−m2i ) + (λ8)33V∗2i(−m2i )
]
g∗(−m2i )i, (198)
where g∗(−m2i )i ≡ g∗(−m2i )ii and i = 1 ≡ f0(1370), i = 2 ≡ f0(1710), i = 3 ≡ f0(1500).
This expression clearly shows that, as soon as the E.V. matrix V∗ and the meson masses are obtained,
the coupling constants can be algebraically constructed. They are plotted, as a function of χ0, in figures
26 and 27, for g∗u¯ui and g
∗s¯s
i , respectively.
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FIG. 26. χ0 behavior of the coupling constant to up quarks, g
u¯u, of the three states f0(1370), f0(1500) and
f0(1710).
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FIG. 27. χ0 behavior of the coupling constant to the strange quarks, g
s¯s, of the three states f0(1370), f0(1500)
and f0(1710).
We see from picture 26 that the coupling constant of f0(1710) to the up quarks is small, vanishing quickly
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as χ0 is increased. This shows that this meson can be considered as an almost pure s¯s excitation
87. Note
also that, because this coupling constant is small, the processes involving up quark diagrams for this meson
will be suppressed. This is interesting since the threshold coming from 2M0u ≡ 1450 MeV < 1710 MeV
implies that the unphysical decay width into free quarks could be important, so that i) the small width
approximation would not be correct; ii) unphysical effects would radically change physical quantities.
Because g∗u¯ui (−m2f0(1710)) is small, it is however clear that these unphysical processes play no role.
This picture also shows that, although figure 24 indicates that the masses attain almost their asymptotic
value at large χ0 (no coupling of the quark states with the glueball state), the quark content of the
glueball is not negligible. This is seen from the nonvanishing of g∗u¯ui (−m2f0(1500)) and in picture 27. The
latter also shows that the f0(1370) has still a s¯s component for χ0 as large as 1250 MeV.
The conclusion we can draw from these plots is that the glueball to quarks coupling constant is a slow
decreasing function of the vacuum gluon condensate χ0, showing that the glueball has a non-negligible
quark content. This is particularly true for values of χ0 in the regime giving “good” masses for the scalar
mesons (χ0 ∈ [300, 450]MeV ). Moreover, for this set of parameters, the f0(1370) has also an important
strange quark content.
Having the coupling constants, it is now easy to determine the two-photon decay width.
C. Two-photon decay of scalar isoscalars
With the meson masses and the coupling constants to quarks, we are in a position to calculate the two-
photon decay of scalar isoscalars. Without coupling with the glueball, we would just have to evaluate
diagrams similar to figure 22. They are given in figure 28, where we omit the crossed diagram.
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FIG. 28. Direct Feynman diagrams for 2γ decay of f0(1370) (left) and of f0(1710) (right).
Since, in the scaled NJL model, the mesons f0(1370) and f0(1710) are not anymore pure u¯u or s¯s
excitations, these diagrams have to be supplemented by similar ones with a permutation of the quark
flavor. We then arrive to the following amplitudes:
Tf0(1370) = Nc(e2u + e2d)g∗uuf0(1370)ε∗µ(k1)ε∗ν(k2)U +Nce2sg∗ssf0(1370)ε∗µ(k1)ε∗ν(k2)S, (199)
Tf0(1710) = Nce2sg∗ssf0(1710)ε∗µ(k1)ε∗ν(k2)S +Nc(e2u + e2d)g∗uuf0(1710)ε∗µ(k1)ε∗ν(k2)U, (200)
for the f0(1370) and f0(1710) states while, having some q¯q excitations, the glueball can also decay to two
photons:
Tf0(1500) = Nc(e2u + e2d)g∗uuf0(1500)ε∗µ(k1)ε∗ν(k2)U +Nce2sg∗ssf0(1500)ε∗µ(k1)ε∗ν(k2)S. (201)
In eqs. (199–201), we have written
(U, S) =
∫
d4q3
(2π)
4 trD
{
(q/2 +M
0
u,s)γµ(q/3 +M
0
u,s)γν(q/1 +M
0
u,s)
}
× 1
(q21 + (M
0
u,s)
2)(q22 + (M
0
u,s)
2)(q23 + (M
0
u,s)
2)
, (202)
87This confirms what was only intuitive in figure 24.
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which is similar to the trace quantity appearing in eq. (182) except for the γ5 which is due to the
pseudoscalar nature of the pion and which leads to the ǫµναβ structure of eq. (183). In the scalar case,
the amplitude still leads to the function J4 of eq. (185) that we write Ju and Js according to the flavor
which enters the equations. We finally get, after a summation over the photon polarizations (and for an
incoming meson at rest)
Γi =
1
2
1
2mi
1
(2π)
2
∫ ∫
d3k1
2
∣∣∣~k1∣∣∣
d3k2
2
∣∣∣~k2∣∣∣ |Ti|
2
δ(Q− k1 − k2) = 1
32π
1
mi
|Ti|2 (203)
with
|Ti|2 = 12800
9
π2α2
∣∣∣∣(m2i − 4M0u2)M0ug∗u¯ui Ju(−m2i ) + 15(m2i − 4M0s 2)M0s g∗s¯si Js(−m2i )
∣∣∣∣
2
, (204)
where i = f0(1370), f0(1710), f0(1500).
With these equations, we are now able to plot the two-photon decay width of the scalar mesons, see figure
29.
FIG. 29. χ0 behavior of the 2γ decay width of the three states f0(1370), f0(1500) and f0(1710).
The three widths decrease with increasing χ0, as it should since, in the limit χ0 → ∞, one of the
corresponding coupling constants vanishes. Γf0(1710) is always the smallest: the first term of the r.h.s.
of (204) is small due to the small value of g∗u¯uf0(1710) (i.e. this meson is mainly a s¯s excitation), while the
second one nearly vanishes due to the fact that mf0(1710) ≈ 2M0s . Note that, in the chiral limit, and
for a vanishing mixing between the scalar isoscalars, the model predicts that the decay widths vanish
exactly. For the q¯q states, this can be traced back to the quark loop which gives a phase-space like
factor88 (m2i − 4(M0u,s)2). For the glueball state, it is clear that the absence of coupling implies g∗i = 0
(no quark content), so that the glueball has also no decay width. This vanishing of the decay widths
of f0(1370) and f0(1710) in the pure NJL model (no mixing) in the chiral limit is a consequence of the
chiral symmetry in the scalar sector. This has already been shown by Bajc et al. [167]. It means that,
even if the meson to quarks coupling contant is large, the decay width into two photons can be small.
88Note that this phase-space factor can be negative. In that case, the coupling constant is also negative. The
products g∗u¯ui × (m2i −4M0u2) and g∗s¯si × (m2i −4M0s 2) are however always positive: the triangle diagrams with up
quarks and strange quarks always add. Because of this change of sign of the coupling constant, we have plotted
their modulus in figures 26 and 27.
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We can conclude that this decay width may not be a good observable to claim whether a meson is glue
rich or not.
Figure 29 also shows that the meson and glueball widths can vary from one to three order of magnitude
and that their relative magnitude is χ0 dependent (see fig. 7 of [165]).
Our results are in complete disagreement with those of Close et al. [94], summarized in eq. (194) for
scheme 1. The relative strengths are not reproduced, even qualitatively. In fact, we have, for χ0 = 350
MeV,
f0(1370) : f0(1500) : f0(1710) = 5.5 : 1 : 0.08. (205)
Although being a glue rich particle, the f0(1500) has a two-photon decay width much larger than that
of f0(1710), which is a quark rich particle. It arises from the fact that the latter has a mass almost
corresponding to the chiral limit without coupling (mf0(1710) ≈ 2M0s ), with small coupling to the up
quarks (g∗u¯ui ≈ 0), while the decay width of the glueball is not suppressed by the factors (m2f0(1500) −
4M0u
2
,m2f0(1500)− 4M0s
2
). Moreover, as can be seen on figures 26 and 27, the glueball to quarks coupling
constant is not so small.
One can wonder where is the origin of the discrepancy with the results [94]. Close et al. give very general
arguments, while our results are probably dependent on the crudeness of the model. However, they show
clearly that chiral symmetry effects (m2i − 4(M0u,s)2) are important and that mass effects should also
be considered (see eq. (6.2) of [94] where the authors do not consider the u − s mass difference in the
meson mixing; in the present model, these effects are considered). Should we have worked with the same
hypothesis as in [94] (M0u = M
0
s in the mixing matrix and in the chiral symmetry reduction factors
89
(m2i − 4(M0u,s)2), we would have obtained
f0(1370) : f0(1500) : f0(1710) = 10.7 : 1 : 5.7, (206)
in surprisingly good agreement with eq. (194). It seems that, working with the same hypothesis as [94],
our model would be able to reproduce the same order of magnitude for the decay ratios. Because our
results are very sensitive to the difference M0u 6= M0s , our model could then suggest that the M0u = M0s
(SU(3) symmetry) hypothesis is a very drastic one and has to be rejected. We have however to keep in
mind that this might be an artifact of the crudeness of our model.
Finally, it is worth noticing that the two-photon decay width of f0(1370) is always too small compared
to the one given in [104] (5.4± 2.3 keV). Even restricting to the lower bound of the experimental value,
one needs considerering low gluon condensates. This gives rise to a too small mass for f0(1370) (of the
order of 1.2 GeV).
89Note that because the a0(1450) is not mixed to other channels, its mass is always very close to the chiral limit
value 2M0u. Due to the reduction factor, this implies that its width into 2γ is very small, being exactly zero in
the chiral limit.
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IV. CONCLUSIONS
We have reviewed the 3-flavor A-scaled Nambu–Jona-Lasinio model both in the vacuum and at finite
temperature and density. In section I, we have mainly described the features of the model and its
connections to QCD. Starting from a symmetry-anomaly point of view, we have used Fierz identities
(section IC) to rewrite the local 4-point color-color interaction into the NJL form. For the sake of
completeness, we have derived Fierz identities for a general covariant gauge, as well as for diquark modes.
Although not needed in the present study, these generalized identities (compared to a Feynman-like
gauge) are important to make contact with Global Color Models or Schwinger-Dyson equations, or any
model which incorporates a covariant gauge. In particular, the Landau gauge is included in our Fierz
identities. To reproduce the strong axial and scale anomalies, we have motivated the introduction of
a new parameter (ξ) and of a dilaton field (χ), respectively (section ID). After having bosonized the
model, we have derived the gap equations, an equation for the dilaton field and the meson propagators.
Apart from the drawbacks that we have indicated throughout the text, we have also included a specific
section to discuss this important subject.
In section II, we have applied the model to study the thermodynamics of the 3-flavor A-scaled NJL
model. We have investigated the quark condensates, the pressure and the energy and entropy densities.
For vanishing densities, we have given both a low and a high temperature expansion. We have carefully
defined a bag constant and have made warnings about the way to extract it from fits. We have also
included a section to compare the NJL behavior with lattice QCD (section II B 4), as well as an application
of the finite temperature formalism to the π0 → γγ anomalous process (section II C).
Finally, we have included a section on scalar mesons. The study, limited to zero temperature and densities,
is interesting due to the coupling between the scalar isoscalar members of the q¯q nonet with the glueball.
In order to obtain the physical states from a 3-particle coupled system, which is far from trivial because
of the relativistic nature of the theory, we have indicated a way to extract masses and meson to quarks
coupling constants. The procedure we have developed consists in studying the energy-dependent mass
matrix. As an application, we have determined the two photon decay width of the scalar isoscalars.
Although the model has to be taken with caution, especially in the scalar sector where q¯q mesons are
unbound due to an unphysical threshold coming from the non-confining nature of the NJL type of models,
we have shown that these decays might be not a good choice for the determination of the glue content of
scalar particles.
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APPENDIX A: CONVENTIONS
• The units h¯ = c = kB = 1, where h¯ is the Planck constant normalized to 2π, c the speed of light
and kB the Boltzmann’s constant, are used throughout this review.
• In Minkowski metric, the metric tensor is
gµν = g
µν =


1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 −1

 ,
so that for xµ = (t, x, y, z), we get xµ = gµνx
ν = (t,−x,−y,−z) and x2 = xµxµ = t2−(x2+y2+z2).
• In Euclidean metric, we define xµ = xµ = (it, x, y, z), which implies x2 = xµxµ = xµxµ = −t2 +
x2 + y2 + z2.
• Dirac matrices are taken from [22]. In this reference, γ5 = iγ0γ1γ2γ3. We define γµ = (γ0, ~γ)
and we work in the Dirac representation, which means γ0 = β ≡ diag(1, 1,−1,−1). In Euclidean
metric, we define γ0 = iβ, γ5 being unchanged (i.e. defined through β instead of γ0). The relation
{γµ, γν} = 2gµν from Minkowski metric becomes {γµ, γν} = −2δµν.
• When not explicitly indicated, summation over repeated indices is used.
• The totally antisymmetrical tensor ǫµναβ is defined by the relation:
ǫµναβ =


+1 {µ, ν, α, β} even premutation of {0,1,2,3},
−1 odd permutation,
0 otherwise.
Indices are lowered with the help of the metric tensor. Note that ǫ0123 = −1.
APPENDIX B: COLOR QUARK CURRENT-CURRENT INTERACTION
We start from the definition (12) of the gluon propagator, for which the interaction term of the GCM
model (11) is q¯(x)(λa/2)γ
µq(x)Dµν (x, y)q¯(y)(λa/2)γ
νq(y). We note that the spin part involves only the
vector part of the Γ matrices (sse section IC 3): Γα = γµ,Γα′ = γν .
Making use of eq. (25), one can project γµΓβ and γνΓβ onto the basis Γ. The calculation can be
performed using90 (together with the vanishing of the trace of an odd number of γ-matrices)
tr(γ5γµ) = 0, (B1)
tr(γµγν) = 4gµν , (B2)
tr(σµν ) = 0, (B3)
tr(γ5γµγν) = 0, (B4)
tr(γµγνγργσ) = 4(gµνgρσ − gµρgνσ + gµσgνρ), (B5)
tr(γ5γµγνγργσ) = −4iǫµνρσ, (B6)
which allows one to obtain the following decomposition (for γµ on Γα):
90When using eq. (25), we simplify the summation by noting that:
1
4
6∑
T=1
ΓT tr(XΓ
T ) =
1
4
∑
µ
∑
ν>µ
σµνtr(Xσ
µν) =
1
4
1
2
∑
µ,ν
σµνtr(Xσ
µν).
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γµ11 = γµ, (B7)
γµγµ
′
= gµµ
′
11− iσµµ′ , (B8)
γµγ5γµ
′
= −gµµ′γ5 − 1
2
σµ
′′ν′′ǫµ′′ν′′
µµ′ , (B9)
γµσµ
′ν′ = i(γν
′
gµµ
′ − γµ′gµν′)− γ5γµ′′ǫµ′′µµ
′ν′ , (B10)
γµiγ5 = −iγ5γµ. (B11)
With these equations, we are now able to evaluate (we leave aside the color and flavor d.o.f., reintroducing
them when appropriate)
q¯(x)γµq(x)Dµν(x, y)q¯(y)γ
νq(y) = −1
4
q¯(x)γµΓβq(y)Dµν(x, y)q¯(y)γ
νΓβq(x), (B12)
where the tensor summation is evaluated as described in the footnote (90). We are then left with the
evaluation of
−1
4
Dµν(x, y)
{(
q¯(x)γµq(y)
)(
q¯(y)γνq(x)
)
+
(
q¯(x)γµγ5q(y)
)(
q¯(y)γνγ5q(x)
)
+
(
q¯(x)γµγµ
′
q(y)
)(
q¯(y)γνγµ′q(x)
)
−
(
q¯(x)γµγ5γµ
′
q(y)
)(
q¯(y)γνγ5γµ′q(x)
)
+
1
2
(
q¯(x)γµσµ
′ν′q(y)
)(
q¯(y)γνσµ′ν′q(x)
)}
.
(B13)
The first two terms are already on the Γ basis. The evaluation of the last three terms can be performed
using eqs. (B8–B10). Using the property Dµν(x, y) = Dνµ(y, x), one can then show that
−1
4
Dµν(x, y)
(
q¯(x)γµγµ
′
q(y)
)(
q¯(y)γνγµ′q(x)
)
=
−1
4
Dµν(x, y)
{
gµν
(
q¯(x)q(y)
)(
q¯(y)q(x)
)
−
(
q¯(x)σµµ
′
q(y)
)(
q¯(y)σνµ′q(x)
)
+2i
(
q¯(x)q(y)
)(
q¯(y)σµνq(x)
)}
,
(B14)
−1
4
Dµν(x, y)
(
− q¯(x)γµγ5γµ′q(y)
)(
q¯(y)γνγ5γµ′q(x)
)
=
−1
4
Dµν(x, y)
{
− gµν
(
q¯(x)γ5q(y)
)(
q¯(y)γ5q(x)
)
−
(
q¯(x)σµ
′ν′q(y)
)(
q¯(y)γ5q(x)
)
ǫµ′ν′
µν
−1
4
(
q¯(x)σµ
′′ν′′q(y)
)(
q¯(y)σµ
′′′ν′′′q(x)
)
ǫµ′′ν′′
µµ′ǫµ′′′ν′′′
ν
µ′
}
,
(B15)
and
−1
4
Dµν(x, y)
1
2
(
q¯(x)γµσµ
′ν′q(y)
)(
q¯(y)γνσµ′ν′q(x)
)
=
−1
4
Dµν(x, y)
{
− gµν
(
q¯(x)γµ
′
q(y)
)(
q¯(y)γµ′q(x)
)
+
(
q¯(x)γνq(y)
)(
q¯(y)γµq(x)
)
+2i
(
q¯(x)γµ
′
q(y)
)(
q¯(y)γ5γν
′
q(x)
)
ǫν′
µν
µ′ +
1
2
(
q¯(x)γ5γµ
′′
q(y)
)(
q¯(y)γ5γµ
′′′
q(x)
)
ǫµ′′
µµ′ν′ǫµ′′′
ν
µ′ν′
}
.
(B16)
With ǫµνρσǫµ
ν′ρ′σ′ = −det(gαα′), (α;α′) = (µ, ρ, σ;µ′, ρ′, σ′), eq. (B15) gives
−1
4
Dµν(x, y)
(
− q¯(x)γµγ5γµ′q(y)
)(
q¯(y)γνγ5γµ′q(x)
)
=
−1
4
Dµν(x, y)
{
− gµν
(
q¯(x)γ5q(y)
)(
q¯(y)γ5q(x)
)
−
(
q¯(x)σµ
′ν′q(y)
)(
q¯(y)γ5q(x)
)
ǫµ′ν′
µν
+
1
2
(
q¯(x)σµ′ν′q(y)
)(
q¯(y)σµ
′ν′q(x)
)
gµν −
(
q¯(x)σνµ′q(y)
)(
q¯(x)σµµ
′
q(y)
)}
,
(B17)
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whereas ǫµνρσǫµν
ρ′σ′ = −2(gρρ′gσσ′ − gρσ′gρ′σ) applied to eq. (B16) gives
−1
4
Dµν(x, y)
1
2
(
q¯(x)γµσµ
′ν′q(y)
)(
q¯(y)γνσµ′ν′q(x)
)
=
−1
4
Dµν(x, y)
{
− gµν
(
q¯(x)γµ
′
q(y)
)(
q¯(y)γµ′q(x)
)
+
(
q¯(x)γνq(y)
)(
q¯(y)γµq(x)
)
−
(
q¯(x)γ5γµ
′
q(y)
)(
q¯(y)γ5γµ′q(x)
)
gµν +
(
q¯(x)γ5γνq(y)
)(
q¯(y)γ5γµq(x)
)
+2i
(
q¯(x)γµ
′
q(y)
)(
q¯(y)γ5γν
′
q(x)
)
ǫν′
µν
µ′
}
.
(B18)
Gathering these results gives the final answer for an arbitrary propagator Dµν(x, y) within a current-
current interation91:
q¯(x)γµq(x)Dµν(x, y)q¯(y)γ
νq(y) = −1
4
Dµν(x, y)
×
{
gµν
(
q¯(x)q(y)
)(
q¯(y)q(x)
)
+ gµν
(
q¯(x)iγ5q(y)
)(
q¯(y)iγ5q(x)
)
+
(
q¯(x)γµq(y)
)(
q¯(y)γνq(x)
)
+
(
q¯(x)γνq(y)
)(
q¯(y)γµq(x)
)
−gµν
(
q¯(x)γµ
′
q(y)
)(
q¯(y)γµ′q(x)
)
+
(
q¯(x)γ5γµq(y)
)(
q¯(y)γ5γνq(x)
)
+
(
q¯(x)γ5γνq(y)
)(
q¯(y)γ5γµq(x)
)
− gµν
(
q¯(x)γ5γµ
′
q(y)
)(
q¯(y)γ5γµ′q(x)
)
+2i
(
q¯(x)q(y)
)(
q¯(y)σµνq(x)
)
+
1
2
(
q¯(x)σµ′ν′q(y)
)(
q¯(y)σµ
′ν′q(x)
)
gµν
−
(
q¯(x)σνµ′q(y)
)(
q¯(y)σµµ
′
q(x)
)
−
(
q¯(x)σµµ
′
q(y)
)(
q¯(y)σνµ′q(x)
)
+2i
(
q¯(x)γµ
′
q(y)
)(
q¯(y)γ5γν
′
q(x)
)
ǫν′
µν
µ′ + i
(
q¯(x)σµ
′ν′q(y)
)(
q¯(y)iγ5q(x)
)
ǫµ′ν′
µν
}
.
(B19)
Using the invariance of the propagator under µ↔ ν, we are left with
91 To write down this Fierz-transformed action, we used the property Dµν(x, y) = Dνµ(y, x). Without using
this property, one can find the Fierz transformation of the product (γµ)rs(γ
ν)tu, which is the generalization of
the usual form
(γν)rs(γ
ν)tu = (1 )ru(1 )ts + (iγ5)ru(iγ5)ts + (i
γµ√
2
)ru(i
γµ√
2
)ts + (i
γµγ5√
2
)ru(i
γµγ5√
2
)ts,
and is given by (γµ)rs(γ
ν)tu = (γ
µΓβ)ru(γ
νΓβ)ts. This leads to
4(γµ)rs(γ
ν)tu = g
µνδruδts + g
µν(iγ5)ru(iγ
5)ts + (γ
µ)ru(γ
ν)ts + (γ
ν)ru(γ
µ)ts − gµν(γµ
′
)ru(γµ′)ts
+(γ5γµ)ru(γ
5γν)ts + (γ
5γν)ru(γ
5γµ)ts − gµν(γ5γµ
′
)ru(γ
5γµ′)ts
+
1
2
gµν(σµ
′ν′)ru(σµ′ν′)ts − (σµµ
′
)ru(σ
ν
µ′)ts − (σνµ′)ru(σµµ
′
)ts
+i
[
δru(σ
µν)ts − (σµν)ruδts + 1
2
(σµ
′ν′)ru(iγ
5)tsǫµ′ν′
µν − 1
2
(iγ5)ru(σ
µ′ν′)tsǫµ′ν′
µν
+(γν
′
)ru(γ
5γµ
′
)tsǫµ′ν′
µν − (γ5γµ′)ru(γν
′
)tsǫµ′ν′
µν
]
.
For diquarks, we start from (γµ)rs(γ
ν)tu = (γµ)rs((γ
ν)T )ut = (γµ)rs(Cγ
νC)ut = CuaCbt(γ
µ)rs(γ
ν)ab, C = iγ
2β
being the charge conjugation matrix. This allows to write, using the previous Fierz transformation,
4(γµ)rs(γ
ν)tu = g
µνCrtCus + g
µν(iγ5C)rt(Ciγ
5)us + (γ
µC)rt(Cγ
ν)us + (γ
νC)rt(Cγ
µ)us − gµν(γµ
′
C)rt(Cγµ′)us
+(γ5γµC)rt(Cγ
5γν)us + (γ
5γνC)rt(Cγ
5γµ)us − gµν(γ5γµ
′
C)rt(Cγ
5γµ′)us
+
1
2
gµν(σµ
′ν′C)rt(Cσµ′ν′)us − (σµµ
′
C)rt(Cσ
ν
µ′)us − (σνµ′C)rt(Cσµµ
′
)us
+i
[
Crt(Cσ
µν)us − (σµνC)rtCus + 1
2
(σµ
′ν′C)rt(Ciγ
5)usǫµ′ν′
µν − 1
2
(iγ5C)rt(Cσ
µ′ν′)usǫµ′ν′
µν
+(γν
′
C)rt(Cγ
5γµ
′
)usǫµ′ν′
µν − (γ5γµ′C)rt(Cγν
′
)usǫµ′ν′
µν
]
.
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q¯(x)γµq(x)Dµν (x, y)q¯(y)γ
νq(y) = −1
4
Dµν(x, y)
×
{
gµν
(
q¯(x)q(y)
)(
q¯(y)q(x)
)
+ gµν
(
q¯(x)iγ5q(y)
)(
q¯(y)iγ5q(x)
)
+2
(
q¯(x)γµq(y)
)(
q¯(y)γνq(x)
)
− gµν
(
q¯(x)γµ
′
q(y)
)(
q¯(y)γµ′q(x)
)
+2
(
q¯(x)γ5γµq(y)
)(
q¯(y)γ5γνq(x)
)
− gµν
(
q¯(x)γ5γµ
′
q(y)
)(
q¯(y)γ5γµ′q(x)
)
+
1
2
gµν
(
q¯(x)σµ′ν′q(y)
)(
q¯(y)σµ
′ν′q(x)
)
− 2
(
q¯(x)σνµ′q(y)
)(
q¯(y)σµµ
′
q(x)
)}
.
(B20)
With the Fierz transformations for color and flavor (see section IC1 and IC2), we have – taking then
into account the appearance of diquarks–
q¯(x)
λa
2 c
γµq(x)Dµν (x, y)q¯(y)
λa
2 c
q(y) = −1
4
Dµν(x, y)
1
3
×
{[
gµν
∑
a,e
(
q¯(x)GeK ′aq(y)
)(
q¯(y)GeK ′aq(x)
)
− 2
(
q¯(x)Geiγµq(y)
)(
q¯(y)Geiγνq(x)
)
− 2
(
q¯(x)Geiγ5γµq(y)
)(
q¯(y)Geiγ5γνq(x)
)
− 4
(
q¯(x)Ge
σνµ′√
2
q(y)
)(
q¯(y)Ge
σµµ
′
√
2
q(x)
)]
+
[
gµν
∑
a,e
(
q¯(x)GeA,S
iǫρ√
2
K ′aCq¯T (y)
)(
qT (y)CGeA,S
iǫρ√
2
K ′aq(x)
)
− 2
(
q¯(x)GeSiγ
µ iǫ
ρ
√
2
Cq¯T (y)
)(
qT (y)CGeS
iǫρ√
2
iγνq(x)
)
−2
(
q¯(x)GeA
iǫρ√
2
iγ5γµCq¯T (y)
)(
qT (y)CGeA
iǫρ√
2
iγ5γνq(x)
)
− 4
(
q¯(x)GeS
iǫρ√
2
σνµ′√
2
Cq¯T (y)
)(
qT (y)CGeS
iǫρ√
2
σµµ
′
√
2
q(x)
)]}
, (B21)
where we have defined the shortened notation92 K ′a = (1, iγ5, iγµ
′
, iγ5γµ
′
, σµ
′ν′/
√
2). Note that a color
triplet diquark state is antisymmetric in the exchange of colors; then – this is the Pauli principle – it must
be antisymmetric under the exchange of the other coordinates (both spatial and internal). This implies
thatGeA has to be associated to (1, iγ
5, iγ5γµ
′
) whileGeS has the Dirac counterpartK
′a = (iγµ
′
, σµ
′ν′/
√
2).
Mathematically, these relations can also be shown to hold in the path integral formalism, where the
quark fields are anticommuting variables. This implies that (see eq. (41) for the explanation of this
term) q¯TCΓαq = −q¯T (CΓα)T q which, in turn, implies CΓα = −(CΓα)T . Because the color part is
antisymmetric, it is clear that the expected relation shows up: (CK ′aGeA,S)
T = (CK ′aGeA,S).
APPENDIX C: PROPAGATOR MATRICES
The propagator matrices indicated in eqs. (89,90) are defined below for symmetric matter (µu = µd 6= µs)
in the isospin limit (mu = md 6= ms,∆µ ≡ µu − µs).
P pipi
P pipi =
(
q2Zpi(β, µ) + a
2χ2s
mu
Mu
)
, (C1)
92The factor 1/
√
2 for the tensor part comes from the convention defined in the footnote (90).
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PKK
PKK =
[
a2χ2s
2
(
mu
Mu
+
ms
Ms
)
+
[
(q0 ± i∆µ)2 + ~q2 + (Mu −Ms)2
]
ZK±(β, µ)
]
, (C2)
P 00
P 00 =
2
3
(
Zupi +
1
2
Zspi
)
q2 + a2χ2s
[
2
3
(
mu
Mu
+
ms
2Ms
)
+ ξ
]
, (C3)
P 88
P 88 =
1
3
(Zupi + 2Z
s
pi) q
2 +
1
3
a2χ2s
(
mu
Mu
+
2ms
Ms
)
, (C4)
P 08 = P 80
P 08 =
√
2
3
(Zupi − Zspi) q2 +
√
2
3
a2χ2s
(
mu
Mu
− ms
Ms
)
, (C5)
Γa0a0
Γa0a0 =
[
(q2 + 4M2u)Zpi(β, µ) + a
2χ2s
mu
Mu
]
, (C6)
ΓK
∗
0
K∗
0
ΓK
∗
0
K∗
0 =
[
a2χ2s
2
(
mu
Mu
+
ms
Ms
)
+
[
(q0 ± i∆µ)2 + ~q2 + (Mu +Ms)2
]
ZK±(β, µ)
]
, (C7)
Γ00
Γ00 =
2
3
(
Zupi +
Zspi
2
)
q2 +
8
3
(
ZupiM
2
u +
1
2
ZspiM
2
s
)
+
2
3
a2χ2s
(
mu
Mu
+
ms
2Ms
)
, (C8)
Γ88
Γ88 =
1
3
(Zupi + 2Z
s
pi) q
2 +
4
3
(
ZupiM
2
u + 2Z
s
piM
2
s
)
+
1
3
a2χ2s
(
mu
Mu
+
2ms
Ms
)
, (C9)
Γ08 = Γ80
Γ08 =
√
2
3
(Zupi − Zspi) q2 +
4
√
2
3
(
ZupiM
2
u − ZspiM2s
)
+
√
2
3
a2χ2s
(
mu
Mu
− ms
Ms
)
, (C10)
Γχχ
Γχχ = q2 + b2χ2s −
Nc
2π2
Λ6χ4s
(
2
Λ2χ2s +M
2
u
+
1
Λ2χ2s +M
2
s
)
− 2a2
[
(Mu −mu)2 + 1
2
(Ms −ms)2
]
, (C11)
Γ0χ = Γχ0
Γ0χ = 2a2χsσ
s
0 −
Nc
π2
Λ4χ3s
(
2Mu/
√
6
(Λχs)2 +M2u
+
Ms/
√
6
(Λχs)2 +M2s
)
, (C12)
Γ8χ = Γχ8
Γ8χ = 2a2χsσ
s
8 −
Nc
π2
Λ4χ3s
(
Mu/
√
3
(Λχs)2 +M2u
− Ms/
√
3
(Λχs)2 +M2s
)
. (C13)
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APPENDIX D: THERMODYNAMICS
1. Pressure
For a vanishing chemical potential, eq. (129) reads
Pideal gas = 2
Nc
3π2
{
2
∫ ∞
0
k4
Eu
1
1 + eβEu
dk +
∫ ∞
0
k4
Es
1
1 + eβEs
dk
}
. (D1)
Only one of these terms has to be analyzed. We define
Pideal gas(s) =
2Nc
3π2
M4s lim
ε→0
∫ ∞
1
(
y2 − 1)3/2
1 + eεeMsβy
dy, (D2)
where the infinitesimal quantity ε will allow to regularize the summation that will be encountered in the
following. Expanding, we get
Pideal gas(s) =
2N c
3π2
M4s lim
ε→0
∞∑
n=1
(−1)n+1e−nε
∫ ∞
1
(
y2 − 1)3/2e−nMsβydy, (D3)
which can be expressed in terms of the modified Bessel function of order two [168]
Pideal gas(s) =
2Nc
π2
M4s lim
ε→0
∞∑
n=1
(−1)n+1e−nεK2 (nMsβ)
n2M2s β
2
. (D4)
This series has also been investigated in [62]. Because of the fast decrease due to the 1/n2 factor and
because of the asymptotic behavior ofK2, it can be numerically more advantageous to use (D4) than (D3).
a. High temperature zero density expansion
The converging factor ε in (D3) and (D4) is necessary to obtain nondiverging quantities in the high
temperature expansion. In such an expansion, only the first two terms are finite. Following [168],
K2 (z) = 2z
−2
(
1− z
2
4
)
+
1
8
z2
∞∑
k=0
ψ (k + 1) + ψ (k + 3)
k! (2 + k)!
(
z2
4
)k
− ln z
2
I2 (z) , (D5)
where ψ is the Digamma function (defined as d ln Γ(z)/dz with Γ(z) the Euler Gamma function) [168],
ψ(n+ 1) = −γ +
n∑
k=1
1
k
, with ψ(1) = −γ, (D6)
and where I2(z) is the other modified Bessel function of order two [168]
I2 (z) =
z2
4
∞∑
k=0
1
k! (k + 2)!
(
z2
4
)k
. (D7)
In (D6), γ is the Euler constant.
The logarithm ln(z) in K2(z) implies a singularity at the origin. There is no Taylor expansion around it.
This problem, and the way to circumvent it through the converging factor, has been established in [119]
for a fermionic gas (only the first few terms of the expansion are given) and in [121–123] for a bosonic
case where a full expansion, valid also at non zero density, has been given.
Combining (D5) and (D7), we obtain
(
2
z2
)(
1− z
2
4
)
+
(
z2
4
) ∞∑
k=0
1
k!(k + 2)!
(
z2
4
)k [
1
2
(ψ(k + 1) + ψ(k + 3))− ln
(z
2
)]
. (D8)
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This leads to
Pideal gas(s) =
2Nc
π2
M4s lim
ε→0
{ ∞∑
n=1
(−1)n+1 1
(nMsβ)2
(
2
(nMsβ)2
− 1
2
)
+
1
4
∞∑
n=1
∞∑
k=0
(−1)n+1e−nε 1
k!(k + 2)!
(
(nMsβ)
2
4
)k [
1
2
(ψ(k + 1) + ψ(k + 3))− ln
(
(nMsβ)
2
)]}
. (D9)
The first two terms are easy to determine and coincide with the two non-diverging terms from the Taylor
expansion around Ms = 0. They give
2Nc
π2
M4s
{
2
M4sβ
4
∞∑
n=1
(−1)n+1 1
n4
− 1
2M4s β
2
∞∑
n=1
(−1)n+1 1
n2
}
. (D10)
They are tabulated in [168] and can be expressed through the use of the Riemann zeta function93
ζ(z) =
1
1− 21−z
∞∑
n=1
(−1)n+1
nz
, Re(z) > 0 (D11)
ζ(−2m) = 0, m=1,2,..., (D12)
ζ(2m) =
22m−1π2m|B2m|
(2m!)
, with m=1,2,... and B the Bernoulli numbers, (D13)
which leads to
7
180
Ncπ
2T 4 − Nc
12
M2sT
2. (D14)
The contribution of the term k = 0 is rewritten in the form
2Nc
4π2
M4s
{
lim
ε→0
1
2
[ ∞∑
n=1
(−1)n+1e−nε
(1
2
(ψ(1) + ψ(3))− ln(Msβ
2
)
)
−
∞∑
n=1
(−1)n+1e−nε lnn
]}
. (D15)
Using
lim
ε→0
∞∑
n=1
(−1)n+1e−nεnz = (1− 21+z)ζ(−z), (D16)
we have
d
dz
∞∑
n=1
(−1)n+1e−nεnz =
∞∑
n=1
(−1)n+1e−nεnz lnn ≡ d
dz
(
(1− 21+z)ζ(−z)) , (D17)
which leads to
∞∑
n=1
(−1)n+1e−nεnz lnn = −(ln 2)21+zζ(−z)− (1− 21+z)ζ′(−z), (D18)
where ζ′(−z) ≡ d
dz
ζ(z)
}
−z
.
ζ(0) is obtained from
−
∞∑
n=1
(−1)n+1e−nε = − e
−nε
1 + e−nε
= −1
2
when ε→ 0, (D19)
93For Re(z) ≤ 0 which we shall need in the following, a converging factor e−nε is needed.
75
while ζ′(0) is given in [168]
ζ′(0) = −1
2
ln 2π. (D20)
With (D19) and (D20), (D15) gives
2Nc
4π2
M4s
1
2
{
1
2
· 1
2
(
ψ(1) + ψ(3)− 2 ln(Msβ
2
)
)
− 1
2
ln
(
2
π
)}
. (D21)
We still need the k > 0 terms of the expansion. With (D16) and (D18), they are
2Nc
4π2
M4s lim
ε→0
{
∞∑
k=1
(Msβ)
2k
k!(k + 2)!4k
[
1
2
(
ψ(k + 1) + ψ(k + 3)− 2 ln(Msβ
2
)
)
(1− 21+2k)ζ(−2k)
+ (ln 2)21+2kζ(−2k) + (1 − 21+2k)ζ′(−2k)
]}
. (D22)
Eq. (D6) implies
ψ(1) = −γ,
ψ(3) = −γ + 3
2
, (D23)
so that (D12,D14,D21,D22) lead to
Pideal gas(s) =
7
180
Ncπ
2T 4 − Nc
12
M2s T
2
+
Nc
16π2
M4s
(
−2γ + 3
2
)
− Nc
8π2
M4s ln
(
Msβ
π
)
+
Nc
2π2
M4s
∞∑
k=1
(Msβ)
2k
k!(k + 2)!4k
(1− 21+2k)ζ′(−2k). (D24)
It is clear that the converging factor has regularized the summation94 of the expansion. Note from (D24)
that the separation into a logarithmic term and a constant one is arbitrary: one can always write ln(abβ) =
ln(aβ) + ln b (a and b being dimensionless constants) and put ln b into the constant term. This has some
importance for the interpretation of the high temperature results.
To write (D24) into a form involving only elementary functions, we still need to know ζ′(−2k)(k ≥ 1),
i.e.
− 1
(1− 21+2k)
∞∑
n=1
(−1)n+1e−nεn2k lnn, (D25)
because of (D18) and (D12). Using [168]
21−zΓ(z)ζ(z) cos
(πz
2
)
= πzζ(1 − z) (D26)
and
Γ(z)Γ(1− z) = π
sin(πz)
, (D27)
we have
21−z
π
sin(πz)
ζ(z) cos
(πz
2
)
= πzΓ(1− z)ζ(1 − z), (D28)
94Summations of this kind are called Euler sums [169].
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so that
lim
z→−2k
π
sin(πz)
ζ(z) = (−1)k2−2k−1π−2kΓ(1 + 2k)ζ(1 + 2k). (D29)
With
lim
z→−2k
π
sin(πz)
ζ(z) =
0
0
=
πζ′(−2k)
π cos(−2πk) = ζ
′(−2k), (D30)
we finally obtain
ζ′(−2k) = 1
2
(−1)k(2π)−2kΓ(1 + 2k)ζ(1 + 2k). (D31)
Eq. (D24) is then rewritten into the form
Pideal gas(s) =
7
180
Ncπ
2T 4 − Nc
12
M2s T
2
+
Nc
16π2
M4s
(
−2γ + 3
2
)
− Nc
8π2
M4s ln
(
Msβ
π
)
+
Nc
2π2
M4s
∞∑
k=1
(Msβ)
2k
k!(k + 2)!4k
(1− 21+2k)1
2
(−1)k(2π)−2kΓ(1 + 2k)ζ(1 + 2k),
(D32)
which only necessitates the evaluation of known functions.
b. Low temperature zero density expansion
We can search for a low temperature expansion, β → ∞, starting from (D1) or (D4). The last one is
better suited because of the well known asymptotic expansion of K2 [170]
Ki(z) ≈
√
π
2z
e−z
{
1 +
4i2 − 1
8z
+
(4i2 − 1)(4i2 − 9)
2!(8z)2
+
(4i2 − 1)(4i2 − 9)(4i2 − 25)
3!(8z)3
+ ...
}
. (D33)
Combining (D4) and (D33), we have
Pideal gas(s) ≈ 2Nc
π2
M4s
∞∑
n=1
(−1)n+1
n2M2s β
2
√
π
2nMsβ
e−nMsβ
×
{
1 +
15
8nMsβ
+
15 · 7
2!(8nMsβ)2
+
15 · 7 · (−9)
3!(8nMsβ)3
+ ...
}
. (D34)
When β is large, we are in the chirally broken phase where the quark masses are the constituent masses.
Since the expanding parameter is βMi, i = u, s, the approximation (D34) becomes better as βMi is
increased. In section II B, it is shown that the mass variation is low for T <∼ 100 MeV. For a constituent
quark mass of about 400 MeV (at T = 0) βMi is, at least, 4. The expansion (D34) is then perfectly
justified. In that case, the first term n = 1 is enough and the pressure is
Pideal gas(s) ≈ 4Ncβ
−5/2
(2π)3/2
M3/2s e
−Msβ
×
{
1 +
15
8Msβ
+
15 · 7
2!(8Msβ)2
+
15 · 7 · (−9)
3!(8Msβ)3
+ ...
}
. (D35)
We have checked that for the set of parameters (M0u = 300, χ0 = 80) MeV (see section II B) this expansion
is not well suited. In that case, the second term n = 2 in (D34), as well as the three corrections to “1”
for both n = 1 and n = 2, are necessary to reproduce results valid up to 100 MeV.
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c. Finite density, zero temperature
For finite density at vanishing temperature, eq. (129) can be exactly integrated. We have ni+ = 0, ni−
= θ(µi − Ei) and µi =
√
k2Fi +M
2
i , where kFi is the Fermi momentum of the ith flavor, so that
Pideal gas(s) =
Nc
3π2
∫ kFs
0
dk
k4
Es
,=
Nc
3π2
{
k3Fsµs − 3
[kFs
4
µ3s −
M2s
8
kFsµs −
M4s
8
ln
(
kFs + µs
Ms
)]}
. (D36)
2. Energy density
a. High temperature zero density expansion
Combining eqs. (137,D32) immediatly gives
εideal gas(s) =
7
60
Ncπ
2T 4 − Nc
12
M2sT
2
+
Nc
16π2
M4s
(
2γ +
1
2
)
+
Nc
8π2
M4s ln
(
Msβ
π
)
− Nc
2π2
M4s
∞∑
k=1
(Msβ)
2k
k!(k + 2)!4k
(2k + 1)(1− 21+2k)1
2
(−1)k(2π)−2kΓ(1 + 2k)ζ(1 + 2k). (D37)
b. Low temperature zero density expansion
Eq. (137) is not well-suited because it would imply taking the derivative of a truncated series (see
eq. (D34)). It is better to search for the expansion of the exact solution in terms of the modified Bessel
function obtained in [115]
εideal gas(s) = 3Pideal gas(s) +
2Nc
π2
M4s
∞∑
n=1
(−1)n+1K1(nMsβ)
nMsβ
. (D38)
Its low temperature asymptotic expansion is obtained from eq. (D34) for the first term and from eq. (D33)
with i = 1 [170] for the second one. We then have
εideal gas(s) ≈ 32Nc
π2
M4s
∞∑
n=1
(−1)n+1
n2M2sβ
2
√
π
2nMsβ
e−nMsβ
×
{
1 +
15
8nMsβ
+
15 · 7
2!(8nMsβ)2
+
15 · 7 · (−9)
3!(8nMsβ)3
+ ...
}
+
2Nc
π2
M4s
∞∑
n=1
(−1)n+1 1
nMsβ
√
π
2nMsβ
e−nMsβ
×
{
1 +
3
8nMsβ
+
3 · (−5)
2!(8nMsβ)2
+
3 · (−5) · (−21)
3!(8nMsβ)3
+ ...
}
. (D39)
Once again we can limit ourselves to n = 1 or n = 1, 2, depending upon the chosen set of parameters
(M0u, χ0). However the first two or three corrections to “1” are necessary.
c. Finite density, zero temperature
As for the pressure, eq. (130) can be exactly integrated. It is however more judicious to use the vanishing
nature of the entropy at T = 0 in order to get (eq. (128)),
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εideal gas = −Pideal gas + µiρi, (D40)
where ρi is given by eq. (122), i.e.
lim
T→0
ρi =
Nc
3π2
k3Fi . (D41)
Using (D36), (D40) and (D41), we obtain
εideal gas(s) =
Nc
π2
[kFs
4
µ3s −
M2s
8
kFsµs −
M4s
8
ln
(
kFs + µs
Ms
)]
. (D42)
3. Entropy density
a. High temperature zero density expansion
Using eqs. (140,D32) gives
s(s) =
7
45
Ncπ
2T 3 − Nc
6
M2s T +
Nc
8π2
M4s β
− Nc
2π2
M4s β
∞∑
k=1
(Msβ)
2k
k!(k + 2)!4k
2k(1− 21+2k)1
2
(−1)k(2π)−2kΓ(1 + 2k)ζ(1 + 2k). (D43)
b. Low temperature zero density expansion
We can obtain this expansion starting from eq. (128) with µi = 0:
s(s) = β(Pideal gas(s) + εideal gas(s)), (D44)
so that, using eqs. (D34,D39), we have
s(s) ≈ 4β 2Nc
π2
M4s
∞∑
n=1
(−1)n+1
n2M2s β
2
√
π
2nMsβ
e−nMsβ
×
{
1 +
15
8nMsβ
+
15 · 7
2!(8nMsβ)2
+
15 · 7 · (−9)
3!(8nMsβ)3
+ ...
}
+
2Nc
π2
M4s β
∞∑
n=1
(−1)n+1 1
nMsβ
√
π
2nMsβ
e−nMsβ
×
{
1 +
3
8nMsβ
+
3 · (−5)
2!(8nMsβ)2
+
3 · (−5) · (−21)
3!(8nMsβ)3
+ ...
}
. (D45)
Once again we can limit ourselves to n = 1 or n = 1, 2, depending upon the chosen set of parameters
(M0u, χ0). However the first two or three corrections to “1” are necessary.
c. Finite density, zero temperature
It is clear that
s(s) = 0, (D46)
in agreement with the third principle of thermodynamics.
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APPENDIX E: MASSES AND ON-SHELL COUPLING CONSTANTS FOR MIXED
PARTICLES
In this section, we define the masses and on-shell coupling constants for mixed particles. In appendix C,
the scalar isoscalars form a set of three coupled particles, whose inverse propagator is given by the 3× 3
subset of the matrix Γ. Searching for the physical particles means that this matrix has to be diagonalized.
In the following, we show how these physical states can be obtained. This is a non-trivial procedure
because of the energy dependence of the normalization functions Z. The following demonstration is valid
for a set of n coupled particles.
In order to shorten the notation, we use the following convention throughout this appendix: we denote
by A(q2 = −m2i ) a matrix A of which each element is evaluated at the same q2 in opposition to A(−m2i ),
which indicates a matrix whose first column is evaluated at −m21, the second at −m22, ..., the nth at
−m2n.
1. Generalities
Let Γ be the n× n meson matrix propagator
Γii = Aiq
2 +Bi,Γji = Γij . (E1)
It is better to first consider Ai, Bi,Γij(j 6= i) as being independent of q2. In this case, an exact diagonal-
ization (valid for each q2) can be performed. We proceed in the following way:
σTΓσ = σT g−1Γ′g−1σ, (E2)
where (σ is the vector denoting the coupled fields)
Γ′ii = q
2 +
Bi
Ai
,Γ′ij =
Γij√
AiAj
and g−1 = diag(
√
Ai, ...,
√
An). (E3)
Writing Γ′ = q211 + Γ′′, which defines Γ′′, we deduce
det(Γ′ − λ′11) = det(Γ′′ − (λ′ − q2)11) ≡ det(Γ′′ − λ′′11). (E4)
Since Γ′′ is q2-independent, so are the eigenvalues (e.v.) λ′′. Writing λ′′i = m
2
i , it is easy to see that the
e.v. of Γ′ are
λ′i = q
2 +m2i . (E5)
Moreover, it is clear that the eigenvector (E.V.) matrix associated with Γ′ is identical to that of Γ′′. This
E.V. matrix is denoted by V . It is q2-independent (it can then be evaluated exactly) and is orthogonal:
V −1 = V T . In short:
σTΓσ = σT g−1V diag(q2 +m21, ..., q
2 +m2n)V
−1g−1σ, (E6)
i.e.
σTΓσ = ΣTdiag(q2 +m21, ..., q
2 +m2n)Σ, (E7)
with
Σ = V −1g−1σ, (E8)
the vector denoting the physical fields.
On the other hand, a direct diagonalization implies
σTΓσ = σTV∗(q
2)diag(λ1, ..., λn)V
−1
∗ (q
2)σ. (E9)
At this level, everything is exact (because this is the same q2 for each E.V.), and we have the property
V −1∗ (q
2) = V T∗ (q
2).
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Λ(q2) ≡ V −1∗ (q2)ΓV∗(q2) =diag(λ1, ..., λn), (E10)
and using
∂
∂q2
(V −1∗ (q
2)V∗(q
2)) = 0, (E11)
we have
g−2∗ (q
2) ≡ ∂Λ
∂q2
= [
∂V −1∗ (q
2)
∂q2
V∗(q
2),Λ(q2)] + V −1∗ (q
2)
∂Γ
∂q2
V∗(q
2)
= [
∂V −1∗ (q
2)
∂q2
V∗(q
2),Λ(q2)] + V −1∗ (q
2)g−2V∗(q
2). (E12)
The physical masses are clearly obtained from the zeroes of the e.v. Since the trace of a commutator is
identically zero for a finite matrix, we get the following relation between the exact quantities95
trg−2∗ (q
2) = trg−2. (E13)
Another exact relation comes from
σTV∗(q
2)Λ(q2)V −1∗ (q
2)σ = σT g−1V diag(q2 +m21, ..., q
2 +m2n)V
−1g−1σ, (E14)
which implies
det(V∗(q
2)Λ(q2)V −1∗ (q
2)) = det(g−1V diag(q2 +m21, ..., q
2 +m2n)V
−1g−1), (E15)
i.e.
det(Λ(q2)) = det(g−2V diag(q2 +m21, ..., q
2 +m2n)V
−1) = det(g−2) det(diag(q2 +m21, ..., q
2 +m2n)),
(E16)
i.e.
∏
i
λi(q
2) =
(∏
i
(q2 +m2i )
)(∏
i
Ai
)
. (E17)
Let us once more emphasize that this relation is only valid as far as the e.v. are all evaluated at the same
q2.
2. First order Taylor expansion, as a function of q2, around the respective zeroes of the
eigenvalues
If each diagonal component of eq. (E12) is evaluated at the zero of the corresponding e.v., the commutator
gives a zero contribution. The latter can be established from
g−2∗ (q
2 = −m2i ) = [
∂V −1∗ (q
2)
∂q2
V∗(q
2),Λ(q2)]
∣∣∣∣
q2=−m2
i
+ V −1∗ (q
2 = −m2i )g−2V∗(q2 = −m2i ). (E18)
Since each quantity is here evaluated at the same q2, the inverse E.V. matrix is identically equal to its
transposed. Taking out the j, j component on both sides of the equality, we obtain (summation over k
and l, no summation over i)
95We call “exact” the quantities which are all evaluated at the same q2; approximations only play a role when
quantities must be evaluated at their respective mass shell.
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g−2∗ (q
2 = −m2i )jj =
(
∂V −1∗ (q
2)
∂q2
V∗(q
2)
)
jk
Λ(q2)kj
∣∣∣∣∣
q2=−m2
i
− Λ(q2)jk
(
∂V −1∗ (q
2)
∂q2
V∗(q
2)
)
kj
∣∣∣∣∣
q2=−m2
i
+ V T∗ (q
2 = −m2i )jkg−2kl V∗(q2 = −m2i )lj . (E19)
Since Λ(q2) is diagonal, it is clear that the contribution of the commutator vanishes. Anyway, if we take
j = i, this commutator gives also trivially zero since it implies the evaluation of λi(q
2 = −m2i ) which is
zero by definition. Now, let us effectively take j = i. By definition of the transposed of a matrix, we then
have the relation
g−2∗ (q
2 = −m2i )ii =
∑
k
g−2kk
(
V∗(q
2 = −m2i )ki
)2
, (E20)
which shows that the ith E.V. plays a role only for the component i, i of g−2∗ (q
2 = −m2i ). Then, we can
generalize (E20) to
g−2∗ (−m2i )ii =
(
V T∗ (−m2i )g−2V∗(−m2i )
)
ii
, (E21)
where, according to the conventions of this appendix, each column of V and g−2∗ is now evaluated at its
respective zero. Although we have demonstrated eq. (E21) for diagonal components, it can be extented
to
V T∗ (−m2i ) = g−2∗ V −1∗ g2. (E22)
It includes the previous one for the diagonal components of g−2∗ . But eq. (E22) can also be shown to
imply the vanishing of the off-diagonal elements. This is seen as soon as we can prove that
V −1∗ (−m2i ) = g∗(−m2i )V −1g−1 (E23)
is true, with being g−2∗ the diagonal matrix taken from the definition diag(∂λi(q
2)/∂q2). The relation
(E23) is suggested by a comparison between eqs. (E7) and (E9). Let us notice that it is the inverse
V −1∗ (−m2i ) which must be considered, not V T (−m2i ) (E.V. evaluated at different q2).
In order to prove eq. (E23), we start from the E.V. definition (E10):
Γ(q2)V∗(q
2) = V∗(q
2)Λ(q2). (E24)
Taking the component i, j, evaluated at q2 = −m2j , we obtain
Γ(q2 = −m2j)ikV∗(q2 = −m2j)kj = V∗(q2 = −m2j)ikΛ(q2 = −m2j)kj , (E25)
i.e., (no summation over j)
Γ(q2 = −m2j)ikV∗(q2 = −m2j)kj = V∗(q2 = −m2j)ijλ(−m2j)j . (E26)
It is clear that the only E.V. which plays a role is associated with the jth e.v. Moreover, by definition of
m2j , the r.h.s. of eq. (E26) is identically zero. We then have:
Γ(q2 = −m2j)ikV∗(−m2j)kj = 0. (E27)
It is useful to stress that eq. (E27) has to be verified component by component since the q2 used for Γ
is the one of the corresponding E.V. in V∗. If we denote by d
(j)
∗ the E.V. associated with the jth e.v.,
eq. (E27) is then identical to
Γ(q2 = −m2j)ikd(j)∗,k = 0↔ Γ(q2 = −m2j)d(j)∗ = 0. (E28)
The demonstration of eq. (E23) consists in starting from the relation (E27) and in showing that (E23) is a
possible solution thereof. It is then sufficient to show that the normalization is correct for the uniqueness
of the solution. (Note : the last relation does not imply the existence of n orthogonal E.V. associated
with q2 = −m2j . There is indeed only one E.V. associated with the e.v. λ(−m2j) = 0.)
If we take the inverse of (E23), i.e.
V∗(−m2j) = gV g−1∗ , (E29)
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and if we insert it on the l.h.s of (E27), we have
Γ(q2 = −m2j)ik(gV g−1∗ )kj = Γ(q2 = −m2j)ik(gV )klg−1∗,lj = (Γ(q2 = −m2j)gV )ilg−1∗,lj , (E30)
i.e. (see eq. (E2))
Γ(q2 = −m2j)ik(gV g−1∗ )kj = (g−1Γ′(−m2j)V )ilg−1∗,lj. (E31)
By definition of V , we have
Γ′V = V diag(q2 +m21, ..., q
2 +m2n), (E32)
so that (there is no summation over l)
(g−1Γ′V )il = (g
−1V )ikdiag(q
2 +m21, ..., q
2 +m2n)kl ≡ (g−1V )il(q2 +m2l ). (E33)
Then, inserting (E33) in (E31), we get
Γ(q2 = −m2j)ik(gV g−1∗ )kj =
∑
l
(g−1V )il(−m2j +m2l )g−1∗,lj (E34)
and then, because g−1∗ is diagonal,
Γ(q2 = −m2j)ik(gV g−1∗ )kj = (g−1V )ij(−m2j +m2j)g−1∗,jj ≡ 0. (E35)
We have thus shown that (E29) is a solution of (E27). In fact, (E29) is exact since the normalization is
correct (because, from (E29), we deduce (E22) and then (E21) which was shown to be true).
As a conclusion to this appendix, we note that with the E.V. matrix V∗(−m2i ), the physical fields are
given by
Σ = V −1g−1σ = g−1∗ (−m2i )V −1∗ (−m2i )σ. (E36)
This definition will be kept even if the coefficients Ai, see eq. (E1), are q
2-dependent (this is for example
the case of the NJL model). Nevertheless, the previous relations are not all valid since the matrix g−1
becomes also q2-dependent. However, we can conclude from (E19) that the equivalent of (E20) is:
g−2∗ (q
2 = −m2i )ii =
∑
k
g−2kk (q
2 = −m2i )
(
V∗(q
2 = −m2i )ki
)2
=
∑
k
g−2kk (q
2 = −m2i )
(
V∗(−m2i )ki
)2
, (E37)
as far as the coefficients Bi and the elements Γij , i 6= j are q2-independent. In case they are q2-dependent,
it is obvious from (E19) that
g−2∗ (q
2 = −m2i )ii = V T∗ (q2 = −m2i )ikg−2kl (q2 = −m2i )V∗(q2 = −m2i )li
=
∑
k,l
g−2kl (q
2 = −m2i )V∗(−m2i )kiV∗(−m2i )li. (E38)
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