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Measurements of retinal motion along a set of predetermined orientations on the retina of a moving system give rise to global patterns. Because the form and location of these patterns depend purely on three-dimensional (3D) motion, the effects of 3D motion and scene structure on image motion can be globally separated. The patterns are founded on easily derivable image measurements that depend only on the sign of image motion and do not require information about optical flow. The computational theory presented here explains how the self-motion of a system can be estimated by locating these patterns.
To detect the image of movement is the first task of all systems with vision, and to reach an understanding of movement is a primary goal of all later perceptual analysis (1), for animals as well as in robots. Although an organism or a mechanism may move in a nonrigid manner as a whole, with the head, arms, legs, wings, or wheels undergoing different motions, the eyes move rigidly-that is, as a sum of an instantaneous translation and rotation. Thus, the images perceived on the retina of the eye (or on the film in a camera) originate from a rigid motion. The fundamental, abstract geometric concept used to describe the computational analysis of visual motion is that of the twodimensional (2D) motion field: As a system moves in its environment, every point of the environment has a velocity vector with respect to the system. The projection of these 3D velocity vectors on the retina of the system's eye constitutes the so-called motion field. This field depends on the 3D motion and the structure of the scene in view. If a spherical eye moves with a translation t, the motion field is along the great circles containing the vector t (Fig. 1A) (Fig. IB) , the motion field is along the circles resulting from the intersection of the image sphere with planes perpendicular to the rotation axis; this axis cuts the sphere at points AOR (axis of rotation) and -AOR. For general rigid motion, the motion field on the sphere is the addition of a translational field and a rotational field (Fig.  1C) . In this case, the motion field does not have a simple structure, and it becomes difficult to locate the points FOE and AOR, that is, to solve the problem of determining a system's 3D motion (its egomotion) with the 2D motion field as input (2).
This difficulty is compounded because the information that can be derived from the sequence of images sensed by the moving retina is not the exact projection of the 3D motion field, but rather only information about the movement of light patterns. The exact movement of every point on the image is termed the optical flow field. In general, accurate values of the optical flow field are not computable; the so-called normal flow, the component perpendicular to the edges, is the only component of the optical flow that is well defined on the basis of local information. This is the well-known aperture prob- S. The unit vectors tangential to the great circles containing s define a direction for every point on the retina (Fig. 2A, left) . These orientations are called s-longitudinal. Similarly, the s-latitudinal orientations are defined as the unit vectors tangential to the circles resulting from the intersection of the sphere with planes perpendicular to the axis s (Fig. 2A, right) .
Some properties of these directions will be of use later. Consider the two axes si (N1SI) and S2 (N2S2). Each axis defines at every point a longitudinal and a latitudinal direction. The locus of points on the sphere where the s,-longitudinal directions are perpendicular to the s2-longitudinal directions (or where the s1-latitudinal directions are perpendicular to the s2-latitudinal directions) constitutes two quadratic curves whose geometry is explained in Fig. 2B  (left) . Similarly, the longitudinal directions of one axis and the latitudinal directions of the other axis are perpendicular to each other along the great circle defined by si and s2 (Fig. 2B, right) .
The structure of the projections of a rigid motion field on the s-longitudinal and slatitudinal vectors is examined by studying how the sign of these projections is related to the 3D motion, because the sign of flow is the information used as input to the motion interpretation process. Fig. 2C) . Because a rigid motion field is the addition of a translational and a rotational field, the cases of pure translation and pure rotation are first considered separately.
If the observer moves with a pure translation of velocity t, the motion field on the sphere is along the direction of the t-longitudinal vectors (Fig. IA) . If the translational motion field of Fig. 1A is projected on the  s-longitudinal vectors of Fig. 2A , the resulting vectors will be zero, positive, or negative. The vectors will be zero on two second-order curves (symmetric around the center of the sphere) whose shape depends on the angle between the vectors t and s (Fig. 2B, left) . The area inside the curves will contain negative vectors, and the area outside the curves will contain positive vectors (Fig. 3A) .
If the observer moves purely rotationally with velocity w, the motion field on the sphere is along the direction of the w-latitudinal vectors (Fig. 1B) . If the rotational motion field of Fig. 1B is projected on the s-longitudinal vectors of Fig. 2A , the resulting vectors will be zero, positive, or negative. The vectors will be zero on the great circle defined by s and w, positive in one hemisphere, and negative in the other (Fig. 3B) .
If the observer translates with velocity t and rotates with velocity w, the projection of the general motion field on any set of s-longitudinal vectors can be classified for parts of the image. If at a longitudinal vector the projection of both the translational Fig. 3, A and B) are added, whenever positive and positive come together, the result will be positive, and whenever negative and negative come together, the result will be negative. However, whenever positive and negative come together, the result can be either positive or negative. In such a case, the sign of the projection of the rigid motion vector depends on the value of the translational and rotational vector components, and thus on the length of the vectors t and X and the depth of the scene. [Actually, this "don't know" area also contains information regarding 3D motion and structure ( After the directions of t and co are estimated from the sign of the flow along various directions, the length of co (that is, the exact rotation) can easily be estimated from the values of flow measurements (6). Also, after deriving 3D motion from the information supplied by the patterns, the system can estimate optical flow to derive the 3D scene structure and to estimate FOE and AOR more accurately. Usually, in a working system, information from other senses is used in addition. This information may come from inertial sensors, such as gyros and accelerometers in robotic systems or vestibular mechanisms in biological systems.
For the case of a planar retina, the slongitudinal vectors become perpendicular to conic sections defined by the intersection of the image planre with a family of cones of axis s (Fig. 4A) . Analogously, the s-latitudinal vectors become perpendicular to straight lines passing through the intersection so of axis s with the image plane (Fig.  4B) . The great circle and the second-order curve that characterize the patterns of positive and negative vectors become a straight line and a conic section, respectively. A part of the theory described here has been implemented and tested on a number of calibrated indoor image sequences, with excellent results (6). The solutions for FOE and AOR were always bounded areas that contained the ground truth (7) and were not larger than 20 of the visual field. Figure   5 shows an outdoor image sequence experiment with an unmanned ground vehicle. In this experiment, the only input was the sign of the normal flow at image points with strong spatial gradients.
The pattern-matching approach to egomotion estimation does not directly relate to traditional computational studies of the perception of 3D motion. With a few exceptions (8), such studies addressed the problem in two steps. In the first step, the optical flow was estimated as an approximation to the motion field; in the second step, the 3D motion was estimated through a local decomposition of the optical flow field (9-12). In the scheme described here, the retinal motion information used is equivalent to the sign of the optical flow along some direction. In other words, for a vector v on the image, the information needed is whether the image motion along the line defined by the vector v has the sign of v or -v. This is a robust qualitative property of the optical flow, and, as demonstrated here, it is sufficient for the task of egomotion perception when used with the introduced global constraints. It has been argued (13) that qualitative estimates of optical flow are often sufficient for many tasks; for instance, the task of detecting a potential crash (14) may not even require a precise measurement of the normal component of the flow. As suggested in (15), "it is sufficient that the image motion estimate be qualitatively consistent with the perspective 2D projection of the 'true' 3D velocity field. Even estimates that don't correspond to image velocity, like the ones derived by Reichardt's correlation model or equivalent energy models (16), may be acceptable for several visual tasks if the estimates are consistent over the visual field" (pp. 131-132). The pattern-based approach to the problem of egomotion estimation demonstrates the feasibility of such ideas about qualitative visual motion analysis. The ideas described here may relate to neuroscience experiments in which primates were found to have cells that respond to patterns of visual motion (17), and psychologists may find a link between the patterns described here and the transformational invariants in Gibson's theory (18) of direct perception.
