We present a new test when there is a nuisance parameter λ under the alternative hypothesis. The test exploits the p-value occupation time [PVOT], the measure of the subset of λ on which a p-value test based on a test statistic T n (λ) rejects the null hypothesis. The PVOT has only been explored in Hill and Aguilar (2013) and Hill (2012) as a way to smooth over a trimming parameter for heavy tail robust test statistics. Our key contributions are: (i ) we show that a weighted average local power of a test based on T n (λ) is identically a weighted average mean PVOT, and the PVOT used for our test is therefore a point estimate of the weighted average probability of PV test rejection, under the null; (ii ) an asymptotic critical value upper bound for our test is the significance level itself, making inference easy (as opposed to supremum and average test statistic transforms which typically require a bootstrap method for p-value computation); (iii ) we only require T n (λ) to have a known or bootstrappable limit distribution, hence we do not require √ n-Gaussian asymptotics as is nearly always assumed, and we allow for some parameters to be weakly or non-identified; and (iv ) a numerical experiment, in which local asymptotic power is computed for a test of omitted nonlinearity, reveals the asymptotic critical value is exactly the significance level, and the PVOT test is virtually equivalent to a test with the greatest weighted average power in the sense of Andrews and Ploberger (1994) . We give examples of PVOT tests of omitted nonlinearity, GARCH effects and a one time structural break. A simulation study demonstrates the merits of PVOT test of omitted nonlinearity and GARCH effects, and demonstrates the asymptotic critical value is exactly the significance level.
Introduction
= 0 a.s. is false, for all λ ∈ Λ outside of a measure zero subset, provided F : R → R is exponential (Bierens, 1990) , logistic (White, 1989) , or any real analytic non-polynomial (Stinchcombe and White, 1998) , or multinomials of x t (Bierens, 1982 , Hill, 2013 . Notice that λ need not be part of the data generating process since E[y t |x t ] = β 0 x t + γ 0 F (λ x t ) a.s. may not be true under H 1 , but it may be true which is why these cases overlap. See Sections 4-6 for examples.
The challenge of constructing valid tests in the presence of nuisance parameters under H 1 dates at least to Chernoff and Zacks (1964) for a sup-LM test and Davies (1977 Davies ( , 1987 for a sup-LR test. Recent contributions include Nyblom (1989) , Andrews (1993) , Dufour (1997) , Andrews and Ploberger (1994, 1995) , Hansen (1996) , and Andrews and Cheng (2012 , 2013 , 2014 .
Nuisance parameters that are not identified under H 0 are either chosen at random, thereby sacrificing power (e.g. White, 1989) ; or T n (λ) is smoothed over Λ, resulting in a non-standard limit distribution and in general the necessity of a bootstrap step (e.g. Chernoff and Zacks, 1964 , Davies, 1977 , Andrews and Ploberger, 1994 . Examples of transforms are the average Λ T n (λ)µ(dλ) and supremum sup λ∈Λ T n (λ), where µ(λ) is an absolutely continuous probability measure (Chernoff and Zacks, 1964 , Davies, 1977 , Andrews and Ploberger, 1994 . See below for a discussion of power optimality of these transforms.
We assume T n (λ) ≥ 0, and that large values are indicative of H 1 . Let p n (λ) be a p-value or asymptotic p-value based on T n (λ): p n (λ) may be based on a known limit distribution, or if the limit distribution is non-standard then a bootstrap or simulation method is assumed available for computing an asymptotically valid approximation to p n (λ) (e.g. Künsch, 1989 , Hansen, 1996 , Shao, 2010 . Assume that p n (λ) is asymptotically correct for the nominal size, uniformly on Λ: sup λ∈Λ |P (p n (λ) < α|H 0 ) − α| → 0 for any α ∈ (0, 1) .
If p n (λ) is uniformly distributed then α is the size of the test, else by (1) α is the asymptotic size. The terms "asymptotic p-value" and "asymptotic size" are correct when convergence in (1) is uniform over H 0 . The latter is not possible here because we do not specify a model or H 0 for greatest generality. If p n (λ) is asymptotically free of any other nuisance parameters then H 0 is otherwise simple, and uniform convergence over the null is immediate given that (1) is uniform over Λ (see Hansen, 1996, p. 417) . Since this problem is common, we will not focus on it, and will simply call p n (λ) a "p-value" for brevity.
The p-value [PV] test at asymptotic size α for a chosen value of λ is based on (1):
PV Test: reject H 0 if p n (λ) < α, otherwise fail to reject H 0 .
Now assume Λ has unit Lebesgue measure Λ dλ = 1, and compute the p-value occupation time
[PVOT] of p n (λ) below the nominal test size α ∈ (0, 1):
where I(·) is the indicator function. If Λ dλ = 1 then we use P * n (α) ≡ Λ I(p n (λ) < α)dλ/ Λ dλ. P * n (α) is just the Lebesgue measure of the subset of λ s on which we reject H 0 . Thus, a large occupation time in the rejection region asymptotically indicates H 0 is false.
As long as {T n (λ) : λ ∈ Λ} converges weakly under H 0 to a stochastic process {T (λ) : λ ∈ Λ}, and T (λ) has a continuous distribution for all λ outside a set of measure zero, then asymptotically P * n (α) has a mean α and the probability that P * n (α) > α is not greater than α. Evidence against H 0 is therefore simply P * n (α) > α. Further, if asymptotically the PV test (2) rejects H 0 for all λ in a subset of Λ that has Lebesgue measure greater than α, then P * n (α) > α asymptotically with probability one. The PVOT test at size α is then:
PVOT Test: reject H 0 if P * n (α) > α, otherwise fail to reject H 0 .
These results are formally derived in Section 3. Thus, an asymptotic level α critical value upper bound is simply α, a huge simplification over transforms with non-standard asymptotic distributions, like Λ T n (λ)µ(dλ) and sup λ∈Λ T n (λ). A numerical experiment discussed below, and a simulation study, suggest the asymptotic critical value is identically α for tests of omitted nonlinearity and GARCH effects. We may therefore expect that similar tests have this property, including tests of a one time change point, Box-Cox transform, common factors, and so on.
A p-value may not be convenient to compute, or an asymptotic theory for bootstrapping a p-value may not be available, or asymptotic uniform correctness (1) may fail to hold. All of these issues arise, for example, in estimation and inference when a parameter subset π is possibly not identified (e.g. Andrews and Cheng, 2012, 2013) . Note that π may be fundamentally different from the nuisance parameter λ: see Example 5.1 in Section 5, and see the supplemental material Hill (2015) . Andrews and Cheng (2012) present a variety of possibly data dependent critical valuesĉ 1−α,n (λ) that are robust to weak and non-identification in the sense of leading to correct asymptotic size under regularity conditions. As long as such a critical value is available, and (1) becomes sup λ∈Λ |P (T n (λ) >ĉ 1−α,n (λ)|H 0 ) − α| → 0, then we use a Test Statistic Occupation Time Λ I(T n (λ) >ĉ 1−α,n (λ))dλ.
Besides the ease of computation and interpretation, there are several major contributions afforded by the PVOT. First, although we focus on the PVOT test, in Section 2 we show the PVOT naturally arises as a measure of test optimality when λ is part of the true data generating process under H 1 . We work with Andrews and Ploberger's (1994) weighted average local power of a test based on T n (λ), where the average is computed over λ and a drift parameter. We show weighted average local power is a weighted average mean generalized PVOT, where the latter uses a measure based on the local alternative rather than Lebesgue measure, and the mean is over possible values of the sample draw. A test is therefore optimal if it has the greatest weighted average mean generalized PVOT. This is logical since a sub-optimal test must spend less time rejecting the null, measured over the nuisance parameter and local drift. Further, the generalized PVOT is exactly Λ I(p n (λ) < α)dλ when the measure is evaluated under the null and Lebesgue measure is used on Λ. Thus, the PVOT is just a point estimate of the weighted average probability of PV test rejection evaluated under H 0 . Since that probability is asymptotically no larger than α when the null is true, the PVOT test rejects H 0 when the PVOT is larger than α. See Proposition 2.1 and Corollary 2.2. Thus, the PVOT is a natural way to transform a test statistic in order to gain inference about the verity of a null hypothesis.
Second, since the PVOT critical value upper bound is simply α under any asymptotic theory for T n (λ), we only require T n (λ) to have a known or bootstrappable limit distribution, hence √ nGaussian asymptotics is not required as is nearly always assumed (e.g. Andrews and Ploberger, 1994 , Hansen, 1996 , Andrews and Cheng, 2012 . Non-standard asymptotics are therefore allowed, including test statistics when a parameter is weakly identified (e.g. Andrews and Cheng, 2012) , GARCH tests (e.g. Andrews, 2001) , and inference under heavy tails (e.g. Linton and Xiao, 2013) ;
and non-√ n asymptotics are covered, as in heavy tail robust tests (e.g. Hill and Aguilar, 2013 , Aguilar and Hill, 2015 , Hill, 2012 , or when infill asymptotics or nonparametric estimators are involved (e.g. Nadaraya, 1964, Bandi and Phillips, 2007) .
Third, in Section 4 we derive asymptotic local power for a PVOT test in the general case when T n (λ) = h(Z n (λ)) for some measurable mapping h(x) that is monotonically increasing in |x|, and some observed process {Z n (λ) : λ ∈ Λ} that has a zero mean weak limit process.
We then use a numerical exercise to show that asymptotic local power for PVOT, supremum and average versions of Bierens ' (1990) test of omitted nonlinearity are virtually identical, and PVOT asymptotic size is exactly α when α is the critical value. Since Λ T n (λ)µ(dλ) is a limit of Andrews and Ploberger's (1994) power optimal weighted average exponential test, the PVOT test achieves local power on par with an optimal test. In view of the general result, the local power merits of the PVOT test appear to extend to any consistent test on Λ, but any such claim requires a specific test statistic and numerical exercise to verify.
Asymptotic global power of the PVOT test relies on PV test asymptotic power on a subset of Λ. If a level α PV test is consistent on a subset of Λ with measure β ∈ (0, 1] then the PVOT test is consistent provided α ≤ β. By comparison, Λ T n (λ)µ(dλ) and sup λ∈Λ T n (λ) are consistent if T n (λ) is consistent on a subset of Λ with positive measure. The requirements for PVOT test power are therefore more stringent than for average and supremum transforms, but it seems difficult to find a test in practice in which this is an issue, outside of an ad hoc toy example (see Example 3.3 in Section 3). Indeed, Andrews' (1993 Andrews' ( , 2001 ) structural change and GARCH tests are consistent on known compact sets Λ; and White (1989) , Bierens (1990) and Bierens and Ploberger (1997) tests of omitted nonlinearity (amongst many others) are consistent on any compact Λ, hence PVOT versions are these tests are also consistent.
The PVOT is generally not invariant to measurable transformations g(λ) in the sense that
This is trivial because the rejection sets {λ ∈ Λ|p n (λ) < α} and {λ ∈ Λ|p n (g(λ)) < α} can have different Lebesgue measure. Further, P * n (α) naturally depends on Λ in cases where any compact set Λ can be used, including tests of omitted nonlinearity (Bierens, 1990, Bierens and Ploberger, 1997) . Both problems, though, are pervasive in the literature on test statistic transformations when there is a nuisance parameter under H 1 . See, e.g., Bierens and Wang (2012) who smooth Bierens and Ploberger's (1997) integrated conditional moment statistic over various Λ s. In some cases Λ is known, including a test of no GARCH effects or no structural breaks where Λ = [0, 1] (Andrews, 1993 (Andrews, , 2001 ).
The PVOT smooths T n (λ), hence it carries any invariance properties of the test statistic to reparameterizations and equivalent representations of H 0 (Dagenais and Dufour, 1991) . Thus, with respect to invariance under transformations of H 0 or of λ, the PVOT ranks on par with existing test statistic transforms, e.g. Davies (1977) and Andrews and Ploberger (1994) . Andrews and Ploberger (1994) characterize the optimality properties of smoothed exponential Wald, LM or LR statistics in a likelihood setting, where λ is part of the true data generating process under H 1 . The weighted average exp-T n (λ) has the highest weighted average power in the class of tests with asymptotic significance level α, and Λ T n (λ)µ(dλ) is a limiting case when power is directed toward alternatives infinitesimally close to H 0 . The supremum sup λ∈Λ T n (λ), however, is not optimal because it directs power beyond the permissible boundary of a parameter in their test statistic, although the sup-LR test is optimal when n → ∞ and the level α → 0 (Davies, 1977) . Andrews and Cheng (2012) deliver methods of inference robust to any degree of identification, using high level assumptions. Consult that source for references. Their methods are for parametric models where λ is part of the data generating process, and they require √ n-Gaussian Gaussian asymptotics neglects inference for processes with (near) unit roots (e.g. Phillips and Perron, 1989) , and heavy tailed data, to name a few cases. The PVOT test allows for both nuisance parameters under the alternative, and weakly or non-identified parameters by combining our methods with those of Andrews and Cheng (2012) ; and it does not require √ n-Gaussian asymptotics since it only requires weak convergence of {T n (λ)} and a computable p-value or critical value. Although allowing for random nuisance parameters in a general setting seems feasible (e.g. Pfanzagl, 1993) , the topic is beyond the scope of the present paper.
Other works include King and Shively (1993) whose re-parameterization leads to a conventional test, but it is not general and may not apply to some problems (see King and Shively, 1993, p. 2) . Hansen (1996) Bierens (1990) compares supremum and pointwise statistics to achieve standard asymptotics for a functional form test. Bierens and Ploberger (1997) similarly compute a critical value upper bound. We show that the upper bound leads to an under-sized test and potentially low power in a local power numerical exercise and a simulation study.
In Section 2 we show how the PVOT plays a key role in measuring power. We present the formal list of assumptions and the main results for the PVOT test in Section 3. Local power is characterized in Section 4 in general, and for a test of omitted nonlinearity. Examples are given in Section 5, and in Section 6 we give broad details and asymptotic theory for a PVOT test of GARCH affects. In Section 7 we perform a simulation study involving tests of functional form and GARCH effects. Concluding remarks are left for Section 8, and proofs are in the Appendix.
PVOT as a Measure of Power and Test Optimality
We work in Andrews and Ploberger's (1994) likelihood framework. Let Y n ≡ [y 1 , ..., y n ] be an observed sample of variables y t ∈ R k , with joint probability density f (y, θ 0 , λ), y ∈ R nk and θ 0 =
compact subset of R s containing θ 0 , and Λ dλ = 1 by convention.
We want to test H 0 : β 0 = 0 against H 1 : β 0 = 0, hence λ is part of the data generating process
is a diagonal matrix, b ∈ R s , and N i,i,n → ∞. Under regular asymptotics N n = √ nI s , but N n may differ from √ nI s if some variables are trending, or negligible trimming is used for possibly heavy tailed data (e.g. Hill and Aguilar, 2013) .
Let ξ(Y n , b, λ) ∈ {0, 1} be any asymptotic level α test of H 0 for some imputed (b, λ), and as in Andrews and Ploberger (1994) let J and Q λ for each λ be continuous probability mea-sures on Λ and R s respectively. For example, the LR statistic is ξ( Andrews and Ploberger (1994) require Q λ to be a Gaussian density that depends on λ in order to show that their exp-LM statistic is optimal amongst smoothed test statistics. We allow Q λ to depend on λ merely for generality, since it is not imperative for showing how the PVOT relates to weighted average power.
1
A test of H 0 against the sequence of simple alternatives {f (y,
Λ} n≥1 has weighted average local power (cf. Andrews and Ploberger, 1994)
Now let g(y) be any joint probability measure that is positive on R nk a.e., define the expectations
≡ R nk zg(z)dz, and define:
In general we do not require dω(y, θ 0 + N −1 n b, λ) to be a probability measure, although it will be for an obvious choice of g(y) discussed below. By Fubini's Theorem, and the construction of the weight dω and expectations operator E g :
We will call the above integral under expectations,
the ω-PVOT since it gives the ω measure of the subset of R s × Λ on which a test based on
Weighted average local power can therefore be represented as a mean ω-PVOT:
The ω-PVOT provides a natural way to rank tests: a test is optimal, in the sense of having the highest weighted average local power for given probability measures (J, Q λ ), if and only if it has the highest mean ω-PVOT. This seems natural since an optimal test should spend the most time in the rejection region, over the nuisance parameter λ and local drift b.
As a special case, the probability measure
yields a probability measure dω on R s × Λ for each y:
If we define an expectations operator
n b, λ)dz, then (8) and Fubini's Theorem yield:
Combine (6)- (9) to deduce weighted average local power can be represented as a weighted average mean ω-PVOT, where the mean is with respect to the alternative density f (z, θ 0 + N −1 n b, λ). The above conclusions are summarized in the next result.
Proposition 2.1 Weighted average local power of a test of H 0 :
is a mean ω-PVOT. Under density (8) weighted average local power is a weighted average mean ω-PVOT (9), where the mean is with respect to the alternative
Remark 1 By the Neyman-Pearson Lemma and Proposition 2.1, the LR test has the highest weighted average mean ω-PVOT amongst asymptotic level α tests of H 0 against the sequence of simple alternatives {f (y,
The result carries over to Wald and LM tests by asymptotic equivalence with the LR test.
Remark 2 The LR test must be of the form I(f (y,
) in order to rewrite weighted average power in terms of the ω-PVOT, hence we are restricted to testing
there does not exist a comparable result showing PVOT optimality of the smoothed LR test
Logically, we cannot obtain a PVOT on Λ for a smoothed test statistic like ξ(Y n ), as well as average and supremum statistics: the PVOT is a fundamental entity for measuring the power of test statistics that are not smoothed on Λ, precisely by measuring how often the non-smoothed PV test rejects on Λ.
By comparison, Andrews and Ploberger (1994) only treat test statistics like ξ(Y n ) ∈ {0, 1} which involve presmoothing over the nuisance parameter λ and drift b.
The PVOT (3) used as a test statistic obviously does not average over local alternatives, so
. If the probability measure in (7) is now
and we obtain the following result.
Corollary 2.2 Weighted average power of a test of H 0 against the simple alternative f (y, θ 1 , λ)
, the weighted average mean ω-PVOT, where the mean is evaluated under H 1 . Now use Lebesgue measure J(λ) on Λ, as in Andrews and Ploberger (1994 , pp. 1384 , 1395 , 1398 , and evaluate the joint density f (y, θ 1 , λ) under the null θ 1 = θ 0 to yield dω(y, θ 0 , λ) = dJ(λ) = dλ. The ω-PVOT now reduces to
which is simply PVOT (3). Power under the null, of course, is trivial: by construction
This reveals that the PVOT Λ ξ(Y n , λ)dλ as in (3) is just the power relevant ω-PVOT evaluated under the null with Lebesgue measure. Thus, PVOT Λ ξ(Y n , λ)dλ is simply a point estimate of the PV test weighted average probability of rejection,
evaluated under H 0 . This probability is no larger than α when H 0 is true, hence if the PVOT Λ ξ(Y n , λ)dλ ≤ α then we have evidence that either H 0 is correct, or global power is trivial.
Conversely, Λ ξ(Y n , λ)dλ > α for a given sample provides evidence in favor of H 1 and suggests global power of the PV test is non-trivial. Finally, we show below that the PVOT test is consistent if the PV test is consistent on a subset of Λ with measure greater than α, in which case, Λ ξ(Y n , λ)dλ ≤ α only suggests the null is true.
Asymptotic Theory
The following notation is used.
[z] rounds z to the nearest integer. a n /b n ∼ c implies a n /b n → c as n → ∞. | · | is the l 1 -matrix norm, and || · || is the Euclidean norm, unless otherwise noted.
l ∞ (Λ) is the space of bounded functions on Λ.
We require a notion of weak convergence that can handle a range of applications. A fundamental concern is that the mapping T n : Λ → [0, ∞) is not here defined, making measurability of {T n (λ) : λ ∈ Λ} and related transforms like Λ I(p n (λ) < α)dλ and sup λ∈Λ T n (λ) a challenge. We therefore assume all random variables in this paper exist on a complete measure space such that majorants and integrals are measurable, and probabilities where applicable are outer probability measures. See Pollard's (1984: Appendix C) permissibility criteria, and see Dudley (1978) .
We use weak convergence in the sense of Hoffman-Jφrgensen (1991), denoted:
If, for instance, the data sample is Y n ≡ {y t } n t=1 ∈ R nk , and T n (λ) is a measurable mapping
2 Sufficient conditions for weak convergence to a Gaussian process, for example, are convergence in finite dimensional distributions, and stochastic equicontinuity: ∀ > 0 and η > 0 there exists δ > 0 such that
} is a process with the same finite dimensional joint distributions. Consult, e.g., Dudley (1978) , Gine and Zinn (1984) , and Pollard (1984) .
A large variety of test statistics are known to converge weakly under regularity conditions. In
such that sup x∈A |h(x)| < ∞ on every compact subset A ⊂ R, and {Z n (λ)} ⇒ * {Z(λ)} a Gaussian process. Two examples of h are h(x) = x 2 for asymptotic chi-squared tests of functional form or structural change; or h(x) = max{0, x} for a GARCH test (Andrews, 2001) . If {Z(λ)} is Gaussian, then any other Gaussian process with the same mean E[Z(λ)] and covariance kernel
] is a version of {Z(λ)}. Even in the Gaussian case it is not true that all versions have continuous sample paths, but if a version of {Z(λ)} has continuous paths then this is enough to apply a continuous mapping theorem to {Z n (λ)}. See Dudley (1967 Dudley ( , 1978 .
Assumption 1 (weak convergence) Let H 0 be true.
a. {T n (λ)} ⇒ * {T (λ)}, a process with a version that has almost surely uniformly continuous sample paths (with respect to some norm || · ||). T (λ) ≥ 0 a.s., sup λ∈Λ T (λ) < ∞ a.s., and T (λ)
has an absolutely continuous distribution for all λ ∈ Λ/S where S has Lebesgue measure zero.
Remark 3 Condition (a) is broadly applicable, while continuity of the distribution of T (λ) and (b) ensure p n (λ) has asymptotically a uniform limit distribution under H 0 . This is mild since often T n (λ) is a continuous transformation of a standardized sample analogue to a population 2 If more details are available, then boundedness can be refined. For example, if
where z : R × Λ → R, then we need sup λ∈Λ |z(y, λ)| < ∞ for each y. moment. In a great variety of settings for stationary processes, for example, a standardized sample moment has a Gaussian or stable distribution limit, or converges to a function of a Gaussian or stable process. See Gine and Zinn (1984) and Pollard (1984) for weak convergence to stochastic processes, exemplified with Gaussian functional asymptotics, and see Bartkiewicz, Jakubowski, Mikosch, and Wintenberger (2010) for weak convergence to a Stable process for a (possibly dependent) heavy tailed process. Condition (b) is required when p n (λ) is not computed as the asymptotic p-valueF 0 (T n (λ)), for example when a simulation or bootstrap method is used.
If (b) does not or is not known to hold for reasons discussed in Section 1, then we implicitly
which case the Test Statistic Occupation Time is used. We work only under (b) for brevity.
Under H 0 there is asymptotically a probability α we reject at any λ, hence asymptotically no more than an α portion of all λ s lead to a rejection. All proofs are presented in Appendix A.
Remark 4 The proof reveals polemic cases: (i) if every h-tuple {T (λ 1 ), ..., T (λ h )} of the limit process is jointly independent, λ i = λ j ∀i = j, then the PVOT P *
for some λ * and all λ such that they are perfectly dependent, then lim n→∞ P (P * n (α) > α) = α and the asymptotic size is α. Neither case seems plausible in practice, although (ii) occurs when λ is a tuning parameter since these do not appear in the limit process (see Hill and Aguilar, 2013) .
mean α and is just a limiting Riemann sum of bounded independent random variables, hence it has a zero variance by dominated convergence. As long as T (λ) is weakly dependent across λ then lim n→∞ P (P * n (α) > α) > 0, ruling out (i). An example is T (λ) = Z(λ) 2 where {Z(λ)} is a Gaussian process with unit variance and covariance kernel E[Z(λ)Z(λ)] that is continuous in (λ,λ) All tests discussed in this paper have weakly dependent T (λ) under standard regularity conditions.
Next, asymptotic global power of PV test (2) translates to global power for PVOT test (4).
Theorem 3.2 Let Assumption 1 hold, and let H 1 be true.
a. lim n→∞ P (P * n (α) > α) > 0 if and only if p n (λ) < α on a subset of Λ with Lebesgue measure greater than α asymptotically with positive probability.
b. The PVOT test is consistent P (P * n (α) > α) → 1 if the PV test is consistent P (p n (λ) < α) → 1 on a subset of Λ with measure greater than α.
Remark 5 As long as the PV test is consistent on a subset of Λ with measure greater than α, then the PVOT test is consistent. This trivially holds when the PV test is consistent for any λ outside a set with measure zero, including Andrews' (2001) GARCH test which is consistent on a known compact Λ; White (1989) , Bierens (1990) and Bierens and Ploberger (1997) tests (and others) of omitted nonlinearity which are consistent on any compact Λ; and a test of an omitted Box-Cox transformation. See also Examples 4.2 and 5.3 in Section 5, and Section 6. A randomized test where T n (λ) is evaluated at an uniform draw λ * ∈ Λ independent of the data: the randomized test is consistent only if the PV test is consistent for every λ outside a set with measure zero. The transforms Λ T n (λ)µ(dλ) and sup λ∈Λ T n (λ), however, are consistent if the PV test is consistent on a subset of Λ with positive measure. Thus, the PVOT test ranks above the randomized test, but below average and supremum tests in terms of required PV test asymptotic power over Λ. As we discussed in Section 1, it is difficult to find a relevant example in which this matters, outside a toy example. We give such an example below.
The following shows how PV test power transfers to the PVOT test. randomized PV test is not consistent at any level, and at level α < .06 has trivial power.
In the PVOT case, however, by applying arguments in the proof of Theorem 3.1, we can
for some process {U(λ) : λ ∈ Λ/[. I(U(λ) < α)dλ > 0 a.s.
Local Power
A characterization of local power requires an explicit hypothesis and some information on the construction of T n (λ). Assume an observed sequence {y t } n t=1 has a parametric joint distribution f (y; θ 0 ), where θ 0 = [β 0 , δ 0 , ] and β 0 ∈ R r , r ≥ 1. Consider testing whether the subvector β 0 = 0, while δ 0 may contain other distribution parameters. If some additional parameter λ is part of δ 0 only when β 0 = 0, and therefore not identified under H 0 , then we have Andrews and Ploberger's (1994) setting, but in general λ need not be part of the true data generating process.
We first treat a general environment. We then study a test of omitted nonlinearity, and perform a numerical experiment in order to compare local power.
Local Power : General Case
The sequence of local alternatives we consider is similar to the form in Section 2:
where (N n } is a sequence of diagonal matrices [N n,i,j ] r i,j=1 , N n,i,i → ∞. The test statistic is T n (λ) ≡ h(Z n (λ)) for a sequence of random functions {Z n (λ)} on R q , q ≥ 1, and measurable function
is monotonically increasing in ||x||, and h(x) → ∞ as ||x|| → ∞.
An example is a Wald statistic, e.g. for a test of a one time structural change, where Z n (λ) iŝ
, a standardized estimator of β 0 for some positive definiteV n (λ) with positive definite uniform probability limit V(λ), hence q = r, and h(x) = x x. See Example 5.3 below.
We assume regularity conditions apply such that under H
for some matrix c(λ) ∈ R r×r , and {Z(λ)} is a zero mean process with a version that has almost surely uniformly continuous sample paths (with respect to some norm ||·||). In the Wald statistic example c(λ) is simply V −1/2 (λ) under standard asymptotics. In many cases in the literature
Combine (11) and the continuous mapping theorem to deduce under H 0 the limiting distri- In order to make a fair comparison across tests, we assume each is asymptotically correctly sized for a level α test. The next result follows from the preceding properties, hence a proof is omitted. b. Under cases (i) and (ii), asymptotic local power is monotonically increasing in |b| and converges to one as |b| → ∞.
Remark 6
The PVOT test ranks lower than randomized, average and supremum tests because it rejects only when the PV tests rejects on a subset of Λ with measure greater than α. Indeed, the PVOT test cannot asymptotically distinguish between PV tests that are consistent on a subset with measure less than α and have trivial power otherwise, or have trivial power everywhere.
This cost is slight since a meaningful example in which it matters, aside from the simple Example 3.3, is difficult to find. The tests of omitted nonlinearity, one time structural break, GARCH effects, and omitted Box-Cox transformation in Sections 4.2, 5 and 6 have randomized, PVOT, average and supremum versions with non-trivial local power, although we only give complete details for a test of omitted nonlinearity.
Example : Test of Omitted Nonlinearity
The proposed model to be tested is
where ζ 0 lies in the interior of Z, a compact subset of R q , x t ∈ R k contains a constant term and may contain lags of y t , and f : R k × Z → R is a known response function. Assume {e t , x t , y t } are stationary for simplicity. Let Ψ be a 1-1 bounded mapping from R k to R k , let F : R → R be analytic and non-polynomial (e.g. exponential or logistic), and assume λ ∈ Λ, a compact
∈ Λ/S, where S has Lebesgue measure zero. See Bierens (1990) , Bierens and Ploberger (1997) and Stinchcombe and White (1998) for seminal results for iid data. The test statistic for a test of the hypothesis
The estimatorζ n is √ n-consistent of a strongly identified ζ 0 , andv
. By application of Theorem S.1.1 in the supplemental material Hill (2015) , the asymptotic p-value is p n (λ) ≡ 1 − F 1 (T n (λ)) where
The test is asymptotically equivalent to a score test of H 0 : β 0 = 0 in the model y t = f (x t , ζ 0 )
We assume regularity conditions apply such that, for some sequence of positive finite non-random numbers {c(λ)} :
where {Z(λ) + c(λ)b} is a Gaussian process with mean {c(λ)b}, and almost surely uniformly continuous sample paths. See Section S.1 of the supplemental material Hill (2015) for low level assumptions that imply (13), where {Z(λ) : λ ∈ Λ} is a zero mean Gaussian process with a non-zero continuous covariance kernel. The latter implies by Theorem 3.1 that the PVOT asymptotic probability of rejection lim n→∞ P (P *
which implies the PVOT test of E[y t |x t ] = f (x t , ζ 0 ) a.s. is consistent. Under the local alternative we achieve the next result.
Theorem 4.2 Under (13), asymptotic local power of the PVOT test is P (
Hence, under H L 1 the probability the PVOT test rejects H 0 increases to unity monotonically as the drift parameter |b| → ∞, for any nominal level α ∈ [0, 1).
Numerical Experiment : Test of Omitted Nonlinearity
Our goal is to compare asymptotic local power for tests based on the PVOT, average Λ T n (λ)µ(dλ) with uniform measure µ(λ), supremum sup λ∈Λ T n (λ), and Bierens and Ploberger's (1997) Integrated Conditional Moment [ICM] statistics. We work with a simple model y t = ζ 0 x t + β 0 exp{λx t } + t , where ζ 0 = 1, β 0 = b/ √ n, and { t , x t } are iid N (0, 1) distributed. We omit a constant term entirely for simplicity. In order to abstract from the impact of sampling error on asymptotics, we assume ζ 0 = 1 is known, hence the test statistic is
The nuisance parameter space is Λ = [0, 1]. A Gaussian setting implies the main results of Andrews and Ploberger (1994) apply: the average Λ T n (λ)µ(dλ) has the highest weighted average local power for alternatives close to the null.
In view of Gaussianicity, and Theorem S.1.1 in the supplemental material Hill (2015) , it can
1/2 = exp{λ 2 }, and {Z(λ)} is a zero mean Gaussian process with almost surely uniformly continuous sample paths, and covariance function
Local asymptotic power is therefore:
whereF 1,0 is the upper tail probability of a χ 2 (1) distribution; λ * is a uniform random variable on Λ, independent of { t , x t }; and c (Andrews and Ploberger, 1994, Boning and Sowell, 1999) . Under H 
Asymptotically valid critical values can be easily computed for the present experiment by mimicking the steps below, in which case PVOT, average, supremum, and ICM tests are essentially identical. We are, however, interested in how well Bierens and Ploberger's (1997) solution to the problem of non-standard inference compares to existing methods.
Local power is computed as follows. We draw R samples { i,t , x i,t } T t=1 , i = 1, ..., R, of iid random variables ( i,t , x i,t ) from N (0, 1), and draw iid λ * ,i , i = 1, ..., R, from a uniform distribution on Λ. Then {Z T,i (λ)} ≡ {1/ √ T T t=1 i,t exp{λx i,t − λ 2 }} is a draw from the limit process {Z(λ)} when T = ∞. We draw R = 100, 000 samples of size T = 100, 000, and compute
α ). Integrals are computed by the midpoint method based on the discretization λ ∈ {.001, .002, ..., .999, 1}, hence there are 1000 points (λ = 0 is excluded because power is trivial in that case). Second, local power is virtually identical across PVOT, random, average and supremum tests. This is logical since the underlying PV test is consistent on any compact Λ, it has non-trivial local power, and local power is asymptotic. Since the average test has the highest weighted average power aimed at alternatives near the null (Andrews and Ploberger, 1994 , eq. (2.5)), we have evidence that PVOT test power is at the highest possible level. The randomized test has slightly lower power for deviations far from the null b ≥ 2.5 ostensibly because for large b larger values of λ lead to a higher power test, while the randomized λ may be small. Finally, ICM power is lower near the null b ∈ (0, 1.5] since these alternatives are most difficult to detect, and the test is conservative, but power is essentially identical to the remaining tests for drift b ≥ 1.5.
Examples
We give four examples of tests with nuisance parameters under H 1 , covering omitted nonlinearity, one-time structural break, and inclusion of a Box-Cox transform. We then give all theory details for a GARCH test in Section 6. Theory for an omitted nonlinearity test is in Section 4 and Hill A test of omitted nonlinearity may have both a test specific nuisance parameter λ and estimated weakly identified components.
Example 5.2 (test of omitted nonlinearity in E-STAR)
. Notice π 0 is not identified when β 0 = 0.
A test of H 0 based on T n (λ), where π 0 may not be identified, has been ignored in the literature: either identification is assumed (see Terasvirta, 1994 , Hill, 2008 , for references), or weak identification is allowed under correct specification E[ t |x t ] = 0 a.s. (Andrews and Cheng, 2012 , 2013 , 2014 . Andrews and Cheng (2012) develop robust critical values for inference that does not involve a nuisance parameter λ. Ifĉ n,1−α (λ) is such a critical value adapted to our test, then we reject H 0 when T n (λ) >ĉ n,1−α (λ), hence we use the Test Statistic Occupation Time Λ I(T n (λ) >ĉ 1−α,n (λ))dλ. Under regularity conditions,ĉ n,1−α (λ) leads to an asymptotically correctly sized tests, uniformly on Λ: see Hill (2015, Section S. 3) for theory details.
Example 5.3 (structural break) The model is y t = θ t x t + t where θ t may depend on t, and standard asymptotics apply for the least squares estimator. We want to test for parameter constancy H 0 : θ t = θ 0 ∀t, against a one-time change point H 1 : θ t = θ 1 for t = 1, ..., [λn] and θ t = θ 1 for t = [λn] + 1, ..., n. The parameters θ i are constants, and λ ∈ (0, 1) is a nuisance parameter under H 1 . Wald, LM and LR statistics can be constructed. For example, the unrestricted model
,θ 2,n (λ) ] be the least squares estimator, and let selection matrix
(1993) uses sup λ∈Λ T n (λ) to control for the unknown λ, where Λ is a compact subset of (0, 1) to ensure sup λ∈Λ T n (λ) does not diverge under the null, and to promote non-trivial local power and a consistent test (Andrews, 1993 , Corollary 2).
The PVOT test applies since {T n (λ)} has a chi-squared limit process under H 0 , and the PVOT test is consistent. Simply note that
, and {Z n (λ)} has a Gaussian weak limit under suitable conditions. By the construction of Z n (λ), Theorem 3.1 applies since {x n,t (λ)} falls in the VC class of functions (see, e.g., Arcones and Yu, 1994) , and the PVOT test is consistent.
Example 5.4 (Box-Cox transform) The model is y t = δ 0 x t +β 0 z t (λ) + t , where z t (λ) = (x λ i,t − 1)/λ if λ = 0 else z t (λ) = ln(x i,t ), for some regressor x i,t ≥ 0 a.s. Define θ 0 ≡ [δ 0 , β 0 ] . We want to test H 0 : β 0 = 0 against H 1 : β 0 = 0, hence λ is not defined under H 0 . Let the least squares estimator for some imputed λ beθ n (λ), and assume standard regularity conditions exist for asymptotic normality of a suitably normalizedθ n (λ). A PVOT test is therefore straightforward.
PVOT Test of No GARCH Effects
Consider a stationary GARCH(1,1) model (Bollerslev, 1986 , Nelson, 1990 :
0 ) =ω and so on under H 0 , hence σ 2 t =ω ∀t ≥ 0. In this case the σ 2 t−1 marginal effect λ 0 is not identified. Further, δ 0 , λ 0 ≥ 0 must be maintained during estimation to ensure a positive conditional variance, and because this includes a boundary value, QML asymptotics are non-standard (Andrews, 1999 (Andrews, , 2001 ).
Let θ = [ω, δ, λ], and define the parameter subset
for tiny (ι ω , ι δ ) > 0 and some u ω > 0. Express the volatility process as σ 2 t (π, λ) = ω + δy
given λ ∈ Λ. The test statistic is (Andrews, 2001) :
Theorem 6.1 Let {y t } be generated by process (14). Assumption 1 applies where T (λ) = (max{0, Z(λ)}) 2 , and {Z(λ)} is a zero mean Gaussian process with a version that has almost surely uniformly continuous sample paths, and covariance function
A simulation procedure can be used to approximate the asymptotic p-value (cf. Andrews, 2001 ). Draw M ∈ N samples of iid standard normal random variables
Gaussian with the same covariance function as Z(λ) when R = ∞, hence {T ∞,i (λ) : λ ∈ Λ} is an independent draw from the limit process {T (λ) : λ ∈ Λ}.
Since we can choose M and R to be arbitrarily large, we can makep R, M,n (λ) close to the asymptotic p-value by the Glivenko-Cantelli theorem. Now compute the PVOT P * R, M,n
Theorem 6.2 Let {y t } be generated by the process in (14), and let { R n , M n } n≥1 be sequences of positive integers, R n → ∞ and M n → ∞. If H 0 is true then lim n→∞ P (P * Rn, Mn,n (α) > α) ∈ (0, α], and otherwise P (P * Rn, Mn,n (α) > α) → 1.
exploiting theory in Andrews (2001, Section 4) . The relevant simulated p-value isp
. Arguments used to prove Theorem 6.2 easily lead to a proof thatp
is consistent for the corresponding asymptotic p-value.
Simulation Study
We perform two Monte Carlo experiments concerning tests of functional form and GARCH effects. We use the same discretized Λ for PVOT and bootstrap p-value tests, and integrals are discretized using the midpoint method. Wild bootstrapped p-values are computed with R = 1000 samples of iid standard normal random variables {z t,i } n t=1 . Sample sizes are n ∈ {100, 250, 500} and 10, 000 samples {y t } n t=1 are drawn in each case.
Test of Functional Form
Samples {y t } n t=1 are drawn from one of four data generating processes. In the first two cases, the process is linear y t = 2x t + t or quadratic y t = 2x t + .1x 2 t + t , where {x t , t } are iid standard normal random variables. The third and fourth are time series processes with a lagged dependent variable as regressor x t = y t−1 : AR(1) y t = .9x t + t or Self-Exciting Threshold AR(1) y t = .9x t − .4x t I(x t > 0) + t , where t is iid standard normal random. In the time series cases we draw 2n observations with starting values y 1 = 1 and retain the last n observations. Now write for sample summations: for iid data = n t=1 and for time series = n t=2 . The estimated model is y t = βx t + t , and we test H 0 : E[y t |x t ] = β 0 x t a.s. for some β 0 . We compute T n (λ) in (12) with logistic F (Ψ(x t )) = (1 + exp{Ψ(x t )}) −1 and Ψ(x t ) = arctan(x * t ), where x * t ≡ x t − 1/n x t .
3 Write F t (λ) = F (λΨ(x t )), letβ n be the least squares estimator, and White, 1989 , cf. Bierens, 1990 . T n (λ) satisfies Theorem S.1.1 in Hill (2015) , hence weak convergence (13) applies, and T n (λ) is pointwise asymptotically χ 2 (1) under
We perform four tests. First, the PVOT over Λ = [.0001, 1] based on the asymptotic p-value for T n (λ). The discretized subset of nuisance parameters used is Λ n ≡ {.0001 + 1/( n), .0001 + 2/( n), ..., .0001 +ī n ( )/( n)} whereī n ( ) ≡ argmax{1 ≤ i ≤ n : i ≤ .9999 n}, with a coarseness parameter = 100. We can use a much smaller if the sample size is large enough (e.g. = 10 when n = 250, or = 1 when n ≥ 500), but in general small n leads to over-rejection of H 0 .
Second, we use T n (λ * ) with a uniformly randomized λ * ∈ Λ and an asymptotic p-value.
Third, sup λ∈Λn T n (λ) and Λn T n (λ)µ(dλ) with uniform measure µ(λ), and wild bootstrapped p-values. Fourth, Bierens and Ploberger's (1997) iid data, but exhibit size distortions for time series data when n ∈ {100, 250}. The PVOT test has relatively sharp size in nearly every case, but is slightly over-sized for time series data when n = 100. All tests except the supremum test have comparable power, while the ICM test has low power at α = .01. The supremum test has the lowest power, although its local power was essentially identical to the average and PVOT tests for a similar test of omitted nonlinearity.
In the time series case, however, PVOT power when n = 100 is lower than all other tests, respectively. These discrepancies, however, vanish when n ∈ {250, 500}. The ICM test has dismal power at the 1% level when n ≤ 250 and much lower power than all other tests when n = 500, but comparable or better power at levels 5% and 10%. In summary, across cases the various tests are comparable; supremum test power is noticeably lower in many case; and the PVOT test generally exhibits fewer size distortions, and lower power for dependent data with a small sample size. Of particular note, the accuracy of PVOT size provides further evidence that the PVOT asymptotic critical value is identically α.
In Figure 2 we plot typical p-value sample paths with occupation times when n = 250. The sample paths are exceptionally smooth. In the iid linear case the occupation times are below the respective significance levels, hence we fail to reject the null. In the iid quadratic case, the p-values are never below .01, but always below .05, hence occupation times are {0, 1.0, 1.0}: we therefore reject the null at the 5% and 10% levels. The time series cases are similar.
Test of GARCH Effects
Samples {y t } n t=1 are drawn from a GARCH process y t = σ t t and σ We
The test statistic is T n (λ) = nδ n (λ) 2 , where the p-value approximationp R, M,n (λ) is computed by the method in Section 6 with M = 10, 000 simulated samples of size R = 25, 000. We handle the nuisance parameter λ by uniformly randomizing it; computing the PVOT; and computing sup λ∈Λ T n (λ) and Λ T n (λ)µ(dλ), along with corresponding wild bootstrapped p-valuesp
Consult Table 2 for simulation results. The randomized test under rejects the null, and has lower size adjusted power than the remaining tests. Andrews ' (2001) proposed supremum test is highly over-sized, resulting in relatively low size adjusted power. The best tests in terms of size and size adjusted power are the PVOT and average tests. The average test tends to under reject the null at each level for sample sizes n ∈ {100, 250}, and the PVOT test tends to over reject the null at the 1% level for n ∈ {100, 250}. These two tests have comparable size at the largest sample size n = 500, and at each sample size they have nearly identical power (although PVOT test power is slightly higher at n = 100). Recall the average test has the highest weighted average power for alternatives near the null (Andrews and Ploberger, 1994) , hence the PVOT test performs on par with an optimal test. Finally, again the PVOT size performance suggests the asymptotic critical value is α. Figure 3 shows various p-value sample paths and occupation times when n = 250. The QML estimator, and therefore p-value, has roughly smooth sample paths, although it appears to be insensitive to very small changes in λ. This is sensible since the QML estimator at the current sample sizes cannot distinguish between close values of λ.
8 Conclusion Hill and Aguilar (2013) and Hill (2012) Future work should address the exact general relationship between original and PVOT test power, and hopefully shed light on an exact asymptotic critical value for the types of tests treated in this paper.
Recall F 1 is a χ 2 (1) distribution,F 1 ≡ 1 − F 1 , and F 1,v is a noncentral chi-squared distribution with noncentrality v. By construction p n (λ) =F 1 (T n (λ)). In view of (13), under
Now, by construction {U b (λ)} has almost surely continuous sample paths with U b (λ) distributed F 1 (T b ). Hence under H L 1 by (13), and the continuous mapping theorem:
By construction Λ I(U b (λ) < α)dλ ≥ Λ I(U 0 (λ) < α)dλ with equality only if b = 0: the asymptotic occupation time of a p-value rejection p n (λ) < α is higher under any sequence of non-trivial local alternatives H Proof of Theorem 6.1. Since the GARCH process is stationary and has an iid error with a finite fourth moment, the claim follows from arguments in Andrews (2001, Section 4.1) . QED.
Proof of Theorem 6.2.
The limit process of {T n (λ)} under H 0 is {T (λ)}, where T (λ) = (max{0, Z(λ)}) 2 and {Z(λ)} is Gaussian with covariance E[Z(λ 1 )Z(λ 2 )] = (1 − λ 2 1 )(1 − λ 2 2 )/(1 − λ 1 λ 2 ). DefineF 0 (c) = P (T (λ) ≥ c) and p n (λ) ≡F 0 (T n (λ)), the asymptotic p-value. Define D n ≡ sup λ∈Λ |p Rn, Mn,n (λ) − p n (λ)|. Theorems 3.1 and 3.2 apply by Theorem 6.1. Hence, by Lemma A.2, below, and weak convergence arguments developed in the proof of Theorem 3.1, under H 0 for some uniform process {U(λ)}:
Therefore Λ I(p Rn, Mn,n (λ) < α)dλ d → Λ I(U(λ) < α)dλ, hence the claim now follows from the proof of Theorem 3.1 and the fact that {T (λ)} is weakly dependent in the sense of Lemma A.1.c. QED.
Lemma A.2 sup λ∈Λ |p Rn, Mn,n (λ) − p n (λ)| p → 0.
Proof.
See the supplemental material Hill (2015) . a. The GARCH volatility process is σ 2 t = ω 0 + δ 0 y 2 t−1 + λ 0 σ 2 t−1 with initial condition σ 2 t = ω 0 /(1 − λ 0 )). The null hypothesis is no GARCH effects δ 0 = 0, and under the alternative δ 0 = .3. In all cases the true λ 0 = .6. b. T n -sup and T n -ave: p-value tests based on Hansen's (1996) approximate p-value. c. Rejection frequency at the given significance level. Empirical power is not size-adjusted. d. T n -random: T n (λ) with randomized λ on [.01,.99 ]. e. PVOT: p-value occupation time test.
