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Abstract
We describe the structure of the isometry group G of a finite-dimensional bilinear space over an algebra-
ically closed field of characteristic not two.
If the space has no indecomposable degenerate orthogonal summands of odd dimension, it admits a
canonical orthogonal decomposition into primary components and G is isomorphic to the direct product of
the isometry groups of the primary components. Each of the latter groups is shown to be isomorphic to the
centralizer in some classical group of a nilpotent element in the Lie algebra of that group.
In the general case, the description of G is more complicated. We show that G is a semidirect product
of a normal unipotent subgroup K with another subgroup which, in its turn, is a direct product of a group
of the type described in the previous paragraph and another group H which we can describe explicitly. The
group H has a Levi decomposition whose Levi factor is a direct product of several general linear groups of
various degrees. We obtain simple formulae for the dimensions of H and K.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction
Fix an algebraically closed field F of characteristic not two. Denote by V a finite-dimensional
F -vector space, by E = EV the algebra of linear operators on V , and by B = BV the space of
bilinear forms ϕ : V × V → F .
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A bilinear space over F is a pair (V , ϕ), where ϕ ∈ B. Explicit reference to ϕ will be omitted
when no confusion is possible. We shall often write 〈v,w〉 instead of ϕ(v,w). Every ϕ ∈ B admits
a unique decomposition ϕ = ϕ+ + ϕ− with ϕ+ resp. ϕ− symmetric resp. skew-symmetric.
If U is a subspace of V , then U becomes a bilinear space by restricting ϕ to U × U . We write
V = U ⊥ W if V = U ⊕ W and 〈U,W 〉 = 〈W,U〉 = 0. In this case we refer to U and W as
orthogonal summands ofV . A nonzero bilinear space is indecomposable if it lacks proper nonzero
orthogonal summands. If 〈U,U〉 = 0 we say that U is totally isotropic. If, for v ∈ V , 〈v, V 〉 = 0
implies that v = 0, we say that V is nondegenerate. Otherwise V is degenerate. We shall say that
V is totally degenerate if all nonzero orthogonal summands of V are degenerate.
An isometry between bilinear spaces is a linear isomorphism which preserves the underlying
forms, in which case the spaces are said to be equivalent. The group of all isometries of (V , ϕ)
will be denoted by G(V, ϕ) or just by G(V ) or G(ϕ). If ϕ is nondegenerate and symmetric resp.
skew-symmetric, then G(ϕ) is the orthogonal group O(ϕ) resp. the symplectic group Sp(ϕ) of
the form ϕ.
Our main objective is to describe the isometry group of an arbitrary ϕ ∈ B. The cases when
ϕ is nondegenerate and either symmetric or skew-symmetric are classical and well known. The
cases when ϕ is degenerate and either symmetric or skew-symmetric have been also investigated
from various points of view, see for instance the papers [1,13,14]. However, it appears that the
case of an arbitrary bilinear form ϕ has not been treated so far.
In Section 2, we recall some basic facts about bilinear spaces. The first two theorems stated
there are old and well known, while the third one is of more recent vintage.
If the form ϕ has no indecomposable degenerate orthogonal summands of odd dimension, then
(V , ϕ) admits a primary decomposition (see Section 5 for the definition). The primary components
are unique and, consequently, G(V, ϕ) is the direct product of the isometry groups of its primary
components. In the primary case, the description of the isometry group reduces to the well known
description of centralizers in some classical groups of nilpotent elements of their Lie algebras.
The details of this reduction are given in Sections 4 and 5. The special case, when both ϕ+ and
ϕ− are nondegenerate and the characteristic of F is zero, has been treated in [3, Section 9].
In the general case we consider an orthogonal direct decomposition of (V , ϕ) into indecom-
posable bilinear spaces. While such a decomposition is not unique, its summands are unique up
to equivalence and permutation. Let us recall some important facts from our previous paper [5].
Denote by Veven resp. Vodd the sum of the degenerate orthogonal summands of even resp. odd
dimension in this decomposition. Let Vndeg denote the sum of all other summands and set
V # = Veven ⊥ Vndeg.
Hence
V = Vodd ⊥ V #,
and we can consider the direct product G(Vodd) × G(V #) as a subgroup of G(V ). As explained
in the previous paragraph, the structure of the group G(V #) may be considered as known.
In Section 3 we give examples showing that none of the spaces Vodd, Veven, Vndeg and
Vtdeg := Vodd ⊥ Veven
is unique. Hence, none of them is G(V )-invariant.
For each j  1, there exists a unique (up to equivalence) indecomposable degenerate bilinear
space of dimension j . We denote such space by Nj and refer to it as a Gabriel block of size j .
Let mi denote the multiplicity of N2i+1 in Vodd, and set
416 D.Ž. Ðokovic´ / Linear Algebra and its Applications 416 (2006) 414–436
m :=
∑
i0
mi.
The space Vodd has a unique totally isotropic subspace of maximum dimension, which we denote
by V∞. Let us set also
∞V = V∞ ⊕ V #.
The subspaces V∞ and ∞V are independent of the choice of the original orthogonal direct decom-
position of V . Consequently, V∞ and ∞V are G(V )-invariant subspaces. Moreover 〈V∞,∞V 〉 =
〈∞V, V∞〉 = 0 and one can easily verify that the bilinear space ∞V/V∞ is nondegenerate.
Sections 6 and 7 are devoted to the description of the subgroup G(Vodd). There exists a totally
isotropic subspace V † of Vodd such that Vodd = V∞ ⊕ V †. It is not unique, but any two such
subspaces are conjugate (see Proposition 7.4) by an element of G(Vodd). Let us introduce the
subgroup H of G(Vodd) consisting of all elements that leave V † invariant. We construct a Levi
decomposition of H . The Levi factor is a direct product of several general linear groups. More
precisely, it is isomorphic to∏
i0
GLmi (F ).
In Section 8, we prove (see Theorem 8.2) that the isometry group G(V ) is the semidirect
product
G(V ) = K · (H × G(V #)),
where K is a normal unipotent subgroup, which we can describe explicitly. This subgroup is the
kernel of the natural homomorphism
G(V ) → GL(V∞) × G(∞V/V∞).
The dimension of the unipotent radical Hu of H is computed in Section 9. It is given by the
formula
dim(Hu) =
∑
j>i0
(j − i + 1)mimj .
By adding the dimension of the Levi factor of H , we obtain the formula
dim(H) =
∑
ji0
(j − i + 1)mimj .
In Section 10 we study the group K . In particular, we show that
dim(K) = m dim(V/V∞).
This work was originally started in collaboration with Szechtman. Each of us had his own
version of the joint paper. At one point our method and main objective became too far apart for
us to be able to amalgamate them into a single paper. I have reluctantly agreed to his proposal to
withdraw his name from this version.1 However, in my opinion, this should be considered as a
joint paper.
1 His version has already appeared in the Electronic Journal of Linear Algebra 13 (2005) 197–239.
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2. Preliminaries
If ϕ is nondegenerate its asymmetry, as defined in [15], is the unique σ ∈ GL(V ) such that
ϕ(y, x) = ϕ(x, σ (y)) ∀x, y ∈ V.
Note that ϕ is symmetric (resp. skew-symmetric) iff σ = 1 (resp. σ = −1). Thus, in a certain
sense, σ measures how far is ϕ from being symmetric. It is easy to see that if Aϕ is the matrix of
ϕ, then the matrix of σ with respect to the same basis is A−1ϕ A′ϕ . (The transpose of a matrix X is
denoted by X′.)
The linear operators σ ∈ GL(V ) that arise as the asymmetry of a nondegenerate bilinear form
ϕ ∈ B have been characterized by Wall [17, Theorem 2.3.1]. Although his result is proved there
in a more general setting, we shall state it here only for the special case that we need.
Theorem 2.1. A linear operator σ ∈ GL(V ) is the asymmetry of a nondegenerate bilinear form
ϕ ∈ B iff the following three conditions hold:
(a) σ is similar to σ−1.
(b) The elementary divisors (t − 1)2k of σ have even multiplicity.
(c) The elementary divisors (t + 1)2k−1 of σ have even multiplicity.
For r  1, denote by Jr the nilpotent lower Jordan block of size r . Thus
J1 = (0), J2 =
(
0 0
1 0
)
, J3 =

0 0 01 0 0
0 1 0

 , . . .
We also set Jr(λ) := λIr + Jr for any λ ∈ F . (By Ir we denote the identity matrix of size r .)
Write Nr for a bilinear space whose underlying form has matrix Jr relative to some basis. We
shall refer to the bilinear space Nr as a Gabriel block and to r as its size. We point out that, from
the point of view of the theory of matrix pencils, there is another natural choice for a basis of Nr .
The corresponding matrices are given explicitly in [18].
We refer the reader to [4,18] for the following formulation of a theorem due to Gabriel [8].
Theorem 2.2. If ϕ ∈ B then
(a) V = Vtdeg ⊥ Vndeg, where Vtdeg is the orthogonal direct sum of Gabriel blocks and Vndeg
is nondegenerate.
(b) The sizes and multiplicities of Gabriel blocks appearing in Vtdeg are uniquely determined
by V.
(c) The equivalence class of Vndeg is uniquely determined by V.
(d) Up to equivalence, the only indecomposable and degenerate bilinear space of dimension
r  1 is Nr.
We refer toVtdeg andVndeg as the totally degenerate and nondegenerate parts ofV , respectively
(these defines them up to equivalence only). In general, neither Vtdeg nor Vndeg is stable under
G(V, ϕ).
We may write Vtdeg = Veven ⊥ Vodd, where Veven (resp. Vodd) is the orthogonal direct sum of
Gabriel blocks of even (resp. odd) size. We refer to them as the even and odd parts of Vtdeg (again,
they are defined up to equivalence only).
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For convenience, we define n × n matrices Hn(λ) and n by
Hn(λ) =
[
0 Im
Jm(λ) 0
]
, n = 2m, λ ∈ F,
and
n =


0 0 0 0 · · · 0 0 (−1)n−1
0 0 0 0 · · · 0 (−1)n−2 (−1)n−2
...
0 −1 −1 0 · · · 0 0 0
1 1 0 0 · · · 0 0 0

 .
Now we can state the Canonical Form Theorem for bilinear forms (see [10] and, for an older
version, [2]).
Theorem 2.3
(a) Any ϕ ∈ B admits an orthogonal direct decomposition
ϕ = ϕ1 ⊥ ϕ2 ⊥ · · · ⊥ ϕk,
with the ϕi’s indecomposable and unique up to equivalence and permutation.
(b) If ϕ ∈ B is indecomposable then, with respect to a suitable basis of V, the matrix of ϕ is
one of the following:
(i) Hn(λ), n = 2m, λ /= (−1)m+1;
(ii) n, n  1;
(iii) Jn, n = 2m + 1.
(c) The matrices listed in part (b) are pairwise noncongruent except for Hn(λ) and Hn(λ−1)
when λ /= 0,±1.
We mention that, when n = 2m is even, Hn(0) is congruent to Jn (see e.g. [6]).
For a subspace U of V , let
L(U) = {v ∈ V |〈v,U〉 = 0}, R(U) = {v ∈ V |〈U, v〉 = 0}.
Here L(V ) and R(V ) are the left and right radicals of V , and L(V ) ∩ R(V ) is the radical of V .
We denote by Li and Ri the ith iterates of L and R, respectively. By convention, L0 and R0 are
the identity operators.
We recall a few facts from our paper [5]. The following inclusions are valid:
L1(V ) ⊆ L3(V ) ⊆ L5(V ) ⊆ · · · ⊆ L4(V ) ⊆ L2(V ) ⊆ L0(V ) = V.
We write L∞(V ) and L∞(V ) for the union resp. intersection of L2i+1(V ), i  0 resp. L2i (V ),
i  0. One defines similarly R∞(V ) and R∞(V ).
To simplify the notation, set
V∞ = L∞(V ) ∩ R∞(V )
and
∞V = L∞(V ) + R∞(V ).
Then V∞ is the radical of ∞V .
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3. Examples of nonunique decompositions
The first example shows the nonuniqueness of the decomposition V = Vtdeg ⊥ Vndeg.
Example 1. Let ϕ be given by its matrix
Aϕ :=


0 0 0 0
0 0 1 0
1 0 0 0
0 0 0 1


with respect to a basis {e1, . . . , e4}. In this case V = Vtdeg ⊥ Vndeg with
Vtdeg = Vodd = 〈e1, e2, e3〉, Vndeg = 〈e4〉.
This is only one possible choice for these two subspaces. The most general choice is given by
Vtdeg = Vodd = 〈e1, e2, αe1 − (α + β2)e2 + e3 − βe4〉, Vndeg = 〈βe1 + βe2 + e4〉,
where α, β ∈ F are arbitrary. An easy computation shows that G(V ) consists of all matrices

a 0 x y
0 a −x − a−1y2 y
0 0 a−1 0
0 0 −a−1by b

 ,
where a ∈ F ∗ and x, y ∈ F are arbitrary, while b = ±1.
In the second example we show that the decompositionVtdeg = Veven ⊥ Vodd is also nonunique.
Example 2. Let ϕ be given by its matrix
Aϕ :=


0 0 0 0 0
0 0 1 0 0
1 0 0 0 0
0 0 0 0 1
0 0 0 0 0


with respect to a basis {e1, . . . , e5}. In this case V = Vodd ⊥ Veven with
Vodd = 〈e1, e2, e3〉, Veven = 〈e4, e5〉.
This is only one possible choice for these two subspaces. The most general choice is given by
Vodd = 〈e1, e2, e3 − βe4 − αe5〉, Veven = 〈e4 + αe2, e5 + βe1〉,
where α, β ∈ F are arbitrary. An easy computation shows that G(V ) consists of all matrices

a 0 x 0 z
0 a y w 0
0 0 a−1 0 0
0 0 −a−1bz b 0
0 0 −a−1b−1w 0 b−1

 ,
where a, b ∈ F ∗ and x, y, z, w ∈ F are arbitrary.
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4. Isometry group in some special cases
In this section we describe the isometry groups for four special types of bilinear spaces. The
first three types are nondegenerate spaces and the last type treats the totally degenerate case in
which all indecomposable orthogonal summands have even dimension. In all four cases we show
that the isometry group is isomorphic to some well known centralizer in classical groups. These
centralizers are described in various places, e.g. in [9,11,16].
We start with an easy and useful observation.
Proposition 4.1. Let ϕ ∈ B be nondegenerate with asymmetry σ and let G := G(V, ϕ). Then
σ ∈ Z(G), the center of G.
Proof. For x, y ∈ V we have ϕ(x, y) = ϕ(y, σ (x)) = ϕ(σ(x), σ (y)), i.e., σ ∈ G. For a ∈ G and
arbitrary x, y ∈ V we have
ϕ(x, aσ(y)) = ϕ(a−1(x), σ (y)) = ϕ(y, a−1(x)) = ϕ(a(y), x) = ϕ(x, σa(y)).
Consequently, aσ = σa for all a ∈ G, i.e., σ ∈ Z(G). 
The first special type of bilinear spaces is treated in the next proposition.
Proposition 4.2. Let ϕ ∈ B be nondegenerate with asymmetry σ and let G := G(V, ϕ). Suppose
that σ has exactly two eigenvalues: λ and λ−1 (λ /= λ−1).
(a) The generalized eigenspaces Vλ and V1/λ of σ (for the eigenvalues λ and λ−1, respectively)
are totally isotropic G-invariant subspaces of the same dimension.
(b) The restriction map gives an isomorphism of G with the centralizer of σ |Vλ in GL(Vλ).
Proof
(a) By Proposition 4.1, Vλ and V1/λ are G-invariant. For other assertions see [15, Proposition
3] and Theorem 2.1.
(b) Let ρ : G → Z be the restriction map, where Z is the centralizer of σ |Vλ in GL(Vλ). If
a ∈ ker(ρ) then for x ∈ Vλ and y ∈ V1/λ we have ϕ(x, a(y)) = ϕ(a(x), a(y)) = ϕ(x, y).
Hence a(y) = y for all y ∈ V1/λ and so a = 1. This shows that ρ is injective.
Conversely, given any b ∈ Z, there is a unique c ∈ GL(V1/λ) such that
ϕ(b−1(x), y) = ϕ(x, c(y)) ∀x ∈ Vλ, ∀y ∈ V1/λ.
Then a := b ⊕ c belongs to G, and so ρ is also surjective. 
We proceed now with the second type. The proof in this case makes use of an idea from [3,
Section 9].
Proposition 4.3. Let ϕ ∈ B be nondegenerate with asymmetry σ and let G := G(V, ϕ). Suppose
that σ is unipotent.
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(a) The symmetric component ϕ+ of ϕ is nondegenerate, and so there is a unique u ∈ E such
that ϕ−(x, y) = ϕ+(u(x), y), ∀x, y ∈ V. Moreover u belongs to the Lie algebra so(ϕ+)
of the orthogonal group O(ϕ+).
(b) The linear operators σ − 1 and u are nilpotent and similar.
(c) G is isomorphic to the stabilizer of u in O(ϕ+) (for the adjoint action).
Proof
(a) The fact that ϕ+ is nondegenerate follows from the Canonical Form Theorem. To verify
that u ∈ so(ϕ+), note that
ϕ+(u(x), y) + ϕ+(x, u(y)) = ϕ−(x, y) + ϕ−(y, x) = 0.
(b) It suffices to verify this claim for indecomposable ϕ. There are two cases to consider. The
matrix of ϕ will be denoted by Aϕ .
First, the matrix of ϕ is Hn(1) where n = 2m and m is even. Then the matrix of u is
−A−1
ϕ+Aϕ− . An easy computation shows that both σ − 1 and u have elementary divisors
tm, tm.
Second, the matrix of ϕ is n and n is odd. In that case the matrix Aϕ+ is involutory and
a simple computation shows that the matrix of u is equal to −J ′n. Hence both σ − 1 and u
have only one elementary divisor, namely tn.
(c) For a ∈ GL(V ) we have
a ∈ G⇐⇒a · ϕ = ϕ
⇐⇒a · ϕ+ = ϕ+ & a · ϕ− = ϕ−
⇐⇒a ∈ O(ϕ+) & aua−1 = u.
Hence, G is indeed isomorphic to the stabilizer of u under the adjoint action of O(ϕ+). 
Next we describe G for the third type.
Proposition 4.4. Let ϕ ∈ B be nondegenerate with asymmetry σ and let G := G(V, ϕ). Suppose
that −σ is unipotent.
(a) The skew-symmetric component ϕ− of ϕ is nondegenerate, and so there is a unique u ∈
E such that ϕ+(x, y) = ϕ−(u(x), y), ∀x, y ∈ V. Moreover u belongs to the Lie algebra
sp(ϕ−) of the symplectic group Sp(ϕ−).
(b) The linear operators σ + 1 and u are nilpotent and similar.
(c) G is isomorphic to the stabilizer of u in Sp(ϕ−) (for the adjoint action).
Proof. This proof is similar to the one above. 
The last type deals with a special class of totally degenerate spaces.
Proposition 4.5. Let ϕ ∈ B with V = Veven and let G := G(V, ϕ).
(a) In a suitable basis, the matrix of ϕ is given by
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Aϕ =
[
0 Im
J 0
]
,
where J, an m × m matrix, is a direct sum of various nilpotent Jordan blocks Jr .
(b) G∼={a ∈ GLm(F ) : aJ = Ja}.
Proof
(a) This follows immediately from the Canonical Form Theorem. Let n = 2m, the dimension
of V .
(b) Let V1 resp. V2 be the subspace of V spanned by the first resp. last m basis vectors. Since
L∞(V ) = V2 and R∞(V ) = V1, the subspaces V1 and V2 are G-invariant. If a ∈ G then
a = a1 ⊕ a2, where ai ∈ GL(Vi) for i = 1, 2. The assertion now follows by a simple matrix
computation. 
5. The case Vodd = 0
In this section we combine the four proposition from the previous section in order to cover a
more general class of bilinear spaces. For that purpose we need to recall some additional facts.
We have seen that the subspaces Vtdeg and Vndeg in Theorem 2.2 are not unique. However, they
are unique in one important case namely when Vodd = 0, i.e., when V has no degenerate inde-
composable orthogonal summands of odd dimension (see [5, Theorem 3.2(d)]). For the geometric
meaning of this condition, in the case when F has characteristic 0, see [3, Proposition 8.2].
For λ ∈ F we set λˆ := {λ, λ−1} if λ /= 0 and λˆ := {0} if λ = 0. We also set F̂ := {λˆ : λ ∈ F }.
Proposition 5.1. Let ϕ ∈ B and suppose that Vodd = 0. Then there is a unique decomposition
(V , ϕ) =⊥
λˆ∈F̂
(
V λˆ, ϕλˆ
)
(5.1)
such that (V 0ˆ, ϕ0ˆ) is totally degenerate and, for λ /= 0,
(
V λˆ, ϕλˆ
)
is nondegenerate and λˆ is the
set of eigenvalues of the asymmetry σ λˆ of ϕλˆ.
Proof. As remarked above, there is a unique decomposition
(V , ϕ) = (Vtdeg, ϕtdeg) ⊥ (Vndeg, ϕndeg), (5.2)
where the first summand is totally degenerate and the second nondegenerate. It follows that
V 0ˆ = Vtdeg and that the sum of theV λˆ with λ /= 0 must be equal toVndeg. If σndeg is the asymmetry
of ϕndeg then, for λ /= 0, V λˆ must be the sum of the generalized eigenspaces of σndeg associated
with the eigenvalues λ and λ−1. 
The decomposition (5.1) was introduced in [7] and given the name of primary decomposition
of (V , ϕ). It generalizes the analogous decomposition introduced by Riehm [15] in the case when
ϕ is nondegenerate. The orthogonal summands (V λˆ, ϕλˆ) are the primary components of (V , ϕ).
The next result is an immediate corollary of the above proposition.
D.Ž. Ðokovic´ / Linear Algebra and its Applications 416 (2006) 414–436 423
Theorem 5.2. Let ϕ ∈ B and assume that Vodd = 0. Then
G(V, ϕ)∼=
∏
λˆ∈F̂
G(V λˆ, ϕλˆ),
where
(
V λˆ, ϕλˆ
)
are the primary components of (V , ϕ).
The structure of the groups G(V λˆ, ϕλˆ) is known (see Section 4).
The case when Vodd /= 0 is radically different and much harder to analyze. The remainder of
the paper deals with that case.
6. The homogeneous case of V = Vodd
In this section we give an explicit description of the group G := G(V, ϕ) when V is the
orthogonal direct sum of k copies of a Gabriel block Nr of fixed odd size r = 2s + 1. The last
condition is the reason for referring to this case as “the homogeneous case”. We shall first analyze
the indecomposable case (k = 1) and then extend the results to the general case.
Let us say that a matrix (not necessarily square) is a Toeplitz matrix if its entry in position
(i, j) depends only on the difference i − j . We say that a Toeplitz matrix is special if its first
column is 0 except possibly the first entry and the last column is 0 except possibly the last entry.
If a special Toeplitz matrix is square, then it is a scalar matrix. If it has more rows than columns,
it is necessarily the zero matrix.
For any matrix X, we denote by X∧ (resp. X∨) the matrix obtained by extending X with an
additional row of zeros just below (resp. above) it:
X∧ :=
[
X
0 · · · 0
]
, X∨ :=
[
0 · · · 0
X
]
.
The following lemma is obvious.
Lemma 6.1. A matrix X of size (t + 1) × (s + 1) is a Toeplitz matrix iff
(I∨t )′XI∨s = (I∧t )′XI∧s .
We can choose a basis {a1, . . . , as+1, b1, . . . , bs} of V such that
ϕ(ai+1, bi) = ϕ(bi, ai) = 1, 1  i  s (6.1)
while all other entries of Aϕ are 0. This basis is the same as the one used in [18] except for the
ordering (there the bj ’s precede the ai’s). Thus
Aϕ =
[
0 I∨s
(I∧s )′ 0
]
. (6.2)
For instance, if s = 2 then
Aϕ :=


0 0 0 0 0
0 0 0 1 0
0 0 0 0 1
1 0 0 0 0
0 1 0 0 0

 .
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Note that the ai’s form a basis ofV∞. The bj ’s form a basis of another totally isotropic subspace
of V which we denote by V †. Thus V = V∞ ⊕ V † and we warn the reader that, in general, V † is
not G-invariant (see Proposition 6.3).
We begin by introducing two subgroups of G which will be generalized later to the case k > 1.
First of all G contains the 1-dimensional torus GL1 := {dλ : λ ∈ F ∗}, where dλ ∈ GL(V ) acts
on V∞ (resp. V †) as the scalar λ (resp. λ−1).
For any ξ := (ξ1, . . . , ξs) ∈ F s , define the (s + 1) × s Toeplitz matrix Mξ = (ξij ) whose first
row is ξ and the first column is (ξ1,−ξ). For instance, if s = 3 then
Mξ =


ξ1 ξ2 ξ3
−ξ1 ξ1 ξ2
−ξ2 −ξ1 ξ1
−ξ3 −ξ2 −ξ1

 .
The following lemma is easy to verify.
Lemma 6.2. A matrix X of size (s + 1) × s satisfies the equation
(I∧s )′X + X′I∨s = 0
iff X = Mξ for some ξ ∈ F s.
Define the unipotent linear operator uξ ∈ E by
uξ (ai)= ai, 1  i  s + 1,
uξ (bj )= bj +
s+1∑
k=1
ξk,j ak, 1  j  s.
Its matrix is[
Is+1 Mξ
0 Is
]
. (6.3)
It is easy to verify that the unipotent abelian group
U1 := {uξ : ξ ∈ F s}∼=F s
is contained in G.
Proposition 6.3. Let (V , ϕ) be a bilinear space which is just a single Gabriel block Nr of odd
size r = 2s + 1. Then G = GL1 · U1 is a Levi decomposition with Levi factor GL1 and unipotent
radical U1. Consequently, GL1 = {a ∈ G : a(V †) = V †}, U1 is the kernel of the restriction
homomorphism G → GL(V∞), and dim(U1) = s.
Proof. Clearly we may assume that s  1. Let a ∈ G and identify it with its matrix. As V∞ is
G-invariant, this matrix has the form
a =
[
X Z
0 Y
]
,
where Y is an s × s matrix.
Since a ∈ G, we have a′Aϕa = Aϕ , which is equivalent to the system of matrix equations:
X′I∨s Y = I∨s , X′I∧s Y = I∧s , Z′I∨s Y + Y ′(I∧s )′Z = 0.
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The first two of these equations imply that (I∨s )′X′I∨s Y = Is and Y ′(I∧s )′XI∧s = Is . Since
Y is invertible, it follows that (I∨s )′XI∨s = (I∧s )′XI∧s , and so X is a Toeplitz matrix. Since the
1-dimensional spaces spanned by a1 and as+1 are G-invariant, we deduce that X is in fact a
special Toeplitz matrix. Consequently, X = λIs+1 for some λ ∈ F ∗. It follows that Y = λ−1Is .
The last equation displayed above reduces to Z′I∨s + (I∧s )′Z = 0. By Lemma 6.2, Z = Mξ for
some ξ ∈ F s . Hence, a ∈ GL1 · U1 and the proof is completed. 
Corollary 6.4. The restriction homomorphisms G → GL(L(V )),G → GL(R(V )), and G →
GL(V∞) have the same kernel, namely U1.
Proof. It suffices to observe that L(V ) = Fa1 and R(V ) = Fas+1. 
We shall now extend Proposition 6.3 to the general case. For that purpose we make the following
change in our notation: The bilinear space of a single Gabriel block Nr of size r = 2s + 1 will
be written as (V1, ϕ1) while (V , ϕ) will denote the sum of k copies of Nr . The basis used above
consisting of the ai’s and the bj ’s is now being considered as a basis of (V1, ϕ1). The ai’s span
(V1)∞ and the bj ’s span V †1 , a totally isotropic subspace complementary to (V1)∞.
We shall realize (V , ϕ) as the tensor product: V := V1 ⊗ W and ϕ = ϕ1 ⊗ ψ , where (W,ψ)
is any k-dimensional nondegenerate symmetric bilinear space. Thus we have
ϕ(v1 ⊗ w1, v2 ⊗ w2) = ϕ1(v1, v2)ψ(w1, w2).
(To see that (V , ϕ) is indeed the direct sum of k copies of Nr , use an orthonormal basis of (W,ψ).)
The direct decomposition V1 = (V1)∞ ⊕ V †1 induces the analogous decomposition of V :
V = V∞ ⊕ V †, V∞ = (V1)∞ ⊗ W, V † = V †1 ⊗ W.
Denote by EW the algebra of linear operators on W . The adjoint of u ∈ EW , with respect to
ψ , will be denoted by u∗. This means that
ψ(u(w1), w2) = ψ(w1, u∗(w2)) ∀w1, w2 ∈ W.
The orthogonal group O(ψ) embeds naturally in G := G(V, ϕ). This embedding can be
extended to the following embedding of GLk := GL(W) → G: We let σ ∈ GLk act on V∞ =
(V1)∞ ⊗ W (resp. V † = V †1 ⊗ W ) as 1 ⊗ σ (resp. 1 ⊗ (σ ∗)−1). This GLk plays the role of GL1
from the special case k = 1.
Next we shall define a unipotent subgroup Uk of G generalizing the subgroup U1 from the
case k = 1. We simply let ξ := (ξ1, . . . , ξs) ∈ EsW (the direct product of s copies of the additive
group of EW ). We associate with ξ the (s + 1) × s matrix Mξ = (ξij ) with entries ξi,j = ξj−i+1
if i  j and ξi,j = −ξi−j if i > j .
We define the unipotent linear operator uξ on V by
uξ (ai ⊗ w)= ai ⊗ w, 1  i  s + 1,
uξ (bj ⊗ w)= bj ⊗ w +
s+1∑
k=1
ak ⊗ ξk,j (w), 1  j  s,
where w ∈ W is arbitrary. We can represent the operator uξ again by the matrix (6.3) whose
entries are now elements of EW . (For more details see, e.g., [12, Chapter XVII, Section 1].) It is
straightforward to verify that the unipotent abelian group
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Uk := {uξ : ξ ∈ EsW }∼=EsW
is a subgroup of G normalized by the above GLk .
We now state our generalization, whose proof is essentially the same as that of the previous
proposition and we can safely omit it.
Theorem 6.5. Let (V , ϕ) be a bilinear space which is an orthogonal direct sum of k copies of
a Gabriel block Nr of fixed odd size r = 2s + 1 and let G := G(V, ϕ). Then G = GLk · Uk
is a Levi decomposition with Levi factor GLk and unipotent radical Uk. Consequently, GLk =
{a ∈ G : a(V †) = V †}, Uk is the kernel of the restriction homomorphism G → GL(V∞), and
dim(Uk) = sk2.
Since L(V ) = a1 ⊗ W and R(V ) = as+1 ⊗ W , the following corollary follows immediately
from the theorem.
Corollary 6.6. The restriction homomorphisms G → GL(L(V )),G → GL(R(V )), and G →
GL(V∞) have the same kernel, namely Uk.
7. The case V = Vodd in general
In this section we assume that our bilinear space (V , ϕ) is such that V = Vodd and we set
G := G(V, ϕ). We shall construct the Levi decomposition of G.
Let mi be the multiplicity of the Gabriel block N2i+1 in V . We choose an orthogonal decom-
position
V =⊥i0 Wi, (7.1)
where Wi denotes the orthogonal direct sum of mi copies of N2i+1. For each i  0 choose a
totally isotropic subspace W †i such that Wi = (Wi)∞ ⊕ W †i and set
Vs :=⊥i<s Wi, V †s :=⊥i<s W †i ,
V s :=⊥i≥s Wi, V † :=
∑
i0
W
†
i .
Our indexing is chosen so that V = Vs ⊕ V s for s  0.
The lemma below shows that the filtration
0 = (V0)∞ ⊆ (V1)∞ ⊆ (V2)∞ ⊆ · · · ⊆ V∞
⊆ · · · ⊆ (V2)∞ + V 2 ⊆ (V1)∞ + V 1 ⊆ V 0 = V (7.2)
is G-stable.
Lemma 7.1. The subspaces (Vs)∞ and (Vs)∞ + V s are G-invariant.
Proof. This follows from the formula
(Vs)∞ =
s−1∑
i=0
L2i+1(V ) ∩ R2(s−i)−1(V ),
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which is easy to verify, and the fact that
L((Vs)∞) = (Vs)∞ + V s. 
The decomposition (7.1) gives rise to obvious embeddings∏
i0
G(Wi) → G, G(Vs) × G(V s) → G.
Thus we can view the G(Wi), G(Vs) and G(V s) as subgroups of G.
By the above lemma, the quotient space
V s :=
(
(Vs)∞ + V s
)
/(Vs)∞
is a G-module giving us a canonical group homomorphism
s : G → GL
(
V s
)
. (7.3)
We choose a basis of V which is made up of a basis of V s , followed by a basis of (Vs)∞,
and ending with a basis of V †s . This partitioned basis of V induces a partitioning of the matrices
of linear operators and bilinear forms. We shall identify elements of G with their matrices. The
matrix of ϕ has the form
Aϕ =

A1 0 00 0 B3
0 C2 0

 .
Proposition 7.2. Let (V , ϕ) be a bilinear space with V = Vodd and set G := G(V, ϕ). For each
s  0, G is the semidirect product G = Ks · G(V s), where Ks := ker(s).
Proof. As G(V s) ∩ Ks = 1, it suffices to show that s(G(V s)) = s(G). The above lemma
implies that any X ∈ G has the form
X =

X1 0 X3Y1 Y2 Y3
0 0 Z3

 .
Since X′AϕX = Aϕ , an easy matrix computation shows that X′1A1X1 = A1. Hence X1 ∈ G(V s)
and s(X) = s(X1). 
We can now construct a Levi decomposition of G. For each i  0, set
Hi := {a ∈ G(Wi) : a(W †i ) = W †i }.
By Theorem 6.5, we have Hi ∼= GLmi .
Theorem 7.3. Let (V , ϕ) be a bilinear space with V = Vodd and set G := G(V, ϕ). Then G has
a Levi decomposition with Levi factor∏
i0
Hi∼=
∏
i0
GLmi
and the unipotent radical⋂
i0
ker
[
G → GL((Vi+1)∞/(Vi)∞)
]
.
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Proof. Let t  0 be the smallest integer such that mt > 0. If V = Wt then the assertion follows
from Theorem 6.5. Assume that V /= Wt and set s = t + 1. It is immediate from the proof of
Proposition 7.2 that Ks := ker(s) has a Levi decomposition with the Levi factor Ht . Indeed,
if X ∈ Ks then
X =

 I 0 X3Y1 Y2 Y3
0 0 Z3

 = X̂X˜
with
X̂ =

I 0 00 Y2 0
0 0 Z3

 ∈ Ht
and
X˜ =

 I 0 X3Y−12 Y1 I Y−12 Y3
0 0 I

 ∈ ker [G → GL((Wt )∞)] .
Note that (Vt )∞ = 0 and (Vt+1)∞/(Vt )∞ = (Wt )∞.
Now the assertion of the theorem follows by induction on the dimension of V , and by using
Proposition 7.2 and the observation that Ht and G(V s) commute elementwise. 
The important question of computing the dimension of the unipotent radical of G(Vodd) will
be left aside for the moment. An explicit formula for this dimension follows immediately from the
results that we prove in the last two sections. We conclude this section by addressing the question
of nonuniqueness of V †.
Proposition 7.4. Let (V , ϕ) be a bilinear space with V = Vodd. Then G := G(V, ϕ) acts transi-
tively on the set of totally isotropic subspaces P such that V = V∞ ⊕ P.
Proof. Let P and Q be totally isotropic subspaces such that V = V∞ ⊕ P = V∞ ⊕ Q. Denote
by a the unique element of GL(V ) such that a(x) = x for all x ∈ V∞, a(P ) = Q, and a(y) ≡ y
(mod V∞) for all y ∈ P . It is easy to verify that a ∈ G.
Indeed, let x, x′ ∈ V and let x = w + p, x′ = w′ + p′ with w,w′ ∈ V∞ and p, p′ ∈ P . Next,
letp = v + q,p′ = v′ + q ′ with v, v′ ∈ V∞ and q, q ′ ∈ Q. Then a(x) = w + q, a(x′) = w′ + q ′
and we obtain that
〈a(x), a(x′)〉 = 〈w + q,w′ + q ′〉 = 〈w, q ′〉 + 〈q,w′〉.
Since 〈x, x′〉 = 〈w + p,w′ + p′〉 = 〈w,p′〉 + 〈p,w′〉, we have
〈a(x), a(x′)〉 − 〈x, x′〉 = −〈w, v′〉 − 〈v,w′〉 = 0,
proving our claim that a ∈ G. 
8. The general case
Let (V , ϕ) be an arbitrary bilinear space and G := G(V, ϕ). Decompose V into orthogonal
direct sum of indecomposable bilinear spaces. By collecting together suitable summands, we
obtain a decomposition
V = Vodd ⊥ Veven ⊥ Vndeg. (8.1)
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We also introduce the orthogonal summand
V # := Veven ⊥ Vndeg. (8.2)
The subspace V∞ is contained in Vodd. In fact we have V∞ = (Vodd)∞. Recall from [5] that
∞V = V∞ + V #
and that the quotient bilinear space ∞V/V∞ is isomorphic to V #. It is immediate from the
definition of the operators L and R that all subspaces Li(V ) and Ri(V ) are G-invariant. In
particular, ∞V and V∞ are G-invariant.
Let  denote the restriction homomorphism
 : G → GL(V∞). (8.3)
Choose a totally isotropic subspace V †odd such that
Vodd = V∞ ⊕ V †odd (8.4)
and define the subgroup H of G by
H := {a ∈ G(Vodd) : a(V †odd) = V †odd}. (8.5)
Proposition 8.1. The homomorphism  induces an isomorphism
H → (G). (8.6)
Proof. Fix a basis of V consisting of a basis of V∞, followed by a basis of V †odd, and finally by a
basis of V #. With respect to such basis, the matrix of ϕ has the form
Aϕ =

 0 A1 0A2 0 0
0 0 A3

 .
By using the same basis, we shall identify G with the corresponding matrix group. Since V∞
and ∞V are G-invariant, any X ∈ G has the form
X =

X1 Y1 Z10 Y2 0
0 Y3 Z3

 .
Since X′AϕX = Aϕ , we obtain that X′1A1Y2 = A1 and Y ′2A2X1 = A2. Hence
Y =

X1 0 00 Y2 0
0 0 I


belongs to H . As (X) = X1 = (Y ), the homomorphism (8.6) is onto.
If Y ∈ H , then Y has the form displayed above with X1 = I . The diagonal block Y2 satisfies
the equation A1Y2 = A1. As A1 has full rank, i.e., it has a left inverse (see e.g. (6.2) for the case
of a single Gabriel block), we conclude that Y2 = I . Hence, the homomorphism (8.6) is also
injective. 
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We define the subgroup K of G as the kernel of the canonical homomorphism
G → GL(V∞) × G(∞V/V∞). (8.7)
We can now prove one of our main results.
Theorem 8.2. Let (V , ϕ) be an arbitrary bilinear space and G := G(V, ϕ). Then, by using the
above notation, G is a semidirect product:
G = K ·
(
H × G(V #)
)
. (8.8)
Proof. It follows from the previous proposition that, by restricting the homomorphism (8.7), we
obtain an isomorphism
H × G(V #) → (G) × G(∞V/V∞).
The semidirect decomposition follows immediately. 
In view of Theorem 5.2, which describes the structure of G(V #), the description of G reduces
to that of its subgroups H and K . We shall deal with them separately in the next two sections.
9. The subgroup H
We have already constructed a Levi factor of G(Vodd), which is at the same time a Levi factor
of its subgroup H . Our objective is to describe the unipotent radical Hu of H and in particular to
compute its dimension.
We start with a matrix lemma.
Lemma 9.1. Consider the following system of matrix equations:
X′I∨t + I∨s Y = 0, X′I∧t + I∧s Y = 0, (9.1)
where X resp. Y is of size (t + 1) × (s + 1) resp.s × t and s  t. The solutions of this system are
precisely the pairs (X, Y ) where X is an arbitrary special Toeplitz matrix and Y = −(I∨s )′X′I∨t .
Proof. From the given system we obtain that
Y = −(I∨s )′X′I∨t = −(I∧s )′X′I∧t ,
and so
(I∨t )′XI∨s = (I∧t )′XI∧s .
By Lemma 6.1, X is a Toeplitz matrix.
If we plug Y = −(I∨s )′X′I∨t into the first equation of the original system, we obtain that
(I∨t )′X = (I∨t )′XI∨s (I∨s )′.
Hence the first column of X, except its first entry, must be 0. A similar argument, using Y =
−(I∧s )′X′I∧t and the second equation of the original system, shows that
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(I∧t )′X = (I∧t )′XI∧s (I∧s )′.
Hence the last column of X, except its last entry, must be 0. We conclude that the Toeplitz matrix
X is special.
It is easy to verify that any special Toeplitz matrix X and Y := −(I∨s )′X′I∨t satisfy the system
(9.1). 
The following theorem gives a formula for the dimension of the unipotent radical of H . Its
proof provides an explicit matrix description of H and Hu.
Theorem 9.2. Let (V , ϕ) be an arbitrary bilinear space and G := G(V, ϕ). Denote by Hu the
unipotent radical of the group H defined by (8.5). Then
dim(Hu) =
∑
j>i0
(j − i + 1)mimj , (9.2)
where mi is the multiplicity of the Gabriel block N2i+1 in V.
Proof. Without any loss of generality, we may assume that V = Vodd. Let Wi , (Wi)∞, W †i , V †,
etc. be as in Section 7. We fix a basis of V consisting of bases of the (Wi)∞’s taken first, and the
bases of the W †i ’s taken last. We shall assume that the basis of (Wi)∞ precedes that of (Wj )∞ if
i > j , and similarly for W †i and W
†
j .
Let Aϕ be partitioned into blocks corresponding to the above partition of the basis of V . We
refer to the block, whose rows correspond to the basis of W †i and the columns to the basis of
(Wj )∞, as the (i†, j∞)-block and we denote it by Aϕ(i†, j∞). One defines similarly (i∞, j∞),
(i†, j†) and (i∞, j†)-blocks. Each Wi is an orthogonal direct sum of indecomposable summands
Wi(1), . . . ,Wi(mi) each isomorphic to N2i+1. Clearly, (Wi)∞ is the direct sum of Wi(j)∞’s, and
we may also assume that W †i is the direct sum of Wi(j)†’s. Consequently, we may assume that
Aϕ(i∞, i†) resp. Aϕ(i†, i∞) is the direct sum of mi copies of the matrix I∨i resp. (I∧i )′. Apart
from these blocks, all other blocks of Aϕ are 0.
It is convenient to work with the Lie algebra hu of Hu. Thus assume that the matrix X ∈ hu.
We partition X into blocks in the same fashion as Aϕ . Since H leaves V∞ and V † invariant, all
(i†, j∞) and (i∞, j†)-blocks are 0. By Lemma 7.1, the (i∞, j∞) and (j†, i†)-blocks are 0 for
i > j . Theorem 7.3 implies that the blocks X(i∞, i∞) are also 0. The equation X′Aϕ + AϕX = 0
implies thatAϕ(i∞, i†)X(i†, i†) = 0. AsAϕ(i∞, i†) has a left inverse, we conclude that the blocks
X(i†, i†) are also 0.
Let us consider a fixed block X(i∞, j∞) with i < j . It is partitioned into mi × mj smaller
blocks, to which we refer as sub-blocks, corresponding to the direct decomposition of (Wi)∞
resp. (Wj )∞. To be precise, let X(i∞, j∞;p, q) be the sub-block corresponding to the direct
summands Wi(p)∞ and Wj(q)∞. Define similarly the sub-blocks X(j†, i†; q, p) of X(j†, i†).
AsX ∈ hu, we haveX′Aϕ+AϕX=0, and we deduce that the sub-blocksP :=X(i∞, j∞;p, q)
and Q := X(j†, i†; q, p) satisfy the equations
I∨j Q + P ′I∧i = 0, I∧j Q + P ′I∨i = 0.
It follows from Lemma 9.1 that the dimension of the space of solutions of this system is j − i + 1
and that P is a special Toeplitz matrix.
Hence, the contribution to dim(hu) of the blocks X(i∞, j∞) and X(j†, i†) is equal to (j −
i + 1)mimj . The dimension formula for Hu now follows. 
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Example 3. The objective of this example is to illustrate some of the arguments used in the above
proof. We take m0 = 3, m1 = 1, m2 = 2, and mi = 0 for i > 2. Then Aϕ is the matrix
The matrices X ∈ hu have the form
where α, β, γ, δ are arbitrary scalars, the starred blocks are arbitrary, and all other entries are 0.
Let us list some of the sub-blocks of X:
X(1∞, 2∞; 1, 1) =
[
α β 0
0 α β
]
,
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X(1∞, 2∞; 1, 2) =
[
γ δ 0
0 γ δ
]
,
X(2†, 1†; 1, 1) =
[−α
−β
]
,
X(2†, 1†; 2, 1) =
[−γ
−δ
]
.
The formula (9.2) indeed holds
dim(Hu) = 2m0m1 + 2m1m2 + 3m0m2 = 6 + 4 + 18 = 28.
The contributions 2m0m1 and 3m0m2 come from the starred blocks:
X(0∞, 2∞) and X(0∞, 1∞),
respectively.
Corollary 9.3. The dimension of the group H is given by
dim(H) =
∑
ji0
(j − i + 1)mimj . (9.3)
Proof. This follows from (9.2) and Theorem 7.3. 
10. The subgroup K
In this section we shall describe the subgroup K , the kernel of the homomorphism (8.7). In
particular we shall find a formula for its dimension.
We begin by choosing a basis of V consisting of a basis of V∞, followed by a basis of
V # := Veven + Vndeg, and finally a basis of V †. Recall that V † is any totally isotropic subspace
such that Vodd = V∞ ⊕ V †. We shall impose more conditions on this basis later. Let us partition
our matrices according to this partition of the basis of V . The matrix Aϕ has the following shape:
Aϕ =

 0 0 A10 A2 0
A3 0 0

 .
Let X ∈ K be arbitrary and identify it with its matrix. Since ∞V and V∞ are G-invariant, X
has the following form:
X =

I Y1 Z10 I Y2
0 0 X3

 . (10.1)
The first two diagonal blocks are identity matrices by definition of K .
The group K consists of all such matrices X satisfying the equation X′AϕX = Aϕ . This
equation implies that A1X3 = A1. As A1 has a left inverse, we conclude that X3 = I . By taking
this into account, it is easy to check that the equation X′AϕX = Aϕ is equivalent to the following
system of three equations in the unknown blocks of X:
Y ′1A1 + A2Y2 = 0, (10.2)
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Y ′2A2 + A3Y1 = 0, (10.3)
Z′1A1 + A3Z1 + Y
′
2A2Y2 = 0. (10.4)
We consider first the subgroup B of K which consists of all matrices X of the form (10.1) with
Y1 = 0 and Y2 = 0 (and X3 = I ). Clearly, B is a unipotent normal abelian subgroup of G(Vodd).
We now refine the partition of our basis of V in the same fashion as in the proof of Theorem
9.2. In particular, the blocks X(i∞, j†) of Z1 and their sub-blocks X(i∞, j†;p, q) are defined.
We apply the same partitioning to the matrix Aϕ . The nonzero sub-blocks of A1 are
Aϕ(i∞, i†;p, p) = I∨i ,
for arbitrary i and p, and those of A3 are
Aϕ(i
†, i∞;p, p) = (I∧i )′.
Since X ∈ B, Eqs. (10.2) and (10.3) are trivially satisfied, and Eq. (10.4) becomes Z′1A1 +
A3Z1 = 0. In terms of sub-blocks we have
Aϕ(i
†, i∞;p, p)X(i∞, j†;p, q) + X(j∞, i†; q, p)′Aϕ(j∞, j†; q, q) = 0.
We deduce that, if i /=j orp /=q, the sub-blocksQ :=X(i∞, j†;p, q) andR :=X(j∞, i†; q, p)
satisfy the following system of matrix equations:
(I∧i )′Q + R′I∨j = 0, (I∧j )′R + Q′I∨i = 0.
The general solution of this system is provided by two Toeplitz matrices, Q of size (i + 1) × j
and R of size (j + 1) × i, where one of them is arbitrary, say Q, and R is determined uniquely
by Q via the condition:
(Q1,j ,Q1,j−1, . . . ,Q1,1,Q2,1, . . . ,Qi+1,1)
+(Rj+1,1, Rj,1, . . . , R1,1, R1,2, . . . , R1,i ) = 0,
where Qu,v resp. Ru,v denotes the (u, v)th entry of Q resp. R. Hence, the space of solutions of
the above system has dimension i + j .
Let the mi’s be defined as in Theorem 9.2. Then we deduce from above that the contribution
to dim(B) of the pair of blocks X(i∞, j†) and X(j∞, i†), with i /= j , is (i + j)mimj .
Assume now that i = j and p = q. Then for the sub-block Q := X(i∞, i†;p, p) we obtain
just one equation
(I∧i )′Q + Q′I∨i = 0.
In this case Q is of size (i + 1) × i and, by Lemma 6.2, the space of solutions of this matrix
equation has dimension i. By taking into account the case p /= q discussed above, we conclude
that the contribution to dim(B) of the block X(i∞, i†) is im2i .
By taking the sum over all blocks of Z1, we obtain that
dim(B) =
∑
i>j0
(i + j)mimj +
∑
i0
im2i .
Since∑
i>j0
jmimj =
∑
j>i0
imimj
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and
dim(V †) =
∑
i0
imi,
we obtain the following result.
Proposition 10.1. The dimension of the subgroup B of K is given by
dim(B) = m dim(V †), (10.5)
where
m :=
∑
i0
mi.
This is equivalent to the assertion that the linear map sending Z1 → Z′1A1 + A3Z1 is sur-
jective. We can restate this result by saying that the linear map from Hom(V †, V∞) → BV †
sending ξ ∈ Hom(V †, V∞) to the bilinear form (x, y) → ϕ(ξ(x), y) + ϕ(x, ξ(y)) on V † × V †
is surjective.
We deduce that the quotient group K/B is isomorphic to the additive group of all matrix pairs
(Y1, Y2) satisfying Eqs. (10.2) and (10.3). By using the Canonical Form Theorem, it is easy to
see that we can choose α, β ∈ F such that the matrix αA2 + βA′2 is nonsingular. Since the two
mentioned equations imply that
(αA2 + βA′2)Y2 = −Y ′1(αA1 + βA′3),
we conclude that Y2 is uniquely determined by Y1.
We can now prove the main result of this section.
Theorem 10.2. The dimension of the subgroup K is given by
dim(K) = m dim(V/V∞),
where m is the number of summands in the orthogonal direct decomposition of Vodd into inde-
composable bilinear spaces.
Proof. In view of the formula (10.5), it suffices to prove that
dim(K/B) = dim(V #) ·
∑
mi
or, equivalently, that the dimension of the solution space of the system of matrix equations (10.2)
and (10.3) is given by the same formula. It is easy to see that it suffices to prove this last assertion
in the case when both V # and Vodd are indecomposable.
Thus we assume that Vodd is a single Gabriel block, say of size 2s + 1. By using a suitable
basis of V∞ and V †, we may assume that the blocks A1 and A3 in the matrix Aϕ are given by
A1 = I∨s and A3 = (I∧s )′.
We now distinguish two cases.
Case 1: V # = Veven is a single Gabriel block of even size, say 2t . Thus we may assume that
A2 = J2t in the matrix Aϕ .
Since A2 + A′2 is invertible, we have
Y2 = −(A2 + A′2)−1Y ′1(A1 + A′3).
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By setting Y3 := (A2 + A′2)−1Y ′1, we have
Y ′1 = (A2 + A′2)Y3, Y2 = −Y3(A1 + A′3),
and our system reduces to the single equation
A2Y3A
′
3 − A′2Y3A1 = 0.
The linear operator sending Y3 to the left hand side of this equation has the matrix (in terms of
tensor products)
A2 ⊗ A3 − A′2 ⊗ A′1.
(This is a matrix of size 2st × 2(s + 1)t .) As the rank of this matrix is 2st , the space of solutions
indeed has the dimension 2t .
Case 2: V # is nondegenerate. (It is not necessary to assume that it is indecomposable.) Now
we obtain that
Y2 = −A−12 Y ′1A1 = −(A′2)−1Y ′1A′3.
Hence,
A′1Y1 = A3Y1A−12 A′2.
The first row of Y1 can be chosen arbitrarily and all other rows are then uniquely determined.
Hence, the solution space has dimension equal to dim(V #). 
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