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Distance Matrix of a Class of Completely Positive Graphs:
Determinant and Inverse
Joyentanuj Das∗, Sachindranath Jayaraman∗ and Sumit Mohanty∗
Abstract
A real symmetric matrix A is said to be completely positive if it can be written as BBt for
some (not necessarily square) nonnegative matrix B. A simple graph G is called a completely
positive graph if every doubly nonnegative matrix realization of G is a completely positive
matrix. Our aim in this manuscript is to compute the determinant and inverse (when it exists)
of the distance matrix of a class of completely positive graphs. Similar to trees, we obtain a
relation for the inverse of the distance matrix of a class of completely positive graphs involving
the Laplacian matrix, a rank one matrix and a matrix R. We also determine the eigenvalues
of some principal submatrices of matrix R.
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1 Introduction and Preliminaries
Let G = (V,E) be a graph with V = {1, 2, . . . , n} as the set of vertices and E ⊂ V × V as the set
of edges in G. We write i ∼ j to indicate that the vertices i, j ∈ V are adjacent in G. The degree
of the vertex i, denoted by δi, equals the number of vertices in V that are adjacent to i. Given a
set of distinct vertices i1, . . . , ik ∈ V , the sequence i1 ∼ i2 ∼ · · · ∼ ik is called a path in G. For
k ≥ 3, if i = j, a path i = i1 ∼ · · · ∼ ik = j is called a cycle. A graph G is said to be connected
if for each i, j ∈ V there exist a path i = i1 ∼ · · · ∼ ik = j. A graph G which is not connected is
called disconnected. An acyclic connected graph is called a tree.
A vertex v of a graph G is a cut vertex of G if G − v is disconnected, and in this case, each
connected component is called a block. Unless specified otherwise, all the graphs considered in
this manuscript are connected and do not have loops or multiple edges.
A graph with n vertices is called complete, if each vertex of the graph is adjacent to every other
vertex and is denoted by Kn. A graph G = (V,E) said to be bipartite if V can be partitioned into
two subsets V1 and V2 such that E ⊂ V1×V2. A bipartite graph G = (V,E) with the partition V1
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and V2 is said to be a complete bipartite graph, if every vertex in V1 is adjacent to every vertex of
V2 and vice versa. The complete bipartite graph with |V1| = m and |V2| = n is denoted by Km,n.
A connected graph G is a metric space with respect to the metric d, where d(i, j) equals the
length of the shortest path from i and j. Before proceeding further, we state definitions of the
distance matrix and the Laplacian matrix of a graph G.
Definition 1.1. Let G be a graph with n vertices. The distance matrix of a graph G is an n× n
matrix, denoted by D(G) = [dij ], where
dij =
d(i, j) if i 6= j, i, j ∈ V,0 if i = j, i, j ∈ V.
Definition 1.2. Let G be a graph with n vertices. The Laplacian matrix of G is an n×n matrix,
denoted as L(G) = [lij ], where
lij =

δi if i = j
−1 if i 6= j, i ∼ j
0 otherwise
It is well known that L(G) is a positive semi-definite matrix with 0 as the smallest eigenvalue.
The second smallest eigenvalue of G, say λ2(G), is positive if and only if G is connected. Spectral
properties of the Laplacian matrix are extensively studied in algebraic graph theory (see for
example, [1]).
Let T be a tree with n vertices. In [9], the authors proved that the determinant of the distance
matrix D(T ) of T is given by detD(T ) = (−1)n−1(n − 1)2n−2. Note that, the determinant does
not depend on the structure of the tree but the number of vertices. In [10], it was shown that
the inverse of the distance matrix of a tree is given by D(T )−1 = −
1
2
L(T ) +
1
2(n − 1)
ττ t, where,
τ = (2−δ1, 2−δ2, ..., 2−δn)
t. The above expression gives an formula for inverse of distance matrix
of a tree in terms of the Laplacian matrix.
The determinant and the inverse of the distance matrix were also studied for bidirected trees
and weighted trees (see for details [3, 16]). Further, in [2] similar results were studied for q-analog
of the distance matrix, which is a generalization of the distance matrix for a tree. The inverse of
the distance matrix has been explored for graphs such as block graphs, bi-block graphs, cactoid
digraph, and cycle clique graphs (for details, see [4, 11, 12, 13]). In this article, we are interested
in computing the determinant and inverse of the distance matrix for certain classes of completely
positive graphs.
1.1 Completely Positive Graphs
A matrix is said to be doubly nonnegative if it is both entrywise nonnegative and positive semidef-
inite.
Definition 1.3. A real symmetric matrix A is called completely positive (cp-matrix) if it can be
decomposed as A = BBt, where B is a (not necessarily square) nonnegative matrix.
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Figure 1: T4, T5, T6
Given an n × n symmetric matrix A, we can associate a graph G(A) with the matrix. The
vertices of G(A) are 1, 2, . . . , n and i ∼ j in G(A) if and only if i 6= j and aij 6= 0. With this
terminology let us state the definition of completely positive graph.
Definition 1.4. A graph G is said to be a completely positive graph (cp-graph), if every doubly
nonnegative, symmetric matrix A whose graph is G is completely positive.
There are many equivalent conditions to prove that a graph G is completely positive. We state
a few of these. For n ≥ 3, let Tn be a graph consisting of (n − 2) triangles and a common base
(see Figure 1). Some of the equivalent conditions are stated below.
Theorem 1.5. [8, Corollary 2.6] The following properties of a graph G are equivalent:
(i) G is a cp-graph.
(ii) Each block of G is a cp-graph.
(iii) Each block of G is either bipartite, or a K4, or a Tn.
A graph said to be a bi-block graph if each of its blocks are complete bipartite graphs. Note
that every tree is a bipartite graph. The determinant and inverse of the distance matrix have been
studied for these graphs and interestingly the formula for the inverse of the distance matrix comes
in terms of Laplacian matrix (or Laplacian like) matrix (for details, see [9, 10, 13]). In view of the
Theorem 1.5, both bi-block graphs and trees are cp-graphs. In this article, our primary interest
is to study the determinant and inverse of the distance matrix of a class of cp-graphs such that
each of its blocks are Tn, for a fixed n and with a central cut vertex. We denote such graph as
T
(b)
n , where b (≥ 2) represent number of blocks (see Figure 2).
Let D(T
(b)
n ) denote the distance matrix of T
(b)
n . Similar to the case of bi-block graphs and
trees, we establish that D(T
(b)
n )−1 can be expressed in terms of the Laplacian matrix L(T
(b)
n ) and
a new matrix R(T
(b)
n ). To be precise, for n 6= 6 and b ≥ 2, the expression for D(T
(b)
n )−1 is given
by
D(T (b)n )
−1 = −
1
2
L(T (b)n ) +
1
2b
J +
1
2(n − 6)b
R(T (b)n ), (1.1)
where, J is the matrix of all one’s.
3
1 2
9
5 6
3
4
7
8
1 2
3
4
9
5 6
7
8
1 2
3
4
5
16
6 7
8
9
10
15 14 13
11
12
Figure 2: T
(4)
3 , T
(2)
5 , T
(3)
6
This article is organized as follows. In Section 1.2, we recall necessary results from matrix
theory and also fix a few notations which will be used throughout this article. In Section 2, we
compute the determinant and inverse of the distance matrix of single blocks of Tn, Km,n (m =
n 6= 2) and K4. In Section 3, we compute the determinant of the distance matrix of T
(b)
n and
find its inverse, whenever it exists. The manuscript ends with a section on some properties of the
matrix related to R(T
(b)
n ), that appears in Eqn (1.1).
1.2 Notations and Some Preliminary Results
We begin this section by introducing a few notations. Let In and 1n, denote the identity matrix
and the column vector of all ones of order n respectively. Further, Jm×n denotes the m×n matrix
of all ones and if m = n, we use the notation Jm. We write 0m×n to represent zero matrix of
order m× n and simply write 0. We omit the order of the matrices, unless necessary.
Let A be an m × n matrix. If S1 ⊂ {1, · · · ,m}, S2 ⊂ {1, · · · , n}, then A[S1|S2] denotes the
submatrix of A determined by the rows corresponding to S1 and the columns corresponding to
S2. If S1 = S2 = S, we write A[S] to denote the principal submatrix of A determined by the set
S. Given a matrix A, we use At to denote the transpose of the matrix A.
Let B be an n× n matrix partitioned as
B =
 B11 B12
B21 B22
 , (1.2)
where B11 and B22 are square matrices. If B11 is nonsingular, then the Schur complement of B11
in B is defined to be the matrix B/B11 := B22 − B21B
−1
11 B12. Similarly, if B22 is nonsingular,
then the Schur complement of B22 in B is defined to be the matrix B/B22 := B11 −B21B
−1
22 B12.
The next result gives us the inverse of a partitioned matrix using Schur complement, whenever
the matrix is invertible.
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Proposition 1.6. ([1]) Let B be a nonsingular matrix partitioned as in Eqn (1.2). Suppose B11
is square and invertible. Then
B−1 =
 B−111 +B−111 B12(B/B11)−1B21B−111 −B−111 B12(B/B11)−1
−(B/B11)
−1B21B
−1
11 (B/B11)
−1

Given two matrices A and B of the same size such that A and B are invertible, it is not
necessary that A + B is invertible. However, when both A and A + B are invertible and B has
rank 1, then in [14] the author obtained a formula for the inverse of A+B and the result is stated
below.
Theorem 1.7. ([14]) If A and A+B are invertible, and B has rank 1, let g = trace(BA−1), then
g 6= −1 and
(A+B)−1 = A−1 −
1
1 + g
A−1BA−1.
We end this section with a standard result on computing determinant of block matrices.
Proposition 1.8. ([15]) Let A11 and A22 be square matrices. Then
det
 A11 0
A21 A22
 = detA11 × detA22.
2 Determinant and Inverse of Single Blocks
We begin this section with the study of the distance matrix of a single block Tn. We find an
expression for the determinant of the distance matrix of Tn, namely D(Tn). It turns out that
detD(Tn) 6= 0 and we provide formula the inverse of the D(Tn).
We discuss the choice of vertex indexing for the graph Tn as it is essential to our proofs. We
recall that for n ≥ 3, Tn is the graph with n vertices consisting of n− 2 triangles with a common
base. Let {1, 2, . . . , n} be the vertex set of Tn and we denote 1, 2 as the base vertices and 3, 4, . . . , n
as non-base vertices (for example see Figure 1). Throughout this article, unless stated otherwise,
we will follow the above vertex indexing for Tn.
Let A2 =
[
0 1
1 0
]
. The distance matrix of Tn can be written in the following block matrix
form
D(Tn) =
 A2 J2×(n−2)
J(n−2)×2 2(Jn−2 − In−2)
 . (2.1)
We have the following theorem for the determinant of D(Tn).
Theorem 2.1. Let n ≥ 3 and D(Tn) = [dij ] be the distance matrix of the graph Tn. Then the
determinant of D(Tn) equals (−1)
n−12n−2.
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Proof. We first add the first two columns of the distance matrix D(Tn) and subtract this from
third column onwards to get a matrix of the form A2 02×(n−2)
J(n−2)×2 −2In−2
 .
Proposition 1.8 yields the result.
Note that for n ≥ 3, detD(Tn) is non-zero, and consequently the inverse of D(Tn) exists.
Before proceeding further we need a few lemmas which are useful to prove our result. In the next
lemma we prove some standard properties of the matrix aIn + bJn.
Lemma 2.2. Let n ≥ 2 and Jn, In be matrices as defined before. For a 6= 0, the eigenvalues of
aIn + bJn are a with multiplicity n − 1, a + nb with multiplicity 1. The determinant is given by
an−1(a+nb). Moreover, the matrix is invertible if and only if a+nb 6= 0 and the inverse is given
by
(aIn + bJn)
−1 =
1
a
(
In −
b
a+ nb
Jn
)
.
Proof. It is easy to see that the result is true for b = 0. For b 6= 0, (−1, 1, 0, · · · , 0)t is an
eigenvector of aIn+ bJn corresponding to the eigenvalue a. Let B = aIn+ bJn. As B− aIn = bJn
is a rank 1 matrix, a is an eigenvalue of aIn + bJn with geometric multiplicity n − 1. Also, note
that the row sum and column sum of aIn+ bJn are same and equal to a+nb. Therefore a+nb is
an eigenvalue of aIn+bJn with eigenvector 1n. Thus, the determinant of aIn+bJn is a
n−1(a+nb)
and it can be checked that 1
a
(
In −
b
a+nbJn
)
is the inverse of aIn + bJn, whenever a+ nb 6= 0.
Let us state a lemma without proof that will be used in computing the inverse of D(Tn).
Lemma 2.3. Let A2 and Jr×s be the matrices defined as above. Then,
1. A22 = I2.
2. A2J2×s = J2×s, Jr×2A2 = Jr×2 and A2J2A2 = J2.
3. Jr×tJt×s = tJr×s.
We now compute the inverse of D(Tn).
Theorem 2.4. Let D(Tn) be the distance matrix of the graph Tn for n ≥ 3. Then,
D(Tn)
−1 =
 A2 − n−22 J2 12J2×(n−2)
1
2J(n−2)×2 −
1
2In−2
 .
Proof. The proof uses Schur complements. The Schur complement of A2 in D(Tn) is given by
D(Tn)/A = 2(Jn−2 − In−2)− J(n−2)×2A
−1
2 J(n−2)×2. Using Lemmas 2.2, 2.3 and Proposition 1.6,
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we have
D(Tn)
−1 =
 A−12 +A−12 J2×(n−2)(D(Tn)/A2)−1)J(n−2)×2A−12 A−12 J2×(n−2)(D(Tn)/A2)−1
−(D(Tn)/A2)
−1J(n−2)×2A
−1
2 (D(Tn)/A2)
−1

=
 A2 − n−22 J2 12J2×(n−2)
1
2J(n−2)×2 −
1
2In−2
 .
Similar to the result for trees, the next corollary gives another representation for the D(Tn)
−1
in terms of the Laplacian matrix L(Tn) of Tn, which, in this case is given by
L(Tn) =
 (n− 1)I2 −A2 −J2×(n−2)
−J(n−2)×2 2In−2

Corollary 2.5. Let D(Tn) and L(Tn) be the distance and Laplacian matrices respectively, of the
graph Tn. Then,
D(Tn)
−1 = −
1
2
L(Tn) +
1
2
Jn +
1
2
R(Tn),
where,
R(Tn) =
 −(n− 2)A2 −J2×(n−2)
−J(n−2)×2 In−2 − Jn−2
 . (2.2)
The following result gives some properties of the matrix R(Tn). Let B = {1, 2} be the set
of base vertices and N = {3, 4, · · · , n} be the set of non-base vertices of Tn. Theorem 2.6 below
gives us the eigenvalues of principal submatrices R(Tn)[B] and R(Tn)[N ] of D(Tn).
Theorem 2.6. The eigenvalues of R(Tn)[B] are ±(n−2), each with multiplicity 1 and the eigen-
values of R(Tn)[N ] are 1− n with multiplicity 1 and 1 with multiplicity n− 3.
Proof. By Lemma 2.2, the eigenvalues of A2 are ±1 each with multiplicity 1, so the eigenvalues of
R(Tn)[B] are ±(n−2), each with multiplicity 1. Further, by Eqn. (2.2), R(Tn)[N ] = In−2−Jn−2.
The result now follows from Lemma 2.2.
We now find the determinant and inverse of the distance matrix corresponding to a complete
bipartite graph. These results have appeared in the work of Hou et al [13], but the proofs and
techniques given in this article are completely different than theirs.
Let Km,n be the complete bipartite graph with m + n vertices. Let {1, 2, . . . ,m} and {m +
1,m+ 2, . . . ,m+ n} be the vertex set partition of Km,n. Then the distance matrix of Km,n is in
the following block form:
D(Km,n) =
 2(Jm − Im) Jm×n
Jn×m 2(Jn − In)
 .
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Theorem 2.7. Let D(Km,n) = [dij ] be the distance matrix of Km,n. Then the determinant of
D(Km,n) is given by
detD(Km,n) = (−2)
m+n−2 × (4(m− 1)(n − 1)−mn) .
Moreover, detD(Km,n) = 0 if and only if m = n = 2.
Proof. As before we will use elementary row or column operations and as described below.
Algorithm 1: Determinant of D(Km,n)
1 begin
2 int i,j,k;
3 D˜[i][j] = dij
4 for j = 2 to m do
5 D˜[·][j] = D˜[·][j]− D˜[·][1]
6 j = j + 1
7 for j = m+ 2 to m+ n do
8 D˜[·][j] = D˜[·][j]− D˜[·][m+ 1]
9 j = j + 1
10 D˜[1][·] =
m∑
k=1
D˜[k][·]
11 D˜[m+ 1][·] =
m+n∑
k=m+1
D˜[k][·]
12 return D˜[i][j]
After applying the Algorithm 1 on D(Km,n), the resulting matrix D˜(Km,n) has the following
block matrix form:
D˜(Km,n) =

2(m− 1) 01×(m−1) m 01×(n−1)
21(m−1) −2Im−1 1(m−1) 0(m−1)×(n−1)
n 01×(m−1) 2(n− 1) 01×(n−1)
1(n−1) 0(n−1)×(m−1) 21(n−1) −2In−1
 .
We repartition the matrix D˜(Km,n) so that D˜(Km,n) =
 A˜11 0
∗ A˜22
 , where
A˜11 =

2(m− 1) 01×(m−1) m
21(m−1) −2Im−1 1(m−1)
n 01×(m−1) 2(n − 1)

and A˜22 = −2In−1. Then, det A˜11 = (−2)
m−1× (4(m− 1)(n − 1)−mn) , by expanding along the
first row. Thus, using Proposition 1.8, we get
det D˜(Km,n) = (det A˜11)(det A˜22) = (−2)
m−1 × (4(m− 1)(n − 1)−mn)× (−2)n−1.
It is easy to see that the necessary and sufficient condition for detD(Km,n) = 0 is m = n = 2.
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Lemma 2.8. Let n 6= 1 and D(Kn,1) be the distance matrix of the star graph Kn,1. Then,
D(Kn,1)
−1 =

1
2n
Jn −
1
2
In
1
n
1n×1
1
n
11×n −
2(n− 1)
n
 .
Proof. By Lemma 2.3, the matrix 2(Jn − In) is invertible, so the Schur complement of 2(Jn − In)
in D(Kn,1) is given by D(Kn,1)/2(Jn − In) = −
n
2(n − 1)
. Then by using Proposition 1.6, the
required result follows.
Lemma 2.9. Let m,n 6= 1 and m = n 6= 2. Let D(Km,n) be the distance matrix of the complete
bipartite graph Km,n. Then,
D(Km,n)
−1 =

3n− 4
2(3mn − 4(m+ n− 1))
Jm −
1
2
Im −
1
3mn− 4(m+ n− 1)
Jm×n
−
1
3mn− 4(m+ n− 1)
Jn×m
3m− 4
2(3mn − 4(m+ n− 1))
Jn −
1
2
In
 .
Proof. By Lemma 2.3, the matrix 2(Jm − Im) is invertible and so the Schur complement of
2(Jm − Im) in D(Km,n) is given by
D(Km,n)/2(Jm − Im) = 2(Jn − In)− Jn×m[2(Jm − Im)]
−1Jm×n (2.3)
= 2(Jn − In)− Jn×m
[
1
2
(
1
m− 1
Jm − Im)
)]
Jm×n
= 2(Jn − In)−
m
2(m− 1)
Jn
= A+B,
where A = 2(Jn − In) and B = −
m
2(m− 1)
Jn. Note that, A+ B = −2In +
3m− 4
2(m− 1)
Jn is of the
form aIn + bJn, where a+ nb = 0 if and only if m = n = 2. By Lemma 2.2, A+B is invertible if
and only if m = n 6= 2.
Further, BA−1 = −
m
4(m− 1)(n − 1)
Jn and g = trace(BA
−1) = −
mn
4(n− 1)(m − 1)
. So, 1+g =
3mn− 4(m+ n− 1)
4(n − 1)(m− 1)
and A−1BA−1 = −
m
8(m− 1)(n− 1)2
Jn. Since, 1 + g 6= 0 for m = n 6= 2, by
Eqn (2.3) and Theorem 1.7, we have
(D(Km,n)/2(Jn − In))
−1 = (A+B)−1 =
3m− 4
2(3mn − 4(m+ n− 1))
Jn −
1
2
In.
Finally, Proposition 1.6 and Lemma 2.2 yield
D(Km,n)
−1 =

3n− 4
2(3mn − 4(m+ n− 1))
Jm −
1
2Im −
1
3mn− 4(m+ n− 1)
Jm×n
−
1
3mn− 4(m+ n− 1)
Jn×m
3m− 4
2(3mn − 4(m+ n− 1))
Jn −
1
2In
 .
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Theorem 2.10. Let m = n 6= 2 and D(Km,n) be the distance matrix of the complete bipartite
graph Km,n. Then,
D(Km,n)
−1 =

3n− 4
2(3mn − 4(m+ n− 1))
Jm −
1
2Im −
1
3mn− 4(m+ n− 1)
Jm×n
−
1
3mn− 4(m+ n− 1)
Jn×m
3m− 4
2(3mn − 4(m+ n− 1))
Jn −
1
2In
 .
Proof. When m = n = 1, D(Km,n) = A2. When m,n > 1 the result follows from Lemmas 2.8
and 2.9.
Note that the Laplacian matrix of the complete bipartite graph Km,n with m + n vertices is
given by L(Km,n) =
 nIm −Jm×n
−Jn×m mIn
. The next corollary gives a representation of inverse
of the D(Km,n) in terms of the Laplacian matrix.
Corollary 2.11. Let m = n 6= 2 and D(Km,n) be the distance matrix of the complete bipartite
graph Km,n. Then,
D(Km,n)
−1 = −
1
2
L(Km,n) +
1
2
Jm+n +
1
2
R(Km,n),
where,
R(Km,n) =

(4m+ 7n)− (3mn + 8)
(3mn− 4(m+ n− 1))
Jm + (n− 1)Im −2
(
1
3mn− 4(m+ n− 1)
+ 1
)
Jm×n
−2
(
1
3mn− 4(m+ n− 1)
+ 1
)
Jn×m
(4n + 7m)− (3mn+ 8)
(3mn− 4(m+ n− 1))
Jn + (m− 1)In
 .
Given a complete bipartite graph Km,n with the vertex partition V1 and V2, with |V1| = m
and |V2| = n, consider the matrix R(Km,n) as defined in Corollary 2.11 and let R(Km,n)[V1] and
R(Km,n)[V2] be the principal submatrices of R(Km,n) corresponding to V1 and V2, respectively.
It can be seen that R(Km,n)[V1] and R(Km,n)[V2] are of the form aI + bJ . Using Lemma 2.2 we
can explicitly compute the eigenvalues of these matrices which is stated as a theorem below.
Theorem 2.12. Let Km,n be the complete bipartite graph and R(Km,n) be the matrix defined in
Corollary 2.11. Then R(Km,n)[V1] has eigenvalue n − 1, with multiplicity m − 1 and n − 1 +
m
[
(4m+ 7n)− (3mn + 8)
3mn− 4(m+ n− 1)
]
, with multiplicity 1 and R(Km,n)[V2] has eigenvalues m − 1, with
multiplicity n− 1 and m− 1 + n
[
(4m+ 7n)− (3mn + 8)
3mn− 4(m+ n− 1)
]
, with multiplicity 1.
We conclude the section for single blocks of cp-graphs with the following result on the distance
matrix of K4.
Theorem 2.13. Let K4 be the complete graph on 4 vertices and D(K4) be the distance matrix of
K4. Then detD(K4) = −3 and D(K4)
−1 = −12L(K4)+
1
2J4+
1
2R(K4), where R(K4) = 2I4−
4
3J4.
Proof. The distance matrix of K4 is D(K4) = J4− I4. Note that detD(K4) = −3 and the inverse,
D(K4)
−1 = 13J4 − I4, follows from Lemma 2.2.
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3 Determinant and Inverse of D(T
(b)
n )
In this section, we compute the determinant of the distance matrix of T
(b)
n and find a formula
for the inverse whenever it exists. Similar to the single block case, the indexing of the vertices
is important to the ideas used in our results. We discuss the indexing of vertices of T
(b)
n below.
Recall that T
(b)
n is a cp-graph consisting of b blocks, where each of the block is Tn and with a
central cut vertex (see Figure 2). Therefore, |V (T
(b)
n )| = b(n − 1) + 1 and |E(T
(b)
n )| = b(2n− 3).
Let V (T
(b)
n ) = {1, 2, . . . , b(n − 1) + 1} be the vertex set of T
(b)
n , where b(n − 1) + 1 represents
the cut vertex. Now let us write V (T
(b)
n ) as a disjoint union given below.
V (T (b)n ) = {(k − 1)(n − 1) + i : k = 1, 2, . . . , b and i = 1, 2, . . . , n− 1} ∪ {b(n− 1) + 1}
= ∪bk=1{(k − 1)(n − 1) + i : i = 1, 2, . . . , n − 1} ∪ {b(n − 1) + 1}
Let G1, G2, . . . , Gb be the b blocks of T
(b)
n . For each block Gk, 1 ≤ k ≤ b,
V (Gk) = {(k − 1)(n − 1) + i : i = 1, 2, . . . , n− 1} ∪ {b(n − 1) + 1}.
Further, for each block, the first two vertices represent the base vertices and the remaining repre-
sent the non-base vertices.
Let D(T
(b)
n ) be the distance matrix of T
(b)
n . Then,
D(T (b)n ) =

D1 D2 D2 · · · D2 d3
D2 D1 D2 · · · D2 d3
...
...
...
. . .
...
...
D2 D2 D2 · · · D1 d3
dt3 d
t
3 d
t
3 · · · d
t
3 0

where, (3.1)
Case 1: (n = 3)
D1 = A2, D2 = 2J2 and d3 = 12.
Case 2: (n ≥ 4)
D1 =
[
A2 J2×(n−3)
J(n−3)×2 2(Jn−3 − In−3)
]
,D2 =
[
2J2 3J2×(n−3)
3J(n−3)×2 4Jn−3
]
and d3 =
[
12
21n−3
]
.
Theorem 3.1. Let D(T
(b)
n ) = [dij ] be the distance matrix of T
(b)
n . Then the determinant of
D(T
(b)
n ) is given by
detD(T (b)n ) = (−1)
b(n−4)+1 × 2b(n−3)+1 × b× (n− 6)b−1.
Proof. Our aim is to use elementary row or column operations to obtain the detD(T
(b)
n ). Let
σ = (2, (n − 1)b + 1) be the transposition and Pσ = (pij) be the corresponding permutation
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matrix. The elementary row or column operations are summarized below as an algorithm.
Algorithm 2: Determinant of D(T
(b)
n )
1 begin
2 int i,j,k,t,b,n;
3 D˜[i][j] = dij
4 Pσ[i][j] = pij
5 for i = 1 to (n− 1) do
6 D˜[i][·] =
b−1∑
t=0
D˜[(n− 1)t+ i][·]
7 i = i+ 1
8 for k = 1 to (b− 1) do
9 for j = 1 to (n− 1) do
10 D˜[·][(n− 1)k + j] = D˜[·][(n− 1)k + j]− D˜[·][j]
11 j = j + 1
12 k = k + 1
13 for k = 0 to (b− 1) do
14 D˜[k(n− 1) + 1][·] =
2∑
t=1
D˜[k(n− 1) + t][·]
15 while (n > 3) do
16 D˜[k(n− 1) + 3][·] =
n−1∑
t=3
D˜[k(n− 1) + t][·]
17 k = k + 1
18 for k = 0 to (b− 1) do
19 D˜[·][k(n− 1) + 2] = D˜[·][k(n− 1) + 2]− D˜[·][k(n− 1) + 1]
20 while (n > 4) do
21 for j = 4 to (n− 1) do
22 D˜[·][k(n− 1) + j] = D˜[·][k(n− 1) + j]− D˜[·][k(n− 1) + 3]
23 j = j + 1
24 k = k + 1
25 while (n > 3) do
26 for k = 1 to (b− 1) do
27 D˜[·][k(n− 1) + 1] = D˜[·][k(n− 1) + 1]− D˜[·][k(n− 1) + 3]
28 k = k + 1
29 for k = 1 to (b− 1) do
30 D˜[·][k(n− 1) + 3] = D˜[·][k(n− 1) + 3] + 4× D˜[·][k(n− 1) + 1] + 2×D[·][k(n− 1) + 2]
31 k = k + 1
32 Compute : D˜ = PσD˜Pσ
33 return D˜[i][j]
Note that in step 32 of the above Algorithm, the permutation matrix Pσ is multiplied twice
and will therefore not change the sign of the determinant. Hence detD(T
(b)
n ) = det D˜(T
(b)
n ). The
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resulting matrix obtained from the above algorithm is given by
D˜(T (b)n ) =

D˜1(T
(b)
n ) 0 · · · 0 0
∗ D˜2(T
(b)
n ) · · · 0 0
...
...
. . .
...
...
∗ ∗ · · · D˜2(T
(b)
n ) 0
∗ ∗ · · · ∗ −1

where, the matrices D˜1(T
(b)
n ) and D˜2(T
(b)
n ) are of the following forms:
Case 1: (n = 3)
D˜1(T
(b)
3 ) =
[
4(b− 1) + 1 2b
1 0
]
and D˜2(T
(b)
3 ) =
[
−3 0
−1 −1
]
.
Case 2: (n = 4)
D˜1(T
(b)
4 ) =
 4(b− 1) + 1 2b 2(3(b− 1) + 1)1 0 2
(3b− 2) 2b 4(b− 1)
 and D˜2(T (b)4 ) =
 1 0 01 −1 0
2 0 4
 .
Case 3: (n ≥ 5)
D˜1(T
(b)
n ) =

4(b− 1) + 1 2b 2(3(b− 1) + 1)
1 0 2 0
(n− 3)(3b− 2) 2b(n− 3) 4(n− 3)(b− 1) + 2(n− 4)
∗ −2In−4
 and (3.2)
D˜2(T
(b)
n ) =

1 0 0
∗ −1 0 0
∗ ∗ −2(n− 6)
∗ −2In−4
 .
The matrix D˜(T
(b)
n ) can be rewritten in the following form
[
D˜1(T
(b)
n ) 0
∗ Y
]
, where Y is a lower
triangular matrix of the form
Y =

D˜2(T
(b)
n ) · · · 0 0
...
. . .
...
...
∗ · · · D˜2(T
(b)
n ) 0
∗ · · · ∗ −1
 .
Since each D˜2(T
(b)
n ) is a lower triangular matrix, using Proposition 1.8, we have detD(T
(b)
n ) =
det D˜1(T
(b)
n )× detY and hence the desired result follows.
The above result shows that the detD(T
(b)
n ) depends only on the number of vertices in each
block and the number of blocks. It can be seen by substituting b = 1, the formula for detD(Tn)
coincides with the one obtained in Theorem 2.1.
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Further, Theorem 3.1 implies that detD(T
(b)
n ) 6= 0 when n 6= 6 and b ≥ 2. To determine
D(T
(b)
n )−1 when n 6= 6 and b ≥ 2, we first express the Laplacian matrix L(T
(b)
n ) of T
(b)
n , which in
block form is given by
L(T (b)n ) =

L1 0 · · · 0 l2
0 L1 · · · 0 l2
...
...
. . .
...
...
0 0 · · · L1 l2
lt2 l
t
2 · · · l
t
2 2b

, where (3.3)
Case 1: (n = 3)
L1 = (n− 1)I2 −A2 , l2 = −12
Case 2: (n ≥ 4)
L1 =
[
(n− 1)I2 −A2 −J2×(n−3)
−J(n−3)×2 2In−3
]
and l2 =
[
−12
0(n−3)×2
]
.
Similar to the case of single blocks of cp-graphs we express the inverse of the distance matrix
of T
(b)
n in terms of the Laplacian matrix. For that we define a matrix denoted by R(T
(b)
n ) whose
block matrix form is given by
R(T (b)n ) =

R1 R2 R2 · · · R2 r3
R2 R1 R2 · · · R2 r3
...
...
...
. . .
...
...
R2 R2 R2 · · · R1 r3
rt3 r
t
3 r
t
3 · · · r
t
3 r

, where (3.4)
Case 1: (n = 3)
R1 = −2(b− 1)I2 + (b+ 2)A2, R2 = 2J2, r3 = 3b12 and r = −6(b− 1)
2.
Case 1: (n ≥ 4)
R1 =
[
(n− 5)(n− 2)(b− 1)I2 + (n− 2)(b− (n− 5))A2 −((n− 4)b− 2)J2×(n−3)
−((n− 4)b− 2)J(n−3)×2 b(n− 6)In−3 + (b− (n− 5))Jn−3
]
,
R2 =
[
−(n− 5)(n− 2)J2 2J2×(n−3)
2J(n−3)×2 −(n− 5)Jn−3
]
, r3 =
[
(n− 6)× [(n− 4)b− (n− 3)]12
−b(n− 6)1n−3
]
and (3.5)
r = −(n− 5)(n− 6)(b− 1)2.
The next theorem gives us the inverse of D(T
(b)
n ), whenever it exists. We separately consider
the case when n = 3 first.
Lemma 3.2. Let b ≥ 2 and D(T
(b)
3 ) be the distance matrix of the graph T
(b)
3 . Then, the inverse
of D(T
(b)
3 ) is given by
D(T
(b)
3 )
−1 = −
1
2
L(T
(b)
3 ) +
1
2b
J −
1
6b
R(T
(b)
3 ),
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where L(T
(b)
3 ) is the Laplacian matrix of T
(b)
3 , J is the matrix is of all one’s with conformal order
and R(T
(b)
3 ) is the matrix as defined in Eqn (3.4).
Proof. Let us define X := −
1
2
L(T
(b)
3 )+
1
2b
J −
1
6b
R(T
(b)
3 ). This gives the block matrix form of X
as
X =

X1 X2 X2 · · · X2 x3
X2 X1 X2 · · · X2 x3
...
...
...
. . .
...
...
X2 X2 X2 · · · X1 x3
xt3 x
t
3 x
t
3 · · · x
t
3 x

,
where,
X1 = −
1
6b
[(4b − 1)J2 − 6bA2], X2 =
1
6b
J2, x3 =
1
2b
12 and x =
3− 4b
2b
.
Let Y = D(T
(b)
3 )X = (Yij) be a (b+1) dimensional block matrix, where D(T
(b)
3 ) is the distance
matrix of T
(b)
3 as defined in Eqn (3.1). For i = j, i = 1, 2, ..., b, we have
Yij = D1X1 + (b− 1)D2X2 + d3x
t
3 (3.6)
= −
1
6b
[(4b − 1)J2 − 6bI2] + (b− 1)
2
3b
J2 +
1
2b
J2 = I2,
and for i 6= j, i, j = 1, 2, ..., b, we get
Yij = D1X2 +D2X1 + (b− 2)D2X2 + d3x
t
3 (3.7)
=
1
6b
J2 +
2(1 − b)
3b
J2 + (b− 2)
2
3b
J2 +
1
2b
J2 = 02
Next, for i = b+1, j = 1, 2, ..., b, we obtain Yij = d
t
3X1+(b−1)d
t
3X2 =
(1− b)
3b
1
t
2+(b−1)
1
3b
1
t
2 =
01×2 and similarly for j = b+ 1, i = 1, 2, ..., b we getYij = D1x3 + (b − 1)D2x3 + d3x =
1
2b
12 +
(b− 1)
2
b
12 +
3− 4b
2b
12 = 02×1. Further for i = j = b+ 1, we have Yij = bd
t
3x3 = b
1
2b
1
t
212 = 1.
From the above calculations, it is clear that Y = I, the identity matrix and hence the desired
result follows.
Theorem 3.3. Let n 6= 6, b ≥ 2 and D(T
(b)
n ) be the distance matrix of the graph T
(b)
n . Then, the
inverse of D(T
(b)
n ) is given by
D(T (b)n )
−1 = −
1
2
L(T (b)n ) +
1
2b
J +
1
2(n − 6)b
R(T (b)n ),
where L(T
(b)
n ) is the Laplacian matrix of T
(b)
n , J is the matrix is of all ones with conformal order
and R(T
(b)
n ) is the matrix as defined in Eqn (3.4).
Proof. For the case n = 3, the inverse of the distance matrix of T
(b)
3 was computed in Lemma 3.2.
Now we proceed with the proof for the case n ≥ 4, let us denote
X = −
1
2
L(T (b)n ) +
1
2b
J +
1
2(n − 6)b
R(T (b)n ),
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whose block matrix form is given by
X =

X1 X2 X2 · · · X2 x3
X2 X1 X2 · · · X2 x3
...
...
...
. . .
...
...
X2 X2 X2 · · · X1 x3
xt3 x
t
3 x
t
3 · · · x
t
3 x

,
where,
X1 =
1
2b(n− 6)
[
(4b− (n− 4)2)J2 + 2b(n− 6)A2 (n− 4− 2b)J2×(n−3)
(n− 4− 2b)J(n−3)×2 −(n− 6)bIn−3 + (b− 1)Jn−3
]
, (3.8)
X2 =
1
2b(n− 6)
[
−(n− 4)2J2 (n− 4)J2×(n−3)
(n− 4)J(n−3)×2 −Jn−3
]
, x3 =
1
2b
[
[b(n− 3)− (n− 4)]12
−(b− 1)1n−3
]
and(3.9)
x =
1
2b
[
−n(b− 1)2 + (3b2 − 10b+ 6)
]
.
Let Y = D(T
(b)
n )X = (Yij) be a (b + 1) dimensional block matrix, where Yij are block matrices
of conformal order, given by
Yij =

D1X1 + (b− 1)D2X2 + d3x
t
3, if i = j, i = 1, 2, ..., b,
D1X2 +D2X1 + (b− 2)D2X2 + d3x
t
3, if i 6= j, i, j = 1, 2, ..., b,
dt3X1 + (b− 1)d
t
3X2, if i = b+ 1, j = 1, 2, ..., b,
D1x3 + (b− 1)D2x3 + d3x, if j = b+ 1, i = 1, 2, ..., b,
bdt3x3, if i = j = b+ 1,
(3.10)
where D1,D2 and d3 are defined as in Eqn (3.4).
Now, for the sake of simplicity, we compute the above five cases of block matrices Yij in five
different steps.
Step 1 : Yij , for i = j, i = 1, 2, ..., b
Note that, D1X1 =
1
2b(n− 6)
[
(n− 3)(n− 4− 2b)J2 + 2b(n− 6)I2 (b− 1)J2×(n−3)
−2b(n− 6)J(n−3)×2 2b(n− 6)In−3
]
,
D2X2 =
1
2b(n− 6)
[
−(n− 4)(n − 7)J2 (n− 7)J2×(n−3)
−2(n− 4)(n − 6)J(n−3)×2 2(n − 6)Jn−3
]
and
d3x
t
3 =
1
2b
[
[b(n− 3)− (n− 4)]J2 −(b− 1)J2×(n−3)
2[b(n − 3)− (n− 4)]J(n−3)×2 −2(b− 1)Jn−3
]
.
Thus, for i = 1, 2, ..., b, and i = j, we have
Yij = D1X1 + (b− 1)D2X2 + d3x
t
3 = In−1.
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Step 2 : Yij, for i 6= j, i, j = 1, 2, ..., b
Now, D1X2 =
1
2b(n − 6)
[
(n− 4)J2 −J2×(n−3)
0(n−3)×2 0n−3
]
and
D2X1 =
1
2b(n − 6)
[
[−2b(n− 5)− (n− 4)(n − 7)]J2 (n + b− 7)J2×(n−3)
−2(n− 6)(n − 4 + b)J(n−3)×2 2(n − 6)Jn−3
]
.
Further, for i, j = 1, 2, ..., b, and i 6= j, substituting D2X2 and d3x
t
3 from Step 1, we get
Yi,j = D1X2 +D2X1 + (b− 2)D2X2 + d3x
t
3 = 0n−1.
Step 3 : Yij, for i = b+ 1, j = 1, 2, ..., b
Note that, dt3X1 =
(b− 1)
b(n − 6)
[
−(n− 4)1t2 1
t
n−3
]
, dt3X2 =
1
b(n − 6)
[
(n− 4)1t2 −1
t
n−3
]
, and
hence for i = b+ 1, j = 1, 2, ..., b, we have
Yij = d
t
3X1 + (b− 1)d
t
3X2 = 01×(n−1).
Step 4 : Yij, for j = b+ 1, i = 1, 2, ..., b
Since, D1x3 =
1
2b
[
12
2b1n−3
]
, d3x =
1
2b
[
−n(b− 1)2 + (3b2 − 10b+ 6)
] [ 12
21n−3
]
,
and D2x3 =
1
2b
[
[b(n − 3)− (n − 7)]12
[2b(n − 3)− 2(n− 6)]1n−3
]
, thus for j = b+ 1, i = 1, 2, ..., b, we have
Yij = D1x3 + (b− 1)D2x3 + d3x = 0(n−1)×1.
Step 5: Yij, for i = j = b+ 1
Since, dt3x3 =
1
2b
[
1
t
2 21
t
n−3
] [ [b(n− 3)− (n− 4)]12
−(b− 1)1n−3
]
=
1
b
, so
Yij = bd
t
3x3 = 1, for i = j = b+ 1.
From the above fives steps and Eqn (3.10), we get Y = I, the identity matrix and hence the
desired result follows.
Remark 3.4. It is easy to observe the following:
1. The following holds in Theorem 3.1 when n ≥ 5: D˜1(T
(b)
3 ) = D˜1(T
(b)
n )[{1, 2}], D˜1(T
(b)
4 ) =
D˜1(T
(b)
n )[{1, 2, 3}] and D˜2(T
(b)
4 ) = D˜2(T
(b)
n )[{1, 2, 3}].
2. When n ≥ 4, in Eqn (3.4), R1(T
b
3 ) = R1(T
b
n)[1, 2], R2(T
b
3 ) = R2(T
b
n)[{1, 2}] and r3(T
b
3 ) =
r3(T
b
n)[{1, 2} | {1}].
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4 Some properties of the matrix R(T
(b)
n )
In this section, we study the spectrum of certain principal submatrices of R(T
(b)
n ). In particular,
we consider principal submatrices of R(T
(b)
n ) corresponding to base and non-base vertices of T
(b)
n
and give two algorithms to compute all the eigenvalues of these matrices. For simplicity, we will
write R instead of R(T
(b)
n ).
Before proceeding further we first fix a few notions which will appear subsequently. Recall
that the vertex set of T
(b)
n is given by
V (T (b)n ) ={(k − 1)(n − 1) + i : k = 1, 2, . . . , b and i = 1, 2, . . . , n− 1} ∪ {b(n − 1) + 1}. (4.1)
Let c denote the central cut vertex; that is, c = b(n− 1) + 1. Note that the vertex set V (T
(b)
n )
can be partitioned into B, N and {c}, where the set B is the set of base vertices of each block
T
(b)
n and N is the set of non-base vertices of each block T
(b)
n excluding the central cut vertex. For
n ≥ 3 and b ≥ 2,
B = {(k − 1)(n − 1) + i : k = 1, 2, . . . , b and i = 1, 2},
N = {(k − 1)(n − 1) + i : k = 1, 2, . . . , b and i = 3, 4, . . . , n− 1}.
Example 4.1. From Figure 2, it can be seen that:
1. For T
(4)
3 , B = {1, 2, 3, 4, 5, 6, 7, 8} and N is the empty set.
2. For T
(2)
5 , B = {1, 2, 5, 6} and N = {3, 4, 7, 8}.
3. For T
(3)
6 , B = {1, 2, 6, 7, 11, 12} and N = {3, 4, 5, 8, 9, 10, 13, 14, 15}.
In what follows, we find the eigenvalues of the matrices R[B], R[N ] and R[N ∪ {c}], respec-
tively, where R[B], R[N ] and R[N ∪ {c}] are the principal submatrices of R corresponding the
vertices coming from B, N and N ∪ {c}, respectively. We begin by computing the eigenvalues of
R[B].
Theorem 4.2. Let n ≥ 3 and R[B] be the principal submatrix of R corresponding to the base
vertices B. The eigenvalues of R[B] are given by
Eigenvalues Multiplicity
−(n− 2)(n− 6)b 1
(n− 2)(n− 6)b b
(n− 2)(n− 4)b (b − 1)
Proof. Let B = R[B]−xI = (sij). The following algorithm helps in determining the characteristic
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polynomial of R[B].
Algorithm 3: Characteristics polynomial of R[B]
1 begin
2 int i,j,k,b;
3 B˜[i][j] = sij
4 for i = 1 to 2 do
5 B˜[i][·] =
b−1∑
k=0
B˜[2k + i][·]
6 for k = 2 to b do
7 for j = 1 to 2 do
8 B˜[·][2(k − 1) + j] = B˜[·][2(k − 1) + j]− B˜[·][j]
9 j = j + 1
10 k = k + 1
11 for k = 1 to b do
12 B˜[2(k − 1) + 1][·] = B˜[2(k − 1) + 1][·] + B˜[2(k − 1) + 2][·]
13 k = k + 1
14 for k = 1 to b do
15 B˜[·][2(k − 1) + 2] = B˜[·][2(k − 1) + 2]− B˜[·][2(k − 1) + 1]
16 k = k + 1
17 return B˜[i][j]
After applying the above algorithm to B, we get a matrix B˜ in the following block form:
B˜ =

B1 0 · · · 0
∗ B2 · · · 0
...
...
. . .
...
∗ ∗ · · · B2
 , where,
B1 =
 −x− (n− 2)(n− 6)b 0
∗ −x+ (n− 2)(n− 6)b
 and
B2 =
 −x+ (n− 2)(n− 4)b 0
∗ −x+ (n− 2)(n− 6)b
 .
Since both B1 & B2 are lower triangular matrices, so is the matrix B˜. Thus, the characteristic
polynomial of R[B] equals detB = det B˜ and is given by
χR[B](x) = (x+ (n− 2)(n − 6)b)(x − (n− 2)(n − 6)b)
b(x− (n− 2)(n − 4)b)b−1.
The desired result follows from this.
We now consider the eigenvalues of the principal submatricesR[N∪{c}] andR[N ], respectively,
where N consists of the non-base vertices and c is the central cut vertex. The case n = 3 is trivial,
since the set N ∪ {c} is a singleton set consisting of only the central cut vertex c = 2b+ 1.
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We give an algorithm which will be used to prove our subsequent results. Let X be an m×m
matrix, where m ≥ b(n− 3) and Pσ be the permutation matrix corresponding to the permutation
σ. Let us denote N := X −xI = (tij), where I is the identity matrix. We shall apply the following
algorithm to the matrix R[N ∪ {c}] and compute its eigenvalues. We break up the proof into two
cases and the same algorithm is used in both cases. We first consider the case n = 4.
Algorithm 4:
1 begin
2 int i, j, k, t, b, n
3 N˜ [i][j] = tij
4 Pσ[i][j] = pij
5 for i = 1 to (n− 3) do
6 N˜ [i][·] =
b−1∑
k=0
N˜ [(n− 3)k + i][·]
7 for k = 2 to b do
8 for j = 1 to (n− 3) do
9 N˜ [·][(n− 3)(k − 1) + j] = N˜ [·][(n− 3)(k − 1) + j]− N˜ [·][j]
10 j = j + 1
11 k = k + 1
12 while (n ≥ 5) do
13 for k = 1 to b do
14 for j = 1 to (n− 4) do
15 N˜ [·][(n− 3)(k − 1) + j] = N˜ [·][(n− 3)(k − 1) + j]− N˜ [·][(n− 3)k]
16 j = j + 1
17 k = k + 1
18 for k = 1 to b do
19 N˜ [(n− 3)k][·] =
(n−3)k∑
i=(n−3)(k−1)+1
N˜ [i][·]
20 k = k + 1
21 Compute : N˜ = PσN˜Pσ
22 return N˜ [i][j]
Lemma 4.3. Let n = 4 and R[N ∪ {c}] be the principal submatrix of R corresponding the vertex
set N ∪ {c}. Then, −b is an eigenvalue of R[N ∪ {c}] with multiplicity b− 1 and the remaining
two eigenvalues of R[N ∪ {c}] are roots of the polynomial p(x) = x2 + 2(b− 1)2x− 4b2.
Proof. When n = 4, R[N ∪ {c}] is a (b+ 1) × (b + 1) matrix. Let N = R[N ∪ {c}] − xI = (tij).
Consider the permutation matrix corresponding to the transposition σ = (2, b + 1). Applying
Algorithm 4 to N = R[N ∪ {c}] − xI, the resulting matrix N˜ has the following block matrix
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form:
N˜ =

N˜1 0 · · · 0
∗ N˜2 · · · 0
...
...
. . .
...
∗ ∗ · · · N˜2
 ,
where, N˜1 =
[
−x 2b2
2b −x− 2(b− 1)2
]
and N˜2 = −x − b. It follows that the characteristic
polynomial of N equals (x + b)b−1(x2 + 2(b − 1)2x − 4b2). The desired conclusion follows easily
from this.
Now we state and prove the result for the general case.
Theorem 4.4. Let n ≥ 5 and R[N ∪ {c}] be the principal submatrix of R corresponding the
vertex set N ∪ {c}. The eigenvalues of R[N ∪ {c}] are (2n− 9)b with multiplicity (b− 1) (n− 6)b
with multiplicity (n − 4)b and the remaining two eigenvalues are the solutions to the quadratic
polynomial p(x), where
p(x) = x2+(n− 6)
[
(n− 5)(b− 1)2 + (n− 4)b
]
x+ b(n− 6)2
[
(n− 4)(n − 5)(b − 1)2 − (n− 3)b2
]
.
Proof. The case n = 4, follows from Lemma 4.3. For n ≥ 5, R[N ∪{c}] is an m×m matrix, where
m = b(n− 3) + 1. Let N˜ = R[N ∪ {c}] − xI = (tij) and consider the permutation
σ = (2, b(n − 3) + 1)
b∏
k=1
((k − 1)(n − 3) + 1, k(n − 3)).
Proceeding with Algorithm 4, the resulting matrix N˜ has the following block matrix form
N˜ =

N˜1 0 · · · 0 0
∗ N˜2 · · · 0 0
...
...
. . .
... 0
∗ ∗ · · · N˜2 0
∗ 0 · · · 0 −x+ (n− 6)b

, where,
Case 1: (n = 5)
N˜1 =
[
−x+ b 2b2
b −x
]
and N˜2 =
[
−x+ b 0
b −x− b
]
.
Case 2: (n > 5)
N˜1 =
 −x− (n− 4)(n− 6)b −(n− 3)(n− 6)b
2
−b(n− 6) −x− (n− 5)(n− 6)(b− 1)2
0
0 (−x+ (n− 6)b)In−5
 and
N˜2 =
[
−x+ (2n− 9)b 0
∗ (−x+ (n− 6)b)In−4
]
.
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Therefore, for n ≥ 5, the characteristic polynomial of R[N ∪ {c}] is
p(x)(x− (n− 6)b)(n−4)b(x− (2n − 9)b)b−1, where
p(x) = x2+(n− 6)
[
(n− 5)(b− 1)2 + (n− 4)b
]
x+ b(n− 6)2
[
(n− 4)(n − 5)(b − 1)2 − (n− 3)b2
]
,
which yields the desired result.
We conclude this section by computing the eigenvalues of the principal submatrix R[N ].
Theorem 4.5. Let n ≥ 4 and R[N ] be the principal submatrix of R corresponding the vertex set
N . Then, the eigenvalues of R[N ] are:
Eigenvalues Multiplicity
−(n− 4)(n− 6)b 1
(2n− 9)b (b − 1)
(n− 6)b (n− 4)b
Proof. For n ≥ 4, R[N ] is an m×m matrix, where m = b(n− 3). Let N˜ = R[N ]−xI = (tij) and
consider the permutation matrix Pσ corresponding to the permutation
σ =
b∏
k=1
((k − 1)(n − 3) + 1, k(n − 3)).
Proceeding with Algorithm 4, the resulting matrix N˜ has the following block matrix form
N˜ =

N˜1 0 · · · 0
∗ N˜2 · · · 0
...
...
. . .
...
∗ ∗ · · · N˜2
 , where
Case 1: (n = 4)
N˜1 = −x and N˜2 = −(x+ b).
Case 2: (n ≥ 5)
N˜1 =
[
−x− (n− 4)(n− 6)b 0
∗ (−x+ (n− 6)b)In−4
]
and
N˜2 =
[
−x+ (2n− 9)b 0
∗ (−x+ (n− 6)b)In−4
]
.
It is now easy to compute the characteristic polynomial (and hence its roots) of R[N ].
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