Schinzel's conjecture. Let s ≥ 1, let f 1 (X), . . . , f s (X) be irreducible polynomials with integral coefficients; assume that the leading coefficient of f i (X) is positive and that no integer n > 1 divides all the numbers f 1 (m)f 2 (m) . . . f s (m). Then there exists one (and then, as may be proved, necessarily infinitely many) natural number(s) m such that f 1 (m), . . . , f s (m) are all primes.
The proof of Theorem 1 will be based on Theorem 5 of [2] . Let j be an integer, 0 < j < 2q, j ≡ 0 (mod 2). Define
Theorem (5 of [2] ). Let q be an odd prime. Let l, p be primes such that p = 2l + 1, l ≡ 3 (mod 4), p ≡ −1 (mod q), and let the order of the prime q modulo l be (l − 1)/2. Suppose that for each j such that S j ≡ 0 (mod q) there exists n, (n, 2q) = 1,
P r o o f. Consider the sums
The following formula will be used:
The binomial theorem applied to (a + i)
Note that (2
From the congruence
Using the formula ((50.5.33) of [1] )
we altogether get
Using the same procedure we get the following congruences modulo q:
By switching the order of summation in the sum
using the above quoted formula (50.5.33) of [1] we get
Altogether we get
The congruence (1) is thus proved for a ≡ 0 (mod q). We now prove it for a ≡ 0 (mod q). That is, for a ≡ 0 (mod q) we claim that
It is sufficient to prove
This follows from the relation A 0 , A 1 , . . . , A q−1 we have
Now put
S * = (q−1)/2 i=1 (i + a) q−2 A i − q−1 i=(q+1)/2 (i + a) q−2 A i .
For the numbers
and so
By congruence (1) we have
A (q−1)/2 (mod q).
. Moreover, the formula
So we obtain
Now using the congruence (2) let us start to compute the sums S j defined in the introduction. We write
We now reverse the order of summations. For the inner summation (over i) we use (2) with a = k/(2j). For the summation over k, the following formulas will be used. According to (50.7.2) of [1] ,
and by (50.7.4) of [1] ,
Let us denote by a summation over odd values of k. In view of the congruence (2) it is necessary to compute
By the identity B q−1 (X) = B q−1 (1 − X) we have
Using (3) and (4), we altogether obtain
Using the identity
we get
Consider now the sums
The identity (5) for i = 0 implies
and using (3) and (4) we obtain, since j is even,
By summing the last two identities using the previous formula for a relation between Euler and Bernoulli polynomials we have
Using the formula for S * we get
This shows that if q > 3 then
where
Using the formula (50.7.14) of [1] :
we have
For the term with k = 0 on the right-hand side, note that
Thus we have
For k = q − 1 we have
By (6) we have
Hence if q > 3, then
Lemma 1 is proved.
Proof of Theorem 1. If q = 3 then from [3] it follows that (h + p , 3) = 1. Let q be a prime, 3 < q ≤ 2m + 1. By the quadratic reciprocity law we have
The number (l − 1)/2 = 2k(2m + 1)!! − 1 is prime, and so the order of q modulo l is (l − 1)/2. Let j be such that S j ≡ 0 (mod q). Now we use Theorem 5 of [2] . The number p + 1 has divisors n = 1, 3, . . . , q − 2. For some n we have S nj ≡ 0 (mod q). To prove this, note that S j is a polynomial in j of degree at most q − 3. Suppose that S j has roots j, 3j, . . . , (q − 2)j; then −j, −3j, . . . , −(q − 2)j are also roots of S j . Thus the number of roots of S j is q − 1, which is a contradiction.
To complete the proof it is necessary to prove that S j is non-zero modulo q. For this we shall use the bound for the first factor h − q from [4] and [5] , , which is not true for q > 67. For primes q, 3 < q ≤ 67, the polynomial S j is non-zero modulo q. Theorem 1 is proved.
