With the advent of high-throughput phenotyping platforms, plant breeders have a means 24 to assess many traits for large breeding populations. However, understanding the genetic 25 interdependencies among high-dimensional traits in a statistically robust manner remains 26 a major challenge. Since multiple phenotypes likely share mutual relationships, elucidating 27 the interdependencies among economically important traits can better inform breeding de-28 cisions and accelerate the genetic improvement of plants. The objective of this study was to 29 leverage confirmatory factor analysis and graphical modeling to elucidate the genetic interde-30 pendencies among a diverse agronomic traits in rice. We used a Bayesian network to depict 31 conditional dependencies among phenotypes, which can not be obtained by standard multi-32 trait analysis. We utilized Bayesian confirmatory factor analysis which hypothesized that 48 33 observed phenotypes resulted from six latent variables including grain morphology, morphol-34 ogy, flowering time, physiology, yield, and morphological salt response. This was followed 35 by studying the genetics of each latent variable, which is also known as factor, using single 36 nucleotide polymorphisms. Bayesian network structures involving the genomic component 37 of six latent variables were established by fitting four algorithms (i.e., Hill Climbing, Tabu, 38 Max-Min Hill Climbing, and General 2-Phase Restricted Maximization algorithms). Phys-39 iological components influenced the flowering time and grain morphology, and morphology 40 and grain morphology influenced yield. In summary, we show the Bayesian network coupled 41 with factor analysis can provide an effective approach to understand the interdependence 42 patterns among phenotypes and to predict the potential influence of external interventions 43 or selection related to target traits in the interrelated complex traits systems. 44 48 typic evaluation of germplasm and select on multiple traits. These traits are often correlated 49 at a genetic level through common genetic effects (e.g. pleiotropy) or linkage disequilibrium 50 between quantitative trait locus (QTL). Since multiple phenotypes may exhibit mutual re-51 lationships, knowledge of the interdependence among agronomically important traits can 52 improve the efficacy of selection and rate of genetic improvement in systems with complex 53 traits. 54 In a standard quantitative genetic analysis, multivariate phenotypes can be modeled 55 through multi-trait models (MTM) of Henderson and Quaas (1976) or some genomic coun-56 terparts (e.g., Calus and Veerkamp, 2011; Jia and Jannink, 2012) by leveraging genetic or 57 environmental correlations among traits. In particular, MTM has been useful in deriving 58 genetic correlations and enhancing the prediction accuracy of breeding values for traits with 59 low heritability or scarce records via joint modeling with one or more genetically correlated, 60 highly heritable traits (Mrode, 2014). Conventional MTM strategies may provide impor-61 tant insight into the genetic relations between agronomically important traits, but they fail 62 to explain how these traits are related. For instance, consider a case where we have three 63 genetically correlated traits: y 1 , y 2 , and y 3 . With MTM, we cannot address whether the 64 relationship between y 1 and y 3 is due to direct effects, or if the relationship is driven by 65 indirect effects mediated by y 2 . Bayesian Networks (BN) offer an effective approach to elu-66 cidate the underlying network structure in multivariate data and infer network relationships 67 between correlated variables. A BN is a probabilistic graphical model that represents condi-68 tional dependencies among a set of variables via a directed acyclic graph (DAG) (Neapolitan 69 et al., 2004). In the DAG, the variables are represented by nodes, while their conditional 70 4 dependencies between nodes are indicated with directed edges. In the context of plant 71 breeding, BN can used to elucidate the interdependencies among traits and inform selection 72 decisions for simultaneously improving multiple traits. For instance in the latter case above 73 (y 1 → y 2 → y 3 ), selection directly on y 2 will affect the quantity of y 3 without an effect on y 1 .
Introduction 45
A primary objective in plant breeding is the develop high yielding varieties with specific 46 grain qualities, resilience to pests and abiotic stresses, and superior adaption to the target environment. As a result, plant breeders devote considerable resources to extensive pheno-A CFA under the Bayesian framework was performed to model 48 phenotypes. The number of factors and the pattern of phenotype-factor relationships need to be specified in BCFA prior to model fitting. We constructed six latent variables (q = 6) from previous reports (Acquaah, 2009; Zhao et al., 2011; Campbell et al., 2017a) . The six latent variables derived from our analysis represent the grain morphology, morphology, flowering time, ionic components of salt stress, yield, and morphological salt response (Table S1 ). Each latent variable captures common signals spanning genetic and environmental effects across all its phenotypes. The latent variables, which determine the observed phenotypes can be modeled as
where T is the t × n matrix of observed phenotypes, Λ is the t × q factor loading matrix, F is the q × n latent variables matrix, and s is the t × n matrix of specific effects. Here, Λ maps latent variables to the observed variables and can be interpreted as the extent of contribution each latent variable to phenotype. This can be derived by solving the following variance-covariance model.
where Φ is the variance of latent variables, and Ψ is the variance of specific effects (Brown, phenotypes. Moreover, latent variables were assumed to be correlated with each other. Prior 160 distributions were assigned to all unknown parameters. The non-zero coefficients within 161 factor loading matrix Λ were assumed to follow a Gaussian distribution with mean of 0 162 and variance of 0.01. The variance-covariance matrix Φ was assigned an inverse Wishart 163 distribution with a 6 × 6 identity scale matrix I 66 and a degree freedom of 7, Φ ∼ W −1 (I 66 , 7) 164 and an inverse Gamma distribution with scale parameter 1 and shape parameter 0.5 was 165 assigned to Ψ ∼ Γ −1 (1, 0.5).
166
We employed the blavaan R package (Merkle and Rosseel, 2018) jointly with JAGS 167 (Hornik et al., 2003) to fit the above BCFA. The blavaan runs the runjags R package (Den-168 wood, 2016) to summarize the Markov chain Monte Carlo (MCMC) and samples unknown 169 parameters from the posterior distributions. Three MCMC chains, each of 5,000 samples 170 with 2,000 burn-in, were used to infer the unknown model parameters. The convergence of 171 the parameters was investigated with trace plots and potential scale reduction factor (PSRF) 172 less than 1.2 (Brooks and Gelman, 1998) . The PSRF computes the difference between es-173 timated variances among multiple Markov chains and estimated variances within the chain.
174
A large difference indicates non-convergence and may require additional Gibbs sampling.
175
Subsequently, the posterior means of factor scores (F), which reflect the contribution of 176 latent variables to each accession were estimated. Within each draw of Gibbs sampling, F 177 was sampled from the conditional distribution of p(F|θ, T), where θ refers to the unknown 178 parameters in Λ, Φ, and Ψ. This conditional distribution was derived with data augmenta-179 tion (Tanner and Wong, 1987) assuming F as missing data (Lee and Song, 2012) .
We fitted a Bayesian multivariate genomic best linear unbiased prediction to separate breeding values from population structure and noise in the six factor scores computed previously.
where µ is the vector of intercept, X is the incidence matrix of covariates, b is the vector of 182 covariate effects, Z is the incidence matrix relating accessions with additive genetic effects, u 183 is the vector of additive genetic effects, and is the vector of residuals. The incident matrix 184 X included subpopulation information (temperate japonica, tropical japonica, indica, aus, 
187
A flat prior was assigned to µ and b, and the joint distribution of u and follows multivariate normal
where G represents the second genomic relationship matrix of VanRaden (2008) 
This transformation can be extended to a multi-traits model by defining Töpner et al., 2017) . Under the multivariate framework, u follows
where L −1 LL (L −1 ) = I nn . This adjustedû * was used to learn BN structures between 201 predicted breeding values.
202
Bayesian network
203
A BN depicts the joint probabilistic distribution of random variables through their conditional independencies (Scutari and Denis, 2014)
where G represents a DAG = (V , E ) with nodes (V ) connected by one or more edges (E ) conveying the probabilistic relationships and the random vector X V = (X 1 , ..., X K ) is K random variables. The joint probability distribution can be factorized as
where P a(X v ) denotes a set of parent nodes of child node X v . The DAG and joint prob- Gaussian distribution as in the present study.
208
The adjusted breeding valuesû * were used to infer a genomic network structure among 209 the aforementioned six latent variables. There are three types of structure-learning algo-210 rithms for BN: constraint-based algorithms, score-based algorithms, and a hybrid of these where a common neighbor is the outcome of two non-adjacent nodes. In the last step, com-217 pelled edges were identified and oriented, where neither cyclic graph nor new v-structures 218 are permitted. The score-based algorithms are based on heuristic approaches, which first 219 assign a goodness-of-fit score for an initial graph structure and then maximize this score by 220 updating the structure (i.e., add, delete, or reverse the edges of initial graph). The hybrid 221 algorithm includes two steps, restrict and maximize, which harness both constrain-based and 222 score-based algorithms to construct a reliable network. In this study, the two score-based 223 (Hill Climbing and Tabu) and two hybrid algorithms (Max-Min Hill Climbing and General 224 2-Phase Restricted Maximization) were used to perform structure learning. 225 We quantified the strength of edges and uncertainty regarding the direction of networks, 226 using 500 bootstrapping replicates with a size equal to the number of accessions and per-227 formed structure learning for each replicate in accordance with Scutari and Denis (2014). shown conditional on the presence of the arc. We observed minor differences in the structures 322 presented within and across the two types of algorithms used. In general, small differences 323 were observed within algorithm types compared to those across algorithms. The two score-324 based algorithms produced a greater number of edges than two hybrid algorithms. In Figure   325 3, the Hill Climbing algorithm produced seven directed connections among the six latent 326 variables. Three connections were indicated towards flowering time from morphological salt 327 response, ionic components of salt stress, and morphology, and two edges to yield from mor-328 phology and from grain morphology. Other two edges were observed from ionic components 329 of salt stress to grain morphology and from grain morphology to morphological salt response.
330
A similar structure was generated by the Tabu algorithm, except that the connection be-331 tween salt response and grain morphology presented an opposite direction (Figure 4) . The This study is based on the premise that most phenotypes interact to greater or lesser de-347 grees with each other through underlying physiological and molecular pathways. While these 
