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1 Abstract
Trust management in large-scale distributed systems is an important enabling factor in the operation of these systems. In
this paper, we discuss trust management in a Grid operating system, called XtreemOS. The paper presents the trust model
underlying XtreemOS and discusses its underlying elements. We demonstrate how the trust services can be used to establish
trust in a XtreemOS-based Grid and propose a couple of solutions for terminating trust. We also discuss the different alternative
designs for the model and pros and cons of each alternative. Finally, we provide an overview of the design, implementation and
performance evaluation of the trust services.
2 Introduction
In large-scale distributed systems, the management of information sharing requires, beside the functional solutions, solutions
that can ensure that the security and dependability of information and computations are maintained. In this paper, we discuss
trust management in XtreemOS (1), a large-scale distributed operating system based on the Linux kernel that aims at providing
for Grids what a traditional operating system offers for a single computer: abstraction from the hardware and secure resource
sharing between different users. In such a Grid-wide environment, where users and resources belong to different organisations
managing different administrative domains, trust is essential in facilitating the creation and operation of Virtual Organisations
(VOs) combining users and resources from various administrative domains.
According to Grandison and Sloman (2), trust is one aspect of belief in the competence of an entity to act dependably,
securely and reliably within a specified context. Trust can be categorised into several classes among which are the service
provision trust and the certification trust. Service provision trust denotes the reliance of a user on the functionality of a service,
which is an essential aspect of Grid-based applications. Certification trust, on the other hand, refers to trust built on a set of
certified attributes.
The XtreemOS trust model is grounded on three main aspects. First, trust is perceived as an administrative separation of
resource and service ownership and management. Different organisations, resource owners, users and core XtreemOS service
managers are allocated their own domains, which define their own boundaries of trust. This notion is based on the notion of
service provision trust. Second, trust is asserted in special tokens created based on cryptographic mechanisms such as digital
certificates and other credentials, which are then verified by their consumers. These tokens convey verifiable attributes of entities
that allow them to establish trust with other entities existent in other domains. This aspect is similar to certification trust. Finally,
the transmission of trust tokens is achieved via trustworthy communication channels and protocols.
The main contributions of this paper are: (i) to introduce a trust-oriented architecture for a Grid-based operating system
such as XtreemOS; (ii) to present protocols and services for managing trust, combining service provision trust with certification
trust; and (iii) to describe an implementation of such trust management system.
3 An Overview of the XtreemOS Grid Operating System
The XtreemOS Grid operating system results from a novel approach where the underlying operating system is extended for
enabling and facilitating Grid computing. XtreemOS is based on Linux, extended as needed to support VOs and to provide
appropriate interfaces for Grid OS services.
As illustrated in Figure 1, XtreemOS is composed of two parts: the XtreemOS foundation, called XtreemOS-F, and high-
level Grid services, called XtreemOS-G. XtreemOS-F is a modified Linux kernel embedding VO support. XtreemOS-F is a
modified Linux kernel embedding VO support mechanisms and providing kernel level process checkpoint/restart functionalities.
XtreemOS-G comprises several Grid OS distributed services to deal with resource and application management in VOs, and it
is implemented on top of XtreemOS-F at user level.
XtreemOS targets scalable and flexible management of dynamic VOs (3). XtreemOS Grids spans multiple administrative
domains on different sites, comprising heterogeneous resources that can be shared by the participating organisations. A Grid
member can create a VO, for which he becomes the VO owner. Any Grid member can request his registration in a given
VO, subject to the VO owner approval. Resources can be registered in VOs as well. The VO owner defines policies stating
permissions and usage rules for VO resources. Grid administrator also defines policies regulating what a Grid member can
do (for example, permission to create a VO). Resources owners in the different administrative domains may also define local
policies for resource usage. Grid, VO and local policies are enforce by the XtreemOS system.
The Application Execution Management services are in charge of discovering, selecting and allocating resources for job
execution, as well as starting, controlling and monitoring jobs. Data management in XtreemOS is achieved with the XtreemFS
Grid file system. XtreemFS federates multiple data stores located in different administrative domains and provides secure access
to stored files to VO members, whatever their location.
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Figure 1: XtreemOS Software Architecture
4 The XtreemOS Trust Model
In the following sections, we shall discuss the administrative divisions in XtreemOS, called trust domains, and the different
elements constituting the XtreemOS trust model.
4.1 Trust Domains
Domains (or sites) refer to the separation in the ownership and management of software and hardware resources as well as
user membership. We use the term trust domain to indicate the level of assurance that each domain provides the designers,
administrators and users of the XtreemOS operating system with.
In its broad definition, XtreemOS consists of three main trust domains: Core sites, Resource sites and User sites. Assuming
that S → S′ is an assurance ordering relation taken from some lattice of assurance levels (e.g. (4)) to indicate that S has a
higher assurance level (and is therefore more trustworthy) than S′, then the ordering among the three trust domains in XtreemOS
is as follows: Core Site → Resource Site, Core Site → User Site. From this relation, the Core site is required to be more trusted
than either the User or the Resource sites. However, no ordering exists between the User and Resource sites, since neither of
these two is assumed to be more trusted than the other in a manner that can be rendered comparable.
The Core site domain is the domain in which all the core security and VO management services in XtreemOS run. A
detailed description of these services can be found in (5). As a result, this domain constitutes the root of trust from which
all other domains can be bootstrapped. Therefore, it is an important requirement for the domain to have the highest level of
assurance in any XtreemOS-based Grid system.
The Core site domain may be split into two domains: The Core site (offline) and the Core site (online), with the ordering
Core site (offline) → Core site (online). Essentially, the two domains represent two possible operation modes of the Core site.
In the online mode, the domain is networked to other domains and so services and applications running remotely can access
the domain and its core services. This has a lower level of assurance than in the offline case, although in practice, it is still
a requirement to maintain high levels of assurance by adopting strong security protection measures. In the offline case, the
domain has no network connections to any other domains, it utilises strict security measures and its services are only accessible
via the interactions of authorised administrators. Therefore, the domain is considered to have the highest assurance level among
all other domains.
The Resource site domain represents any domains in which resources (machines, services, software) are hosted and are
connected to the Grid, therefore making them available to any VOs formed out of the Grid. The level of assurance of a resource
site cannot be guaranteed.
Finally, the User site domain is any domain hosting users of the Grid, which may apply to join VOs and avail of the VO
resources. Like Resource sites, User sites have no guarantees regarding their assurance levels.
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4.2 Elements of the Trust Model
We now turn our attention to the main elements constituting the XtreemOS trust model. These are shown in Figure 2, and can
be classified into four main categories: Certification Authorities, Credentials, Users and Resources.
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Figure 2: The XtreemOS Trust Model.
4.2.1 Certification Authorities.
Certification authorities represent points of trust from which users and resources can obtain credentials to certify their identities
and/or their attributes. We define three such authorities: the Root Certification Authority (Root CA), the Credential Distribution
Authority (CDA) and the Resource Certification Authority (RCA). These authorities are organised in a hierarchy as shown in
Figure 2, where trust is delegated from the Root CA to the CDA and then again to the RCA. This trust delegation implies that the
CDA has its public key signed by the Root CA and that the RCA has its public key signed by the CDA. Therefore, any entity that
trusts the Root CA will also trust the CDA and similarly then it will trust the RCA. The Root CA itself is a self-signing authority
meaning that it will sign its own public key. An important advantage of adopting separate authorities for users (CDAs) and
resources (RCAs) is that one can achieve cleanly a separation of concerns between user and resource credential management.
This implies that the CDAs and the RCAs can easily be maintained (e.g. upgraded or exchanged) in an independent manner as
long as the format of their certificates remains compatible with each other.
The Root CA is the trust anchor for any XtreemOS-based Grid system, which issues identity certificates to core XtreemOS
services. It also delegates trust to the CDA for the purpose of certifying users and resource sites. The fact that the Root CA
operates as the trust anchor means that it provides a point of reference to the system whenever other services are compromised
and their certificates need to be reissued. Therefore, it is important to ensure that the Root CA is highly protected from
unauthorised accesses and is running on a highly secured machine. The Root CA operates in an offline mode. This means
that any trust delegation (to the CDA) is carried out via offline means (e.g. emails, telephones, administrators’ direct access
using command line programs). No network connection is provided to any services or programs running on different machines.
This is considered to provide a higher assurance level than if the Root CA provided online access, which would increase the risk
of the Root CA being compromised (e.g. by the theft of the Root CA private key).
The CDA is a subordinate of the Root CA; the Root CA delegates trust to the CDA. This delegation of trust means that the
CDA can certify the public keys of users and core services such that any entity consuming the resulting certificates will be able
to trace the chain of trust up to the Root CA. The user certificate that the CDA issues also contains the user’s VO attributes, such
as their VO membership. The CDA serves several purposes: First, tt acts as the online certificate distribution frontend to the
offline Root CA. Therefore, one can achieve a separation of concerns between the management of the Root CA’s security and
its online certificate distribution functionality. The CDA also permits the separation of functionality between user certification,
and resource certification as performed by the RCA. To this end, the CDA delegates trust to the RCA by signing the RCA’s
public key. The CDA also acts as the authority enabling the formation of VOs out of users and RCAs who have been certified
by a common CDA.
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Finally, the RCA is a subordinate of the CDA where the CDA delegates trust to each RCA for the purpose of managing
resource certification in its resource domain. The RCA certifies the public keys of resources belonging to its site. Additionally, it
also issues attribute certificates required for those resources, such as certificates stating the storage capacity, speed of processors
and assurance and QoS levels of the resource. The RCA facilitates the management of the resource certification process within
each resource site in the Grid. It also relieves the CDA from the task of certifying each individual resource in the Grid, which
would require information about the resource only available to its local administrators.
4.2.2 Credentials.
Digital credentials are pieces of data held by the different entities that provide some information about them. Credentials are
usually cryptographic in the form of X.509v3 certificates (6). We call XtreemOS user certificates simply XOS-certificates,
certificates issued to XtreemOS services service certificates, and certificates issued by the RCA, resource certificates. The
certificates in XtreemOS take two forms:
Identity Certificates. These are certificates that enable their consumer to cryptographically validate the binding between the
identity of the certificate’s holder and its public key. This binding is important as it allows the consumer in the future to validate
the authenticity of any information signed by the certificate holder. In XtreemOS, identity certificates are issued to all entities
in the Grid and therefore, they constitute the most essential trust mechanism without which entities cannot participate in VOs.
Attribute Certificates. Technically, these are similar to the identity certificates except that they have an additional purpose.
Instead of just binding the entity to its public key, attribute certificates have a field enumerating all the attributes of the entity.
Such attributes may include the role of the user in the VO or the computational power of the resource. In XtreemOS, attribute
certificates carry the attributes in extension fields to the X.509v3 certificate format (6).
4.2.3 Users.
Users are either humans or software that interact with the XtreemOS system and utilise the Grid resources within well-defined
VOs.
4.2.4 Resources.
These are the individual machines, or nodes, that offer services such as computational cycles and storage space to the Grid users.
A resources is managed by a resource administrator, who could also be the site administrator.
5 Setting-up Trust
Setting-up trust in XtreemOS consists of a few processes leading up to an operational XtreemOS Grid from which VOs can be
formed. These various processes are described in the following sections.
5.1 Setting-up the Root CA certificate
The Root CA is run on an offline non-networked machine part of the Core site domain. The Grid administrator will run a
command line program to generate the Root CA’s private key and self-signed Root CA public key certificate. the Root CA’s
public certificate is then transferred to a networked machine for distribution to all nodes in this Grid. The Root CA will also
create a certificate for the CDA.
5.2 Setting-up Core Services
The CDA creates service certificates for the core services. A CDA client program running on a core service generates the private
key for that service and then uses it to sign a Certificate Signing Request (CSR), which contains the service’s public key and
other requested attributes, such as the type of the service and some descriptive text. The type of the service is defined by a
constrained value representing any of the XtreemOS services and is checked by the service’s clients during a Secure Sockets
Layer (SSL) (7) handshake. There is an option for the CDA server to not automatically process all or any requests for service
certificates. In this case, pending CSRs are stored in a special database for later manual processing by the Grid administrator,
using the CDA’s private key to create the service certificates. This option allows the Grid administrator to apply different levels
of trust to CSRs on the basis of the identity of the requestor.
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5.3 The XtreemOS User Registration Process
This process represents the entry point for users who wish to use the resources offered by a XtreemOS-enabled Grid. It is, in
some sense, a pre-authentication step to what will follow. XtreemOS users will normally apply for an account in an XtreemOS
Grid through a Web interface. This allows the applicant to enter their account details (username and password), and contact
details (such as organisation and e-mail address). The following steps describe the process:
• The user accesses the Web registration page through their Web browser. To protect the confidentiality of user account
details, this should only be accessed over an https connection secured with SSL1. The user submits an application to join
the Grid.
• The Grid administrator views the application and may wish to obtain more details about the user in order to verify the
authenticity of their request. This communication between the Grid administrator and the applicant may be offline in the
form of email exchanges, phone calls, or even face-to-face meetings.
• If the Grid administrator approves the request, the user is informed via email and can then start using their account in the
Grid. Otherwise, the request is rejected and the user is notified.
The process above is similar to the vetting required to join an organisation. The manual vetting of applicants ensures that they
are trustworthy to starting using this Grid. The Grid administrator has the option, when considering a registration request, of
applying a level of scrutiny to the registration applications appropriate to the level of security and assurance required in their
Grid. Once the user has had their application approved, they can use the Web interface to join existing VOs or to create their
own VOs. The user can then request an XOS-certificate certifying their identity and containing their VO attributes.
5.4 Obtaining a user XOS-Certificate
The main aim behind this process is to allow the users to be certified by the CDA, which will allow them to start creating VOs
and to use VO resources. More concisely, it allows the users to enter the operational mode of a VO.
In this process, the user can obtain their XOS-certificate from either the Web interface or from the command-line CDA
client program. In both cases, the underlying protocol used is the same and takes place over a SSL-encrypted and authenticated
channel, where we denote by [A −→ B] secure communications from A to B:
1. [U −→ C]: username, password
2. [C −→ U ]: status
3. [U −→ C]: CSRU
4. [C −→ U ]: (< certU >SKC , < certC >SKR)
In step 1, the user, U , sends their username and password to the CDA server, C. The CDA server then returns in step 2 the
status corresponding to the authentication of the user. If this authentication status indicates that the user has been authenticated,
then the user proceeds by sending a Certificate Signing Request (CSRU ) to the CDA server in step 3. This CSR contains the
user’s public key and some optional request attributes, all signed with the user’s private key. The CDA server authenticates
the CSR by checking the signature, then creates an XOS-certificate containing the user’s public key and his VO attributes in
extension fields. In step 4, the CDA server sends back to the user a certificate chain consisting of the XOS certificate of the user,
< certU >SKC , signed by the CDA’s private key, SKC , and the CDA’s own certificate, < certC >SKR , signed by the Root
CA’s private key, SKR. At the end of the protocol, U can demonstrate in a verifiable manner its own identity certified by the
Root CA via the CDA.
5.5 The Resource Certificate Distribution Process
During this process, the RCA, R, aims at obtaining a root certificate and an identity certificate from the CDA, C, through the
following steps:
1. [R −→ C]: CSRR
2. [C −→ R]: (< certR >SKC , < certC >SKC )
where in the first step, CSRR is a request for certificate signing sent from the RCA to the CDA, < certR >SKC is the RCA’s
identity certificate signed by the private key of C, and < certC >SKC is a self-signed root certificate issued and signed by C.
5.6 Machine Certification by Local RCAs
In general, machines need to register with at least one local RCA securely. Because machines are operated within the same
administrative (trust) domain as their RCA, the problem of establishing a secure channel between a machine and its RCA is
1We mandate the use of the most secure TLS protocol available. Although the term “SSL” connection is used, we not use the obsolete SSL protocol (8).
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resolved locally within the domain. This will depend on the level of security and assurance adopted in the domain. Therefore,
we do not describe here how a secure channel (if needed) is obtained between a machine and its RCA, since this is a local issue.
6 Termination of Trust
The termination of trust in XtreemOS takes the form of certificate revocation. This feature will be included in the next release
of the XtreemOS software.
One classical solution to revocation consist in using certificate validation protocols such as the Online Certificate Status
Protocol (OCSP) (9), which has advantages over classical Certificate Revocation Lists (CRLs), as it provides timely information
on the status of the certificates of different users and resources. However, since it is a server-based solution, it can create a central
point of failure. Therefore, we plan to implement a more scalable solution.
XtreemOS provides a highly scalable and available Publish/Subscribe (Pub/Sub) service, used by XtreemOS services to
notify other services and users about important, possibly time-critical, events within the XtreemOS operating system. Such
events may include the termination of user jobs, updates in the file system and availability of new VO resources. Our solution is
based on using the Pub/Sub service to distribute events about the validity of certificates. The Pub/Sub service will publish a topic
called certificate status and any service or user interested in the topic will receive timely updates on the status of certificates.
7 Trust Model Flexibility
One of the main features of the XtreemOS trust model is its flexibility regarding the configuration of the various services and
the relatios among them. This means that several alternative settings are possible, which we discuss a few of them below.
In the first alternative setting, multiple CDAs under a single Root CA are set-up. The main advantage of this model is that it
permits the division of the Grid into multiple domains each with its own CDA. One possibility is that each domain corresponds
to a single VO. The CDA domain will also be responsible for the certification of its own users, RCAs and resources. This
will facilitate the scalability of trust and improve fault tolerance. The management of CDAs, for example upgrading them,
will not result in the blocking of the certification of RCAs and users belonging to other different CDAs. Moreover, the model
encourages elastic provisioning of resources since it is possible for users certified by one CDA to utilise resources certified by
another CDA on demand since both obtain trust delegation from a single Root CA. Nonetheless, as a result of the presence of
multiple CDAs, a man-in-the-middle attack can be mounted by a malicious user who has already compromised a CDA. In this
attack, the malicious user will simply set-up and run a fake CDA using the stolen private key, which can then start certifying his
own group of users and possibly other fake RCAs. This may lead to attacks on users and resources in other CDA domains. This
scenario is not possible with a single CDA since it would be altogether disallowed.
The second alternative depicts a Grid divided into multiple Grid domains each running their own root of trust. This multi-
plicity at the root requires the definition of the relationship among the different Root CAs. In this case, the model provides the
possibility of one Grid to trust the root of another by simply allowing the CDA certificates of the former to be signed by the
Root CA of the latter. This model has the advantage of providing more granularity at the Grid level regarding the management
of trust, and at the same time, it is possible to allow users from one Grid to utilise resources belonging to another. It also means
that the upgrading of one Root CA will not impact trust in the domains of other Root CAs. However, similar to the man-in-
the-middle attack in the previous model, in this model, a malicious user who’s able to compromise the Root CA of some Grid
domain will be able to set-up a fake Root CA and masquerade the Grid domain belonging to that Root CA. This will trick users
and resources in other Grids to believe that a Grid exists whose root of trust is the malicious user.
The last alternative model we discuss here is one in which there are multiple Root CAs where some of them have cross-
certified one another. Cross-certification means that a Root CA will certify (by signing the public key of) other Root CAs it
trusts, and vice versa. The model has similar advantages and disadvantages as the previous one, but in addition, as noted in (10),
cross-certification can have negative implications in the compatibility of levels of assurance in the cross-certified domains. For
example, a “high level of assurance” classification may have different meanings in different domains, which are not necessarily
compatible. Also, cross-certifying a low-assurance domain with a high-assurance one leads to the reduction of the level of
assurance of the latter.
8 Implementation and Evaluation of the Trust Services
Here, we provide an overview of the design and evaluation of the CDA and the RCA.
8.1 The CDA Design
We describe first the classes constituting the CDA and the interactions among those classes. The CDA design comprises clien-
side and service-side software. The client-side software is used by users or RCAs to interact with the CDA server. The CDA
client consists of two main classes: the CDAClient and the PeerChecker classes The CDAClient class has two main purposes:
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First is to authenticate a user and second to allow that user to send certificate requests to a CDA server. The PeerChecker class
is used to allow the CDA client to authenticate the CDA server it is connecting to.
On the other hand, the CDA server consists of two classes: the main CDA engine class called Engine, and a helper class
called VOService. The Engine class is the main CDA engine, which is responsible for issuing XOS certificates, whereas the
VOService class is used to authenticate users before they can use the engine.
8.2 The RCA Design
The design of the RCA follows along the same lines as the design of the CDA above. The RCA consists of client-side and
server-side software. The client-side software is represented by the class RCAClient, which provides an interface with the RCA
server. It encapsulates the class RCAClientProcessor, which implements the functionality of storing, installing and retrieving
the appropriate machine’s certificates, generating the machine’s key pair, and saving the result obtained through the front-end
from the RCA.
On the other hand, the RCAServer is the main class at the server-side and it encapsulates methods for the RCA’s function-
ality, implemented by the depending classes RCAServerProcessor and ResourceRegistration. The RCAServerProcessor class
represents the functionality of storing and manipulating the resource registration entries and query result retrieval. It also main-
tains the list of VOs that an RCA is contributing to. Finally, RCAServerProcessor implements the core functionality of the RCA,
i.e. the capability to compose certificates for the resources and to sign them using the RCA’s service private key. It provides
a method for each type of the certificates that might be requested for signing by the resource (machine identity and attribute
certificates).
8.3 Evaluation of the CDA Service
The main performance bottleneck in the XtreemOS model is the CDA, since it is the most centralised point in the model.
Therefore, a performance test was carried out to understand how effective this service is. Figure 3. This figure shows the CPU
!
Figure 3: The CDA Test Results.
load (right axis) and reduction in free memory (left axis) while the CDA server is processing 100 client requests. Before the
test was started, CPU utilisation was around 3%. The CPU load while the test was running was around 8%, apart from an initial
spike of around 40%, which may be associated with the CDA server servicing the first request (involving loading classes and
making the initial database connections). This represents an additional CPU load of 5% due to the CDA server processing a
single stream of requests. On the other hand, The amount of free memory before the test was around 200MB. During the test,
this reduced to around 150 MB. Hence, operation of the CDA server during this test consumed about 50MB of extra memory.
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9 Related Work
The main example of certification trust in Grids is provided by the Grid Security Infrastructure (GSI) (11), which defines a
standard service-oriented architecture for securing Grids based on a PKI and leveraging from Web services security. In GSI,
trust roots include CAs responsible for binding names to public keys in signed certificates, enabling secure (authenticated,
private) communication between named parties. CAs are responsible for certifying both people and services, and the set of
trusted CAs determines which certificates for those people and services can be trusted. To manage certificates and trust root
configurations, GSI used the myProxy credential management service (12). GSI has strongly influenced the design of our trust
management, but there are some differences. Some of the CDA functionality is comparable to myProxy, but XtreemOS caters
for the possibility of having multiple CDAs and potential replication of them. In order to achieve modularity and scalability,
XtreemOS separates management of resource certificates, achieved via RCAs, from certificate management for users and VOs,
achieved via CDA.
The GridTrust project implements trust bootstrapping in Grids via the notion of Virtual Breeding Environments (VBE) (13),
infrastructures facilitating the creation of VOs from clusters of organisations willing to collaborate with each other. Each VBE
has associated a CA, which caters for certificate management for resources and users, both within the VBE and the participating
VOs. As mentioned before, XtreemOS separates certificate management for local resources from certificate management for
users and VOs.
Globe is a wide-area object-based middleware that includes a plugglable trust management module (14). Third trusted
parties are used to certify the association between the symbolic object name, which identifies the service provider to the user,
and the object ID, which represents the object in the digital world. Associated with each Globe distributed shared object, there
is a public/private key pair cryptographically bounded to the object identifier, similar to the self-certifying file names. Once
trust has been established between the users Globe runtime and the objects key, this can be used to bootstrap trust relationships.
This is similar to XtreemOS PKI, but it assumes that CAs can be third trusted parties.
10 Conclusion and Future Work
In this paper, we presented the trust model for XtreemOS; a large-scale European Grid operating system based on the Linux ker-
nal. We discussed the different processes involved in setting-up trust among XtreemOS services, users and resource providers.
We also highlighted options for terminating trust using certificate validation protocols and pub/sub services. Finally, we pre-
sented a few alternatives to the model and discussed their pros and cons.
One of the major future research direction is related to the applicability of XtreemOS in the area of Cloud computing as
envisaged by (1). This new playground for XtreemOS will pose new challenges to the trust model, mechanisms and services.
Among these will be the managing credentials in Cloud federations and ensuring secure and trustworthy isolation among users
and resources belonging to different Cloud domains.
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