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À l’heure du web 2.0, internet devient de plus en plus interactif. Dans
cette évolution, il devient aussi de plus en plus collaboratif avec le dé-
veloppement de systèmes permettant de collaborer afin de réaliser une
tâche. Cette tâche peut être l’édition d’un document commun, et on parle
alors d’éditeur collaboratif (dans le monde scientifique cvs et svn sont
devenus des standards pour l’écriture d’articles ou la réalisation de code
partagé). D’un autre coté, le développement et la démocratisation d’inter-
net alliés à la puissance toujours accrue des ordinateurs tout public ont
poussé les acteurs du web à se tourner vers des solutions décentralisées.
Ce travail est consacré à la réplication "optimiste" dans un milieu pair-à-
pair. Dans cette approche tous les sites ont des répliques du document
original. Chacun modifie le document à sa guise et envoie ses modifica-
tions aux autres sites. Nous supposons qu’aucun message n’est perdu (ce
qui ressort d’une autre problématique), mais le système est asynchrone et
donc en général les opérations arrivent dans un ordre différent de l’ordre
d’édition et peuvent être en conflit. Une première difficulté est donc de
faire converger les différentes répliques une fois que le système est au
repos, c’est-à-dire que plus aucune opération d’édition n’est effectuée et
que tous les messages émis ont été reçus. Une deuxième difficulté est de
concevoir un algorithme passant à l’échelle dans un milieu pair-à-pair. En
effet, les collaborations deviennent massives avec de très nombreux sites
participant à l’édition d’un document, ce qui peut rendre inefficaces des
solutions de complexité satisfaisante pour un nombre de participants li-
mités.
Simultanément, le format XML s’est imposé comme référence pour la ma-
nipulation de documents textuels ou même des données produites par
des logiciels (par exemple, des feuilles Excel seront traduites en document
XML). Ce format sert de base à de nombreuses applications[Cov] : RSS,
SVG, SOAP, et XHTML.
Dans cette thèse, nous allons nous intéresser aux documents semi-
structurés -qui sont une abstraction du format XML sous forme d’arbres
étiquetés- comme objets de base manipulés par un éditeur collaboratif.
1
2 Chapitre 1. Introduction
1.2 Différentes approches
De nombreuses approches d’édition collaborative en pair-à-pair ont été
proposées dans la littérature. Peu de ces approches modélisent des objets
complexes tels que des arbres ou des graphes. La grande majorité des édi-
teurs traite le cas des mots, qui sont la forme la plus simple de documents
textuels, à savoir une suite de caractères. Beaucoup d’éditeurs proposés
dans ce cadre rencontrent des difficultés pour assurer la convergence. Gé-
néralement, ils voient un texte comme des suites de caractères, lignes ou
mots, la position d’un objet dépend des positions des objets précédents.
Lors d’insertions ou de suppressions concurrentes, calculer les positions
des nouveaux objets ou des objets à supprimer devient vite un "casse tête".
Certaines approches détectent les conflits et élisent un "leader" pour le
résoudre [KRSD01]. D’autres approches imposent le verrouillage de la
ressource[Ber90] ou un ordre total sur les opérations[MOSmI03 ; WML10].
Ces modèles ne sont adaptés à un modèle pair-à-pair dans lequelle il n’y a
aucune centralisation. Une autre approche basée sur la notion de transfor-
mée opérationnelle modifie au fur et à mesure les opérations concurrentes
reçues en fonction de celles déjà traitées. Cette fonction d’intégration peut
être compliquée à concevoir et la propriété de convergence repose sur cette
transformation. Ressel [RNRG96] a donné un algorithme qui assure la
convergence dans ce cadre à condition que la transformée satisfasse deux
propriétés. Ces propriétés sont suffisantes, mais on ne sait pas si elles sont
nécessaires. Cette méthode a pour avantage de pouvoir faire converger les
documents sans contraintes (ordre total, verrous) et sans pertes de mises
à jour, même si les opérations ne sont pas naturellement commutatives.
Par contre, trouver des transformées qui satisfont les propriétés requises
se révèle extrêmement difficile, et actuellement, il n’en n’existe aucune qui
satisfasse les propriétés exigées par l’algorithme de Ressel pour les mots.
L’approche du Commutative Replicated Data Type (CRDT) est une autre
façon d’aborder le problème. Au lieu de vouloir transformer des opéra-
tions naturellement non commutatives, le but est de concevoir des struc-
tures de données et des opérations qui commutent. Ainsi pour le cadre
des mots on remplace la numérotation consécutive partant du premier ca-
ractère à une numérotation relative [PMSL09 ; OUMaI06] ou absolue (ne
changeant pas pendant l’édition) [WUM09]. La structure de données a été
légèrement compliquée, mais l’algorithme d’édition devient très efficace.
1.3 Contributions
La première contribution (section 4.2), est de proposer une structure de
données de document semi-structurés "simple" (similaire à celle propo-
sée par Pierce et al. [PSG03]) avec des opérations d’édition de base per-
mettant de faire fonctionner le modèle des transformées opérationnelles.
Nous avons montré également qu’un jeu d’opérations légèrement différent
ne permet pas de faire fonctionner cette approche, quelle que soit la trans-
formée opérationnelle utilisée. Dans un deuxième temps, nous proposons
une structure de données un peu plus compliquée, dont l’idée essentielle
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est d’utiliser des identifiants uniques pour l’étiquetage des arêtes dans
le document. Ces identifiants uniques permettent d’accéder de manière
non-ambigüe dans le document. Par ailleurs, ils sont donnés gratuitement
par le processus d’édition et ne demandent pas de travail supplémen-
taire à effectuer sur le document. Nous proposons des opérations et des
transformées opérationnelles qui garantissent les propriétés requises pour
la convergence. Enfin, nous proposons une généralisation des arbres aux
graphes de fonction qui permet également de prendre en compte l’opé-
ration de déplacement d’un sous-arbre avec une méthode de transformée
opérationnelle.
Une deuxième contribution est la conception d’un algorithme générique
de type CRDT (chapitre 5) qui assure la propriété de convergence grâce à
une notion de dépendance sémantique. Cet algorithme n’utilise pas l’his-
torique, passe à l’échelle, a été validé par un prototype, et il est décrit
dans la section 5.3. Nous proposons ensuite une structure de données
pour les documents semi-structurés et un jeu d’opérations satisfaisant la
propriété d’indépendance requise par l’algorithme pour assurer la conver-
gence. Dans le chapitre 5, nous avons poussé la modélisation jusqu’au for-
mat XML complet en utilisant toujours notre algorithme générique. Nous
avons également ajouté une opération d’annulation d’opération extrême-
ment utile en pratique.
Une autre contribution consiste à prendre en compte la notion de typage
dans l’édition, en adaptant l’algorithme générique de manière à pouvoir
garantir que la convergence est établie et que de plus le document est
bien-typé. Cette solution est valide pour de nombreux schémas de type
de documents (dont les plus classiques comme les DTD) pourvu qu’existe
un algorithme de réparation pour les types considérés utilisant les opéra-
tions d’éditions usuelles (cet algorithme calcule les opérations d’édition à
effectuer pour que le document soit bien typé).
Nous avons complété les résultats de l’approche CRDT en prenant en
compte l’opération de déplacement d’un sous-arbre en plus des opérations
classiques, ce qui est possible en passant par une structure de données de
type graphe. Les documents semi-structurés correspondent alors à un cas
particulier de ces graphes. Nous donnerons la généralisation des résultats
précédents pour en vue de réaliser cette opération de déplacement. Ce qui
n’était pas pris en compte dans les travaux antérieurs.
La dernière contribution (chapitre 9) est la réalisation d’un prototype dans
lequel nous avons implémenté nos solutions afin de les valider. Ce proto-





Depuis ces dernières années, le réseau internet est devenu d’usage courant
et la puissance de calcul des ordinateurs a considérablement augmenté. Le
travail collaboratif assisté par ordinateur (en anglais Computer Supported
Cooperative Work - CSCW), prend de plus en plus d’importance tant dans
le monde industriel que dans le monde académique et dans l’usage grand
public de l’outil informatique (Wiki, Réseaux sociaux,. . . ). Le principe est
de faire collaborer des personnes situées en des lieux différents sur un
projet commun en interagissant à distance. Voici quelques domaines d’ap-
plications :
– Le développement de logiciels "open source" avec CVS qui permet de
faire travailler ensemble un bon nombre de développeurs sur un même
projet.
– La rédaction d’articles par plusieurs chercheurs travaillant ensemble,
mais répartis sur des sites distants.
– La gestion de la production et de la vente dans une multinationale exige
la collaboration entre différents acteurs.
– Les systèmes de régulation de trafic visant à détecter les embouteillages
ou les perturbations en temps réel par communication entre véhicules.
– Les forums interactifs de discussions.
– De manière plus générale, la réalisation de documents numériques avec
plusieurs acteurs travaillant ensemble.
Un système collaboratif est un système partageant un objet (texte, image,
son, ...) modifiable par chaque participant. Un tel système, pour être utili-
sable se doit, d’être de haute disponibilité, réactif et simple pour l’utilisa-
teur afin que ce dernier ne perde pas de temps.
2.2 Bref historique et Motivations
Au début des moyens modernes de communication, il était possible de
travailler à distance par exemple en s’envoyant des fax, puis des fichiers
informatiques. Conceptuellement, ces deux procédés n’ont pas de diffé-
rence. Ces procédés sont peu pratiques. Des approches plus évoluées se
sont donc développées :
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6 Chapitre 2. Éditeur Collaboratif
SCCS En 1972 Marc J. Rochkind travaillant à Bell Labs a développé le
premier logiciel de contrôle de version appelé Source Code Control Sys-
tem (SCCS)[Roc75]. Son principe est de dater les différents fichiers avec
un numéro de version. Ce système n’est pas réellement interactif, puisque
le numéro de version est propre à chaque utilisateur et il n’y pas de possi-
bilité de résoudre les conflits entre les utilisateurs. Ce modèle est justifié,
car l’architecture standard d’un centre informatique était d’avoir une ma-
chine centrale et des terminaux reliés à cette machine, les infrastructures
réseaux étant limitées voire inexistantes. Donc les problèmes liés au travail
collaboratif se limitaient au partage de fichiers sur une même machine.
Usenet En 1979, l’idée du célèbre forum de discussion Usenet[Sal92]
germa dans les têtes de Tom Truscott et Jim Ellis, alors étudiants. Aidés
par Steve Bellovin, ils relièrent le serveur de l’université de Duke avec celle
de la Caroline du Nord à l’aide d’un script Bourn Shell en utilisant le pro-
tocole UUCP 1. Il fut rapidement relié au réseau ARPANET via l’université
de Berkley.
Le principe d’usenet est d’héberger plusieurs forums de discussion répli-
qués sur plusieurs serveurs. Pour assurer la convergence des répliques, il
utilise les règles de Thomas [Tho79] (définies pour assurer la convergence
des bases de données distribuées), ce qui peut faire perdre des modifi-
cations en cas de conflit, lié au remplacement d’un message par le plus
récent. Cela ne pose guère de problème dans un forum de discussion,
mais n’est pas adéquat pour l’édition collaborative.
RCS Revision Control System (RCS)[Tic85], développé en 1982, ajoute
la gestion et la fusion de plusieurs fichiers d’une même version, procu-
rant une première approche pour la gestion de conflits. En effet un projet
ou un fichier n’a pas forcément de développement linéaire. A partir de
certains nœuds, il se peut que des personnes partent dans des directions
divergentes. Cela conduit à des fichiers différents qui ont chacun le statut
de dernière version. C’est au développeur de décider si cela correspond à
des branches distinctes du projet ou si ce sont des variantes qui doivent
être fusionnées.
CVS Les aspects réseaux vont apparaitre en 1986 avec Concurrent Ver-
sions System (CVS) conçu par Dick Grune et complété par Brian Berliner
(à l’aide de CVS) en 1989 [Ber90]. Il reprend de façon plus élaborée le
concept de branche : Un projet n’évolue pas forcément linéairement, mais
selon un arbre. Il peut aussi étiqueter les différentes branches. Il introduit
aussi le système de client serveur dans lequel la copie de référence est celle
du serveur central. Chaque utilisateur ayant récupéré les fichiers ("Che-
ckOut") peut les modifier et les renvoyer au serveur central ("Commit").
Chacun peut voir les modifications des autres participants en mettant à
1Unix-to-Unix Copy Protocol : un ensemble de programmes utilisés pour envoyer des
fichiers ou des commandes à distance. Il pouvait être utilisé via un réseau privé ou une
ligne téléphonique équipée d’un modem. Il était déjà utilisé pour les courriers électro-
niques.
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jour leur copie locale ("Update") à partir de la copie du serveur central.
Les opérations de "commit" sont atomiques. Lorsqu’une personne fait un
commit le système s’assure qu’il part de la dernière version du fichier
publié par le serveur. Dans le cas contraire, il doit faire un "update" qui
modifie sa version locale. C’est à l’utilisateur de s’assurer qu’après cette
opération les fichiers sont encore fiables.
Ces deux derniers projets sont "open source" et s’améliorent au fil du
temps.
GROVE Elis et Gibbs ont introduit en 1989 [EG89] les transformées
opérationnelles avec leur éditeur GROVE. Malheureusement, ils n’ont
pas prouvé formellement l’unicité de la copie de référence (propriété de
convergence). En fait, on verra au chapitre suivant que leur système ne
converge pas. Cela pose une question difficile à résoudre : Peut-on assurer
la convergence dans ce modèle de transformée opérationnelle : C’est-à-
dire : est-ce que toutes les personnes ont le même document à la fin de
l’édition ? De nombreux chercheurs se sont posé cette question et ont pro-
posé des solutions qui se révèlent incorrectes car elles n’assurent pas la
convergence. Le chapitre suivant détaille ce modèle et donne un état de
l’art de cette approche.
TeamWare Au début des années 90 Sun Microsystem lance TeamWare
qui propose de distribuer des copies de référence. De plus, le document
de référence n’est pas sur un seul serveur, mais découpé en plusieurs
parties qui sont déposées sur plusieurs serveurs. TeamWare permet aussi
de regrouper des opérations élémentaires en une opération complexe ato-
mique et aucune opération ne peut s’intercaler dans la suite des opérations
correspondant à une opération atomique.
Bitkeeper & Git [git ; Tor05] En 1998, Bitkeeper de McVoy, développé
par BitMover, est un outil pour le contrôle de versions de logiciels basé
sur une approche pair-à-pair. Git (2005 par Linus Torvalds) et Mercurial
(2005 par Matt Mackall) sont basés sur le même principe que Bitkeeper
et sont "open source"s. Leur principe est de cloner un dépôt contenant
tout l’historique avec les différentes branches et de pouvoir fusionner les
clones en générant éventuellement d’autres branches en cas de conflit. On
s’approche de l’édition distribuée, mais les fusions et la génération de
branche sont très contraignantes.
SVN En 2000, apparait le projet Subversion (SVN), qui fonctionne sur
le même principe que CVS, mais avec quelques améliorations comme le
verrou de fichier, la gestion des fichiers binaires et qui améliore la sécurité
(utilisation de https) entre autres.
IceCube En 2001, IceCube [KRSD01] est un système d’édition collabora-
tive utilisant un algorithme de réconciliation générique. Chaque site pos-
sède un historique qui répertorie la suite des opérations effectuées. En cas
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de conflit, l’algorithme élit un site responsable en utilisant une méthode
classique. Ce site résout le conflit en calculant à partir des historiques des
sites en conflit la suite des opérations à effectuer qui minimise le coût de
réparation. Puis cette suite est envoyée à tous les sites qui vont se confor-
mer à cette suite. Cela peut amener un site à défaire certaines opérations
effectuées et à en effectuer de nouvelles. De nouveaux conflits peuvent
apparaitre lors de ce processus amenant à de nouvelles résolutions de
conflits. Cet algorithme ne passe pas à l’échelle car d’une part il impose
de garder un historique des opérations, mais surtout car il impose d’effec-
tuer un algorithme d’élection à chaque apparition de conflit. Cela revient
à introduire de la centralisation dans un système pair-à-pair. Des concur-
rents propriétaires d’IceCube existent comme Clear Case (IBM), Visual
SourceSafe (Microsoft)
Darcs Darcs est un gestionnaire de version asynchrone dédié à l’édi-
tion de programmes. Il groupe les modifications d’un document dans un
patch. Chaque patch peut dépendre d’un autre patch pour être exécuté, et
cette relation de dépendance n’est pas un ordre total[Ka]. La convergence
repose sur le fait que deux patchs indépendants devraient pouvoir com-
muter en donnant le même document. Cette commutativité de patch n’est
malheureusement pas prouvée. Une opération a été introduite dans darcs
2.0 appelée le "conflictor" permettant de marquer les patchs étant en conflit
(ne pouvant pas être intégrés ou ne pouvant pas commuter)[Jac09]. C’est à
l’utilisateur d’intégrer dans le document les modifications des patchs dits
en conflit par le système.
2.3 Modèles d’édition collaborative
2.3.1 Modèles pair-à-pair et centralisés
Nous distinguons deux types de modèles de réseaux :
– Le modèle centralisé.
– Le modèle pair-à-pair.
Pour simplifier, une application distribuée est vue comme un calcul. Dans
le système centralisé, ce calcul est effectué par le serveur central qui utilise
les clients pour effectuer certains calculs et qui centralise les résultats obte-
nus pour fournir le résultat final. En particulier dans le système centralisé,
les clients communiquent avec le serveur central, mais n’ont pas besoin de
communiquer entre eux. Dans le système pair-à-pair, le calcul est complè-
tement délocalisé et chaque site communique avec les autres sites. Aucun
site n’est privilégié et tous participent à la réalisation du calcul final. La
figure 2.3.1 illustre les deux types de modèles.
Une notion apparue récemment est celle du Cloud computing qui consiste à
distribuer les calculs faits normalement sur un serveur central sur d’autres
serveurs distants. Dans cette thèse ce modèle est considéré comme cen-
tralisé, car l’intelligence est toujours en un point et non en périphérie.
Google wave[WML10] utilise un nuage pour le coordinateur central de
Jupiter[NCDL95]. Ce qui fait que le système passe à l’échelle dans le sens
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(a) Serveur central (b) Pair-à-pair
Fig. 2.1 – Différents modèles
où beaucoup de personnes peuvent se connecter à google wave, mais cela
exige d’avoir une grande puissance de calcul.
Il existe plusieurs modèles intermédiaires entre centralisé et pair-à-pair. Le
but est de distribuer le rôle ou une partie du rôle du serveur central sur
des pairs tout en gardant des propriétés suffisantes au bon fonctionnement
du service. En effet certaines propriétés sont non assurées ou difficilement
assurées par un système purement décentralisé. Par exemple en P2P, il est
difficile de :
– connaître à tout instant le nombre de participants ;
– verrouiller une ressource ;
– etc.
Par exemple : BitTorrent utilise un serveur qui répertorie toutes les
adresses IP des ordinateurs ayant téléchargé les parties de ce fichier et
leur charge. Ce qui permet d’optimiser les flux et donc d’augmenter la
vitesse de téléchargement.
2.3.2 Optimistes vs Pessimistes
Deux approches sont possibles pour l’édition collaborative : l’approche
pessimiste[BHG87] et l’approche optimiste [SS05]. L’approche pessimiste
consiste à autoriser la lecture à partir de n’importe quelle réplique ce qui
entraine que les mises à jour doivent être synchronisées et coordonnées,
généralement par un site central. Ces mises à jour nécessitent usuellement
de verrouiller le document ou une partie du document pendant la mise
à jour et la propagation de celle-ci. En opposition avec ce mécanisme,
l’approche optimiste, ne demande pas de mises à jour immédiates, mais
accepte les différentes mises à jour au fur et à mesure de l’édition. Cette
approche laisse diverger les copies locales, 2 mais elles doivent finir par
converger sur un document unique lorsque toutes les mises à jour ont été
faites. Nous verrons qu’assurer cette convergence n’est pas trivial et le pro-
cessus d’édition peut créer des conflits entre les opérations. Par exemple,
2chaque site peut passer par différents états du document.
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deux mises à jour simultanées choisissant deux couleurs distinctes sur un
même objet seront en conflit. Malgré ces problèmes, cette approche reste
la plus adaptée à l’édition en pair-à-pair.
2.3.3 Propriétés attendues
Nous passons en revue les avantages et inconvénients des deux types de
modèles vis-à-vis d’un certain nombre de propriétés voulues pour l’édi-
tion collaborative.
Ressources
L’application ne doit pas nécessiter de ressources trop importantes, une
ressource étant un composant physique du réseau, machines incluses
(puissance en terme de CPU, mémoire, débit requis pour le réseau,. . . ).
Les applications distribuées sont un exemple de partage de ressources
permettant de limiter la taille des machines utilisées.
Passage à l’échelle
L’application doit toujours fonctionner de manière satisfaisante lorsque le
nombre d’utilisateurs ou la taille des données utilisées augmente.
Centralisé Le serveur central et les communications avec celui-ci sont le
goulot d’étranglement du modèle centralisé. Dès que le volume de
communication requis par l’application est trop important, le site
central risque d’être saturé. De même si le traitement des calculs par
le site central est trop coûteux, celui-ci ne pourra pas effectuer le
traitement nécessaire.
Pair-à-pair Le problème du passage à l’échelle dans le modèle décentra-
lisé est un problème algorithmique. C’est-à-dire que les ressources
se greffent au réseau au fur et à mesure que le nombre d’utilisateurs
augmente. Il n’y a pas d’architecte régissant les charges réseau ou
de calcul. C’est à l’algorithme de gérer au mieux les ressources dis-
ponibles. Certains algorithmes ont des difficultés à passer à l’échelle
comme les algorithmes de diffusion basés sur un ordre total[DSU03]
contrairement au modèle basé sur une diffusion épidémique (chacun
passe l’information à ses voisins les plus proches) [EGmKM04].
Dynamicité
Un réseau dynamique permet aux pairs d’entrer ou de sortir en tout temps
sans que les autres subissent une dégradation du service.
Centralisé Dans la limite des ressources disponibles, tous les utilisateurs
peuvent se connecter et se déconnecter du service sans l’affecter. On
peut connaître facilement le nombre d’utilisateurs. La géométrie du
réseau ne change pas. Elle est toujours en étoile.
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Pair-à-pair L’entrée et la sortie d’utilisateur dans un réseau pair-à-pair
peut être délicate à gérer. On peut observer des dégradations du
service dans les cas simples : un pair se déconnecte pendant qu’il
faisait la liaison entre deux réseaux ; qu’il avait un rôle de chef de
groupe, etc ... Il se peut aussi que certains algorithmes aient besoins
de connaitre la topologie du réseau [EG09] ou le nombre exact de
participants en tout temps [HKP+05].
La résistance aux pannes
L’application réseau doit être capable de continuer à fonctionner si l’un
de ses composants (site, connection réseau,. . . ) tombe en panne. De nom-
breux algorithmes distribués sont conçus pour être résistants aux pannes.
Réseau Centralisé Par définition, un réseau de type client-serveur repose
sur un serveur. Le service n’est plus assuré s’il est en panne. Par
contre, un réseau pair-à-pair résiste à la panne d’un de ses compo-
sants, puisque aucun site n’est privilégié et peut être remplacé par
un autre site.
Réseau Pair-à-pair Dans un réseau pair-à-pair, si chacun peut jouer tous
les rôles, tant qu’il y a un participant opérationnel, le service peut
continuer de fonctionner. Sauf dans le cas défaillance byzantine, mais
dans cette thèse nous allons rester dans un cadre de confiance.
Résistance à la censure
En 1996 Mike Godwin dit : Je suis tout le temps soucieux au sujet de mon
enfant et d’Internet, bien qu’elle soit encore trop jeune pour se connecter.
Voilà ce qui m’inquiète. Je redoute que dans 10 ou 15 ans elle vienne me
voir et me demande : “Papa, où étais-tu quand ils ont supprimé la liberté
de la presse sur Internet ?” » (I worry about my child and the Internet all
the time, even though she’s too young to have logged on yet. Here’s what
I worry about. I worry that 10 or 15 years from now, she will come to me
and say “Daddy, where were you when they took freedom of the press
away from the Internet ?”
De nos jour le réseau internet est de plus en plus en proie à un filtrage
de l’information par différents pays. Le 12 mars 2011 Reporters sans fron-
tière ont établi une carte de la censure (2.2) sur internet[sf11]. Il est donc
nécessaire de faire des applications capables de "ruser" pour passer outre
l’oppression de certains gouvernements.
Centralisé Il est facile de s’attaquer à ce genre de modèle par flood 3 ou
simplement filtrer le tuyau par lequel, il passe. Ce modèle deman-
dant parfois de grosses structures est plus difficile à déplacer.
pair-à-pair Un réseau pair-à-pair est difficilement attaquable par déni de
service. Il faudrait pour cela matraquer (flood) tous les participants
en même temps ce qui demande une grande puissance pour l’atta-
quant.
3Action consistant à envoyer une grande quantité de données afin de consommer toute
la bande passante ou toute les ressource nécessaire pour traiter l’information
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Ennemis d'internet
Pays sous surveillance
LA CARTE MONDIALE DE LA CYBER-CENSURE
Fig. 2.2 – Carte de la censure d’internet de RSF.
Les réseau pair-à-pair sont difficilement contrôlables par un tiers
(censure, interdiction, ...). Des projets ont vu le jour dans cette op-
tique. Le célèbre FreeNet créé en 2000 par Clarke, qui propose de
stocker des informations en pair-à-pair de façon anonyme et chif-
frée. Pour cela, il fait transiter et stocke des parties de fichiers chif-
frés dans différents pairs. Il utilise aussi des routages heuristiques
afin de rendre difficile le traçage des paquets.
Remarque 2.1 — Utiliser l’approche distribuée permettrait de ne pas sortir
d’un réseau de type Freenet pour dialoguer avec un serveur extérieur.
2.4 Divergence, Convergence, Dépendance
2.4.1 Problème de convergence
Dans un système distribué avec réplication des données sur chaque site,
un algorithme distribué est convergent si toutes les répliques sont iden-
tiques sur chaque site après exécution de toutes les opérations considérées.
Dans le cas contraire, on parlera de divergence.
Cette propriété est difficile à assurer et fait toujours l’objet de recherches
actuelles dans différents domaines [ABGM90 ; AD ; TKDP+08]...
Il y a différents types de convergence.
Convergence forte
On parle de convergence forte quand à chaque étape toutes les répliques
sont identiques. Cela implique dans un système collaboratif d’avoir un
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ordre total sur les opérations et de les exécuter toutes dans le même ordre.
Sinon on passe par des états différents. Ces systèmes ne sont pas compa-
tibles avec l’édition pair-à-pair, car il nous faudrait un ordre total sur les
opérations et/ou un synchronisme que nous n’avons pas.
Divergence limitée
La divergence limitée ou bornée est le fait d’autoriser le système à di-
verger de façon bornée selon une métrique. Cette métrique peut être le
nombre d’opérations intégrées [YV01] ou une métrique sur les données
[ABGM90].Cette solution reste contraignante, car dans notre cas nous
n’avons pas de bornes sur le nombre d’opérations concurrentes.
Convergence (à terme)
La convergence à terme implique qu’une fois le système est au repos
(toutes les opérations ont été effectuées) toutes les répliques sont iden-
tiques. C’est cette propriété qui va nous intéresser dans cette thèse et nous
parlerons simplement de convergence dans la suite.
Dans le cadre de l’édition collaborative, de nombreuses approches ont été
proposées. Ce sont la majorité des articles cités dans cette thèse.
2.4.2 Comment obtenir la convergence ?
Dans le cadre de l’édition collaborative pessimiste ou centralisée, la
convergence est intrinsèque. Le système a un document référent où chaque
modification se fait séquentiellement grâce à un verrou.
Dans le cadre de l’édition collaborative optimiste pair-à-pair, il n’y a pas
de copie de référence. Même si la causalité des messages est respectée,
les messages ne sont pas forcément reçus dans le même ordre sur tous
les sites. Deux opérations peuvent avoir la même cause et peuvent être
concurrentes [Lam78] et selon l’ordre d’exécution, le résultat peut être
différent.
Exemple 2.1
Utilisateur 1 Utilisateur 2
acd acd















insert ’e’ en 4e position insert ’b’ en 2e position
abced abcde
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2.4.3 Causalité
La causalité est une notion assez générale. Ce principe est que tout évène-
ment a une cause l’ayant entrainé, cette cause étant un ensemble d’évène-
ments. Dans notre cadre un évènement est une opération d’édition effec-
tuée par un participant. Lamport [Lam78] définit la causalité comme une
relation d’ordre partiel entre les opérations, la notation op ≻ op′ indique
que l’opération op a été effectuée avant l’opération op4par un des sites par-
ticipant. Un premier problème est de savoir comment définir avant dans
un système pair-à-pair qui n’a pas d’horloge globale, mais des horloges
locales sur chaque site.
Un autre point soulevé par la définition est que la relation d’ordre ne
prend pas en compte la nature des opérations ni des objets.
Dans le modèle CCI, la causalité est définie comme celle de Lamport alors
que dans notre approche nous allons utiliser une formulation plus faible
de cette relation. Cette formulation prendra en compte la nature des objets
et des opérations mis en oeuvre par le processus d’édition tout en gardant
l’idée originelle de Lamport.
Dépendance sémantique
La dépendance sémantique est une relation d’ordre partielle sur les opéra-
tions, indiquant qu’une opération op dépend sémantiquement d’une opé-
ration op′ si et seulement si l’opération op a besoin que op′ ait été exécutée
pour être exécutable. Contrairement à la notion de Lamport, cette relation
dépend fortement de la nature des objets utilisés.
Prenons le mode d’emploi pour faire du thé (en sachet) :
1. Faire bouillir de l’eau dans une bouilloire.
2. Mettre le sachet de thé dans un verre.
3. Verser l’eau dans le verre.
4. Mettre le sucre dans le verre.
5. Mélanger le tout.
Supposons qu’ Eric, Fabrice, Gaelle et Hugues veulent suivre la même re-
cette en travaillant en parallèle pour optimiser l’exécution de la recette.
Chaque participant peut être vu comme un processus qui communique
avec les autres processus en informant de l’opération qu’il effectue. Si on
considère l’ordre causal de Lamport, seul l’ordre de la recette est possible,
car chacun doit attendre l’autre. Mais vous pouvez deviner regardant la
propriété des ingrédients qu’il y a d’autres ordres donnant le même résul-
tat, comme :
1. Fabrice met le sachet de thé dans le verre.
2. Eric fait bouillir de l’eau dans la bouilloire.
3. Hugues met le sucre dans le verre.
4. Gaelle verse l’eau de la bouilloire dans le verre.
4à considérer au sens temporel du terme
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5. Hugues mélange le tout.
Mais on ne peut pas avoir l’ordre suivant car sémantiquement incorrect :
1. Hugues met le sucre dans le verre.
2. Hugues mélange (rien !).
3. Fabrice met le sachet de thé dans le verre.
4. Gaelle verse l’eau de la bouilloire dans le verre.
5. Eric fait bouillir de l’eau dans la bouilloire.
Ce thé sera bizarre.
Faire bouillir de l’eau
dans la bouilloire





la bouilloire dans le verre





















l’eau et le sucre
(b) Sémantique
Fig. 2.3 – Dépendances
En fait, on peut définir ce genre de dépendance sur beaucoup de structures
de données (et les opérations associées) de façon simple, tout particulière-
ment celles qui interviennent dans l’édition collaborative (arbres, graphes,
documents semi-structurés,...). Par conséquent, la dépendance causale dé-
crite par Lamport n’est pas nécessaire pour faire un éditeur collaboratif
consistant (modèle CCI)[SJZ+98 ; Sun02 ; Wei10] et nous allons voir que
nous pouvons la remplacer par la dépendance sémantique.
Cette idée nous permet d’avoir un algorithme d’édition générique simple
qui simplifie les calculs et qui réduit la quantité d’informations à envoyer
(et donc le coût en termes d’envoi de messages). Nous le présenterons
dans la section 5.3
2.5 Autres concepts
2.5.1 Préservation de l’intention de l’auteur
Cette notion n’est pas formellement définissable. Pour vraiment respecter
les intentions de l’auteur, il faudrait lire dans ses pensées ! Par contre, on
peut donner un comportement naturel au système, comme par exemple
éviter de faire converger tous les sites en triant les mots par ordre alpha-
bétique.
Généralement, le but est que lorsqu’un auteur est tout seul, le système se
comporte comme n’importe quel éditeur. Lorsqu’ils sont plusieurs à éditer
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un document, il est préférable pour un éditeur optimiste de ne pas perdre
d’informations et d’essayer d’intégrer toutes les données sans "choquer".
Mais c’est là encore une notion informelle.
2.5.2 Historique
L’historique est une mémoire où on stocke par ordre d’exécution la suite
des opérations d’un site. Il peut être nécessaire pour assurer la conver-
gence. Beaucoup d’algorithmes comme celui de Ressel[RNRG96] d’Imine
[Imi06] ont besoin d’un historique complet pour assurer la convergence à
terme. Un problème de ce type d’algorithmes est la complexité par rapport
à la taille de l’historique, par exemple O(n2) avec n la taille de l’historique
pour l’algorithme de Ressel. Par exemple, un document de 100 pages de
20 lignes de 80 caractères donne 160 000 caractères, chacun correspondant
à au moins une opération d’édition. Un coût en O(n2) devient prohibitif
dans ce cas et exclut toute édition de documents avec beaucoup d’opéra-
tions.
L’historique est aussi nécessaire pour l’annulation. Il faut en effet garder
en mémoire les modifications nécessaires pour pouvoir les défaire. Pour
l’annulation, il existe des façons de limiter la taille de l’historique nous en
discuterons dans la section 6.4.2 et la taille de l’historique ne rentre pas en
compte dans la complexité de l’algorithme.
2.5.3 Annulation
Lors de l’édition de document, il est très classique de faire des erreurs
comme tout supprimer ou modifier la mauvaise partie. De plus si le do-
cument est partagé ce type d’erreur peut intervenir facilement, parfois de
manière volontaire par des participants mal intentionnés (voir certaines
modifications de documents sous Wikipédia). Il est donc nécessaire de
pouvoir annuler certaines opérations pour revenir à l’état précédent (com-
mande undo ou annuler de nombreux éditeurs). Ce processus d’annula-
tion peut souvent être itéré jusqu’à revenir au tout début. Une condition
nécessaire pour effectuer ce travail est de garder en mémoire les opérations
effectuées depuis le début, donc d’avoir un historique des opérations ef-
fectuées. Cet historique peut être délocalisé (chaque site garde la mémoire
de ses opérations) ou centralisé. Une variante est de limiter le nombre
d’opérations que l’utilisateur peut annuler, ce qui permet de n’avoir qu’un
historique limité.
3Édition pair à pair
Dans ce chapitre nous allons introduire les objets les plus communs (texte,
arbres, ...) et les opérations permettant de les construire et les modifier.
Pour finir nous allons passer en revue les principales approches pour réa-
liser de l’édition collaborative en pair-à-pair sur nos objets : l’approche par
transformée opérationnelle et l’approche CRDT.
3.1 Les documents
3.1.1 Textes non formatés
Le document texte non formaté est une simplement une suite de carac-
tères. Ce type de document rudimentaire a été longtemps favorisé par les
éditeurs collaboratifs. Tout autre type de document peut se ramener à ce
type primitif sachant que la structure du document sera perdue rapide-
ment lors de l’édition de ce type de fichier.
Les opérations d’édition sur ce format texte sont l’insertion et la suppres-
sion de caractères. La façon la plus naturelle d’identifier un élément dans
un texte non formaté est de prendre sa position dans le texte. La diffi-
culté qui survient est que les opérations d’édition changent cette identifi-
cation (décalage de +1 en cas d’insertion avant le caractère considéré par
exemple), (voir l’exemple 2.1).
3.1.2 Documents structurés
Dans le monde de l’édition, nous remarquons qu’il existe beaucoup de
documents structurés. Ils sont beaucoup plus lisibles par l’humain que les
documents non-structurés. Le type le plus commun est le document orga-
nisé de manière hiérarchique, que ce soit un texte structuré en chapitres,
sections et paragraphes, que ce soit un code source avec les fonctions et
les objets, voir même un fichier, . . .Même une carte peut se voir comme
un dessin où des nœuds relient des arêtes. Nous donnons dans la suite
des types de documents structurés extrêmement importants en pratique.
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3.1.3 Documents arborescents
Les structures arborescentes sont parmi les plus fondamentales en infor-
matique. Un arbre est constitué de sommets et d’arêtes orientées reliant
les sommets de manière suivante :
– Tout sommet a un et un seul père (une arête entrante) sauf la racine qui
n’en a pas.
– Il n’y a pas de cycle.
– Les nœuds ou les arêtes peuvent avoir des étiquettes
– Les nœuds ou les arêtes peuvent être ordonnés ou pas.
Dans cette thèse nous allons étiqueter les arêtes, mais il est simple de
passer de ce type de représentation à la représentation usuelle étiquetant
les nœuds. Une forêt d’arbres usuels se représente par un seul arbre avec

























































































































































































































































































































Dans cet exemple, nous exhibons une forêt d’arbres étiquetés sur les nœuds et son
équivalent en arbre étiqueté sur les arêtes. Nous remarquons qu’il suffit de dessi-
ner un nœud supplémentaire reliant les racines et de faire remonter les étiquettes
sur les arêtes reliant au père.
Terminologie Par abus de langage justifié par le souci de ne pas intro-
duire de termes supplémentaires, nous reprenons la terminologie clas-
sique des arbres en l’adaptant aux arêtes : Le père (d’une arête)1 est l’arête
au dessus de l’arête et les arêtes filles sont celle en dessous du père. Dans
l’exemple 3.1, les arêtes c et d ont comme père l’arête a et elles sont aussi
les arêtes fille de a. Deux arêtes sont dites soeurs si elles partagent la même
arrête père. Dans l’exemple 3.1 les arêtes c et d sont soeurs.
Opérations
Les opérations d’édition d’arbre sont :
– Ajout d’une arête (Add)
– Suppression d’une arête avec les deux variantes possibles :
– En supprimant le sous arbre complet sous cette arête (Del1),
– En supprimant uniquement l’arête et en faisant remonter d’un niveau
les sous-arbres sous l’arête supprimée (Del2)
– Déplacer une partie de l’arbre d’un endroit à un autre (move Mv)
Nous verrons par la suite que la différence entre les deux opérations de
suppression n’est pas anodine. L’opération Mv est très délicate et elle n’est
souvent pas prise en compte dans les éditeurs collaboratifs. Dans cette
1mère serait plus justifié dans ce cadre...











































































































































































































































































































































































































































































































































































































Fig. 3.1 – Différentes opérations
thèse nous verrons comment la prendre en compte au prix d’une modifi-
cation de la structure de données considérée.
Sélection et identification
Pour réaliser les opérations précédentes, il faut pouvoir identifier claire-
ment les arêtes à modifier.
Nous utiliserons deux façons d’identifier ces arêtes :
– Par un chemin : le chemin est la suite des étiquettes suivies en allant de
la racine à l’arête. Une restriction d’unicité des étiquettes sous un même
nœud garantira l’unicité de l’arête identifiée.
– Par un identifiant unique : à chaque arête correspond un identifiant qui
sera unique dans l’arbre par construction de celui-ci (comme dans un
réseau informatique, l’adresse IP identifie une machine unique).
Arbres non-ordonnés et arbres ordonnés
Classiquement, on distingue deux modèles d’arbres, les arbres ordonnés
(les fils d’un nœud sont ordonnés) et les arbres non-ordonnés (les fils
d’un nœud ne sont pas ordonnés). Dans le modèle ordonné, les arbres






































































































































































































































































































































































Fig. 3.2 – Ordonné vs non ordonné
Selon l’application visée, certains documents ne requièrent pas d’ordre
tandis que celui-ci peut être nécessaire dans d’autres cas.
Dans un carnet d’adresses, les informations utiles correspondent à un nom
et l’ordre n’est qu’une commodité d’accessibilité. Le logiciel utilisant ces
données classera les contacts par ordre alphabétique ou autre...
Par contre, dans une page web (en xhtml) l’ordre est important : on veut
que les items d’une liste restent dans l’ordre donné.
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Si on utilise des arbres étiquetés non ordonnés, il est possible de les trans-
former en arbres ordonnés en rajoutant dans l’étiquette une information
qui code l’ordre respectif des éléments entre eux. Ce codage sera effectué
dans le modèle d’arbre où l’étiquette de chaque arête contient un identi-
fiant unique et est complétée par une information de priorité permettant
de situer cette arête par rapport aux arêtes situées au même niveau. Les
opérations d’édition devront être définies de manière cohérente avec cette
priorité. Dans notre approche, nous utiliserons une chaine de caractère
d’un certain type pour définir les priorités (voir le chapitre 6).
3.1.4 Documents XML
XML est l’abréviation de eXtensible Markup Language , qui définit un
standard permettant d’encoder un document dans une forme lisible par
la machine et l’être humain. Les spécifications de ce standard sont pro-
duites par le W3C (World Wide Web Consortium). Ce langage est devenu
le standard de référence pour la production et l’échange de document et
de très nombreuses applications ou formats s’y réfèrent [Cov] : RSS, SVG,
SOAP, et XHTML.
Par définition, un document XML est une chaine de caractère écrite en
Unicode [Wikd], structurée avec les constituants suivants :
Des balises : Une balise se construit en commençant par le symbole "<"
suivit par le nom du tag et se finit par le symbole ">". Il existe trois
types de balises :
– la balise ouvrante, par exemple : <balise>.
– la balise fermante, par exemple : </balise>.
– la balise orpheline, par exemple : <orpheline/>.
Des éléments : Un élément est un composant du document qui com-
mence par une balise ouvrante et fini par une balise fermante cor-
respondante ou simplement une balise orpheline si l’élément ne
contient rien. Un élément peut contenir plusieurs autres éléments
et des attributs. Ce dernier se met entre les chevrons de la première
balise.
Des attributs : Un attribut est une paire nom/valeur et est décrit dans les
balises ouvrantes ou orphelines. Par exemple :
<img src="toto.jpg" alt="la figure de toto"/>
Ici on décrit une image qui aura comme attributs une "src" indiquant
un fichier source toto.jpg et un autre attribut qui indique comme
description de l’élément : "la figure de toto".
Contrairement au SGML, les noms des attributs dans une même ba-
lise doivent être distincts en XML.
Un Début : le début d’un fichier XML appelé aussi un prologue se fait
avec des balises orphelines spéciales indiquant sont contenu. Par
exemple :
<?xml version="1.0" encoding="UTF-8" ?>
indique que le fichier contient de l’XML en version 1.0 et que le co-
dage utilisé pour les caractère est de l’UTF8. La version 1.1 est sortie
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mais le principe reste le même. Les différences sont surtout sur l’in-
ternationalisation du format (les caractères et les codages autorisés
dans la norme).
La figure 3.1.4 donne un exemple de d’un fichier XML. Dans ce fichier,


















Fig. 3.3 – Exemple de fichier XML
nous remarquons qu’il y a Pat et Henri. L’un possède deux numéros de
téléphone : un cellulaire et un fixe. Henri quant à lui possède une adresse.
3.2 L’approche transformée opérationnelle pour l’édi-
tion collaborative
Principe
Cette approche a été introduite pour la première fois dans GROVE par
Elis et Gibbs [EG89]. Le principe est que chaque participant envoie cha-
cune de ses opérations de modification du document à tout le monde.
Chaque participant recevant une opération en provenance d’un autre site
l’intègre, c’est-à-dire qu’elle n’exécute pas directement l’opération reçue,
mais une opération qui est la transformation de l’opération reçue qui
prend en compte les autres opérations précédemment intégrées.
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Utilisateur 1 Utilisateur 2
acd acd
















insertion concurrente en position antérieure
incrémenter la position
insert ’e’ en 5e position
pas d’insertion concurrente en position antérieure
pas d’incrémentation de la position
insert ’b’ en 2e position
abcde abcde
Exemple 3.2
De manière plus formelle et pour cette thèse, on définit une fonction IT :
Op ×Op 7−→ Op pour Integration Transformation prenant en argument
deux opérations, celle que l’on veut intégrer et une opération concurrente
qui a été déjà intégrée.
Si on effectue une opération d’insertion insert(′b′, 2) pour insérer un ca-
ractère en deuxième position l’exemple 3.2 devient :
Exemple 3.3



















IT(insert(′e′, 4), insert(′b′, 2))
= insert(′e′, 5)




Ressel [RNRG96] a donné un algorithme pour l’édition collaborative pair-
à-pair optimiste qui garantit la convergence, sous réserve que la transfor-
mée opérationnelle satisfasse deux propriétés : Soit T l’ensemble d’états
du document.
– TP1 : Soit op1, op2 ∈ Op, ∀t ∈ T, [op1, IT(op2, op1)](t) =
[op2, IT(op1, op2)](t) TP1 est une sorte de confluence locale assurant










































































































































































































































IT(op2, op1) = op′2 op
′
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– TP2 : Soit op, op1, op2 ∈ Op, IT(IT(op, op1), IT(op2, op1)) =
IT(IT(op, op2), IT(op1, op2))
TP2 : est plus surprenante elle a pour but d’assurer l’unicité d’une trans-
formation après que deux autres soient effectués. Elle est similaire à des





















































































































































































































































































































IT(op2, op1) = op′2 op
′
1 = IT(op1, op2)
t1 t2
op◦ = IT(IT(op, op1), op′2) op
• = IT(IT(op, op2), op′1)
op◦ =? op•
Le contre-exemple 3.4 est plus connu dans la littérature sous le nom
de "TP2-puzzle"[LLS04]. Dans cet exemple, il y a trois utilisateurs vou-
lant exécuter concurremment trois opérations : op1 = del(2), op2 =
insert(′ j′, 2), op3 = insert(′k′, 3). Nous constatons que les utilisateurs 1 et 2
font converger leur état après s’être échangé leur opération. Mais lorsque
le dernier utilisateur propage son opération, nous remarquons qu’elle est
transformée différemment.
Exemple 3.4 Contre-exemple du "TP2 puzzle".

























IT(insert(′ j′, 2), del(2))
= insert(′ j′, 2)




′k′, 2) op3′′ = insert(′k′, 3)
akjc ajkc
Avec op′3 = IT(IT(insert(
′k′, 3), del(2)), IT(insert(′ j′, 2), del(2))) et op′′3 =
IT(IT(insert(′k′, 3), insert(′ j′, 2)), IT(del(2), insert(′ j′, 2)))
Ces propriétés suffisent à assurer la convergence, et la propriété TP1
est nécessaire. Par contre, il n’est pas démontré qu’un algorithme est
convergent si et seulement si ces propriétés sont vérifiées. En particulier, la
propriété TP2 est très forte, et de nombreux algorithmes ont été proposés
en se limitant à des propriétés plus faibles (uniquement TP1). Malheureu-
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sement, Imine [Imi06] a montré dans sa thèse que tous les algorithmes et
transformées opérationnelles proposés classiquement pour les mots sont
incorrects, car ils n’assurent pas la convergence2.
Algorithmes d’édition collaborative
Plusieurs algorithmes, reposant sur le principe des transformées opéra-
tionnelles, ont été proposés pour le cas des mots et servent de base à
des éditeurs collaboratifs. La convergence de ces algorithmes nécessite
des transformées satisfaisant TP1 et TP2 (GOTO, Opt,ABT,. . . ) mais mal-
heureusement aucune des transformées proposées pour les jeux d’opé-
rations usuels (ajout, suppression,. . . ) n’assure ces propriétés. D’autres
algorithmes proposés ont tout simplement des scénarios divergeant
(SDT[SJZ+98], Suleiman et Al[SCF97]). La thèse d’Imine donne une série
de contre-exemples qui mettent en défaut les algorithmes ou les transfor-
mées opérationnelles proposées pour les mots[Imi06].
adOPTed Ressel en 1996 [RNRG96] a donné un algorithme basé sur la
notion de vecteur d’état. Un état correspond à un point dans un hy-
percube dont la dimension est le nombre de sites. Chaque site corres-
pond à un axe et une opération effectuée par ce site est une transla-
tion de longueur 1 selon cet axe. Une suite d’opérations correspond à
un chemin dans cet hypercube. La fonction d’intégration correspond
à la prise en compte des opérations exécutées sur les autres axes et
les propriétés permettent d’assurer que chaque site suit un chemin
qui mène au même point. Les positions dans le cube expriment les
dépendances entre opérations. La figure suivante correspond à deux
sites, l’un horizontal (site 1) qui effectue les opérations op1,i=1,...,5 et
l’autre vertical, site 2, qui effectue op2,i=1,...,3. L’opération op1,2 est
exécutée après op1,1 par définition, mais aussi après op2,1 (car elle
est “au-dessus”), mais op1,1 et op2,1 sont concurrentes. Le chemin
dessiné en b) décrit les intégrations que doit réaliser le site 1. Les
propriétés TP1 et TP2 vont assurer que le chemin correspondant



























































Fig. 3.4 – illustration de l’algorithme adOPTed
Cet algorithme a besoin de TP1 et de TP2 pour converger. Il né-
cessite d’envoyer les vecteurs de position à chaque message, ce qui
peut poser des problèmes de bande passante lorsque le nombre de
2celui qu’il propose est correct, mais impose des réordonnancements des opérations
couteux
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participants augmente. Une preuve différente de correction de cet
algorithme a été donnée en 2003 par Lushman, et al., [LC03]. Cet
algorithme est de complexité O(nb2op) à cause de la recherche d’un
chemin. Cet algorithme envoie le vecteur d’état, ce qui rend le pas-
sage à l’échelle difficile.
So6 est un projet développé par l’équipe ECOO de l’INRIA Lorraine, basé
sur l’algorithme de SOCT4[MOSmI03 ; VCFS00] utilise un serveur
qui estampille chaque message de façon unique avec sa date. Ainsi
l’ordre d’intégration des messages est total. C’est une approche hy-
bride qui repose sur une notion de temps partagé et correspond plus
à une approche centralisée qu’à du vrai pair-à-pair.
Optic [Imi06] est un algorithme de réconciliation nécessitant TP1 et une
version affaiblie de TP2 appelé TP2′ : IT(IT(op, op1), IT(op2, op1)) ≡s
IT(IT(op, op2), IT(op1, op2)). Dans cette approche, chaque opération
d’ajout garde l’historique de ses transformations. Cela permet d’évi-
ter les ambiguïtés dans le calcul de la position, mais impose de
garder l’historique des opérations. De plus, une particularité est
d’effectuer toutes les insertions avant les suppressions, ce qui peut
amener à inverser l’effet des précédentes intégrations. La complexité
de l’algorithme est dépendante de son historique (O)(|h|2) et cette
taille d’historique est le nombre d’opération.
ABST [SLG10] est une amélioration de l’algorithme ABT [LL05] en utili-
sant des groupes d’opérations appelés des transactions. Il est proche
de l’algorithme OPTIC. Il va générer un historique de manière ca-
nonique (les insertions avant les suppressions). Il utilise une façon
spéciale de faire ces intégrations identiques sur les autres sites leur
permettant de se passer de TP2. Mais l’envoi des vecteurs d’états
peut poser des problèmes de passage à l’échelle. Contrairement à
OPTIC qui utilise une relation de dépendance.
COT [SS06 ; SS09] Cet algorithme associe à chaque opération un context
qui est l’état du document lors de la création de l’opération. La
condition TP2 est donné par l’algorithme qui pour un même groupe
de contexte va transformer les opérations dans un même ordre. Dans
le pire des cas un réordonnancement est requis. L’envois du vecteur
d’état, ici appelé contexte passe difficilement à l’échelle.
Google Wave [WML10] est un projet de l’entreprise Google. Le prin-
cipe est de pouvoir collaborer sur un document hiérarchique à
l’image d’un forum où des personnes peuvent poster, répondre et
rééditer en temps réel. Il est basé sur l’algorithme de réconciliation
nommé Jupiter[NCDL95] conçu pour fonctionner de façon centrali-
sée. Google l’a adapté pour supporter le format XML et l’a virtualisé
dans un modèle de cloud computing (nuage) en contrôlant la vitesse
de propagation. Le nombre de participants est directement lié à la
taille du nuage et ce système n’est pas adéquat pour le vrai pair-à-
pair.
MOT2 [CF07] est un algorithme de réunification deux à deux. Le but de
cet algorithme est de synchroniser plusieurs agendas ou téléphones
sans toujours passer par la même copie principale3. L’échange d’opé-
3ce qui est l’amélioration principale de MOT2 par rapport à MOT1
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ration se fait par une phase de synchronisation deux à deux en
s’échangeant leur historique. Ce qui malheureusement ne passe pas
à l’échelle.
Les arbres La plupart des algorithmes proposés sur les arbres sont des
adaptations des algorithmes précédents, qui ne garantissent pas la conver-
gence même pour du texte non-formaté.
En 2002, Davis et al. [DSL02], traite les arbres comme une suite de posi-
tions. Il utilise les opérations de Grove pour les vecteurs position, et ne
satisfait pas la propriété TP1 [Imi06].
Claudia Ignat et Moira C. Norrie ont adapté plusieurs algorithmes créés
pour les documents non structurés aux documents hiérarchiques, notam-
ment les algorithmes Soct24 [SCF98] et GOTO[SE98], [IN03 ; Ign06], et ont
adapté Soct2 pour les documents XML[IO08].
Oster et al. ont adapté les opérations XML pour So6[OSMMNJ07].
Conclusion Les approches d’édition collaborative sur les documents hié-
rarchiques en pair-à-pair proposés dans la littérature ne sont pas satisfai-
santes. Nous avons vu que certaines ont des exemples de divergence et
d’autres ont besoin d’un estampilleur.
Vote : un outil de vérification automatique pour TP1 et TP2
Un obstacle pour construire un algorithme d’édition collaborative
convergent basé sur les transformées opérationnelles est la définition
d’une fonction d’intégration qui est TP1 et TP2. La preuve de ces proprié-
tés repose sur une analyse de cas qui est longue et fastidieuse, pouvant
contenir facilement des erreurs. En 2003, Imine, Molli, Oster et Urso ont
créé un vérificateur de ces propriétes nommées : Vote [IMOU03].
Ce vérificateur utilise SPIKE [BSR95] qui est un prouveur inductif de
théorèmes. Il couvre la réécriture conditionnelle et l’analyse cas par cas
[ARS02 ; BKR92]. L’outil Vote se charge de traduire les définitions des ob-
jets, la fonction d’intégration et les opérations via les fonctions d’obser-
vation dans leur modélisation écrite en algèbre universelle comprises par
SPIKE. SPIKE renvoie un contre-exemple ou une réponse positive. A partir
de ce contre-exemple, Vote donne un contre-exemple plus compréhensible
pour l’humain (Voir figure 3.5).
Structure d’un fichier Vote Un fichiers Vote contient 7 parties :
type : Déclaration des types.
Par exemple dans le fichiers A.1.3 à la ligne 1, nous définissons un
nouveau type lbl (et en même temps un objet novalue de type lbl).
Certains comme nat sont prédéfinis, mais doivent être déclarés.
observator : Déclaration des observateurs.
4L’algorithme Soct2 nécessite un estampilleur
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Fig. 3.5 – Dessin issue de la thèse d’Imine [Imi06].
Cette partie déclare le type d’un certain nombre de fonctions qui
sont utilisées pour définir l’action des opérations d’édition. Dans
A.1.3, on définit exist, childo f , getLbl.
auxiliary : Déclaration des fonctions auxiliaires qui permettent de sim-
plifier l’écriture des autres définitions. Dans l’exemple A.1.3 ligne
11, nous déclarons childo f st qui est en fait la version transitive de
l’observateur childo f .
operation : Déclaration des types des opérations d’édition et de leur pré-
condition d’utilisation. Par exemple à la ligne 17 du fichier A.1.3,
l’opération d’ajout est déclarée comme prenant deux arguments de
type node avec la précondition que le nœud père existe et que le
nœud crée n’existe pas déjà.
transform : Définition cas par cas de la fonction d’intégration.
definition : Nous définissons les transformations de l’observateur en
fonction des opérations. Par exemple dans le fichier A.1.3 ligne 45, si
nous rencontrons l’opération Del(n2) et que nous souhaitons tester
l’existence de n1 la réponse sera qu’il n’existe pas si n1 = n2 ou que
n1 est fils de n2. C’est ainsi que nous supprimons le sous arbre.
lemma : Déclaration de lemmes permettant d’aider SPIKE à effectuer sa
preuve. Par exemple, nous avons défini à la ligne 88 du fichier A.1.3
qu’il n’y a pas deux sites avec le même identifiant. Les définitions
des fonctions auxiliaires sont données dans cette partie.
L’utilisation de cet outil à permis de montrer que beaucoup d’éditeurs
collaboratifs utilisent des opérations et des fonctions d’intégration qui ne
sont pas TP2 et même parfois qui ne sont pas TP1. De plus, l’outil donne
des contre-exemples -généralement simples- prouvant la non-convergence
des éditeurs [Imi06].
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3.3 L’approche CRDT (Commutative Replicated Data
Type) pour l’édition collaborative
Nous avons vu que l’approche transformée opérationnelle est difficile,
car il est difficile de définir de bonnes transformées pour le format texte.
L’approche CRDT évite ce problème. L’idée principale est de trouver des
types de données qui commutent "naturellement". N. Ramsey and E. Csir-
maz [RC01] ont publié en 2001 un algorithme de synchronisation de fi-
chiers utilisant une façon algébrique de résoudre les conflits. Grâce à des
règles de détection d’incohérences, l’algorithme effectue les opérations co-
hérentes et garde les autres jusqu’à pouvoir résoudre les conflits. Il se peut
que des opérations restent en suspens pendant un temps non borné. Cette
approche correspond aux paradigmes suivants qui pourraient caractériser
un synchronisateur de fichier, voir [BP98] :
1. Propager des opérations non conflictuelles.
2. Si des opérations sont en conflit ne rien faire.
Pour appliquer cette approche pour un document, que faut-il faire et quels
sont les objets qui permettent de le faire ?
– Il est nécessaire d’identifier les éléments à modifier. Comme il n’y a
plus d’opération d’intégration pour modifier ces valeurs en fonction des
opérations précédentes, les identifiants ne doivent pas être ambigus.
– Il est nécessaire d’identifier des objets et des opérations de base avec
une notion de commutation. Dans de nombreux travaux, la structure
d’arbre non ordonné ou d’ensemble a été choisie. Ainsi, les opérations
d’ajout ou de suppression dans un ensemble, commutent.
– Il est nécessaire de pouvoir représenter l’ordre entre éléments indépen-
damment des opérations de base si on veut pouvoir passer à des appli-
cations sur le format XML.
Prenons quelques algorithmes publiés.
3.3.1 Etat de l’art
Woot [OUMaI06] utilise des identifiants uniques d’objet partiellement or-
donnés. Chaque identifiant est envoyé avec son prédécesseur et son
successeur (pour l’ordre) qui sont uniques, car on travaille avec des


















E1 // E f
E2
??~~~~~~~
Fig. 3.6 – Exemple de diagramme de Hasse
cet exemple figure 3.6, nous pouvons y extraire deux linéarisation :
Ed, E3, E2, E1, E f et Ed, E2, E3, E1, E f . Pour obtenir la convergence de
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tous les sites, le système doit choisir une linéarisation de manière
déterministe en utilisant les identifiants uniques afin d’avoir un
ordre unique. Tout les sites vont, par exemple, choisir la linéarisa-
tion Ed, E3, E2, E1, E f .
Dans cette modélisation, on ne peut malheureusement pas suppri-
mer d’élément. En effet si on supprime un élément du document
toutes les insertions relevant de cet élément ne peuvent plus être
intégrées. Pour pallier à ce problème, on remplace les objets suppri-
més par des pierres tombales ayant le même identifiant. La taille du
document augmente au fur et à mesure de l’édition.
TreeDoc [PMSL09] Utilise un arbre binaire pour représenter un document

















Fig. 3.7 – TreeDoc : abcdef
est représenté par le parcours infixe de l’arbre. Le document de
l’arbre 3.7 représente le document "abcdef". Dans ce modèle on peut :
– insérer un élément insert(PosIDn, newatom), PosIDn étant en fait
le chemin sur le quel on doit insérer le nouvel objet newatom.
– supprimer un élément delete(PosIDn). PosIDn est le chemin à sup-
primer (avec le nœud final).
Deux nœuds insérés à la même position se transforment en un super-














































(b) Super-Nœud car "u" est à la
même adresse.
Fig. 3.8 – TreeDoc : abxucdef
Comme dans le cas précédent chaque nœud supprimé se transforme
en un nœud d’un type particulier qu’on appellera une “pierre tom-
bale”. En cas d’un trop grand nombre de pierres tombales dans
l’arbre, les auteurs proposent un processus appelé "flatten"qui per-
met de ne plus voir les pierres tombales dans une partie de l’arbre.
Un processus inverse "explode" permet de retrouver ces nœuds.
Logoot [WUM09] utilise un ensemble de lignes toutes identifiées par une
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position absolue. Ces identifiants sont utilisé qu’une seule fois, c’est-
à-dire qu’ils ne peuvent pas être réutilisés.
Fig. 3.9 – Exemple document Logoot tiré de [Wei10]
Dans cet exemple les identifiants sont des suites de triplets de la
forme : 〈i, s, c〉, i étant un nombre positif borné, s est un identifiant
unique et c l’horloge logique. Pour insérer entre deux lignes il suf-
fit de répéter l’identifiant de la ligne qu’on veut avoir au dessus et
de générer un identifiant. La première ligne commence par 0 et la
dernière ligne par MAX.
L’avantage de cette modélisation est l’absence de pierre tombale.
Mais l’utilisation d’une diffusion causale alourdit le processus d’édi-
tion. Elle implique d’envoyer tout le vecteur d’état afin de connaitre
les opérations qui se sont déroulées sur le site émetteur avec d’exé-
cuter l’opération. Même s’il existe des versions compressées de Pra-
kash et al. [PRS97]. Nous allons voir dans le chapitre 5 comment
utiliser une dépendance sémantique. De plus, je ne pense pas que
ce système ait besoin d’une délivrance causale. Il suffirait de ne pas
supprimer les lignes qui n’ont pas encore été créées. On se rapproche
plus d’une dépendance sémantique.
3.4 Conclusion
Nous remarquons que la majorité des travaux traitent le cas des mots, avec
des approches qui ne convergent pas ou qui ne passent pas à l’échelle dans
le cadre pair-à-pair. Pour les arbres, il n’y avait pas d’approche traitant le
cas général permettant de faire de l’édition de document XML.
Nous allons proposer dans le chapitre suivant une structure de données
arborescente avec un jeu d’opérations permettant l’édition collaborative
qui est compatible avec l’approche par transformée opérationnelle. Cela se
fera en définissant des fonctions d’intégration TP1 et TP2. De plus, nous
donnerons des résultats négatifs (i.e. de non-existence de telles transfor-
mées) quand on veut prendre en compte certaines opérations.
Dans le chapitre 5, nous passerons au cadre CRDT, et nous donnerons
un algorithme générique d’édition collaborative FCedit basé sur la notion
de dépendance sémantique grâce à notre algorithme. Nous illustrerons la
puissance de cette approche en l’instanciant pour une structure arbores-
cente similaire à celle du chapitre précédent.
Le chapitre6 montrera comment prendre en compte l’édition d’un “vrai”
document XML avec l’approche CRDT vue dans le chapitre 5.
4Modèle des TransforméesOpérationnelles
4.1 Introduction
Dans ce chapitre nous considérons l’approche des transformées opéra-
tionnelles pour l’édition sur des structures de données arborescentes. Le
principe de cette approche est de résoudre les conflits provenant d’inter-
actions concurrentes sur un même objet en remplaçant l’exécution d’une
opération par l’exécution de l’intégration de cette opération avec l’opéra-
tion concurrente. Ce principe n’est pas uniquement appliqué dans l’édi-
tion collaborative pair-à-pair, voir [Imi06 ; SLG10 ; CF07 ; OSMMNJ07]...La
difficulté fondamentale est de définir l’intégration d’une opération par
rapport à une autre. Cette définition détermine en quelque sorte l’impact
immédiat qu’a une opération -que l’on vient d’exécuter- sur la nouvelle
opération que l’on veut appliquer. L’algorithme d’édition collaborative de-
vra lui être capable de prendre en compte tout l’historique des opérations
depuis le début de processus d’édition pour appliquer les bonnes transfor-
mations. Nous avons vu au chapitre 3 qu’il existe un algorithme d’édition
collaborative convergent du à Ressel et al. pourvu que la transformée opé-
rationnelle utilisée satisfasse les propriétés TP1 et TP2.
Les structures de données considérées sont définies par un objet arbre et
par un ensemble d’opérations sur cet objet. Plusieurs notions d’arbres sont
possibles et plusieurs jeux d’opérations classiques sont envisageables. Ces
jeux diffèrent par la notion de suppression : soit tout le sous-arbre dis-
parait (Del1), soit seul une arête disparait et les arêtes filles “remontent”
(Del2). Les résultats obtenus sont plus intéressants que pour les mots, car
nous allons donner des transformées opérationnelles qui sont TP1 et TP2.
Par contre nous montrerons aussi que pour certains jeux d’opérations, au-
cune transformation satisfaisant ces propriétés ne peut exister. Il faut noter
que pour le cas des mots aucun résultat négatif similaire n’a été prouvé
jusqu’à présent. Nous verrons aussi que certaines opérations sont incom-
patibles entre elles pour obtenir une bonne transformée opérationnelle.
Les structures qui nous intéressent ne sont pas quelconques mais pro-
viennent d’un processus d’édition. Donc chacun des éléments qui la com-
pose est crée par un des acteurs du processus d’édition. Cela donne l’idée
d’attribuer à cet élément une signature unique représentant le créateur de
cet élément et son numéro d’opération (chaque site numérote les opéra-
tions qu’il effectue par ordre croissant 1, 2, 3, . . .). Le processus d’édition
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va nous donner gratuitement la possibilité d’étiqueter de manière unique
chacune des arêtes (ou nœuds) des arbres manipulés. Grace à ces iden-
tifiants uniques, nous obtenons des transformées opérationnelles TP1 et
TP2 pour les opérations définies mais nous montrons que les deux opéra-
tions de suppression sont incompatibles : il n’est pas possible d’avoir de
transformée TP1 et TP2 si les deux suppressions sont contenues dans le
jeu d’opérations.
Un avantage supplémentaire est de pouvoir prendre en compte l’opéra-
tion Move qui déplace une partie de l’arbre, opération qui n’est pas pris
en compte dans les travaux précédents. Cela permet de définir une trans-
formée opérationnelle TP1 et TP2, sous réserve d’ajouter une notion de
mémoire : un conflit entre une suppression et un déplacement impose de
pouvoir se rappeler ce qui a été supprimé.
4.2 Un Modèle simplifié : le modèle Harmony
Dans [PSG03], Pierce et al. utilisent un modèle de document qui est un
arbre d’arité non-bornée, non-ordonné et dans lesquels les étiquettes des
nœuds fils d’un nœud père sont toutes distinctes. Ce modèle est particuliè-
rement adapté pour représenter certains types de documents par exemple
un agenda ce qui justifie de l’étudier pour lui-même. C’est un modèle plus
simple à priori que le modèle de document XML, et il va permettre de voir
comment l’approche des transformées opérationnelles fonctionne -ou pas-
sur un type de document arborescent.
4.2.1 Structure de données
Nous rappelons que dans notre modèle (que nous appellerons modèle
Harmony par extension) ce sont les arêtes qui sont étiquetées et non les
nœuds. Par conséquent, la restriction, du modèle considéré ici, est que les
arêtes issues d’un même nœud sont toutes étiquetées par des symboles
distincts (noms). Par contre, des arêtes qui ne sont pas directement issues
d’un nœud peuvent être étiquetées par le même nom. De plus, les docu-
ments sont non-ordonnés donc l’ordre des arêtes sous un même nœud est
indifférent.
Par exemple, considérons le document XML suivant qui correspond à un
répertoire téléphonique :
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12 <Henri>
13 <Adress>
14 45 Emile Caplant Street
15 </Adress>
16 </Henri>










































































































































































































































































































































































45 Emile Caplant Street
Dans cet arbre, chaque arête possède une étiquette. Il est clair que du point
de vue de l’utilisateur de ce répertoire, l’ordre entre les différentes arêtes
issues d’un même nœud n’a pas d’importance.
Dans cet arbre, les arêtes issues d’un même nœud sont étiquetées de ma-
nière unique et une représentation naturelle de cet arbre est la représenta-











Henri({(Address)({45 Emile Caplant Street({})})})


L’utilisation d’ensemble exprime le fait que les arbres sont non-ordonnés.
Convention de dessin. L’arbre vide sera représenté par ◦, l’arbre











































































































Dans notre définition, la représentation d’un document XML, qui est
usuellement une forêt, est un arbre étiqueté sur les arêtes et non les nœuds,
la racine correspondant à un nœud rajouté pour enraciner tous les arbres
de la forêt.
Comme indiqué dans le chapitre précédent, section 3.1, nous utilisons la
terminologie père, fils,. . . pour les arêtes.
Etant donné un ensemble Σ d’étiquettes (qui sont des noms), la grammaire
qui définit l’ensemble T des arbres correspondant à cette représentation
est :
T ∋ t := {} // arbre vide
| {n1(t1), ..., nm(tm)}, // arbre avec un ensemble d’arêtes ni(ti)
n1, ..., nm ∈ Σ, t1, ..., tm ∈ T, ∀i, j ∈ [1..m]i 6= j ⇒ ni 6= nj.
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L’unicité de l’étiquetage des arêtes soeurs est assuré par la dernière condi-
tion.
Opérations de base
Nous donnons maintenant les définitions et opérations de service sur ces
arbres.
Projection et Chemins
Un chemin est une suite finie de noms, c.a.d. un élément de Σ∗. Le chemin
vide est noté ǫ, et p.p′ est la concaténation du chemin p avec le chemin p′.
L’ensemble des chemins est noté P .
Nous définissons t|n la projection de t sur n ∈ Σ ainsi :




Par exemple, t|Henri = {Address({45 Emile Caplant Street({})})} si t est
l’arbre donné précédemment.
Nous étendons cette définition à la projection d’un arbre t sur un chemin





{n1(t1), . . . , nm(tm)}|n = ti si ni = n
t|n.p = (t|n)|p
, n ∈ Σ, p ∈ P
Nous écrivons p1 ⊳ p2, quand le chemin p1 est préfixe du chemin p2, i.e.
p2 = p1p
′. Cette relation définit un ordre partiel sur les chemins.
La restriction d’unicité de nom sous chaque nœud dans la définition des
arbres permet d’assurer qu’un chemin permet de n’accèder qu’à une seule
arête.
Domaine
La fonction Dom : T 7−→ P(Σ) permet d’obtenir les étiquettes au premier
niveau de l’arbre. Elle est définie par :
Dom({}) = ∅
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Union d’arbres
L’union d’arbres ⊕ : T, T 7−→ T correspond à l’union ensembliste et se
définit ainsi :
{} ⊕ t = t
t⊕ {} = t








{n1(t1 ⊕ t′1), ..., nm(tm ⊕ t
′
m), n¯1(t¯1), ..., n¯p(t¯p), n¯′1(t¯′1), ..., n¯′q(t¯′q)}
Opérations d’édition
Les opérations d’édition sont des fonctions T 7−→ T. Le processus d’édi-
tion consiste à effectuer une suite d’opérations permettant d’obtenir un
arbre à partir d’un arbre initial (usuellement l’arbre vide). Le jeu d’opé-
rations autorisé pour l’édition sera noté Op dans la suite et les résultats
dépendront de cet ensemble. Nous définissons une opération d’ajout et
deux opérations de suppression.
– Add(p, n) : Add ajoute une arête étiquetée n à la fin du chemin p.
Add(n′.p, n)({n1(t1), ..., nq(tq)}) = {n1(t1), ..., nq(tq)}, if n′ 6∈ Dom(t)
Add(ni.p, n)({n1(t1), ..., ni(ti), ..., nq(tq)}) = {n1(t1), ..., ni(Add(p, n)(ti)), ..., nq(tq)}
Add(ǫ, n)(t) = t, if n ∈ Dom(t)
Add(ǫ, n)({n1(t1), ..., nq(tq)}) = {n1(t1), ..., nq(tq), n({})}












































































































































































































































































































































































































































































Add(Henri, Phone)(t′) ne modifie pas t′ car une arête étiquetée par Phone
sous le chemin Henri existe déjà.
– Del1(p, n) : Supprime le sous-arbre étiqueté par n atteint par le chemin
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p.
Del1(n
′.p, n)(t) = t, si n 6∈ Dom(t)
Del1(ni.p, n)({n1(t1), ..., ni(ti), ..., nq(tq)}) =
{n1(t1), ..., ni(Del1(p, n)(ti)), ..., nq(tq)}
Del1(ǫ, n)(t) = t, si n 6∈ Dom(t)
Del1(ǫ, ni)({n1(t1), ..., ni(ti), ..., nq(tq)}) =
{n1(t1), ..., nq(tq)}
– Del2(p, n) : Supprime n à la fin du chemin p et fait remonter le sous-
arbre.
Del2(n′.p, n)(t) = t, if n 6∈ Dom(t)
Del2(ni.p, n)({n1(t1), ..., ni(ti), ..., nq(tq)}) =
{n1(t1), ..., ni(Del2(p, n)(ti)), ..., nq(tq)}
Del2(ǫ, n)(t) = t, if n 6∈ Dom(t)
Del2(ǫ, ni)({n1(t1), ..., ni(ti), ..., nq(tq)}) =
































































































































































































































































































































































































































































































Ce qui donne :
m
r u
– Nop() : Ne fait rien.
Nop()(t) = t
4.3 Résultats
Nous commençons par donner un résultat négatif sur cette structure de
données.
4.3.1 Il n’existe pas d’IT avec la propriété TP1 par Add et Del2 dans le
modèle Harmony
Le premier jeu d’opérations que nous utilisons est :
Op = {Nop(), Add(p, n),Del2(p, n) | p ∈ P , n ∈ Σ}
Cet ensemble d’opérations est non-borné, mais pour simplifier l’écriture
nous le désignerons par Op = {Add,Del2,Nop}. Cette simplification
d’écriture sera utilisée par la suite pour les ensembles d’opérations.
Notre premier résultat est un résultat négatif pour ce jeu d’opérations.
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Théorème 4.1 Il n’y a pas de définition de IT : Op×Op 7→ Op tel que IT satisfasse TP1.
Démonstration. La preuve se fait par un raisonnement par l’absurde : on
supposant qu’une fonction IT avec IT(op1, op2) ∈ Op et qui est TP1 existe.
La fonction IT satisfait TP1 ssi
[op1; IT(op2, op1)](t) = [op2; IT(op1, op2)](t)
i.e. t′1 = t
′







































































































































































































































IT(op2, op1) = op′2 op
′





La preuve utilise un arbre pour lequel aucune définition d’IT ne peut
garantir TP1.






























































































































































La propriété TP1 implique que pour toutes opérations op1, op2, il doit exis-
ter des opérations op′1 = IT(op1, op2) et op
′
2 = IT(op2, op1) de Op telles
que [op1; op′2](t) = [op2; op
′
1](t).
Nous choisissons op1 = Del2(ǫ, n) et op2 = Del2(n,m) exécutées concur-
remment. L’égalité précédente donne alors
[Del2(ǫ, n); IT(Del2(n,m),Del2(ǫ, n))](t) = [Del2(n,m); IT(Del2(ǫ, n),Del2(n,m))](t)
Nous exécutons les premières opérations sur chaque site.






















































































t1 = Del2(ǫ, n)(t) =



























































































































t2 = Del2(n,m)(t) =
Nous montrons que IT(op1, op2) ne peut pas être défini dans l’ensemble
Op. en considérant toutes les définitions possibles pour IT(_, _) et on
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montre qu’à chaque fois [op1, IT(op2, op1)](t) 6= [op2, IT(op1, op2)](t). Si
une opération ne modifie pas l’arbre nous considérons qu’elle est équiva-
lente à Nop().
1. op′2 = Nop()
(a) op′1 = Nop() : car [Nop,Nop](t1) 6= [Nop,Nop](t2)
(b) op′1 = Add(_, _)
Il y a au moins une arête dans t′2.

































































































































































































































































(x = ǫ, y = m)
Pour chaque cas on a t′1 6= t
′
2
2. op′2 = Add(_, _)
(a) op′1 = Nop()
Dans t′1, r est fils de m et dans t
′
2, r est le fils de n.
(b) op′1 = Add(_, _)




(c) op′1 = Del2(_, _) idem





























































































t′1 = m rou ou on retourne dans le cas Nop().




Donc t′1 6= t
′
2
(b) op′1 = Add(_, _) idem
(c) op′1 = Del2(_, _) idem
Dans tout les cas il n’existe pas de couple (op′1, op
′
2) tel que [op1, op
′
2](t) =
[op2, op′1](t). Donc, il n’existe pas de fonction IT satisfaisant TP1.
4.3.2 Une transformée TP1 et TP2 pour Op = {Add,Del1,Nop}
Si on remplace la suppression d’une arête seule par la suppression de tout
le sous-arbre, il devient possible de définir une transformée opération-
nelle qui est satisfaisante. L’algorithme de Ressel peut être utilisé pour
l’édition collaborative pair-à-pair sur cette structure arborescente. Nous
définissons la fonction IT comme suit.




IT(Add(p, n), Add(p′, n′)) = Add(p, n),
IT(Add(p, n),Del1(p′, n′)) =


Nop(), if p = p′ ∧ n = n′
Nop(), if p′.n′ ⊳ p
Add(p, n), else.
IT(Del1(p, n), Add(p′, n′)) = Del1(p, n)
IT(Del1(p, n),Del1(p′, n′)) =


Nop(), if p = p′ ∧ n = n′
Nop(), if p′.n′ ⊳ p
Del1(p, n), else.
IT(op1,Nop()) = op1
IT(Nop(), op2) = Nop();
On peut remarquer que cette transformée opérationnelle a une définition
simple et naturelle. Nous avons le théorème suivant :
Théorème 4.2 IT satisfait TP1 and TP2.
Remarque 4.1 — Nous avons eu quelques problèmes pour modéliser les
chemins et le déplacement de sous-arbres avec l’outil VOTE décrit dans
la section 3.2. C’est pour cela que ces preuves ont été faites à la main en
annexe.
Démonstration. La preuve est faite par analyse de cas (voir annexe A.1.1
et A.1.2). Elle ne présente pas de difficultées particulières. Mais le nombre
de cas à analyser est très important, notamment pour TP2.
4.4 Structure de données avec identifiants uniques
Nous allons reprendre l’analyse précédente en modifiant la structure de
données pour la rendre plus expressive.
4.4.1 La modélisation d’Harmony n’est pas satisfaisante.
Le jeu d’opérations et la modélisation utilisée ne sont pas totalement sa-
tisfaisants. Cette modélisation pose certains problèmes. Par exemple si on
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6 \end{figure}
Et pourtant dans cette modélisation, ces deux documents seront représen-














































































































































Ce type d’arbre est utile pour certaines données comme l’exemple du ré-
pertoire, mais ne correspond pas à de nombreuses applications, en parti-
culier si on veut pouvoir traiter des documents XML quelconques.
L’idée fondamentale va être d’utiliser un espace de noms plus riche qui va
permettre d’identifier de manière unique chaque arête. Ces noms permet-
tront de représenter également les étiquettes usuelles (appelé tag en XML)
et nous introduirons une nouvelle fonction permettant de modifier ces éti-
quettes. Cette opération est nécessaire pour réaliser un système d’édition
de documents réaliste.
4.4.2 Structure de données et définitions
Dans la plupart des réseaux chaque machine ou chaque utilisateur pos-
sède un identifiant qui est unique par définition (numéro IP, nom d’uti-
lisateur,. . . ). En numérotant les opérations de chaque site de manière in-
crémentale, nous pouvons associer à chaque opération d’édition un iden-
tifiant unique qui est le couple (identifiant du site ; numéro d’ordre de
l’opération sur le site). Par conséquent, chaque arête crée par une opéra-
tion d’édition pourra être identifiée par l’opération qui l’a crée (ou modifié
en dernier). Pour un coût pratiquement nul (le numérotage des opéra-
tions et l’introduction de noms un peu plus complexes), nous obtenons
une structure de données plus spécifique à l’édition collaborative. L’uni-
cité d’identification de chaque arête est une caractéristique très puissante
qui va nous permettre de faire de l’édition pair-à-pair de manière simple
et d’utiliser des opérations de déplacement et de renommage d’arêtes.








(Home, 3; 1)({(0491543545, 4; 1)({})})
(Cellular, 5; 1)({(0691543545, 6; 1)({})})
}) })
(Henri, 2; 2)({(Address, 3; 2)({(45 Emile Caplant Street, 4; 2)({})})})


Une étiquette comme (Phone, 2; 1) correspond à l’étiquette Phone de
l’exemple de la section précédente, mais contient également l’information
que cette arête a été crée par le site 2 et que c’était la première opération
effectuée par ce site. Si on oublie toute l’information relative aux sites et
aux numéros d’opération, on retombe sur l’exemple initial du répertoire
(et donc sur le document XML initialement donné en début de chapitre).
La différence fondamentale est que l’arbre ci-dessus contient (une partie
de) l’historique de sa création1
1pas tout l’historique : des parties ont pu être supprimées, d’autres modifiées.
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Nous supposons que chaque site est répertorié par un identificateur
numsite ∈ N, et qu’il gère un compteur d’opérations numop ∈ N. En
pratique le numéro de site, en plus d’être unique, permet de donner une
priorité entre site qui se fait ici par un simple comparaison des entiers.
L’ensemble des identifiants ID est définit comme suit :
ID = {numsite; numop | numsite ∈ N∗, numop ∈ N} ∪ {0; 0}
Tous les sites ont un numéro de site strictement positif. L’identifiant 0; 0 est
un identifiant spécial réservé comme identifiant initial (on peut considérer
qu’il correspond à l’arbre vide de départ). Nous noterons ID∗ l’ensemble
ID \ {0; 0}.
Nous supposons donné un ensemble de labels L qui contient une va-
leur particulière NoValue qui ne sera utilisée que pour les initialisations.
Une étiquette n de la structure de données précédente est maintenant un
couple (l, id) avec id ∈ ID, l ∈ L. L’ensemble des étiquettes est toujours
dénoté par Σ.
L’ensemble des arbres T est définit par :
T ∋ t ::= {} // Arbre vide
| {n1(t1), ..., nm(tm)} // Ensemble d’arbre
avec ni = (li, idi), id1, ..., idm ∈ ID, l1, . . . , ll ∈ L, t1, ..., tm ∈ T,
∀i, j ∈ [1..m]i 6= j ⇒ idi 6= idj
∀i ∈ [1..m], idi n’apparait dans aucun tj, j ∈ [1..m]
La terminologie utilisée pour ce type d’arbre est donnée dans le chapitre
précédent à la page 18
Remarque 4.2 — Utiliser les identifiants uniques implique d’avoir une fonc-
tion recherchant les nœuds à partir des identifiants afin de pouvoir les
modifier. Il est possible d’utiliser une fonction de hachage [Wika] afin de
limiter le coup de cette recherche. Dans le prototype du chapitre 9, nous
utilisons une hashmap [Ora].
Projection
Nous définissons t|id une projection de t sur id comme suit.
{(l1, id1)(t1), ..., (li, idi)(ti), ..., (lm, idm)(tm)}|idi
= ti
{(l1, id1)(t1), ..., (lm, idm)(tm)}|id = t1|id ∪ ...∪ tm |id
{}|idi
= {}
Par exemple t|3;1 = {(0491543545, 4; 1)({})}.
Nous définissions t⌈idi une seconde projection qui conserve l’arête corres-
pondant à l’identifiant :
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{(l1, id1)(t1), ..., (li, idi)(ti), ..., (lm, idm)(tm)}⌈idi
= {(li, idi)(ti)}
{(l1, id1)(t1), ..., (lm, idm)(tm)}⌈id = {t1⌈id , ..., tm⌈id}
{}⌈idi
= {}
Par exemple t⌈3;1 = {(Home, 3; 1)({(0491543545, 4; 1)({})})}.
4.4.3 Les opérations d’édition
La base de l’édition consiste à supprimer ou ajouter une arête. Pour dé-
finir simplement les autres opérations, il est nécessaire de définir deux
fonctions auxiliaires :
– Erase : ID∗ × T 7−→ T, Erase(id, t) efface l’arête id et le sous-arbre cor-
respondant.
Erase(id, {}) = {}
Erase(id, {(l1, id1)(t1), ..., (lq, idq)(tq)})
= {(l1, id1)(Erase(id, t1)), ..., (lq, idq)(Erase(id, tq))} si id 6= idi
Erase(id, {(l1, id1)(t1), ..., (lid, id)(tid), ..., (lq, idq)(tq)})
= {(l1, id1)(t1), ..., (lq, idq)(tq)}
– Addtree : ID∗ × T × T 7−→ T, AddTree(id, t′, t) greffe l’arbre t′ dans
l’arbre t sous l’arête identifiée par id.
AddTree(id, t′, {}) = {}
AddTree(id, t′, {(l1, id1)(t1), ..., (lq, idq)(tq)})
= {(l1, id1)(AddTree(idp, t′, t1)), ..., (lq, idq)(AddTree(idp, t′, tq))}
id 6= idi, ∀i ∈ [1, .., q]
AddTree(id, t′, {(l1, id1)(t1), ..., (lid, id)(tid), ..., (lq, idq)(tq)})
= {(l1, id1)(t1), ..., (lid, id)(tid ∪ t′), ..., (lq, idq)(tq)}
Opération Nop
Cette opération reste nécessaire pour définir l’effet de la transformée opé-
rationnelle dans certains cas.
Nop()(t) = t
Ajout d’une arête
Pour ajouter une arête avec un identifiant id, il faut savoir à quelle position,
et donc connaitre un identifiant père idp qui correspond à l’arête sous
laquelle on fait l’ajout. Par convention l’étiquette de la nouvelle arête sera
une valeur par défaut NoValue.
Add(id, idp)(t) = AddTree(idp, {(NoValue, id)({})}, t)
où idp est un identifiant présent dans t, et id n’apparait pas dans t.
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Supprimer le sous-arbre
Pour Del1, il faut que l’arête existe et donc que l’identifiant id ∈ ID∗
correspondant, existe dans l’arbre.
Del1(id)(t) = Erase(id, t)
Suppression d’une arête avec remontée des sous-arbres
Pour Del2, nous ajoutons l’identifiant du père lors de l’émission de l’opé-
ration dans le message. Cette complication provient de notre souhait de
définir une fonction IT ayant les bonnes propriétés. En effet, en cas d’opé-
rations concurrentes de suppression et d’ajout d’une même arête, il faut
pouvoir se rappeler sous quelle arête faire l’ajout. Il ne semble pas pos-
sible de définir un IT convenable (c’est à dire respectant les souhaits des
utilisateurs) sans cette information.
Del2(id, idp)(t) = AddTree(idp, t|id , Erase(id, t))
si idp ∈ ID est le père de id ∈ ID∗
Changer l’étiquette d’une arête
Nous avons vu que l’ajout d’arête donne une étiquette par défaut qui n’est
pas significative, et il est courant également de vouloir modifier l’étiquette
d’un arbre. L’opération ChLbl2 permet d’effectuer ces modifications d’éti-
quetage sans changer la structure de l’arbre. Cette opération prend un
argument id ∈ ID∗ qui est l’identifiant de l’arête modifiée, l ∈ L la nou-
velle valeur, et ids l’identifiant du site émettant la requête. Ce troisième
argument est nécessaire pour résoudre les conflits entre deux opérations
de réétiquetage concurrentes.
ChLbl(id, l, ids)({}) = {}
ChLbl(id, l, ids)({(l1, id1)(t1), ..., (lq, idq)(tq)})
= {(l1, id1)(ChLbl(id, l, ids)(t1)), ..., (lq, idq)(ChLbl(id, l, ids)(tq))}
si id 6= idi pour i ∈ [1..q]
ChLbl(id, l, ids)({(l1, id1)(t1), ..., (l, id)(ti), ..., (lq, idq)(tq)})
= {(l1, id1)(t1), ..., (l, id)(ti), ...(lq, idq)(tq)}
4.5 Résultats
Nous allons définir les transformées opérationnelles possibles sur les dif-
férents jeux d’opérations en commençant par voir que Del1 et Del2 ne
peuvent pas être prises simultanément.
2pour Change Label
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4.5.1 Incompatibilité de Del1 et Del2
L’opération Del1 supprime le sous-arbre tandis que Del2 fait remonter les
arêtes filles au niveau de celle qui est supprimée. Que se passe-t-il si nous
utilisons ces deux opérations de manière concurrente sur le même sous-
arbre ? Partant du sous-arbre t0, nous calculons d’une part tDel1 obtenu
en supprimant le sous-arbre correspond à l’arête a, et d’autre part tDel2
obtenu en supprimant l’arête a uniquement. Nous supposons que t0 est








































































































































































































































































































































































































































































































































































Le premier arbre tDel1 a n > 2 arêtes, et le deuxième tDel2 en a 2n. Sup-
posons que l’on effectue opDel1 sur tDel1 et opDel2 sur tDel2 . Il n’est pas
possible de supprimer les deux arbres en une fois par Del1 car elle de-
vrait s’appliquer à la racine ce qui n’est pas autorisé. Pour assurer une
convergence, il faut que les résultats aient le même nombre d’arêtes et
donc opDel1 doit être un ajout et opDel2 une suppression. Mais même ainsi
on obtient un arbre avec n + 1 arêtes à partir de tDel1 et un arbre à 2n− 1
arêtes à partir de tDel2 . Comme n > 2, nous avons n + 1 < 2n− 1 et donc
opDel1(tDel1) 6= opDel1(tDel1). Cela permet d’énoncer la proposition :
Proposition 4.1 Il n’existe pas d’opérations opdel1 , opdel2 ∈ {Add,Del1,Del2,Nop} telles que
opdel1(tdel1) = opdel2(tdel2)
Par conséquent, aucune transformée opérationnelle TP1 ne peut exister
avec l’ensemble d’opérations {Add,Del1,Del2,ChLbl,Nop}.
4.5.2 Une transformée TP1 et TP2 pour {Add,Del1,ChLbl,Nop}
Nous définissons une transformée opérationnelle IT1 pour le jeu d’opéra-
tion {Add,Del1,ChLbl,Nop} comme suit :
IT1(Add(id1, idp1), Add(id2, idp2)) = Add(id1, idp1)
IT1(Add(id1, idp1),Del1(id2)) =
{
Nop() si id1 = id2
Add(id1, idp1) sinon.
IT1(Del1(id1), Add(id2, idp2)) = Del1(id1)
IT1(Del1(id1),Del1(id2)) =
{
Nop() si id1 = id2
Del1(id1) sinon
IT1(ChLbl(id1, l1, ids1),ChLbl(id2, l2, ids2)) =


Nop(), si id1 = id2,
et nsite1 > nsite2
ChLbl(id1, l1, ids1), sinon
avec ids1 = nsite1; nbop1, ids2 = nsite2; nbop2.
Autres cas : IT1(op1, op2) = op1
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La proposition suivante nous assure que cette transformée convient pour
l’édition collaborative.
Proposition 4.2 la fonction d’intégration IT1 est TP1 et TP2
Démonstration. La preuve a été effectuée avec l’outil Vote présenté dans la
section 3.2. Voir annexe A.1.3.
Nous avons remarqué qu’il serait possible de définir la fonction IT par
IT(op1, op2) = op1. Aussi étonnant que cela puisse paraitre cette fonction
est TP1 dans notre modélisation. La vérification de la propriété TP2 pour
cette transformée élémentaire ne pose pas de problèmes.
4.5.3 Une transformée TP1 et TP2 pour {Add,Del2,ChLbl,Nop}
Pour le jeu d’opération {Add,Del2,ChLbl,Nop}, nous définissons
IT2(op1, op2) par :
IT2(Add(id1, idp1), Add(id2, idp2)) = Add(id1, idp1)
IT2(Add(id1, idp1),Del2(id2, idp2)) =


Nop() si id1 = id2
Add(id1, idp2) si id2 = idp1
Add(id1, idp1) sinon.
IT2(Del2(id1, idp1), Add(id2, idp2)) = Del2(Id)
IT2(Del2(id1, idp1),Del2(id2, idp2)) =


Nop() si id1 = id2
Del2(id1, idp2) si id2 = idp1
Del2(id1, idp1) sinon
IT2(ChLbl(id1, l1, ids1),ChLbl(id2, l2, ids2)) =


Nop(), si id1 = id2,
et nsite1 > nsite2
ChLbl(id1, l1, ids1), sinon
avec ids1 = nsite1; nbop1, ids2 = nsite2; nbop2.
Autres cas : IT2(op1, op2) = op1
Proposition 4.3 La fonction d’intégration IT2 est TP1 et TP2.
Démonstration. La preuve a également été effectuée avec l’outil Vote. Voir
annexe A.1.3.
Nous remarquons aussi que l’utilisation de Del2 complexifie le problème.
4.6 L’opération Move
L’opération de déplacement appelée move et notée Mv consiste à déplacer
un sous-arbre entier pour le mettre à un autre emplacement de l’arbre.
Cela impose de savoir où se situe le sous-arbre déplacé, et où l’insérer.
La notion d’identifiant unique nous permet de définir cette opération.
Prendre en compte cette opération complexifie beaucoup les problèmes
d’édition et nous n’avons trouvé aucun travail dans la littérature qui consi-
dère cette opération dans le cadre de l’édition collaborative. Comme pour
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ChLbl nous devons ajouter comme argument l’identifiant ids correspon-
dant à cette opération (nom du site et numéro d’opération), afin de pou-
voir résoudre les conflits de priorité et de définir la transformée opéra-
tionnelle.
La première approche que l’on pourrait avoir de l’opération move serait,
de prendre comme définition d’opération :
Mv(id, idp, ids)(t) = AddTree(idp, t⌈id , Erase(id, t))
avec idp ∈ ID∗, id, ids ∈ ID
4.6.1 Incompatibilité de Move et Del2
Notre premier résultat est qu’il est impossible d’avoir une transformée
opérationnelle TP1 et TP2 si on prend les opérations Del2 et Mv en plus
de Add et Nop.
Nous considérons l’arbre initial t0 avec ida l’identifiant de l’arête a, idpa ce-
lui de son père (c.a.d. 0; 0) et deux opérations concurrentes Del2(ida, idpa)
effectuée par le site 1 (identifiée par ids1) et Mv(ida, e1, ids2) effectuée par
le site 2 (identifiée par ids2). Nous supposerons de plus n,m > 1 dans ce












































































































































































































































































































































































































































































































































































































































































































Proposition 4.4 il n’existe pas d’opérations opdel , opmv ∈ {Add,Del2,Mv,Nop} telles que
opdel(tdel) = opmv(tmv)
Démonstration. La preuve est similaire à la preuve d’incompatibilité entre
Del1 et Del2. Notons que l’arbre tdel a n + m arêtes et l’arbre tmv en a
n + m + 1.
L’appplication d’une opération de Op = {Add,Del2,Mv,Nop} soit mo-
difie le nombre d’arêtes de l’arbre (Add, Del2) et ce nombre ne peut être
augmenté que de 1 au plus, soit ne modifie pas le nombre d’arêtes de
l’arbre (Mv, Nop).
– opmv = Add.
tmv aurait n + m + 2 arêtes et tdel a n + m arêtes, donc aucun opdel n’est
possible.
– opmv = Del2(id, idp). Selon l’identifiant choisi, plusieurs possibilités se
présentent pour opdel
– id = ida. L’arbre opmv(tmv a n > 1 arêtes sous l’arête e1 et tdel a n +
m arêtes, toutes sous la racine. Seule une opération move pourrait
déplacer les arêtes e′i sous e1, mais ne peut en déplacer qu’une seule
à la fois (car elle sont toutes filles de la racine dans tdel . Donc aucune
opération opdel ne convient.
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– id = ide1 . L’arbre opmv(tmv a n+m arêtes toutes sous la racine avec un
identifiant ida non présent dans tdel . tdel a n + m arêtes, donc seules
les opérations Nop ou Mv sont possibles. Aucune ne pourra faire
apparaitre ida donc aucune ne convient.
– id = idei , avec i 6= 1. L’arbre opmv(tmv a n > 1 arêtes e
′
i à profondeur
2, et tdel a n + m arêtes sous la racine et ne contient pas da. Aucune
opération Mv ne peut faire apparaitre ida et une opération Add ne
peut mettre les arêtes e′i à leur place.
– id = e′i. Similaire au cas précédent.
– opmv = Mv(id1, id2, ids). L’arbre résultat a n + m + 1 arêtes et contient
l’arête a qui a comme filles les arêtes e′i. Seulel’opération opdel = Add est
possible, mais ne pourra jamais obtenir que les arêtes e′i sous l’arête a.
– opmv = Nop. Seul opdel = Add permettrait d’avoir le même nombre
d’arête mais il ne permet pas de déplacer les arêtes e′i sous a.
Proposition 4.5 Il n’existe pas de fonction IT pour l’ensemble d’opération Op =
{Add,Del2,Mv,Nop}.
Démonstration. Application directe de la proposition 4.4.
4.6.2 Mise en mémoire des suppressions
Si on reprend le problème de compatibilité de move avec cette fois la sup-
pression Del1, l’exemple suivant montre qu’il suffirait de mémoriser le
sous-arbre disparu.
Exemple 4.3 Prenons l’arbre t0 ci-dessous et les opérations concurrentes de suppression de
l’arête e1 (et du sous-arbre correspondant) d’une part et l’opération de déplacement
de cette arête (et du sous-arbre correspondant) d’autre part sous l’arête en. Au lieu
de supprimer brutalement le sous-arbre qui est sous l’arête e1, sauvegardons-le






























































































































































































































































































































































































































































































































































































































































































































































Nous remarquons que sur le site où nous avons fait l’opération Del1, nous pou-
vons effectuer l’opération Mv(a, en) en utilisant la mémoire tmem (en oubliant
momentanément que la structure que nous considérons n’est pas une structure
d’arbre). Sur l’autre site nous pouvons exécuter l’opération de suppression de
l’arête e1. A l’arrivée chaque site contient le même arbre et donc l’opération d’in-
tégration IT a simplement consisté à utiliser l’opération à intégrer sans la modifier
IT(op1, op2) = op1.
L’exemple précédent montre que nous devons modifier notre structure de
données afin d’y accueillir une mémoire. Cet ajout ne suffit pas, car la
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possibilité de créer des cycles dans la structure de données existe comme









































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Pour des raisons de commodités, nous allons utiliser une structure de
graphe orienté. Pour garder le lien avec les arbres et retrouver les arbres à
partir d’un graphe, nous nous limitons aux graphes fonctionnels, c.a.d. les
graphes tel que chaque nœud possède au plus une arête entrante. Ainsi le
cas 0 de l’exemple sera laissé tel quel jusqu’à un autre déplacement.
4.6.3 Structure de données à base de graphe
Un graphe orienté G(V, E) est un ensemble fini de nœuds V et d’arêtes
E ⊆ V × V. Le degré entrant d’un nœud v ∈ V est l’entier d+(v) =
{v′ | (v′, v) ∈ E}. Le degré du graphe est l’entier ∆+(G) = maxv∈V(d+(v)).
Définition 4.1 Un graphe fonctionnel est un graphe orienté G(V, E) tel que ∆+(G) = 1.
Une racine d’un graphe fonctionnel est un nœud v tel qu’il n’existe pas
d’arête (v′, v) dans E, i.e. aucune arête n’arrive sur v. Un graphe fonction-
nel ne contient pas forcément de racine mais nous ne considérons dans
la suite que des graphes fonctionnels contenant au moins une racine, en
distinguant l’une d’elle qui sera appelé la racine du graphe.
Un nœud v′ est accessible depuis un nœud v s’il existe un chemin
v1 = v, v2, . . . , vn = v′, i.e. (vi, vi+1) ∈ E pour i = 1, ..., n− 1. Par abus de
notation, nous appellerons composante connexe d’un nœud v l’ensemble
des nœuds v′ accessibles depuis v.
Proposition 4.6 La composante connexe d’un graphe fonctionnel contenant une racine est un arbre.
Démonstration. La preuve est par induction sur le nombre n de nœuds du
graphe.
– n = 1. La composante n’a qu’un nœud qui est la racine et c’est donc un
arbre.
– Supposons le résultat vrai pour p < n.
Soit r la racine du graphe et v1, . . . , vp les nœuds tels que (r, vi) ∈ E.
Considérons le graphe G′ obtenu en supprimant de G la racine r et
les arêtes (r, v). Chaque vi est une racine de Gi car G est un graphe
fonctionnel. Pour chaque vi considérons Gi la composante connexe de
vi dans G′.
Fait : Gi ∩ Gj = ∅ si i 6= j.
Sinon nous aurions un nœud v accessible depuis vi par un chemin v1i =
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vi, . . . , vli = v et accessible depuis vj par un chemin v
1
j = vj, . . . , v
p
j = v.
Ces deux chemins sont communs à partir d’un certain rang et donc il
existe un nœud v′ avec une arête entrante (vlii , v




′) et vlii 6= v
pi
j , ce qui contredit le fait que G est fonctionnel.
En appliquant l’hypothèse d’induction sur le graphe Gi en prenant vi
comme racine, nous obtenons que Gi est un arbre pour i = 1, . . . , n. Par
conséquent la composante connexe contenant la racine dans G est un
arbre.
Etant donné un ensemble d’étiquettes E , un graphe étiqueté est un triplet
(V, E,λ) avec (V, E) un graphe et λ : E → E une fonction d’étiquetage des
arêtes. Dans la suite nous prendrons E = L× ID avec L un ensemble de
noms et ID un ensemble d’identifiants comme définis précédemment.
La structure de données
La structure de données choisie est un graphe fonctionnel étiqueté
(V, E,λ) avec λ : E → L× ID telle que λ(e) = (l, id),λ(e′) = (l, id′), e 6=
e′ =⇒ id 6= id′, c.a.d. un élément de ID apparait au plus une fois dans
l’étiquetage. Cela signifie que chaque arête a un identifiant unique. La va-
leur λ(e) est l’étiquette de l’arête. Une conséquence immédiate est qu’un
identifiant id ∈ ID correspond à une arête et une seule au plus, nous l’ap-
pellerons l’arête identifiée par id, noté eid. Pour simplifier les notations,
nous appellerons toujours graphe fonctionnel une telle structure de don-
nées.
Comme dit précédemment nous nous intéressons à des graphes possé-
dant une racine distinguée r. L’arbre associé à un graphe fonctionnel
G = (V, E,λ), noté tr(G) est la composante connexe de G contenant la
racine r. Si le graphe ne contient pas r (ce qui peut arriver en utilisant
l’opération de suppression), alors l’arbre associé est vide.
Opérations d’édition
Nous redéfinissons les opérations d’édition ainsi :
– Add(id, idp) est définie si id n’est pas un identifiant du graphe. Si idp
est un identifiant du graphe identifiant une arête (w,w′) alors l’opéra-
tion ajoute un nœud v et une arête (w′, v) étiquetée par (NoValue, id).
Si idp n’est pas un identifiant présent dans le graphe, alors on ajoute
deux nœuds v, v′ et une arête (v, v′) étiquetée par (NoValue, id). Plus
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formellement :
Add(id, idp)(V, E,λ) = (V ∪ {v}, E ∪ {(w′, v)},λ′)
avec
{
λ′(e) = λ(e) si e ∈ E
λ′((w′, v)) = (NoValue, id)
si λ((w,w′)) = (l, idp)et ∀e ∈ E λ(e) 6= (l, id)
= (V ∪ {v, v′}, E ∪ {(v, v′)},λ′)
avec
{
λ′(e) = λ(e) si e ∈ E
λ′((v, v′)) = (NoValue, id)
si ∀e ∈ E λ(e) 6= (l, id) et λ(e) 6= (l, idp)
Del1(id)
1. supprime l’arête eid = (v, v′),
2. ajoute un sommet vid′ pour chaque arête eid′ fille de eid,




Les sous-arbres fils de l’arête supprimée restent présents (avec une nou-
velle racine), mais le degré entrant des sommets ajoutés est 0, donc le
graphe ne sera plus connexe.
– ChLbl(id, l, ids) est crée par le site identifié par ids et remplace l’étiquette
(l′, id) d’une arête par (l, id) (si (l′, id) est une étiquette du graphe).
Formellement :
ChLbl(id, l, ids)(V, E,λ) = (V, E,λ′)
avec λ′(eid) = (l, id)
λ′(e) = λ(e) si l′identi f iant de e n′est pas id
– Mv(id, id′, ids) est crée par le site identifié par ids et n’est définie que si
l’arête identifiée par id′ n’est pas un descendant de l’arête identifiée par
id sur le site émetteur au moment de sa définition.
Cette opération
1. supprime l’arête eid = (v, v′),
2. si l’arête eid′ = (w,w′) existe, crée l’arête e′id = (w
′, v) avec une
étiquette valant λ(eid),
3. si l’arête eid′ n’existe pas, crée un nœud w′ et l’arête e′id = (w
′, v)
avec une étiquette valant λ(eid).
Nous supposerons que si l’opération Mv crée un nœud isolé (sans arête
entrante ou sortante), celui-ci est supprimé.
Nous montrons tout d’abord que les fonctions d’édition retournent bien
un graphe fonctionnel.
Proposition 4.7 Soit G = (V, E,λ) un graphe fonctionnel. L’application d’une opération op ∈
{Add,Del1,ChLbl,Mv} à G retourne un graphe fonctionnel.
Démonstration. Nous allons étudier chaque opération :
– Add(id, idp)(V, E,λ) crée un nœud et ajoute une seule arête entrante sur
ce nœud avec un nouvel identifiant. Le graphe reste fonctionnel.
– Del1(id)(V, E,λ) supprime des arêtes donc n’augmente pas le degré sor-
tant des nœuds du graphe.
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– ChLbl(l, id, ids)(V, E,λ) ne change que l’étiquetage et ne modifie pas les
arêtes.
– Mv(id, idp, ids)(V, E,λ). En reprenant les notations de la définition,
l’arête eid = (v, v′) est supprimée, et une arête (w′, v′) est ajoutée. Le
degré entrant du nœud v′ reste donc 1, celui des autres nœuds n’est pas
modifié.
La fonction d’intégration et ses propriétés
Nous définissons la fonction d’intégration correspondante.
IT(ChLbl(id1, l1, ids1),ChLbl(id2, l2, ids2)) =
{
Nop(), si id1 = id2 et nsite1 > nsite2
ChLbl(id1, l1, ids1), sinon
avec ids1 = nsite1; nbop1 et ids2 = nsite2; nbop2
IT(Mv(id1, idp1, ids1),Mv(id2, idp2, ids2)) =
{
Nop(), si id1 = id2 et nsite1 > nsite2
Mv(id1, l1, ids1), sinon
avec ids1 = nsite1; nbop1 et ids2 = nsite2; nbop2
Autres cas : IT1(op1, op2) = op1
Le principe de cette fonction d’intégration est qu’en cas de conflit entre
deux opérations similaires, le site de priorité maximale (i.e. de numéro de
site le plus petit) impose son opération. Cette fonction d’intégration a les
bonnes propriétés.
Proposition 4.8 La fonction d’intégration IT est TP1.
Démonstration. Nous devons prouver, que pour tout s = (V, E,λ),
[op1; IT(op2, op1)](s) = [op2; IT(op1, op2)](s), ∀op1, op2 ∈ Op
avec op1 et op2 deux opérations concurrentes effectuées par le site 1 et le
site 2 respectivement. Nous considérons tous les cas possibles pour op1.
Excepté pour deux cas (op1, op2 sont ChLbl(. . .) ou op1, op2 sont Mv(. . .)),
par définition de IT, la propriété revient à prouver la commutativité de
op1 et op2 i.e. [op1; op2](s) = [op2; op1](s). Nous supposons que le site 1
effectue op1 suivi de (l’intégration de) op2, alors que le site 2 effectue op2
suivi de (l’intégration de) op1.
1. op1 = Add(id, idp). Cette opération ajoute un nœud v et une arête
eid = (w
′, v) si eidp = (w,w′).
(a) op2 = Add(id′, idp
′) : Les opérations étant concurrentes id et id′
sont deux nouveaux identifiants donc id 6= idp
′, id′ et id′ 6= idp.
L’arête eidp est (widp ,w
′
idp
) et eidp′ est (widp ′ ,w
′
idp
′) (on peut avoir
idp
′ = idp).
Add(id, idp)(V, E,λ) ajoute un nœud v′id à V et l’arête eid =
(w′idp , vid) à E. Effectuer Add(id
′, idp
′) ajoute un nœud v′id′ et
l’arête eid′ = (w′idp ′ , v
′
id′). Le résultat est donc un graphe avec
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deux nouveaux nœuds v′id, v
′




tées par id et (w′
idp
′ , vid′) étiquetée par id. Symétriquement, effec-
tuer Add(id′, idp
′) puis Add(id, idp) crée deux nouveaux nœuds
et les arêtes correspondantes, ce qui donne l’égalité.
(b) op2 = Del1(id′) . Nous avons 3 cas dépendants des valeurs de
id′ et id.
– id = id′. Ce cas ne peut exister car un site ne peut détruire
une arête qui est ajoutée concurremment par un autre site
donc son identifiant n’est pas encore présent.
– idp = id′. Sur le site 1, l’arête eidp = (w,w
′) est supprimée et
chaque arête fille eid” = (w′, v”) (dont eid qui a été ajoutée par
op1) remplaçée par e′id” = (w¯
′, v”) avec w¯” un nouveau nœud.
Sur le site 2, l’arête eidp = (w,w
′) est supprimée et chaque
arête fille eid” = (w′, v”) (aucune de ces arêtes n’est étiquetée
par id) remplaçée par e′id” = (w¯
′, v”) avec w¯” un nouveau
nœud. Ensuite Add(id, idp) est effectuée. Aucune arête idp
existe, il y a donc création de deux nœuds v, v′ et de l’arête
eid = (v, v′) étiquetée par (NoValue, id). Les deux graphes
sont donc identiques (à renommage des nœuds près)
– Sinon Del supprime une arête (qui peut être un ancêtre de
idp) qui n’interfère pas avec idp. Sur le site 2, cette arête est
supprimée et l’ajout se fait sous idp qui existe toujours dans
le graphe. Les deux graphes sont donc identiques.
(c) op2 = ChLbl(id′, l′, ids) Nous savons que id 6= id′ car on doit
avoir d’abord ajouté le nœud pour pouvoir le modifier. Sur le
site 1, l’arête eid est ajoutée sous l’arête eidp puis ChLbl modifie
l’étiquette de l’arête eid′ (présente avant l’ajout). Sur le site 2,
l’étiquette de l’arête eid′ est modifiée, puis l’arête id est ajoutée
sous l’arête eidp . Les deux graphes sont donc identiques.
(d) op2 = Mv(id′, idp
′, ids). Par définition, id 6= id′ et id 6= idp
′ car
il faut ajouter le nœud avant de le déplacer ou de lui greffer un
fils.
Sur le site 1, l’arête eid est ajoutée sous l’arête eidp, puis l’arête
eid′ déplacée sous une arête qui n’est pas eid.
Sur le site 2, l’arête eid′ déplacée sous une arête qui n’est pas eid.
Ensuite une arête eid est ajoutée sous l’arête eidp
Par conséquent les deux graphes sont identiques.
2. op1 = Del1(id). Cette opération supprime l’arête eid = (v, v′) et rem-
place une arête eid” = (v,w) par une arête e′id” = (v¯,w).
(a) op2 = Add(id′, idp
′) : Cas symétrique de 1b.
(b) op2 = Del1(id′) ou op2 = ChLbl(l′, id′, ids). La commutativité
est immédiate : soit les opérations n’interfèrent pas, soit la sup-
pression sera effectuée sur l’arête avant ou après changement
de l’étiquette ce qui ne change pas le résultat final.
(c) op2 = Mv(id′, idp
′, ids).
– id = id′.
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Sur le site 1, l’opération Del1(id) supprime l’arête eid = (v, v′)
et modifie chaque arête fille eid” = (v′,w′) en e′id” = (v¯
′,w′)
ensuite l’opération Mv(id, idp
′, ids) ne fait rien car aucune
arête étiquetée par id existe.
Sur le site 2, Mv(id, idp, ids) remplace l’arête eid = (v, v′) par
e′id = (w
′, v′) si eidp = (w,w′). L’opération Del(id) supprime
cette nouvelle arête et modifie chaque arête fille eid” = (v′,w′)
en e′id” = (v¯
′,w′). Dans chaque cas le graphe résultant est le
graphe initial sans l’arête eid et remplacement d’une arête fille
eid” = (v
′,w′) en e′id” = (v¯
′,w′).
– id = idp
′.
Sur le site 1, l’opération Del1(id) supprime l’arête eid = (v, v′)
et modifie chaque arête fille eid” = (v′,w′) en e′id” = (v¯
′,w′).
L’opération Mv(id′, id, ids) supprime l’arête eid′ = (w,w′) et
la remplace par e′id′ = (w¯,w
′) avec w¯ un nouveau nœud car
id n’apparait plus.
Sur le site 2, L’opération Mv(id′, id, ids) remplace l’arête eid′ =
(w,w′) par l’arête eid′ = (v′,w′) si eid = (v, v′). L’opération
Del1(id) supprime l’arête eid et modifie chaque chaque arête
fille eid” = (v′,w′) dont eid′) en e′id” = (v¯
′,w′).
Les deux graphes sont donc identiques.
– sinon
Sur le site 1, Del1(id) supprime l’arête eid = (v, v′) et mo-
difie chaque arête fille eid” = (v′,w′) en e′id” = (v¯
′,w′).
Mv(id′, idp, ids) remplace l’arête eid′ = (w,w′), par l’arête
e′id′ = (u
′,w′) si eidp = (u, u′) (u, u′, v, v′,w,w′ tous distincts).
Sur le site 2, Mv(id′, idp, ids) remplace l’arête eid′ = (w,w′),
par l’arête e′id′ = (u
′,w′) (avec eidp = (u, u′)), puis Del1(id)
supprime l’arête eid = (v, v′) et modifie chaque arête fille
eid” = (v
′,w′) en e′id” = (v¯
′,w′) (u, u′, v, v′,w,w′ tous dis-
tincts).
Les deux graphes sont donc identiques.
3. op1 = ChLbl(id, l, ids1). Les seuls cas à traiter sont op2 =
ChLbl(id′, l′) et op2 = Mv(id′, idp
′) les autres cas étant symétriques
de cas déjà traités en permutant op1 et op2. Le cas op2 = Mv(id′, idp
′)
est immédiat op2 supprimera les mêmes nœuds et arêtes sur les
deux sites, et les étiquettes modifiées par ChLbl seront soit sup-
primées sur chaque site, soit modifiées de manière identique. Si
op2 = ChLbl(id′, l′, ids2)
– Si id 6= id′ les étiquettes de deux arêtes distinctes sont modifiées
indépendemment et donc les opérations commutent, donc les ré-
sultats sont identiques sur chaque site.
– si id = id′. Si nsite1 > nsite2 sur le site 1, l’arête eid devient étiquet-
tée par (l, id) puis l’intégration IT(ChLbl(id′, l′, ids2),ChLbl(id, l, ids1))
renvoie ChLbl(id′, l′, ids2). L’arête devient étiquetée par (l
′, id). Sur
le site 2, la première opération étiquette l’arête par (l′, id′ = id)
et l’intégration renvoit Nop(), donc les deux sites ont le même
étiquetage. Le cas nsite1 < nsite2 est symétrique.
4. op1 = Mv(id, idp, ids1). Le seul cas à traiter est op2 =
Mv(id′, idp
′, ids2), les autres étant symétriques de cas déjà traités.
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La propriété ne se ramène pas à une commutation, mais on doit
intégrer la deuxième opération avec IT.
– id = id′.
– si nsite1 > nsite2.
Sur le site 1, on effectue = Mv(id, idp, ids1) qui remplace
l’arête eid = (v, v′) par l’arête e′id = (w
′, v′) si eidp = (w,w
′).
Ensuite on effectue IT(Mv(id, idp
′, ids2),Mv(id, idp, ids1)) =
Mv(id, idp




remplacée par l’arête e”id = (u′, v′) si eidp ′ = (u, u
′).
Sur le site 2, on effectue = Mv(id, idp
′, ids2) qui remplace l’arête
eid = (v, v′) par l’arête e”id = (u′, v′) (car eidp ′ = (u, u
′)). Esuite
on effectue IT(Mv(id, idp, ids1),Mv(id, idp
′, ids2)) = Nop() car
nsite1 > nsite2. Les deux graphes sont donc identiques.
– nsite′ > nsite, cas symétrique du précédent.
– sinon : la propriété demandé correspond à une commutation car
l’intégration IT(op1, op2) renvoie op1. Les modifications d’arêtes
sont sur des parties disjointes du graphe, donc les opérations com-
mutent.
La deuxième propriété est également satisfaite.
Proposition 4.9 La fonction d’intégration IT est TP2.
Démonstration. Nous allons prouver que : IT(IT(op, op1), IT(op2, op1)) =
IT(IT(op, op2), IT(op1, op2)) pour tout op, op1, op2 dans l’ensemble Op.
Nous supposons que l’opération op1 est effectuée sur le site 1 (identifié
par nsite1), l’opération op2 est effectuée sur le site 2 (identifié par nsite2)
et l’opération op est effectuée sur le site 0 (identifié par nsite0). Ces 3 sites
sont distincts par définition car les opérations sont concurrentes.
1. op = Add(id, idp). Par définition de IT, nous avons
Add(id, idp), op1) = IT(IT(Add(id, idp), op1), IT(op2, op1))
= IT(IT(Add(id, idp), op2), IT(op1, op2))
pour tout op1 et op2.
2. op = Del1(id). Similaire au cas précédent.
3. op = ChLbl(id, l, ids)
(a) op1 = Del1(id1) ou op1 = Add(id1, idp1 , ids1).
TP2 devient : IT(op, op2) = IT(IT(op, op2), op1)). Par définition
de IT, IT(IT(op, op2), op1) = IT(op, op2) d’où le résultat.
(b) op1 = ChLbl(id1, l′, ids1).
i. op2 = Del1(id2) ou op2 = Add(id2, idp2). Par symétrie, nous
avons le même cas que le cas 3a.
ii. op2 = ChLbl(id2, l′′, ids2). Tous les résultats d’intégration
sont soit ChLbl(. . .) soit Nop().
A. id = id1 = id2 : chaque site modifie la même arête.
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– nsite0 > Max(nsite1, nsite2).
Alors IT(op, op1) = Nop() et IT(op, op2) = Nop().
L’égalité à prouver devient
IT(Nop(), IT(op1, op2)) = IT(Nop(), IT(op2, op1))
Par définition de IT, chaque terme est égal à Nop().
– Max(nsite2, nsite1) > nsite0. Alors op a la priorité
maximale et les deux membres de l’égalité sont égaux
à op.
– nsite1 > nsite0 > nsite2.
Le premier terme devient IT(op, IT(op2, op1)) =
IT(op, op2) = Nop(). Le deuxième terme devient
IT(IT(op, op2), IT(op1, op2)) = IT(Nop(), IT(op1, op2)) =
Nop().
– nsite2 > nsite0 > nsite1.
SymÈtrique du cas précédent.
B. id = id1 ∧ id 6= id2
– si nsite0 < nsite1. Chaque membre de l’égalité donne
op.
– si nsite0 > nsite1. Le premier terme est
IT(Nop(), IT(op2, op1)) = Nop() et le deuxième
est IT(Nop(), IT(op1, op2)) = Nop().
C. id = id2 ∧ id 6= id1. Cas symétrique du cas précédent.
D. id1 = id2 ∧ id1 6= id par définition (1) = op et (2) = op.
E. id 6= id1 ∧ id 6= id2 Par définition toutes les fonctions IT
renvoient leur premier argument.
iii. op2 = Mv(id2, idp2).
Par définition, nous avons IT(op, op2) = op, IT(op1, op2) =
op1 et IT(op2, op1) = op2. Par dÈfinition, IT(op, op1) =
ChLbl(. . .). Donc le premier membre est IT(IT(op, op1), op′)
avec op′ 6= ChLbl(. . .) donc vaut IT(op, op1). Le deuxième
membre devient IT(op, op1) d’où l’égalité.
(c) op1 = Mv(id1, idp
′)
i. op2 = Del1(id1) ou op2 = Add(id1, idp
′) Par symétrie, nous
avons le même cas que le cas 3a.
ii. op2 = ChLbl(id2, l′′) Par symétrie de du cas 3(b)iii
iii. op2 = Mv(id2, idp2) Par définition, chaque membre donne
op.
4. op = Mv(id, idp) La fonction d’intégration est définie de manière
similaire à celle de ChLbl et la preuve de ce cas est similaire à celle
pour ChLbl.
Les deux propositions nous permettent d’effectuer l’édition collaborative
en incorporant l’opération move tout en maintenant la convergence.
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4.6.4 Discussion
Le lecteur ne peut manquer de remarquer que dans un grand nombre de
cas l’intégration d’une opération par rapport à une autre retourne l’opéra-
tion elle-même, i.e. IT(op1, op2) = op1. Cela revient à établir que les opé-
rations commutent entre elles et cette remarque a conduit à introduire la
notion d’édition collaborative avec des opérations commutatives (CRDT)
qui est l’objet du chapitre suivant.
5Modèle Commutatif (CRDT)
5.1 Introduction
Comme nous l’avons vu dans le chapitre précédent, la transformée opéra-
tionnelle n’est pas facile à mettre en place, car la définition d’une fonction
IT qui permet d’assurer la convergence est difficile. Nous avons même vu
que dans certains cas, il n’est pas possible d’en trouver qui ont les proprié-
tés requises pour assurer la convergence de l’algorithme de Ressel. Cela
a conduit à explorer d’autres approches parmi lesquelles celle baptisée
CRDT. L’acronyme CRDT veut dire "Commutative Replicated Data Type"
cela signifie que les opérations indépendantes peuvent commuter entre
elles. Ce terme a été introduit par Marc Shapiro [PMSL09]. Cela revient
à avoir une transformée opérationnelle de type IT(op1, op2) = op1 pour
toutes les opérations. Ce qui implique que TP2 est toujours vérifié et que
TP1 devient : [op1, op2](s) = [op2, op1](s).
L’intérêt majeur de cette approche est de limiter au maximum le contrôle
de concurrence et les calculs successifs se faisant depuis le début de l’édi-
tion.
5.2 Dépendance sémantique
Nous avons vu dans le chapitre 4 qu’une opération peut avoir un effet
sur les autres opérations (que l’opération d’intégration cherche à prendre
en compte). Dans certains cas, cet effet est effectif, par exemple changer
l’étiquette d’un nœud créé par ailleurs, mais bien souvent deux opérations
concurrentes peuvent être effectuées indépendamment par exemple parce
qu’elles s’effectuent sur des parties du document sans lien entre elles. Une
opération de suppression et une opération d’insertion seront dépendantes
ou pas selon les emplacements respectifs des nœuds d’insertion et de sup-
pression. Cette dépendance est sémantique et ce concept va nous permettre
de définir un algorithme d’édition collaborative générique, qui repose sur
cette notion de dépendance sémantique.
Cette relation est définie sur les opérations et permet de déterminer quand
elles peuvent commuter. Pour obtenir un algorithme d’édition sur une
structure de donnée, il suffira donc de définir cette relation et de mon-
trer qu’elle satisfait bien les propriétés requises. Cette vérification est bien
moins difficile en général que celle des propriétés TP1 et TP2 et nous re-
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prendrons en fin de chapitre l’exemple des arbres pour montrer comment
obtenir un algorithme d’édition collaborative sur les arbres.
Nous considérons une structure de données, avec un ensemble d’opéra-
tions Op et une relation binaire ≻s sur ces opérations qui est un ordre
partiel strict (irréflexive, antisymmétrique et transitive). Nous écrivons
op ‖ op′ si et seulement si op 6 ≻sop′ et op′ 6 ≻sop.
Définition 5.1 L’ensemble d’opérations Op est indépendant pour ≻s (on dira que (Op,≻s) est
indépendant) si et seulement si pour tout s, pour tout op, op′ ∈ Op, op ‖ op′ ⇒
[op, op′](s) = [op′, op](s)
Une suite d’opérations [op1, . . . , opn] est valide si et seulement si pour tout
1 ≤ i, j ≤ n, opj≻sopi ⇒ j > i. Une autre formulation est de dire que
la suite d’opérations correspond à une linéarisation de l’ordre partiel ≻s.
Etant donné une suite d’opérations [op1, . . . , opn] valide, une substitution
σ de [1, 2, . . . , n] respecte ≻s si et seulement si [opσ(1), . . . , opσ(n)] est une
suite d’opérations valide.
La proposition classique suivante permettra d’obtenir un algorithme
d’édition collaborative générique.
Proposition 5.1 Soit (Op,≻s) un ensemble d’opérations indépendant. Alors pour toute suite
d’opérations [op1, . . . , opn] valide, pour toute permutation σ qui respecte≻s, pour
tout élément s, on a [op1, . . . , opn](s) = [opσ(1), . . . , opσ(n)](s)
Indication. Comme σ respecte ≻s, il suffit de montrer la propriété pour
une suite d’opérations indépendantes deux à deux. Il suffit alors de mon-
trer que l’application d’une suite d’opérations commutant deux à deux
donne un résultat indépendant de l’ordre d’application, ce qui se montre
facilement par récurrence sur la longueur de la suite.
5.3 Algorithme FCedit
L’algorithme FCedit (pour Fast Collaborative Edition) que nous présen-
tons est générique et il est dérivé d’un algorithme distribué élaboré par
Lamport [Lam78] pour effectuer le calcul d’un ordre partiel.
Cet algorithme, décrit en figure 5.1, a pour but de garantir l’exécution des
opérations reçues en respectant l’ordre sémantique défini ci-dessus. Afin
que toutes les opérations aient un identifiant1, nous envoyons aux autres
sites des requêtes constituées de l’opération et de son identifiant. L’en-
sembles des requêtes est noté R. Nous utilisons un vecteur d’état qui ne
sera utilisé que localement par le site. Ce vecteur est un tableau d’entiers
dont l’entrée est l’identifiant du site et la valeur de l’entrée est le nombre
d’opérations émises par ce site. Il va nous permettre de connaitre le nu-
méro de la dernière opération exécutée émise par ce site. Contrairement
à l’algorithme de Ressel[RNRG96] ou de ABST [SLG10], le vecteur d’état
1Nous reprenons ici la notion d’identifiant du chapitre précédent qui est un couple
contenant un numéro de site (adresse mac, ip etc.) et un numéro d’opération. L’ensemble
les dénotant est toujours ID. En plus de l’utilisation du chapitre précédent, ils sont utilisés
pour identifier de façon unique les opérations.
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n’est pas envoyé aux autres sites. Les opérations d’un site sont exécutées
dans l’ordre d’émission, ce qui assure la cohérence du vecteur d’état.
Pour connaitre les dépendances d’une opération, nous devons définir une
fonction donnant toutes les dépendances d’une opération par rapport à la
nature des objets manipulés. La fonction dependancesO f (R) 7−→ P(ID)
prend une requête et renvoie un ensemble d’identifiants dont la requête
dépend. Cette fonction dépend de la structure de données et du jeu d’opé-
rations utilisé. Pour les arbres, une fonction dependancesO f est définie en
section 5.6.4.
5.3.1 Description de l’algorithme
Lorsque le document est modifié la fonction GenerateRequest(op) est ap-
pelée avec l’opération effectuée sur le document. Un identifiant est alors
généré pour créer une requête. Pour la preuve de l’algorithme on vérifie
que la requête est effectivement exécutable. C’est-à-dire que les opérations
précédentes du site émetteur et que toutes les opérations dépendantes
aient été exécutées. Par définition, si on est le site émetteur : toutes les
opérations précédentes sont exécutées. Dans la fonction isExecutable(r)
ligne 4, on ne retourne f alse uniquement, si on n’est pas le site émetteur
et que l’opération précédente du cite émetteur n’ait pas été enregistrée
dans le vecteur d’état. Les lignes 6 à 8 vérifient que les dépendances ont
été exécutées.
Nous revenons dans la fonction GenerateRequest(op) à la ligne 5 où nous
incrémentons notre compteur d’opération. Nous appliquons l’opération et
l’envoyons à tous les autres participants.
Chaque participant reçoit les opérations des autres. À chaque réception la
fonction Receive(r) est appelé. Cette fonction ajoute la requête à une liste
d’attente (WaitingList - ligne 3) afin de vérifier qu’elle est exécutable. A la
ligne suivante, on parcourt toute la liste d’attente pour y extraire toutes
les opérations exécutables. On en sort que lorsqu’il n’y a plus d’opération
exécutable.
Lors de l’exécution qui est faite avec la fonction Execute(r). On met à jour
le vecteur d’état (ligne 4), on retire la fonction de la liste d’attente et on
l’exécute.
5.4 Preuve de correction
Le vecteur d’état est en fait un tableau où l’entrée est le numéro du site et
la valeur est le nombre d’opération que l’on a exécuté venant de ce site.
Définition 5.2 Un vecteur d’état est dit cohérent si et seulement si pour tout i ∈ N, Si =
SReceived[i] ,le site a exécuté les opérations numéro 1 à Si du site i.
Autrement dit chaque index du vecteur d’état est passé de 0 à sa dernière
valeur en passant par tous les nombres intermédiaires.
Proposition 5.2 Soit r = (op, SideId : OpCount) une requête telle que isExecutable(r) renvoie
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Initialize():1
begin2
∀i, SReceived[i] = 0 // Vecteur d’e´tat des ope´rations rec¸ues3
(SiteId, t, OpCount,WaitingList) = (n, o, 1, {})4
end5
GenerateRequest(op): // L’utilisateur envoie une ope´ration1
begin2
Let r = (op, SiteId : OpCount)3
if isExecutable(r) then4
OpCount = OpCount + 15
t = op(t) // Applique l’ope´ration6
broadCast r au autres participants.7
end8
Receive(r): // Cette fonction est exe´cute´e quand une reque^te1
est rec¸ue.
begin2
WaitingList = WaitingList ∪ r3
forall r ∈ {WaitingList|isExecutable(r)} do4
execute(r). // Exe´cute toutes reque^tes exe´cutables5
end6
isExecutable(r): // Ve´rifie si la reque^te est exe´cutable1
begin2
Let r = (op,#Site : #Op)3
// Ve´rifie que les pre´ce´dentes reque^tes du site e´metteur
ont e´te´ exe´cute´es
if #Site ￿= SiteId ∧ SReceived[#Site] ￿= #Op− 1 then4
return false5
// Ve´rifie que chaque de´pendance a e´te´ exe´cute´e.
for (nSite : cSite) ∈ dependancesOf(r) do6




Execute(r): // Exe´cute la reque^te r1
begin2
r = (op,#Site : #Op)3
SReceived[#Site] = #Op // Mets a` jour le vecteur d’e´tat4
WaitingList = WaitingList/r // Enle`ve r de la Waiting List5
t = op(t) // Applique l’ope´ration6
end7
Fig. 5.1 – L’algorithme d’édition
la valeur true. Alors toutes les opérations op′ telles que op′≻sop ont été exécutées
et le vecteur d’état SReceived est cohérent.
Démonstration. Nous allons montrer que cette fonction permet de garder
la cohérence du vecteur d’état et qu’elle permet respecter l’ordre ≻s.
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1. Premier point, la cohérence du vecteur : Le vecteur d’état étant une
liste de correspondance entre un site et son nombre de requêtes gé-
nérées. Il faut donc intégrer les requêtes d’un même site dans leur
ordre de génération. Ceci est vérifié à la ligne 4 de la fonction isExe-
cutable(r). #Site 6= SiteId ∧ SReceived[#Site] 6= #Op− 1 est vrai si le
site est différent du notre (le vecteur d’état concerne les autres sites)
et si on a pas intégré l’opération précédente du site émetteur. Ce
qui a pour effet de nous retourner f alse. Lorsque l’on arrive à la
ligne 6, on a bien que : soit on est le site émetteur, soit on a intégré
récursivement toutes les opérations précédentes du site émetteur.
2. La numérotation des opérations contiguë : trivial, car à chaque opé-
ration nous incrémentons le compteur OpCount et qui deviendra le
numéro de l’opération (ligne 5 de GenerateRequest).
3. Respect de la relation d’ordre ≻s : les lignes de 6 à 9 vérifient
que toutes les opérations directement antécédentes par la relation
d’ordre ≻s grâce à dependancesO f (r) énumérant les dépendances
directes et à l’aide du vecteur d’état afin de savoir si elles ont été
exécutées.
L’ensemble de ces points prouve la proposition.
Proposition 5.3 L’algorithme FCedit est convergent si l’ensemble des opérations est indépendant.
Démonstration. Soit [op1; . . . ; opm] une suite d’opérations exécutées sur le
site s. Nous allons prouver que [op1; . . . ; opm] est une linéarisation de
l’ordre partiel définit par la relation de dépendance ≻s sur l’ensemble
{op1, . . . , opm}.
1. Toutes les requêtes générées par GenerateRequest(op) et envoyées
aux autres sont exécutables sur le site local. Ce point est garanti par
la ligne 4.
2. Toutes les requêtes reçus et exécutées par Receive(r) sont exécutables
grâce à la fonction de la ligne 4 de cette fonction.
Ce qui implique, d’après la proposition 5.2 que toutes opérations sont
exécutées sur un site respecte l’ordre ≻s. Donc, de manière récursive :
[op1; . . . ; opm] est une linéarisation de l’ordre partiel induit par ≻s sur l’en-
semble des opérations {op1, . . . , opm}. Si chaque site exécute une linéari-
sation de l’ordre ≻s, la proposition 5.1 implique que chaque site possède
le même document.
5.5 Complexité de l’algorithme
Soit dop le nombre de dépendances de l’opération op. Soit eop le temps
d’exécution de op. Soit m nombre de messages n’arrivant pas dans le bon
ordre. Soit nbop le nombre d’opération effectués. Soit br le coût du Broad-
cast.
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La complexité de l’algorithme est en O(nbop × (m× dop + eop + br)).
Remarque 5.1 — Nous verrons plus tard qu’avec notre jeu d’opérations et
la structure de données, nous avons un nombre maximal de dépendances
qui est constant dop = 1 et nous verrons dans le chapitre 9 que br est en fait
le nombre de voisins connus donné par l’utilisateur. Il existe certain type
de réseau où le "broadcast" est autorisé, sa complexité devient constante.
Nous remarquons que la complexité de cet algorithme ne dépend plus de
la taille de l’historique dans le sens que pour intégrer une opération, nous
n’avons pas besoin de la comparer avec toutes les opérations précédentes
dans un pire des cas. Nous devons seulement respecter la dépendance
sémantique de chaque opération.
Démonstration. Nous allons considérer que la complexité de la recherche
dans le vecteur d’état est constante comme dit plus haut. Calculons la
complexité de chaque fonction :
isExecutable : Cette fonction ne boucle que sur le nombre de dépendances
O(dop).
Execute : Cette fonction modifie le vecteur d’état et exécute l’opération
O(eop).
GenerateRequest : Cette fonction vérifie qu’elle est exécutable O(dop),
incrémente un compteur, applique l’opération O(eop) et envoie aux
autres participant br. La complexité de cette fonction est donc de
O(eop + dop + br).appels O(nbop × (eop + dop + br)).
ReceiveRequest : Cette fonction est utilisé lorsque l’on reçoit une requête.
On ajoute à la waitinglist (liste d’attente) et on parcourt tous les
éléments pour vérifier, s’ils sont exécutables. La complexité de cette
fonction est de : O(m× dop + eop))
Dans le pire des cas, les opérations sont reçues dans le sens inverse
de l’envoi et toutes sont dépendantes entre elles (par exemple un
peigne unaire où l’on reçoit d’abord la feuille).
Pour une opération générée puis intégrée, nous obtenons : O(m × dop +
eop + br) et pour nbop opérations O(nbop × (m× dop + eop + br)).
5.6 Application : les arbres étiquetés
Dans cette partie nous allons reprendre les structures de données du cha-
pitre 4 et montrer comment faire de l’édition collaborative avec l’algo-
rithme FCedit.
5.6.1 Structure de données
Nous reprenons la structure de données arborescente définie au chapitre 4,
avec une notion d’étiquette plus complexe, qui est jusfifiée dans la section
suivante.
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L’ensemble des identifiants est défini comme précédemment ID =
{numsite; numop | numsite ∈ N∗, numop ∈ N} ∪ {0; 0} et Σ est l’ensemble
des étiquettes. Une étiquette sera de la forme (l, id) avec id ∈ ID et l une
expression de la forme (id′, v, lbl) où id′ ∈ ID, v ∈ N est un numéro de
version et lbl ∈ ΣL est un label XML.
L’ensemble T des arbres est défini
T ∋ t := {}
| {n1(t1), ..., nm(tm)} avec


n1, ..., nm ∈ Σ, t1, ..., tm ∈ T
ni = (li, idi) et li = (id′i, vi, lbli)
pour i = 1, . . . , n
De plus si le multi-ensemble des occurrences d’étiquettes de l’arbre est
{(li, idi) | i ∈ I} alors nous supposons que idi 6= idj pour tout i 6= j, i, j ∈ I.
Cette propriété sera appelée unicité des identifiants2 et étant donné un
identifiant id ∈ ID, l’arête identifiée par id sera la seule arête de l’arbre
étiquetée par (l, id) (si elle existe).
5.6.2 Absence de causalité et effets sur l’étiquetage des arêtes
Dans la version transformée opérationnelle de ChLbl (l’opération ré-
étiquetage des arêtes) nous n’avons besoin que de l’identifiant généré
par le site émetteur pour donner une priorité sur les demandes de re-
nommage. Nous allons montrer qu’il n’est pas possible de procéder de la
même manière. Ce qui justifie la notion d’étiquette plus compliquée intro-
duite dans notre définition d’arbre. L’étiquette (l, id) d’une arête contient
l’identifiant id du site qui l’a crée et cet identifiant ne doit pas être modifié.
Mais si l est un simple label de ΣL, il est impossible d’ordonner les rééti-
quetages et l’étiquette d’une arête serait celle du dernier ré-étiquettage
reçu. L’ordre de réception n’étant pas forcément le même sur chaque site,
la convergence sera impossible. Donc l doit contenir le label et l’identi-
fiant du site qui a effectué l’étiquetage. L’ordre des priorités, entre sites lu,
sur cet identifiant permet de savoir comment modifier le label. L’exemple
suivant montre que cela n’est pas suffisant.
Exemple 5.1 Nous supposons que le site 4 reçoit une demande de changement de label du
site 1 en "Paul". Il veut ensuite renommer ce label en "Jean" de manière non
concurrente. Nous modélisons l’étiquette d’une arête identifiée par ide (idop, lbl),



















































































































































((1; 2, ”Paul”), ide)
Avec t′ = ChLbl(ide, ”Paul”, 1; 2)(t) et t′′ = ChLbl(ide, ”Jean”, 4; 5)(t′) Dans
cet exemple le site 4 n’a pas pu renommer l’arête car son identifiant n’est pas
prioritaire.
2en fait un identifiant peut se retrouver dans une expression l
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Cette exemple montre que seul le site le plus prioritaire décide du label
et que les autres ne peuvent plus le modifier. Çela ne correspond pas à ce
que l’on attend d’un éditeur collaboratif. Le problème vient du fait que
notre algorithme ne garantit que l’exécution des opérations via un ordre
partiel qui n’exprime pas toutes les dépendances causales. Pour pallier à
ce problème, nous proposons d’ajouter sur chaque arête un numéro de
version de son label. Ainsi, si chaque participant joue le jeu, la priorité de
chaque site n’est utilisée qu’en cas de version identique.
Exemple 5.2 Nous reprenons l’exemple précédent avec un numéro de version et en prenant la



















































































































































((4; 5, 2, ”Jean”), ide)
Avec t′ = ChLbl(ide, 1; 2, 1, ”Paul”)(t) et t′′ = ChLbl(ide, 4 : 5, 2, ”Jean”)(t′)
Nous avons l’effet escompté pour notre exemple.
Comparaisons
Nous définissons les opérations de comparaisons usuelles par : Soit
id1, id2 ∈ ID avec idi = nsitei; nbopi, i ∈ {1, 2}
id1 < id2 ⇔ nsite1 < nsite2 ou (nsite1 = nsite2 et nbop1 < nbop2) ⇔ id2 > id1
5.6.3 Opérations
Nous venons de voir la structure de données et une méthode pour étique-
ter les arêtes. Les opérations d’édition sont :
Ajouter une arête. L’opération Add(id, idp) avec idp 6= id ajoute une arête
étiquetée par (l, id) avec l = (id, 0,NoValue) sous l’arête étiqueté (. . . , idp).
Quand idp n’existe pas, l’arbre n’est pas modifié.
Add(id, idp)({ }) = { }
Add(id, idp)({n1(t1), . . . , (li, idi)(ti), . . . , np(tp)})
= {n1(t1), . . . , (li, idi)(ti ∪ ((id, 0,NoValue), id)({ }) . . . np(tp)}
si idp = idi
Add(id, idp)({n1(t1), . . . , np(tp)}) = {n1(Add(id, idp)(t1)), . . . , np(Add(id, idp)(tp))}
si ni = (li, idi) avec idi 6= idp pour i = 1, . . . , n
Suppression d’un sous arbre. L’opération Del1(id) supprime le sous arbre
issu de l’arête (. . . , id) (incluant l’arête). Quand l’arête (l, id) n’existe pas,
l’arbre n’est pas modifié.
Del1(id)({ }) = { }
Del1(id)({n1(t1), . . . , (li, idi)(ti), . . . , np(tp)}) = {n1(t1), . . . , ni−1(ti), ni+1(ti+1), . . . np(tp)}
si id = idi
Del1(id)({n1(t1), . . . , np(tp)}) = {n1(Del1(id)(t1)), . . . , np(Del1(id)(tp))}
si ni = (li, idi) avec idi 6= id pour i = 1, . . . , n
Changer une étiquette ou lbl. ChLbl(ide, idop, v, lbl) avec ide, idop ∈
ID, v ∈ N, lbl ∈ ΣL remplace l’expression le de l’arête étiquetée par
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(le, ide), par (L, idop, v), si la version du nouveau label est plus récente.
L’opération ChLbl est définie formellement par :
ChLbl(ide, idop, v, lbl)({n1(t1), . . . (le, ide)(te), . . . np(tp)}))
= {n1(t1), ...(l′e, ide)(te), . . . , np(tp)}
où le = (ide, ve, lble) et l′e =
{
(idop, v, lbl), si ve > v ou v = ve et idop < ide
le, sinon
ChLbl(ide, idop, v, lbl)({n1(t1), ..., np(tp)}))
= ({n1(ChLbl((idop, v, lbl), ide)(t1)) . . . np(ChLbl(ide, idop, v, lbl)(tp))})
si ni = (li, idi) avec idi 6= ide pour i = 1, . . . , p
5.6.4 Dépendance sémantique
Soit l’ensemble d’opération :
Op = {Add(id, id′),Del1(id),ChLbl(id, id′, v, lbl) |id, id′ ∈ ID, v ∈ N, lbl ∈
Σ∗L}.
La relation de dépendance ≻s est définit comme suit :
– Add(id, idp)≻sDel1(id) : une arête ne peut-être détruite qu’après avoir
été créée.
– Add(idp, idp
′)≻sAdd(id, idp) : ajouter une arête id sous l’arête idp re-
quiert que idp soit créée avant.
– Add(id, idp)≻sChLbl(id, idop, v, lbl) : pour changer l’arête id, il faut que
l’arête id soit créée avant.
Nous en déduisons la fonction dependancesO f qui est nécessaire à l’algo-
rithme précédent.
dependencesO f (op) =


{idp} pour op = Add(id, idp)
{id} pour op = Del1(id)
{id} pour op = ChLbl(id, idop, v, lbl)
5.6.5 Preuve d’indépendance
Proposition 5.4 (Op,≻s) est indépendant.
Démonstration. Nous allons prouver que si op1 ‖∗s op2 alors [op1, op2](t) =
[op2, op1](t) par analyse de cas sur tout les couples possible : op1, op2.
1. op1 = Add(id1, idp1)
(a) op2 = Add(id2, idp2) Par définition aucun Add ne








1. Nous en dé-
duisons que si op1≻s∗op2 alors id2 est dans le sous arbre de id1.
Même raisonnement pour op2≻s∗op1
Ce qui veut dire que si op1 ‖∗s op2, les deux opérations af-
fectent deux sous arbres distincts et on a bien : [op1, op2](t) =
[op2, op1](t).
(b) op2 = Del1(id2)
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– id2 = idp1 ou idp1 est dans le sous arbre de id2 :
Soit t un arbre. t1 = Del1(id2)(t) par définition idp est sup-
primé.
Add(id1, idp1) = t1. t2 = Add(id2, idp1)(t) et Del1(id2)(t2) =
t1 parce que le sous arbre a été effacé et les identifiants ne
sont utilisés qu’une seule fois.
– id2 = id1 : on a que Add(id1, idp1)≻sdel(id1).
– Si id1 est dans le sous arbre de id2 : Cela implique, par dé-
finition, que Add(id1, idp1)≻s...≻sAdd(id2, idp2)≻sDel1(id2) et
donc que op1 6‖∗s op2.
– les autres cas : Les deux éléments sont sur deux sous arbres
différents.
(c) op2 = ChLbl(id2, idop2, v2, lbl2)
– id2 = id1 : L’arête sera d’abord créée et ensuite renommée
car : Add(id1, idp1)≻sChLbl(id1, idop2, v2, lbl2).
– Dans les autres cas l’opération n’a pas d’effet sur l’arête créée
par Add(id1, idp1) et vice versa. ⋄
2. op1 = Del1(id1)
(a) op2 = Add(id2, idp2) : c’est même cas que le 1b.
(b) op2 = Del1(id2) : Si id1 est un sous arbre de id2 alors l’ensemble
des arêtes supprimées par op1 est inclut dans l’ensemble des
arêtes supprimées par op2. Quelque soit l’ordre d’exécution le
même ensemble d’arêtes sera supprimé. Si id1 et id2 sont dans
deux sous arbres distincts alors le résultat sera le même.
(c) op2 = ChLbl(id2, idop2, v2, lbl2)
– dans le cas où l’arête identifiée par id1 est dans le sous arbre
de l’arête identifiée par id2 :
soit t′ = del(id1)(t). ChLbl(id1, idop2, v2, lbl2)(t′) = t′ car id1
n’est plus présent dans t′
del(id1)(ChLbl(id1, idop2, v2, lbl2)(t)) = t′ car id1 et son sous
arbre ont été supprimés et son nom aussi.
– Dans le cas contraire nous sommes dans deux sous arbres
distincts.
⋄
3. op1 = ChLbl(id1, idop1 , v1, lbl1)
(a) op2 = Add(id2, idp2) : c’est le cas 1c.
(b) op2 = Del1(id2) : c’est le cas 2c.
(c) op2 = ChLbl(id2, idop2, v2, lbl2) :
– id1 6= id2 : les deux arêtes sont différentes. Quelque soit
l’ordre, cela ne change pas.
– id1 = id2
– v1 < v2 Soit t1 = op1(op2(t))(1)
Soit t2 = op2(op1(t))(2)
Dans (1) le nom de id1 sera lbl2 et ne sera pas changé par
op1 (définition). Dans (2) le nom de id1 sera lbl1 et sera
changé par op2 en lbl2 (définition).
On a bien que t1 = t2.
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– v2 < v1 : Même démonstration en inversant les indices.
– v1 = v2 Si idop1 < idop2 ce sera le même cas que v1 < v2
sinon ce sera le même cas que v2 < v1
Par définition : idop1 6= idop2 (deux opérations différentes)⋄
5.6.6 Convergence sur les arbres
D’après les propositions 5.3 et 5.4 nous obtenons le résultat :
Théorème 5.1 L’algorithme FCedit est un algorithme d’édition collaborative convergent sur les
arbres étiquetés.
5.7 Limites de l’approche CRDT
L’approche CRDT ne convient pas à tout type d’opérations, en particu-
lier à la suppression de nœud faisant remonter les sous-arbres que nous
avions nommée Del2. Nous donnons une justification informelle de ce fait.
L’exemple suivant correspond à deux opérations concurrentes : un site 1
supprime une arête e dont le père est ed et un autre site 2 insère une arête
e′ sous celle-ci. Le résultat sur le site 2 donne une arête ed qui a comme
fils l’arête e′ et les fils de l’arête e qui est supprimée. Sur le site 1, exécuter
l’opération d’ajout de l’arête ed ne peut se faire car l’identifiant e a disparu
et l’identifiant de son père n’est pas connu.
Exemple 5.3 Le problème de faire remonter le sous arbre vient du fait que si nous avons indé-
pendamment une opération de suppression d’une arrête b et une opération d’ajout
d’une arête d dont le père est b.















































































































































































































































































































































































































































































































































































Fig. 5.2 – Suppression du père e
Il faudrait donc garder en mémoire, soit les opérations passées (donc un
historique), soit maitenir dans la structure de données un lien des fils vers
le père. Cette dernière solution n’en n’est pas une. En effet si un arbre
a un chemin de n arêtes, on peut imaginer n − 1 sites qui suppriment
chacun une arête distinctes des n− 1 arêtes du chemin et un site qui in-
sère sous la neme arête. Un site effectuant les suppressions d’abord, puis
l’ajout devrait garder en mémoire tous les pères des nœuds supprimés, ce
qui est contradictoire avec l’idée de l’approche CRDT. Dans le cadre de la
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suppression d’un sous-arbre (opération Del1) l’arête et le sous-arbre dis-
paraissent. Donc une opération d’ajout avec un identifiant qui n’apparait
plus dans l’arbre ne fait rien, ce qui évite le problème rencontré avec Del2.
5.8 Discussion sur l’efficacité de notre algorithme
dans un réseau pair-à-pair
5.8.1 Complexité des opérations
L’inconvénient de cette modélisation (comme expliqué dans le chapitre
précédent) est de trouver les nœuds correspondant à l’identifiant afin de
les modifier. Un façon simple est de chercher dans tout l’arbre, mais on se
retrouve avec une complexité de la taille de l’arbre pour chaque opération.
Ce qui dans le pire des cas rend la complexité de l’algorithme en O(nb2op),
plus précisément on obtient O(nbop × nbe) avec nbe le nombre d’arrêtes
en prenant la taille du document en compte. En passant par une table de
hachage [Ora ; Wika], il est possible d’améliorer la complexité moyenne de
l’algorithme pour de grands tableaux. Voir même arriver à une complexité
de O(1). Ce qui finalement permet de passer à l’échelle sur un très grand
document.
5.8.2 Autre point de vue
Reprenons les caractéristiques des réseaux pair-à-pair évoqués dans la
thèse de Stéphane Weiss [Wei10].
Dynamicité : Le système doit tolérer de grandes variations du nombre
d’utilisateurs. Dans notre approche l’algorithme n’a pas besoin de
connaitre le nombre de participants. Un nouveau site intégrant le
processus n’a qu’à récupérer la structure de données et le vecteur
d’état. Une fois la première phase de synchronisation faite à partir de
n’importe quel participant, il peut commencer le processus d’édition.
La sortie d’un site n’impacte en rien l’édition.
Symétrie : Dans des systèmes pair-à-pair structurés, il peut exister des
représentants d’un groupe de nœuds ou des pairs ayant un rôle né-
cessaire à d’autres pairs. Une défaillance de ce nœud empêche un
groupe de participants de fonctionner correctement. Dans notre ap-
proche, tous les participants ont le même rôle et envoient à tout le
monde ou a des liens répliqués, ce qui rend l’approche robuste aux
pannes des autres sites. La contrainte est d’avoir mis en place des
mécanismes de délivrance de message sans perte.
Passage à l’échelle : Un système passe à l’échelle si un nombre impor-
tant d’utilisateurs peuvent y êtres connectés, sans dégradation du
service. Nous avons vus que pour chaque opération l’intégration est
de faible complexité. Contrairement à beaucoup d’autres approches,
nous n’envoyons pas de vecteur d’état, il ne sert que pour le site et
nous n’utilisons pas d’historique pour faire converger les copies.
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5.9 Conclusion
L’algorithme FCedit que nous venons d’introduire est un algorithme
convergent extrêmement efficace comme nous le verrons à l’occasion des
résultats obtenus par l’implémentation. Sa deuxième caractéristique est
d’être générique. Ce qui permet de le décliner pour de multiples struc-
tures de données dès lors qu’il est possible de définir une relation de
dépendance sémantique intéressante. Il faut noter que dans le pire des
cas, toutes les opérations sont dépendantes, ce qui conduit à ce que tous
les sites exécutent toutes les opérations dans le même ordre. L’algorithme
reste convergent, mais le processus correspond à un processus distribué
dans lequel chaque site attend tous les autres ce qui est contradictoire avec
le principe de l’édition collaborative.
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Dans ce chapitre nous montrons comment réaliser un éditeur XML sans
et avec annulation d’opérations à l’aide de la modélisation du chapitre
précédent. Nous avons introduit dans la section 3.1.4, qu’un fichier XML
est un arbre ordonné, alors que nous n’avons traité jusqu’à présent que des
arbres non-ordonnés. Dans un premier temps, nous montrons comment
l’ordre peut se coder dans les étiquettes des arêtes. Nous verrons ensuite
une façon de modéliser les tags et attributs d’un arbre XML. Ensuite nous
étendons les résultats du chapitre précédent à cette structure de données
et puis nous montrons comment ajouter l’annulation d’opérations.
6.1 Ordonner les arêtes
Dans cette section, nous montrons comment passer d’arbres non-ordonnés
à des arbres ordonnés dans notre éditeur collaboratif..
Nous devons résoudre différents problèmes :
– avoir un ordre total (pouvoir comparer chaque arête issue d’un même
père),
– avoir un ordre identique sur tous les sites,
– pouvoir insérer avant ou après n’importe quel nœud, et pouvoir insérer
entre deux nœuds.
A chaque arête e identifiée par ide ∈ ID, nous associons un mot pe d’un
alphabet ordonné Σ et nous posons qu’une arête e précède une arête e′ si
et seulement si pe ≺lex pe′ avec ≺lex l’ordre lexicographique sur les mots
de Σ∗. Mais s’il est toujours possible de trouver un mot plus grand que
tous les mots d’un ensemble fini et de trouver un mot compris entre deux
mots donnés, il n’est pas toujours possible de trouver un mot plus petit
qu’un autre (si celui-ci est le plus petit mot pour ≺lex). Cela explique que
la solution proposée est plus compliquée que ce qui précède.
Nous considérons un alphabet ordonné Σ0 = {a1, . . . , an}. Nous notons
par φ : ID → Σ∗0 une fonction injective. Il est toujours possible de définir
une telle fonction. Par exemple, si un identifiant est une adresse IP, celle-ci
est un mot sur un alphabet Σ0 = {0, 1, . . . , 9, ·} et la fonction φ est simple-
ment l’identité. Nous introduisons un nouvel alphabet Σ = {⊥}∪{#}∪Σ0
ordonné par ⊥ ≺ # ≺ a1 . . . ≺ an et ≺lex est l’ordre lexicographique sur
les mots de Σ∗.
A chaque arête e nous associons un mot pe de Σ∗, et nous disons qu’une
arête e précède une arête e′ si et seulement si we = pe#φ(e) ≺lex we′ =
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pe′#φ(e′). La position d’une arête (c.a.d. sa place parmi les arêtes soeurs)
fera partie des informations contenues dans l’étiquette de cette arête.
La proposition suivante donne la première propriété requise.
Proposition 6.1 L’ordre sur les arêtes défini par e ≺ e′ si et seulement si we ≺lex we′ est un ordre
total sur l’ensemble des arêtes.
Démonstration. La fonction φ est injective et #φ(ide) est le plus petit suffixe
de we contenant une occurrence de #, donc les mots associés à deux arêtes
distinctes sont distincts. Comme ≺lex est un ordre total sur les mots, la
proposition est prouvée.
La proposition suivante montre que les trois propriétés requises pour gé-
rer les précédences entre arêtes sont vérifies. Nous posons W l’ensemble
des mots de la forme Σ∗#φ(ID).
Proposition 6.2 Soit w,w′ ∈ W avec w ≺lex w′.
1. Il existe w′′ ∈ W calculable tel que : w ≺lex w
′′ et w′′ ≺lex w
′.
2. Il existe wm,wM ∈ W tel que wm ≺lex w et w′ ≺lex wM.
Démonstration. 1. Soit w = wp#wi ≺lex w′ = wp′#w′i. Nous construisons
w′′ ∈ W tel que w ≺lex w′′ ≺lex w′. Par définition de l’ordre lexico-
graphique tout mot w = wα avec α ∈ Σ+ vérifie w ≺lex w ≺lex w′.
Soit w′′i = φ(id) pour id ∈ ID différent des identifiants associées
à w et w′. Par construction, le mot w′′ = w#w′′i ∈ W est tel que
w ≺lex w
′′ ≺lex w
′ (il est possible d’optimiser la taille des mots "po-
sitions".).
2. Soit w = wp#wi ≺lex w′ = wp′#w′i. Nous construisons wm tel que
wm ≺lex w. Dans ce qui suit s[k] dénote la kieme lettre du mot s et |s|
la longueur du mot s.
Soit wmp [k] = ⊥ pour i = 1, . . . , |wp| + 1. Soit w
m
i = φ(id) pour id
différent des identifiants associés à w et w′. Par construction le mot
wm = wmp #w
m
i est tel que wm ≺lex w. Une construction similaire
permet de construire wM tel que w′ ≺lex wM (utiliser an à la place de
⊥).
En ajoutant l’information d’ordre à l’étiquette d’une arête (en plus de
l’identifiant et des labels), il devient possible d’ordonner les arêtes issues
d’un même père. Lors de la création d’une arête par Add, nous assignons
à l’arête créée, une position par défaut, qui pourra être modifiée par une
fonction similaire à ChLbl (dans la suite ce sera une des fonctionalités de
l’opération SetAttr).
Nous venons de voir qu’à l’aide des identifiants uniques et d’une étiquette,
nous pouvons ordonner les arêtes. Ceci n’est pas seulement valable pour
le modèle CRDT, mais peut être appliqué également pour les modèles du
chapitre 4 sur les transformées opérationnelles. Par conséquent, tous les
résultats donnés dans ce cadre pour les arbres non-ordonnés sont aussi
valables pour les arbres ordonnés.
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6.2 Format XML
Nous avons vu dans le chapitre précédent que nous pouvons assu-
rer la convergence de documents ayant une structure arborescente non-
ordonnée. La section précédente montre qu’on peut aussi faire de l’édition
sur une structure ordonnée. Le format XML1 est un format arborescent,
qui contient de plus des attributs de balise. Ces attributs ont un nom -
qui doit être unique- et une valeur. Donc chaque arête devra contenir des
informations supplémentaires.
Nous allons décrire l’approche que nous avons mise au point avec Pascal
Urso et Stéphane Weiss [MUW10].
6.2.1 Structure de données choisie
Nous allons reprendre la structure précédente sauf que chaque arête pos-
sède une liste d’attributs. Pour des raisons de commodités, nous plaçons
le nom et l’information d’ordre dans deux attributs spéciaux : @tag et
@pos. Ainsi nous n’avons qu’à modéliser les fonctions structurelles (ici
Add et Del) et une fonction d’attribut gérant les étiquettes (SetAttr). La
suppression d’un attribut (autre que l’ordre ou le nom) se fait par l’envoi
de la valeur ’nil’. Il serait aussi possible d’effectuer la suppression en en-
voyant l’identifiant de la dernière opération ayant modifié l’attribut. Mais
dans notre modélisation il n’est pas possible de supprimer définitivement
un attribut, car nous oublierions la version du label et pouvons retom-
ber dans le cas décrit dans la section 5.6.2. De plus, si nous attribuons la
version 0 à une opération de suppression d’un label, l’opération générée
avant cette suppression aurait une version plus récente que celle générée
après la suppression. Nous aurions une divergence selon l’ordre d’arrivée.
Pour simplifier, la version d’un label et l’identifiant de la dernière l’opéra-
tion l’ayant modifié est stocké dans un couple de type VID = N × ID.
Nous rappelons la comparaison des éléments de l’ensemble ID : Soit
id1, id2 ∈ ID avec idi = nsitei; nbopi, i ∈ {1, 2}
id1 = (nsite1; nbop1) <id id2 = (nsite2; nbop2) ⇔
{
nsite1 < nsite2 ou
(nsite1 = nsite2 et nbop1 < nbop2)
Maintenant, définissons l’ordre pour les éléments VID :
Soit Vid1,Vid2 ∈ VID avec Vidi = (vi, idi), i ∈ {1, 2}
Vid1 = (v1; id1) <vid Vid2 = (v2; id2) ⇔
{
v1 < v2 ou
(v1 = v2 et id1 <id id2)
Définition La définition formelle de la structure de données.
1Introduit dans le section 3.1.4.
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T ∋ t ::= {} // Arbre vide
| {(map1, id1)(t1), ..., (mapm, idm)(tm)} // Ensemble d’arbre
avec mapi = {(attri,1, valuei,1,Vidi,1), ..., (attri,k, valuei,k,Vidi,k)}
, attri,j, valuei,j ∈ Σ∗,Vid ∈ VID// un ensemble d’attributs
id1, ..., idm, id′1, ...id
′
m ∈ ID, t1, ..., tm ∈ T,
∀i, j ∈ [1..m]i 6= j ⇒ idi 6= idj
6.2.2 Définition des fonctions modifiant la structure
Pour rendre plus lisible cette structure de données, nous allons définir
quelques fonctions.
Modification d’attributs La fonction SetAttrMap va modifier ou ajouter
l’attribut à une liste d’attributs. Voici sa définition formelle :
SetAttrMap((attr, value, vid) :: q, nAttr, nValue, nVid) =

(attr, value,Vid) :: SetAttrMap(q, nAttr, nValue, nVid) si nAttr <lexi attr
(attr, nValue, nVid) :: q si nAttr = attr ∧ nVid > Vid′
(attr, value,Vid) :: q sinon
SetAttrMap([], Attr, nValue, nVid) = (nAttr, nValue, nVid) :: []
Récupération d’une valeur d’attribut ReadAttr(Map, Attr) récupère la
valeur d’un attribut Attr à partir de la map.
ReadAttr((attr, value, vid) :: q, Attr′) =
{
value si attr = Attr′
ReadAttr(q, Attr′) sinon
ReadAttr([], Attr′) = nil
Lister les attributs : ListAttr(Map) extrait une liste de couple valeur-
attribut à partir de la map. Nous la définissons simplement par :
ListAttr((Attr, value, vid) :: q) =
{
(Attr, value) :: ListAttr(q)si value 6= nil
ListAttr(q) Sinon
ListAttr([]) = []
Pour la lisibilité de la modélisation, nous allons écrire la fonction Do qui
appliquera l’opération à toutes les arêtes de l’arbre. Grâce à cette fonction,
nous pouvons définir des opérations seulement pour une arête et elle sera
appliquée récursivement sur toutes les arêtes de l’arbre.
Fonction de propagation : Do : T ×Op 7−→ T
Do(op, n({ })) = op(n({ }))
Do(op, n({n1(t1), . . . , np(tp)})) = op(n({Do(op, n1(t1)), . . . ,Do(op, np(tp))}))
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Remarque 6.1 — Dans le chapitre précédent nous avons vu qu’il est difficile
de faire remonter le sous-arbre dans cette modélisation. Nous allons donc
nous concentrer sur la suppression du sous-arbre, ici l’opération Del =
Del1.
Ajouter une arête : L’opération Add(id, idp) avec idp 6= id ajoute une
arête possédant l’étiquette n = (id,mapde f ) en dessous du nœud étiqueté
idp. Quand idp n’existe pas, il ne se passe rien. Cette opération est formel-




n(t ∪ {(id,mapde f )({})}) si getId(n) = idp
avec (pour l’instant) mapde f = []
n(t) sinon
Supprimer une arête : L’opération Del(id) supprime l’arête et son sous-
arbre identifié par id.
Del(id)(n(t)) =
{
ǫ si getId(n) = id
n(t) sinon
Mettre à jour ou ajouter un attribut : L’opération SetAttr(id, idop, v, Attr,Value)
appelle la fonction SetAttrMap(idop, Attr,Value) sur une arrête identifiée
par id. Cette fonction ajoute un attribut, s’il n’existe pas ou le modifie s’il
existe.
SetAttr(id, idop, v, Attr,Value)(n(t)) =
{
n′(t) si getId(n) = id
n(t) sinon
où n′ = (SetAttrMap(getMap(n), Attr,Value, (v, idop)), getId(n))
Maintenant nous pouvons définir les fonctions de changement d’attribut
et d’ordre.
ChLbl(id, idop, v, lbl) = SetAttr(id, idop, v, @tag, lbl) où lbl 6= ””
ChPos(id, idop, v, p) = SetAttr(id, idop, v, @pos, p)
où p est une position définie au début du chapitre.
6.2.3 Dépendance sémantique
– Add(id, idp)≻sDel(id) : pour supprimer une arête id, celle-ci doit avoir
été créée avant.
– Add(id′, idp)≻sAdd(id, idp) : pour ajouter l’arête id en dessous de l’arête
idp, l’arête idp doit avoir été créée avant.
– Add(id, idp)≻sSetAttr(id, idop, v, Attr,Value) : pour ajouter ou modifier
un attribut, l’arête possédant cet attribut doit avoir été créée avant.
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6.2.4 Correction
Dans cette section, nous allons montrer que nos opérations commutent si
la dépendance est respectée.
Théorème 6.1 Soit Op1 = {Add,Del, SetAttr}, alors l’ensemble (Op1,≻s) est ≻s indépen-
dant.
Nous définissons ≻s∗ par : op1≻sop2 ∧ op2≻sop3 ⇒ op1≻s∗op3 et ‖∗s par
op1 6 ≻s∗op2 ∧ op2 6 ≻s∗op1 ⇔ op1 ‖∗s op2
Nous définissons la liste d’opérations : Do(opn,Do(opn−1, ...Do(op1, t)...)) =
[op1, ..., opn](t).
Démonstration. Nous montrons que si op1 ‖∗s op2 alors [op1, op2](t) =
[op2, op1](t) par analyse de tous les cas possibles pour la paire op1, op2.
1. op1 = Add(id1, idp1)
(a) op2 = Add(id2, idp2)
– si idp1 = idp2 alors, nous allons ajouter dans le même en-
semble deux arêtes e1 et e2 ou vice versa.
id = idp1 = idp2 et t
′
id = tid ∪ {e1} ∪ {e2}
– Sinon par définition les deux opérations sont soit dépen-
dantes soit dans deux sous-arbres différents.
(b) op2 = Del(id2)
– id2 = idp1 or idp1 sont dans le sous-arbre id2 :
Soit t un arbre. t1 = Do(Del(id2), t) par définition idp est sup-
primé.
Do(Add(id1, idp1), t) = t1. t2 = Do(Add(id2, idp1), t) et
Do(Del(id2), t2) = t1 car un sous-arbre a été supprimé.
– id2 = id1 : Par définition nous avons que Add(id1, idp1)≻sDel(id1).
– Autres cas : les opérations sont dans deux sous-arbres diffé-
rents donc quel que soit l’ordre le résultat sera le même.
(c) op2 = SetAttr(id2, attr2, val2, ts2)
– id2 = id1 : L’arête est créée avant l’attribut car
Add(id1, idp1)≻sSetAttr(id1, attr2, val2, ts2).
– Les deux opérations concernent deux nœuds différents, donc
l’ordre d’exécution n’a pas d’influence. ⋄
2. op1 = Del(id1)
(a) op2 = Add(id2, idp2) : C’est le cas 1b.
(b) op2 = Del(id2) si id1 est dans un sous-arbre de id2 alors
[Del(id1),Del(id2)](t) et il n’y a pas d’arêtes à supprimer avec
Del(id1) car elles ont déjà été supprimées avec Del(id2) .
[Del(id2),Del(id1)](t) Les arêtes sous id1 sont supprimées en
premier et celle de id2 avec id1 sont supprimées aussi. Sinon les
deux arbres sont distincts.
(c) op2 = setAttr(id2, attr2, value2, ts2)
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– id1 = id2
Soit t′ = Do(Del(id1), t). Do(SetAttr(id1, attr2, value2, ts2)(t′) =
t′ parce que id1 n’est pas présent dans t′.
Do(Del(id1),Do(SetAttr(id1, attr2, value2, ts2), t)) = t′ parce
que id1 et son sous-arbre seront supprimés avec leur attributs.
– Dans les autres cas, l’arête supprimée n’a aucune incidence
sur le changement d’attribut.
⋄
3. op1 = SetAttr(id1, attr1, value1, ts1)
(a) op2 = Add(id2, idp2) : on se retrouve dans le cas 1c.
(b) op2 = Del(id2) : c’est le cas 2c.
(c) op2 = SetAttr(id2, attr2, value2, ts2) :
– id1 6= id2 : les deux arêtes sont différentes.
– attr1 6= attr2 : par définition les deux listes sont les mêmes,
car elles sont rangées par ordre lexicographique.
– id1 = id2 ∧ attr1 = attr2
– vid1 <vid vid2 Soit t1 = op1(op2(t))(1)
Soit t2 = op2(op1(t))(2)
Dans (1) la valeur de l’attribut attr1 est value2 et ne sera
pas changé par op1 (définition). Dans (2) l’attribut de id1
est value1 et changé par op2 en value2 (définition).
alors t1 = t2.
– vid2 <vid vid1 : même cas en inversant les valeurs.
– vid1 = vid2 par définition vid1 6= vid2 ⋄
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Obtenir un système d’annulation n’est pas chose aisée [RG99 ; CD95 ;
WUM08]. Nous allons définir de manière informelle une solution permet-
tant d’avoir des opérations d’annulation, puis nous formaliserons cette
solution.
6.3.1 Annulation des opérations d’ajout et de suppression
L’opération qui annule Add n’est pas l’opération Del. Prenons le scénario
suivant : (Voir la figure 6.1)
1. un utilisateur ajoute un élément,
2. un autre utilisateur supprime cet élément,
3. l’ajout de l’élément est annulé,
4. la suppression est annulée de manière concurrente.
Utiliser l’opération Del comme annulation de l’opération Add (vice et
versa) mène à différents résultats selon l’ordre de réception. Par exemple,
un élément est visible si une annulation de suppression a été faite après
une suppression et pas après l’annulation d’un ajout.
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Utilisateur 1 Utilisateur 2 Utilisateur 3
Add(id, idp) Add(idp, id) //oo Add(id, idp)




































Fig. 6.1 – Annulations concurrentes.
Nous devons donc garder les informations des arêtes supprimées. Pour
cela nous utiliserons des “pierres tombales”. Contrairement aux autres
approches de l’annulation, nous pouvons les ranger de telle sorte qu’il
n’y ait pas d’impact significatif sur le processus d’édition, car elles ne
servent que pour les opérations d’annulations. La génération de l’arbre fi-
nal ou les placements d’autre nœuds n’en dépendent pas. Un mécanisme
de ramasse-miettes pour gérer ces informations supplémentaires permet-
tra de garder l’efficacité de la méthode.
Remarque 6.2 — Nous avons montré que l’opération Del2 n’était pas com-
patible avec l’approche CRDT, car la structure de donnée ne permettait pas
de garder suffisamment d’informations (le père des arêtes supprimées).
Comme nous gardons toute l’information, l’opération Del2 pourrait être
utilisée, mais la description de la structure associée à un document XML
serait beaucoup plus compliquée. Nous n’aborderons pas cette opération
dans ce chapitre.
Pour savoir si un élément est visible, nous allons simplement compter le
nombre d’opérations d’annulation d’ajout, les suppressions et les annula-
tions de suppression. Nous appelons cela un compteur d’effets. Le premier
ajout va créer réellement l’arête ensuite l’annulation de cet ajout va décré-
menter le compteur d’effet de l’ajout et la suppression va incrémenter le
compteur d’effet de la suppression. L’annulation de suppression va décré-
menter son compteur. Un seul compteur ne suffit pas car comme dit plus
haut l’annulation d’un ajout ne peut pas compter comme une suppression.
De plus nous voulons que chaque opération d’annulation d’une suppres-
sion d’arête soit identifiée afin d’éviter de la confondre avec deux annula-
tions concurrentes. Nous pensons que cette modélisation combine le res-
pect des intentions de l’auteur et un surcoût (ajout d’informations) limité.
Remarque 6.3 — Ceci est une modélisation possible illustrant la capacité
du modèle. Nous pouvons imaginer un modèle où la suppression n’existe
pas et seule l’annulation d’ajout serait disponible pour effacer une arête.
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Différentes possibilités pourrait être explorées pour de futur éditeurs col-
laboratifs utilisant cette approche.
6.3.2 Annulation des mises à jour des attributs
De façon similaire aux opérations d’ajout et de suppression, nous devons
garder aussi les différents états de chaque attribut avec un compteur de
visibilité. Nous devons aussi garder un attribut appelé ’nil’ qui modélisera
la suppression de celui-ci. Nous choisirons l’attribut le plus récent, dont
le compteur d’effet est supérieur à 0. L’ordre choisi est le même que le
précédent, c’est-à-dire un compteur incrémenté par rapport à la dernière
opération sur cet attribut vu par le site émetteur.
6.3.3 Nouvelle Structure de données
Nous reprenons la structure de données précédente où nous modifions
les listes d’attributs en ajoutant tous les changements. Avec l’annulation,
les attributs d’une arête deviennent une liste ordonnée de valeurs, chaque
valeur contient trois éléments :
– v.value : la valeur de l’attribut (une chaîne de caractères).
– v.Vid : le couple de la version du label avec l’identifiant de la dernière
modification.
– v.e f f ect : le compteur d’effet de cet attribut. (le nombre d’annulations
et de répétitions de l’opération modifiant l’attribut)
Cette liste est ordonnée par les couples version et identifiant de la dernière




”xhtml”, (2, id3), 1 // ”html”, (1, id1), 1
@pos //

”1”, (1, id2), 1
xmlns //

”http : //.../xhtml”, (1, id4), 1
xml : lang // ” f r”, (2, id5), 1 // ”en”, (1, id6), 0
Fig. 6.2 – Exemple d’une map d’attributs
Exemple 6.1 Cet exemple illustre les attributs que pourrait avoir le nœud tagué xhtml qui
avant était nommé html. Ce tag possède deux attributs : xmlns et xml : lang le
deuxième était en Anglais qui a été annulé pour le mettre en Français.
L’intérêt d’une telle modélisation est de garder toutes les valeurs néces-
saires à l’annulation et ne pose pas trop de problèmes au rendu, car les
derniers éléments générés se situent au début. Même si certains ne sont
pas visibles. Voici la définition formelle de cette map :
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m ::= {}
| {(Attr1,Values1), ...., (Attr1,Values1)}
Values ::= []
| [(value1, vid1, e f f ect1) :: ... :: (valuek, vidk, e f f ectk)]
Voici les opérations intermédiaires de modifications et de lecture de cette
map.
Ajouter un attribut : AddMap(Map, Attr,Value, vid) Cette fonction
ajoute à la liste, un nouvel attribut (Attr), s’il n’a pas déjà été
créé et une nouvelle valeur (Value). La valeur initiale du compteur
d’effet est 1. Avant de la définir formellement, il faut définir une
fonction ajoutant dans une liste une valeur avec le vid correspon-
dant. AddList : List × Σ∗ × Σ∗ ×VID 7−→ List
AddList((value1, vid1, e f f ect1) :: q, value, vid)
=
{
(value, vid, 1) :: (value1, vid1, e f f ect1) :: q si vid1 <vid vid
(value1, vid1, e f f ect1) :: AddList(q,Value, vid) sinon
AddList([], value, vid) = (valut, vid, 1) :: []
Finalement nous écrivons formellement la fonction AddMap :
AddMap((attr, List) :: q, nAttr, nValue, nVid) =

(attr, List) :: AddMap(q, nAttr, nValue, nVid) si nAttr <lexi attr
(attr, AddList(List, value, vid)) :: q si nAttr = attr
(attr, List) :: q sinon
AddMap([], Attr, nValue, nVid) = (Attr, AddList([], nvalue, nvid)) :: []
Modifier la visibilité : IncrementE f f ect(Map, Attr, id, delta) Additionne
delta à l’effet de la valeur id contenu dans l’attribut Attr. Pour définir
cette fonction formellement nous devons d’abord définir une fonc-
tion intermédiaire. incrementE f f ectList : List×VID×N 7−→ List
incrementE f f ectList((Value, id, e f f ect) :: q, id′, delta)
=
{
(Value, (v, id), e f f ect + delta) :: q si id = id′
(Value, (v, id), e f f ect) :: incrementE f f ectList(q, id′, delta) si id 6= id′
incrementE f f ectList([], id′, delta) = []
Nous définissons la fonction IncrementE f f ect formellement par :
IncrementE f f ect((attr, List) :: q, Attr′, id′, delta) =

(attr, List) :: IncrementE f f ect(q, Attr′, id′, delta) si Attr′ <lexi attr
(attr, IncrementE f f ectList(List, Attr′, id′, delta)) :: q si Attr′ = attr
(attr, List) :: q sinon
IncrementE f f ect([], Attr′, id′, delta) = []
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Lire la valeur d’un attribut : ReadAttr(Map, Attr) permet de lire la va-
leur de l’attribut Attr. Nous la définissons formellement par :




value si Attr = Attr′ ∧ e f f ect > 0
ReadAttr((Attr, qvalues) :: q, Attr′) si Attr = Attr′ ∧ e f f ect ≤ 0
ReadAttr(q, Attr′) sinon
ReadAttr((Attr, []) :: q, Attr′) = nil
ReadAttr([], Attr′) = nil
Faire une liste d’attributs : ListAttr(Map) forme une liste de couple va-
leur attribut. Nous la définissons simplement par :




(Attr,ReadAttr([(Attr, List)], Attr)) :: ListAttr(q)
si ReadAttr([(Attr, List)], Attr) 6∈ {nil, ”@pos”, ”@tag”, ”@add”, ”@del”}
ListAttr(q) Sinon
ListAttr([]) = []
L’annulation d’une opération est simplement la diminution d’un comp-
teur d’effets. Lorsque qu’un répéter (annulation d’annulation) est reçu on
incrémente le compteur d’effet de l’opération.
Opération d’édition
Correspondance avec les fonction d’éditions.
Nous rappelons la fonction de propagation : Do : T ×Op 7−→ T
Do(op, n({ })) = op(n({ }))




Ajouter une arête Add(id, idp) ajoute une arête sous l’arête idp ne change
pas trop elle ajoute en plus un attribut @add ayant pour fonction





n(t ∪ {(id,mapde f )({})}) si getId(n) = idp
Avec mapde f = [(@add, [(”Add”, (1, id), 1)])]
n(t) sinon
Mettre à jour un attribut SetAttr(id, idop, v, Attr,Value) modifie ou
ajoute un attribut s’il n’existait pas déjà.
SetAttr(id, idop, v, Attr,Value)(n(t)) =
{
n′(t) si getId(n) = id
n(t) sinon
où n′ = (SetAttrMap(getMap(n), Attr,Value, (v, idop)), getId(n))
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Annuler la mise à jour d’un attribut undo/redo(SetAttrMap(n, Attr,Value, (v, idop)))
annule ou répète la mise à jour d’un attribut. En réalité il incrémente
ou décrémente le compteur d’effet d’une mise à jour.
SetAttr(id, idop, v, Attr,Value)(n(t)) =
{
n′(t) si getId(n) = id
n(t) sinon
où n′ = (IncrementE f f ect(getMap(n), Attr, idop)), getId(n))
Annuler l’ajout d’une arête Undo/Redo(Add(id, idp)) Annule ou ré-
pète l’opération d’ajout d’une arête. Comme nous l’avons
précisé avant. Cette opération changera un compteur d’effet
qui se trouve dans les attributs. Undo/Redo(Add(id, idp)) =
Undo/Redo(SetAttr(id, id, 1, ”@add”, ”Add”))
Supprimer une arête Del(id, idop) Nous allons ajouter une valeur à l’at-
tribut @del. Del(id, idop) = SetAtt(id, idop, 1, ”@del”, ”Del”)
Annuler la suppression d’une arête Undo/Redo(Del(id, idop)) Nous
annulons l’opération du dessus. Undo/Redo(Del(id, idop)) =
Undo/Redo(SetAtt(id, idop, 1, ”@del”, ”Del”))
Reprenons les mêmes modélisation pour les opérations ChPos et ChLbl.
ChLbl(id, idop, v, lbl) = SetAttr(id, idop, v, @tag, lbl) où lbl 6= ””
ChPos(id, idop, v, p) = SetAttr(id, idop, v, @pos, p)
où p est une position définie au début, en section 6.1
La figure 6.3 représente l’application de nos opérations avec un scénario
contenant des annulations et des répétitions concurrentes. A la fin, toutes
les répliques sont les mêmes.
6.3.4 Génération du document XML
la structure de données utilisée contient des informations que les utili-
sateurs ne sont pas sensés voir. Dans ce modèle une arête est visible si
le compteur d’effet de l’attribut "@add" est strictement positif et si tous
les effets des valeurs dans l’attribut "@del ont un compteur d’effet négatif
ou nul. La fonction isVisible exprimant la visibilité de chaque élément est





ReadAttr(map, ”@del”) = nil
∧ReadAttr(map, ”@add”) 6= nil
∧ReadAttr(map, ”@tag”) 6= nil
False sinon
Remarque 6.4 — Les attributs @add et @tag partagent les même conditions
de visibilité, et auraient pu être fusionnés en gardant une valeur ’nil’ spé-
ciale dont le compteur d’effet sert pour la visibilité. Cette solution n’a pas
été retenue, car cela complique l’écriture de la fonction SetAttrMap.
Nous pouvons maintenant écrire la fonction model2XML(e) pour exporter
notre structure de donnée en XML. La fonction va d’abord vérifier que le
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Réplique 1 Réplique 2 Réplique 3
(idp, [. . .], {}) (idp, [. . .], {}) (idp, [. . .], {})
Add(id, idp) Add(id, idp) //oo Add(id, idp)
(idp, [. . .],
{(id, {}, [@add → (Add, vid, 1)])})
(idp, [. . .],
{(id, {}, [@add → (Add, vid, 1)])})
(idp, [. . .],
{(id, {}, [@add → (Add, vid, 1)])})
Del(id, idop) Del(id, idop)oo undo(Add(id, idp))
ww
uu
(idp, [. . .], {(id, {}, [@add → (Add, vid, 1),
@del → (Del, vid, 1)])})
(idp, [. . .], {(id, {}, [@add → (Add, vid, 1),

















(idp, [. . .], {(id, {}, [@add → (Add, vid, 1),
@del → (Del, vid, 0)])})
(idp, [. . .], {(id, {}, [@add → (Add, vid, 1),
@del → (Del, vid, 0)])})
undo(Add(id, idp)) undo(Del(id, idop))
(idp, [. . .], {(id, {}, [@add → (Add, vid, 0),
@del → (Del, vid, 0)])})
(idp, [. . .], {(id, {}, [@add → (Add, vid, 1),
@del → (Del, vid,−1)])})
undo(Del(id, idop)) undo(Add(id, idp))
(idp, [. . .], {(id, {}, [@add → (Add, vid, 0),
@del → (Del, vid,−1)])})
(idp, [. . .], {(id, {}, [@add → (Add, vid, 0),
@del → (Del, vid,−1)])})
Fig. 6.3 – Annulation concurrente avec les compteurs d’effets.
nœud est visible. Si c’est le cas, elle affiche la balise ouvrante, les attributs
et s’appelle récursivement sur les fils. Si notre arête n’a pas de fils, il se
contentera d’une balise orpheline2.
Nous définissons d’abord une fonction de mise en forme des attributs.
AttrPrint((Attr,Value) :: q) = ”Attr =′ Value′ ”.AttrPrint(q)
AttrPrint([]) = ””
Nous définissons une fonction donnant le rang de la première balise
à imprimer. GetFirst({(map1, id1)(t1), ..., (mapn, idn)(tn)}) Revoie l’in-
dice i tel qu’il n’existe pas de j avec ReadAttr(mapj, ”@pos”) <lexi
ReadAttr(mapi, ”@pos”) ou
si ReadAttr(mapi, ”@pos”) = ReadAttr(mapj, ”@pos”), idj <id idi. Car
nous comparons les positions, puis en cas d’égalité nous départageons
avec l’identifiant.
2Nous pouvons aussi ajouter un élément dans les attributs pour générer une balise
orpheline ou deux balises ouvrantes et fermantes.
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Nous définissons notre fonction de rendu XML.




”<”.ReadAttr(mapi, ”@tag”)." ".AttrPrint(ListAttr(mapi)).” > ”
.model2XML(ti).
” < /”.ReadAttr(map1, ”@tag”).” > ”
.model2XML({(map1, id1)(t), ..., (mapn, idn)(t)})
Avec i = GetFirst({(map1, id1)(t1), ..., (mapn, idn)(t)})
Si isVisible(mapi) = True ∧ ti 6= {}
” < ”.ReadAttr(mapi, ”@tag”)." ".AttrPrint(ListAttr(mapi)).”/ > ”
.model2XML({(map1, id1)(t), ..., (mapn, idn)(t)})
Avec i = GetFirst({(map1, id1)(t1), ..., (mapn, idn)(t)})




Nous pouvons maintenant définir la dépendance sémantique de nos opé-
rations.
– Add(id′, idp) ≻′s Add(id, idp) : ajouter une arête id sous l’arête idp de-
mande que l’arête idp soit précédemment créée.
– Add(id, idp) ≻′s SetAttr(id, Attr,Value, ) : Créer ou modifier un attribut
sur une arête demande que cette dernière arête soit créée précédem-
ment.
– Add(id, idp) ≻′s Undo/Redo(Add(id, idp)) : Annuler ou répéter la créa-
tion d’un arête nécessite la création de l’arête.
– SetAttr(id, Attr,Value, ts, idop) ≻′s Undo/Redo(SetAttr(id, Attr,Value, ts, idop))
Annuler ou répéter un changement d’attributs demande d’avoir fait le
changement initial avant.
– par définition nous avons :
– Add(id, idp) ≻′s Del(id, idop)
– Del(id, idop) ≻′s Redo/Undo(Del(id, idop))
Avec notre conception de l’annulation la dépendance sémantique n’est
pas plus compliquée que dans les modélisations précédentes. Etant donné
que les opération de modification ne changent que des valeurs dans la
structure de données, il suffit que ces valeurs soient créées avant.
6.3.6 Correction des opérations
Dans cette section nous allons montrer que nos opérations sont ≻s-
indépendante.
Dans la version avec annulation Del(id, idop) devient équivalent à l’opéra-
tion SetAttr(id, idop, 1, @del, ”Del”)
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Théorème 6.2 Soit Op2 = {Add, SetAttr,Undo/Redo(SetAttr)} avec annulation. l’ensemble
(Op2,≻′s) est ≻s-indépendent.
Démonstration. Nous prouvons que si op1 ‖∗s op2 alors [op1, op2](t) =
[op2, op1](t) par analyse de cas.
1. op1 = Add(id1, idp1)
(a) op2 = Add(id2, idp2) L’opération ajoute juste un attribut spécial
@add, la précédente preuve reste valide.
(b) op2 = SetAttr(id2, attr2, val2, ts2)
– id2 = id1 : Par définition, l’arête est créée avant la modifica-
tion de l’attribut. Car Add(id1, idp1)≻sSetAttr(id1, attr2, val2, ts2).
– Dans d’autre cas id1 6= id2 l’opération add n’a pas d’effet sur
le changement d’attributs d’autre arêtes et vice versa. ⋄
(c) op2 = Redo/Undo(SetAttr(id2, attr2, val2, ts2))
– if id1 = id2 par définition, op1 6‖∗s op2
– sinon : La création d’un arête est indépendante de la modifi-
cation d’une autre arête.
2. op1 = SetAttr(id1, vid1, attr1, value1)
(a) op2 = Add(id2, idp2) : c’est le cas 1b.
(b) op2 = SetAttr(id2, vid2, attr2, value2) : Nous avons plusieurs cas
possible :
– id1 6= id2 : Les arêtes sont différentes (pas d’effet entre elles).
– attr1 6= attr2 Par définition la liste est la même, parce qu’elle
est ordonné par les couples version, identifiant.
– id1 = id2 ∧ attr1 = attr2 : nous distinguons plusieurs cas :
– vid1 6= vid2 : par définition nous ajoutons les deux dans la
liste des valeurs. Cette même liste est triée par les vidi∈{1,2},
résultat sera le même. Car l’ajout dans une liste ordonnée
est indépendant de l’ordre dans lequel il se fait.
– ts1 = ts2 par définition, nous savons que vid1 6= vid2 ⋄
(c) op2 = undo/redo(SetAttr(id2, attr2, value2, ts2))
– si id1 6= id2 ou attr1 6= attr2 : par définition, op1 6‖∗s op2
– sinon op1 crée une valeur dans une liste et op2 incrémente ou
décrémente le compteur d’effet d’un autre objet. C’est indé-
pendant.
3. op1 = undo/redo(SetAttr(id1, attr1, value1, ts1))
(a) op2 = Add(id, idp) c’est le cas 1c.
(b) op2 = SetAttr(id2, attr2, value2, ts2) c’est le même cas que 2c
(c) op2 = undo/redo(SetAttr(id2, attr2, value2, ts2)) : Nous obser-
vons plusieurs cas :
– si id1 = id2 ∧ attr1 = attr2 ∧ ts1 = ts2 : alors par définition
chaque opération incrémente ou décrémente le même comp-
teur d’effet. Les opérations étant atomique, l’addition étant
commutative, le résultat reste le même.
– Sinon chaque opération incrémente ou décrémente deux
compteur différents ce qui est strictement indépendant de
l’ordre.
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Les autres opérations – Del,Undo/Redo(Add),Undo/Redo(Del) – sont dé-
finies par composition avec l’opération SetAttr et Undo/Redo(SetAttr)).
Par extensions nous pouvons dire que l’ensemble d’opération
Add,Del, SetAttr,ChLbl,ChPos,Undo,Redo est ≻s-indépendant.
6.4 Discussion sur le passage à l’échelle
Dans cette section, nous discutons du passage à l’échelle de cette ap-
proche. Les approches XML utilisant l’algorithme FCedit avec ou sans an-
nulation passent à l’échelle en terme du nombre d’utilisateurs (nombre
de réplique). Il n’y a toujours pas de point centraux ou de vecteur d’état
embarqué dans les messages.
Nous devons vérifier la complexité de nos fonctions pour qu’elles soient
acceptables afin de faire de l’édition collaborative.
6.4.1 Complexité
Calculons la complexité en temps des fonctions utilisées.
– Opérations : Comme dit dans la section 5.8.1 le plus difficile est de trou-
ver les arêtes correspondantes aux identifiants. Dans la modélisation
sans undo, le pire des cas est la taille du document. Comme chaque opé-
ration doit le parcourir nous aurons une complexité de O = nbe × nbop
(nombre d’opérations fois le nombre d’arêtes). Le problème vient du
fait qu’en ajoutant la fonctionnalité d’annulation sans ramasse-miette la
taille de l’arbre sera égal au nombre d’opérations autres que des annu-
lations. D’où la nécessité d’un ramasse-miette.
– model2XML : Cette fonction parcourt tous les nœuds une seule fois en
les triant, sa complexité est de O(nb2e ). En utilisant un bon algorithme
de tri, on peut avoir une complexité de O(nbe log(nbe)). Evidemment
à chaque opération l’arbre n’est pas entièrement revisité. Il est possible
de ne changer à chaque fois uniquement les modifications apportées
par les opérations et non en régénérant tout le fichier ; en intégrant le
système d’édition directement dans un éditeur complet. Sans passer par
des fichiers à chaque modification.
Finalement, concernant le passage à l’échelle en terme de nombre d’opéra-
tions, notre approche sans annulation demande d’avoir des "pierres tom-
bales" pour les attributs comme pour les règles de thomas [JT05]. Cela
entraine aussi un surcoût dû à la position des nœuds comme observés
dans logout undo [WUM09].
6.4.2 Discussion pour la conception d’un ramasse-miettes
Pour réaliser les opérations d’annulation, nous devons garder les éléments
supprimés et la liste des mises à jour précédentes des valeurs d’attributs
ce qui représente un coût non négligeable.
Il est possible de mettre en place un mécanisme de ramasse-miettes
comme celui décrit dans la RFC 667 [JT05]. Ce papier prend pour hypo-
thèse qu’à partir d’un certain moment tous les participants ont reçu tous
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les messages. Il crée alors un vecteur d’estampillages et déduit l’heure
minimum à partir de laquelle aucune annulation n’est possible. Toute in-
formation d’annulation invisible, plus vieille que cette heure pourra être
supprimée.
Si nous remplaçons les versions par simplement la date avec l’heure du site
émetteur. La création d’un nouveau vecteur nous prend en espace O(s)
avec s le nombre de sites suivit. En temps la complexité de nettoyage peut-
être de O(n). Dans la RFC 667, il est nécessaire de connaitre le nombre de
sites. Ce qui n’est pas envisageable pour du P2P. Mais compatible avec du
cloud computing.
6.5 Conclusion & travaux futurs
Nous venons de voir qu’il est possible d’éditer des documents XML
avec l’algorithme FCedit pour l’approche CRDT. Cette approche passe à
l’échelle pour le nombre de répliques et la version sans annulation passe
aussi à l’échelle pour le nombre d’opérations. Malheureusement le mé-
canisme d’annulation demande de garder les informations de l’opération
que l’on veut annuler. Nous avons décrit une méthode de ramasse-miettes
pour faire diminuer la taille du document. Un travail futur sera de forma-
liser cette approche et de l’implémenter dans notre prototype.

7Traitement du Typage
7.1 Types de documents
Les documents semi-structurés sont comme leur nom l’indique, peu struc-
turés : ce sont des arbres étiquetés d’arité non-bornée. Les types de docu-
ments sont introduits pour formater les documents manipulés de manière
à offrir plus de structure sur ces objets ce qui permet ensuite de les traiter
de manière plus sure et plus efficace. La manière usuelle de le faire est
via des schémas de document qui permettent d’exprimer des contraintes
régulières sur le document (au sens des langages réguliers d’arbres, voir
[CDG+07]). Par exemple nous pouvons définir qu’un carnet d’adresse pos-
sède des noms uniques et pour chaque nom un type de renseignement
(adresse, Téléphone portable, fixe, etc ...) et un seul numéro par type. Nous
pouvons pour cela définir un schéma permettant de savoir si le document
correspond à nos attentes ou pas. Un langage de contraintes très utilisé
en pratique est celui des DTD pour : Document Type Definition. D’autres
schémas plus expressifs ont également été proposés comme les schémas
XML du W3C ou relax NG qui sont plus expressifs. Toutes ces classes
définissent des sous-ensembles des langages réguliers d’arbres.
Travailler avec des documents bien typés est souvent un prérequis
qu’exigent de nombreux logiciels et il est donc utile d’incorporer cette
notion dans le cadre de l’édition collaborative. Dans ce cadre nous nous
posons le problème d’éditer un document dont le type a été déterminé
à l’avance, par exemple par une DTD. Par exemple un agenda commun
devra respecter le type défini pour les agendas. Le problème de l’édition
collaborative est donc d’éditer en mode pair-à-pair un document et d’as-
surer la convergence sur chaque site sur un document unique qui de plus
devra avoir le type donné à l’avance.
Il est immédiat de constater que le processus d’édition ne peut pas garan-
tir que le document a le bon type après chaque opération. Bien souvent,
partant d’un document bien typé, une opération provenant d’un site ex-
térieur peut donner un document mal-typé. Il faut donc pouvoir définir
quand la vérification du typage est faite, et également comment retrouver
un document bien typé à partir d’un document mal-typé. Pour remédier
à ces problèmes, nous utiliserons une opération de synchronisation et des
algorithmes de réparation de documents.
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7.2 Réparation de document
7.2.1 Généralités
Le principe de la réparation de document est classique et lié à la notion de
distance d’édition. Etant donné un langage L (ensemble de documents) et
un ensemble d’opérations d’édition ayant chacune un coût (entier positif
ou nul en général), la distance d’un document d au langage L est le coût
minimal parmi les coûts des suites d’opérations [op1, . . . , opn] telle que le
document [op1, . . . , opn](s) soit dans L. Usuellement, chaque opération a
un coût unitaire mais cela n’est pas nécessaire. Un algorithme de répara-
tion prend en argument un document d, un langage L, et renvoie une suite
d’opérations correspondant à la distance d’édition.
Pour obtenir des algorithmes effectifs, la classe des langages considérée
doit etre précisée et un langage doit se décrire de manière finie et le jeu
d’opérations donné.
Par exemple, un algorithme polynomial en O(n2) existe pour un langage
décrit par une DTD et les opérations d’insertion, suppression de feuilles,
renommage, voir [SC06]. D’autres algorithmes existent pour d’autres
classes de langages et d’autres jeux d’opérations.
7.2.2 Prérequis
Pour éviter les aspects trop techniques liés au format XML, nous utilisons
une définition simplifiée de document XML. Un document est un arbre
d’arité non-bornée, ordonné et étiqueté sur les arêtes, défini par la gram-
maire :
D ∋ d := ǫ
| l1(d1) · ... · lm(dm)} avec l1, ..., lm ∈ LXML, d1, ..., dm ∈ D
avec LXML un ensemble de labels XML. Dans les exemples, nous utilise-
rons parfois la représentation d’un document en utilisant les balises ou-
vrantes et fermantes, ainsi l(d1 · . . . · dn) s’écrira < l > (d1 · . . . · dn) < /l >
Une position est définie comme d’habitude par une suite d’entier et per-
met de déterminer une arête du document.
Les opérations d’édition sur ces documents sont :
1. insert(p, i, l) : si l’arête identifiée par p existe et a au moins i− 1 fils,
l’opération insère une arête fille étiquetée par l qui devient la ieme
arête.
2. remove(p) : si l’arête identifiée par p existe, l’opération supprime
l’arête identifiée par p et ses descendantes.
3. rename(p, l) : renomme le label de l’arête identifiée par p en l.
4. reorder(p, i) : si l’arête identifiée par p existe et a au moins i − 1
soeurs, l’opération réordonne ces arêtes de manière à ce que l’arête
identifiée par p soit la ieme arête. Les autres arêtes sont inchangées
ou décalées de 1 ou −1 selon leur position.
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Dans ce qui suit, nous supposons donné un algorithme de réparation re-
pare(d,S) pour une classe de langage qui correspond à notre schéma de type
(usuellement ceux définis par une DTD). Cet algorithme renvoie une liste
d’opérations correspondant à la distance d’édition de d vis à vis de S.
L’algorithme d’édition que nous définissons utilise cet algorithme de ré-
paration comme une boite noire. De plus chaque site utilisera le même
algorithme qui sera supposé déterministe.
7.3 La structure de données
La structure de données est similaire à celle du chapitre 5, mais avec
quelques ajouts permettant de définir une vue locale et une vue globale
de l’arbre.
7.3.1 Arbres étiquetés
Comme précedemment, chaque site a un numéro de site SiteNb et chaque
opération de ce site est numérotée incrementalement par NbOp. De plus
nous identifions l’algorithme de réparation de ce site par un identifiant
RepSite, et chaque opération effectuée par cet algorithme est numérotée in-
crémentalement par NbRep. L’ensemble ID des identifiants est l’ensemble
des couples de la forme (NbSite,NbOp) ou de la forme (RepSite,NbRep).
La structure d’arbre non-ordonnées étiquetées est définie par
T ∋ t := {}
| {n1(t1), ..., nm(tm)} avec n1, ..., nm ∈ Σ, t1, ..., tm ∈ T
Une étiquette n ∈ Σ est un élément de la forme (visible, id, orderRep, lRep, order, l)
tel que :
1. visible ∈ {0, 1} est un marqueur indiquant que l’arête est visible
localement (valeur 1) ou non (0),
2. id ∈ ID est un identifiant qui n’apparait qu’une seule fois dans
l’arbre (propriété d’unicité des identifiants),
3. l ∈ L est un label et order ∈ LOrder est l’information permettant de
donner l’ordre de l’arête vis à vis des arêtes soeurs (voir chapitre
6). Ces labels sont définis comme au chapitre 5 (par exemple l =
(id′, v, lbl) avec id′ ∈ ID, v un numéro de version et lbl ∈ LXML le
label XML).
4. lRep ∈ L, orderRep ∈ LOrder sont les labels et l’information d’ordre de
la vue locale (éventuellement leur valeur est non définie).
De plus si id = (RepSite : NbRep) alors visible = 1. Si id = (SiteNb :
NbOp) alors visible vaut 1 ou 0. Cette restriction impose que les arêtes
crées par l’algorithme de réparation sont locales. Par contre, les arêtes
crées par les utilisateurs (celui du site local ou celui d’un autre site)
peuvent être ou non dans la vue locale.
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Simplification d’écriture : nous identifierons order ou orderRep à l’infor-
mation qu’ils representant c’est à dire l’entier qui indique la position de
l’arêt. De même nous identifierons l à lbl si les autres informations de l ne
sont pas nécessaires.
7.3.2 Vue locale et vue globale
Notre algorithme d’édition repose sur la notion de vue classique dans le
cadre des bases de données. Chaque site a une vue globale qui est la partie
du document commune à tous les sites et une vue locale du document
qui correspond à la partie du document qu’il veut voir. La vue locale
peut cacher des parties du document global et contenir des parties qui
n’existent que localement.
La fonction local : Σ → Bool renvoie True si et seulement si le champ
visible de l’étiquette n vaut 1.
La fonction global : Σ → Bool renvoie True si et seulement l’identifiant
de l’étiquette n est de la forme (SiteNb : NbOp) (et donc pas de la forme
(RepSite : NbRep)).
La vue locale loc(t) de l’arbre t est définie par :
loc({ }) = { }
loc({n1(t1), . . . , np(tp) }) = {ni1(loc(ti1), . . . , nil (loc(til ))}
où ni1 , . . . , nil sont les étiquettes n telles que local(n) vaut True.
La vue globale glob(t) de l’arbre t est définie par :
glob({ }) = { }
glob{n1(t1), . . . , np(tp) }) = {ni1(glob(ti1), . . . , nil (glob(til ))}
où ni1 , . . . , nil sont les étiquettes n telles que global(n) = True.
Le document XML associé à t′ = glob(t) consiste simplement à ne garder
que la partie label XML d’une étiquette et à ordonner les arêtes selon
l’information d’ordre. Il est définit par :
d = ǫ si t′ = { }




σ permutation de {1, . . . , p}
nσ(i) = (. . . , i, lσ(i))
dσ(i) est le document associé à tσ(i)
Le document XML associé à loc(t) est défini de manière similaire.
Exemple 7.1 L’exemple suivant donne un arbre ainsi que sa vue locale et sa
vue globale. Pour simplifier le dessin, une arête étiquetée par n =
(visible, id, orderRep, lRep, order, l) avec id = (SiteNb : NbOp) est repré-
senté par une ligne continue étiquetée par l si visible = 1 et par une ligne
pointillée . . . étiquetée par l si visible = 0. Si id = (RepSite : NbOp), elle est
représentée par une ligne − − étiquettée par lRep.















































































































































































































































































































































































Fig. 7.1 – Document
7.3.3 Opérations d’édition
Les opérations d’éditions sont les mêmes que celles du chapitre 5 avec une
opération supplémentaire de réordonnancement d’arêtes.
– Add(id, idp) : ajout d’une arête sous l’arête identifiée par idp. Des valeurs
par défaut sont données aux champs de l’étiquette non spécifiés.
– Del(id) : suppression de l’arête id et du sous-arbre correspondant.
– ChLbl(id, l) (avec l = (id′, v, lbl)) : remplace le label de l’arête identifiée
par id par l (en conformité avec le numéro de version, voir chapitre 5).
– ChOrder(id, order′) : cette opération est similaire à ChLbl mais change
l’information d’ordre de l’arête au lieu de changer le label.
Op dénote l’ensemble des opérations d”édition.
7.3.4 Dépendance entre les opérations






Comme précédemment, (Op,≻s) est indépendant. La fonction
DependancesO f est définie de la même manière (ChOrder a les mêmes
dépendances que ChLbl).
7.3.5 Opération Fix
L’opération fix est une opération interne à chaque site qui n’est pas dif-
fusée aux autres sites, par contre elle sera invoquée par l’opération de
synchronisation sync qui est décrite dans la section suivante. L’application
de f ix à t, notée f ix(t) se définit de la manière suivante. Dans un premier
temps, l’algorithme de réparation repare est appelé sur l’arbre glob(t)1,
plus exactement sur d le document XML associé à glob(t). Le résultat
de cet algorithme est une suite d’opérations de la forme insert(p, i, l),
remove(p), rename(p, l) ou reorder(p, i). Cette suite d’opérations est ap-
pliquée à l’arbre t pour obtenir une vue locale loc(t) qui a le bon type de
la manière suivante :
1pas sur loc(t) !
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1. t = glob(t) i.e. effacer toutes les arêtes générées par une réparation
précédente et mettre les marqueurs visible à 1.
2. Appliquer chaque opération op de la liste générée par repare ainsi :
– op = insert(p, i, l) : p est une position correspondant à idp de
l’arbre loc(t), i est un entier, l est un label XML. Alors soit
id = (RepSite : NbRep), incrémenter NbRep en NbRep + 1, et ef-
fectuer l’opération Add(idp, id) en fixant l’étiquette de l’arête crée
à n = (1, id, i, l, order⊥, l⊥).
– op = remove(p) : p est une position d’arête feuille de d qui
correspond à une unique arête étiquetée n = (. . . , idp, . . .)
dans t. L’application de remove(p) remplace n par n′ =
(0, id, orderRep, lRep, order, l). L’arête n’est pas supprimée mais
n’est plus dans la vue locale.
– rename(p, l′) : p est une position désignant une arête de d
qui correspond à une unique arête de t étiquetée par n =
(visible, idp, orderRep, lRep, order, l). L’application de rename consiste
à remplacer n par n′ = (1, idp, orderRep, l′, order, l).
– reorder(p, i) : p est une position désignant une arête de d
qui correspond à une unique arête de t étiquetée par n =
(visible, idp, orderRep, lRep, order, l). Alors n est remplacé par n′ =
(1, idp, orderRep
′
, lRep, order, l) tel que orderRep
′
établit que l’arête est
la ith arête.
Par définition de f ix, nous avons la proposition suivante.
Proposition 7.1 Après l’éxécution de f ix(t) sur un site s, la vue locale loc(t) appartient au type
S.
7.3.6 L’opération sync
Nous étendons l’ensemble d’opération Op par une opération de synchro-
nisation sync(Dep) qui permet à un site de garantir qu’à un certain mo-
ment, la vue locale du document appartient au type voulu S. Comme
il n’existe pas d’horloge globale dans notre modèle2, elle est remplacée
par un ensemble Dep = {op1, . . . , opn} d’opérations indépendantes (i.e.
opi ‖ opj for i 6= j) qui est l’ensemble des opérations minimales pour
l’ordre de dépendance, calculé quand l’opération sync est invoqué. Cette
opération n’a aucun effet sur le document, mais l’envoi aux autres sites
permet à ceux-ci de savoir que le document est bien typé.
Par définition
sync(Dep)(t) = f ix(t)
et l’ordre de dépendance est étendu par
op≻ssync(Dep) ∀op ∈ Dep
Il faut noter que Dep peut contenir d’autres opérations sync.
2ce qui serait contradictoire avec l’aspect pair-à-pair
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7.4 Modification de l’algorithme FCedit
7.4.1 Un exemple
Nous donnons un exemple qui permet de comprendre les interactions
entre vue locale, globale, algorithme de réparation et synchronisation.
Nous prenons comme type une DTD qui impose qu’il n’y a qu’une arête
Phone sous une arête Name.
Un site (1) débute l’édition avec l’arbre global t1. En invoquant l’al-
gorithme repare par une opération sync, ce site obtient une vue locale
repare(t1) ∈ S
Deux sites (2) et (3) ajoutent chacun de manière concurrente une arête
Phone sous l’arête Name ce qui donnera l’arbre t2 sur le site (1) après
réception et exécution de ces opérations. La vue globale partagée par tous
les sites après réception de toutes les opérations d’édition est glob(t2) (par
contre les vues locales de (1) et (2) après réception du sync du site (1)
seront distinctes de cette vue globale).
Si le site (1) envoie aux autres sites une nouvelle opération sync, l’invo-
cation de l’algorithme de réparation sur le site (1) via f ix va supprimer
l’arête locale Phone (provenant de la réparation initiale) et cacher -sans la
détruire- une une arête Phone provenant du site (2) ou (3).
Si les autres sites n’ont fait aucune autre édition, alors à la réception du
sync, chacun de ces sites effectuera l’opération locale f ix qui invoque l’al-
gorithme de réparation sur la vue globale glob(t2). Tous les sites auront la
même vue locale (d) car l’algorithme de réparation est le même sur chaque

































































































































































































































































































































































































































































































































































(d) Fixed local view
Fig. 7.2 – Sucessions de vues
7.4.2 Un algorithme d’édition avec typage
L’algorithme utilisé est une adaptation de l’algorithme FCedit, qui permet
de prendre en compte les vues locales et d’effectuer des opérations de
réparation si une opération de synchronisation est invoquée.
Les opérations SendOp et GenerateRequest Un site effectue l’édition à
partir de sa vue locale. Il peut donc effectuer une opération op impos-
sible pour les autres sites, par exemple ajouter une arête sous une arête
locale crée par son algorithme de réparation. Dans ce cas il faut construire
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une suite d’opérations qui permette de définir op comme une opération
légale sur la vue globale. L’opération SendOp(op) calcule la suite d’opéra-
tions d’édition nécessaires pour pouvoir effectuer op, complétée avec op.
Dans la majorité des cas SendOp(op) renvoie op, mais si op dépend d’une
arête créée par une réparation, celle-ci devra être crée effectivement par
une opération (qui sera envoyée à tous les sites). Par conséquent, le nu-
méro d’opération attribué à op devra être modifié et l’identifant de l’arête
modifié. Cette opération utilise deux fonctions auxiliaires :
– getPere : ID → ID telle que getPere(id) renvoie l’identifiant de l’arête
père de l’arête identifiée par id.
– GenOpFix : ID → Op telle que genOpFix renvoie l’opération d’ajout
permettant de créer l’arête identifiée par id. Elle est définie par
GenOpFix(id) = Letidp = getPere(id)inreturnAdd(idp, id).
GenerateRequest(op) est l’opération qui génère une opération sur un site
et l’envoie aux autres sites. Contrairement à l’algorithme FCedit original,
il doit invoquer SendOp pour vérifier si d’autres opérations doivent être
réalisées avant d’envoyer op.
Algorithme Les principales modifications de l’algorithme sont :
– GenerateRequest invoque SendOp pour garantir que l’opération op a un
sens (et ces opérations sont mutuellement récursives).
– La réception d’une opération de synchronisation peut invoquer l’algo-
rithme de réparation.
7.5 Convergence
Le théorème suivant établi que l’algorithme converge et que le document
final est bien typé.
Théorème 7.1 Si chaque site effectue une suite d’opération terminée par une opération sync, une
fois que toutes les opérations ont été effectuées par tous les sites :
1. Tous les sites ont la même vue globale glob(t),
2. Tous les sites ont la même vue locale loc(t) qui est bien typée.
Démonstration. Par définition des opérations et de l’algorithme :
– L’exécution d’un opération sync ne modifie pas glob(t).
– L’éxécution d’une opération f ix ne modifie pas glob(t).
– Une exécution de l’algorithme modifié correspond à une exécution de
l’algorithme FCedit original avec des invocations supplémentaires de
f ix et sync.
Par conséquent à la fin de l’exécution, la convergence de l’algorithme FCe-
dit entraine que chaque site a le même arbre pour glob(t).
La dernière opération générée sur chaque site est sync soit générée par
le site, soit reçue d’un autre site, donc par définition la vue locale est
bien typée. Comme elle est exécuté à partir de la même vue globale et
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SendOp(op): // Ve´rifie et re´pare chaque de´pendance d’un1
identifiant local
begin2
forall id ∈ dependanceOf(op) do3
if id = (RepSite : NbRep) then4
Let OpFix = GenOpFix(id)5
Let r = GenerateRequest(OpFix)6
Let (op,#Site : #Op) = r7
op = op[id := #Site : #Op]8
return op9
end10
GenerateRequest(op): // L’utilisateur envoie une ope´ration1
begin2
op = SendOp(op) // Peu s’appeler re´cursivement avec SendOp3
Let r = (op, SiteId : OpCount)4
OpCount = OpCount + 15
Execute(r) // Applique une ope´ration6
broadCast r vers les autres participants.7
return r8
end9
Receive(r): // Cette ope´ration est appele´ a` chaque reception1
begin2
WaitingList = WaitingList ∪ r3
forall r ∈WaitingList|isExecutable(r) do4
r = (op,#Site : #Op)5
StateReceived[#Site] = #Op // met a` jour le vecteur6
d’e´tat
Execute(r)7
WaitingList = WaitingList/r // Le supprime de la liste8
d’attente
end9
Fig. 7.3 – Algorithme FCedit avec réparation - partie 1
que l’algorithme de réparation est déterministe, la même vue locale est
calculée sur chaque site.
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Initialize():1
begin2
∀i, SReceived[i] = 0 // Le vecteur d’e´tat des ope´rations rec¸us3
(SiteId, t, OpCount,WaitingList) = (n, o, 1, {})4
end5
isExecutable(r): // Ve´rifie qu’une reque^te soit e´xecutable1
begin2
Let r = (op,#Site : #Op)3
// Ve´rifie que la reque^te pre´ce´dente soit e´xecute´
if #Site ￿= SiteId ∧ SReceived[#Site] ￿= #Op− 1 then4
return false5
// Ve´rifie chaque de´pendance d’une ope´ration
for (nSite : cSite) ∈ dependancesOf(r) do6




Execute(r): // Execute la reque^te r1
begin2
r = (op,#Site : #Op)3
if op = Sync(dep) then4
t = fix(t) // Re´pare l’arbre si l’ope´ration est de type5
sync
else6
t = op(t) // Applique l’ope´ration7
end8
Fig. 7.4 – Algorithme FCedit avec réparation - partie 2
8Édition de Graphes etl’opération Move
Nous avons vu dans la section 4.6 qu’il est possible de modéliser un
graphe fonctionnel dans le modèle des transformées opérationnelles. Dans
ce chapitre nous allons construire une structure de donnée graphe utili-
sable dans le modèle CRDT qui permet de modéliser l’opération de dé-
placement sur les arbres. Etonnamment, personne n’a modélisé une telle
structure dans les modèles OT ou CRDT.
8.1 Une structure de donnée graphe
Un multi-graphe orienté G(V, E, f ) est un ensemble fini de nœuds V et
d’arêtes E, f est une fonction liant l’arête à un couple de nœud f : E →
V × V. Il peut y avoir plusieurs arêtes reliant deux nœuds identiques.
La structure de donnée graphe que nous choisissons est un multi-graphe
orienté étiqueté (V, E, f ,λ, µ) avec une fonction d’étiquetage des nœuds
λ : V → LCRDT × ID telle que λ(v) = (l, id),et l = (id′, v, lbl) et une
fonction d’étiquetage des arêtes µ : E → ID. Le triplet (id′, v, lbl) est la
structure d’étiquette vue dans la section 5.6, où lbl est le label du nœud, v
la version du label et id′ permet de départager deux version identiques.
VID = N × ID est identique à celui défini au chapitre 6 sur XML. Les
ordres utilisés sont donnés par :
id1 = (nsite1; nbop1) <id id2 = (nsite2; nbop2) ⇔
{
nsite1 < nsite2 ou
(nsite1 = nsite2 et nbop1 < nbop2)
Vid1 = (v1; id1) <vid Vid2 = (v2; id2) ⇔
{
v1 < v2 ou
(v1 = v2 et id1 <id id2)
8.1.1 Opérations
Les opérations d’édition correspondantes sur cette structure de données
sont les suivantes.
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Ajouter un nœud AddNode(id) ajoute un nœud identifié par id et éti-
queté par NoValue avec l’identifiant de l’opération et la version 1.
AddNode(id)(V, E, f ,λ, µ) = (V ∪ {vid}, E, f ,λ′, µ)
avec vid le nouveau nœud,
λ′(vid) = ((id, 0,NoValue), id)
λ′(v) = λ(v)
Supprimer un nœud DelNode(id) supprime un nœud identifié par id,
ainsi que toutes les arêtes le reliant. Nous supprimons aussi les informa-
tions le concernant.
DelNode(id)(V, E, f ,λ) = (V ′, E/E′, f ′,λ, µ′)
Avec V ′ = V/{v|λ(v) = (l, id)} (suppression du nœud)
et E′ = {e ∈ E| f (e) = (v′, v′′),λ(v′) = (l, id) ∨ λ(v′′) = (l, id)}
λ′(v•) =
{








ǫ pour e ∈ E′
f (e) sinon
(suppression des arêtes reliant le nœud).
Renommer un nœud ChLbl(id, id′op, ver
′, l′) change l’étiquette du nœud
id avec la version v l’identifiant de l’opération est idop. Si le nœud n’existe
pas 1 alors on ne fait rien.
Si le nœud existe, la définition formelle devient :
ChLbl(id, idop, v, l)(V, E, f ,λ, µ) = (V, E, f ,λ′, µ)




′, l′), id) Si (ver′, id′op) >vid (ver, idop)
λ(vid) sinon
λ′(v) = λ(v)
Ajouter une arête AddEdge(id, iddest, idop) ajoute une arête liant le nœud
identifié par id au nœud identifié par iddest, Cette arête sera identifiée par
idop. L’identification de l’arête nous permet de lever l’ambiguité sur l’arête
à supprimer et de garantir la convergence.
1par exemple, si on a eu une suppression et ré-étiquetage en concurrence
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(V, E ∪ {e′}, f ′,λ, µ′)
Avec λ(v) = (..., id) et λ(v′) = (..., iddest)}
f ′(e) =
{




idop si e = e′
µ(e) sinon
on étiquette la nouvelle arête créée avec idop.
Si v et v′ sont dans V
(V, E, f ,λ, µ) Sinon (un des nœuds a été supprimé -on ne fait rien-)
Supprimer une arête DelEdge(id) Supprime une arête identifiée par id.
DelEdge(id)(V, E, f ,λ, µ) = (V, E/{e|µ(e) = id}, f ′,λ, µ′)
avec µ′(e) =
{




ǫ si µ(e) = id
f (e) sinon
8.1.2 Dépendance
Nous pouvons définir la relation de dépendance entre ces opérations.
– AddNode(id)≻sDelNode(id) la suppression d’un nœud nécessite sa
création.
– AddNode(id)≻sAddEdge(id, iddest, idop) Ajouter une arête nécessite la
création du nœud d’origine.
– AddNode(iddest)≻sAddEdge(id, iddest, idop) Ainsi que du nœud de desti-
nation.
– AddEdge(id, iddest, idop)≻sDelEdge(id) La suppression d’une arête est
après sa création.
Nous définissons la fonction dependancesO f comme suit :
dependancesO f (Op) =


∅ pour op = AddNode(id)
{id} pour op = DelNode(id)
{id} pour op = ChLbl(id, idop, v, l)
{id, iddest} pour op = AddEdge(id, iddest, idop)
{id} pour op = DelEdge(id)
8.1.3 Variantes
Cette structure de données nous permet de modéliser différents types de
graphe autre que les multi-graphes orientés étiquetés par les nœuds. En
fusionnant les arêtes, il est possible de faire un graphe "classique". L’édi-
teur supprimera toutes les occurrences des arêtes lors de sa suppression.
Si l’éditeur n’autorise la création que d’une arête entre deux nœuds, le
nombre d’arêtes doubles devrait être limité sauf dans le pire des cas où il
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y aurait autant d’arêtes que de sites (ce qui n’arrive que si chaque site la
crée concurrement).
Il est possible aussi de faire un étiquetage sur les arêtes en modifiant lé-
gèrement la fonction d’étiquetage des arêtes µ. En reprenant la structure
d’étiquette et en créant les opérations nécessaires. Nous ne l’avons pas fait
ici pour éviter de compliquer inutilement la modélisation et la preuve.
Evidemment, avec la méthode vue dans le chapitre 6, il est possible d’or-
donner les arêtes issues d’un même noeud.
Dans la section 8.2, nous allons explorer la variante des graphes fonction-
nels afin de réaliser l’opération Move sur les arbres dans le modèle CRDT.
Nous verrons qu’il n’est pas nécessaire de fusionner les arêtes, car on les
crée uniquement lors de la création d’un nœud. Du coup nous n’avons pas
plus d’une arête sortante par nœud : la structure du graphe fonctionnel
est stable par les opérations d’édition.
Remarque 8.1 — La structure de donnée ci-dessus peut aussi être utilisée
avec l’approche des transformées opérationnelles. Au vu de l’intérêt que
nous portons à l’approche CRDT, nous n’allons pas le faire dans cette
thèse.
8.1.4 Preuve de correction
Théorème 8.1 Opgraph = {AddNode,DelNode,ChLbl, AddEdge,DelEdge} est ≻s-
indépendant.
Démonstration. Nous allons faire une preuve en analysant chaque
cas. Pour g un multi-graphe défini plus haut, ∀op1, op2 ∈
Opgraph,[op1, op2](g)(1) = [op2, op1](g)(2).
1. op1 = AddNode(id) :
(a) op2 = AddNode(id′) : par définition la fonction add ajoute un
nœud à un ensemble de nœuds. CQFD.
(b) op2 = DelNode(id′) : Il y a deux cas
i. si id = id′ : les deux opérations sont dépendantes.
ii. Sinon les deux éléments sont différent toujours dans un en-
semble. De plus l’opération op1 ne modifie pas l’ensemble
d’arêtes. Toutes deux ajoutent des étiquettes à des entrées
différentes de λ. Donc on a bien le résultat escompté.
(c) op2 = ChLbl(id′, id′op, v
′, l′) : Les deux opérations modifient des
éléments différents et l’ordre n’intervient pas.
(d) op2 = AddEdge(id′, id′dest, id
′
op) : Si id
′ = id ou id = id′dest les
deux opérations on dépendantes. Sinon op1 ajoute un nœud
qui n’est pas utilisé dans op2. Donc (1) =(2).
(e) op2 = DelEdge(id) : Les deux opérations modifient des élé-
ments différents.
2. op1 = DelNode(id)
8.1. Une structure de donnée graphe 103
(a) op2 = AddNode(id′) : même cas que 1b.
(b) op2 = DelNode(id′) : Il y a deux cas de figure :
i. id = id′ : Le nœud est supprimé deux fois. Comme les iden-
tifiants sont utilisés qu’une seule fois, la deuxième opéra-
tion n’aura pas d’effet, quel que soit l’ordre d’exécution.
Idem pour l’ensemble des arêtes enlevées.
ii. id 6= id′ : les deux opérations enlèvent deux nœuds dif-
férents dans l’ensemble des nœuds et toutes les arêtes les
reliants.
(c) op2 = ChLbl(id′, id′op, v
′, l′) : Si id = id′ dans le premier cas le
nœud est renommé puis supprimé. Dans le deuxième le rééti-
quetage n’aura pas d’effet. Sinon les deux opérations modifient
des entrés différente de λ.
(d) op2 = AddEdge(id′, id′dest, id
′
op) : Il y a deux cas de figures.
i. id = id′ ou id = iddest : Dans le cas (1) l’arête n’est pas créée,
car l’un des deux nœuds a été supprimé. Dans le cas (2)
l’arête est créée puis supprimé par le op1, car l’opération
DelNode supprime aussi les arêtes reliant le nœud.
ii. Sinon : AddEdge ajoute une arête hors de l’effet de DelNode.
Le graphe sera donc le même, quel que soit l’ordre d’exé-
cution.
(e) op2 = DelEdge(id′) : Il y a deux cas possible.
i. si µ((v′, v′′)) = id′ et λ(v′′′) = (..., id) et que v′ = v′′′ ou
v′′ = v′′′ alors dans le cas (1) l’arête sera supprimée par
l’opération op1 et op2 n’aura pas d’effet. Dans le cas (2), cette
arête sera supprimée par l’opération op2 et op1 supprimera
les autres.
Le résultat sera le même.
ii. Sinon : les deux opérations n’ont pas d’effets l’une envers
l’autre.
3. op1 = ChLbl(id, idop, v, l)
(a) op2 = AddNode(id′) est traité en 1c
(b) op2 = DelNode(id′) est traité en 2c
(c) op2 = ChLbl(id′, id′op, v
′, l′) Nous avons plusieurs cas :
i. Si id = id′ Les deux ChLbl concernent le même nœud.
– Si (v′, id′) >vid (v, id) : Alors dans le cas (1) op1 va mo-
difier l’étiquette en l puis op2 en l′. Dans l’autre cas (2) :
op2 modifiera l’arête en l′ puis d’après la définition, op2
n’aura pas d’effet. Le résultat sera donc le même.
– Si (v′, id′) <vid (v, id) : Même raisonnement que le précé-
dent en inversant les termes.
ii. Sinon Les deux opérations changent le nom de deux nœuds
différent. L’ordre n’a pas d’importance.
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(d) op2 = AddEdge(id′, id′dest, id
′
op) : Les deux opérations ne
changent pas la même composante de la structure de don-
nées.
(e) op2 = DelEdge(id′) : Idem.
4. op1 = AddEdge(id, iddest, idop) :
(a) op2 = AddNode(id′) : c’est le cas 1d.
(b) op2 = DelNode(id′) : c’est le cas 2d
(c) op2 = ChLbl(id′, id′op, v
′, l′) : c’est le cas 3d
(d) op2 = AddEdge(id′, id′dest, id
′
op) : Les deux ajoutent deux arêtes
distinct dans un ensemble. Les entrées ajoutées dans les fonc-
tions µ et f sont distincts.
(e) op2 = DelEdge(id′) : Si id = id′ Les deux opérations sont dé-
pendantes. Sinon, dans les deux cas, op1 ajoute une arrête et
op2 en supprime une autre. Ce qui est indépendant de l’ordre
d’exécution.
Remarque 8.2 — L’identification des arêtes nous permet de
rendre ce cas assez simple. Sinon nous aurions dû compter le
nombre d’opérations d’ajout et de suppression.
5. op1 = DelEdge(id)
(a) op2 = AddNode(id′) : c’est le cas 1e.
(b) op2 = DelNode(id′) : c’est le cas 2e
(c) op2 = ChLbl(id′, id′op, v
′, l′) : c’est le cas 3e
(d) op2 = AddEdge(id′, id′dest, id
′
op) : c’est le cas 4e
(e) op2 = DelEdge(id′) : Si id = id′ les deux opérations auront le
même effet sur le graphe et la seconde dans l’ordre d’exécution
ne fera rien, car l’arête sera déjà supprimée par l’autre, car les
arêtes sont identifiées de manière unique.
Le résultat permet donc de réaliser de l’édition collaborative sur des
graphes avec l’algorithme FCedit.
Théorème 8.2 L’algorithme FCedit est un algorithme d’édition collaborative sur les graphes
étiquetés.
8.2 Édition collaborative d’arbre avec l’opération
Move
Nous allons utiliser la structure de graphe vue dans la section 4.6.3 en
reprenant le méthode utilisé pour le ChLbl dans la section 5.6. C’est à dire
qu’on ajoute l’identifiant de l’opération et un numéro de version à l’étique-
tage des arêtes afin de pouvoir instaurer des priorités dans le déplacement
d’un sous arbre. Cette structure va permettre d’une part de modéliser les
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arbres (par un graphe fonctionnel) et d’autre part de définir l’opération
Move.
Plus formellement nous avons la structure de graphe suivante : (V, E,λ, µ)
où V est un ensemble de nœud, E est un ensemble d’arête reliant deux
nœuds, λ est une fonction de d’étiquetage de nœud et µ une fonction
d’étiquetage d’arêtes. Ces deux dernières fonctions sont définit comme
suit :λ : V → ID × LCRDT telle que λ(v) = (l, id),et l = (id′, v, lbl). et
µ : E → VID telle que µ(e) = (v, id).
8.2.1 Opérations
Voici les opérations sur cette structure :
Ajouter un nœud Add(id, idp) ajoute un nœud étiqueté par
((id, 0,NoValue), id) et s’il existe un nœud étiqueté par idp, l’opéra-
tion ajoute une arête le reliant à son père. Si le père n’existe plus, le nœud
est quand même créé, mais pas l’arête. Plus formellement :
Add(id, idp)(V, E,λ, µ) = (V ∪ {vid}, E′,λ′, µ′)
avec vid le nouveau nœud,
vidp est tel que λ(vidp) = (l, idp)
E′ =
{
E ∪ (vidp , vid) si vidp ∈ V et λ(vidp) = (l, idp)
E sinon
λ′(vid) = ((id, 0,NoValue), id)
λ′(v) = λ(v)
µ((vidp , vid)) = (0, id)
Supprimer un nœud Del(id) supprime un nœud du graphe et les arêtes
le contenant comme extrémité. Le sous arbre n’est pas supprimé, mais il
n’est plus connexe à la racine. Ce qui donne formellement :
Del(id)(V, E,λ) = (V ′, E′,λ, µ)
Avec V ′ = V/{v|λ(v) = (l, id)} (suppression du nœud).
et E/{(v′, v′′)|λ(v′) = (l, id) ∨ λ(v′′) = (l, id)}
(suppression des arêtes contenant le noeud).
Changer le label ChLbl(id, id′op, v
′, l′) modifie la fonction d’étiquetage
pour changer la valeur.
ChLbl(id, id′op, v
′, l′)(V, E,λ) = (V, E,λ′, µ)




′, l′), id) Si (ver′, id′op) >vid (ver, idop)
λ(vid) sinon
λ′(v) = λ(v)
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Déplacer un nœud Mv(id, idp, idop, ver) supprime l’arête entrante du
nœud id et la remplace par l’arête reliant entre id et id′ si id′ existe en-
core. Si le nouveau nœud père n’existe pas c’est qu’il a été supprimé, nous
supprimons les arêtes entrantes, mais nous ne créons pas de nouvelles
arêtes.





soit λ(vid) = (l, id), µ((v, vid)) = vid
avec E′ = E/{(v, vid)|v ∈ V}
E′′ =
{
E′ ∪ (vidp , vid) si vidp ∈ V et λ(vidp) = (l, idp)
E′ sinon
µ′((vidp , vid)) = (ver, idop)
µ′(e) = µ(e)
si ∃vid ∈ V et si 6 ∃(v, vid) ∈ E ou si (ver, idop) <vid vid
(V, E,λ, µ) sinon
Remarque 8.3 — Dans l’implémentation, les arêtes et les nœuds sont géné-
ralement des objets ou enregistrement. Il est évident qu’il faudra aussi y
mettre les informations d’étiquetage. Ainsi lors de la suppression de l’ob-
jet ou de l’enregistrement l’information contenue dans λ ou µ seront aussi
supprimées.
8.3 Propriétés de stabilité et de convergence
La proposition suivante montre la stabilité de la structure de données par
les opérations d’édition.
Proposition 8.1 Soit G = (V, E,λ, µ) un graphe fonctionnel. L’application d’une opération op ∈
{Add,Del,ChLbl,Mv} à G retourne un graphe fonctionnel.
Démonstration. Nous allons étudier chaque opération :
– Add(id, idp)(V, E,λ, µ) crée un nœud et ajoute une seule arête entrante
sur ce nœud avec un nouvel identifiant. Le graphe reste fonctionnel.
– Del(id)(V, E,λ, µ) supprime des arêtes donc n’augmente pas le degré
sortant des nœuds du graphe.
– ChLbl(id, id′op, v
′, l′)(V, E,λ, µ) ne change que l’étiquetage et ne modifie
pas les arêtes.
– Mv(id, idp, idop, v)(V, E,λ, µ). En reprenant les notations de la définition,
l’arête eid = (v, v′) est supprimée, et une arête (w′, v′) est ajoutée. Le
degré entrant du nœud v′ reste donc 1, celui des autres nœuds n’est pas
modifié.
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8.3.1 La relation de dépendance
Définissons la relation de dépendance sémantique.
Add(idp, id′) ≻sMv Add(id, idp)
Add(id, idp) ≻sMv Del(id)≻sAdd(idp
′, id)
Add(id, idp) ≻sMv ChLbl(id, idop, ver, lbl)
Add(id, idp
′) ≻sMv Mv(id, idp, idop, v)
Add(idp, idp
′′) ≻sMv Mv(id, idp, idop, v)
La fonction dependancesO f devient donc :
dependancesO f (op) =


{idp} pour op = add(id, idp)
{id} pour op = Del(id)
{id} pour op = ChLbl(id, idop, v, l))
{id, idp} pour op = Mv(id, idp, idop, v)
Remarque 8.4 — La proposition 4.6 établit que "La composante connexe
d’un graphe fonctionnel contenant la racine est un arbre." Nous pouvons
à partir d’une racine définie à l’avance représenter un arbre.
Dans ce modèle là, il est aussi possible d’avoir un arbre ordonné en ajou-
tant les informations nécessaires dans les nœuds(voir le début du cha-
pitre 6).
8.3.2 Résultat de convergence
Proposition 8.2 (OpMv,≻sMv) est indépendant.
Démonstration. Montrons que (OpMv,≻sMv) est indépendant. Pour cela
nous allons montrer par étude de cas que ∀op1, op2 ∈ Opmv,
op1 6 ≻sMvop2 ∧ op2 6 ≻sMvop1 ⇒ [op1, op2](s)(1) = [op2, op1](s)(2)
1. op1 = Add(idp, id)
(a) op2 = Add(id′, idp
′) : Il y a deux possibilités :
i. Si id = idp
′ ou id′ = idp, les deux opérations sont dépen-
dantes.
ii. Sinon l’une ajoute son arête et son nœud dans un ensemble
et l’autre fait de même. Toutes deux ajoutes des étiquettes
à des entrées différentes de µ et λ. L’ordre d’exécution ne
change pas le résultat.
(b) op2 = Del(id′)
Nous savons que id 6= id′ car elle sont indépendantes. Il nous
reste deux possibilitées.
– si id = idp Dans (1) l’arête (idp, id) sera rajoutée puis suppri-
mée par le Del. Dans (2) l’arête (idp, id) ne sera pas ajoutée car
le nœud père n’existe plus par définition de l’opération Add.
L’ensemble des nœuds est le même et les fonctions d’étique-
tage aussi. Donc (1) =(2)
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– sinon, op1 ajoute et op2 supprime des éléments distincts. Les
deux opérations modifient des entrées distincts dans les fonc-
tion d’étiquetage. et donc (1) =(2).
(c) op2 = ChLbl(id′, id′op, ver
′, lbl′)
Par définition id′ 6= id, sinon, elle seraient dépendantes. L’opé-
ration op1 et op2 ne modifient pas les mêmes entrées de l’opéra-
tion λ et la cette dernière opération ne modifie que cette fonc-
tion. donc (1) =(2).
(d) op2 = Mv(id′, idp
′, id′op, v
′) Par définition id 6= idp
′ et id 6= id′
Nous savons que l’opération Mv ne modifie uniquement les
arêtes et la fonction µ. L’opération Op1 va ajouter une arête qui
ne sera pas supprimé par Mv et les deux opérations modifieront
des entrées différentes de la fonction µ.
2. op1 = Del(id′))
(a) op2 = Add(id′, idp
′) Même cas que 1b
(b) op2 = Del(id′) Nous avons deux cas :
i. Si id = id′, op1 va supprimer le nœud étiqueté id et les
arêtes entrante ou sortante liant ce nœud. La deuxième opé-
ration va rien faire car tout sera déjà supprimé et vice versa.
ii. Sinon, les deux nœuds seront supprimés de E, quel que
soit l’ordre d’exécution. S’il existe des arêtes communes au
deux, elles seront supprimées aussi. Et ce, quel que soit
l’ordre d’exécution.
(c) op2 = ChLbl(id′, id′op, ver
′, lbl′) :
Les deux opérations ne changent pas la même composante de
la structure de données. Donc quel que soit l’ordre d’exécution,
le résultat sera le même.
(d) op2 = Mv(id′, idp
′, id′op, v
′) : La fonction Mv ne modifie que
l’ensemble d’arête et la fonction µ. Tant dit que l’opération Del
Ne touche qu’à l’ensemble des arêtes et l’ensemble des nœuds.
Nous avons plusieurs cas :
i. id = id′ : Dans le premier cas, par définition, le déplace-
ment n’aura pas lieu car le nœud à déplacer n’existera plus.
Dans le deuxième cas, l’arête originale pointant vers le père
sera déplacée ou pas (selon l’existence du nouveau père) et
sera supprimée par l’opération Del. Le résultat sera donc le
même.
ii. id = idp
′ : Dans le premier cas, le nœud idp n’existera
plus donc l’opération Mv supprimera uniquement l’arête
entrante du nœud à déplacer. Dans le second cas, l’opéra-
tion Mv va déplacer l’arête pointant vers le nœud étiqueté
par idp et le supprimera ensuite ainsi que la nouvelle arête.
Nous avons donc le même graphe à la fin.
iii. sinon : L’opération Mv va faire son déplacement sans inter-
férence de la part de Del. Car les deux ensembles d’arêtes
modifiées et supprimées sont distinct.
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3. op1 = ChLbl(id′, id′op, ver
′, lbl′)
(a) op2 = Add(id′, idp
′) C’est le même cas que 1c
(b) op2 = Del(id′)) C’est le même cas que 2c
(c) op2 = ChLbl(id′, id′op, ver
′, lbl′)Nous avons plusieurs cas :
i. Si id = id′ Les deux ChLbl essayent de changer le même
nœud.
– Si (ver′, id′) >vid (ver, id) : Alors dans le cas (1) op1 va
modifier l’étiquette en l puis op2 en l′. Dans l’autre cas
(2) : op2 modifiera l’arête en l′ puis d’après la définition,
op2 n’aura pas d’effet. Le résultat sera donc le même.
– Si (v′, id′) <vid (v, id) : Même raisonnement que le précé-
dent en inversant les termes.
ii. Si id 6= id′ Les deux entrées de la fonction λ modifiés sont
distinct, l’ordre n’importe pas.
(d) op2 = Mv(id′, idp
′, id′op, v
′) Trivial car Mv ne modifie que l’en-
semble d’arête et la fonction µ, tant dit que ChLbl que la fonc-
tion λ.
4. op1 = Mv(id, idp, idop, v)
(a) op2 = Add(id′, idp
′) C’est le même cas que 1d
(b) op2 = Del(id′)) C’est le même cas que 2d
(c) op2 = ChLbl(id′, id′op, ver
′, lbl′) C’est le même cas que 3d
(d) op2 = Mv(id′, idp
′, id′op, v
′)
i. Si id 6= id′ Les deux éléments modifiés sont distinct, l’ordre
n’importe pas.
ii. Si id = id′ : Nous avons deux cas car les VID sont uniques :
– Si (v, idop) <vid (v′, id′op) Dans le premier cas, le déplace-
ment aura lieu et l’arête sera remplacée par celle donnant
comme père au nœud étiqueté par id le nœud étiqueté
par idp. Dans un second temps elle sera remplacée par
une arête donnant idp
′ comme père à id.
Dans le second cas, le premier déplacement donne
comme père au nœud étiqueté par id le nœud étiqueté
par idp
′. Dans un second temps, par définition l’opéra-
tion Mv ne fera rien. Car l’arête existe elle est priori-
taire. Nous savons que les deux opérations changent dif-
férentes entrées dans la fonction µ. Nous avons donc le
même résultat à la fin.
– Sinon : Les deux opérations suppriment et créent diffé-
rentes arête. Elles n’ont pas d’effet l’une sur l’autre. Nous
savons que les deux opérations changent différentes en-
trées dans la fonction µ. L’ordre d’exécution n’a pas d’im-
pact sur le résultat final.
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Un graphe fonctionnel permettant de modéliser une structure de donnée
arborescente avec étiquetage sur les nœuds, le résultat précédent permet
d’énoncer le résultat final :
Théorème 8.3 L’algorithme FCeditest un algorithme d’édition collaborative convergent pour une
structure de donnée arborescente avec les opérations d’édition ajout, suppres-
sion, réétiquetage de nœud et déplacement de sous-arbres.
8.4 Conclusion
Dans ce chapitre, nous avons montré que nous pouvons appliquer notre
algorithme à des structures de graphes. Il est étonnant que personne n’ait
exploré ces structures de données pour l’édition collaborative. Pourtant,
elles sont utiles par exemple pour l’édition cartographique de manière
collaborative.
Le déplacement d’une partie d’un document est une opération classique
et utile pour l’édition de document. Il est donc pertinent de vouloir l’in-
tégrer dans un éditeur collaboratif. Cela implique qu’un participant peut
modifier une partie de document (paragraphe, section, . . . ) alors même
qu’un autre participant le déplace. Notre structure de données nous per-
met de faire cette opération dans le modèle CRDT, ce qui n’avait pas été
réalisé jusqu’à présent.
Ces deux approches seront bientôt implémentées dans le prototype.
9Prototype
Dans ce chapitre, nous décrivons un prototype limité d’éditeur collabo-
ratif qui a permis de faire une approche expérimentale du problème en
implémentant plusieurs des méthodes vues dans cette thèse.
9.1 Descriptif du prototype
Nous avons réalisé un prototype en java 1.6 qui nous a permis d’expéri-
menter plusieurs des algorithmes et méthodes proposées dans un cadre de
simulation d’édition collaborative. Ce prototype est organisé en différentes
couches afin de rendre l’implémentation des différentes modélisations ai-
sée et modulable. Dans ce prototype nous avons implémenté la structure
de données du chapitre 5 qui définit les arbres ordonnés ou non-ordonnés
avec les opérations d’édition Add,Del1,ChLbl et de plus une opération
pour modifier l’ordre des arêtes issues d’un même père dans le cas des
arbres ordonnés.
L’implémentation est formée de plusieurs couches reliées entre elles via
des interfaces java.
9.1.1 Couche structure de données
Les structures de données arborescentes sont implémentées à l’aide d’ob-
jets appelé Edges possédant des attributs id, label (lui même formé d’un id
et d’un numéro de version), et position (qui est un objet similaire à label
ayant de plus un fonction pour comparer les positions et une fonction pour
en générer une). L’objet Edges possède aussi une liste de fils (LinkedList)
et la référence du père (lui-même un objet du type Edges). L’accès à une
arête se fait directement et de manière efficace avec une table de hachage
(HashMap).
9.1.2 Couche opérations
Chaque opération est un objet qui comporte une méthode Do (défini par
une interface) qui permet de l’appliquer sur un arbre. La génération d’une
opération par un site est faite via l’interface utilisateur, ou le scénario de
tests.
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9.1.3 Couche algorithme
L’algorithme gère uniquement des objets opérations.
Il génère un identifiant frais pour chaque opération et l’envoie à la couche
réseau qui se charge de la propagation. Une opération venant du réseau
est traitée selon l’algorithme et envoyée à l’objet collaboratif pour y être
exécutée après traitement. Cette approche générique nous a permis d’im-
plémenter aussi bien l’algorithme de Ressel que l’approche CRDT.
9.1.4 Interface
Pour l’instant l’interface est assez basique. Nous ne pouvons pour l’instant
que dessiner des arbres comme définis dans le chapitre 5. Les différentes
couleurs représentent les différents utilisateurs. L’exemple suivant donne
une illustration d’un tel arbre, construit par quatre utilisateurs différents.
Fig. 9.1 – Gui minimaliste
9.1.5 Problématique réseau
Nous n’avons pas réalisé une vraie implémentation de la partie échange
de messages. Cela pourrait se faire en utilisant un algorithme de propa-
gation de type inondation. Chaque émetteur envoie ses messages à k sites
qui eux-mêmes relaient ces messages vers k autres sites en mode connecté
(tcp). L’utilisation d’accusé de réception permet de gérer les pertes de mes-
sages. De nombreux travaux à ce sujet ont été publiés et la thématique
reste d’actualité, [RM ; SNG10]. Ces problèmes seront traités dans le cadre
de l’amélioration du prototype.
Actuellement, le prototype contient un objet qui prend les messages dé-
livrés par l’algorithme pour un site et les envoie aux autres sites en mo-
difiant de façon aléatoire l’ordre de délivrance des messages. Cet ordre
peut-être visualisé via une Message Sequence Chart [wikc] dessinée en
temps réel. Selon le type de réseau, le coût du broadcast sera soit de O(1)
(cas d’un réseau local), soit de O(n) (cas général).
9.2 Expérimentations
Nous avons utilisé le prototype pour tester certains de nos algorithmes.
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9.2.1 Protocole d’expérimentation
Nous avons simulé la concurrence sur les messages de la manière sui-
vante : Chaque site reçoit un certain nombre de messages (100 dans notre
implémentation), puis effectue une permutation sur cette liste de mes-
sages. Cette liste simule l’ordre de réception des messages d’un vrai édi-
teur collaboratif. Le processus continue ensuite avec les 100 messages sui-
vants etc...
Nous avons mesuré le temps global du processus d’édition en fonction de
trois paramètres :
– le nombre d’utilisateurs
– la taille du document (fonction du nombre d’opérations d’édition).
– le nombre de modifications d’un document sans faire varier la taille du
document en tirant de façon aléatoire des opérations Add et Del. La
taille du document était de 1000 arêtes.
Il faut remarquer que le temps global mesuré n’est pas le temps nécessaire
pour chaque utilisateur pour effectuer son processus d’édition (qui est
moindre).
9.2.2 Résultats
L’approche transformée opérationnelle sur le modèle d’arbre du chapitre
4 (avec ajout de l’ordre entre arête) a été implémentée avec l’algorithme
de Ressel. Nous avons utilisé une liste chainée des opérations avec leur
vecteur d’état et l’algorithme utilisait ce vecteur pour calculer les transfor-
mations nécessaires. Les résultats obtenus pour un nombre de sites limité
(20 sites) et un nombre d’opérations de l’ordre de 2000 montrent que la
méthode est couteuse. Par exemple, au bout d’un certain temps une opéra-
tion pouvait nécessiter de l’ordre d’une seconde pour être effectuée. Cela
peut être du à une mauvaise optimisation de cet algorithme, mais cela re-
flète également le caractère quadratique de celui-ci. Ces premiers résultats
ont justifié notre passage à l’approche CRDT, et nous n’avons pas effectué
plus d ’expérimentation sur ce modèle.
Les résultats sur l’approche CRDT sont donnés dans ce qui suit.
Le graphique 9.2.a montre qu’il y a une augmentation linéaire par rapport
au nombre d’utilisateurs ce qui est normal étant donné que pour l’instant
le "broadcast" envoie à tous les utilisateurs et que tous les utilisateurs sont
sur le même nœud réseau.
Le graphique 9.2.b montre bien la complexité quadratique de l’algorithme
par rapport à la taille du document.
Le graphique 9.2.c montre l’indépendance vis-à-vis de l’historique. Ainsi
faire 10000 opérations équilibrées entre l’ajout et la suppression laissant le
document à 1000 arêtes n’a pas d’impact sur le temps de réponse.
A titre de comparaison, une page web possède en moyenne actuellement
90 objets[wso].
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Fig. 9.2 – Performances du Prototype
9.3 Travaux futurs
Nous prévoyons d’implémenter la partie réseau de manière plus réaliste,
et non plus de la simuler. Un autre travail sera de réaliser une interface ou
d’en implémenter une via un greffon d’éditeur. Cela permettra de rendre
l’éditeur utilisable dans les conditions réelles. La partie expérimentation
sera approfondie afin d’étudier plus en détail l’approche CRDT en utilisa-
tion réelle sur des documents XML.
10Conclusion
10.1 Bilan
Dans cette thèse, nous avons proposé différentes modélisations de struc-
tures de données pour les arbres, que nous avons adaptées pour les do-
cuments XML. La première proposition donne un modèle d’arbres qui
permet d’obtenir des propriétés suffisantes (TP1 et TP2) pour la conver-
gence dans le cadre des transformées opérationnelle. Nous proposons no-
tamment une opération inédite qui est le déplacement de sous-arbres. En-
suite, nous avons proposé l’algorithme FCedit, un algorithme CRDT utili-
sant un nouveau type de dépendance décrite en fonction des opérations et
de la structure de données. Cette dépendance permet de ne pas envoyer
de messages contenant le vecteur d’état complet tout en ayant un ordre
partiel permettant d’assurer une cohérence. Ce nouvel algorithme passe
à l’échelle, supporte un changement de la topologie du réseau et est to-
talement symétrique (entre sites). Il nous a aussi permis de définir des
opérations sur les arbres et des documents XML. Nous avons proposé une
modélisation des multi-graphes et graphes. Nous proposons aussi faire le
déplacement de sous-arbres dans le CRDT.
Les différentes modélisations et l’algorithme proposés dans cette thèse
permettent de faire de l’édition collaborative en pair-à-pair sur différents
documents écrits dans le format XML et d’explorer une généralisation
originale grâce à l’édition de graphes. Cette édition se fait sans contraintes,
sans mise à jour faite par l’utilisateur et les conflits sont réglés de façon
automatique avec une convergence des copies.
Même si nous ne l’avons pas encore testé dans les conditions réelles, nous
pensons qu’il est une solution pour répondre à une utilisation massive,
car il répond à certaines propriétés des réseaux pair-à-pair.
10.2 Perspectives
A l’issue de cette thèse, plusieurs points s’avèrent intéressants à explorer
et développer :
Optimisation des réparateurs d’arbre pour l’édition collaborative Nous
avons vu que dans le chapitre 7 nous utilisons un réparateur arbre pour
qu’il soit dans un schéma prédéfini. Il serait intéressant d’étudier plus
115
116 Chapitre 10. Conclusion
profondément ce genre de réparateur pour l’adapter au contexte de l’édi-
tion collaborative afin de pouvoir créer des interactions plus fines entre
l’éditeur et le réparateur. Un autre but serait d’enrichir le schéma afin de
proposer des scénarios de réparation, toujours dans le but de se rappro-
cher des intentions de l’auteur.
Sécurité du document Une autre piste est de proposer des Ac-
cess Control List (ACL [wikb]) ou des Role-Based Access Control
(RBAC [FK92]) pour affecter des droits de lecture et, ou d’écriture sur
différentes parties. L’objectif est d’intégrer ces propriétés à l’algorithme
d’édition et de démontrer que ces rôles ou droits restent stables durant
l’édition.
On pourrait imaginer plusieurs groupes avec différents rôles qui tra-
vaillent sur différentes parties du document. Des parties pourraient être
invisibles ou partiellement visibles pour les autres groupes.
Il serait intéressant de pouvoir changer dynamiquement les droits d’accès
pendant l’édition et de définir un formellement une propriété de maintien
de cohérence.
Prototype Notre prototype nous a servi à tester la faisabilité de l’ap-
proche, mais il reste très insuffisant et demande à être étendu pour de-
venir un vrai prototype d’éditeur collaboratif, qui pourrait être testé dans
des conditions réelles d’utilisation. L’ajout de l’opération de déplacement
de sous-arbres et du typage (avec la réparation) permettrait d’obtenir un
logiciel comportant des caractéristiques inédites et utiles.
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A.1 Preuves du Chapitre 4
A.1.1 Preuve de la propriété TP1 pour le modèle Harmony
Nous prouvons que :
∀op1, op2 ∈ Op, t ∈ T[op1; IT(op2, op1)](t) = [op2; IT(op1, op2)](t)
Nous allons énumérer tous les cas :
1. op1 = Add(p, n) et op2 = Add(p′, n′)
[Add(p, n); IT(Add(p′, n′), Add(p, n))] = [Add(p, n); Add(p′, n′)]
[Add(p′, n′); IT(Add(p, n), Add(p′, n′))] = [Add(p′, n′); Add(p, n)]
[Add(p, n); Add(p′, n′)](t) = [Add(p′, n′); Add(p, n)](t)
en notant (1) la première expression et (2) la seconde.
(a) p n’est pas préfixe de p′ et réciproquement, donc p = p¯.p1 et
p′ = p¯p′1 avec p1 et p
′
1 incomparables. Alors les sous-arbres t|p
et t|p′ sont distincts et Add(p, n) modifie t|p par ajout éventuel
de n({}) et symétriquement pour Add(p′, n′). L’ordre d’ajout
n’a pas d’importance et donc (1) =(2)
(b) p est prefixe de p′ avec p′ = p.p”.
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i. Si p” = n.p¯. Alors Add(p, n)(t) = t et (1) = Add(p′, n′)(t).
(2) = Add(p, n)(Add(p′, n′)(t)). Le chemin p.n existe
dans Add(p′, n′) et donc Add(p, n)(Add(p′, n′)(t)) =
Add(p′, n′)(t). Donc (1) =(2)
ii. p” = m.p¯. Si t|p = {n1(t1), . . . , nq(tq),m(t
′)} alors
Add(p, n)(t) ajoute un terme n({}) à ce sous-arbre et
Add(p′, n′) modifie le terme m(t’) en m(Add( p¯, n′)(t′)).
L’arbre résultant est le même quel que soit l’ordre d’exécu-
tion des deux opérations d’ajout, donc (1) =(2).
2. op1 = Add(p, n) et op2 = Del(p′, n′)
Montrons que
[Add(p, n); IT(Del(p′, n′), Add(p, n))](t) =
[Del(p′, n′); IT(Add(p, n),Del(p′, n′))](t)
en notant (1) la première expression et (2) la seconde.
– p = p′ et n = n′
(1) = [Add(p, n),Del(p, n)](t) et (2) = [Del(p, n);Nop()](t)
– si n ∈ Dom(t|p) alors, dans
(1),Dans Add(p, n)(t) ne fait rien,
puis l’arête p.n et le sous-arbre sont supprimés. supprimé. Dans
(2), Nop() ne modifie pas t puis l’arête p.n et le sous-arbre sont
supprimés.
Donc (1) =(2)
– Si n 6∈ Dom(t|p) alors, dans
(1), Add(p, n)(t) crée un nœud qui
sera supprimé par Del(n, p). et Del(n, p) ne fait rien dans (2)
Donc (1) =(2)
– p′.n′ ⊳ p
(1) = [Add(p, n);Del(p′, n′)](t) et (2) = [Del(p′, n′);Nop()](t)
Si p=p’.n’.p”
Soit t|p′ = {n1(t1), ..., nq(tq), n
′(t)} alors :
Pour (1), après l’exécution de Add(p, n) nous avons
Add(p, n)(t)|p = {n1(t1), ..., nq(tq), n
′(Add(p′′, n)(t))} et donc
après l’exécution de Del(p′, n′), le sous-arbre à la position p′ est
{n1(t1), . . . , nq(tq)}
Pour (2), le Nop() ne modifie pas t, et après l’exécution de
Del(p′, n′), le sous-arbre à la position p′ est {n1(t1), . . . , nq(tq)}
Donc (1) =(2).
– sinon : même raisonnement que pour 1a.
3. Même cas que op1 = Del(p, n) et op2 = Add(p′, n′)
4. op1 = Del(p, n) et op2 = Del(p′, n′)
Montrons que
[Del(p, n); IT(Del(p′, n′),Del(p, n))](t) =
[Del(p′, n′); IT(Del(p, n),Del(p′, n′))](t)
en notant (1) la première expression et (2) la seconde.
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– p.n=p’.n’ :
(1) = [Del(p, n),Nop()](t) et (2) = [Del(p, n),Nop()](t)
– p.n ⊳ p′
Nous avons p’=p.n.p” ;
Soit t|p = {n1(t1), .., nq(tq), n(t)}
(1) = [Del(p, n);Nop()](t) et (2) = [Del(p′, n′);Del(p, n)](t)
(1)
|p = {n1(t1), ..., nq(tq)}
Pour (2), après l’exécution de Del(p′, n′), nous avons :
Del(p, n)(t)|p = {n1(t1), . . . , nq(tq), n(Del(p
′′, n′)(t))}
alors Del(p, n)(Del(p′, n′)(t))|p = {n1(t1), ..., nq(tq)}
– idem pour p′.n′ ⊳ p′
– cas similaire au cas 1a.
5. Le cas op1 ou op2 = Nop() est trivial. 
A.1.2 Preuve de la propriété TP2
Nous devons prouver que
IT(IT(op, op1), IT(op2, op1) = IT(IT(op, op2), IT(op1, op2))
La preuve se fait par énumération des cas possibles : En notons (1) la
première expression et (2) la seconde.
– op = Add(p, n), op1 = Add(p1, n1) et op2 = Add(p2, n2) alors (1) =
Add(p, n) et (2) = Add(p, n)
– op = Add(p, n), op1 = Add(p1, n1) et op2 = Del(p2, n2)
IT(IT(Add(p, n), Add(p1, n1)), IT(Del(p2, n2), Add(p1, n1)))(1)
IT(b)(IT(Add(p, n),Del(p2, n2), IT(a)(Add(p1, n1),Del(p2, n2)))(2)
(1) = IT(Add(p, n),Del(p2, n2))
(2) = IT(b)(IT(Add(p, n),Del(p2, n2)), Add(X, n1)) = IT(Add(p, n),Del(p2, n2))
ou (2) = IT(b)(IT(Add(p, n),Del(p2, n2)),Nop()) =
IT(Add(p, n),Del(p2, n2))
parce que (a) donne un Add() ou un Nop() le second argument de (b)
est un Add ou un Nop.
– Idem pour op = Add(p, n), op1 = Del(p1, n1) et op2 = Add(p2, n2)
– op = Add(p, n), op1 = Del(p1, n1) et op2 = Del(p2, n2)
IT(IT(Add(p, n),Del(p1, n1)), IT(Del(p2, n2),Del(p1, n1)))(1)
IT(IT(Add(p, n),Del(p2, n2)), IT(Del(p1, n1),Del(p2, n2)))(2)
– Si p1 = p2 et n1 = n2
(1) = IT(IT(Add(p, n),Del(p1, n1)),Nop())
(2) = IT(IT(Add(p, n),Del(p1, n1)),Nop())
– Si p2.n2 ⊳ p1
(1) = IT(IT(Add(p, n),Del(p1, n1)),Del(p2, n2)))
car p1.n1 6= p2.n2
(2) = IT(IT(Add(p, n),Del(p2, n2)),Nop())
– Si p2.n2 ⊳ p
(1) = IT(IT(Add(p, n),Del(p1, n1)),Del(p2, n2)))
(2) = Nop()
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– Si p1.n1 ⊳ p
alors (1) = Nop() et (2) = Nop()
– sinon :
(1) = IT(Add(p, n),Del(p2, n2)) = Nop()
(2) = Nop()
– idem pour p1.n1 ⊳ p
– sinon :
(1) = IT(Add(p, n),Del(p2, n2)) = Add(p, n) car
p2.n2 6⊳p ∧ p1.n1 6⊳p
(2) = IT(IT(Add(p, n),Del(p2, n2)),Nop())) =(1)
– idem si p1.n1 ⊳ p2
– Sinon :
(1) = IT(IT(Add(p, n),Del(p1, n1)),Del(p2, n2)))
(2) = IT(IT(Add(p, n),Del(p2, n2)),Del(p1, n1)))
– si p = p1 ∧ n = n1
(1) = IT(Nop(),Del(p2, n2))) = Nop()
(2) = IT(IT(Add(p1, n1),Del(p2, n2)),Del(p1, n1)))
Nous en déduisons :
(2) = IT(Add(p1, n1),Del(p1, n1))) = Nop()
– idem si p = p2 ∧ n = n2
– si p1.n1 ⊳ p (1) = IT(Nop(),Del(p2, n2)))
(2) = IT(IT(Add(p, n),Del(p2, n2)),Del(p1, n1)))
Nous savons que p2 6= p∨ n2 6= n et p2.n2 6 ⊳p car p2.n2 ⊳ p∧ p1.n1 ⊳
p ⇒ p1.n1 ⊳ p2.n2 ∨ p2.n2 ⊳ p1.n1
(2) = IT(Add(p, n),Del(p1, n1))) = Nop() =(1)
– idem si p2.n2 ⊳ p
– sinon :
(1) = IT(Add(p, n)) et (2) = IT(Add(p, n))
– C’est trivial pour op = Del(p, n), op1 = Add(p1, n1) et op2 = Add(p2, n2)
– Si op = Del(p, n), op1 = Del(p1, n1) et op2 = Add(p2, n2)
(1) = IT(IT(Del(p, n),Del(p1, n1)), IT(Add(p2, n2),Del(p1, n1))
(1) = IT(Del(p, n),Del(p1, n1)) parce que le premier argument va être
’Del’ et le second sera ’Add’.
(2) = IT(IT(Del(p, n), Add(p2, n2)), IT(Del(p1, n1), Add(p2, n2))
(2) = IT(Del(p, n),Dell(p1, n1))
– Même raisonnement pour op = Del(p, n), op1 = Add(p1, n1) et op2 =
Del(p2, n2)
– Si op = Del(p, n), op1 = Del(p1, n1) et op2 = Del(p2, n2) Il y a plusieurs
cas :
– Si n est le plus haut dans l’arbre. Alors op = IT(IT(op, op1), IT(op2, op1))
et op = IT(IT(op, op2), IT(op1, op2)).
– Si n est entre n1 et n2 et n1 plus haut que n2. Alors Nop =
IT(Nop(), IT(op2, op1)) = IT(IT(op, op1), IT(op2, op1)) et Nop() =
IT(IT(op, op1) = IT(IT(op, op2), IT(op1, op2)).
– idem si n est entre n1 et n2 et n2 plus haut que n1
– Si n est dans un sous-arbre différent de n1 et n2 Trivial.
– Si n est dans un sous-arbre différent de n1 et n2 plus haut.
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Nop = IT(op, op2) = IT(IT(op, op1), IT(op2, op1)) et Nop =
IT(Nop(), IT(op1, op2)) = IT(IT(op, op2), IT(op1, op2)).
– Si n est dans un sous-arbre différent de n1 et n2 plus bas : op =
IT(IT(op, op1), IT(op2, op1)) et op = IT(IT(op, op2), IT(op1, op2)).
– Idem pour le cas symétriques.
– si op = Nop(). Evident.
– si op = X(n, p), op1 = Nop() et op2 = X′(n2, p2)
(1) = IT(IT(X(p, n),Nop()), IT(X′(p2, n2),Nop())
= IT(X(p, n),X′(p2, n2))
(2) = IT(IT(X(p, n),X′(p2, n2)), IT(Nop(),X′(p2, n2))
= IT(X(p, n),X′(p2, n2))
– idem pour op = X(n, p), op1 = X(p1, n1) et op2 = Nop()
– si op = X(n, p), op1 = Nop() et op2 = Nop(). Evident.

A.1.3 Fichiers Vote




4 %test l’existance d’un noeud
5 bool exist(node);
6 %relation liant le pere d’un fils
7 bool childof(node, node);




12 %dit si il existe un chemin entre le pere et le fils
13 % bool childofst(node, node);
14
15 operation
16 %ajoute un noeud n si il n’existe pas, il deviendra fils de p qui
doit exister
17 not(exist(n)) and exist(p) and (p!=n) : Add(node p,node n);
18 %supprime un noeud autre que mem et data
19 exist(n) : Del(node n);
20 %renome ou defini un label.














35 T(Del(n1),Del(n2)) = if (n1==n2) then
36 return nop
37 else




41 %On definit les observatuer d’existance
42 exist’(n1)/Add(p2,n2) = if (n1 == n2) then return true
43 else return exist(n1)
44 endif;
45 exist’(n1)/Del(n2) = if (n1 == n2) then return false




50 %Observateur de structure
51 childof’(n1,p1)/Add(p2,n2) = if (n1 == n2 and p2==p1)





57 childof’(n1,p1)/Del(n2) = if (n2 == n1) then
58 return false
59 % elseif (not(exist(n1)) or not(exist(p1))) then






66 %Observateur du label.








75 getLbl’(n1)/ChLbl(n2,l2,s2) =if (n1==n2) then











87 %Je prend pour hypothese qu’il n’y a pas de concurence sur un
meme site.
88 s1>=s2 and s2>=s1 =>;
89 not( s1>s2) and not(s2>s1) =>;
90 childof(x,x)=>;
91 childof(x,y) and childof(x,z) and (z!=y) =>;
92 %childof(x,y) and childof(y,z)=>childofst(x,z);
93 %childofst(x,x)=>;
TP1 et TP2 pour les opérations Add,Del2,ChLbl
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1 type node(none),lbl(novalue),nat;
2 observator
3 %test l’existance d’un noeud
4 bool exist(node);
5 %relation liant le pere d’un fils
6 bool childof(node, node);




11 %ajoute un noeud n si il n’existe pas, il deviendra fils de p qui
doit exister
12 not(exist(n)) and exist(p) : Add(node p,node n);
13 %supprime un noeud et fait remonter le sous arbre
14 exist(n) and exist(p) and childof(n,p) : Del(node n,node p);
15 %Le noeud doit exister




20 T(Add(p1,n1),Del(n2,p2)) = if (n1==n2) then
21 return nop
22 elseif (p1==n2) then
23 return Add(p2,n1)
24 else
25 return Add(p1, n1)
26 endif;
27 T(Del(n1,p1),Del(n2,p2)) = if (n1==n2) then
28 return nop













41 exist’(n1)/Add(p2,n2) = if (n1 == n2) then return true
42 else return exist(n1)
43 endif;
44 exist’(n1)/Del(n2,p2) = if (n1 == n2) then return false
45 else return exist(n1)
46 endif;
47 childof’(n1,p1)/Add(p2,n2) = if (n1 == n2 and p2==p1) then return
true
48 else return childof(n1,p1)
49 endif;
50 childof’(n1,p1)/Del(n2,p2) = if (n2 == n1) then
51 return false
52 elseif (p1==p2 and childof(n1,n2)) then
53 return true
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68 getLbl’(n1)/ChgLbl(n2,l2,s2) =if (n1==n2) then










79 %Je prend pour hypothese qu’il n’y a pas de concurence sur un
meme site.
80 s1>s2 and s2>s1 =>;
81 s1>=s2 and s2>=s1 =>;
82 not( s1>s2) and not(s2>s1) =>;
83 childof(x,x)=>;
84 childof(x,y) and childof(x,z) and (z!=y) =>;
85 childof(x,y) and childof(y,x) =>;
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Titre Édition collaborative des documents semi-structurés
Résumé Les éditeurs collaboratifs permettent à des utilisateurs éloignés
de collaborer à une tâche commune qui va de l’utilisation d’un agenda
partagé à la réalisation de logiciels. Ce concept est né avec SCCS en 1972
et connait un engouement récent (ex : Wikipedia). L’absence de centralisa-
tion et l’asynchronisme sont des aspects essentiels de cette approche qui
relève d’un modèle pair-à-pair (P2P). D’un autre côté, le format XML est
devenu une référence pour la manipulation et l’échange de documents.
Notre travail vise à la réalisation d’un éditeur collaboratif P2P pour l’édi-
tion de documents semi-structurés qui sont une abstraction du format
XML. Le problème est difficile et de nombreuses propositions se sont ré-
vélées erronées ou ne passant pas à l’échelle. Nous rappelons les concepts
et l’état de l’art sur l’édition collaborative, les modèles centralisés et le
P2P. Ensuite, nous explorons deux approches différentes : les transfor-
mées opérationnelles et le CRDT (Commutative Replicated Data Type)
avec différentes structures de données arborescentes. L’objectif est de réa-
liser les opérations de base (ajout, suppression et ré-étiquetage) tout en
garantissant la convergence du processus d’édition. Nous proposons un
algorithme générique pour l’approche CRDT basée sur une notion d’indé-
pendance dans la structure de données. Nous avons étendu nos travaux
afin de réaliser l’opération de déplacement d’un sous-arbre et de prendre
en compte le typage XML. Peu de travaux abordent ces deux points qui
sont très utiles pour l’édition de documents. Finalement, nous donnons les
résultats expérimentaux obtenus avec un prototype permettant de valider
notre approche.
Mots-clés Edition collaborative ; Pair-à-Pair ; Documents semi-
structurés ; Opération d’édition commutatives (CRDT) ; Transformées
opérationnelles ; Type pour XML
Title Collaborative edition on semi-structured documents
Abstract Collaborative editors allow different users to work together on
a common task. Such tasks range from using a shared calendar to realizing
software programmed by users located at distant sites. This concept was
invented in 1972 with SCCS. In the last years, this paradigm became po-
pular (ex. Wikipedia). Decentralization and asynchronicity are essential in
this approach, leading to peer-to-peer (P2P) models. Meanwhile, the XML
format has arrived as the de facto standard for editing and exchanging
documents. Our work aims at defining a collaborative editor for semi-
structured documents, which provide an abstraction of the XML format.
The problem is difficult since many previous approaches are flawed or not
scalable. Firstly, we describe the basic concepts on collaborative edition
and network models and we give the state of the art of this topic. Then,
we investigate two different approaches : the operational transformation
(OT) approach and the Commutative Replicated Data Type (CRDT) ap-
proach for different (tree-like) data structures. Our goal is to ensure the
convergence of the editing process with the basic operations (Add, Del
and rename a node. We have proposed a new generic algorithm based on
semantic independence in data structure for CRDT approach. We have ex-
tended our results by dealing with the operation that moves a subtree and
with XML schema compliance. Few works have been devoted to these
extensions which are useful in collaborative edition. Finally, we provide
experimental results obtained from our implementation that validate our
approach.
Keywords Collaborative Editing ; Peer-to-Peer ; Semistructured docu-
ment ; Commutative Replicated Data Type (CRDT) ; Operational Trans-
formation ; Types for XML
