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Abstract. An operational model of atomic actions based on compositional transition systems is 
presented. A I?dcDn d Fbstraction between lower level and high!: Inrsnl •-~~z-:C;l\~ rrjct~mc i< CLYLT IL~,IJLLI”II J.,=cW=.._ _  
defined, where actions in the higher level correspond to sequences of actions in the lower level. 
Abstraction and composition are proved to commute. The approach is applied to an extended 
version of CCS, called A%ZCS, where a prefix operation containing an underlined action symbol 
expresses the fact that the action, when executed, must be part of a sequence of actions nerformed 
in an atomic manner. 
Milner’ i Calculus for Communicatin- e Crrctnmr ;r Q hg,r;o crrerifir~t;~~ language a “JLJCQ*1*3 1J u “ULI‘C JiJW,V‘..8W4.&C‘ 
for describing communicating processes, with a simple and well-defined operational 
semantics [12]. It has been a touchstone for many of the proposed theories of 
concurrency. 
A specification language of practical relevance is usually required to possess 
suitable abstraction and modularization mechanisms, or at least to allow their 
straightforwa.rd efinition. ‘While in a sense this is not a robiem for CCS agents, 
which are intrinsically compositional, the actions ag nts perform cannot be abstrac- 
ted, i.e. tky rannat he easily considered at different _-__....V. I vels of detail. See for instance 
[7], where this and other open problems in concu 
As an example, let us consider the 
conte:L Given the CCS agent p = 
p are decomposed at a lower level of observat 
reqectkly. We thus obtain t 
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that the behavlour of p, where cy and j3 have been replaced with cy’cy” and p’p”, be 
equal to, or at least be equivalent to, the behaviour of p’. But this is n 
even for trace equivAence: the trace set of p is {cup, pa}, which after the substitution 
becomes (GW’F ‘i@“, /Y~“c~‘cY”}, while the trace set of p’ is 
(a ‘cd’p’p”, /3’p”cY’a”, a’p’*“pr’, a’p’p”a”, p’a’~“*“, p’a’Ly”p”)~ 
The apparent paradox is due to the fact that CCS actions are considered as atomic, 
namely their execution cannot be interleaved with the execution of concurrent 
actions. Still, the fact remains that there is no easy way in CCS to express the 
requirement hat sequences a&z” and p’p” in p’ be executed as atomic actions. 
The fact that certain sequences of actions must be executed atomically is not a 
completely alien concept in CCS. The operators of nondeterministic choice and 
. . . . . . . . 
recursion have a smmrlar tmphcrt requrrement. The mference rmufe (L.,, 11-i $$ (3cs 
(Sum) E’L E” imprres E + E’z E” and E’+ E $ E” 
implies that (i) choice between left and right aiternatives and (ii) esecution of an 
action, which are conceptua!ly two distinct steps, are made strictly in the same 
temporal mornent, i.e. in an atomic manner. Similarly, rule 
(Red E’[rec x.E’lx] 2 E’ implies ret x. E’ 2 E” 
implies that a sequence of a recursion unfolding and of an action execution is 
atomic. Note also that sequences of any length of choices and of recursion unfoldings 
together, terminating with an action, are atomic. To make the point more clear, let 
us consider a version of CCS where rules (Sum) and (Ret) are replaced by axioms 
like 
E’+EAE’ 
ret x.15 A E[rec x. E/x] 
where 7r is an invisible action, and where somehow an agent which has executed 
a 7~ action cannot be interrupted by concurrent agents. It is possible to see that the 
assical versions of CCS coincide, provided that v moves are disregar- 
ded in the behaviours of agents. 
The details of the construction are as follows. Whenever an age:rt performs an 
action 7r, it enters a special marked state. A marked agent has priority, i.e. it cannot 
agent performing an action differe,nt from 7~. 
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(Act) $5 A E, 
Y 
(Res) E’HE” and JGG!,ar- implies E“\(Y >: E”\a, 
(Rel) E’ >41p E” implies E’[$j 2 E”[ ~$1, 
(Sum’) E-kE’~*E’, E’+ E A *E’, 
(Corn’) E' A E” and y= TT or E not marked 
implies E’I E AE”iE and EIE’>: El 
implies 
( Ret’) ret x.E A *E[rec x.E/x], 
(Close) E' A E” implies *E’>: E” 
where +( 7~) = 7;r and y stays for p or n= 
For instance, ihe agent (aNIL+ NIL) i(KNIL+ NIL) may exhibit the following 
sequence of moves: 
(tiNIL+NIL)I(a-NIL+NIL) ~*QNILI((u -NIL+NI 
L *aNILl%-NIL L NILINIL . 
corresponding to Milner’s transition 
(~N!L+N!L)~(~u-NIL+NIL)I N!L]NIL. 
However* the sequence 
(aNIL+ NIL)l(a-NIL+N!L) G *aNILl(a-NI 
is not possible, since in the last move, rule (Corn’) woul 
above sequence woul uctio 
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Mimer’s system (they may be 3aid to correspond to failed proofs). For instance 
‘#aNIL+NIL) :*cyNILl(aNIL+NIL) 
A “aNIL(*aNIL. 
A number of consi erations are in order. 
(1) Sequences of actions gerformed in an atomic manner are hidden in CCS 
semantics. In particular, the exisielicc of i~i5Gt.e sequences accounts <or the 
unbounded nondeterminism of unguarded CCS (for instance 
ret x.aNIL]x : aNILl.. .IaNILINILlrecx.aNILIx 
for any number of @NIL agents in the composition). 
(2) The ability of specifying atomic sequences of actions is a very powerful 
mechanism in a language, and may extend its semantics in unexpected ways. For 
instance, the type of non& erminism expressed by (Sum’) above is very elementary: 
just local choice. However, the atomicity condition transforms it into the sophisti- 
cated, symmetric, global nondeterminism of standard CCS. Similar considerations 
are suggested by [4,5]: a rather simple schema where processes access in turn a 
hierarchy of shared data is caF,_Ulb abrr- ofexpressing full synchronization when equipped 
with an atomic action mechanism. 
(3) The syntax-directed style of CCS definition works very well in handling 
atomicity. In fact, both Milner rules and those given above are simple and easy to 
understand. However, the result achieved in the construction above is not insig- 
nificant: it amounts more or less to a hierarchical implementation of the CCS 
communication mechanism in terms of a much lower level mechanism based on 
independent communication choices. Moreover, the nondeterminism of the logical 
metalanguage describing the dynamics of CCS accounts for the painless handling 
of failed transitions in Milner’s system, since failed transitions simply correspond 
to failed, goal oriented proofs. Instead, in the rno(e detailed implementation system, 
a failed transition can also show up as a sequence of moves ieaaing to a particular 
marked deadlocked state. Of course, such sequences of moves can lLe culed out by 
considering only computations from, and to, unmarked states. Alternatively, it would 
be possible to define a more “intelligent” interpreter of the language at the 
implementation level, which can backtrack from such deadlocked states, thus 
obtaining a more deterministic implementation. 
The above construction and consi erations were the starting point or the research 
calculus for CCS. 
ability of CC3 of h 
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may be assembled also with an underlined action: pi!% The meaning of E’== @ is 
that E’ can execute action p only as the beE:inning (or, in general, only as pa%) of 
an atomic sequence. For instance, the agent p’ above would become in our syntax: 
with the 
possible 
semantics that only traces (y’~“P’~~~=:RII?‘)ala” should be 
Of our extended version of CCS (which we call Atomic Action CC’S, or A’CCS) 
p”= (w’(y”NILIP’P”NIL pa 
we give two semantics, in the usual form of transition systems: a lower level 
semantics, where transitions are labelled by regular CCS actions, but where certain 
states are marked, i.e. invisible; and an upper level semantics, whe 
regular A’CCS terlliis but where transitions are labelled with strings of CCS actions. 
These strings could be considered as denoting more abstract actiens. Of course both 
transition systems coincide with the classical CCS transition system w 
underlined prefixes are present. 
For instance, in our example we have the following secluence in the lower transition 
system 
2 NILI*P’fNILz NILINIL 
ave the following sequence in the higher transition system 
@‘NILIP’P”NIL= NILIP’P”NILP’PI NILINIL. 
The correspondence between lower and higher semantics is straightforward. 
Visible, i.e. unmarked states in the lower level are in (the identity) bijection with 
. 
states in the UyybA *----.- level, while a sequence of transitions from an unmarked state 
via marked states to an unmarked state in the lower level (we call it a mtatransifi~@ 
corresponds to a transition in the higher level. In our example, the metatransition 
corresponds to the transition 
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and TL and consider abstractions Tk of T[, and TE of Tk, the composition TI, 1 TE 
is an abstraction of composition T(, 1 TrO. 
A’CCS is a rather powerful anguage. The classical dining philosophers ex 
at the end of the papt; shows that A’CCS has acquired f~- instance the abi 
handling multiple synchronizations (a triple synchronization, !.n the case of a 
philosopher and two forks), thus avoidin?, deadlocks. 
The choice of tF.c nlnderliraetcr ?refiy G-r e~pxe+.ng atom!c ~cq~r&g !vgp &x!; 
suggested by our line of thought. A possible alternative could be a rule like 
u;1, 
pGpf=l and q:q’ implietl p; q- q’ 
proposed in [S]. While we did not consider the relative power of the two constructs, 
we find that our proposal is more in the traditional, tail-recursive CCS style. 
eve1 an 
We i;;ant to describe the same system at two different levels of abstraction. 
(1) At high level, atomic behaviours are simply described by transitions, and thus 
only the observable features are considered: initial, final states and the sequence of 
actions performed. At high level we relax the assumption that an action associated 
to a transition has to be considered elementary, i.e. not decomposabie in finer actions. 
(2) At ioiv levrl, impl-..tiw.a 'PiSis-=sni~~ijf~ d&aiis are exgiiciiiy Q&en into accouni. Atomic 
behaviours are modelled as sequences of adjacent transitions,‘called metatransitions, 
and therefore we need suitabie transition rules to guarantee the atomicity property. 
Now we give a list of six requirements we impose on the definition of high and 
&I ‘leveE icariisiGon systems and on the notion of abstraction and composition. 
High level transition systems 
(i) Intermediate states Lre not considered: thus transitions are automatically 
atomic. To every transition we associate a nonempty sequence of elementary actions, 
the fast et’ wtzich is called comwtit. 
Low kvel transition system 
(ii) ‘Were exists a set of visible states, The remaining slates are called invisible. 
The initial state must be visible. 
(iii) Metatransitions are described as sequences of adjacent transitions, each 
labelled -Gth an elementary action, with the assumption that the intermediate states 
are invisible and the extreme states are visible. Ncte that a transition from a visible 
sgate to a visible state is considered a metatransiaion as well. 
vel transikm system 
level 
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(iv) There exists a bijective mapping between the visible states of the lower 
transition system and the states of the higher transition system; this mapping must 
preserve the initial state. 
(v) There exists a surjective mapping from lower metatransitions to higher 
transitions. This mapping must preserve the associated sequences of actions and 
the extreme states (when mapped via the bijection in (iv)). 
!.;pt UC cjdke r;‘ormally the notion of abstraction. 
2.1. A transition system S, labelled on an alphabet K, is a triple, S = 
(Q, 4, T), where 
Q is a set OS states; 
is a set of transitions. 
nition 2.2. Given two transition systems S,, = ( Qlo ,, qlO, T,,), labelled on 
Sh = (Qh, qh, Th), labelled On A+, we say that Sh is an abstraction of S,,, iff there 
exists a homomorphism /I = (!I~, !+> from S,, to Sh, h : S,,+ Sh, such that 
h, : Qlo ---, Qh is a partial injective and slrrjective function, v;here (h,) = 
h$(Qh) = V,, is th e set of lower visible states; 
a metatransition m is a sequence of transitions, m = t, tz . . . t,, where tj E T,, and 
t. = (/Ii, fi;, qy), such that qy = ql+, , i = 1, . . . ‘f n - 1 (transitions are adjacent), qi , 
SEE V,, Qinitiai an J! final states are visible), and q; E Qiu\ V,,, i = 2, . . . , n (inter- 
mediate 
L ‘-;hlP\ nn states are mvr31ulbl. ;c #ha ~a+ nf -11 m&atr5anciticns ifi sic,; “Ilo II3 c.*ti JQI. “1 U . UIal.3 
* h T: MC+ Th is a surjective function such that h-r ((q: 5 pl, qy)(qs, p2 9 qi) L1 . . 
(q;, p,,, q:jj =(q’, S, q”), where q’= h&i), q”= h&q:) and s=plpz.. = pn. 
NOW u : consider structured systems, i.e. composed of subsystems. T 
operation “I” of parallel composition must be defined on transition systems. We 
require that composition be defined in such a way that the following commutativity 
property holds. 
(vi) Abstraction and composition commute, i.e. to compose two low level transi- 
tion systems and then to abstract he result must be :hc- same as to abstract he two 
low level transition systems and then compose them. 
isms h’:S~,=+!?(, and h”:S~,+S/:, t n there exists a 
where S,, = S/, IlO S;b and Sh = S(, I,, Sg . 
ere we restrict our 
osition operators. 
y the Cartesian product of the set 
state is t air o 
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inference rules: 
implies [si, qy] -G [qi, 
ere, variable s denotes a sequence of elementary actions, and relati 
syn(s’, s”, s) re ts a condition for the synchronization of s’ and s” to form s, 
i.e. for both co crate within the same transition. Relation S-syn is 
defined as follows: 
syn($, p”, p) implies S-syn($, $‘s, ps) and S-syn($s, p”, ps), 
S-syn(s’, s”, s) implies S-syn(& s”, ps) and S-syn(s’, JLLS”, ps), (3.2) 
S-syn(s’, s”, s) and syn($, JLL”, CL) implies S-syn($s’, $‘s”, *s). 
Here syn(p ‘, $, p ) defines the synchronization relation of the elementary actions: 
th p” giving p as the result. Note the requirement h 
n which ends first has to be synchronized with an 
other subtransition. From this definition it is clear that the commit of a transition 
is unique and is “caused” by aii the actions in the transition. 
At low level, we assume that to express the fact that a state is invisible we add 
a mark * to it. Moreover, we let the visible states coincide with the states of the 
high level system, thus guaranteeing (iv) above. Given two components in states [I’ 
and q”, the state of the composed system is either [q’, q”] or [*q’, q”] or [q’, *q”]. 
A state q of a composed system is visible iff 9 = [9’, 9”l and both q’ and q” are 
visible. Thus the set of visible states of the composed system is the Cartesian product 
of the visible states of the components. 
To define the transitions of the composed systems, we need two auxiliary predicates 
P (for asynchrony) and Q (f or synchrony) which depend only on their arguments 
being invisible (i.e. marked) states or not. They are defined as shown in 
and (b), res ively. The transitions ale as follows. 
41 -!i+ 42 and Piq, , 42, q, x) 
implies h, 41-2 [q 27 VI and h 4,1J+ bq, 921, 
W’ I, 
s’l --+ i and qlz qz and SY~P’, Al.“, P’) and Q(qi, 41) 
(3.3) 
implies [q\, q’(] -2 [qi, qy] 
te that predicate P can turn the state of the idle 
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visible q 1, 
visible q ? 
x = empty 
\\ visible q ? 
visible q 1, q 2? IF T 
(b) 
Fig. 1. The definitions of predicates (a) P (a,, q2, 9, x) and (b) Q( 91, 9;) of (3.3). 
moving subsystem is starting its metatransition (entries Uff/lJ, x = -), it may, or may 
not, turn the state of the idle subsystem to invisible. If the idle subsystem is invisible, 
the other can move only if it executes an intermediate step of a metatransition (entry 
ffff/ff, x = empty). Thus, if a system is invisible, its visible subsystems (if any) are 
blocked until the system state becomes visible. 
From Fig. Z(b), synchronizations between two transitions are possible iff both 
transitions are starting either from two visible or from two invisible states (entries 
E/F and T/U). INdote that the synchronization of two transitions, both going from a 
visible sta:e to an invisible state, is another way to start the concurrent execution 
of two metatransitions. 
With the above assumptions we are able to prove the following theorem, which 
makes sure that requirement (vi) is satisfied. A lemma is necessary. 
ertm3 3.r. Let Sl,, Sl’,, Sl,) S,” be four transition systems, and let h’: Si+SC, and 
h”: S$+S(: be abstraction homomorphisars. Let SI, = SF, ilO Sk. Given a 
m E MO, m = i9:, &I -++ M, q’;‘l . . . Ml-,, si- A --+pll z-j, the following 
properties hold : 
(i) if there exists an index i? 0 < i < n, suck that q: :‘s 
stays idle in the successive transit 
i] +A [q:, qy] is 
*, then w can be co 
and m”; conversely, if t~~~sitio~ [ 
by, then one of the two co 
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(iii) if m is obtained by the composition of :wo metatransitions, then there exists 
one and only one transition [q,I, q:!] +PI+I [q:+, , qy+,], such that either ql,, is visible, 
the prooj- is by t e .w~nd (3.3) .ru!e, and the jrst agent stays idle in the successive 
y); or the symmetric property holds (or both ). 
Pr~:f. (i) if a subagent is invisibie and the other is visibie, then the visible subagent 
can never move, either asynchrono sly (entries T-/IF, x = -) nor synchronously 
(entries T/IF and (F/T). esides, its state cannot be turned IQ invisib’,c, since e 
IF-/T, x = * are false. 
(ii) If [qb, qi] -4@I [qi, qy] is proved by the second (3.3) rule, then both meta- 
transitions take part in the first step. If It is proved by the first (3.3) rule with x = *, 
then both qi and 9; are invisibie; smce an agent cannot oecome visible wirhour 
moving, both components will move. If the first (3.3) rule with x = empty is used., 
then one of the two components stays idle during the first transition, and after it 
remains visible. By (i) above, it will still stay idle in every step. 
(iii) From Fig. I(a), we can see that a subagent can never end its metatransition 
asynchronously if the other is invisible (entries U/IF, x = -). Thus when the shortest 
metatransition terminates, the transition with the above property takes place. Cl 
(Abstraction and composition commute). Given transition systems Sl,, 
S,lb, SC,, SE and abstraction homomorphisms h’ and h”, h’ : Sl,* .SL f h”: S~~==L~~, kt 
SO = S&Sk and S,, = SE,\,, S,“. In this hypothesis, there exists a homomorphism 
h:S!=*Sh. 
Bijective function h, : r/l, x V,“, --+ Qk x QE = hb( V:,) x h G( V&) is defined as 
, q”]) = [ hb(q’), h;( q”)]. This is consistent with our construction for 1. Note 
that h, preserves the initia ! state, since it is visible. The existence of surjective 
function hT : Ad,, - Th is given constructively. 
Let m be a metatransition, m = qO-‘+ q, . . . qn+ -ccrt qn, where qi = [q:, 9:]. The 
corresponding transition t in SE, I,., Sg that we want to construct has h,([ y.& qg]) as 
initial state and h&q; I qx]) 4s Sinai state. There are two cases: 
(i) m is due to t;ae asynchronous moving of anti of‘ the two subagents: Let us 
suppose, for instance, that the left component is active. Therefore, qg = qy = l l l = qz. 
urthermore, qO -+@I q1 . . . qn+ +Pfl qn is generated by repeated applications of the 
first (3.3) rule (first consequent). Thus, we can derive metatransition m’= 
al:, -ccl q: . . . q;-, +A q; ) and by h)T its corresponding trans;tion is i’ = 
b( q()) --f ~i~2~-.~L,, y the first (3.1) rule (first consequentj, transition t is 
eriqled: t = [hb(qb), hl;(qi)] +P~P~..*P~l [hb(qL), hG(qx)]. 
ansitions: The cons 
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between (proofs of) lower transiiiGns and proof steps for S-syn. s the basic step 
of the induction, let us consider the transition [& &j -~P~~~ Es:+,  qy+,], proved 
by the second (3.3) rul r instance, q:+, is visible. This tracsition 
does exist and is un 3.1 (iii). The sequence of transitions 
; +h+I qn, corresponds to the first (3.2) rule, with s = P;+~.  . p, 
and p = pi+l. For the inductive step, if a lower transition is proved by the first (3.3) 
rule, then the corresponding proof step for S-syn is obtained by the second (3.2) 
rule; if the transition is proved by the second (3.3) rule, then S-syn is proved by 
the third (3.2) rule. 
To prove that 11, is surjective, given a transition t = h,( qo) +p+++~~ /I~( s,~) in 
S,.,, we exhibit a corresponding metatransition m by reversing the construction 
above. Cl 
In the following, we apply our approach to a well-known language, ilner’s 
Calculus for Communicating Systems (CCS), whose operational semantics is based 
on a transition system [12]. We introduce a syntactic and semantic extension of 
CCS which we call Atomic Action CCS (A’CCS) and for the latter language we 
define a high level and a low level transition system, which satisfy requirements 
(i)-( vi) above. 
(Syntactical extension of CCS) 
A, ranged over by a, is the set of basic actions and A- = (Cy- 1 c1~ E A}; 
A = A u A-, ranged over by A, is the set of observable actions; 
M = 1: u (r}, ranged over by p, is the set of elementary actions; 
l&4 = (CL 1~ E M; is the set of private prt$xes; 
C== Md)f, ran- ged over by a, is the set of prejixes. 
The A2CC§ agents (or states) are closed terms (i.e. terms without free variables) 
which can be generated by the following BNF-like grammar 
-where x is a variable and 4 is a permutation of jch preserves 7 an 
operation - of complementation. 
The CCS agents have the same syntax, exce t for the prefix 0 
defined only for the elementary actions. 
(Sjxckronization relatioka for the e~~rne~t~~“v acriond. 
d as follows: for every A, syn( A, A-, T) is tnae. 
tion relation for se ary ac 
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nitim (High lcoel transition system for A2CCS). Our high level A”CCS 
derivation relation Fl -9 ’ F2 over A’CCS agents is defined as the least relation 
satisfying the following axiom and inference rules: 
(act) 
bed 
(res) 
( 1) re 
(sum) 
(corn)) 
(ret) 
,xF: F, 
F,: F2 
ELF 
implies pF, * F2, 
F, L F2 and cy, CY- do not appear in s implies F,\a G F&Y, 
F, : F2 implies 
FI: F2 impties 
F,: F2 implies 
mbl- ‘(.” F,[ 41, 
F+F,L F2 and XF, + IL; -J+ &FZ) 
FlF,; FIF, and F,IFA F,IF, 
F, G F2 and Fi G _Fi and S-syn<s, s’, s”) 
,, 
F’,,[rec a: F&c] -f+ F2 implies ret X. Fl L F2. 
Note that 4 is obviously extended to sequences and that (corn) rules coincide 
with (3.1). Note also that rules (act), (res), (rel), (sum), (corn) and (ret), letting 
s = p and thus S-syn = syn, coincide iirith CCS inference rules. We define now the 
low level transition system for A*CCS. 
nition (Low level visible and invisible states). The A’CCS low level agents L 
are the closed terms which can be generated by the following BNF-like grammar 
where F is an A2CCS agent. From the syntax we see that the agents F (Le. A’CCS 
closed terms) are also low level agents. They are the visible Pow level agents. A2CCS 
invisible low level agents are ranged over by I. 
(Low level transition system for A’CCS). Our low level dwivation 
relation-l L,M~ L2 over low level agents, is defined as the least relation satisfying the 
following axioms and inference rules. 
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F[rec nc.F/x] k L implies ret x.F A L. 
Abstraction and composition commute for A2CC§. 
roof. Notice that higher (corn) rules are exac:_ly the (3.1) rules, and that lower 
(Corn) rules correspond to the (3.3) rules with a type-driven definition of predicates 
P and Q. In fact, the first rule corresponds to entry (- -/lJ, x = empty), the second 
to (-ITIF/%, x = *)_ the third to (RF/IF, x = empty), the fourth to (U/U) and, finally, 
the fifth to (%/IF). Function ho is given by the correspondence between visible low 
level agents and high level agents. Thus the existence of function hr immediat?!y 
follows from Theorem 3.2. q 
The following theorem states that abstraction also commutes with all the other 
operators of the :zz-~agc. 
.7 (High level is an abstraction of low level). Leigh level A*CCS transition 
system is a~1 abstraction of low level A2CCS transition system. 
roof. Furction ho is given by the one-to-one correspondence between (actually, 
the identity of) visible low level agents and high level agents. To ne hT, given 
a metatransition m, we construct he corresponding transition hT( m). e correspon- 
dence is establishe by means of inference rules, whose correctness is obvious in 
all cases except for the synchronization rule. The proof is by induction on, the length 
of the metatransition and on the depth of the proof tree of the first transition in the 
metatransition. 
(act) 
(ses) 
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(r=) 
( 1) re 
(sum) 
(ret) 
(corn)) 
iZi~,_e_~n_,ZF2 generates FiaF2 
and piE(a,QI-)? i=l,...,n 
implies 
F!\cy 2 Z,\a . . . I,_,\cY 2 F2\ct generates F,\a 5 d;;\cw, 
F, 2 Ii 2 Z2 . . . Zn_1 2 F’ generates Fi 3 S;, 
implies 
F&p] 2 l,[t#fJ . . . Z,&#Yj 2: F&#I] generates F,[t)] ‘a’ F2[+], 
F, 2 I, 2 r,. . . In-, 2 F2 generates Fl z F2 
implies 
cc2 
F,+FzZ,-Z2...Zn_, 2 F7 generates 
P1”.11,, 
F, -5 F - F2 
and 
F-i- Fi 2 Z, 2 Z2.. . in-, 2 F2 generates 
PI*.+,, 
F+F,- F2, 
F,[rec x.F,/x] 2 I, . . . I,-* 2 F2 generates F,[rec x. F,/x] z F2 
implies 
ret x.F, 2 I, . . . I,-, 2 F2 generates ret x.F, z F2, 
F, 2 I, -2 Z2. . . In-, 2 F2 generates F, z F2 
implies 
F, I F LZ,(F... 
PI..+,, 
I,_,]Fk &IF generates F,/F- F*lF 
and 
FIF,zFII,... FiZ,+, 2 F] F2 generates FlF,= FIF,, 
4 
, 
F; - Zl, 2 Z;. . . I;_, 2 F: generates 
P ; 4; 
F’,----+ F: 
and 
PL; CL; cc; 
F:‘-I:-Z;...Z;_,-F; generates 
/A;..+; 
F;- F; 
and 
S-syn(p{ . . . pJ, p.7.. . pi, pl . . . p,) 
implies 
F’, I :‘2z,2z2...z _ ,, ,L Fi)FT generates Fi/Fyz FSIF,“. 
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For instance, 
(act) pFLF generates sp.FA F> 
( seq) 
11,.-g,, 
F,- F2 generates F, 2 I, 2 I?. . . &_, 2 F2 
implies 
PP~*.+,, 
.@I - F2 generates pF,k*F,LI ,... I,,_,zF2, 
and so on. El 
(Semantic extension of CCS). Both hJ& !tiO.. . . _ _ . _ ._ ---J A 2 f’~‘c &rig~thon rdn tion 
F, js F2 and low level derivation relation L, wci. L2, when restricted to CCS agents, 
are Milner’s derivation relation. 
roof. When no private prefixes are present, the upper rule seq is never used, and 
thus the sequences of actions are of unitary length (s = P). Similarly, no lower 
transition exists between a visible and an invisible state. 0 
We solve the deadlock problem for the dining philosophers by programming the 
acquisition of the forks as an atomic behaviour. We restrict our attention to two 
philosophers and two forks only. A philosopher T and a fork D are described by 
means of A’CCS terms as follows: 
T = ret x. up up down down x; 
D = ret x. up- down- x. 
The corresponding low level transition systems are shown i Fig. 2. The whole 
system is inner = (( TI D) 1 (T! D))\up\down. In Figs. 3 and 4 we see the low 1eveS 
and the high level transition system for Dinner, 
The correspondence between Power an d higher systems can be better understood 
by means of the folio wing example. Let us consider the metatransition 
~[(T#)I(TID))&(*updowndown TI*D)l(Tldown- 
A ((down down Tldown- D)l(Tldown- D)) 
down 
Fig. 2. Philosopher (a) .md fork (b) low level transition systems. The state in a 
condjtion of thinking, beginning the dinner (one fork u 
down) WC ~~~ociakci EO the states T, ctiveay. Sirni!&k-I>, for 
up W). 
sible. Philosopher 
dinner (one fork 
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Fig. 3. The low level transition system for Dinner. States with boxes are invisible and each box represents 
the range of a mark; for instance @ UlTIJ represents 
((*(up down down T) 1 (down- D)) I*( TI D))\up\down. 
Underlined states correspond to deadlock states. All transitions are labelled by 7. 
FU TU 
TUEU 
TD."'U TUFD 
Fig. 4. The high level system for Dinner. The two transactions are labelled by TX 
where aii the states are restricted with respect is actions up and down. The cocw 
spending transition in the high level transition system is 
(~TID)I(TI~G+ ((down down T 1 down- D) I( T I dcwn- D)), 
which is also the image crf the metatransition 
)I(TID))&(*updowndown Tldown- D)(*(T~c~)) 
own OWC Id 
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transitions which is not a metatransition has not a corresponding higher transition. 
For instance, the sequence 
A((*updowndown T(down- D)I*(TlD)) 
k ((*up down ) 1 (*up down down T 1 down- D)) 
represents the situation (dea lock!) in which both philosophers have taken one 
fork. This sequence is not metatransition and thus no ‘nigher transition will 
correspond to it. 
Note that all deadlock states are invisible. Note also that, due to the definition 
of parallel composition, it is possible to reach states which are very similar from a 
syntactical p-I,+ vhlg of vie-w, but with really a different behaviour. For i 
two states 
!(*~p down down T 
and 
; down- D)) 
((*updowndown T/D)I(Tldown- D)) 
which can be both K-WA& frxra statL ( TI 2: I( T/ !.I) tha::!z ts a ,+& irrvolvir~ -P-n 
the second and the first (Corn) rule, respectively, behave quite ditierently, the latter 
being a completely deadlocked state. 
The problem of defining an abstraction mechanism in concurrent, possibly dis- 
tributed -ystems has been considered by many researchers. There are essentially 
two different methodologies to specify a system: describing an abstract mo 
system behaviour (the so-called constructive approach), or stating the pr 
system should have (the axiomatic approach 
of hierarchical specification is on the lines of 
while the present paper, based on CCS, is along the lines of the constructive 
tion [1,3,8-111 and tho 
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models at different level of abstraction. Furthermore, the language considered in 
[2] is much more restrictive than ours, and the semantics defined ?.I [13] is in our 
view sometimes inadequate. We do not know of any paper following the axiomatic 
U/.“rrc1 approach and using e, rll~aaage parting KHX%~ of comp~tzti~~. 
A particular, but ve y important problem related t atomic actions is t 
of serializability of (nested) transactions in data base theory [3]. However, the 
notion of transaction in data base theory is broader than ours in that it only requires 
virtual atomicity: in an actual, efficient implementation, the scheduler ‘es a 
interleave distinct transactions, but it operates guaranteeing the same results as if 
the transactions were not interleaved, namely as if the scheduler were serial. Instead, 
we only allow interleaving of subtransactions of the same transaction, and the notion 
hf oemmunication in the model is based on synchronous message passing. For a “1 -“a...=. 
model of nested trar .sactions based on I/O autom9tq a(tlr\tkatl\ c;z----l usU, U nnVC.IWa ., 41p1e formalization 
of communicating automata, see [lo]. Starting from that model, in [ 1 a] a notion of 
abstraction is defined in terms of the notion of possibilities mapping between 
automata, relating the states of one automaton to the states of the nfher; E~la!!y, 2 
notion reminiscent of bisimulation is introduced to verify ehat the two automata 
exhibit the same behaviour. This w srk is in a sense ccl:structivc, bu: without the 
simplicity of Plorkin’s Structural Operational Semantics technique [ 141. 
Finally, we want to compare our language Gth a similar one [ 131, strongly based 
on [2]. There, an atomic caiculus of communicating systems (ATCCS) is defined, 
introducing a new operator, represented by *, whose intuitive meaning is strong 
sequencing. Fx instance, a*bNil means that the execution of action b must immedi- 
ately follow the execution of action a. So we may expect that a*bNil represents an 
atomic action. Moreover, the arrows are enriched with an attribute which has two 
possible values: “at” to indicate an 
interruptible derivation. The relevant 
Sequencing : 
a-tat) 
a-tint) 
aA-A 
Composition : 
atomic derivation and Tnt” to indicate an 
rules for that calculus are the following: 
a-lat) 
A-A' i es Al 
a-( int) 
A I 
a-tint) 
-4 implies - A’1 
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the next action has to be take.1, respectively, from the left or the right component, 
and where “any” is a variable that ranges over {at, Fnt}. 
Left alad right composilion : 
u-(at) 
A- A’ implies AILBz A’ILB 
cc-fat) 
B -------* R’ ;_;_r”‘” imI?!iPC AiRBz AIRS’ 
(1-l int I 
A - Al implies AiLjjs A’IB 
cu-(intl 
B- B’ implies AIRBz A) B’ 
Even if the cakulus has some nice properties (e.g. associativity of composition, 
see the P ti 3ection on conclusions for a discussion about this topic), apparently there 
are some deep inadequacies. First of all, this is not really the correct notion of 
. 
cittii?iiL &\;tiGii, IG ;k semse thai there is no way to prescribe that a process has to 
gypr11tn !a cPn?‘e-‘; 
i....b-LIW u tiwy uwz bf actions in an atomic manner, whatever hhe context is. In fact, 
the semantic definition allows manners of composing systems which are unreason- 
able, if the main goal is defining a system at t-wo different ieveis of abstraction. In 
particular, the basic underlying requirement hat the composition of atomic actions 
has to be atomic, is disregarded. ‘4s a consequence, there is no way to specify a 
high level transition system for ATCCS. To be more precise, consider the following 
example. Consider the ATCCS terms A = a*&Nil, B = a*dNil and A’= cNil. Their 
execution in isolation &es riw tn atomic srtinnc nh m-l end P rpcnpptiwljr f-&v=y_y 9 
term A I B can execute a sequence of actions idb which is not atonk: the composition 
of ah and ad is not an atomic behaviour. In fact, if WC consider term (A I 
we see that it can execute the nonatomic sequence i&b, i.e. idb cm be interrupte 
and intermediate states are observable: 
. . 
ibNil(Nil)~cNil~ (bNiiiNiljiNii2 (NillNiij/Nii. 
Notice that this counterintuitive behaviour is allowed since an agent (in t 
A ( B) may execute an interruptible transition (here label by d) even if one of its 
subagents (A j is still executing an atomic action (ah). 
subagents of an agent that executed a c 
A further inadeq 
atomic transition is 
synch 
arently forbicEden. Thus, fo 
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so that the constuction of a higher level transition system becomes problematic: 
one should be able to compose not only two transitions but also two computations 
even in the higher transition system. For instance, agent LT : a Nil 1 cu-cu-?41, where 
. . strong sequencing, may perform atomic action 77, co 
a single atomic action (le component) with a two step computati 
component). 
7, 
%‘e have mode&d a omit behaviours of concurrent systems and their implementa- 
tions using high level and low level transition systems. A syntactic and semantic 
extension of CCS has also been proposed, which might be useful as specification 
language for synchrcmization problems in data and rescmrce management. 
Finallv, so_me methodological comments. The technical problem which underlies 
the present research is the definition of a suitable notion of a low leve 
system. Extra states are needed for representing the intermediate states of an atomic 
behaviour, and we resort to marks to represent hem. A predicate checking state 
visibi!ity is introduced. It is obviously defined by structural induction, an 
in (3.3) to define the opera%r of parallel corn sition, whose intrvduc 
requires an extra subproof. However, the noti of visibility al!cr?ws us to define 
easily the mapping between lomwer and higher transition systems. An alternative 
solution, prop in [2], could consist of introducing new operators such as left, 
rlgh and commurricurion merge, thus aiso ad&g extra siaie3. F-~Jwv~~, ii is inot 
clear how to associate a notion of visibility to the states obtained in this way. Thus, 
it is not obvious how their methodology could be extended to cope with the issue 
of hierarchical specification. 
Some problems are still open. For instance, if in the example of the previous 
section we compose phiiosophers and forks in a different way 
Dinner’ = (( TI T) 1 CD 1 .W)\up\down, 
we obtain a one-state, completely deadlocked high level transition system! An 
explanation Ilows. To work correctly, subsystem TI T would need that 
its partner could yerfor a transition label ed up-up-. On the cant ary, subsystem 
1 D Es not able to do so, since it can execute instead a sequence of two transitions, 
ezrh !abpllpfl IIn-_ ----- -r 
The loss of the associativity property for the composition o erator may be 
considered intrinsic to the hierarchical construction needed for handling nested 
atomic transitions. A p native could be to have tw tinct composition 
e usual semantics 
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