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Ein Sumpf zieht am Gebirge hin, 
Verpestet alles schon Errungene; 
Den faulen Pfuhl auch abzuziehn,  
Das Letzte wär das Höchsterrungene. 
Eröffn ich Räume vielen Millionen, 
Nicht sicher zwar, doch tätig-frei  zu wohnen. 
Grün das Gefilde, fruchtbar; Mensch und Herde 
Sogleich behaglich auf der neusten Erde, 
Gleich angesiedelt an des Hügels Kraft, 
Den aufgewälzt kühn-emsige Völkerschaft. 
Im Innern hier ein paradiesisch Land, 
Da rase draußen Flut bis auf zum Rand, 
Und wie sie nascht, gewaltsam einzuschließen, 
Gemeindrang eilt, die Lücke zu verschließen. 
Ja! Diesem Sinne bin ich ganz ergeben, 
Das ist der Weisheit letzter Schluß: 
Nur der verdient sich Freiheit wie das Leben, 
Der täglich sie erobern muß. 
Und so verbringt, umrungen von Gefahr, 
Hier Kindheit, Mann und Greis sein tüchtig Jahr. 
Solch ein Gewimmel möcht ich sehn, 
Auf freiem Grund mit freiem Volk zu stehn. 
Zum Augenblicke dürft ich sagen: 
Verweile doch, du bist so schön! 
Es kann die Spur von meinen Erdetagen 
Nicht in Äonen untergehn. –  
Im Vorgefühl von solch hohem Glück 
Genieß ich jetzt den höchsten Augenblick. 
... 
„Wer immer strebend sich bemüht, 
Den können wir erlösen.“ 
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1 Einleitung 
 
Im Informationszeitalter kommt auch in den Naturwissenschaften Chemie und 
Biochemie der Anwendung moderner mathematischer Methoden und der elektronischen 
Datenverarbeitung eine ständig wachsende Bedeutung zu. Datenmengen, wie sie zum Beispiel 
durch das „human genome project“ anfallen, könnten ohne elektronische Datenbanken 
überhaupt nicht erfasst werden und ihre Auswertung in Folgeprojekten, wie „structural 
genomics“, wäre undenkbar ohne ausgefeilte mathematische Methoden. 
In dieser Arbeit werden verschiedene Projekte vorgestellt, die mathematische Methoden 
implementieren, nutzen und weiterentwickeln, um Fragestellungen der Chemie und Biologie 
zu lösen. Die Kapitel 3 bis 6 leiten dabei jeweils in eine Fragestellung ein und fassen 
anschließend Ergebnisse zusammen, die in Publikationen detailliert beschrieben sind. Die 
Manuskripte dieser Publikationen sind im Anhang H (eigene Publikationen) aufgenommen 
und ergänzen das jeweilige Kapitel. 
Das Protein Tubulin hat neben vielen anderen Aufgaben in der Zelle entscheidende 
Bedeutung bei der Zellteilung, da es durch Polymerisation zu Mikrotubuli den Spindelapparat 
ausbildet. Da sich Tumore durch intensive und beschleunigte Zellteilung auszeichnen, stellt 
das Polymerisationsgleichgewicht des Tubulin konsequenterweise einen Angriffspunkt für 
potentielle anti – Tumor Wirkstoffe dar. Bekanntester Vertreter dieser Stoffe ist das Taxol
1, 
welches bereits in der Chemotherapie eingesetzt wird. Zwei weitere Substanzklassen, die das 
Polymerisationsgleichgewicht gegenteilig beeinflussen, sind die Dolastatine
2 und die 
Epothilone
3. Die dreidimensionale Struktur von freiem Dolastatin 10 sowie von freiem und 
dem an Tubulin gebundenen Epothilon A werden in Kapitel 2 aus NMR spektroskopisch 
bestimmten Parametern mit Hilfe von beschränkter Molekulardynamik berechnet. Während 
für die freien Formen der Verbindungen jeweils bereits Strukturmodelle existieren bzw. 
parallel bestimmt wurden
4-6, wird erstmals die Struktur eines an Tubulin gebundenen 
Wirkstoffes bestimmt und mit der freien Form verglichen. 
In partiell orientierenden Systemen werden dipolare Kopplungen nicht mehr durch eine 
isotrope Bewegung der Moleküle ausgemittelt, sondern auch in Lösung mit NMR 
Spektroskopie anteilig messbar
7,8. Die Größe der beobachteten dipolaren Kopplung hängt 
dabei sowohl von der Orientierung als auch von der zeitlichen Bewegung des Vektors Dissertation Jens Meiler 
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zwischen den beiden koppelnden Kernen relativ zum Magnetfeld ab. Somit beinhalten 
residuale dipolare Kopplungen Informationen über Struktur und Dynamik. Die 
Strukturinformation kann zur Implementierung einer 3D Homologiesuche ähnlicher Proteine 
in der PDB genutzt werden, wie in Kapitel 3.2 beschrieben ist. Dazu werden die 
experimentellen dipolaren Kopplungen eines Proteins – basierend auf einem von Losonczi et. 
al.
9 in dieses Gebiet eingeführten Algorithmus – mit den 3D Strukturen verglichen. Ein 
Verfahren zur Beschleunigung der Strukturbestimmung von Proteinen, welches parallel auch 
von Annila et. al.
10 vorgeschlagen wurde. Basierend auf diesen Publikationen ergeben sich 
verschiedene weitere Ansätze, die Strukturbestimmung von Proteinen essentiell zu 
beschleunigen
11,12. Tjandra et. al. beschreibt zuerst eine Methode, die in den dipolaren 
Kopplungen enthaltene Strukturinformation für die Verfeinerung von Proteinstrukturmodellen 
zu nutzen
13. Die Komplexität der Energiehyperfläche, auf der die Strukturoptimierung erfolgt, 
nimmt nach der Einführung der dipolaren Kopplungen entscheidend zu. Dies verhindert aber 
eine effektive Nutzung der dipolaren Kopplungen während des „simulated annealing“ 
Verfahrens
14, welches zum Absuchen des zugänglichen Strukturraumes genutzt wird. In 
Kapitel 3.3 wird daher ein mathematisch neuer Ansatz verfolgt, der die indirekte 
Strukturinformation der dipolaren Kopplungen in intramolekulare 
Projektionswinkelbeschränkungen übersetzt, und die Energiehyperfläche als Konsequenz 
stark vereinfacht. Dipolare Kopplungen sind durch Bewegungen des die koppelnden Kerne 
verbindenden Vektors beeinflusst, die bis in den µ s – oder gar ms – Bereich reichen. Damit 
enthalten sie Informationen über die relative Bewegung von Sekundärstrukturelementen und 
Domänen von Proteinen, die bisher kaum zugänglich waren. Tolman et. al.
15 stellen die 
Ableitung eines generalisierten Ordnungsparameters vor, mit dem alle dipolaren Kopplungen 
skaliert werden, unabhängig von ihrer relativen Orientierung. Parallel dazu wird in Kapitel 
3.4 ein modellfreier Ansatz entwickelt, der eine detailliertere Analyse dipolarer Kopplungen 
im Hinblick auf Dynamik zulässt.  
Die 
13C NMR chemische Verschiebung ist aufgrund ihrer guten Zugänglichkeit 
kombiniert mit dem komplexen Informationsgehalt einer der wichtigsten Parameter für die 
Strukturaufklärung organischer Moleküle
16. Die 
13C chemische Verschiebung muss 
entsprechend häufig zur Validierung von Strukturvorschlägen berechnet werden. Dies kann 
mit ab initio quantenchemischen Rechnungen geschehen
17, die aber sehr rechenzeitintensiv 
sind und oft durch systematische Fehler der Methode qualitativ zurückstehen. Ihre Vorteile Mathematische Verfahren zur Aufklärung der Struktur, Dynamik und Biologischen Aktivität... 
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liegen bei ungewöhnlichen Strukturen, die in den existierenden Datenbanken 
unterrepräsentiert sind. Die Suche in den bestehenden Datenbanken 
13C NMR chemischer 
Verschiebungen
18,19 mittels sphärischer Codierungsformate
20 stellt eine schnellere und 
exaktere Methode für die meisten in der organischen Chemie relevanten Verbindungen dar. 
Diese Methode bleibt aber von der Präsenz einer großen Datenbank abhängig. Durch die 
notwendige Suche in der Datenbank ist sie immer noch zu langsam für das Screaning großer 
Zahlen von Strukturen in kurzer Zeit. Als dritte Methode gelingt es mittels semiempirisch 
abgeleiteter Parameter die 
13C NMR chemische Verschiebung durch Inkrementmethoden
21 
und neuerdings neuronale Netze
22-24 schnell und Datenbank unabhängig zu berechnen. In 
Kapitel 4.2 wird ein Ansatz vorgestellt, der die Berechnung der 
13C NMR chemischen 
Verschiebung aller organisch relevanten Moleküle mit neuronalen Netzen ermöglicht. Dabei 
werden mit dem Erreichen hoher Präzision und hoher Geschwindigkeit die Vorteile der 
existierenden Datenbank- und Inkrementmethoden kombiniert. Dieses Verfahren wird in 
Kapitel 4.3 genutzt, um Ergebnisse von Strukturgeneratoren nachträglich zu überprüfen. 
Darüber hinaus wird in Kapitel 4.4 ein genetischer Algorithmus entwickelt und 
implementiert, der Konstitutionsformeln von Molekülen als Individuen nutzt und in der Lage 
ist, diese auf die Übereinstimmung ihres berechneten mit dem experimentellen 
13C NMR 
Spektrum zu optimieren. Praktikabel werden beide Verfahren erst durch die schnelle und 
exakte Berechnung der 
13C NMR chemischen Verschiebungen der vorgeschlagenen 
Strukturen mit den künstlichen neuronalen Netzen. 
Im Zuge der elektronischen Verarbeitung tausender Primärsequenzen von Proteinen 
spielen numerische Darstellungen von Aminosäuren eine wichtige Rolle
25, da ihre 
Aneinanderreihung eine rechnerlesbare Codierung eines Proteins ergibt. Solche Codierungen 
wurden erfolgreich genutzt, um mit neuronalen Netzen die Sekundärstruktur von Proteinen zu 
berechnen
26. Die Hauptkomponentenanalyse ist ein weit verbreitetes Verfahren, um 
vieldimensionale Datensätze in niederdimensionale Räume zu projizieren
27. Dabei werden 
aber nur lineare Abhängigkeiten zwischen Parameter und Hauptkomponente berücksichtigt. 
Symmetrische neuronale Netze wurden von Livingstone et. al. als Methode zum Mapping von 
Datensätzen in niederdimensionale Räume vorgeschlagen
28, um komplexere Abhängigkeiten 
berücksichtigen zu können. In Kapitel 5 werden solche Netze genutzt, um die große Vielfalt 
der existierenden Parameter für die verschiedenen Aminosäuren zu analysieren und in 
niederdimensionale Räume zu projizieren. Die so erhaltenen reduzierten Dissertation Jens Meiler 
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Parameterrepräsentationen für Aminosäuren werden zur Vorhersage von 
Sekundärstrukturelementen in Proteinen, ausgehend von deren primärer Sequenz, genutzt. 
Künstliche neuronale Netze werden in steigendem Maße genutzt, um quantitative 
Struktur – Aktivitäts – Beziehungen in Chemie und Biochemie zu untersuchen
29. Die hohe 
Flexibilität dieses mathematischen Modells erlaubt es, die oft hochgradig nichtlinearen und 
komplexen Zusammenhänge zwischen verschiedenen Einflussgrößen auf eine Aktivität zu 
beschreiben. Derartige quantitative Struktur – Aktivitäts – Beziehungen zwischen 
Strukturmerkmalen eines anti – Tumor Wirkstoffes und seiner biologischen Aktivität werden 
in Kapitel 6 mittels künstlicher neuronaler Netze erstellt. Die gefundenen mathematischen 
Modelle werden in einem neuen Ansatz genutzt, um die Struktur des Wirkstoffes zu 
optimieren, indem die Aktivitäten bisher nicht synthetisierter Derivate des Wirkstoffes 
berechnet werden.  Mathematische Verfahren zur Aufklärung der Struktur, Dynamik und Biologischen Aktivität... 
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2  Strukturbestimmung von Wirkstoffen durch NMR Spektroskopie 
 
2.1  Durch NMR Parameter beschränkte Molekulardynamik mit X-Plor 
 
Die Aufklärung der dreidimensionalen (3D) Struktur von Biomolekülen spielt eine 
entscheidende Rolle für das Verständnis ihrer Wirkmechanismen und damit ihrer Funktion im 
biologischen Gleichgewicht. Dies gilt sowohl für die drei wichtigsten Stoffklassen der 
Biochemie: Proteine, RNA/DNA und Zucker, als auch für die große Zahl von Molekülen, die 
wir als Medikamente und Wirkstoffe einsetzen. 
Sind Konstitution und Stereochemie aufgeklärt, können 3D Strukturmodelle einer 
Verbindung erstellt werden. Diese sollen zunächst die bekannten 
Gleichgewichtsbindungslängen, Gleichgewichtsbindungswinkel, Dihedralwinkel sowie 
abgeschätzte VAN DER WAALS und elektrostatische Wechselwirkungen berücksichtigen. Die 
genannten Parameter schränken aber schon bei kleinen Molekülen den möglichen 
Strukturraum nicht ausreichend ein, um eine eindeutige 3D Struktur zu erhalten. Somit wird 
die Verwendung weiterer, experimentell zu bestimmender Strukturinformationen nötig. Die 
NMR Spektroskopie ist eine Methode, solche Informationen zu gewinnen und ermöglicht 
damit die Bestimmung eines besser definierten 3D Strukturmodells.  
Dazu liefert die NMR Spektroskopie eine Vielzahl von Parametern, deren wichtigster 
nach wie vor der NOE ist. Mit Hilfe von NOESY-
30 und ROESY- Experimenten
31-33 ist es 
möglich, aus Signalintensitäten Atomabstände zu bestimmen und Aussagen zum 
Relaxationsverhalten zu treffen. Mit Austausch- und Relaxationsexperimenten können 
Wasserstoffbrückenbindungen detektiert werden, die wiederum indirekt zusätzliche 
Abstandsinformation liefern. Dihedralwinkel sind durch die Auswertung skalarer 
3J 
Kopplungen zugänglich, die von der Größe dieses Winkels abhängig sind
34. Die Messung 
kreuzkorrelierter Relaxationsraten
35,36 und dipolarer Kopplungen
8 ermöglicht den Zugang zu 
weiterer wertvoller Strukturinformation. Die beiden letztgenannten neueren Parameter gilt es 
nun effektiv in die Bestimmung der Struktur einzubeziehen. Diener diskutiert in seiner 
Dissertation
37 die Implementierung kreuzkorrelierter Relaxationsraten. Die Nutzung dipolarer 
Kopplungen zur Bestimmung und Verbesserung der 3D Struktur wird in Kapitel 3.3 
vorgestellt.  Dissertation Jens Meiler 
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Ziel der Strukturbestimmung ist es, ein 3D Modell der Struktur zu gewinnen, das 
sowohl mit den genannten empirischen Parametern über den Bau von Molekülen, als auch mit 
den experimentell gewonnenen Informationen im Einklang steht. Zwei prinzipielle 




Die Distanzgeometrie ist ein mathematisches Verfahren, das Koordinaten von Punkten 
berechnet, die bestimmte vorgegebene Abstände erfüllen. Diese werden aus empirischen und 
experimentellen Parametern berechnet. Das Verfahren sucht einen großen Strukturraum ab, ist 
aber nicht in der Lage, VAN DER WAALS und elektrostatische Wechselwirkungen zu 
berücksichtigen, was eine nachträgliche Verfeinerung der Struktur mit anderen Methoden 
nötig macht.  
Molekulardynamik benötigt deutlich längere Rechenzeiten, und eine spezielle 
Implementierung ist notwendig, um einen großen Strukturraum absuchen zu können. Dafür 
können aber alle relevanten Wechselwirkungen während der gesamten Rechnung genutzt 
werden. Dadurch wird der zugängliche Konformationsraum besser repräsentiert. Zudem bietet 
die Molekulardynamik die Möglichkeit, Dynamik von Molekülen zu studieren bzw. sogar in 
die Rechnungen einzubeziehen. 
Um in Molekulardynamikrechnungen die Wahrscheinlichkeit zu erhöhen, das globale 
Energieminimum zu finden, beginnt die Simulation bei einer hohen Temperatur, die langsam 
gesenkt wird. Dieses Verfahren wird „simulated annealing“ genannt (Abbildung 1). Durch die 
hohe Temperatur reicht die kinetische Energie in der Anfangsphase der Rechnung aus, 
Energiebarrieren zu überwinden, die möglicherweise auf dem Weg zum Energieminimum 
liegen. Die Hochtemperaturphase (6500 Schritte á 5fs bei 2000K) kann als das Absuchen des 
Lösungsraumes betrachtet werden, während die anschließende Abkühlphase (7000 Schritte á 
5fs auf 100K) und die Energieminimierung als Verfeinerung angesehen werden können. Es 
gibt keine Garantie, mit diesem Verfahren das globale Minimum zu finden. Ein guter Hinweis 
ist, beim Wiederholen der Rechnung ähnliche Strukturen zu erhalten. Unterscheiden sich die 
gefundenen Strukturen aber deutlich, konvergieren sie in mehrere verschiedene Minima, von 
denen konsequenterweise nur eines das globale sein kann. 
Da quantenmechanische Rechnungen ab einer bestimmten Molekülgröße rechnerisch 
nicht mehr zu bewältigen sind, ist es nötig, ein molekulares System mit den Gesetzen der Mathematische Verfahren zur Aufklärung der Struktur, Dynamik und Biologischen Aktivität... 
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klassischen Mechanik zu beschreiben. Zwar werden dann nur die Atomkerne und nicht die 
Elektronen in die Rechnung einbezogen, dafür lässt sich aber die Struktur großer Moleküle 













für alle Atome i zu lösen
42. Um die Temperatur kontrollieren zu können, wird in einer 
sogenannten LANGEVIN Dynamik die NEWTONsche Bewegungsgleichung um einen 
Reibungsterm erweitert. Dessen Größe ist abhängig von der Differenz aus Soll- und Istwert 
der Temperatur. 
Die Energieminimierung ist eine statische Methode, die das nächstliegende Minimum 
auf der Energiehyperfläche erreicht. Sie wird verwandt, um innere Spannungen abzubauen, 
die zum Beispiel nach einer Molekulardynamik vorhanden sein können (Abbildung 1). Für 
die eigentliche Strukturfindung ist sie ungeeignet, da sie nicht in der Lage ist, einen großen 
Konformationsraum abzusuchen. Bekannte Verfahren erster Ordnung sind zum Beispiel das 
Verfahren des steilsten Abstiegs („steepest decent“) und das konjugierte Gradienten 
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von 3D Strukturmodellen von Molekülen unter Berücksichtigung NMR
spektroskopisch bestimmter Parameter (k - Bindungen / - Winkel / -
W Wechselwirkungen / - Distanzen aus NOE Intensitäten / - mehrdeutige
Ausgehend von einer zufälligen Struktur, welche aber die empirisch vorgegebenen
Parameter der Molekülgeometrie weitgehend erfüllt, werden in einer
Hochtemperaturphase die Kraftkonstanten für NOE - Distanzen und dipolare
Kopplungen stufenweise exponentiell angehoben. Hier wird die Faltung der Struktur
erreicht.
In einer ersten Abkühlphase werden nun auch die weiteren experimentellen Parameter
(mehrdeutige NOE - Distanzen und die Barriere zwischen den beiden erlaubten
Projektionswinkelbereichen, die sich aus den dipolaren Kopplungen ergeben) sowie die










Abkühlphase in das energetische Minimum getrieben und in einer letzten
Energieminimierungoptimiert.
Die Nutzung der Projektionswinkel aus dipolaren Kopplungen wird später ausführlich
diskutiert.
A VDW
NOE a m big
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Das für die Rechnung verwandte Kraftfeld sollte alle für die Struktur des Moleküls 
relevanten Wechselwirkungen sowie alle experimentell bestimmten Parameter 
berücksichtigen. Demzufolge ergibt sich: 
  total empirisch experimentell EE E =+ . (2.2) 
Die empirischen Energieterme werden vorzugsweise durch einfache, oft quadratische 
Funktionen beschrieben und Kreuzterme werden vernachlässigt. Dies geschieht, um die 
Rechnung zu beschleunigen. Solange das Hauptaugenmerk das Finden von Strukturen ist, die 
mit den experimentellen Daten im Einklang stehen, sind diese Vereinfachungen zulässig. Mit 
der gleichen Begründung wird bei diesen Rechnungen auf die explizite Betrachtung von 
Lösungsmittelmolekülen verzichtet und lediglich eine allgemeine Dielektrizitätskonstante bei 





berücksichtigt, wobei  0 ε  die Dielektrizitätskonstante des Lösungsmittels ist. Entsprechend ist 
die Güte der Lösungsstruktur entscheidend von der Dichte und der Genauigkeit der 
experimentellen Daten abhängig. 
In allen vorgestellten Rechnungen wird das Programm X-Plor
14 verwendet bzw. 
erweitert. Das genutzte Protokoll für das „simulated annealing“ wurde gegenüber
37 bzw.
14 
nicht geändert. Alle geänderten Topologien und Kraftfelder werden unten im Detail diskutiert 
und sind im Anhang gegeben. Abbildung 1 stellt die Temperatur, die Zeiträume sowie die 
Größe der genutzten Energiekonstanten während des „simulated annealing“ dar. 
  
2.2  Strukturbestimmung des Dolastatin 10 
 
Marine Lebewesen gewinnen als Quelle für neue, bisher unbekannte Leitstrukturen 
immer mehr an Bedeutung. Dolastatin 10 ist gemeinsam mit einer Reihe weiterer 
Pseudopeptide aus der Meeresschnecke dolabella auricularia isoliert worden
2,43. Es ist in 
dieser Reihe das stärkste Zellgift mit einem subnanomolaren IC50 Wert und dient den 
ansonsten wehrlosen Tieren zur Verteidigung. Seine Wirkung beruht auf der Unterbindung 
der Mitose durch reversible Bindung an Tubulin, was dessen Polymerisation verhindert 
(Schema 1). Dadurch ist die Ausbildung des zur Mitose notwendigen Spindelapparates Mathematische Verfahren zur Aufklärung der Struktur, Dynamik und Biologischen Aktivität... 
  18 
unmöglich und die Zellteilung wird somit gestoppt. Damit ist Dolastatin 10 ebenso wie die 
viel diskutierten Taxoide (Kapitel 2.3 und 6) ein potentielles Krebstherapeutikum.  
 
 
Schema  1:  Tubulinmonomere bestehend aus einer αααα - (grau) und einer ββββ - (schwarz) Untereinheit 
polymerisieren zu Mikrotubuli 
 
Um den Mechanismus der Bindung an Tubulin zu verstehen und die Struktur des 
Wirkstoffes weiter zu optimieren, ist die Bestimmung der 3D Struktur von Dolastatin 10 


































Schema  2:    Die Primärsequenz des Dolastatin 10 sowie die Konstitution und die Konfiguration der 
ungewöhnlichen Aminosäuren Dolavalin (DOV), Dolaisoleuin (DIL), Dolaproin (DAP) und 
Dolaphenin (DOE) 
 Dissertation Jens Meiler 
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Dolastatin 10 ist aus den Aminosäuren Dolavalin (DOV), Valin, Dolaisoleuin (DIL), 
Dolaproin (DAP) und Dolaphenin (DOE) aufgebaut. Bis auf Valin sind die enthaltenen 
Aminosäuren ungewöhnlich: DOV ist N,N-Dimethylvalin, DAP und DIL sind an Stickstoff 
und Sauerstoff voll methylierte γ− Aminosäuren und DOE ist ein Thiazolderivat des 
Phenylalanin. 
Durch Röntgenkristallstrukturanalyse kann die Struktur von Dolastatin 10 nicht 
bestimmt werden, da es nicht kristallisiert. Pettit et. al.
44 publizierten eine 
Röntgenkristallstrukturanalyse des DOE(α -R) Enantiomeren. Auf experimentellen NMR 
Daten basierende Strukturuntersuchungen an Dolastatin 10 wurden bereits von Benedetti et. 
al.
4, Alattia et. al.
5 und Quant
45 durchgeführt. Die im folgenden dargestellte Lösung der 
Struktur beruht auf den in letztgenannter Publikation beschriebenen experimentellen Daten.  
Dolastatin 10 liegt in Methanol in zwei Konformationen vor, die sich durch die cis – 
bzw. trans – Stellung der Peptidbindung DIL – DAP unterscheiden. Beide Konformationen 
stehen im chemischen Gleichgewicht. Der Austausch ist aber so langsam, dass für beide 
Konformationen getrennte Sätze von NOE Signalen bestimmt werden können. Für die 
Strukturbestimmung werden nur die Kreuzsignale genutzt, die eindeutig einem der beiden 
Konformeren zugeordnet werden können. Die Rechnungen werden mit dem Programm X-
Plor
14 unter Nutzung der Standardprotokolle für Proteine durchgeführt. Um die 
ungewöhnlichen Aminosäuren handhaben zu können, muss deren Topologie in Anhang A 
(Definition der Topologie und des Kraftfeldes für Dolastatin 10) definiert werden. Die 
Definition neuer Kraftfeldparameter war nicht notwendig, da alle notwendigen Atomtypen 
bereits im in X-Plor genutzten Kraftfeld für Proteine genutzt waren. 
Für die cis – Konformation gingen 54 NOE – Intensitäten sowie vier Dihedralwinkel 
aus skalaren J – Kopplungen in die Rechnung ein. Für die trans – Konformation werden 48 
NOE – Intensitäten  und ebenfalls vier Dihedralwinkel genutzt. Die Abstandsinformationen 
ergeben sich entsprechend den relativen NOE – Intensitäten bei einer Eichung auf den H,H – 
Abstand zweier Wasserstoffatome im aromatischen Ring des DOE bzw. zweier geminaler 
Wasserstoffatome in Methylengruppen gemäß Gleichung (2.3). Die Daten wurden aus der 
Literatur
45 übernommen und sind in Tabelle 1 und Tabelle 2 zusammengefasst. Die skalaren 
Kopplungen werden X-Plor direkt vorgegeben und an die Gleichung   Mathematische Verfahren zur Aufklärung der Struktur, Dynamik und Biologischen Aktivität... 
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() ()
2 11.0cos 0.5cos 0.5 HCCH HCCH HCCH JH z ϕϕ  =− +   angepasst, wobei ϕ HCCH der zugehörige 









 Nicht zyklische Pentapeptide sind sehr flexibel in ihrer 3D Struktur. Im Vergleich zu 
diesen, schränkt der Fünfring des DAP den zugänglichen Konformationsraum etwas ein. Die 
ungewöhnlichen Aminosäuren des Dolastatin 10 mit den zusätzlichen Bindungen im Rückgrat 
des Moleküls, werden die absolute Flexibilität von Dolastatin 10 gegenüber klassischen 
Pentapeptiden erhöhen. Relativ zur Länge des Rückgrats kann die Flexibilität sinken, da die 
neu eingeführten Bindungen im Rückgrat ausschließlich sp
3-hybridisierte Kohlenstoffatome 
verbinden. Die möglichen Dihedralwinkeleinstellungen sind bei solchen Bindungen besser 
definiert und durch tiefere Energieminima gekennzeichnet als bei Bindungen zwischen sp
3- 
und sp
2-hybridisierten Atomen, wie sie sonst im Rückgrat des Proteins vorherrschen. 
Die cis – Konformation ist aufgrund des abgewinkelten Rückgrats etwas globulärer, 
was zu einer höheren Zahl von NOE – Intensitäten führt (54 bei der cis - Konformation statt 
nur 48 in der trans – Konformation). Die zusätzlichen NOE Intensitäten definieren zusätzlich 
auch Distanzen zwischen Atomen, die im Bindungsnetzwerk weit voneinander entfernt 
liegen, zwischen den Aminosäuren DIL und DOE. Daher ist die cis – Konformation mit 
einem RMSD – Wert von 1.042 Å auch besser definiert als die trans – Konformation mit 
1.220 Å. Tabelle 3 fasst die erhaltenen RMSD – Werte zusammen. Die Dihedralwinkel des 
Rückgrats für die cis – und die trans – Konformation sind in Tabelle 4 gegeben. Aus den 
Standardabweichungen dieser Dihedralwinkel geht hervor, das die Struktur des Rückgrats der 
cis – Konformation in der ersten Aminosäuren DOV (ψ ) und VAL (ϕ  und ψ ), im zentralen 
DIL (Dihedralwinkel um CA1 – CA2) sowie auch in den letzten Aminosäuren DAP (ψ ) und 
DOE (ϕ ) sehr schlecht definiert ist. Die trans – Konformation wird ebenfalls in DOV (ψ ) und 
VAL (ϕ ), DIL (Dihedralwinkel um CA1 – CA2) sowie DAP (ψ ) und DOE (ϕ ) mit einer sehr 
großen Standardabweichung in den Dihedralwinkeln gefunden. Besser beschrieben ist diese 
Konformation lediglich in VAL (ψ ), während im zentralen DIL auch ψ  schlechter definiert 
ist. Die sehr große Standardabweichung einiger Winkel ergibt sich als Mittelung 
verschiedener Konformere. Dies trifft für DOV (ψ ): ~ 60 ° (Konformer 1) und ~ 180 ° 
(Konformer 2) sowie VAL (ϕ ): ~ –60 ° (Konformer 1) und ~ –120 ° (Konformer 2) jeweils Dissertation Jens Meiler 
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sowohl in der cis – als auch in der trans – Konformation zu. Der Dihedralwinkel DOV (ψ ) ist 
sicher durch hohe Flexibilität gekennzeichnet. Entsprechend sind in der Tabelle 4 für diesen 
Winkel in den mit ⇒  gekennzeichneten Zeilen zusätzlich die Mittelwerte beider 
Konformationen mit den jeweiligen Standardabweichungen gegeben. Der Dihedralwinkel 
VAL (ϕ ) sollte durch die HN – HΑ  skalare Kopplung bestimmbar sein, ist aber in der 
genutzten Quelle nicht angegeben
45. Das dort abgebildete eindimensionale 
1H NMR 
Spektrum erlaubt es, diese Kopplung abzuschätzen. Mit dem erhaltenen kleinen Wert stimmt 
die Konformation um –60 ° deutlich besser überein als die Konformation um –120 °. In der 
mit ⇒  gekennzeichneten Zeile in Tabelle 4 wurden zur Berechnung des Dihedralwinkels nur 
die Strukturen genutzt, die diese Einstellung haben. Ansonsten müssen Dihedralwinkel mit 
großer Standardabweichung als flexiblere Bereiche oder weniger gut definierte Bereiche 
interpretiert werden. Insbesondere fällt hier die größere Standardabweichung der 
Rückgratwinkel des DIL in der trans – Konformation auf, die aber hauptsächlich auf die 
zusätzlichen NOE Signale zwischen DIL und DOE in der cis – Konformation zurückzuführen 
sind. Die energieärmsten Strukturen beider Konformationen sind in Abbildung 2 dargestellt. 
Eine Überlagerung der 10 energieärmsten aus 100 gerechneten Strukturen ist in Abbildung 3 
gegeben. 
Alle vorgegebenen Distanzen aus den NOE Intensitäten werden in den erstellten 
Strukturmodellen mit der vorgegebenen oberen Toleranz von 0.5 Å. Kürzere Distanzen, als 
aus den NOE Intensitäten errechnet, werden nicht als Verletzung gewertet. Die skalaren 
Kopplungen werden aufgrund der recht großen Unschärfe der Karpluskurve mit einer 
Toleranz von 3.0 Hz berücksichtigt. Die Winkel, die durch skalare Kopplungen zwischen 
HA(DIL) und HA1(DIL) eingeschränkt werden, ergeben in beiden Konformationen, mit 
Abweichungen von 4.3 Hz bzw. 3.5 Hz etwas höhere Werte, als die vorgegebene Toleranz. 
Die mittlere trans – Konformation ergibt zusätzlich eine Abweichung von 3.5 Hz für die 
skalare Kopplung zwischen HN(DOE) und HA(DOE). Acht der 10 energieärmsten Strukturen 
erfüllen jedoch die Kopplung innerhalb der vorgegebenen Toleranz mit –150 ° bzw. +150 °. 
Die Unsicherheit von ±23.0 ° zeigt den weiten Bereich für diesen Dihedralwinkel an. Die 
zusätzlichen geringen Abweichungen der skalaren Kopplungen, die über die Toleranz 
hinausgehen, rufen in dem verwandten Kraftfeld nur geringe Kräfte hervor, die von aus NOE 
Distanzen hervorgerufenen Kräften überlagert werden.  Mathematische Verfahren zur Aufklärung der Struktur, Dynamik und Biologischen Aktivität... 
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Das trans – Konformer ist der von Allatia et. al.
5 vorgestellten Struktur in DMSO sehr 
ähnlich. Alle von Allatia et. al. bestimmten NOE Distanzen werden von der hier berechneten 
Struktur mit Abweichungen kleiner 1 Å erfüllt. Das cis – Konformer ist in der in DMSO 
berechneten Struktur noch deutlich mehr gefaltet, als es mit den in Methanol gemessenen 
Daten erhalten wird. Die von Allatia et. al. beschriebenen NOE Signale zwischen den 
Aminosäuren DOE – VAL, DOE – DIL, DOV – DAP werden sämtlich nicht beobachtet und 
demzufolge von den berechneten Strukturen nicht erfüllt. Alle weiteren NOE Intensitäten 
werden ebenfalls mit Abweichungen kleiner 1 Å erfüllt. Sie beschreiben aber Distanzen 
zwischen Atompaaren, die in der Konstitution sehr nahe liegen, so dass sich die Änderungen 
in der Struktur hier nur geringfügig auf die Distanzen auswirken. Die Struktur in DMSO ist 
offensichtlich deutlich rigider als die in Methanol. Da Methanol dem Lösungsmittel Wasser 
ähnlicher ist als DMSO, ist die hier vorgestellte Struktur das realistischere Modell für 
Dolastatin 10 in wässriger Lösung. Die Anzahl der gemessenen NOE Intensitäten und 
3JHH 
skalaren Kopplungen nimmt in Methanol deutlich ab, was einer höheren Flexibilität des 
Moleküls in Methanol gleich kommt. Dies spiegeln auch die erhöhten RMSD – Werte der 
Atompositionen wieder und ist begründet durch die deutlich schlechtere Solvatation des 
Dolastatin 10 in Methanol
45. 
Um dieses Strukturmodell weiter zu verbessern, müssten Studien zur Dynamik des 
Moleküls angefertigt bzw. diese durch Relaxationsexperimente untersucht werden. Weitere 
experimentelle Daten, wie zum Beispiel skalare und dipolare Kopplungen, können den 
zugänglichen Strukturraum weiter einschränken. Im Vergleich zur Bestimmung der Struktur 
von Proteinen, spielen im besonderen skalare Kopplungen, die Dihedralwinkel definieren, 
eine große Rolle bei der Bestimmung der Struktur kleinerer Moleküle. Hier fehlen häufig die 
NOE Signale zwischen im Bindungsnetzwerk weit entfernten Atomen, die die 3D 
Grundstruktur definieren. 
Die sehr flexible Struktur des Dolastatin 10 lässt ebenfalls eine deutliche Änderung der 
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2.3  Strukturbestimmung des Epothilon A 
 
Die Epothilone A and B wurden vom Myxobacterium sorangium cellulosum strain 90 
von Höfle et. al.
46,47 isoliert. Die Entdeckung ihrer zelltoxischen Wirkung gegen Tumorzellen 
führte zur intensiven Erforschung ihrer Chemie und Biologie. Bollag et al.
3 entdeckten die 
induzierende Wirkung auf die Tubulin
48,49 Polymerisation dieser Substanzklasse, ähnlich dem 
Taxol
1. Der Stabilisierungseffekt auf Mikrotubuli in Taxol resistenten Krebszellen
50 erhöhte 
ihr Potential für die Chemotherapie weiter
3,51,52.  
Die komplette Struktur mit gelöster Stereochemie (Schema 3) wurde von Höfle et. al.
53 
publiziert. Die 3D Struktur des Epothilons ist durch Röntgenkristallstrukturanalyse
54 und 
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Schema 3:   Konstitution und Konfiguration des Epothilons 
 
Um den Wirkungsmechanismus des Epothilons untersuchen zu können, ist die 
Aufklärung der 3D Struktur unabdingbar. Im Gegensatz zum Dolastatin 10, lässt die globuläre 
Struktur des Moleküls eine Vielzahl von NOE – Signalen und somit eine deutlich besser 
definierte Struktur erwarten. Im besonderen ist ein Vergleich der an Tubulin gebundenen 
Struktur mit der freien Form des Epothilon A wünschenswert, da Änderungen zwischen Mathematische Verfahren zur Aufklärung der Struktur, Dynamik und Biologischen Aktivität... 
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diesen beiden Formen auf eine Wechselwirkung mit Tubulin zurückzuführen sind und somit 
direkt mit der biochemischen Wirkung in Verbindung stehen. 
Epothilon A wird im Verhältnis 100:1 mit Tubulin gemischt und in wässriger Lösung 
untersucht. Die Bindung von Epothilon A ist schwach genug (im Gegensatz zu Epothilon B), 
dass in der Lösung ein ständiger Austausch zwischen der gebundenen und der freien Form 
existiert. Dieser Austausch macht die Beobachtung eines NOESY Spektrums möglich, 
welches NOE – Intensitäten zeigt, wie sie für die gebundene Form signifikant sind. Dieser 
Effekt tritt auf, da in die Mittelung die der NOE – Intensitäten die Korrelationszeit τ c der 
Gesamtbewegung der Moleküle eingeht. Sie ist für die gebundene Form viel größer als für die 
freie Form, da sich die Masse von ca. 100kDa im Komplex auf 0.4 kDa für die freie Form 
reduziert. Analog können kreuzkorrelierte Relaxationsraten beobachtet werden, allerdings 
können zum Beispiel keine skalaren Kopplungen transferiert werden, da ihr zeitliche 
Mittelung nicht mit τ c skaliert ist. 27 NOE – Intensitäten sowie 3 Dihedralwinkel, die aus 
kreuzkorrelierten Relaxationsraten abgeleitet sind, werden in der Rechnung verwendet
55. Alle 
NOE – Intensitäten wurden drei Gruppen zugeordnet und mit Distanzen identifiziert: stark < 
2.5 Å, mittel < 3.5 Å und schwach < 5.0 Å. Die angegebenen Distanzen wurden um 0.5 Å, 0.7 
Å und 1.0 Å erhöht, wenn eine Methylgruppe beteiligt ist, um die zu hohe Intensität dieser 
Signale zu korrigieren. Durch kreuzkorrelierte Relaxation wird der mittlere Winkel zwischen 





















Handelt es sich dabei um vicinale Protonen i und j, lässt sich  ij θ  mit dem Dihedralwinkel 
ii j j HCCH ϕ  als  () ()
22 sin 109.5° cos cos 109.5°
iij j ij H C C H θϕ =− "  beschreiben. Schema 4 zeigt den 
Graph dieser Funktion für eine effektive Korrelationszeit  C τ  von 0.74 ns. Dissertation Jens Meiler 
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Schema 4: Kreuzkorrelierte Rate ΓΓΓΓ (Hz) in Abhängigkeit vom Dihedralwinkel ϕϕϕϕ  
 
Fünf kreuzkorrelierten Relaxationsraten wurden von Marcel J. J. Blommers und Teresa 
Carlomagno bestimmt
55. Sie sind in Tabelle 6 zusammengefasst. Zwei der experimentellen 
Raten wurden zwischen dem Dipol C03 – H03 und den Methylgruppen C22 – H22* bzw. C23 
– H23* gemessen. Hier muss die oben eingeführte Abhängigkeit (2.4) zusätzlich mit 
() ()
2 1
2 3cos 109.5º 1 0.3296 −= − º skaliert werden, wird eine isotrope Rotation der 
Methylgruppen zugrundegelegt. Bezieht man die gemessenen Raten nun auf die Winkel im 
Rückgrat des Epothilon A, ergeben sich je nach Einstellung dieser Dihedralwinkel die im 








Schema 5: RMSD der Raten in Abhängigkeit von den entsprechenden Dihedralwinkeln 
 
Daraus werden die gekennzeichneten Minima als Dihedralwinkelbeschränkungen für 
die Strukturrechnung genutzt. Die Einstellung des Dihedralwinkels C07 – C08 ist nach der 
Berücksichtigung weiterer NOE – Signale eindeutig und stimmt auch mit der Röntgenstruktur 
überein (siehe hinten). 
Zur Bestimmung der Struktur der freien Form wird Epothilon A in DMSO gelöst und 
NOESY – Spektren mit 300 ms, 500 ms und 700 ms Mischzeit aufgenommen. Die sich Mathematische Verfahren zur Aufklärung der Struktur, Dynamik und Biologischen Aktivität... 
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ergebenden Intensitäten der NOE – Intensitäten werden von Andreas Kamlowski 
übernommen
56 und gemäß Gleichung (2.3) auf den Mittelwert der vier beobachteten 
geminalen H,H – NOE – Intensitäten  skaliert. Genutzt werden dabei die Werte bei 300ms 
Mischzeit. Bei den beiden längeren Mischzeiten wird für einige Signale eine deutliche 
Abweichung vom linearen Anstieg der Intensität mit der Mischzeit „initial rate 
approximation“ beobachtet, die auf Spindiffusion zurückzuführen ist. 61 Distanzen werden 
aus NOE – Intensitäten gewonnen und wie oben beschrieben prozessiert. Zusätzlich werden 
in der Rechnung 11 skalare H,H – Kopplungen und 15 skalare H,C – Kopplungen verwendet. 
Dabei wird wiederum direkt die beobachtete Kopplung als zu optimierender Parameter 
eingesetzt. Analog der bereits im Dolastatin genutzten Beziehung 
() ()
2 11cos 0.5cos 0.5 HCCH HCCH HCCH JH z ϕϕ  =− +   wird zusätzlich für die H,C – 
Kopplungen  () ()
2 7cos 0.9cos HCCC HCCC HCCC JH z ϕϕ  =−   eingeführt. 
Um die Strukturen mit X-Plor behandeln zu können, müssen die Topologie definiert 
und die benötigten Atome in das vereinfachte Kraftfeld für X-Plor eingefügt werden. Die 
entsprechende Topologie und das Kraftfeld sind im Anhang C (Definition der Topologie und 
des Kraftfeldes für Epothilone A) gegeben. Die Vorzugsbindungslängen und 
Vorzugsbindungswinkel wurden aus der durch Röntgenkristallstrukturanalyse bestimmten 
Struktur entnommen.  
Alle experimentellen Parameter für die gebundene und auch die freie Form des 
Epothilon A sowie die entsprechenden erhaltenen Größen in den Rechnungen und aus der 
Röntgenkristallstrukturanalyse
54 sind in Tabelle 5, Tabelle 6 und Tabelle 7 zusammengefasst.   
Abbildung 4 stellt jeweils die energieärmste Struktur von 100 gerechneten Strukturen für die 
gebundene und die freie Form gemeinsam mit der aus der Röntgenkristallstrukturanalyse 
erhaltenen Struktur dar. Abbildung 5 zeigt eine Überlagerung der 10 energieärmsten 
Strukturen für beide Formen. Der RMSD – Wert der gebundenen Form liegt mit 0,103 Å für 
die Nichtwasserstoffatome und 0,537 Å für alle Atome höher, als für die freie Form mit 0.497 
Å und 0.016 Å (Tabelle 8). Die freie Form ist durch die deutlich größere Zahl der 
verwendeten NOE – Intensitäten (61 für die freie statt 27 für die gebundene Form des 
Epothilon A) und skalaren Kopplungen (26 für die freie statt 3 kreuzkorrelierte 
Relaxationsraten für die gebundene Form des Epothilon A) deutlich besser definiert. Die Dissertation Jens Meiler 
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Dihedralwinkel des Rückgrats sind in Tabelle 9 gegeben und mit der Röntgenstruktur 
verglichen.  
Die freie Form des Epothilon A ist im wesentlichen mit der durch 
Röntgenstrukturanalyse bestimmten Struktur identisch, wie aus dem Vergleich der 
Dihedralwinkel in Tabelle 9 ersichtlich ist. Die Struktur ist ebenfalls identisch mit der von 
Taylor et. al.
6 publizierten Lösungsstruktur in der Konformation A (ca. 85%). Alle 
publizierten Distanzen aus NOE – Intensitäten stimmen mit den hier bestimmten Werten mit 
einer Abweichung kleiner 0.5 Å überein. Ebenfalls kann die von Taylor et. al.
6 postulierte 
Konformation B (ca. 15%) bestätigt werden. Entsprechend verkürzte NOE – Distanzen 
wurden für die in Analogie mit den publizierten Werten für die Distanzen H03 – H07, H03 – 
H06 und H06 – H25* beobachtet (vgl. Tabelle 5). Diese Distanzen werden für die 
Bestimmung der Struktur der am stärksten populierten Konformation A mit um 1.5 Å 
größeren Toleranzen verwandt. Danach werden alle experimentell bestimmten Distanzen für 
die gebundene und für die freie Form erfüllt. Die drei Dihedralwinkel, die durch 
kreuzkorrelierte Relaxation definiert sind, werden innerhalb der vorgegebenen Toleranz von 
10 ° erfüllt. Die vorgegebenen Winkel betragen –140 °, 170 ° und –60 °. Die sich aus den 
resultierenden Einstellungen ergebenden kreuzkorrelierten Raten sind in Tabelle 6 gegeben 
und mit der Röntgenstruktur verglichen. Die für die freie Form experimentell erhaltenen 
skalaren Kopplungen werden ebenfalls innerhalb der vorgegebenen Toleranz von 3 Hz erfüllt, 
bis auf die Kopplungen zwischen H15 und C27, H03 und H23 sowie H03 und C05. Die erste 
Kopplung beschreibt den Dihedralwinkel um die Bindungen C15 – C16. Für diese Bindung 
ist weiterhin die skalare Kopplung zwischen H15 und C17 gemessen worden, die durch das 
Strukturmodell erfüllt ist. Die daraus resultierende Einstellung des Dihedralwinkels lässt aber 
eine Erfüllung der Kopplung zwischen H15 und C27 nicht zu. Diese Einstellung des 
Dihedralwinkels wird weiterhin durch das intensive NOE Signal zwischen H15 und H17 
bestätigt, welches die Distanz auf 2.5 Å festlegt. Die skalaren Kopplungen zwischen H03 und 
H23 sowie H03 und C05 widersprechen sich ebenfalls direkt in geringfügiger Weise. Der in 
dem Strukturmodell gefundene Kompromiss verletzt die experimentellen Kopplungen um 4.8 
Hz bzw. 3.2 Hz, erfüllt aber die weiterhin bestimmte skalare Kopplung zwischen H03 und 
H22. 
Während sich die Struktur der freien Form gegenüber der 
Röntgenkristallstrukturanalyse kaum verändert, zeigt die gebundene Form deutliche Mathematische Verfahren zur Aufklärung der Struktur, Dynamik und Biologischen Aktivität... 
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Abweichungen. Die freie Form des Epothilon A zeigt gegenüber der durch 
Röntgenkristallstrukturanalyse bestimmten Struktur Dihedralwinkeländerungen von über 30 ° 
für die Dihedralwinkel um die Bindungen um C01 – C02, C03 – C04 und C15 – C16. 
Während der Dihedralwinkel um C01 – C02 NMR spektroskopisch weder durch NOE 
Intensitäten noch durch skalare Kopplungen eingeschränkt ist und deshalb einer größeren 
experimentellen Unsicherheit unterliegt, sind die Dihedralwinkel und die Bindungen C03 – 
C04 sowie C15 – C16 durch skalare Kopplungen bestimmt, die diese Abweichungen 
hervorrufen. Auffällig ist, dass beide Abweichungen für Dihedralwinkel gefunden werden, für 
die mehr als eine skalare Kopplung bestimmt ist, und diese sich teilweise widersprechen. Der 
Röntgenkristallstrukturanalyse widersprechen die Kopplungen zwischen H15 und C27 sowie 
H03 und H05, was in der NMR spektroskopisch bestimmten Struktur korrigiert ist (vgl. 
Tabelle 7).  
Die gebundene Form des Epothilon A erfährt erwartungsgemäß stärkere 
Veränderungen. Der Makrozyklus  ändert seine Konformation in den Dihedralwinkeln um die 
Bindungen  C01 – C02, C02 – C03, C03 – C04, C04 – C05, C11 – C12, O011 – C01 um mehr 
als 30 °. Während die Konformation um die Bindungen C04 – C05 und O011 – C01 noch im 
Bereich von ±40 ° liegt und durch die dramatischen Änderungen um die benachbarten 
Bindungen hervorgerufen wird, sind die Änderungen um die Bindungen C02 – C03 und C03 
– C04 durch die experimentell bestimmten kreuzkorrelierten Relaxationsraten direkt 
begründet. Die Änderung um die Bindung C01 – C02 ist mit über 80 ° deutlich, aber durch 
die benachbarten, definierten Winkel hervorgerufen und nicht durch weitere NMR 
spektroskopische Parameter eingeschränkt. Auch die Bindung um C11 – C12 ist in der 
gebundenen Form weder durch Distanzen aus NOE Signalen noch durch kreuzkorrelierte 
Relaxation bestimmt, so dass die hier beschriebene Änderung ausschließlich durch das 
Kraftfeld hervorgerufen ist. Trotzdem verfügt der Makrozyklus des Epothilon A in der 
gebundenen Form eine sichtbare Ähnlichkeit zur freien Form, wie in  Abbildung 4 dargestellt 
ist.  
Eine entscheidende und gut belegte Änderung der Konformation ist aber in der 
Seitenkette zu beobachten. Der Dihedralwinkel um C15 – C16 erfährt eine 40 ° Drehung, und 
die konjugierte Bindung C17 – C18 erfährt eine 180 ° Drehung. Die erste Änderung ist durch 
eine aus NOE Intensitäten bestimmte Distanz zwischen H141 und H17 hervorgerufen. Die 
Drehung um die Bindung C17 – C18 ist durch die Änderung der Intensitäten der NOE Signale Dissertation Jens Meiler 
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zwischen H17 und H19 sowie H19 und H27* gegenüber der freien Form bewiesen. Während 
die Intensität des ersten Signals sich stark verringert, steigt die des zweiten deutlich an, 
wechselt man vom freien in den gebundenen Zustand (vgl. Tabelle 5). Diese gebundene 
Konformation liegt energetisch höher als die Konformation der Seitenkette in der freien 
Form, da hier H19 und H27* sterisch wechselwirken. Die Änderung muss daher auf die 
Wechselwirkung des Moleküls mit Tubulin zurückgeführt werden. 
Durch die Drehung wird das Stickstoffatom des Thiazolrings zugänglich, welches 
vorher durch die beiden benachbarten Methylgruppen gut abgeschirmt war. Zusätzlich bewegt 
es sich auf die Seite des Moleküls, auf der sich ebenfalls potentielle Substituenten an den 
Kohlenstoffatomen C12 und C13 befinden. Alle drei Strukturmerkmale spielen eine 
entscheidende Rolle bei der Wechselwirkung des Epothilons mit Tubulin, wie in Kapitel 6 
diskutiert ist und augenblicklich Gegenstand weiterer Untersuchungen ist. Mathematische Verfahren zur Aufklärung der Struktur, Dynamik und Biologischen Aktivität... 
  34 Abbildung4: Energieärmste 3D Struktur des gebundenen Epothilon A (oben) und des freien
Epothilon A (mitte)
die 3D Struktur aus der
Röntgenkristallstrukturanalyse zum Vergleich gegeben. Alle Abbildungen sind
Stereodarstellungen.
die aus der Molekulardynamik unter Berücksichtigung der
experimentellen NMR Parameter erhalten wurden. Unten istMathematische Verfahren zur Aufklärung der Struktur, Dynamik und Biologischen Aktivität... 
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3  Dipolare Kopplungen in partiell orientierenden Systemen 
 
3.1  Theoretische Grundlagen  
 
Dipolare Kopplungen ergeben sich aus Wechselwirkungen zwischen zwei Dipolen in 
















=−  (3.1) 
wobei  χ  der Winkel zwischen dem Vektor und dem Magnetfeld  0 B  ist,  , ij γ  die 
gyromagnetischen Verhältnisse der Kerne i und j und  ij r  der Abstand der Kerne i und j ist. 
Wird eine isotrope Bewegung eines Moleküls in Lösung angenommen, mitteln sich die 
dipolaren Kopplungen zu Null. Gelingt aber eine partielle Orientierung, werden die dipolaren 
Kopplungen nicht vollständig ausgemittelt, sondern sind anteilig messbar. 
Eine sehr kleine Vorzugsorientierung eines Moleküls ergibt sich, falls das Molekül 
selbst ein Dipolmoment hat. Jedoch sind die daraus resultierenden dipolaren Kopplungen sehr 
klein und liegen häufig im Bereich der Messungenauigkeit. Daher wird versucht, dem 
Molekül eine zusätzliche Orientierung zu geben. Dies kann durch den Zusatz von Bizellen
57-
66, durch Wechselwirkung an Purpurmembranen




71,72 oder der Bindung des Moleküls an ein 
paramagnetisches Zentrum
73-78 erreicht werden. In allen Fällen lässt sich die erreichte 
Orientierung durch einen Tensor zweiten Ranges beschreiben, womit sich für die Größe der 
dipolaren Kopplung für einen Vektor im Koordinatensystem des Tensors: 
  () () () () ()
43
20 22 22 58 ,, * , ij zz DD Y R Y Y
π θϕ θϕ θϕ =+ +  (3.2) 
ergibt. Während () , θϕ  die Orientierung des Vektors im Koordinatensystem des Tensors 
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wobei  zz A  den Anteil der Orientierung darstellt ( 1 zz A =  → Festkörper). 
Wird näherungsweise von einem intern starren Molekül ausgegangen, ergibt sich mit 
Gleichung (3.2): 
 
() () () () ()
43
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mit () ,, xyz θθθ θ=  als den drei Projektionswinkeln des Vektors auf die Achsen des Tensors, 
()
3 1
24 xx zz DD R =− − ,  ()
3 1
24 yy zz DD R =− +  und folglich  0 xx yy zz DDD ++= . 
Häufig ist es notwendig, den Vektor nicht im Koordinatensystem des Tensors, sondern 
in einem anderen Molekülkoordinatensystem zu betrachten. Dies kann durch die 
Berücksichtigung der entsprechenden EULER-Rotation  () ,, R αβγ  in den Gleichungen (3.2) 
und (3.4) erfolgen. Die sich ergebende Darstellung auf Basis der drei Projektionswinkel 
() ,, xyz θθθ  mit einer rotierten Darstellung der Tensormatrix, der sogenannten SAUPE-Matrix, 
wird in Kapitel 3.2 verwandt: 
 
() ()
cos 0 0 cos
cos , , 0 0 , , cos
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. (3.5) 
Hierbei wird  () ,, R αβγ  als entsprechende 3x3 Rotationsmatrix betrachtet. Dissertation Jens Meiler 
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Auch denkbar ist eine entsprechende EULER-Rotation  () ,, R αβγ  der 













= ∑ , (3.6) 
wie in Kapitel 3.4 beschrieben wird. Die  ()
2
' MM d β  sind hierbei die Elemente der reduzierten 
WIGNER-Rotationsmatrix
79. In beiden Fällen ergeben sich lineare Gleichungen für die 
dipolare Kopplung. Im ersten Fall sind die Koeffizienten reell, im zweiten Fall komplex. 
Beide Gleichungen werden in den folgenden Kapiteln verwandt werden. 
 
3.2 3D  Homologiesuche 
 
Die Zahl der alljährlich untersuchten Proteine nimmt stetig zu. Primärstrukturen von 
Tausenden Proteinen werden durch die Sequenzanalyse von Genen zugänglich. Zum Beispiel 
ergeben sich allein aus dem „human genome projekt“ die Primärstruktur einiger 100 000 
Proteine des menschlichen Körpers
80,81. Damit steigt zwangsläufig auch die Zahl der Proteine, 
die zum Ziel intensiver Forschung werden, da das Verständnis ihrer Funktion notwendig für 
eine Erweiterung unseres Bildes komplexer biochemischer Prozesse ist. Häufig ist in solchen 
Fällen die Aufklärung der 3D Struktur des Proteins, also der relativen Position aller Atome, 
unabdingbar. Heutige Methoden und Kapazitäten zur Grundlage genommen, würde die 
Bestimmung aller relevanten Strukturen allerdings einige Jahrhunderte dauern. Eine 
essentielle Beschleunigung dieser Verfahren ist daher nötig. 
Häufig ist für das Verständnis der Funktion eines Proteins eine „low resolution 
structure“, also eine Struktur mit schlechterer Auflösung der Atompositionen, ausreichend. 
Eine solche Struktur lässt das Erkennen von Sekundär-, Tertiär- sowie Quartärstruktur zu und 
kann oftmals in erheblich kürzerer Zeit als eine hochaufgelöste Struktur bestimmt werden. 
Dies wird besonders deutlich, wird berücksichtig, dass sich z. Zt. ca. 50% der neu bestimmten 
Proteinstrukturen auf eine bekannte Faltung zurückführen lassen. Es wird daher von einer 
oberen Grenze in der Zahl der möglichen Proteinfaltungen ausgegangen. Die Bestimmung 
einer „low resolution structure“ lässt sich dann im einfachsten Fall durch die Zuordnung eines 
Proteins unbekannter Struktur zu einer bekannten Familie von Faltungen erzielen. Mathematische Verfahren zur Aufklärung der Struktur, Dynamik und Biologischen Aktivität... 
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Die mit Abstand meisten Strukturen von Proteinen (~84%) werden durch 
Röntgenkristallstrukturanalyse bestimmt. Nachteile der Methode sind, dass die Substanzen 
nicht in ihrer natürlichen Umgebung, also einer Lösung, untersucht werden und dass sich 
deshalb ihre Struktur im Festkörper gegenüber der biologischen Realität verändert darstellen 
kann. Jegliche Dynamik, die in der Lösung eine erhebliche Rolle für die Funktion eines 
Enzyms spielt, ist nicht sichtbar. Des weiteren stellt die Kristallisation eines Proteins eine 
erhebliche Herausforderung dar und ist auch nicht in allen Fällen möglich. Ein Vorteil der 
Methode ist, dass die zu bestimmenden Proteine in ihrer Größe weit weniger limitiert sind, als 
bei Benutzung der zweiten bedeutenden Methode: der NMR Spektroskopie (~14%). 
Die NMR Spektroskopie erlaubt das Studium eines Proteins in Lösung (ebenso wie 
auch im Festkörper) und ist somit in der Lage, ein realistischeres Bild von Struktur und 
Dynamik unter biologischen Randbedingungen zu liefern. Die Limitierung in der Größe des 
untersuchten Proteins wird durch Verbesserungen der Methodik
82 verringert. Die Nutzung 
partiell orientierender Medien hat zu vielversprechenden Ansätzen für die Beschleunigung der 
Strukturaufklärung mittels NMR Spektroskopie geführt. Sie sind nach der Zuordnung der 
Signale einfach und daher schnell auswertbare Quellen der Information. „long range“ 
Strukturinformation wird zur Verfügung gestellt, die bisher für die NMR Spektroskopie nur 
indirekt zugänglich war. Damit sind relative Orientierungen von Sekundärstrukturelementen 
(z. B. Helix oder Faltblatt) und Tertiärstrukturelementen (Domänen) in einer einfach codierten 
Form erhältlich und können neben der direkten Verwendung für die Bestimmung der Struktur 
(Kapitel 3.3) auch zur Identifizierung der Faltung verwandt werden. 
Dabei wird der experimentell bestimmte Satz dipolarer Kopplungen als 
dreidimensionale Repräsentation der Struktur verstanden und mit bekannten 
dreidimensionalen Strukturen (z. B. aus der PDB) verglichen (Abbildung 6). Ein Satz 
experimenteller N – H
N für ein Protein enthält für jede Aminosäure (außer Prolin) eine reelle 
Zahl und kann somit als Vektor geschrieben werden. Sukzessive wird jedes Protein der 
Datenbank einzeln analysiert. Die Aminosäuresequenz eines Proteins stellt ebenfalls einen 
Vektor dar und kann somit mit dem Vektor der dipolaren Kopplungen überlagert werden. Um 
alle möglichen Zuordnungen der beiden Vektoren zueinander auf ihre 3D Strukturähnlichkeit 
hin überprüfen zu können, müssen beide Vektoren gegeneinander verschoben werden.  PDB
Resultat
Abbildung6: Prinzip der Bestimmung 3D homologer Proteinfaltungen auf Basis dipolarer
Kopplungen und der PDB. Die experimentellen Daten werden mit theoretisch








Der Vektor der dipolaren
Kopplungen ist eine
Codierung der 3D Struktur
Schleife über alle Proteine
Für jedes Protein wird eine Koordinatenmatrix der zu den experimentellen
dipolaren Kopplungen gehörenden Vektoren abgeleitet. Diese Matrix wird
relativ zum Vektor der dipolaren Kopplungen verschoben und für jede
Zuordnung werden die sich ergebenden theoretischen Kopplungen mit
den experimentellen Werten verglichen. Daraus folgt ein RMSD Wert.
Alle möglichen Zuordnungen werden nach dem
RMSD Wert der experimentellen zu den
berechneten dipolaren Kopplungen geordnet ausgegebenMathematische Verfahren zur Aufklärung der Struktur, Dynamik und Biologischen Aktivität... 
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Für jede einzelne der sich ergebenden Zuordnungen führt die lineare Darstellung 
dipolarer Kopplungen im Molekülkoordinatensystem (Gleichung (3.5)) zu einem 
überbestimmten System linearer Gleichungen, welches durch Pseudoinversion der 
zugehörigen rechteckigen Matrix (Moore-Penrose-Inversion) näherungsweise in 
() xx yy xy xz yz SSSSS  gelöst werden kann
9,10 (Gleichung (3.7)).  
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Daraus ergibt sich ein Satz theoretischer dipolarer Kopplungen 
i
calc D , die die 
experimentell bestimmten Werte mit minimalen RMSD – Werten erfüllen: 
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 Diese Rechnung wird für alle Proteine einer repräsentativen Auswahl von Faltungen 
aus der PDB (z. B.
83,84) wiederholt. Die Resultate jeder einzelnen Zuordnung werden gemäß 
dem Q – Wert geordnet. Dieser ist ein normierter RMSD – Wert (Gleichung (3.9)), für den 
01 Q ≤≤  der sinnvolle Wertebereich ist. Je geringer der Q – Wert ist, umso besser stimmen 
die experimentellen Werte mit einer Proteinstruktur in der jeweiligen Zuordnung überein. 



























Diese Prozedur wurde im Programm „DipoCoup“
85 implementiert und im WWW zur 
wissenschaftlichen Nutzung zur Verfügung gestellt
86. „DipoCoup“ ist in C++ programmiert 
und läuft unter Windows95/98/2000/NT
®. Mathematische Verfahren zur Aufklärung der Struktur, Dynamik und Biologischen Aktivität... 
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Die Suche nach 3D homologen Strukturen spielt vor allen Dingen in der frühen Phase 
der Strukturaufklärung von Proteinen eine Rolle. Gesetzt den Fall, dass keine Proteine mit 
einer hohen Primärsequenzhomologie gefunden werden können, handelt es sich mit großer 
Wahrscheinlichkeit um eine unbekannte Proteinfaltung. Der Strukturaufklärung solcher neuen 
Faltungen kommt eine besondere Bedeutung zu. Nach der Sequenzierung des Proteins können 
N – H
N residuale dipolare Kopplungen relativ schnell bestimmt werden
87 und im besonderen 
wesentlich schneller als zum Beispiel NOE Signale zugeordnet und ausgewertet sind. Die 
beschriebene Prozedur erlaubt es nun, diese experimentellen Daten unabhängig von 
Primärsequenzhomologie über bekannte Proteine oder Proteinteile zu legen und damit die 
Ähnlichkeit in der Faltung des Proteinrückgrats zu prüfen. Die Methode ist somit konträr zum 
Vergleich der Primärsequenz. Sie ist in der Lage, Proteine oder zumindest Fragmente mit 
ähnlicher 3D Struktur zu finden, auch wenn die Primärsequenzhomologie gering ist (vgl. 
Liteatur
85). Ein weiterer entscheidender Vorteil zum Vergleich der Primärsequenz ist, dass 3D 
Strukturinformation direkt verglichen wird. Bei Verfahren, die auf Basis einer 
Primärsequenzhomologie eine Struktur bestimmen, wird die Ähnlichkeit der 3D Struktur nur 
angenommen, kann aber nicht bewiesen werden.  
Logische Weiterentwicklungen dieser Methode sind Verfahren, die nur auf Basis 
dipolarer Kopplungsinformation die Struktur eines Proteins ableiten. Zwei Ansätze wurden 
hier vorgestellt: Delaglio et. al.
12 generieren aus der PDB eine Vielzahl von Bruchstücken mit 
jeweils sieben Aminosäuren. Oben vorgestelltes mathematisches Verfahren wird nun genutzt, 
um jeweils sieben aufeinanderfolgende dipolare N – H
N  Kopplungen über diese Bruchstücke 
zu legen. Aus den Strukturen, die am besten übereinstimmen, werden die Rückgratwinkel für 
einen Strukturvorschlag des Proteins gewonnen. Zumindest im Falle von Ubiquitin stimmt die 
so gewonnene Struktur gut mit der Röntgenstruktur überein. Hus et. al.
88 nutzen ebenfalls 
dieses mathematische Verfahren, um aus einem Satz von mindestens fünf verschiedenen 
dipolaren Kopplungen (z.B. N – H
N, N – C’, C’ – H
N , C
α  – C’  in zwei verschiedenen 
Orientierungen gemessen), die für eine Aminosäure bestimmt wurden, die 3D Lage der 
Peptidebene im Koordinatensystem des Tensors abzuleiten. Aus diesen Orientierungen lässt 
sich ebenfalls ein Strukturvorschlag für das Protein ableiten, indem die einzelnen 
Peptidebenen in der bestimmten Orientierung aneinandergereiht werden. Auch dieses 
Verfahren wurde bis jetzt nur an Ubiquitin erfolgreich getestet. Dissertation Jens Meiler 
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Alle drei Methoden zielen auf eine Beschleunigung der Bestimmung von 
Proteinstrukturen ab und sind als wichtige Schritte in diese Richtung einzuordnen. So wie hier 
beschrieben, bleiben sie jedoch auf der Stufe einer sehr groben Struktur stehen. Seitenketten 
werden zum Beispiel überhaupt nicht in die Rechnung einbezogen. Des weiteren werden alle 
drei Verfahren in der genannten Reihenfolge auch anfälliger für experimentelle Fehler. Man 
benötigt mindesten fünf experimentelle Werte, um das Gleichungssystem mit fünf 
unbekannten Größen lösen zu können. Dieser unteren Grenze nähert man sich in den beiden 
letztgenannten Beispielen. Liegen einige der genutzten Vektoren nahezu parallel, kann die 
Matrix auch für mehr als fünf Vektoren nahezu singulär werden, und kleine experimentelle 
Fehler auf den dipolaren Kopplungen führen dann zu großen Abweichungen in den 
bestimmten Strukturen. Außerdem vernachlässigen alle Verfahren Dynamik, die vor allen 
Dingen in flexiblen Regionen des Proteins die dipolare Kopplung entscheidend beeinflussen 
kann
89,90. Eine Einbeziehung dynamischer Modelle in diese Ansätze sowie die Nutzung 
mehrerer dipolarer Kopplungen, die in verschiedenen Medien an verschiedenen Vektoren 
gemessen sind, kann diese Verfahren sicherlich verbessern und robuster gestalten. 
 
3.3  Nutzung dipolarer Kopplungen in der Strukturaufklärung 
 
Die Aufklärung der 3D Struktur eines Proteins erfolgt ganz analog dem in Kapitel 2.1 
vorgestellten Verfahren. Es wird eine Molekulardynamik in einem stark vereinfachten 
Kraftfeld als „simulated annealing“ durchgeführt, die alle experimentell bestimmten 
Parameter in das Kraftfeld integriert und darauf ausgerichtet ist, diese zu erfüllen. Um 
dipolare Kopplungen zur Bestimmung bzw. Verfeinerung der 3D Struktur nutzen zu können, 
müssen die entsprechenden Programme so modifiziert werden, dass sie die Information der 
dipolaren Kopplungen sinnvoll in Energien und resultierende Kräfte umrechnen. Das 
verbreitetste dieser Programme ist das in Kapitel 2.1 beschriebene „X-Plor“
14.  
Die naheliegendste Implementierung würde, gemäß Gleichung (3.4), direkt die relative 
Orientierung des dipolaren Vektors zu dem Orientierungstensor so optimieren, dass die 
beobachtete dipolare Kopplung erfüllt ist. Dieser direkte Ansatz benötigt die Definition eines 
Tensors, relativ zu dem die Orientierung optimiert werden kann. Tjandra, et. al.
13 schlagen ein 
solches Protokoll für X-Plor erstmalig vor, indem sie vier zusätzliche Atome einführen, die Mathematische Verfahren zur Aufklärung der Struktur, Dynamik und Biologischen Aktivität... 
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das Koordinatensystem des Tensors definieren und weit vom Protein entfernt starr zueinander 
gehalten werden. Junker
91 implementierte ein ähnliches Verfahren, welches das 
Molekülkoordinatensystem selbst als Koordinatensystem des Tensors nutzt. Beide Methoden 
haben jedoch zwei entscheidende Nachteile: Der zusätzliche Tensor muss definiert werden, 
und die Beschränkungen sind demnach nicht intramolekular, sondern wirken vielmehr relativ 
zu diesem Tensor und nur indirekt auf relative Orientierungen der Vektoren innerhalb des 
Moleküls. Hinzu kommt die in Abbildung 7 sichtbare Komplexität der dipolaren 
Kopplungsinformation. In den allermeisten Fällen gibt es zwei generelle Einstellungen des 
Vektors relativ zur z- bzw. y-Achse des Tensors und dann wiederum unendlich viele 
Möglichkeiten auf einem Ellipsoiden der Sphäre. Daraus ergibt sich das entscheidende 
Problem dieser Implementierung: Wird, wie im Kapitel 2.1 beschrieben, von einer 
Zufallsstruktur des Proteins gestartet, werden die Vektoren statistisch im Raum verteilt sein. 
Sie werden daher jeweils zu ca. 50% auf der Nord- bzw. der Südhalbkugel liegen. Obwohl der 
Vektor in der realen Struktur eine definierte Orientierung haben wird, gibt es wegen der 
Symmetrie des Tensors auf beiden Halbkugeln Positionen, die die dipolare Kopplung 
erfüllen. Der Tensor selbst ist in seiner Orientierung durch dieses Zufallsmolekül gänzlich 
unbeschrieben. Somit sind alle Kräfte unsinnig, die aus den dipolaren Kopplungen abgeleitet 
werden. Zwangsläufig versucht ein angelegtes Kraftfeld die Vektoren auf der jeweiligen 
Halbkugel zu halten, die aber eben in 50% der Fälle gerade die falsche ist. Dies führt zu einer 
deutlichen Verschlechterung der Konvergenzrate (ca. 95 % → ca. 30 % der berechneten 
Strukturen). Somit werden dipolare Kopplungen entweder nur zur Strukturverfeinerung
91 oder 
mit so kleinen Kraftkonstanten in sehr langen Protokollen genutzt, dass ihr Einfluss zu Beginn 
der Rechnung vernachlässigbar klein ist
13. 
Die Lösung der beschriebenen Probleme liefert das Übersetzen der dipolaren 
Kopplungen in intramolekulare Strukturinformation. In Abbildung 8 wird gezeigt, dass die 
eigentlich relevante Strukturinformation intramolekular ist, im einfachsten Fall der Winkel 
ij δ  zwischen zwei Vektoren, der als das Skalarprodukt berechnet werden kann:  
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=   
  
  
 (3.10) Abbildung7: Charakter der Strukturinformation aus dipolaren Kopplungen: Die Orientierung der
Vektoren zwischen den koppelnden Kernen, relativ zu dem die partielle Orientierung
beschreibenden Tensor, ist durch die dipolare Kopplung bekannt. Es ergeben sich zwei
generellmöglicheEinstellungenfürdenVektorgegenüberderz-(bzw.dery-)Achsedes
Tensors ( ) und dort wiederum unendlich viele relative Orientierungen der Projektion
desVektorsindiexy-Ebene gegenüberderx-Achse( ).
Für die Bestimmung der 3D Struktur ist die Übersetzung dieser indirekten
StrukturinformationineinedirekteInformationüberdenWinkel zwischenzweidieser
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Dieser Winkel 
ij δ  hängt bei bekannter Länge des Vektors von vier Freiheitsgraden 
,, ,
ij ij ϕϕθθ  ab. Er kann im Molekül zwischen 0 ° und 180 ° liegen, wird aber durch die 
beiden gemessenen Werte der dipolaren Kopplungen auf einen kleineren, „erlaubten“ Bereich 
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  −− + + 
 (3.11) 
 
Diese erlaubten Bereiche werden durch vier Winkel  1234 ,,, ext ext ext ext δδδδ  begrenzt und 
werden für alle Vektoren paarweise bestimmt (Abbildung 8). Sie können anschließend als 
Projektionswinkelbeschränkungen direkt in der Molekulardynamikrechnung genutzt werden. 
Sie sind rein intramolekulare Beschränkungen und können ohne Konvergenzprobleme (95 % 
→ 90 % der berechneten Strukturen) ab Beginn der Rechnung parallel mit den NOE – 
Intensitäten  genutzt werden. Zu beachten ist, dass eine eventuell auftretende Barriere 
zwischen den zwei symmetrischen erlaubten Bereichen erst in der ersten Abkühlphase 
aktiviert wird, um die Energiehyperfläche in der Hochtemperaturphase einfach zu halten. 
Dazu wird das in Abbildung 1 vorgestellte X-Plor Protokoll aus Kapitel 2.1 mit zwei 






























































 Mathematische Verfahren zur Aufklärung der Struktur, Dynamik und Biologischen Aktivität... 
  54 
Der vollständige Programmcode dieser Erweiterung ist im Anhang E (Implementierung 
der Projektionswinkelbeschränkungen in X-Plor) gegeben. Die Implementierung ist 
ausführlich beschrieben und an Beispielen erläutert
92. Die benötigten Winkelbereiche können 
wahlweise direkt in X-Plor oder auch vorab mit dem Programm „DipoCoup“ (siehe 3.2) 
berechnet werden.  
Die Konvergenz der Rechnung wird durch die so eingeführte dipolare 
Kopplungsinformation kaum beeinflusst. Die dipolaren Kopplunge werden nach der 
Rechnung mit nur kleinen Abweichungen erfüllt, die innerhalb der vorgegebenen Toleranz 
liegen. Eine interessante Frage ist, welcher Anteil der verhältnismäßig aufwendig zu 
bestimmenden Abstandsinformation aus NOE – Intensitäten sich durch dipolare Kopplungen 
ersetzen lässt. Neben den unter Kapitel 3.2 beschriebenen Ansätzen auf NOE – Intensitäten  
ganz zu verzichten, kann auch ohne die Nutzung bereits bekannter Protein- oder 
Fragmentstrukturen ein erheblicher Teil der NOE – Information substituiert werden, wie in
92 
beschrieben ist. Es wird in allen Fällen eine erhebliche Orthogonalität zwischen dipolarer und 
NOE – Information beobachtet. Viele Strukturen erfüllen alle NOE – Intensitäten und haben 
trotzdem erhebliche Fehler in den dipolaren Kopplungen. Dies resultiert aus dem sich 
ergänzendem Charakter der Daten. Während NOE – Intensitäten  Abstandsinformation 
liefern, lassen sich dipolare Kopplungen wie beschrieben in intramolekulare 
Winkelinformation übersetzen. Dipolare Kopplungen liefern relevante zusätzliche und neue 
Strukturinformation für Proteine und andere biologisch relevante Verbindungen, wie zum 
Beispiel Zucker
93. Darüber hinaus lässt sich aus dipolaren Kopplungen auch Information über 
die Dynamik von Molekülen erhalten. 
 
3.4  Dynamische Betrachtung dipolarer Kopplungen 
 
Das Verständnis der Moleküldynamik ist von wesentlicher Bedeutung für die Erklärung 
biochemischer Prozesse, da diese meist mit Änderungen in der 3D Struktur einhergehen, die 
von der Beweglichkeit einzelner Molekülteile wesentlich mitbestimmt werden. Dynamische 
Information ist aus NMR spektroskopischen Daten über Relaxations- und 
Austauschexperimente zugänglich. Während Relaxationsexperimente Informationen auf ns – 
Zeitskalen für Proteine liefern, ergeben Austauschexperimente Informationen im ms – 
Bereich. Der bisher kaum zugängliche µ s – Bereich ist nun durch dipolare Kopplungen Dissertation Jens Meiler 
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abgedeckt. Die experimentell bestimmten dipolaren Kopplungen ergeben sich als Mittel der 
tatsächlichen dipolaren Kopplung während der gesamten Messperiode. Eine Trennung der 
Gesamtbewegung des Moleküls von der lokalen Bewegung einzelner Vektoren oder 
Molekülteile führt zur gesuchten Informationen über lokale Dynamik. 
Es kann gezeigt werden, dass eine rein axialsymmetrische Bewegung des Vektors eine 
Skalierung der experimentell beobachteten dipolaren Kopplung mit dem Ordnungsparameter 
S  der Bewegung gleichkommt. Kompliziertere Bewegungsmodelle ergeben aber deutlich 
komplexere Änderungen der experimentell beobachtbaren dipolaren Kopplung. 
Abbildung 9 zeigt die Größe der N – H
N dipolaren Kopplung während einer 10 ns 
Molekulardynamikrechnung des Proteins Ubiquitin für Asp 52. Deutliche Änderungen in der 
Größe der Kopplung sind ersichtlich. Der Kopplungswert ist abhängig von der jeweiligen 
Projektion des Vektor auf die Hauptachsen. Da jedoch nur der Mittelwert der entsprechenden 
Verteilung experimentell zugänglich ist, wird Information über Moleküldynamik erst durch 
die Kombination mehrerer dipolarer Kopplungen für einen Vektor möglich, die in 





























































Gleichung (3.13) enthält die Abhängigkeit der dipolaren Kopplung eines Vektors im 
Molekülkoordinatensystem zu einem Orientierungstensor, der sich in einem um 
() ,, R αβγ rotierten Koordinatensystem befindet (vgl. Kapitel 3.1). Die entscheidenden 
Größen sind die Mittelwerte der Kugelflächenfunktionen  () 2 , M Y θϕ  mit  2,..., 2 m =− + . 
Sind experimentelle dipolare Kopplungen  i D  zusammen mit den Rotationen  () ,, ii i R αβγ  
von mindestens fünf ( 1,.., 5 in =≥ ) verschiedenen Orientierungstensoren sowie deren Größe 
, zz i D  und Rhombizität  i R  bekannt, ergibt sich aus Gleichung (3.13) ein komplexes lineares Mathematische Verfahren zur Aufklärung der Struktur, Dynamik und Biologischen Aktivität... 
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Gleichungssystem. Dieses kann durch (Pseudo-)-Inversion der entsprechenden Matrix gelöst 
werden und liefert die zum Vektor gehörenden  () 2, , m Y θϕ -werte. 
Aus diesen Mittelwerten lässt sich zunächst in vollständiger Analogie zu dem von 
Liparo und Szabo
94,95 eingeführten Ordnungsparameter für die Relaxation 










= ∑ , (3.14) 
ein Ordnungsparameter für dipolare Kopplungen ableiten. Darüber hinaus ist aus den 
() 2, , m Y θϕ weit mehr Information über die Bewegung des zugehörigen Vektors ableitbar. So 
ist zum Beispiel ein Vergleich dieser Werte mit den verschiedensten Bewegungsmodellen 
denkbar. Im einfachsten Fall kann zum Beispiel eine Asymmetrie η  der Bewegung definiert 
werden:  
  () () () ()
**
2, 2, 2, 2,
2, 1, 1, 2 2, 1,0, 1, 2
,, ,, mm mm
mm
YY YY η θϕ θϕ θϕ θϕ
=− − + + =− − + +
= ∑∑ . (3.15) 
Weiterhin ist durch die Minimierung des Terms 




,, mm e f f e f f
m
YY θϕ θ ϕ
=−
− ∑  (3.16) 
eine effektive Orientierung des Vektors () , eff eff θϕ  zugänglich, die der mittleren Orientierung 
() , av av θϕ  sehr nahe kommt. Im besonderen liegt sie näher als jede Orientierung, die aus nur 
einer dipolaren Kopplung abgeleitet wird. Somit ist also auch eine Verbesserung des starren 
Modells einer mittleren Proteinstruktur durch eine Berücksichtigung der Moleküldynamik 
kein Widerspruch.  
Diese Methodik der dynamischen Diskussion dipolarer Kopplungen wird anhand einer 
freien 10 ns Dynamik des Proteins Ubiquitin in einem CHARMM 24 Kraftfeld entwickelt und 
erprobt
89. In
90 werden die entwickelten Verfahren auf experimentelle Daten des Proteins 
Ubiquitin angewandt.  Dissertation Jens Meiler 
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  Die Dynamik von Proteinen spielt eine essentielle Rolle bei Faltung, Transport und 
Funktion. Ihr Verständnis ist daher Grundlage weitergehender Untersuchungen. Dipolare 
Kopplungen sind geeignet, Dynamik von Proteinen zu untersuchen. Im besonderen lassen sie 
die Ableitung eines modellfreien Ordnungsparameters 
2 S
 zu, der in Analogie zum von Liparo 
und Szabo
94,95 eingeführten Ordnungsparameter für die Relaxation definiert werden kann. Im 
Unterschied zu diesem wird er aber nicht auf einer ns Zeitskala, sondern im µ s und ms 
Bereich bestimmt, eine Zeitskala, die für die Untersuchung der Dynamik bisher nur schwer 
zugänglich war. Über die Ordnungsparameter hinaus lässt sich ebenso modellfrei eine mittlere 
Orientierung des Vektors, axialsymmetrische Anteile und nichtaxialsymmetrische Anteile der 
Dynamik ableiten und auswerten. Diese Daten lassen eine detaillierte Interpretation der 
Bewegung eines Vektors sowie eine Bestimmung seiner mittleren Position zu. Die 
Anwendung der so entwickelten Protokolle auf experimentelle Daten
90 lässt Proteine deutlich 
dynamischer erscheinen, als auf der Zeitskala der Relaxationsexperimente zu erkennen ist. 
Der mittlere Ordnungsparameter sinkt von 0.8 auf 0.6. Dies entspricht einer Vergrößerung des 
mittleren Öffnungswinkels der Bewegung von 22 ° auf 33 °. Die Bewegungen weichen 
teilweise bis zu 40% und im Mittel 15% von der Axialsymmetrie ab. Weitere Einsichten in 
dynamische Effekte auf dieser Zeitskala würde die Wiederholung der Experimente und 
Berechnungen mit einem weniger globulären und starren Protein als Ubiquitin liefern.  Mathematische Verfahren zur Aufklärung der Struktur, Dynamik und Biologischen Aktivität... 

















































































































































































































































































































































































































































































































2Mathematische Verfahren zur Aufklärung der Struktur, Dynamik und Biologischen Aktivität... 
  60 
 Dissertation Jens Meiler 
  61 
4 Kohlenstoff 
13C NMR chemische Verschiebungen in der Strukturaufklärung 
 
4.1  Neuronale Netze und genetische Algorithmen in der Chemie 
 
Neuronale Netze und genetische Algorithmen spielen eine ständig wachsende Rolle bei 
der Auswertung von numerischen Daten in der Chemie und Biochemie
29,96,97.  
Künstliche Neuronen werden in Computerprogrammen simuliert, sind aber in ihrem 
Aufbau und ihrer Funktionsweise dem natürlichen Vorbild entlehnt. Abbildung 10 zeigt ein 
künstliches und ein natürliches Neuron im Vergleich. Die drei essentiellen Schritte der 
Datenverarbeitung: die Wichtung der Information verschiedener Quellen, ihre Kombination 
zu einem Signal sowie der Sprungcharakter der Transferfunktion sind dargestellt. Als 
Transferfunktion wird häufig die Sigmoidfunktion (Gleichung (4.1), Schema 6) verwandt. 
Neuronen dieses grundsätzlich immer äquivalenten Aufbaus lassen sich zu künstlichen 
neuronalen Netzen zusammenschalten und analog zu natürlichen neuronalen Netzen 
trainieren, bestimmte Zusammenhänge zu „verstehen“. Obwohl sie in ihrer Komplexität 
(noch) weit hinter jedem natürlichen neuronalen Netz zurückstehen, können sie, auf 
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Schema 6:   Graph der Sigmoidfunktion 
 
Ein prädestiniertes Anwendungsgebiet neuronaler Netze sind quantitative Struktur –   
Eigenschafts – Beziehungen (QSPR) und quantitative Struktur – Aktivitäts – Beziehungen 
(QSAR). Insbesondere wenn kein Model für den mathematischen Zusammenhang besteht, 
also eine direkte Anpassung der Parameter des Modells an die experimentellen Daten Mathematische Verfahren zur Aufklärung der Struktur, Dynamik und Biologischen Aktivität... 
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unmöglich ist, sind neuronale Netze die Methode der Wahl. Sie sind aufgrund ihrer 
komplexen Struktur flexibel genug, auch komplizierte mathematische Zusammenhänge zu 
beschreiben. Die mathematische Form der Beschreibung ergibt sich während des Trainings 
und wird daher oft als „sich selbst organisierend (self organizing)“ bezeichnet. Diese 
Anpassung eines sehr flexiblen Modells an das Problem stellt den eigentlichen 
Quantensprung bei der Verwendung eines künstlichen neuronalen Netzes im Vergleich zu 
herkömmlichen Verfahren mit einem vorgegebenen mathematischen Modell dar. Diese 
Eigenschaften erlauben neuronalen Netzen mit „unscharfer“ bzw. „verwaschener“ 
Information zu arbeiten (also Datensätzen, wo der direkte Zusammenhang zwischen einem 
einzelnem Parameter und der Wirkung unklar ist und nur durch Kombination einer Vielzahl 
verschiedener Parameter erklärt werden kann). Im besonderen erzielen sie hervorragende 
Ergebnisse bei der Interpolation und auch bei der Extrapolation unbekannter Datensätze. 
Der verbreitetste Typ neuronaler Netze wird nach seiner Trainingsmethode als 
„backpropagation“ – Netzwerk bezeichnet. Die Neuronen werden in Schichten angeordnet, 
und alle Neuronen zweier benachbarter Schichten sind paarweise miteinander verbunden 
(Abbildung 11). Die Information fließt von den Eingängen ohne Rückkopplung zu den 
Ausgängen des Netzwerks. Das Training erfolgt durch die Anpassung der Gewichte an einen 
Datensatz mit vorgegebenen Eigenschaften (Trainingsdatensatz). Aus der Abweichung des 
berechneten Wertes vom Vorgabewert dieses Trainingssatzes wird eine Veränderung der 
Gewichte berechnet, die diese Differenz verkleinert. Das Training eines neuronalen 
Netzwerkes ist somit ein iterativer Prozess, der durch zwei wesentliche Trainingsparameter 
bestimmt wird. Gleichung (4.2) gibt die Änderung der Gewichte in einem Trainingsschritt an: 
  1 nn wy w ηδ α − ∆= ⋅ + ⋅ ∆ . (4.2) 
η  ist die sogenannte Lernrate („learning rate“) und bestimmt den Anteil der berechneten 
Veränderung, welcher tatsächlich im n  – ten Schritt der Optimierung auf die Gewichte 
angewandt wird. α  bezeichnet den Anteil der Änderung des (n-1) – ten Schritts, der im n – 
ten Schritt übernommen wird („momentum“) und ist eine Art Trägheit der Bewegung, die es 
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Mit dem Programm „Smart“ wird ein Werkzeug zum Training und zur Nutzung von 
neuronalen Netzen diesen Typs im WWW für die wissenschaftliche Nutzung verfügbar 
gemacht
86. Das Programm „Smart“ ist in C++ programmiert und läuft unter 
Windows95/98/2000/NT
®. 
Genetische Algorithmen sind Optimierungsverfahren. Sie beruhen auf der Anpassung 
eines genetischen Codes an eine Umgebung (Fitnessfunktion), ähnlich wie er in der Natur 
angewandt wird. Drei wesentliche Schritte: Selektion, Rekombination und Mutation müssen 
dazu implementiert werden. Lässt sich die Information zum Beispiel in einem Vektor mit den 
Elementen „Null“ und „Eins“ speichern, wird noch eine „Fitnessfunktion“ benötigt, welche 
aus diesem Vektor den zu optimierenden Parameter errechnet. Ein Anfangsensemble von n 
Individuen wird durch zufälliges Besetzen der Vektoren mit „Null“ und „Eins“ generiert. 
Anschließend wird für jedes dieser Individuen der zu optimierende Parameter mit der 
definierten „Fitnessfunktion“ berechnet. Die nächste Generation wird durch n – fache 
Rekombination jeweils zweier ausgewählter Individuen erhalten. Dabei werden Individuen 
mit einer kleineren Abweichung vom Vorgabewert (hohe Fitness) mit einer größeren 
Wahrscheinlichkeit ausgewählt. Die Rekombination selbst erfolgt durch das Besetzen des 
neuen Vektors mit jeweils einer der entsprechenden Zahlen aus den Vektoren der Eltern. 
Diese wird zufällig gewählt. Eine Mutation wäre dann das willkürliche Ändern einer der 
Zahlen. Anschließend wird wieder für jedes der neuen Individuen eine Fitness berechnet und 
der Prozess beginnt von vorne.  
Ein Vorteil genetischer Algorithmen ist, dass sie den Raum vollständig absuchen 
können, ohne von lokalen Minima aufgehalten zu werden. Im Kontrast zu einem „simulated 
annealing“, wird hier durch die indirekte Bestimmung der Optimierungsrichtung (Selektion 
über Fitness) ein direkter Zug zu lokalen Minima vermieden. Dies ist vorteilhaft bei sehr 
komplexen Hyperflächen, aber auch zeitaufwendiger. Nachteilig wirkt sich aus, dass sie zwar 
im Regelfall recht nahe am absoluten Minimum, aber oft nicht genau im absoluten Minimum 
enden und eine anschließende Optimierung mit anderen Methoden erforderlich wird. 
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4.2 Berechnung 
13C chemischer Verschiebungen mittels neuronaler Netze 
 
Die effektive computergestützte Nutzung der Kohlenstoff 
13C chemischen 
Verschiebung zur Strukturaufklärung setzt eine schnelle und exakte Möglichkeit zur 
Berechnung selbiger voraus, wie in den beiden folgenden Kapiteln sichtbar werden wird.  
Die Kohlenstoff 
13C chemische Verschiebung ist seit der Einführung der 
Computertechnik eine der bestarchivierten Größen in der Chemie überhaupt. Dies liegt an der 
Kombination der bestechenden Einfachheit einer einzelnen Zahl mit der komplexen 
Information über die chemische Umgebung eines Kohlenstoffatoms, die in ihr enthalten ist. 
Entsprechend werden Kohlenstoff 
13C chemische Verschiebungen in großen 
Datenbanksystemen, wie zum Beispiel SPECINFO
19, gespeichert und so der weiteren Nutzung 
zugänglich gemacht. 
Mit der Etablierung der Datenbanken wurden auch Verfahren zur Berechnung bzw. zur 
Abschätzung der chemischen Verschiebung entwickelt
16,17,21,98-100. Diese Verfahren setzen 
bereits eine Codierung der chemischen Umgebung eines Kohlenstoffatoms voraus. Dies 
erfolgt meist in sphärischer Form (Abbildung 12), da der Einfluss von Substituenten auf die 
chemische Verschiebung mit wachsender Entfernung im Bindungsnetzwerk normalerweise 
abnimmt. Ausnahmen sind hier Effekte auf die chemische Verschiebung, die durch den Raum 
wirken, wie Wasserstoffbrückenbindungen oder sterische Wechselwirkungen. Sie sind 
gleichzeitig die Schwachpunkte der allermeisten Verfahren. 
  Alternativ werden auch 
13C chemische Verschiebungen aus der Molekülgeometrie 
durch ab initio Verfahren berechnet
101-103. Beide Verfahren ergänzen sich, da die Berechnung 
über semiempirische Verfahren deutlich schneller, aber von der dem Verfahren zugrunde 
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Die semiempirische Berechnung der Kohlenstoff 
13C chemischen Verschiebung aus 
sphärischen Codierungen war auch eines der ersten Anwendungsgebiete für neuronale Netze 
in der Chemie
22,24,104-115. Abbildung 13 zeigt, wie eine numerische, sphärische Codierung der 
Umgebung eines Kohlenstoffatoms abgeleitet und als Eingabevektor für ein künstliches 
neuronales Netz verwandt wird. Dieses wurde mit Beispielen aus über zwei Millionen 
chemischen Verschiebungen und den zugehörigen Atomumgebungen trainiert, die chemische 
Verschiebung zu berechnen. Die mittlere Abweichung der Methode beträgt 1.6 ppm. Bei 
einer durchschnittlichen Berechnung von 5 000 chemischen Verschiebungen pro Sekunde, ist 
dies mit Abstand das schnellste und exakteste bekannte Verfahren. Abbildung 14 zeigt die 
Korrelation der berechneten mit den experimentellen chemischen Verschiebungen. Mit der 
umfangreichen Datenbasis wird die bekannte organische Chemie vollständig abdeckt. Die 
Durchführung und die Ergebnisse sind detailliert in der Literatur
115 vorgestellt. Mit dem 
Programm „C_shift“ wurde ein Werkzeug entwickelt, welches die Eingabe einer Struktur und 
die Berechnung des Kohlenstoff 
13C NMR Spektrums erlaubt. Das Programm „C_shift“ ist in 
C++ programmiert und läuft unter Windows95/98/2000/NT
®. 
Die chemische Verschiebung eines Kohlenstoffatoms wird hauptsächlich durch seine 
konstitutionelle chemische Umgebung bestimmt. Sie bedingt Schwankungen im Bereich von 
bis zu 250 ppm. Räumliche Wechselwirkungen, wie sterische Hinderungen, Lösungsmittel 
und stereochemische Effekte, spielen nur bedingt in einer Minderheit der organischen 
Moleküle eine entscheidende Rolle. In den meisten Fällen übersteigen diese Einflüsse nicht 2 
ppm (ca. 1 % der Gesamtskala), in Ausnahmefällen sind aber bis zu 25 ppm (cis – trans 
Stereoisomerie, ca. 10 % der Gesamtskala) möglich. Neuronale Netze können mittels einer 
numerischen Codierung der konstitutionellen Umgebung und ausreichend vielen Beispielen 
trainiert werden, die chemische Verschiebung der Kohlenstoffatome organischer 
Verbindungen zu berechnen. Dabei kombinieren sie die Vorteile bisher bekannter 
Datenbankabschätzungen (hohe Genauigkeit) und Inkrementverfahren (hohe 
Geschwindigkeit). Darüber hinaus sind sie auch in der Lage, gute Vorhersagen für organische 
Moleküle zu treffen, die in der Datenbank schlecht repräsentiert bzw. durch Inkremente nicht 
beschrieben sind. Ein genereller Nachteil dieser Implementierung ist, dass man im Gegensatz 
zu Datenbankverfahren nicht auf die Rohdaten zurückgreifen kann. Außerdem werden die 
meist kleinen Effekte durch räumliche Wechselwirkungen vernachlässigt. Die hohe Mathematische Verfahren zur Aufklärung der Struktur, Dynamik und Biologischen Aktivität... 
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Geschwindigkeit prädestiniert das Verfahren zur Kombination mit Strukturgeneratoren wie 
im folgenden deutlich werden wird. 
 
4.3  Auswertung der Resultate von Strukturgeneratoren  
 
Strukturgeneratoren erstellen große Ensemble möglicher Konstitutionen unter 
Berücksichtigung von Randbedingungen. Diese Randbedingungen können im einfachsten Fall 
nur die Summenformel umfassen (Programm MOLGEN
116,117), aber auch komplexere 
Informationen wie Bindungsmuster aus zweidimensionalen NMR Spektren nutzen 
(Programm COCON
118-121).  
Schon für eine relativ kleine Anzahl von z. B. 20 Nichtwasserstoffatomen werden 
Milliarden von Konstitutionen möglich. Selbst unter Einbeziehung so komplexer 
Randbedingungen wie zweidimensionale NMR Spektren, lässt sich diese Zahl oft nicht auf 
eine einzige Lösung reduzieren. Diese kombinatorische Explosion beschränkt alle diese 
Verfahren in ihrer Nutzung, da eine nachträgliche Analyse von einigen 1 000 generierten 
Strukturvorschlägen per Hand unmöglich ist. 
Die Zahl der generierten Strukturen kann letztendlich nur durch die effiziente Nutzung 
weiterer experimenteller Informationen verkleinert werden. Zwei Möglichkeiten sind die 
Einführung weiterer Randbedingungen (z. B. Nutzung weiterer 2D Spektren in COCON) oder 
die nachträgliche Validierung der generierten Strukturen mit weiteren experimentellen Daten. 
Diese Validierung ist umso effektiver, je orthogonaler die verwandte Information zu den 
bereits genutzten Randbedingungen ist. 
So wird zum Beispiel im Programm COCON die Kohlenstoff 
13C chemische 
Verschiebung nicht genutzt, stellt aber eine deutlich orthogonale Information zu den 
Verknüpfungsmustern dar, die aus 2D NMR Spektren gewonnen werden. Eine naheliegende 
Anwendung der im Kapitel 4.2 vorgestellten schnellen Berechnung chemischer 
Verschiebungen ist der nachträgliche Vergleich des experimentellen 
13C NMR Spektrums und 
der durch das neuronale Netz berechneten Spektren für alle generierten Strukturen. Mit dieser 
Methode lassen sich alle Strukturvorschläge gemäß ihrer Übereinstimmung mit dem 
Experiment ordnen. Für kleine Ensemble (je nach Beispiel bis einige 1 000 Strukturen) lässt Dissertation Jens Meiler 
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sich direkt die richtige Konstitution ableiten. Im Falle größerer Ensemble (einige 10 000 
Strukturen) kann die Zahl der Strukturvorschläge auf diejenigen reduziert werden, die mit 
dem experimentellen Spektrum in Einklang zu bringen sind.  
Die Methode lässt sich weiterhin durch die Kombination mit einer Substruktursuche 
ergänzen. Diese erlaubt die Suche nach Basisstrukturen und deren individuellen Vergleich mit 
dem 
13C NMR Spektrum. Damit können im Falle sehr großer Strukturensemble zumindest die 
wahrscheinlichsten Basisstrukturelemente (z. B. bestimmte Ringssysteme) extrahiert werden. 
Die Durchführung und die Ergebnisse sind detailliert in der Literatur
122 vorgestellt. Das 




13C NMR Spektrum einer organischen Verbindung stellt eine detaillierte 
Beschreibung seiner Struktur dar. Demzufolge kann es genutzt werden, um Vorschläge von 
Strukturgeneratoren zu überprüfen. Ist das experimentelle 
13C NMR Spektrum bekannt, kann 
für alle Moleküle eines Ensembles, welches zuvor mit dem Strukturgenerator COCON erstellt 
wurde, das 
13C NMR Spektrum berechnet werden. Die Zahl der wahrscheinlichen Strukturen 
kann so in wenigen Sekunden oder Minuten auf ca. 1 ‰ der Strukturen eingeschränkt werden, 
die eine geringe Abweichung zum experimentellen NMR Spektrum haben. Die Kombination 
mit einer Substrukturanalyse erlaubt weiterhin die Erkennung wahrscheinlicher, 
geschlossener Ringsysteme und gibt einen Überblick über die Struktur des generierten 
Konstitutionssubraumes.  
 
4.4  Ab initio Strukturbestimmung mit Hilfe eines genetischen Algorithmus 
 
Genetische Algorithmen sind in der Chemie noch weit weniger verbreitet als künstliche 
neuronale Netze (vgl. Kapitel 4.1). Eine der wichtigsten Fragestellungen bei der Nutzung 
genetischer Algorithmen ist die sinnvolle Implementierung der Individuen: Die beschriebenen 
Schritte eines genetischen Algorithmus müssen auf die speziellen Individuen abgestimmt 
werden. Moleküle lassen sich auch (mit etwas Umstand) als Vektor von Nullen und Einsen 
darstellen, wie im Kapitel 4.1 beschrieben wurde. Die dort erklärten Mechanismen für 
Mutation und Rekombination sind aber dann nicht sinnvoll. Sie führen in den allermeisten Mathematische Verfahren zur Aufklärung der Struktur, Dynamik und Biologischen Aktivität... 
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Fällen nicht zu Molekülen und konsequenterweise nur in den allerwenigsten Fällen zu 
sinnvollen und besseren Strukturvorschlägen im Sinne der Fitnessfunktion. 
Offenbar ist eine neue Implementierung genetischer Algorithmen notwendig, sollen 
Konstitutionsformeln von Molekülen als Individuen betrachtet werden. Mit einer solchen 
Implementierung ist es dann möglich, die Struktur von Molekülen direkt auf experimentell 
bestimmte Eigenschaften hin zu optimieren. Abbildung 15 zeigt, wie sich eine 
Konstitutionsformel in einen Vektor von Zahlen codieren lässt. Dazu wird ein Teil der 
Bindungsmatrix des Moleküls als Vektor geschrieben. Dieser Vektor enthält für jedes Atom – 
Atom Paare genau eine Zahl, also gerade  ()
1
2 1 NN −  Werte, wenn N die Zahl der Atome ist. 
Für jedes Atom – Atom Paar ist der Bindungszustand gegeben mit 0 (ungebunden), 1 
(Einfachbindung), 2 (Doppelbindung) oder 3 (Dreifachbindung). Dieser Vektor wird als 
genetischer Code des Moleküls betrachtet. Er berücksichtigt in dieser Form nur die 
Konstitution, kann aber leicht erweitert werden, um auch Stereochemie zu codieren. 
Um eine Kindgeneration erzeugen zu können, müssen zwei Moleküle zu einem neuen 
Molekül rekombiniert werden. Diese Funktion betrachtet nacheinander alle Paare von jeweils 
zwei Atomen, und somit alle Positionen in den entsprechenden Vektoren der beiden 
Elternmoleküle. Für die Bindung zwischen diesen beiden Atomen im neuen Molekül wählt 
sie zufällig eine der beiden Möglichkeiten, die in den Elternmolekülen vorgegeben ist. Zu 
testende Randbedingungen sind, dass die Struktur chemisch sinnvoll ist, am Ende ein einziges 
zusammenhängendes Molekül entstanden ist und dass die Zahl der nicht explizit behandelten 
Wasserstoffatome unverändert bleibt. Mutation wird durch das Ändern einer Bindung 
erreicht. So kann zum Beispiel eine Bindung entfernt und dafür eine neue eingefügt oder auch 
der Typ einer Bindung geändert werden. MS
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Abbildung15: Im oberen Teil der Abbildung ist der genetische Code eines Moleküls gegeben, welcher
die Konstitution des Moleküls vollständig beschreibt. Ein Teil der symmetrischen
KonnektivitätsmatrixwirdhierfürineinenVektortransformiert.
Im unteren Teil der Abbildung ist ein genetischer Algorithmus dargestellt, der unter
Verwendung dieser Codiereung die Konstitution eines Moleküls auf das C NMR
Spektrum optimiert. Damit wird eine weitgehend automatische Aufklärung der
Strukturmöglich.
13Mathematische Verfahren zur Aufklärung der Struktur, Dynamik und Biologischen Aktivität... 
  80 
 Dissertation Jens Meiler 
  81 
Entscheidendes Moment eines genetischen Algorithmus ist aber die Auswahl der 
Moleküle, die für die Rekombination verwandt werden. Diese Selektion bestimmt, auf welche 
Eigenschaften die Strukturen optimiert werden sollen. In Kombination mit den Ergebnissen 
aus den Kapiteln 4.2 und 4.3 liegt die Verwendung des 
13C NMR Spektrums nahe. Dieses 
kann, wie im Kapitel 4.2 beschrieben, schnell berechnet werden und stellt, wie in Kapitel 4.3 
gezeigt, eine detaillierte Beschreibung der Struktur dar. Es eignet sich daher in besonderem 
Maße als Fitnessfunktion. Durch diese Kombination kann eine Konstitution gefunden werden, 
die das 
13C NMR Spektrum mit möglichst geringer Abweichung erfüllt, womit ein Ansatz zur 
automatisierten Strukturaufklärung gegeben ist. In Kombination mit weiteren intelligenten 
Interventionsmöglichkeiten, wie z. B. Listen verbotener und notwendiger Fragmente, kann ein 
solcher Algorithmus auch ein unterstützendes Werkzeug zur Strukturaufklärung werden. Da 
die Berechnung des 
13C NMR Spektrums nur die Konstitution einbezieht, ist aber keine 
Optimierung der Stereochemie oder gar der räumlichen Struktur möglich. Daher enthält der 
genetische Code auch diese Information nicht. 
Die Implementierung und erste Ergebnisse einer Strukturaufklärung mit dem 
beschriebenen Ansatz sind detailliert vorgestellt
123. Das Programm „Genius“ führt die 
Berechnung aus, ist in C++ programmiert und läuft unter Windows95/98/2000/NT
®. 
Die Konstitution von Molekülen kann durch einen Vektor der Bindungszustände 
zwischen allen Atom – Atom Paaren beschrieben werden. Selbige Vektoren sind geeignet, in 
einem genetischen Algorithmus als genetischer Code von Konstitutionen betrachtet zu 
werden. Rekombinationsoperatoren und Mutationsoperatoren lassen sich unter Verwendung 
dieser Vektoren definieren. Existiert eine Funktion, die es erlaubt aus diesem Vektor eine 
Eigenschaft des Moleküls zu berechnen und ist weiterhin der experimentelle Wert zugänglich, 
kann die Konstitutionsformel optimiert werden, diese Eigenschaft zu erfüllen. Das 
13C NMR 
Spektrum stellt eine detaillierte Beschreibung der Struktur dar und ist daher im besonderen als 
Selektionskriterium geeignet. Mit dieser Kombination des genetischen Algorithmus mit der 
Spektrenberechnung durch neuronale Netze ist die Aufklärung der Konstitution von 
Molekülen mit bis zu 20 Nichtwasserstoffatomen möglich. Die Größe des zu durchsuchenden 
Strukturraumes ist die Limitierung des Verfahrens. Zum einen kann die notwendige 
Zeitspanne zu groß werden, zum anderen steigt die Wahrscheinlichkeit, Konstitutionen zu 
finden, die eine kleinere Abweichung zum experimentellen Spektrum haben als die richtige 
Konstitution, da auch Berechnung und Messung der 
13C NMR chemischen Verschiebung Mathematische Verfahren zur Aufklärung der Struktur, Dynamik und Biologischen Aktivität... 
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fehlerbehaftet sind. Beide Punkte hängen direkt mit der Berechnung der 
13C NMR 
chemischen Verschiebung zusammen. Sie ist zum einen der langsamste Schritt im 
Algorithmus und zum anderen auch verantwortlich für den Eintrag des Berechnungsfehlers. 
Die Geschwindigkeit und Genauigkeit neuronaler Netze lassen eine solchen Implementierung 
erstmals zu. Die Einführung weiterer Randbedingungen, wie zum Beispiel Listen verbotener 
und notwendiger Fragmente, kann den zugänglichen Konstitutionsraum verkleinern und 
dadurch diese Limitierungen zu größeren Summenformeln hin verschieben. Der Vorteil 
genetischer Algorithmen besteht darin, das sie große, komplexe Hyperflächen absuchen 
können, ohne Information über den Gradienten an einem bestimmten Punkt zu benötigen. 
Dies ist im besonderen wichtig, wenn die Hyperfläche wie in diesem Fall unstetig ist, und 
somit der Gradient nicht bestimmt werden kann. Dies unterscheidet genetische Algorithmen 
auch von „simulated annealing“ (vgl. Kapitel 2.1) oder „Monte Carlo“ Verfahren, die ähnlich 
große Hyperflächen absuchen können. Dissertation Jens Meiler 
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5  Sekundärstrukturbestimmung von Proteinen mittels neuronaler Netze 
 
In der statistischen Auswertung experimenteller Daten spielen Verfahren eine große 
Rolle, welche es erlauben, vieldimensionale Datensätze in niederdimensionale Räume zu 
projizieren. Zu diesen Verfahren zählen Faktor-, Hauptkomponenten- und Clusteranalysen, 
die auch in der Chemometrie genutzt werden
27. Alle diese Verfahren legen jedoch der 
Ableitung der niederdimensionalen Parameterrepräsentationen ein Modell (meist eine lineare 
Abhängigkeit) zugrunde. Eine von Livingstone et. al.
28,124 und Kocjancic et. al.
125 eingeführte 
Methode nutzt „symmetrische“ neuronale Netze, um Parameterrepräsentationen in ihrer 
Dimension zu reduzieren. Dabei wird, wie in Abbildung 16 gezeigt, ein insofern 
symmetrisches neuronales Netz erstellt, als dass die Zahl seiner Ausgangsneuronen m mit der 
Zahl der Eingangsneuronen übereinstimmt. In der verdeckten Schicht des dreischichtigen 
Netzwerkes befindet sich eine kleinere Anzahl Neuronen n als in der Eingangs- und 
Ausgangsschicht  () nm < . Trainiert wird dieses Netz mit der m-dimensionalen 
Parameterrepräsentationen von l Individuen darauf, die m Parameter wieder vorherzusagen. 
So werden alle m Parameter in der verdeckten Schicht durch n Zahlen repräsentiert. Diese n 
Zahlen stellen eine in der Dimension reduzierte Repräsentation der m vorgegebenen 
Parameter. Die Verwendung neuronaler Netze erlaubt die Einführung nichtlinearer speziell 
auf den Datensatz abgestimmter Transformationen in diese Verfahren. Abgesehen von der 
nichtlinearen Übertragung der Information ist aber die Analogie zwischen einem 
symmetrischen dreischichtigen Netzwerk und einer Hauptkomponentenanalyse erheblich. 
Komplexere Modelle werden durch die Einführung zweier weiterer Schichten von Neuronen 
zugänglich. Sie werden als sogenannte Codierungs- und Decodierungsschicht vor bzw. hinter 
der verdeckten Schicht eingefügt
124. 
Eine Projektion in  3 n ≤ Dimensionen erlaubt die Visualisierung der Daten und eröffnet 
damit die Möglichkeit eines besseren Verständnisses der Beziehungen zwischen den 
Individuen. Darüber hinaus sind die resultierenden reduzierten Parametersätze geeignet, 
Rechenzeit zu ersparen, ohne Information zu verlieren. Durch ihre Nutzung kann der 
wesentliche Informationsinhalt jedes Parameters extrahiert und für eine weitere Verarbeitung 
genutzt werden. Die Zahl der Parameter bleibt aber begrenzt und Überschneidungen werden 
vermieden.  Mathematische Verfahren zur Aufklärung der Struktur, Dynamik und Biologischen Aktivität... 
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Die ständig steigende Zahl der Primärstrukturen von Proteinen (Kapitel 3.2) lässt 
Parameterrepräsentationen von Aminosäuren eine besondere Bedeutung zukommen. Ein 
Aneinanderreihen dieser Parameter, entsprechend der Aminosäuresequenz im Protein, führt 
zu einer numerischen Codierung des Proteins. Diese kann nun mit dessen Eigenschaften (z. B. 
Bindungsverhalten gegenüber Wirkstoffen) korreliert werden. Für Aminosäuren bzw. deren 
Seitenketten wurden entsprechend eine Vielzahl von Parametern eingeführt und teilweise 
auch ähnliche Größen recht unterschiedlich definiert
25. Hinzu kommen statistische Parameter, 
die sich aus den bekannten Proteinstrukturen ableiten lassen. Die Wahrscheinlichkeit, mit der 
eine Aminosäure in einer α -Helix bzw. in einem β -Faltblatt auftritt, ist ein Beispiel.  
Eine der ersten und am intensivsten diskutierten Fragestellungen, bei der Parameter für 
Aminosäuren eine entscheidende Rolle spielen, ist die Vorhersage von 
Sekundärstrukturelementen auf Basis der Primärstruktur mittels künstlicher neuronaler 
Netze
26,126-133. Verfahren, die immerhin teilweise eine Vorhersagegenauigkeit von bis zu 80% 
im sogenannten Q3-wert erreichen. Dieser ist als Anteil der richtig berechneten 
Sekundärstruktur für die einzelnen Aminosäuren definiert, wobei nur zwischen α -Helix, β -
Faltblatt und anderen Bereichen unterschieden wird.  
Die Eingabeschicht dieser neuronalen Netze codiert ein Fenster in der Primärsequenz 
um eine bestimmte Aminosäure herum, für welche die Sekundärstruktur berechnet werden 
soll. Durch Verschieben dieses Fensters über die Sequenz wird die Sekundärstruktur des 
gesamten Proteins berechnet. Die Zahl der Eingänge des neuronalen Netzes ergibt sich 
konsequenterweise als Produkt aus der Größe des Fensters und der Zahl der genutzten 
Parameter. Die Vielfalt der existierenden experimentellen, empirischen und statistisch 
abgeleiteten Aminosäureparameter lassen aber eine parallele Nutzung aller dieser Parameter 
nicht zu, da die rechentechnisch verarbeitbare Anzahl von Netzwerkeingängen begrenzt ist. 
Der im folgenden vorgestellte Ansatz umgeht dieses Problem, indem zunächst aus den 
existierenden vieldimensionalen Parameterrepräsentationen niederdimensionale reduzierte 
Parameterrepräsentationen mittels der symmetrischen neuronalen Netze extrahiert werden. 
Diese können dann für die Berechnung der Sekundärstruktur genutzt werden und zusätzlich 
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Mittels der symmetrischen neuronalen Netzen gelingt es, aus fünf bzw. sieben 
dimensionalen, heterogenen Parametersätzen für die 20 proteinogenen Aminosäuren 
dreidimensionale Repräsentationen zu extrahieren, die die Information nahezu vollständig 
enthalten. Dazu werden Seitenketteneigenschaften wie Volumen, Hydrophobizität, 
Polarisierbarkeit, ein sterischer Parameter und der isoelektrische Punkt mit der oben 
erwähnten, statistisch abgeleiteten Häufigkeit, mit der eine Aminosäure in einer α -Helix bzw. 
in einem β -Faltblatt auftritt, kombiniert. Die niederdimensionalen Projektionen ermöglichen 
eine Visualisierung der Verhältnisse der Aminosäuren untereinander, wie in  Abbildung 17 
für eine und drei Dimensionen gezeigt ist. Aminosäuren mit ähnlichen Eigenschaften ergeben 
kurze Abstände, während unähnliche Aminosäuren weit voneinander entfernt sind. Gut lässt 
sich die Einteilung der Aminosäuren in Gruppen (z.B. basische, aromatische, aliphatische) 
nachvollziehen. Um die Vollständigkeit der erhaltenen Projektionen zu testen, werden 
neuronale Netze sowohl mit den vollständigen, als auch mit den reduzierten Parametersätzen 
trainiert, die Sekundärstruktur von Proteinen vorherzusagen. Die detaillierte Durchführung 
und die Ergebnisse dieser Analysen sind in der Literatur
134 ausführlich dargestellt. Sowohl 
mit den vollständigen Parametersätzen, als auch mit den abgeleiteten dreidimensionalen 
Repräsentationen, wird ein Q3 wert von 66 % ± 1 % erreicht. Dieses Ergebnis zeigt an, dass in 
den reduzierten dreidimensionalen Repräsentationen die für die Sekundärstrukturberechnung 
notwendige Information enthalten ist. Das Ergebnis ist vergleichbar mit anderen 
Implementierungen
126. Die teilweise erreichten Werte von Q3 = 80 %
26 sind nur durch die 
Einbeziehung zusätzlicher Information möglich, die über die Primärsequenz der Proteins 
hinausgeht. Der Zeitgewinn beim Training des Netzes beträgt über 80%  (4h statt 24h) und 
bei der Anwendung des Netzes zur Berechnung der Sekundärstruktur immer noch mehr als 
50%. 
Mittels der symmetrischen neuronalen Netzen können aus fünf bzw. sieben 
dimensionalen, heterogenen Parametersätzen für die 20 proteinogenen Aminosäuren 
dreidimensionale Repräsentationen extrahiert werden, die die Information nahezu vollständig 
enthalten. Die niederdimensionalen Projektionen ermöglichen eine Visualisierung der 
Verhältnisse der Aminosäuren untereinander. Die reduzierten Parameterrepräsentationen sind 
geeignet, als Eingabe für ein neuronales Netz zu dienen, welches die Sekundärstruktur eines 
Proteins vorhersagt. Durch die Reduktion der Parametersätze erreicht man eine erhebliche 
Zeitersparnis, ohne Information zu verlieren. Die reduzierten Parametersätze, ein Programm Mathematische Verfahren zur Aufklärung der Struktur, Dynamik und Biologischen Aktivität... 
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zur Sekundärstrukturberechnung („Secondary“) sowie die genutzte Datenbank repräsentativer 
Proteinfaltungen (Kapitel 3.2) sind im WWW
86 zur wissenschaftlichen Nutzung zugänglich 
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6  Wirkstoffoptimierung mittels neuronaler Netze am Beispiel des Epothilons 
 
Die vielseitige Nutzung künstlicher neuronaler Netze für chemisch und biochemisch 
relevante Fragestellungen wurde bereits ausführlich in Kapitel 4.1 beschrieben
96. 
Insbesondere werden neuronale Netze zur Analyse von Beziehungen zwischen der Struktur 
von Wirkstoffen und deren Aktivität genutzt
29. Die hohe Eignung neuronaler Netze resultiert 
aus ihrer Fähigkeit, komplexe Wechselwirkungen zwischen verschiedenen 
Eingangsparametern und Ausgabeparametern zu erkennen und für die Erstellung eines QSPR- 
oder QSAR- Modells zu nutzen. Um neuronale Netze zur Etablierung eines solchen QSAR- 
Modells zu implementieren, sind lediglich eine numerische Codierung von Struktur und 
Aktivität sowie eine experimentelle Datengrundlage für den überdeckten Strukturraum 
notwendig. Die sich „selbst organisierenden“ Netze stellen dabei einen weitgehend 
modellfreien Ansatz dar. Insbesondere für biologische Aktivitäten sind neuronale Netze 
aufgrund der genannten Vorteile geeignet, da hier häufig kein mathematisches Modell 
vorhanden ist, aber vielschichtige Wechselwirkungen und Abhängigkeiten eine Rolle 
spielen
135. Ein Nachteil der Methode ist, dass das erstellte Modell im Anschluss nur schwer 
analysiert werden kann, da hierzu die Gesamtheit der oft großen Zahl der trainierten Gewichte 
betrachtet werden muss. Damit lässt sich durch ein neuronales Netz der bekannte 
Strukturraum sehr gut beschreiben, allgemeine Aussagen und Schlussfolgerungen für den 
gesamten Strukturraum und damit auch für bis dato nicht synthetisierte Moleküle, lassen sich 
aber bisher nur schwer ableiten.  
Das erstellte Modell ist durch die Gesamtheit aller Gewichte vollständig beschrieben. 
Deshalb müssen sich aus den Gewichten auch verallgemeinerbare Aussagen über das 
beschriebene Problem ableiten lassen. Weiterhin sind die trainierten neuronalen Netze auf die 
Vorhersage eines Testdatensatzes optimiert (vgl. Kapitel 4.1). Sie können konsequenterweise 
auch zur Berechnung der Eigenschaften bzw. Aktivitäten bis dato nicht getesteter Substanzen 
genutzt werden. Im folgenden werden die Ergebnisse einer Analyse von über 200 
Epothilonderivaten mit neuronalen Netzen zusammengefasst, die in der Literatur
136 detailliert 
beschrieben sind. Im besonderen werden Ansätze zur Lösung der genannten Nachteile 
vorgestellt. Mathematische Verfahren zur Aufklärung der Struktur, Dynamik und Biologischen Aktivität... 
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Die Epothilone A and B wurden vom myxobacterium Sorangium cellulosum strain 90 
von Höfle et. al.
46,47 isoliert. Die Entdeckung ihrer zelltoxischen Wirkung gegen Tumorzellen 
führte zur intensiven Erforschung ihrer Chemie und Biologie. Bollag et al.
3 entdeckten die 
induzierende Wirkung auf die Tubulin
48,49 Polymerisation dieser Substanzklasse, ähnlich dem 
Taxol
1. Der Effekt der Stabilisierung der Mikrotubuli in Taxol resistenten Krebszellen
50 
erhöhte ihr Potential für die Chemotherapie weiter
3,51,52. 
Die komplette Struktur mit gelöster Stereochemie wurde von Höfle
53 publiziert 
(Schema 3). Wenig später wurden viele Synthesen von Vorstufen, den Epothilonen selbst und 
Analogen vorgeschlagen
137-141. Viele dieser Derivate wurden auf ihre biologische Aktivität 
überprüft. Damit ist eine breite Datenbasis biologischer Aktivitäten bekannt und dient zu 
qualitativen SAR Untersuchungen
142-145. Wang et. al.
146 stellten erste quantitative SAR durch 
Docking von 26 Derivaten an ein Rezeptormodell des Tubulin auf. Darüber hinaus existieren 
bis jetzt keine weiteren und im speziellen keine modellfreien QSAR Untersuchungen. 
Nicolaou et. al.
144 publizierten für über 200 Epothilonderivate eine Konstante, die den 
Anteil des unter bestimmten experimentellen Bedingungen polymerisierten Tubulins 
beschreibt, sowie für fast 40 dieser Derivate IC50 Werte, die die Inhibierung des 
Krebszellenwachstum dreier Eierstockzelllinien unter dem Einfluss des jeweiligen Derivates 
beschreiben. Eine numerische Codierung dieser über 200 Epothilonderivate, erlaubt es, 
mittels neuronaler Netze, Modelle, sowohl zur Berechnung der Induktion der Tubulin 
Polymerisation, als auch direkt zur Inhibierung des Krebszellenwachstums, zu erstellen. Die 
eingeführten numerischen Parameter beschreiben variierte Atomtypen, Stereochemie und 
Substituenten. Abbildung 18 stellt das angewendete Prinzip dar: Das neuronale Netz wird 
dabei an die Stelle des Proteins Tubulin bzw. der gesamten Zelle gesetzt und mit den 
experimentellen Daten trainiert, sich gegenüber den angebotenen Epothilonderivaten genauso 
zu verhalten, wie Tubulin bzw. die Zelle in der Realität. Die trainierten neuronalen Netze sind 
danach in der Lage die Abhängigkeit der biologischen Aktivität von den definierten 
Strukturparametern zu beschreiben. Die Korrelation der berechneten Induktionskonstanten der 
Tubulinpolymerisation mit den experimentellen Werten beträgt R = 0.73 für den 
Testdatensatz. Im besonderen werden die in vivo bestimmten Inhibierungen des 
Krebszellwachstums mit sehr geringen Fehlern berechnet (R = 0.94 für den Testdatensatz).  Abbildung18: Prinzip der Aktivitätsvorhersage von Wirkstoffen mit neuronalen Netzen am Beispiel
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Die so trainierten neuronalen Netze können zunächst genutzt werden, um den Einfluss 
einzelner der eingeführten Strukturparameter auf die Aktivität zu prüfen. Dazu werden die 
Gewichte des Netzwerkes in einer Sensitivitätsanalyse untersucht. Bei diesem Verfahren wird 
nacheinander der Eingabewert jedes Eingangs variiert, wobei allen anderen Eingängen ein 
neutrales Signal (z.B. Null) zugeordnet wird. Der Wertebereich eines Ausgangs stellt nun die 
„Sensitivität“ dieses Ausgangsneurons gegenüber dem entsprechenden Eingang dar. Im 
vorliegenden Fall kann diese Information im Anschluss mit der 3D Struktur des Wirkstoffes 
verglichen werden, da jeder Eingang einem bestimmten Strukturelement zuzuordnen ist. 
Bereiche hoher Sensitivität stellen dabei wahrscheinliche Wechselwirkungsstellen mit dem 
Protein dar, da Veränderungen der Struktur an diesen Stellen die Wirkung stark beeinflussen. 
Modifiziert man diese, können die Eigenschaften des Wirkstoffes verändert und damit auch 
optimiert werden.  Abbildung 19 vergleicht die hier erhaltenen größten Sensitivitätswerte mit 
der 3D Struktur der gebundenen und der freien Form des Epothilon A. Auffällig ist, dass in 
der gebundenen im Gegensatz zur freien Form ein Stickstoffatom, welches für die 
Wechselwirkung essentiell ist, frei zugänglich wird und auf einer Seite des Moleküls mit 
anderen potentiellen Wechselwirkungsstellen zu liegen kommt. Gegenwärtige Studien 
vergleichen diese Seite mit den bindenden Molekülteilen des Taxol und docken sie in ein 3D 
Strukturmodell des Tubulin. 
Neben der Etablierung eines QSAR Modells ist mit diesen neuronalen Netzen auch die 
Vorhersage der biologischen Aktivität weiterer Substanzen möglich, welche durch die 
eingeführten numerischen Parameter beschrieben werden. Wird also das künstliche neuronale 
Netz mit einem vorgeschalteten Strukturgenerator kombiniert, der alle möglichen Strukturen 
des Parameterraumes durch Permutation der definierten Parameterwerte erzeugt (Abbildung 
20), können alle möglichen Derivate gemäß ihrer berechneten Aktivität geordnet werden. Die 
Zahl der so erzeugten Strukturen erreicht 2.6 Milliarden, bezieht man alle 24 definierten 
Strukturparameter ein. Sie ist durch klassische und selbst kombinatorische Synthese kaum 
abzudecken. Auch wenn der Fehler der Berechnungsmethode in die Analyse einbezogen wird, 
lassen sich Vorschläge für aktivere Epothilonderivate finden oder zumindest 
verallgemeinerbare Regeln für eine gezieltere Optimierung der Wirkstoffstruktur ableiten. Im 
Falle der Epothilone kann weiterhin durch die parallele Berechnung der drei IC50 Werte die 
Sicherheit der Vorhersage erhöht werden. Zum einen erhöht sich die Güte des neuronalen 
Netzes durch diese parallele Berechnung in einem Netzwerk, da hier während des Trainings Mathematische Verfahren zur Aufklärung der Struktur, Dynamik und Biologischen Aktivität... 
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Gemeinsamkeiten der Parameter für die Erstellung des Modells genutzt werden können. Zum 
anderen erhöht sich auch die Wahrscheinlichkeit, ein aktiveres Derivat zu detektieren, wenn 
es eine auffällige Reduktion in allen drei IC50 Werten zeigt. Damit hat dieses Verfahren das 
Potential, die Optimierung biologisch aktiver Substanzen essentiell zu beschleunigen.  
Neuronale Netze sind geeignet Struktur – Aktivitäts – Beziehungen zwischen der 
Struktur und der biologischen Aktivität von Wirkstoffen zu beschreiben. Die anti – Tumor 
Aktivität von über 200 Derivaten des Epothilons lässt sich aus 24 Strukturparametern 
berechnen. Die trainierten neuronalen Netze können in einer Sensitivitätsanalyse genutzt 
werden, um die Bindungsstellen des Moleküls zu identifizieren und damit Hinweise auf 
weitere geeignete Modifikationen geben. Darüber hinaus können die trainierten neuronalen 
Netze in Kombination mit einem vorgeschalteten Strukturgenerator genutzt werden, um den 
definierten Parameterraum nach potentiell aktiveren Derivaten zu durchsuchen. Dabei werden 
Strukturen mit einer bis zu 1 000 mal erhöhten Wirkung gegenüber Epothilon A berechnet.  Abbildung19: KalottenmodelldesEpothilonAingebundenerForm(oben)undinfreierForm(unten).
Die aus der Sensitivitätsanalyse des neuronalen Netzes für die Bindung mit Tubulin
entscheidenden Strukturelemente (Stickstoff des Thiazolrings sowie Epoxid mit den
möglichen Substituenten an C12 und C13, Pfeile) liegen in der gebundenen Form des
EpothilonAaufeinerSeitedesMoleküls.InderfreienFormliegtdasStickstoffatomauf
der anderen Seite des Moleküls und ist zudem durch die beiden benachbarten
MethylgruppenkaumzugänglichfürWechselwirkungenmitdemProtein.Mathematische Verfahren zur Aufklärung der Struktur, Dynamik und Biologischen Aktivität... 
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7 Zusammenfassung 
 
In der vorliegenden Arbeit werden Verfahren der Mathematik und Informatik entwickelt 
und eingesetzt, um Struktur, Dynamik und biologische Aktivität aus NMR spektroskopischen 
und empirischen Parametern zu bestimmen.  
Dolastatin 10 und Epothilon A sind potentielle Wirkstoffe gegen Krebs, da sie durch 
Wechselwirkung mit Tubulin die Zellteilung unterbinden. Die 3D Struktur beider Wirkstoffe 
in Lösung und die Struktur von an Tubulin gebundenem Epothilon A wird aus NMR 
spektroskopischen Parametern bestimmt. Dolastatin 10 liegt in einem konformationellen 
Gleichgewicht zwischen der cis – und trans – Konformation in der ungewöhnlichen 
Aminosäure DAP vor. Beide Konformationen des flexiblen Pentapeptids können bestimmt 
werden mit RMSD = 1.423 Å für das cis – Konformer und RMSD = 1.488 Å für das trans – 
Konformer. Während das trans – Konformer gestreckt vorliegt, faltet das cis – Konformer am 
DAP zurück. Epothilone A ist durch einen Makrozyklus weniger flexibel und sowohl die an 
Tubulin gebundene Struktur (RMSD = 0.537 Å) als auch freie Form (RMSD =  0.497 Å) kann 
mit geringen RMSD – Werten bestimmt werden. Die Struktur der freien Form, welche in 
Lösung hauptsächlich vorliegt, ist mit der Röntgenstruktur weitgehend identisch. In der an 
Tubulin gebundenen Form wird eine essentielle Umorientierung der Seitenkette beobachtet, 
die für die Wechselwirkung mit Tubulin entscheidend ist. 
Dipolare Kopplungen eines Proteins sind geeignet, eine 3D Homologiesuche in der 
PDB durchzuführen, da die relative Orientierung von Sekundärstrukturelementen und 
Domänen durch sie beschrieben wird
85. Die frühe Erkennung 3D homologer Proteinfaltungen 
eröffnet die Möglichkeit, die Bestimmung von Proteinstrukturen zu beschleunigen. Eine 
Homolgiesuche unter Nutzung dipolarer Kopplungen ist in der Lage, Proteine oder zumindest 
Fragmente mit ähnlicher 3D Struktur zu finden, auch wenn die Primärsequenzhomologie 
gering ist. Darüber hinaus wird eine Transformation für experimentelle dipolare Kopplungen 
entwickelt, die die indirekte Orientierungsinformation eines Vektors relativ zu einem externen 
Tensor in den möglichen Bereich für den Projektionswinkel zwischen zwei Vektoren und 
somit in eine intramolekulare Strukturinformation übersetzt. Diese Einschränkungen können 
in der Strukturbestimmung von Proteinen mittels Molekulardynamik genutzt werden
92. Im 
Gegensatz zu allen existierenden Implementierungen wird die Konvergenz der Rechnung Mathematische Verfahren zur Aufklärung der Struktur, Dynamik und Biologischen Aktivität... 
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durch die auf diese Weise eingeführten dipolare Kopplungsinformation kaum beeinflusst. Die 
dipolaren Kopplungen werden trotzdem von den errechneten Strukturen erfüllt. Auch ohne 
die Nutzung bereits bekannter Protein- oder Fragmentstrukturen kann so ein erheblicher Teil 
der NOE – Information substituiert werden. Die Dynamik des Vektors, der die beiden 
wechselwirkenden Dipole verbindet, beeinflusst den Messwert der dipolaren Kopplung. 
Dadurch wird Information über die Dynamik von Molekülen auf der µ s-Zeitskala zugänglich, 
die bisher nur schwer untersucht werden konnte. Die Messung dipolarer Kopplungen für 
einen Vektor in verschiedenen Orientierungen erlaubt die Analyse seiner Bewegung
89. Im 
besonderen ist die Ableitung eines modellfreien Ordnungsparameters 
2 S  möglich. Weiterhin 
lassen sich ebenso modellfrei eine mittlere Orientierung des Vektors, axialsymmetrische 
Anteile und nichtaxialsymmetrische Anteile der Dynamik ableiten und auswerten. Die 
Anwendung der so entwickelten Protokolle auf experimentelle Daten
90 lässt Proteine deutlich 
dynamischer erscheinen als auf der Zeitskala der Relaxationsexperimente zu erkennen ist. Der 
mittlere Ordnungsparameter sinkt von 0.8 auf 0.6. Dies entspricht einer Erhöhung des 
Öffnungswinkels der Bewegung von ca. 22 ° auf ca. 33°. Die Bewegungen weichen teilweise 
bis zu 40% und im Mittel 15% von der Axialsymmetrie ab. 
Neuronale Netze erlauben eine schnelle (ca. 5000 chemische Verschiebungen pro 
Sekunde) und exakte (mittleren Abweichung von 1.6 ppm) Berechnung der 
13C NMR 
chemischen Verschiebung
115. Dabei kombinieren sie die Vorteile bisher bekannter 
Datenbankabschätzungen (hohe Genauigkeit) und Inkrementverfahren (hohe 
Geschwindigkeit). Das 
13C NMR Spektrum einer organischen Verbindung stellt eine 
detaillierte Beschreibung seiner Struktur dar. Resultate des Strukturgenerators COCON können 
durch den Vergleich des experimentellen mit den berechneten 
13C NMR Spektren auf ca. 1 ‰ 
der vorgeschlagenen Strukturen eingeschränkt werden, die eine geringe Abweichung zum 
experimentellen Spektrum haben
122. Die Kombination mit einer Substrukturanalyse erlaubt 
weiterhin die Erkennung wahrscheinlicher, geschlossener Ringsysteme und gibt einen 
Überblick über die Struktur des generierten Konstitutionssubraumes. Genetische Algorithmen 
können die Struktur organischer Moleküle ausgehend von derer Summenformel auf eine 
Übereinstimmung mit dem experimentellen 
13C NMR Spektrum optimieren. Die Konstitution 
von Molekülen wird dafür durch einen Vektor der Bindungszustände zwischen allen Atom – 
Atom Paaren beschrieben. Selbige Vektoren sind geeignet, in einem genetischen Algorithmus 
als genetischer Code von Konstitutionen betrachtet zu werden. Diese Methode erlaubt die Dissertation Jens Meiler 
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automatisierte Bestimmung der Konstitution von Molekülen mit 10 bis 20 
Nichtwasserstoffatomen
123. 
Symmetrische neuronale Netze können fünf bzw. sieben dimensionale, heterogene 
Parameterrepräsentationen der 20 proteinogenen Aminosäuren unter Erhalt der wesentlichen 
Information in den dreidimensionalen Raum projizieren
134. Die niederdimensionalen 
Projektionen ermöglichen eine Visualisierung der Beziehungen der Aminosäuren 
untereinander. Die reduzierten Parameterrepräsentationen sind geeignet, als Eingabe für ein 
neuronales Netz zu dienen, welches die Sekundärstruktur eines Proteins mit einer Genauigkeit 
von 66 % im Q3 – Wert berechnet. 
Neuronale Netzte sind aufgrund ihrer flexiblen Struktur besonders geeignet, quantitative 
Beziehungen zwischen Struktur und Aktivität zu beschreiben, da hier hochgradig nichtlineare, 
komplexe Zusammenhänge vorliegen. Eine numerische Codierung der über 200 in der 
Literatur beschriebenen Epothilonderivate erlaubt es, Modelle zur Berechnung der Induktion 
der Tubulin Polymerisation (R = 0.73) und der Inhibierung des Krebszellenwachstums (R = 
0.94) zu erstellen
136. Die trainierten neuronalen Netze können in einer Sensitivitätsanalyse 
genutzt werden, um die Bindungsstellen des Moleküls zu identifizieren. Aus der Berechnung 
der Aktivität für alle Moleküle des durch die Parameter definierten Strukturraums ergeben 
sich Vorschläge für Epothilonderivate, die bis zu 1 000 mal aktiver als die bisher 
synthetisierten sein könnten. Mathematische Verfahren zur Aufklärung der Struktur, Dynamik und Biologischen Aktivität... 






DAP Dolaproin  (Dreibuchstabencode) 
DIL Dolaisoleuin  (Dreibuchstabencode) 
DNA  Desoxy Ribo Nucleid Acid (Desoxyribonucleinsäure) 
DOE Dolaphenin  (Dreibuchstabencode) 
DOV Dolavalin  (Dreibuchstabencode) 
NMR  Nuclear Magnetic Resonance (Kernmagnetische Resonanz) 
NOE  Nuclear Overhauser Enhancement (Kern Overhauser Effekt) 
NOESY  Nuclear Overhauser and Exchange Spectrocopy 
PDB  Protein Daten Base (Protein Datenbank) 
QSAR  quantitative SAR (quantitative ~) 
QSPR  quantitative SPR (quantitative ~) 
R Korrelationskoeffizient 
RMSD  Root Mean Square Deviation (Wurzel der mittleren quadratischen 
Abweichung) 
RNA  Ribo Nucleid Acid (Ribonucleinsäure) 
SAR  Structure Activity Relation (Struktur-Aktivitäts-Beziehung) 
SPR  Structure Property Relation (Struktur-Eigenschafts-Beziehung) 
WWW  World Wide Web (Internet) 
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π   3.14159265359 ≈  
h  -34 6.626176 10 Js ≈⋅ ⋅  (PLANKsches Wirkungsquantum) 
0 µ  
23 23 7- 6 4 10 1.256637 10 Tm Tm
JJ π
− =⋅ ≈ ⋅  
k   -23 1.380652 10
J
K ≈⋅  (BOLTZMANN Konstante) 
H γ  
8 2.6751 10
rad
Ts ⋅ ≈⋅  (gyromagnetisches Verhältnis des Wasserstoff) 
C γ  
7 6.7263 10 rad
Ts ⋅ ≈⋅  (gyromagnetisches Verhältnis des Kohlenstoffs) 
N γ  
7 2.7120 10
rad
Ts ⋅ ≈− ⋅  (gyromagnetisches Verhältnis des Stickstoff) 
F γ  
8 2.5180 10 rad
Ts ⋅ ≈⋅  (gyromagnetisches Verhältnis des Fluors) 
P γ  
8 1.0839 10 rad
Ts ⋅ ≈⋅ (gyromagnetisches Verhältnis des Phosphors) 
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14  Anhang A (Definition der Topologie und des Kraftfeldes für Dolastatin 10) 
 
remark  file top_dola_jens.pro 
remark  geomatric energy function topology for distance geometry and simulated annealing 
remark 
remark  written for dolastatin 10 
remark   
remark  written 270798 
remark 
remark  written by Jens Meiler, University Frankfurt 
remark  charges unchecked 
 
autogenerate 
  angles     = true 




  group 
    atom N      type = N_AM   charge =  0.00 end 
    atom C1     type = C_QU   charge =  0.00 end 
    atom H11    type = H_QU   charge =  0.00 excl =( H21  H22  H23)  end 
    atom H12    type = H_QU   charge =  0.00 excl =( H21  H22  H23)  end 
    atom H13    type = H_QU   charge =  0.00 excl =( H21  H22  H23)  end 
    atom C2     type = C_QU   charge =  0.00 end 
    atom H21    type = H_QU   charge =  0.00 excl =( H11  H12  H13)  end 
    atom H22    type = H_QU   charge =  0.00 excl =( H11  H12  H13)  end 
    atom H23    type = H_QU   charge =  0.00 excl =( H11  H12  H13)  end 
    atom CA     type = C_QU   charge =  0.00 end 
    atom HA     type = H_QU   charge =  0.00 end 
    atom CB     type = C_QU   charge =  0.00 end 
    atom HB     type = H_QU   charge =  0.00 end 
    atom CG1    type = C_QU   charge =  0.00 end 
    atom HG11   type = H_QU   charge =  0.00 excl =( HG21 HG22 HG23) end 
    atom HG12   type = H_QU   charge =  0.00 excl =( HG21 HG22 HG23) end 
    atom HG13   type = H_QU   charge =  0.00 excl =( HG21 HG22 HG23) end 
    atom CG2    type = C_QU   charge =  0.00 end 
    atom HG21   type = H_QU   charge =  0.00 excl =( HG11 HG12 HG13) end 
    atom HG22   type = H_QU   charge =  0.00 excl =( HG11 HG12 HG13) end 
    atom HG23   type = H_QU   charge =  0.00 excl =( HG11 HG12 HG13) end 
    atom C      type = C_CA   charge =  0.00 end 
    atom O      type = O_CA   charge =  0.00 end 
 
    bond N   C1     bond C1  H11     bond C1  H12     bond C1  H13     
    bond N   C2     bond C2  H21     bond C2  H22     bond C2  H23 
    bond N   CA     bond CA  HA 
    bond CA  CB     bond CB  HB 
    bond CB  CG1    bond CG1 HG11    bond CG1 HG12    bond CG1 HG13 
    bond CB  CG2    bond CG2 HG21    bond CG2 HG22    bond CG2 HG23 
    bond CA  C 
    bond C   O 
 
    improper HA   N    C    CB      ! stereo CA 
    improper HB   CA   CG1  CG2     ! stereo CB 
    improper HG12 HG11 CB   HG13    ! stereo G1 
    improper HG22 HG21 CB   HG23    ! stereo G2 
    improper H12  H11  N    H13     ! stereo C1 





  group 
    atom N      type = N_AM   charge =  0.00 end 
    atom HN     type = H_AM   charge =  0.00 end 
    atom CA     type = C_QU   charge =  0.00 end 
    atom HA     type = H_QU   charge =  0.00 end 
    atom CB     type = C_QU   charge =  0.00 end 
    atom HB     type = H_QU   charge =  0.00 end 
    atom CG1    type = C_QU   charge =  0.00 end 
    atom HG11   type = H_QU   charge =  0.00 excl =( HG21 HG22 HG23) end 
    atom HG12   type = H_QU   charge =  0.00 excl =( HG21 HG22 HG23) end Dissertation Jens Meiler 
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    atom HG13   type = H_QU   charge =  0.00 excl =( HG21 HG22 HG23) end 
    atom CG2    type = C_QU   charge =  0.00 end 
    atom HG21   type = H_QU   charge =  0.00 excl =( HG11 HG12 HG13) end 
    atom HG22   type = H_QU   charge =  0.00 excl =( HG11 HG12 HG13) end 
    atom HG23   type = H_QU   charge =  0.00 excl =( HG11 HG12 HG13) end 
    atom C      type = C_CA   charge =  0.00 end 
    atom O      type = O_CA   charge =  0.00 end 
 
    bond N   HN 
    bond N   CA     bond CA  HA 
    bond CA  CB     bond CB  HB 
    bond CB  CG1    bond CG1 HG11    bond CG1 HG12    bond CG1 HG13 
    bond CB  CG2    bond CG2 HG21    bond CG2 HG22    bond CG2 HG23 
    bond CA  C 
    bond C   O 
 
    improper HA   N    C    CB      ! stereo CA 
    improper HB   CA   CG1  CG2     ! stereo CB 
    improper HG12 HG11 CB   HG13    ! stereo G1 





  group 
    atom N      type = N_AM   charge =  0.00 end 
    atom CM     type = C_QU   charge =  0.00 end 
    atom HM1    type = H_QU   charge =  0.00 end 
    atom HM2    type = H_QU   charge =  0.00 end 
    atom HM3    type = H_QU   charge =  0.00 end 
    atom CA     type = C_QU   charge =  0.00 end 
    atom HA     type = H_QU   charge =  0.00 end 
    atom CB     type = C_QU   charge =  0.00 end 
    atom HB     type = H_QU   charge =  0.00 end 
    atom CG1    type = C_QU   charge =  0.00 end 
    atom HG11   type = H_QU   charge =  0.00 excl =( HG21 HG22 HD1 HD2 HD3) end 
    atom HG12   type = H_QU   charge =  0.00 excl =( HG21 HG22 HD1 HD2 HD3) end 
    atom HG13   type = H_QU   charge =  0.00 excl =( HG21 HG22 HD1 HD2 HD3) end 
    atom CG2    type = C_QU   charge =  0.00 end 
    atom HG21   type = H_QU   charge =  0.00 excl =( HG11 HG12 HG13) end 
    atom HG22   type = H_QU   charge =  0.00 excl =( HG11 HG12 HG13) end 
    atom CD     type = C_QU   charge =  0.00 end 
    atom HD1    type = H_QU   charge =  0.00 excl =( HG11 HG12 HG13) end 
    atom HD2    type = H_QU   charge =  0.00 excl =( HG11 HG12 HG13) end 
    atom HD3    type = H_QU   charge =  0.00 excl =( HG11 HG12 HG13) end 
    atom CA1    type = C_QU   charge =  0.00 end 
    atom HA1    type = H_QU   charge =  0.00 end 
    atom O1     type = O_HY   charge =  0.00 end 
    atom CP     type = C_QU   charge =  0.00 end 
    atom HP1    type = H_QU   charge =  0.00 end 
    atom HP2    type = H_QU   charge =  0.00 end 
    atom HP3    type = H_QU   charge =  0.00 end 
    atom CA2    type = C_QU   charge =  0.00 end 
    atom HA21   type = H_QU   charge =  0.00 end 
    atom HA22   type = H_QU   charge =  0.00 end 
    atom C      type = C_CA   charge =  0.00 end 
    atom O      type = O_CA   charge =  0.00 end 
 
    bond N   CM     bond CM  HM1     bond CM  HM2     bond CM  HM3 
    bond N   CA     bond CA  HA 
    bond CA  CB     bond CB  HB 
    bond CB  CG1    bond CG1 HG11    bond CG1 HG12    bond CG1 HG13 
    bond CB  CG2    bond CG2 HG21    bond CG2 HG22 
    bond CG2 CD     bond CD  HD1     bond CD  HD2     bond CD  HD3 
    bond CA  CA1    bond CA1 HA1     bond CA1 O1 
    bond O1  CP     bond CP  HP1     bond CP  HP2     bond CP  HP3 
    bond CA1 CA2    bond CA2 HA21    bond CA2 HA22 
    bond CA2 C 
    bond C   O 
 
    improper HA   N    CA1  CB      ! stereo CA 
    improper HB   CA   CG2  CG1     ! stereo CB 
    improper HG12 HG11 CB   HG13    ! stereo CG1 
    improper HG21 HG22 CD   CB      ! stereo CG2 Mathematische Verfahren zur Aufklärung der Struktur, Dynamik und Biologischen Aktivität... 
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    improper HD2  HD1  CG2  HD3     ! stereo CD 
    improper HM2  HM1  N    HM3     ! stereo CM 
    improper HA1  O1   CA2  CA      ! stereo CA1 
    improper HP2  HP1  O1   HP3     ! stereo CP 





  group 
    atom N      type = N_PR   charge =  0.00 end 
    atom CA     type = C_PA   charge =  0.00 end 
    atom CB     type = C_PB   charge =  0.00 end 
    atom CG     type = C_PG   charge =  0.00 end 
    atom CD     type = C_PD   charge =  0.00 end 
    atom HA     type = H_QU   charge =  0.00 end 
    atom HB1    type = H_QU   charge =  0.00 end 
    atom HB2    type = H_QU   charge =  0.00 end 
 
    atom HG1    type = H_QU   charge =  0.00 end 
    atom HG2    type = H_QU   charge =  0.00 end 
    atom HD1    type = H_QU   charge =  0.00 end 
    atom HD2    type = H_QU   charge =  0.00 end 
    atom CA1    type = C_QU   charge =  0.00 end 
    atom HA1    type = H_QU   charge =  0.00 end 
    atom O1     type = O_HY   charge =  0.00 end 
    atom CP     type = C_QU   charge =  0.00 end 
    atom HP1    type = H_QU   charge =  0.00 end 
    atom HP2    type = H_QU   charge =  0.00 end 
    atom HP3    type = H_QU   charge =  0.00 end 
    atom CA2    type = C_QU   charge =  0.00 end 
    atom HA2    type = H_QU   charge =  0.00 end 
    atom CF     type = C_QU   charge =  0.00 end 
    atom HF1    type = H_QU   charge =  0.00 end 
    atom HF2    type = H_QU   charge =  0.00 end 
    atom HF3    type = H_QU   charge =  0.00 end 
    atom C      type = C_CA   charge =  0.00 end 
    atom O      type = O_CA   charge =  0.00 end 
 
    bond N   CA     bond CA  HA 
    bond CA  CB     bond CB  HB1     bond CB  HB2 
    bond CB  CG     bond CG  HG1     bond CG  HG2 
    bond CG  CD     bond CD  HD1     bond CD  HD2 
    bond CD  N  
    bond CA  CA1    bond CA1 HA1     bond CA1 O1 
    bond O1  CP     bond CP  HP1     bond CP  HP2     bond CP  HP3 
    bond CA1 CA2    bond CA2 HA2 
    bond CA2 CF     bond CF  HF1     bond CF  HF2     bond CF  HF3 
    bond CA2 C 
    bond C   O 
 
    improper HA   N    CA1   CB     ! stereo CA 
    improper HB1  HB2  CA    CG     ! stereo CB 
    improper HG1  HG2  CB    CD     ! stereo CG 
    improper HD1  HD2  CG    N      ! stereo CD 
    improper HA1  O1   CA2   CA     ! stereo CA1 
    improper HP2  HP1  O1    HP3    ! stereo CP 
    improper HA2  CA1  C     CF     ! stereo CA2 
    improper HF2  HF1  CA2   HF3    ! stereo CF 
 





  group 
    atom N      type = N_AM   charge =  0.00 end 
    atom HN     type = H_AM   charge =  0.00 end  
    atom CA     type = C_QU   charge =  0.00 end 
    atom HA     type = H_QU   charge =  0.00 end 
    atom CB     type = C_QU   charge =  0.00 end 
    atom HB1    type = H_QU   charge =  0.00 end 
    atom HB2    type = H_QU   charge =  0.00 end 
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    atom C      type = C_TA   charge =  0.00 end 
    atom NTA    type = N_TH   charge =  0.00 end 
    atom C1     type = C_TB   charge =  0.00 end 
    atom H1     type = H_TB   charge =  0.00 end 
    atom C2     type = C_TG   charge =  0.00 end 
    atom H2     type = H_TG   charge =  0.00 end 
    atom STA    type = S_TH   charge =  0.00 end 
 
    atom CG     type = C_AR   charge =  0.00 exclude =(  CR3) end 
    atom CR11   type = C_AR   charge =  0.00 exclude =( CR22) end 
    atom HR11   type = H_AR   charge =  0.00 end 
    atom CR12   type = C_AR   charge =  0.00 exclude =( CR21) end 
    atom HR12   type = H_AR   charge =  0.00 end 
    atom CR21   type = C_AR   charge =  0.00 exclude =( CR12) end 
    atom HR21   type = H_AR   charge =  0.00 end 
    atom CR22   type = C_AR   charge =  0.00 exclude =( CR11) end 
    atom HR22   type = H_AR   charge =  0.00 end 
    atom CR3    type = C_AR   charge =  0.00 exclude =(   CG) end 
    atom HR3    type = H_AR   charge =  0.00 end 
 
    bond N    HN 
    bond N    CA     bond CA   HA 
    bond CA   CB     bond CB   HB1   bond CB   HB2 
    bond CA   C     
    bond CB   CG 
 
    bond CG   CR11   bond CR11 HR11 
    bond CG   CR12   bond CR12 HR12 
    bond CR11 CR21   bond CR21 HR21 
    bond CR12 CR22   bond CR22 HR22 
    bond CR21 CR3    bond CR3  HR3 
    bond CR22 CR3 
 
    bond C    NTA 
    bond NTA  C1     bond C1  H1 
    bond C1   C2     bond C2  H2 
    bond C2   STA 
    bond STA  C 
 
    improper HA   N    C    CB       ! stereo CA 
    improper HB2  HB1  CA   CG       ! stereo CB 
  
    improper HR12 CR12 CR22 CR3 
    improper HR22 CR22 CR3  CR21 
    improper HR3  CR3  CR21 CR11 
    improper HR21 CR21 CR11 CG 
    improper HR11 CR11 CG   CR12 
    improper CB   CG   CR12 CR22 
 
    improper CG   CR11 CR21 CR3  
    improper CR11 CR21 CR3  CR22 
    improper CR21 CR3  CR22 CR12 
    improper CR3  CR22 CR12 CG 
    improper CR22 CR12 CG   CR11 
    improper CR12 CG   CR11 CR21 
 
    improper CA   C    NTA  C1 
    improper C    NTA  C1   H1 
    improper NTA  C1   C2   H2 
 
    improper C    NTA  C1   C2 
    improper NTA  C1   C2   STA 
    improper C1   C2   STA  C 
    improper C2   STA  C    NTA 
    improper STA  C    NTA  C1 
end 
 
presidue PEPT          ! PEPTide bond link, for all except the  *(-) - (+)PRO link 
                       ! "*(-) - PEPT - (+)*: 
  add bond  -C   +N 
 
  add angle -CA  -C   +N 
  add angle -O   -C   +N 
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  add angle -C   +N   +HN 
 
  add improper -O    -C    +N    -CA  ! planar (-C) 
  add improper +HN   +N    -C    +CA  ! planar (+N) 
  add improper -CA   -C    +N    +CA  ! planar peptide bond 
 
! add dihedral -CA   -C    +N    +CA  ! planar peptide bond   
end 
 
presidue PED2          ! PEPTide bond link, for VAL - DIL 
                       ! "*(-) - PED2 - (+)*: 
  add bond  -C   +N 
 
  add angle -CA  -C   +N 
  add angle -O   -C   +N 
  add angle -C   +N   +CA 
  add angle -C   +N   +CM 
 
  add improper -O    -C    +N    -CA  ! planar (-C) 
  add improper +CM   +N    -C    +CA  ! planar (+N) 
  add improper -CA   -C    +N    +CA  ! planar peptide bond 
 
! add dihedral -CA   -C    +N    +CA  ! planar peptide bond 
end 
 
presidue PED3          ! PEPTide bond link, for DIL - DAP 
                       ! "*(-) - PED3 - (+)*: 
  add bond  -C   +N 
 
  add angle -CA2 -C   +N 
  add angle -O   -C   +N 
  add angle -C   +N   +CA 
  add angle -C   +N   +CD 
 
  add improper -O    -C    +N    -CA2 ! planar (-C) 
  add improper +CD   +N    -C    +CA  ! planar (+N) 
  add improper -CA2  -C    +N    +CA  ! planar peptide bond 
 
 
! add dihedral -CA2  -C    +N    +CA  ! planar peptide bond 
end 
 
presidue PED4          ! PEPTide bond link, for DAP - DOE 
                       ! "*(-) - PED4 - (+)*: 
  add bond  -C   +N 
 
  add angle -CA2 -C   +N 
  add angle -O   -C   +N 
  add angle -C   +N   +CA 
  add angle -C   +N   +HN 
 
  add improper -O    -C    +N    -CA2 ! planar (-C) 
  add improper +HN   +N    -C    +CA  ! planar (+N) 
  add improper -CA2  -C    +N    +CA  ! planar peptide bond 
 
! add dihedral -CA2  -C    +N    +CA  ! planar peptide bond 
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remark  file par_dola_jens.pro 
remark  geomatric energy function parameters for distance geometry and simulated annealing 
remark 
remark  written for dolastatin 10 
remark   
remark  written 270798 
remark 
remark  written by Jens Meiler, University Frankfurt 
 
 
! force constants 
 
  evaluate( $kbon = 1000) 
  evaluate( $kang =  500) 
  evaluate( $kpla =  500) 
  evaluate( $kchi =  500) 
  evaluate( $kmet =  500) 
  evaluate( $kmen =  500) 
  evaluate( $kbac =  500) 




  bond       H_AM  N_AM              $kbon     0.98 
  bond       N_AM  C_QU              $kbon     1.49 
  bond       C_QU  C_QU              $kbon     1.53 
  bond       C_QU  H_QU              $kbon     1.08 
  bond       C_QU  C_CA              $kbon     1.53 
  bond       C_CA  O_CA              $kbon     1.215 
  bond       C_QU  O_HY              $kbon     1.42 
  bond       C_AR  C_AR              $kbon     1.40 
  bond       C_AR  C_QU              $kbon     1.51 
  bond       H_AR  C_AR              $kbon     1.08 
  bond       C_CA  N_AM              $kbon     1.305 
 
  bond       C_PA  H_QU              $kbon     1.08    ! PR ring hydrogene 
  bond       C_PB  H_QU              $kbon     1.08    ! PR ring hydrogene 
  bond       C_PG  H_QU              $kbon     1.08    ! PR ring hydrogene 
  bond       C_PD  H_QU              $kbon     1.08    ! PR ring hydrogene 
  bond       C_PA  C_PB              $kbon     1.53    ! PR ring inner ring 
  bond       C_PB  C_PG              $kbon     1.49    ! PR ring inner ring 
  bond       C_PG  C_PD              $kbon     1.50    ! PR ring inner ring 
  bond       C_PD  N_PR              $kbon     1.47    ! PR ring inner ring 
  bond       C_PA  N_PR              $kbon     1.49    ! PR ring inner ring 
 
  bond       C_PA  C_QU              $kbon     1.53    ! PR ring connection 
  bond       C_CA  N_PR              $kbon     1.305   ! PR ring connection 
 
  bond       C_TB  H_TB              $kbon     1.08    ! TH ring hydrogene 
  bond       C_TG  H_TG              $kbon     1.08    ! TH ring hydrogene 
  bond       C_QU  C_TA              $kbon     1.504   ! TH ring connection 
  bond       C_TA  N_TH              $kbon     1.42    ! TH ring inner ring 
  bond       N_TH  C_TB              $kbon     1.38    ! TH ring inner ring 
  bond       C_TB  C_TG              $kbon     1.49    ! TH ring inner ring 
  bond       C_TG  S_TH              $kbon     1.77    ! TH ring inner ring 





  angle      C_CA  N_AM  C_QU        $kang   120.0 
  angle      C_CA  N_AM  H_AM        $kang   120.0 
  angle      C_QU  N_AM  H_AM        $kang   120.0 
  angle      C_QU  N_AM  C_QU        $kang   120.0 
 
  angle      N_AM  C_QU  C_QU        $kang   109.5 
  angle      N_AM  C_QU  H_QU        $kang   109.5 
  angle      N_AM  C_QU  C_CA        $kang   109.5 
  angle      C_QU  C_QU  H_QU        $kang   109.5 
  angle      C_QU  C_QU  C_QU        $kang   109.5 
  angle      H_QU  C_QU  H_QU        $kang   109.5 
  angle      H_QU  C_QU  C_CA        $kang   109.5 
  angle      C_QU  C_QU  C_CA        $kang   109.5 
  angle      C_QU  C_QU  O_HY        $kang   109.5 Mathematische Verfahren zur Aufklärung der Struktur, Dynamik und Biologischen Aktivität... 
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  angle      H_QU  C_QU  O_HY        $kang   109.5 
  angle      C_PA  C_QU  O_HY        $kang   109.5 
  angle      C_PA  C_QU  H_QU        $kang   109.5 
  angle      C_PA  C_QU  C_QU        $kang   109.5 
  angle      N_AM  C_QU  C_TA        $kang   109.5 
  angle      H_QU  C_QU  C_TA        $kang   109.5 
  angle      C_QU  C_QU  C_TA        $kang   109.5 
  angle      C_QU  C_QU  C_AR        $kang   109.5 
  angle      H_QU  C_QU  C_AR        $kang   109.5 
 
  angle      C_QU  C_CA  O_CA        $kang   120.0 
  angle      C_QU  C_CA  N_AM        $kang   120.0 
  angle      N_AM  C_CA  O_CA        $kang   120.0 
  angle      C_QU  C_CA  N_PR        $kang   120.0 
  angle      N_PR  C_CA  O_CA        $kang   120.0 
 
  angle      C_QU  O_HY  C_QU        $kang   117.8 
 
  angle      C_AR  C_AR  C_AR        $kang   120.0 
  angle      C_AR  C_AR  H_AR        $kang   120.0 
  angle      C_QU  C_AR  C_AR        $kang   120.0 
 
  angle      H_QU  C_PA  N_PR        $kang   109.5     ! PR ring hydrogene 
  angle      H_QU  C_PA  C_PB        $kang   109.5     ! PR ring hydrogene 
  angle      H_QU  C_PA  C_QU        $kang   109.5     ! PR ring hydrogene 
  angle      H_QU  C_PB  C_PA        $kang   109.5     ! PR ring hydrogene 
  angle      H_QU  C_PB  C_PG        $kang   109.5     ! PR ring hydrogene 
  angle      H_QU  C_PB  H_QU        $kang   109.5     ! PR ring hydrogene 
  angle      H_QU  C_PG  C_PB        $kang   109.5     ! PR ring hydrogene 
  angle      H_QU  C_PG  C_PD        $kang   109.5     ! PR ring hydrogene 
  angle      H_QU  C_PG  H_QU        $kang   109.5     ! PR ring hydrogene 
  angle      H_QU  C_PD  C_PG        $kang   109.5     ! PR ring hydrogene 
  angle      H_QU  C_PD  N_PR        $kang   109.5     ! PR ring hydrogene 
  angle      H_QU  C_PD  H_QU        $kang   109.5     ! PR ring hydrogene 
  angle      C_PA  C_PB  C_PG        $kang   104.5     ! PR ring inner ring 
  angle      C_PB  C_PG  C_PD        $kang   106.1     ! PR ring inner ring 
  angle      C_PG  C_PD  N_PR        $kang   103.2     ! PR ring inner ring 
  angle      C_PD  N_PR  C_PA        $kang   112.0     ! PR ring inner ring 
  angle      N_PR  C_PA  C_PB        $kang   104.0     ! PR ring inner ring 
  angle      N_PR  C_PA  C_QU        $kang   104.0     ! PR ring connection 
  angle      C_PB  C_PA  C_QU        $kang   112.5     ! PR ring connection 
  angle      C_CA  N_PR  C_PA        $kang   119.1     ! PR ring connection 
  angle      C_CA  N_PR  C_PD        $kang   125.0     ! PR ring connection 
 
  angle      H_TB  C_TB  C_TG        $kang   121.9     ! TH ring hydrogene 
  angle      H_TB  C_TB  N_TH        $kang   121.7     ! TH ring hydrogene 
  angle      H_TG  C_TG  C_TB        $kang   126.3     ! TH ring hydrogene 
  angle      H_TG  C_TG  S_TH        $kang   121.1     ! TH ring hydrogene 
  angle      C_TA  N_TH  C_TB        $kang   112.3     ! TH ring inner ring 
  angle      N_TH  C_TB  C_TG        $kang   112.4     ! TH ring inner ring 
  angle      C_TB  C_TG  S_TH        $kang   112.6     ! TH ring inner ring 
  angle      C_TG  S_TH  C_TA        $kang    88.8     ! TH ring inner ring 
  angle      S_TH  C_TA  N_TH        $kang   114.3     ! TH ring inner ring 
  angle      C_QU  C_TA  N_TH        $kang   118.9     ! TH ring connection 





  improper   H_QU  H_QU  C_QU  H_QU  $kmet 0   66.514   ! methyl    group 
  improper   H_QU  H_QU  O_HY  H_QU  $kmet 0   66.514   ! methyl    group 
  improper   H_QU  H_QU  N_AM  H_QU  $kmet 0   66.514   ! methyl    group 
  improper   H_QU  H_QU  C_QU  C_QU  $kmen 0   70.874   ! methylene group 
  improper   H_QU  H_QU  C_QU  C_AR  $kmen 0   70.874   ! methylene group 
  improper   H_QU  H_QU  C_CA  C_QU  $kmen 0   70.874   ! methylene group 
  improper   H_QU  H_QU  C_PA  C_PG  $kmen 0   70.874   ! methylene group 
  improper   H_QU  H_QU  C_PB  C_PD  $kmen 0   70.874   ! methylene group 
  improper   H_QU  H_QU  C_PG  N_PR  $kmen 0   70.874   ! methylene group 
  improper   H_QU  C_QU  C_QU  C_QU  $kchi 0   65.977   ! methine   group 
  improper   H_QU  C_QU  C_CA  C_QU  $kchi 0   65.977   ! methine   group 
  improper   H_QU  N_AM  C_QU  C_QU  $kchi 0   65.977   ! methine   group 
  improper   H_QU  O_HY  C_QU  C_QU  $kchi 0   65.977   ! methine   group 
  improper   H_QU  N_AM  C_CA  C_QU  $kchi 0   65.977   ! methine   group 
  improper   H_QU  N_PR  C_QU  C_PB  $kchi 0   65.977   ! methine   group Dissertation Jens Meiler 
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  improper   H_QU  O_HY  C_QU  C_PA  $kchi 0   65.977   ! methine   group 
  improper   H_QU  N_AM  C_TA  C_QU  $kchi 0   65.977   ! methine   group 
 
  improper   O_CA  C_CA  N_AM  C_QU  $kbac 0  180.0     ! planar (-C) 
  improper   H_AM  N_AM  C_CA  C_QU  $kbac 0  180.0     ! planar (+N) 
  improper   C_QU  C_CA  N_AM  C_QU  $kbac 0  180.0     ! planar peptid bond trans and planar 
(+N) (DIL/DOE) 
  improper   C_QU  C_CA  C_QU  N_AM  $kbac 0  180.0     ! planar peptid bond cis  
  improper   O_CA  C_CA  N_PR  C_QU  $kbac 0  180.0     ! PR planar (-C) 
  improper   C_PD  N_PR  C_CA  C_PA  $kbac 0  180.0     ! PR planar (+N) 
! improper   C_QU  C_CA  N_PR  C_PA  $kbac 0  180.0     ! PR planar peptid bond trans 
  improper   C_QU  C_CA  N_PR  C_PA  $kbac 0    0.0     ! PR planar peptid bond cis 
 
  dihedral   C_QU  C_CA  N_PR  C_PA  $kdih 2  180.0     ! PR planar peptid trans or cis 
  dihedral   C_QU  C_CA  N_AM  C_QU  $kdih 2  180.0     ! planar peptid bond trans or cis 
  
  improper   H_AR  C_AR  C_AR  C_AR  $kpla 0  180.0 
  improper   C_QU  C_AR  C_AR  C_AR  $kpla 0  180.0 
  improper   C_AR  C_AR  C_AR  C_AR  $kpla 0    0.0 
 
  improper   C_QU  C_TA  N_TH  C_TB  $kpla 0  180.0     ! TH ring 
  improper   C_TA  N_TH  C_TB  H_TB  $kpla 0  180.0     ! TH ring 
  improper   N_TH  C_TB  C_TG  H_TG  $kpla 0  180.0     ! TH ring 
 
  improper   C_TA  N_TH  C_TB  C_TG  $kpla 0    0.0     ! TH ring 
  improper   N_TH  C_TB  C_TG  S_TH  $kpla 0    0.0     ! TH ring 
  improper   C_TB  C_TG  S_TH  C_TA  $kpla 0    0.0     ! TH ring 
  improper   C_TG  S_TH  C_TA  N_TH  $kpla 0    0.0     ! TH ring 
  improper   S_TH  C_TA  N_TH  C_TB  $kpla 0    0.0     ! TH ring 
 
  improper   N_PR  C_PA  C_PB  C_PG  $kbac 0   25.0     ! PR ring pucker 
 
 
! the non-bonded parameters are approximately the same as  
! DISMAN's large radii for repel=0.9, and as DISMAN's small 
! radii for repel=0.75. (ECEPP2)  
! the epsilon values are generally not used (and should not be)  
! with this force field 
! the radius is sigma*2^(-5/6) 
!  
!                      eps      sigma       eps(1:4) sigma(1:4) 
 
  NONBonded  C_CA      0.0903   3.3409      0.0903   3.3409  
  NONBonded  C_AR      0.120    3.3409      0.1200   3.3409 
  NONBonded  C_TA      0.145    3.3409      0.1450   3.3409 
  NONBonded  C_TB      0.1200   3.3409      0.1200   3.3409 
  NONBonded  C_TG      0.1200   3.3409      0.1200   3.3409 
  NONBonded  C_QU      0.0903   3.3409      0.0903   3.3409 
  NONBonded  C_PA      0.0903   3.3409      0.0903   3.3409 
  NONBonded  C_PB      0.0903   3.3409      0.0903   3.3409 
  NONBonded  C_PG      0.1450   3.3409      0.1450   3.3409 
  NONBonded  C_PD      0.1450   3.3409      0.1450   3.3409 
  NONBonded  H_QU      0.0045   2.2272      0.0045   2.2272 
  NONBonded  H_AM      0.0498   2.2272      0.0498   2.2272 
  NONBonded  H_AR      0.0045   2.2272      0.0045   2.2272 
  NONBonded  H_TB      0.0045   2.2272      0.0045   2.2272 
  NONBonded  H_TG      0.0045   2.2272      0.0045   2.2272 
  NONBonded  N_PR      0.1592   3.0068      0.1592   3.0068 
  NONBonded  N_TH      0.1592   3.0068      0.1592   3.0068 
  NONBonded  N_AM      0.1592   3.0068      0.1592   3.0068 
  NONBonded  O_CA      0.2342   2.7755      0.2342   2.7755 
  NONBonded  O_HY      0.2342   2.7755      0.2342   2.7755 
  NONBonded  S_TH      0.0239   3.7458      0.0239   3.7458 
 
! the following nbfixes allow hydrogen bonding  
! the distance used is (2A/B)^(1/6)*repel  distances 
!                              A     B    A1-4  B1-4 
 
  nbfix      H_AM     O_CA     44.2  1.0  44.2  1.0  
  nbfix      H_AM     O_HY     44.2  1.0  44.2  1.0  
 
set message on echo on end 
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15  Anhang B (Resultate der Strukturrechnung für Dolastatin 10) 
 
   cis – Konformation  trans – Konformation 
Atom 1  Atom 2  NOE  gerechnete Strukt.  NOE  gerechnete Strukt. 
HA(DOV)  HB(DOV)  2.830 Å  2.496 Å  ±0.033 Å  2.454 Å  2.471 Å  ±0.011 Å 
HA(DOV)  HG1*(DOV)  4.299 Å  3.216 Å  ±0.344 Å  3.871 Å  3.156 Å  ±0.249 Å 
HA(DOV)  HG2*(DOV)  4.489 Å  3.729 Å  ±0.330 Å  4.042 Å  3.817 Å  ±0.236 Å 
HB(DOV)  HG1*(DOV)  3.996 Å  2.656 Å  ±0.001 Å  3.496 Å  2.656 Å  ±0.001 Å 
HB(DOV)  HG2*(DOV)  4.083 Å  2.656 Å  ±0.001 Å  3.677 Å  2.657 Å  ±0.001 Å 
HA(DOV)  HN(VAL)  3.090 Å  2.780 Å  ±0.154 Å  2.721 Å  2.670 Å  ±0.122 Å 
HA(VAL)  HB(VAL)  3.062 Å  2.661 Å  ±0.240 Å  2.574 Å  2.522 Å  ±0.029 Å 
HA(VAL)  HG1*(VAL)  4.518 Å  3.388 Å  ±0.410 Å  4.110 Å  3.889 Å  ±0.005 Å 
HA(VAL)  HG2*(VAL)  4.389 Å  3.318 Å  ±0.387 Å  3.740 Å  3.020 Å  ±0.037 Å 
HB(VAL)  HG1*(VAL)  4.258 Å  2.657 Å  ±0.001 Å  –  –  – 
HB(VAL)  HG2*(VAL)  3.877 Å  2.657 Å  ±0.001 Å  3.598 Å  2.656 Å  ±0.001 Å 
HA(VAL)  HM*(DIL)  4.669 Å  2.662 Å  ±0.052 Å  3.539 Å  2.912 Å  ±0.011 Å 
HB(VAL)  HM*(DIL)  5.026 Å  4.337 Å  ±0.767 Å  4.608 Å  2.611 Å  ±0.015 Å 
HG1*(VAL)  HM*(DIL)  6.782 Å  4.763 Å  ±0.802 Å  –  –  – 
HG2*(VAL)  HM*(DIL)  7.189 Å  5.087 Å  ±0.631 Å  5.760 Å  4.579 Å  ±0.089 Å 
HG1*(VAL)  HR*(DOE)  7.697 Å  6.928 Å  ±1.015 Å  –  –  – 
HA(DIL)  HD*(DIL)  –  –  –  4.082 Å  3.199 Å  ±0.279 Å 
HA1(DIL)  HA2*(DIL)  3.762 Å  2.779 Å  ±0.027 Å  3.584 Å  2.823 Å  ±0.027 Å 
HA1(DIL)  HG2*(DIL)  3.774 Å  3.910 Å  ±0.006 Å  3.507 Å  2.660 Å  ±0.114 Å 
HA1(DIL)  HM*(DIL)  4.932 Å  2.948 Å  ±0.017 Å  4.549 Å  4.612 Å  ±0.067 Å 
HA1(DIL)  HP*(DIL)  4.182 Å  2.905 Å  ±0.060 Å  3.865 Å  2.926 Å  ±0.078 Å 
HA2*(DIL)  HB(DIL)  3.650 Å  2.944 Å  ±0.063 Å  –  –  – 
HA2*(DIL)  HG2*(DIL)  5.281 Å  4.910 Å  ±0.050 Å  –  –  – 
HA2*(DIL)  HM*(DIL)  5.201 Å  5.185 Å  ±0.005 Å  4.931 Å  3.322 Å  ±0.142 Å 
HB(DIL)  HD*(DIL)  4.644 Å  3.084 Å  ±0.017 Å  –  –  – 
HB(DIL)  HM*(DIL)  4.057 Å  4.305 Å  ±0.007 Å  4.027 Å  2.879 Å  ±0.027 Å 
HD*(DIL)  HM*(DIL)  7.768 Å  4.967 Å  ±0.009 Å  6.585 Å  5.497 Å  ±0.027 Å 
HG2*(DIL)  HM*(DIL)  6.601 Å  2.775 Å  ±0.007 Å  –  –  – 
HA2*(DIL)  HA(DAP)  3.407 Å  2.869 Å  ±0.031 Å  –  –  – 
HA2*(DIL)  HA1(DAP)  3.545 Å  2.504 Å  ±0.075 Å  –  –  – 
HA2*(DIL)  HD1(DAP)  –  –  –  5.101 Å  2.810 Å  ±0.063 Å 
HA2*(DIL)  HD2(DAP)  –  –  –  5.421 Å  2.883 Å  ±0.014 Å 
HP*(DIL)  HA1(DAP)  –  –  –  3.753 Å  3.625 Å  ±0.122 Å 
HP*(DIL)  HF*(DAP)  –  –  –  5.953 Å  5.979 Å  ±0.072 Å 
HM*(DIL)  HA(DOE)  5.467 Å  5.473 Å  ±0.093 Å  –  –  – 
HM*(DIL)  HR1*(DOE)  7.654 Å  5.933 Å  ±0.350 Å  –  –  – 
HP*(DIL)  HA(DOE)  5.185 Å  2.452 Å  ±0.131 Å  –  –  – 
HA(DAP)  HA1(DAP)  –  –  –  2.358 Å  2.454 Å  ±0.007 Å 
HA(DAP)  HB1(DAP)  4.774 Å  2.744 Å  ±0.001 Å  4.614 Å  2.752 Å  ±0.002 Å 
HA(DAP)  HB2(DAP)  4.412 Å  2.331 Å  ±0.001 Å  4.170 Å  2.335 Å  ±0.001 Å 
HA(DAP)  HF*(DAP)  –  –  –  4.785 Å  4.687 Å  ±0.013 Å 
HA1(DAP)  HA2(DAP)  3.225 Å  3.033 Å  ±0.002 Å  2.626 Å  2.941 Å  ±0.004 Å Dissertation Jens Meiler 
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   cis – Konformation  trans – Konformation 
Atom 1  Atom 2  NOE  gerechnete Strukt.  NOE  gerechnete Strukt. 
HA1(DAP)  HF*(DAP)  4.531 Å  3.088 Å  ±0.039 Å  4.173 Å  3.361 Å  ±0.015 Å 
HA2(DAP)  HB1(DAP)  4.355 Å  2.027 Å  ±0.079 Å  4.149 Å  1.936 Å  ±0.029 Å 
HA2(DAP)  HF*(DAP)  4.223 Å  2.659 Å  ±0.001 Å  3.937 Å  2.655 Å  ±0.001 Å 
HB1(DAP)  HB2(DAP)  4.004 Å  1.774 Å  ±0.000 Å  3.739 Å  1.775 Å  ±0.001 Å 
HB1(DAP)  HD2(DAP)  –  –  –  4.452 Å  3.965 Å  ±0.008 Å 
HB2(DAP)  HD1(DAP)  –  –  –  4.992 Å  3.909 Å  ±0.004 Å 
HB2(DAP)  HG1(DAP)  5.071 Å  2.957 Å  ±0.006 Å  –  –  – 
HD1(DAP)  HD2(DAP)  3.770 Å  1.776 Å  ±0.000 Å  3.712 Å  1.778 Å  ±0.000 Å 
HD1(DAP)  HG1(DAP)  5.260 Å  2.255 Å  ±0.005 Å  4.259 Å  2.278 Å  ±0.003 Å 
HD1(DAP)  HG2(DAP)  4.587 Å  2.814 Å  ±0.018 Å  4.574 Å  2.746 Å  ±0.006 Å 
HD2(DAP)  HG2(DAP)  –  –  –  4.054 Å  2.289 Å  ±0.003 Å 
HF*(DAP)  HP*(DAP)  6.391 Å  3.989 Å  ±0.277 Å  –  –  – 
HG1(DAP)  HG2(DAP)  4.038 Å  1.768 Å  ±0.001 Å  3.735 Å  1.770 Å  ±0.001 Å 
HA2(DAP)  HN(DOE)  2.892 Å  2.290 Å  ±0.043 Å  2.521 Å  2.447 Å  ±0.090 Å 
HA(DOE)  HB1(DOE)  2.802 Å  2.608 Å  ±0.117 Å  2.468 Å  2.437 Å  ±0.043 Å 
HA(DOE)  HB2(DOE)  3.379 Å  2.995 Å  ±0.035 Å  –  –  – 
HA(DOE)  HN(DOE)  3.675 Å  2.908 Å  ±0.038 Å  3.344 Å  2.969 Å  ±0.028 Å 
HA(DOE)  HR1*(DOE)  4.889 Å  3.360 Å  ±0.093 Å  –  –  – 
HB1(DOE)  HB2(DOE)  1.883 Å  1.764 Å  ±0.001 Å  1.714 Å  1.760 Å  ±0.001 Å 
HB1(DOE)  HR*(DOE)  5.242 Å  3.077 Å  ±0.019 Å  4.912 Å  4.434 Å  ±0.008 Å 
HB2(DOE)  HN(DOE)  3.343 Å  2.319 Å  ±0.161 Å  2.933 Å  2.687 Å  ±0.140 Å 
HB2(DOE)  HR*(DOE)  4.874 Å  3.059 Å  ±0.020 Å  4.511 Å  4.421 Å  ±0.005 Å 
Tabelle 1: NOESY – Distanzen und berechnete Distanzen in Dolastatin 10 
 
   cis – Konformation  trans – Konformation 
Atom 1  Atom 2  J (Exp.)  gerechnete Strukt.  J (Exp.)  gerechnete Strukt. 
HA(DIL)  HA1(DIL)  4.8 Hz  0.5 Hz  − 88.1 °  4.0 Hz  0.5 Hz  88.7 ° 
HA(DAP)  HA1(DAP)  3.0 Hz  2.4 Hz  − 63.1 °  3.0 Hz  3.2 Hz  − 57.8 ° 
HA1(DAP)  HA2(DAP)  10.0 Hz  12.0 Hz  179.7 °  9.5 Hz  9.0 Hz  150.1 ° 
HN(DOE)  HA(DOE)  8.2 Hz  6.8 Hz    − 136.3 °  8.4 Hz  11.9 Hz    − 173.9 ° 
Tabelle 2: Skalare Kopplungen und gefundene Dihedralwinkel in Dolastatin 10 
 
  cis −  Konformation  trans −  Konformation 
RMSD (alle Atome)  1.423 Å  1.488 Å 
RMSD (Nichtwasserstoffatome)  1.042 Å  1.220 Å 
RMSD (Rückgrat)  0.463 Å  0.500 Å 
Tabelle 3: RMSD – Werte für die zehn energieärmsten Dolastatin 10 Strukturen Mathematische Verfahren zur Aufklärung der Struktur, Dynamik und Biologischen Aktivität... 
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Atom 1  Atom 2  Atom 3  Atom 4  cis −  Konform.  trans −  Konform. 
N(DOV)  CA(DOV)  C(DOV)  N(VAL)  30.5 °  ±65.7 °   19.4 °  ±99.3 ° 
Konformer 1 ⇒  vgl. Kapitel 2.2  51.9 °  ±14.4 °   57.4 °  ±2.5 ° 
Konformer 2 ⇒  vgl. Kapitel 2.2  −162.1  °  ±0.0 °  170.8 °   ±22.6 ° 
CA(DOV)  C(DOV)  N(VAL)  CA(VAL)  180.0 °  ±0.1 °  180.0 °  ±0.1 ° 
C(DOV) N(VAL)  CA(VAL) C(VAL) − 84.6 °  ±56.9 °  − 88.2 °  ±25.8 ° 
Konformer 1 ⇒  vgl. Kapitel 2.2  − 59.0 °  ±4.1 °  − 61.1 °  ±9.9 ° 
N(VAL) CA(VAL)  C(VAL)  N(DIL)  127.5  ° ± 23.2 °  170.3 °  ±0.7 ° 
CA(VAL)  C(VAL)  N(DIL)  CA(DIL)  180.0 °  ±0.1 °  180.0 °  ±0.1 ° 
C(VAL) N(DIL)  CA(DIL)  CA1(DIL)  − 140.6 °  ±0.6 °  − 75.1 °  ±6.4 ° 
N(DIL)  CA(DIL)  CA1(DIL)  CA2(DIL)  151.2 °  ±1.0 °  − 33.1 °  ±1.5 ° 
CA(DIL) CA1(DIL) CA2(DIL)  C(DIL)  − 70.4 °  ±12.9 °  − 152.2 °  ±11.5 ° 
CA1(DIL) CA2(DIL)  C(DIL)  N(DAP)  − 96.0 °  ±6.4 °  − 151.6 °  ±11.9 ° 
CA2(DIL) C(DIL)  N(DAP)  CA(DAP) − 0.2 °  ±0.1 °  180.0 °  ±0.1 ° 
C(DIL) N(DAP)  CA(DAP)  CA1(DAP) − 80.7 °  ±2.2 °  − 71.4 °  ±0.9 ° 
N(DAP)  CA(DAP)  CA1(DAP)  CA2(DAP)  175.3 °  ±5.2 °  − 179.1 °  ±1.5 ° 
CA(DAP) CA1(DAP) CA2(DAP)  C(DAP)  − 60.3 °  ±4.1 °  − 88.3 °  ±1.2 ° 
CA1(DAP)  CA2(DAP)  C(DAP)  N(DOE)  126.7 °  ±12.7 °  144.2 °  ±29.4 ° 
CA2(DAP)  C(DAP)  N(DOE)  CA(DOE)  180.0 °  ±0.1 °  180.0 °  ±0.1 ° 
C(DAP) N(DOE)  CA(DOE) C(DOE) − 76.4 °  ±11.1 °  − 114.0 °  ±23.0 ° 
Tabelle 4: Dihedralwinkel im Rückgrat der bestimmten Dolastatin 10 Struktur 
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16  Anhang C (Definition der Topologie und des Kraftfeldes für Epothilone A) 
 
remark  file top_epothilone.pro 
remark  geometric energy function topology for distance geometry and simulated annealing 
remark 
remark  written for epothilone  
remark   
remark  written 051099 
remark 
remark  written by Jens Meiler, University Frankfurt 




  angles     = true 





  group 
    atom C01    type = C_CA   charge =  0.00 end 
    atom C02    type = C_QU   charge =  0.00 end 
    atom C03    type = C_QU   charge =  0.00 end 
    atom C04    type = C_QU   charge =  0.00 end 
    atom C05    type = C_CA   charge =  0.00 end 
    atom C06    type = C_QU   charge =  0.00 end 
    atom C07    type = C_QU   charge =  0.00 end 
    atom C08    type = C_QU   charge =  0.00 end 
    atom C09    type = C_QU   charge =  0.00 end 
    atom C10    type = C_QU   charge =  0.00 end 
    atom C11    type = C_QU   charge =  0.00 end 
    atom C12    type = C_EP   charge =  0.00 end 
    atom C13    type = C_EP   charge =  0.00 end 
    atom C14    type = C_QU   charge =  0.00 end 
    atom C15    type = C_QU   charge =  0.00 end 
    atom C16    type = C_OL   charge =  0.00 end 
    atom C17    type = C_OL   charge =  0.00 end 
    atom C18    type = C_TB   charge =  0.00 end 
    atom C19    type = C_TG   charge =  0.00 end 
    atom C20    type = C_TA   charge =  0.00 end 
    atom C21    type = C_QU   charge =  0.00 end 
    atom C22    type = C_QU   charge =  0.00 end 
    atom C23    type = C_QU   charge =  0.00 end 
    atom C24    type = C_QU   charge =  0.00 end 
    atom C25    type = C_QU   charge =  0.00 end 
    atom C27    type = C_QU   charge =  0.00 end 
    atom O011   type = O_HY   charge =  0.00 end 
    atom O012   type = O_CA   charge =  0.00 end 
    atom O03    type = O_HY   charge =  0.00 end 
    atom O05    type = O_CA   charge =  0.00 end 
    atom O07    type = O_HY   charge =  0.00 end 
    atom O12    type = O_HY   charge =  0.00 end 
    atom S19    type = S_TH   charge =  0.00 end 
    atom N18    type = N_TH   charge =  0.00 end 
    atom H021   type = H_QU   charge =  0.00 end 
    atom H022   type = H_QU   charge =  0.00 end 
    atom H03    type = H_QU   charge =  0.00 end 
    atom HO03   type = H_HY   charge =  0.00 end 
    atom H06    type = H_QU   charge =  0.00 end 
    atom H07    type = H_QU   charge =  0.00 end 
    atom HO07   type = H_HY   charge =  0.00 end 
    atom H08    type = H_QU   charge =  0.00 end 
    atom H091   type = H_QU   charge =  0.00 end 
    atom H092   type = H_QU   charge =  0.00 end 
    atom H101   type = H_QU   charge =  0.00 end 
    atom H102   type = H_QU   charge =  0.00 end 
    atom H111   type = H_QU   charge =  0.00 end 
    atom H112   type = H_QU   charge =  0.00 end 
    atom H12    type = H_QU   charge =  0.00 end 
    atom H13    type = H_QU   charge =  0.00 end 
    atom H141   type = H_QU   charge =  0.00 end Mathematische Verfahren zur Aufklärung der Struktur, Dynamik und Biologischen Aktivität... 
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    atom H142   type = H_QU   charge =  0.00 end 
    atom H15    type = H_QU   charge =  0.00 end 
    atom H17    type = H_OL   charge =  0.00 end 
    atom H19    type = H_TG   charge =  0.00 end 
    atom H211   type = H_QU   charge =  0.00 excl =( H211 H212 H213) end  
    atom H212   type = H_QU   charge =  0.00 excl =( H211 H212 H213) end 
    atom H213   type = H_QU   charge =  0.00 excl =( H211 H212 H213) end 
    atom H221   type = H_QU   charge =  0.00 excl =( H221 H222 H223) end 
    atom H222   type = H_QU   charge =  0.00 excl =( H221 H222 H223) end 
    atom H223   type = H_QU   charge =  0.00 excl =( H221 H222 H223) end 
    atom H231   type = H_QU   charge =  0.00 excl =( H231 H232 H233) end 
    atom H232   type = H_QU   charge =  0.00 excl =( H231 H232 H233) end 
    atom H233   type = H_QU   charge =  0.00 excl =( H231 H232 H233) end 
    atom H241   type = H_QU   charge =  0.00 excl =( H241 H242 H243) end 
    atom H242   type = H_QU   charge =  0.00 excl =( H241 H242 H243) end 
    atom H243   type = H_QU   charge =  0.00 excl =( H241 H242 H243) end 
    atom H251   type = H_QU   charge =  0.00 excl =( H251 H252 H253) end 
    atom H252   type = H_QU   charge =  0.00 excl =( H251 H252 H253) end 
    atom H253   type = H_QU   charge =  0.00 excl =( H251 H252 H253) end 
    atom H271   type = H_QU   charge =  0.00 excl =( H271 H272 H273) end 
    atom H272   type = H_QU   charge =  0.00 excl =( H271 H272 H273) end 
    atom H273   type = H_QU   charge =  0.00 excl =( H271 H272 H273) end 
 
                    bond C01  O011  bond C01  O012 
    bond C01  C02   bond C02  H021  bond C02  H022 
    bond C02  C03   bond C03  H03   bond C03  O03   bond O03  HO03 
    bond C03  C04 
    bond C04  C22   bond C22  H221  bond C22  H222  bond C22  H223 
    bond C04  C23   bond C23  H231  bond C23  H232  bond C23  H233 
    bond C04  C05   bond C05  O05 
    bond C05  C06   bond C06  H06 
    bond C06  C24   bond C24  H241  bond C24  H242  bond C24  H243 
    bond C06  C07   bond C07  H07   bond C07  O07   bond O07  HO07 
    bond C07  C08   bond C08  H08 
    bond C08  C25   bond C25  H251  bond C25  H252  bond C25  H253 
    bond C08  C09   bond C09  H091  bond C09  H092 
    bond C09  C10   bond C10  H101  bond C10  H102 
    bond C10  C11   bond C11  H111  bond C11  H112 
    bond C11  C12   bond C12  H12   bond C12  O12 
    bond C12  C13   bond C13  H13   bond C13  O12 
    bond C13  C14   bond C14  H141  bond C14  H142 
    bond C14  C15   bond C15  O011  bond C15  H15 
    bond C15  C16 
    bond C16  C27   bond C27  H271  bond C27  H272  bond C27  H273 
    bond C16  C17   bond C17  H17 
    bond C17  C18   bond C18  N18   bond N18  C20 
    bond C18  C19   bond C19  S19   bond S19  C20   bond C19  H19  
    bond C20  C21   bond C21  H211  bond C21  H212  bond C21  H213 
 
    improper H021 H022 C03  C01     ! stereo C02 
    improper H03  O03  C04  C02     ! stereo C03  
    improper C23  C22  C05  C03     ! stereo C04    
    improper H06  C07  C05  C24     ! stereo C06  
    improper H07  O07  C06  C08     ! stereo C07 
    improper H08  C25  C07  C09     ! stereo C08  
    improper H091 H092 C10  C08     ! stereo C09 
    improper H101 H102 C11  C09     ! stereo C10 
    improper H111 H112 C12  C10     ! stereo C11 
    improper H12  O12  C11  C13     ! stereo C12  
    improper H13  O12  C12  C14     ! stereo C13 
    improper H141 H142 C15  C13     ! stereo C14 
    improper H15  O011 C16  C14     ! stereo C15 
    improper H211 H212 C20  H213    ! stereo C21 
    improper H221 H222 C04  H223    ! stereo C22 
    improper H231 H232 C04  H233    ! stereo C23 
    improper H241 H242 C06  H243    ! stereo C24 
    improper H251 H252 C08  H253    ! stereo C25 
    improper H271 H272 C16  H273    ! stereo C27 
 
    improper C20  N18  C18  C19 
    improper N18  C18  C19  S19 
    improper C18  C19  S19  C20 
    improper C19  S19  C20  N18 
    improper S19  C20  N18  C18 Dissertation Jens Meiler 
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    improper C21  C20  N18  C18 
    improper C20  N18  C18  C17 
    improper N18  C18  C19  H19 
 
    improper O011 C02  C01  O012 
    improper C04  C06  C05  O05 
 
    improper C18  C16  C17  H17 
    improper C27  C15  C16  C17 
    improper C18  C17  C16  C15 
    improper N18  C18  C17  C16 
!   improper C19  C18  C17  C16 
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remark  file par_epothilone.pro 
remark  geomatric energy function parameters for distance geometry and simulated annealing 
remark 
remark  written for epothilone  
remark   
remark  written 051099 
remark 
remark  written by Jens Meiler, University Frankfurt 
 
 
! force constants 
 
  evaluate( $kbon = 1000) 
  evaluate( $kang =  500) 
  evaluate( $kpla =  500) 
  evaluate( $kchi =  500) 
  evaluate( $kmet =  500) 
  evaluate( $kmen =  500) 
  evaluate( $kbac =  500) 





  bond       H_AM  N_AM              $kbon     0.98 
  bond       N_AM  C_QU              $kbon     1.49 
  bond       C_QU  C_QU              $kbon     1.53 
  bond       C_QU  H_QU              $kbon     1.08 
  bond       C_QU  C_CA              $kbon     1.53 
  bond       C_PA  C_CA              $kbon     1.53 
  bond       C_CA  O_CA              $kbon     1.215 
  bond       C_QU  O_HY              $kbon     1.42 
  bond       C_AR  C_AR              $kbon     1.40 
  bond       C_AR  C_QU              $kbon     1.51 
  bond       H_AR  C_AR              $kbon     1.08 
  bond       C_CA  N_AM              $kbon     1.305 
  bond       C_CA  O_HY              $kbon     1.42 
  bond       O_HY  H_HY              $kbon     0.96 
  bond       C_QU  C_OL              $kbon     1.504 
  bond       C_OL  C_OL              $kbon     1.49 
  bond       C_OL  H_OL              $kbon     1.08 
  bond       C_QU  C_EP              $kbon     1.53 
  bond       C_EP  C_EP              $kbon     1.53 
  bond       C_EP  H_QU              $kbon     1.08 
  bond       C_EP  O_HY              $kbon     1.42 
  
  bond       C_PA  H_QU              $kbon     1.08    ! PR ring hydrogene 
  bond       C_PB  H_QU              $kbon     1.08    ! PR ring hydrogene 
  bond       C_PG  H_QU              $kbon     1.08    ! PR ring hydrogene 
  bond       C_PD  H_QU              $kbon     1.08    ! PR ring hydrogene 
  bond       C_PA  C_PB              $kbon     1.53    ! PR ring inner ring 
  bond       C_PB  C_PG              $kbon     1.49    ! PR ring inner ring 
  bond       C_PG  C_PD              $kbon     1.50    ! PR ring inner ring 
  bond       C_PD  N_PR              $kbon     1.47    ! PR ring inner ring 
  bond       C_PA  N_PR              $kbon     1.49    ! PR ring inner ring 
  bond       C_PA  C_QU              $kbon     1.53    ! PR ring connection 
  bond       C_CA  N_PR              $kbon     1.305   ! PR ring connection 
 
  bond       C_TB  H_TB              $kbon     1.08    ! TH ring hydrogene 
  bond       C_TG  H_TG              $kbon     1.08    ! TH ring hydrogene 
  bond       C_QU  C_TA              $kbon     1.504   ! TH ring connection 
  bond       C_OL  C_TB              $kbon     1.49    ! TH ring connection 
  bond       C_TA  N_TH              $kbon     1.42    ! TH ring inner ring 
  bond       N_TH  C_TB              $kbon     1.38    ! TH ring inner ring 
  bond       C_TB  C_TG              $kbon     1.49    ! TH ring inner ring 
  bond       C_TG  S_TH              $kbon     1.77    ! TH ring inner ring 





  angle      C_CA  N_AM  C_QU        $kang   120.0 
  angle      C_CA  N_AM  H_AM        $kang   120.0 
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  angle      C_QU  N_AM  C_QU        $kang   120.0 
   
  angle      N_AM  C_QU  C_QU        $kang   109.5 
  angle      N_AM  C_QU  H_QU        $kang   109.5 
  angle      N_AM  C_QU  C_CA        $kang   109.5 
  angle      C_QU  C_QU  H_QU        $kang   109.5 
  angle      C_QU  C_QU  C_QU        $kang   109.5 
  angle      H_QU  C_QU  H_QU        $kang   109.5 
  angle      H_QU  C_QU  C_CA        $kang   109.5 
  angle      C_QU  C_QU  C_CA        $kang   109.5 
  angle      C_QU  C_QU  O_HY        $kang   109.5 
  angle      H_QU  C_QU  O_HY        $kang   109.5 
  angle      C_PA  C_QU  O_HY        $kang   109.5 
  angle      C_PA  C_QU  H_QU        $kang   109.5 
  angle      C_PA  C_QU  C_QU        $kang   109.5 
  angle      N_AM  C_QU  C_TA        $kang   109.5 
  angle      H_QU  C_QU  C_TA        $kang   109.5 
  angle      C_QU  C_QU  C_TA        $kang   109.5 
  angle      C_QU  C_QU  C_AR        $kang   109.5 
  angle      H_QU  C_QU  C_AR        $kang   109.5 
  angle      C_QU  C_QU  C_OL        $kang   109.5 
  angle      C_OL  C_QU  O_HY        $kang   109.5 
  angle      H_QU  C_QU  C_OL        $kang   109.5 
  angle      H_QU  C_QU  C_EP        $kang   109.5 
  angle      C_QU  C_QU  C_EP        $kang   109.5 
 
  angle      C_QU  C_CA  O_CA        $kang   120.0 
  angle      C_QU  C_CA  N_AM        $kang   120.0 
  angle      N_AM  C_CA  O_CA        $kang   120.0 
  angle      C_QU  C_CA  N_PR        $kang   120.0 
  angle      N_PR  C_CA  O_CA        $kang   120.0 
  angle      C_PA  C_CA  O_CA        $kang   120.0 
  angle      C_PA  C_CA  N_AM        $kang   120.0 
  angle      O_HY  C_CA  O_CA        $kang   120.0 
  angle      O_HY  C_CA  C_QU        $kang   120.0 
  angle      C_QU  C_CA  C_QU        $kang   120.0 
 
 
  angle      C_QU  C_OL  C_QU        $kang   120.0 
  angle      C_QU  C_OL  C_OL        $kang   120.0 
  angle      C_OL  C_OL  H_OL        $kang   120.0 
  angle      C_OL  C_OL  C_TB        $kang   120.0 
  angle      H_OL  C_OL  C_TB        $kang   120.0 
 
  angle      C_EP  C_EP  O_HY        $kang    60.2 
  angle      C_QU  C_EP  O_HY        $kang   112.5 
  angle      C_QU  C_EP  C_EP        $kang   120.0 
  angle      H_QU  C_EP  O_HY        $kang   112.5 
  angle      H_QU  C_EP  C_EP        $kang   120.0 
  angle      H_QU  C_EP  C_QU        $kang   109.5 
 
  angle      C_EP  O_HY  C_EP        $kang    59.4 
  angle      C_QU  O_HY  C_QU        $kang   117.8 
  angle      C_CA  O_HY  C_QU        $kang   117.8 
  angle      C_QU  O_HY  H_HY        $kang   108.0 
 
  angle      C_AR  C_AR  C_AR        $kang   120.0 
  angle      C_AR  C_AR  H_AR        $kang   120.0 
  angle      C_QU  C_AR  C_AR        $kang   120.0 
 
  angle      H_QU  C_PA  C_PB        $kang   109.5     ! PR ring hydrogene 
  angle      H_QU  C_PA  N_PR        $kang   109.5     ! PR ring hydrogene 
  angle      H_QU  C_PA  C_CA        $kang   109.5     ! PR ring hydrogene 
  angle      H_QU  C_PA  C_QU        $kang   109.5     ! PR ring hydrogene 
  angle      H_QU  C_PB  C_PA        $kang   109.5     ! PR ring hydrogene 
  angle      H_QU  C_PB  C_PG        $kang   109.5     ! PR ring hydrogene 
  angle      H_QU  C_PB  H_QU        $kang   109.5     ! PR ring hydrogene 
  angle      H_QU  C_PG  C_PB        $kang   109.5     ! PR ring hydrogene 
  angle      H_QU  C_PG  C_PD        $kang   109.5     ! PR ring hydrogene 
  angle      H_QU  C_PG  H_QU        $kang   109.5     ! PR ring hydrogene 
  angle      H_QU  C_PD  C_PG        $kang   109.5     ! PR ring hydrogene 
  angle      H_QU  C_PD  N_PR        $kang   109.5     ! PR ring hydrogene 
  angle      H_QU  C_PD  H_QU        $kang   109.5     ! PR ring hydrogene 
  angle      C_PA  C_PB  C_PG        $kang   104.5     ! PR ring inner ring Mathematische Verfahren zur Aufklärung der Struktur, Dynamik und Biologischen Aktivität... 
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  angle      C_PB  C_PG  C_PD        $kang   106.1     ! PR ring inner ring 
  angle      C_PG  C_PD  N_PR        $kang   103.2     ! PR ring inner ring 
  angle      C_PD  N_PR  C_PA        $kang   112.0     ! PR ring inner ring 
  angle      N_PR  C_PA  C_PB        $kang   104.0     ! PR ring inner ring 
  angle      N_PR  C_PA  C_CA        $kang   104.0     ! PR ring connection 
  angle      C_PB  C_PA  C_CA        $kang   112.5     ! PR ring connection 
  angle      C_CA  N_PR  C_PA        $kang   119.1     ! PR ring connection 
  angle      C_CA  N_PR  C_PD        $kang   125.0     ! PR ring connection 
 
  angle      H_TB  C_TB  C_TG        $kang   121.9     ! TH ring hydrogene 
  angle      C_OL  C_TB  C_TG        $kang   121.9     ! TH ring hydrogene 
  angle      H_TB  C_TB  N_TH        $kang   121.7     ! TH ring hydrogene 
  angle      C_OL  C_TB  N_TH        $kang   121.7     ! TH ring hydrogene 
  angle      H_TG  C_TG  C_TB        $kang   126.3     ! TH ring hydrogene 
  angle      H_TG  C_TG  S_TH        $kang   121.1     ! TH ring hydrogene 
  angle      C_TA  N_TH  C_TB        $kang   112.3     ! TH ring inner ring 
  angle      N_TH  C_TB  C_TG        $kang   112.4     ! TH ring inner ring 
  angle      C_TB  C_TG  S_TH        $kang   112.6     ! TH ring inner ring 
  angle      C_TG  S_TH  C_TA        $kang    88.8     ! TH ring inner ring 
  angle      S_TH  C_TA  N_TH        $kang   114.3     ! TH ring inner ring 
  angle      C_QU  C_TA  N_TH        $kang   118.9     ! TH ring connection 





  improper   H_QU  H_QU  C_QU  H_QU  $kmet 0   66.514   ! methyl    group 
  improper   H_QU  H_QU  O_HY  H_QU  $kmet 0   66.514   ! methyl    group 
  improper   H_QU  H_QU  N_AM  H_QU  $kmet 0   66.514   ! methyl    group 
  improper   H_QU  H_QU  C_TA  H_QU  $kmet 0   66.514   ! methyl    group 
  improper   H_QU  H_QU  C_OL  H_QU  $kmet 0   66.514   ! methyl    group 
  improper   H_QU  H_QU  C_QU  C_QU  $kmen 0   70.874   ! methylene group 
  improper   H_QU  H_QU  C_EP  C_QU  $kmen 0   70.874   ! methylene group 
  improper   H_QU  H_QU  C_QU  C_EP  $kmen 0   70.874   ! methylene group 
  improper   H_QU  H_QU  C_QU  C_AR  $kmen 0   70.874   ! methylene group 
  improper   H_QU  H_QU  C_CA  C_QU  $kmen 0   70.874   ! methylene group 
  improper   H_QU  H_QU  C_PA  C_PG  $kmen 0   70.874   ! methylene group 
  improper   H_QU  H_QU  C_PB  C_PD  $kmen 0   70.874   ! methylene group 
  improper   H_QU  H_QU  C_PG  N_PR  $kmen 0   70.874   ! methylene group 
  improper   H_QU  H_QU  N_AM  C_QU  $kmen 0   70.874   ! methylene group 
  improper   H_QU  H_QU  C_QU  C_CA  $kmen 0   70.874   ! methylene group 
  improper   H_QU  C_QU  C_QU  C_QU  $kchi 0   65.977   ! methine   group 
  improper   H_QU  C_QU  C_CA  C_QU  $kchi 0   65.977   ! methine   group 
  improper   H_QU  N_AM  C_QU  C_QU  $kchi 0   65.977   ! methine   group 
  improper   H_QU  O_HY  C_QU  C_QU  $kchi 0   65.977   ! methine   group 
  improper   H_QU  N_AM  C_CA  C_QU  $kchi 0   65.977   ! methine   group 
  improper   H_QU  N_PR  C_CA  C_PB  $kchi 0   65.977   ! methine   group 
  improper   H_QU  O_HY  C_QU  C_PA  $kchi 0   72.977   ! methine   group 
  improper   H_QU  N_AM  C_TA  C_QU  $kchi 0   65.977   ! methine   group 
  improper   H_QU  O_HY  C_OL  C_QU  $kchi 0   65.977   ! methine   group 
  improper   H_QU  O_HY  C_EP  C_QU  $kchi 0   65.977   ! methine   group 
  improper   H_QU  O_HY  C_QU  C_EP  $kchi 0   65.977   ! methine   group 
  improper   C_QU  C_QU  C_CA  C_QU  $kchi 0   70.528   ! quartaer carbon 
 
  improper   O_CA  C_CA  N_AM  C_QU  $kbac 0  180.0     ! planar (-C) 
  improper   O_CA  C_CA  N_AM  C_PA  $kbac 0  180.0     ! planar (-C) 
  improper   H_AM  N_AM  C_CA  C_QU  $kbac 0  180.0     ! planar (+N) 
  improper   C_QU  C_CA  N_AM  C_QU  $kbac 0  180.0     ! planar peptid bond trans and planar 
(+N) (DIL/DOE) 
  improper   C_PA  C_CA  N_AM  C_QU  $kbac 0  180.0     ! planar peptid bond trans and planar 
(+N) 
  improper   O_CA  C_CA  N_PR  C_QU  $kbac 0  180.0     ! PR planar (-C) 
  improper   C_PD  N_PR  C_CA  C_PA  $kbac 0  180.0     ! PR planar (+N) 
! improper   C_QU  C_CA  N_PR  C_PA  $kbac 0  180.0     ! PR planar peptid bond trans 
! improper   C_QU  C_CA  N_PR  C_PA  $kbac 0    0.0     ! PR planar peptid bond cis 
 
  dihedral   C_QU  C_CA  N_PR  C_PA  $kdih 2  180.0     ! PR planar peptid trans or cis 
  dihedral   C_QU  C_CA  N_AM  C_QU  $kdih 2  180.0     ! planar peptid bond trans or cis 
  dihedral   C_PA  C_CA  N_AM  C_QU  $kdih 2  180.0     ! planar peptid bond trans or cis 
 
  improper   H_AR  C_AR  C_AR  C_AR  $kpla 0  180.0 
  improper   C_QU  C_AR  C_AR  C_AR  $kpla 0  180.0 
  improper   C_AR  C_AR  C_AR  C_AR  $kpla 0    0.0 
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  improper   C_QU  C_TA  N_TH  C_TB  $kpla 0  180.0     ! TH ring 
  improper   C_TA  N_TH  C_TB  H_TB  $kpla 0  180.0     ! TH ring 
  improper   N_TH  C_TB  C_TG  H_TG  $kpla 0  180.0     ! TH ring 
  improper   C_TA  N_TH  C_TB  C_OL  $kpla 0  180.0     ! TH ring 
 
  improper   C_TA  N_TH  C_TB  C_TG  $kpla 0    0.0     ! TH ring 
  improper   N_TH  C_TB  C_TG  S_TH  $kpla 0    0.0     ! TH ring 
  improper   C_TB  C_TG  S_TH  C_TA  $kpla 0    0.0     ! TH ring 
  improper   C_TG  S_TH  C_TA  N_TH  $kpla 0    0.0     ! TH ring 
  improper   S_TH  C_TA  N_TH  C_TB  $kpla 0    0.0     ! TH ring 
  
  improper   O_HY  C_QU  C_CA  O_CA  $kbac 0  180.0 
  improper   C_QU  C_QU  C_CA  O_CA  $kbac 0  180.0 
   
  improper   C_TB  C_OL  C_OL  H_OL  $kbac 0  180.0 
  improper   C_QU  C_QU  C_OL  C_OL  $kbac 0  180.0 
  improper   C_TB  C_OL  C_OL  C_QU  $kbac 0  180.0  
  improper   N_TH  C_TB  C_OL  C_OL  $kbac 0    0.0 
  
  improper   N_PR  C_PA  C_PB  C_PG  $kbac 0   25.0     ! PR ring pucker 
 
! the non-bonded parameters are approximately the same as  
! DISMAN's large radii for repel=0.9, and as DISMAN's small 
! radii for repel=0.75. (ECEPP2)  
! the epsilon values are generally not used (and should not be)  
! with this force field 
! the radius is sigma*2^(-5/6) 
!  
!                      eps      sigma       eps(1:4) sigma(1:4) 
 
  NONBonded  C_CA      0.0903   3.3409      0.0903   3.3409  
  NONBonded  C_AR      0.120    3.3409      0.1200   3.3409 
  NONBonded  C_TA      0.145    3.3409      0.1450   3.3409 
  NONBonded  C_TB      0.1200   3.3409      0.1200   3.3409 
  NONBonded  C_TG      0.1200   3.3409      0.1200   3.3409 
  NONBonded  C_OL      0.1200   3.3409      0.1200   3.3409 
  NONBonded  C_EP      0.1200   3.3409      0.1200   3.3409  
  NONBonded  C_QU      0.0903   3.3409      0.0903   3.3409 
  NONBonded  C_PA      0.0903   3.3409      0.0903   3.3409 
  NONBonded  C_PB      0.0903   3.3409      0.0903   3.3409 
  NONBonded  C_PG      0.1450   3.3409      0.1450   3.3409 
  NONBonded  C_PD      0.1450   3.3409      0.1450   3.3409 
  NONBonded  H_QU      0.0045   2.2272      0.0045   2.2272 
  NONBonded  H_AM      0.0498   2.2272      0.0498   2.2272 
  NONBonded  H_HY      0.0498   2.2272      0.0498   2.2272 ! to be checked 
  NONBonded  H_AR      0.0045   2.2272      0.0045   2.2272 
  NONBonded  H_TB      0.0045   2.2272      0.0045   2.2272 
  NONBonded  H_TG      0.0045   2.2272      0.0045   2.2272 
  NONBonded  H_OL      0.0045   2.2272      0.0045   2.2272 
  NONBonded  N_PR      0.1592   3.0068      0.1592   3.0068 
  NONBonded  N_TH      0.1592   3.0068      0.1592   3.0068 
  NONBonded  N_AM      0.1592   3.0068      0.1592   3.0068 
  NONBonded  O_CA      0.2342   2.7755      0.2342   2.7755 
  NONBonded  O_HY      0.2342   2.7755      0.2342   2.7755 
  NONBonded  S_TH      0.0239   3.7458      0.0239   3.7458 
 
! the following nbfixes allow hydrogen bonding  
! the distance used is (2A/B)^(1/6)*repel  distances 
!                              A     B    A1-4  B1-4 
 
  nbfix      H_AM     O_CA     44.2  1.0  44.2  1.0  
  nbfix      H_AM     O_HY     44.2  1.0  44.2  1.0  
 
set message on echo on end 
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17  Anhang D (Resultate der Strukturrechnung für Epothilon A) 
 
    gebundene Form  freie Form 
Atom 1  Atom 2  NOE  gerechnete Strukt.  NOE  gerechnete Strukt. 
Röntgen-
struktur 
H02* H03  −   −   −  2.500 Å  2.749 Å  ±0.002 Å  2.615 Å 
H02* H06  −   −   −  3.500 Å  2.863 Å  ±0.016 Å  2.391 Å 
H02*  H08  5.000 Å  5.196 Å  ±0.044 Å  −   −   −  3.515 Å 
H02* H091  −   −   −  3.500 Å  3.266 Å  ±0.022 Å  2.886 Å 
H02* H092  −   −   −  5.000 Å  5.017 Å  ±0.022 Å  4.397 Å 
H02* H17  −   −   −  3.500 Å  4.250 Å  ±0.013 Å  5.705 Å 
H02*  H22*  4.200 Å  3.292 Å  ±0.005 Å  3.000 Å  2.882 Å  ±0.005 Å  3.233 Å 
H02*  H23*  4.200 Å  3.209 Å  ±0.029 Å  4.000 Å  4.462 Å  ±0.005 Å  4.544 Å 
H02* HO03  −   −   −  3.500 Å  3.307 Å  ±0.017 Å  3.532 Å 
H03 H06  −   −   −  2.500 Å  4.104 Å  ±0.012 Å  3.960 Å 
H03 H07  −   −   −  3.500 Å  5.896 Å  ±0.007 Å  5.785 Å 
H03  H08  5.000 Å  3.235 Å  ±0.045 Å  −   −   −  4.334 Å 
H03 H102  −   −   −  3.500 Å  3.929 Å  ±0.022 Å  4.398 Å 
H03 H17  −   −   −  5.000 Å  4.965 Å  ±0.012 Å  5.754 Å 
H03  H22*  4.200 Å  3.906 Å  ±0.002 Å  3.000 Å  3.558 Å  ±0.004 Å  3.065 Å 
H03  H23*  4.200 Å  3.048 Å  ±0.017 Å  4.200 Å  2.788 Å  ±0.005 Å  2.835 Å 
H03  H24*  6.000 Å  5.615 Å  ±0.005 Å  −   −   −  5.609 Å 
H03 HO03  −   −   −  2.500 Å  2.151 Å  ±0.011 Å  2.061 Å 
H06  H08  3.500 Å  3.099 Å  ±0.055 Å  −   −   −  2.864 Å 
H06 H091  −   −   −  2.500 Å  2.702 Å  ±0.011 Å  2.422 Å 
H06  H22*  3.000 Å  2.568 Å  ±0.014 Å  −   −   −  3.138 Å 
H06 H23*  −   −   −  4.000 Å  4.484 Å  ±0.006 Å  4.581 Å 
H06  H24*  3.000 Å  2.658 Å  ±0.001 Å  3.000 Å  2.618 Å  ±0.003 Å  2.518 Å 
H06  H25*  6.000 Å  4.606 Å  ±0.010 Å  3.000 Å  4.819 Å  ±0.003 Å  4.652 Å 
H06 HO07  −   −   −  3.500 Å  3.303 Å  ±0.180 Å  2.677 Å 
H07  H08  3.500 Å  2.466 Å  ±0.017 Å  2.500 Å  2.707 Å  ±0.002 Å  2.461 Å 
H07 H092  −   −   −  3.500 Å  3.502 Å  ±0.007 Å  3.586 Å 
H07  H22*  6.000 Å  5.164 Å  ±0.011 Å  −   −   −  5.220 Å 
H07 H23*  −   −   −  6.000 Å  5.682 Å  ±0.010 Å  5.325 Å 
H07  H24*  3.000 Å  3.058 Å  ±0.019 Å  3.000 Å  2.906 Å  ±0.006 Å  2.989 Å 
H07  H25*  4.200 Å  3.084 Å  ±0.028 Å  3.000 Å  2.792 Å  ±0.009 Å  2.811 Å 
H07 HO07  −   −   −  2.500 Å  2.231 Å  ±0.081 Å  2.276 Å 
H08 H25*  −   −   −  3.000 Å  2.648 Å  ±0.003 Å  2.502 Å 
H091 H092  −   −   −  3.000 Å  1.758 Å  ±0.002 Å  1.565 Å 
H091 H25*  −   −   −  3.500 Å  3.847 Å  ±0.005 Å  3.708 Å 
H091 HO07  −   −   −  2.500 Å  2.947 Å  ±0.259 Å  3.159 Å 
H092 HO07  −   −   −  3.500 Å  2.341 Å  ±0.437 Å  3.324 Å 
H101 H102  −   −   −  2.500 Å  1.765 Å  ±0.002 Å  1.570 Å 
H101 H111  −   −   −  3.500 Å  3.003 Å  ±0.003 Å  2.814 Å 
H102 H111  −   −   −  2.500 Å  2.621 Å  ±0.002 Å  2.375 Å Dissertation Jens Meiler 
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    gebundene Form  freie Form 
Atom 1  Atom 2  NOE  gerechnete Strukt.  NOE  gerechnete Strukt. 
Röntgen-
struktur 
H102 H112  −   −   −  3.500 Å  3.004 Å  ±0.002 Å  2.816 Å 
H102 H12  −   −   −  3.500 Å  2.781 Å  ±0.009 Å  3.125 Å 
H102 H142  −   −   −  4.000 Å  4.388 Å  ±0.013 Å  4.894 Å 
H111 H112  −   −   −  3.500 Å  1.762 Å  ±0.002 Å  1.566 Å 
H111 H12  −   −   −  2.500 Å  3.031 Å  ±0.001 Å  3.352 Å 
H112 H12  −   −   −  3.500 Å  2.461 Å  ±0.005 Å  2.854 Å 
H112  H141  2.500 Å  2.717 Å  ±0.038 Å  −   −   −  3.459 Å 
H112 H142  −   −   −  4.200 Å  4.850 Å  ±0.008 Å  4.621 Å 
H12 H13  −   −   −  2.500 Å  2.559 Å  ±0.004 Å  2.570 Å 
H13  H141  3.500 Å  3.060 Å  ±0.004 Å  2.500 Å  3.042 Å  ±0.002 Å  2.849 Å 
H13  H142  3.500 Å  2.429 Å  ±0.012 Å  3.000 Å  2.530 Å  ±0.003 Å  2.386 Å 
H13  H15  2.500 Å  2.690 Å  ±0.036 Å  2.500 Å  2.338 Å  ±0.010 Å  2.557 Å 
H13  H17  5.000 Å  4.274 Å  ±0.102 Å  5.000 Å  4.803 Å  ±0.010 Å  4.276 Å 
H141 H142  −   −   −  2.500 Å  1.762 Å  ±0.001 Å  1.567 Å 
H141  H15  3.500 Å  3.026 Å  ±0.002 Å  3.000 Å  2.954 Å  ±0.001 Å  2.800 Å 
H141  H17  3.500 Å  3.730 Å  ±0.081 Å  −   −   −  4.415 Å 
H142  H15  3.500 Å  2.456 Å  ±0.019 Å  4.200 Å  2.598 Å  ±0.004 Å  2.500 Å 
H142  H17  5.000 Å  2.536 Å  ±0.130 Å  4.200 Å  4.383 Å  ±0.005 Å  3.584 Å 
H15  H17  2.500 Å  2.598 Å  ±0.050 Å  2.500 Å  2.526 Å  ±0.005 Å  2.234 Å 
H17  H19  5.000 Å  4.107 Å  ±0.001 Å  3.500 Å  2.792 Å  ±0.005 Å  2.428 Å 
H17 H27*  −   −   −  4.200 Å  4.036 Å  ±0.003 Å  3.892 Å 
H17 HO03  −   −   −  5.000 Å  5.135 Å  ±0.026 Å  6.617 Å 
H19  H27*  3.200 Å  2.363 Å  ±0.001 Å  4.200 Å  5.549 Å  ±0.005 Å  5.351 Å 
H22* H23*  −   −   −  3.000 Å  3.388 Å  ±0.005 Å  3.235 Å 
H22* HO03  −   −   −  4.200 Å  4.853 Å  ±0.005 Å  4.464 Å 
H23* HO03  −   −   −  4.200 Å  4.245 Å  ±0.016 Å  2.945 Å 
H24* HO07  −   −   −  4.200 Å  3.969 Å  ±0.365 Å  2.656 Å 
H25* HO07  −   −   −  4.200 Å  3.340 Å  ±0.313 Å  4.099 Å 
Tabelle 5: NOESY – Distanzen und berechnete Distanzen in Epothilon A 
 
   gebundene  Form 
Vektor 1  Vektor 2  Rate (Exp.)  gerechnete Struktur 
Röntgenkristallstruktur-
analyse 
C02 H021  C03 H03  3.0 Hz  3.6 Hz  − 148.5 °   5.3 Hz  165.3 ° 
C02 H022  C03 H03  2.1 Hz  1.0 Hz  − 28.5 °  −2.8  Hz  − 74.7 ° 
C03 H03  C04 C22  − 1.3 Hz  − 1.9 Hz  176.9 °  0.9 Hz  71.2 ° 
C03 H03  C04 C23  0.0 Hz  0.5 Hz  56.9 °  0.3 Hz  − 48.8 ° 
C07 H07  H08 C08  − 2.0 Hz   − 1.9 Hz  − 60.0 °  −2.9  Hz  −80 .7 ° 
Tabelle 6: Kreuzkorrelierte Raten und gefundene Dihedralwinkel in Epothilon A 
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   freie  Form 
Atom 1  Atom 2  J (Exp.)  gerechnete Struktur 
Röntgenkristallstruktur-
analyse 
H021  H03  11.0 Hz  12.0 Hz  177.6 °  11.2 Hz  165.7 ° 
H022  H03  3.4 Hz  2.6 Hz  − 61.9 °  0.9 Hz  − 76.7 ° 
H06  H07  8.3 Hz  10.1 Hz  − 154.9 °  12.0 Hz  − 179.5 ° 
H07  H08  1.0 Hz  0.7 Hz  − 95.3 °  0.6 Hz  − 82.4 ° 
H091  H101  8.5 Hz  8.0 Hz  144.5 °  11.9 Hz  176.0 ° 
H092  H102  9.4 Hz  8.1 Hz  144.9 °  11.7 Hz  171.2 ° 
H102  H112  11.3 Hz  10.0 Hz  156.4 °  11.9 Hz  176.4 ° 
H13  H141  9.8 Hz  12.0 Hz  − 175.3 °  11.9 Hz  177.1 ° 
H13  H142  3.4 Hz  2.7 Hz  62.9 °  4.2 Hz  54.0 ° 
H141  H15  9.3 Hz  10.0 Hz  156.1 °  9.3 Hz  151.8 ° 
H142  H15  2.0 Hz  0.6 Hz  − 82.3 °  0.5 Hz  − 85.0 ° 
H15  C13  5.0 Hz  4.0 Hz  38.0 °  4.5 Hz  33.5 ° 
H15  C01  1.5 Hz  1.8 Hz  56.7 °  3.0 Hz  46.0 ° 
H15  C27  2.0 Hz  5.1 Hz  140.0 °  8.5 Hz  − 178.1 ° 
H15  C17  4.0 Hz  4.4 Hz  − 34.5 °  6.6 Hz  5.8 ° 
H03  C22  2.0 Hz  0.6 Hz  103.1 °  0.5 Hz  70.8 ° 
H03  C23  1.0 Hz  5.8 Hz  − 20.9 °  2.4 Hz  − 51.3 ° 
H03  C05  1.0 Hz  4.2 Hz  − 133.5 °  8.1 Hz  − 167.9 ° 
H03  C01  1.0 Hz  1.6 Hz  58.5 °  3.2 Hz  44.4 ° 
H07  C24  2.0 Hz  3.8 Hz  − 39.6 °  1.5 Hz  − 59.1 ° 
H07  C25  4.0 Hz  5.5 Hz  24.6 °  4.3 Hz  35.8 ° 
H07  C09  3.0 Hz  5.3 Hz  141.1 °  7.4 Hz  158.5 ° 
H07  C05  0.5 Hz  0.0 Hz  84.0 °  1.5 Hz  59.7 ° 
H17  C19  3.7 Hz  6.7 Hz  1.4 °  6.2 Hz  − 15.1 ° 
H17  C15  7.5 Hz  6.7 Hz  − 1.5 °  6.7 Hz  − 1.6 ° 
H17  C27  9.1 Hz  8.5 Hz  − 176.1 °  8.5 Hz  − 177.1 ° 
Tabelle 7: Skalare Kopplungen und gefundene Dihedralwinkel in Epothilon A 
 
  gebundene Form  freie Form 
RMSD (alle Atome)  0.537 Å  0.497 Å 
RMSD (Nichtwasserstoffatome)  0.103 Å  0.016 Å 
Tabelle 8: RMSD – Werte für die zehn energieärmsten Epothilon A Strukturen 
 
Atom 1  Atom 2  Atom 3  Atom 4  gebundene Form  freie Form  Röntgen 
C01 C02 C03 C04  − 148.5 °  ±0.7 °  179.4 °  ±0.5 °  165.3 ° 
C02  C03  C04  C05  176.9 °  ±1.0 °  104.7 °  ±0.2 °  71.2 ° 
C03 C04 C05 C06  − 115.3 °  ±2.1 °  − 86.4 °  ±0.6 °  − 76.6 ° 
C04  C05  C06  C07  137.5 °  ±1.0 °  136.0 °  ±0.7 °  145.5 ° 
C05 C06 C07 C08  − 57.2 °  ±2.0 °  − 38.0 °  ±0.4 °  − 61.0 ° Dissertation Jens Meiler 
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Atom 1  Atom 2  Atom 3  Atom 4  gebundene Form  freie Form  Röntgen 
C06 C07 C08 C09  − 60.0 °  ±2.7 °  − 96.2 °  ±0.3 °  − 80.7 ° 
C07  C08  C09  C10  179.2 °  ±1.6 °  167.9 °  ±0.8 °  158.6 ° 
C08 C09 C10 C11  − 151.7 °  ±7.1 °  145.4 °  ±0.4 °  173.6 ° 
C09  C10  C11  C12  174.0 °  ±1.1 °  155.8 °  ±0.3 °  173.7 ° 
C10 C11 C12 C13  − 166.7 °  ±4.0 °  − 93.7 °  ±0.5 °  − 112.1 ° 
C11  C12  C13  C14  6.7 °  ±0.4 °  3.3 °  ±0.3 °  0.7 ° 
C12  C13  C14  C15  81.8 °  ±1.8 °  100.5 °  ±0.4 °  93.6 ° 
C13 C14 C15 O011 − 59.4 °  ±2.6 °  − 81.2 °  ±0.2 °  − 84.0 ° 
C14  C15  O011  C01  169.4 °  ±2.9 °  175.6 °  ±0.7 °  163.4 ° 
C15  O011  C01  C02  133.8 °  ±3.8 °  149.8 °  ±0.2 °  174.1 ° 
O011  C01  C02  C03  69.8 °  ±2.0 °  102.8 °  ±0.8 °  152.4 ° 
C14 C15 C16 C17  − 73.7 °  ±5.1 °  − 154.7 °  ±0.1 °  − 116.6 ° 
Tabelle 9: Dihedralwinkel im Rückgrat der bestimmten Epothilon A Struktur 
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C by Jens Meiler / Michael Nilges Jan 1999 
C=============== 
      INTEGER MAXVEANCLASSES 
      PARAMETER (MAXVEANCLASSES = 10)   
C 
C arrays that hold vectorangle info 
C vectassndx tells ending index of the vect_x arrays (below) 
C for each class. 
C vectforces holds k1 and k2 for each class 
C vectclasstypes holds the type of each class 
C 
C these are small enough not to bother with the heap. 
C 
      INTEGER VEANASSNDX    (MAXVEANCLASSES) 
      DOUBLE PRECISION VEANFORCES(2,MAXVEANCLASSES) 
      CHARACTER*8 VEANCLASSNAMES (MAXVEANCLASSES) 
      LOGICAL PRINTCLASS(MAXVEANCLASSES) 
C 
C maxvects = number of slots set aside for vectorangle constant  
C            assignments 
C nvects = total number of vectorangle constants entered 
C 
      INTEGER MAXVEANS, NVEANS, NCLASSES, CURCLASS 
C 
C pointers to arrays to hold atom numbers, J-obs, and  
C error for each vectorangle assignment 
C 
      INTEGER VEANIPTR, VEANJPTR, VEANKPTR, VEANLPTR, VEANDATYPTR,  
     &     VEANVOBSPTR, VEANVERRPTR, VEANVTENPTR, CALCVEANPTR  
C 
C  cross-validation 
C  by Jens Meiler / Michael Nilges Jan 1999 
C 
C cross-validation array  
      INTEGER VEANCV 
C  
C cross-validation test number 
      INTEGER VICV 
C 
C input modes 
C 
 
      INTEGER MODE, NEW, UPDATE 
      PARAMETER (NEW = 1) 
      PARAMETER (UPDATE = 2) 
C 
C===>parameter MCONST truncates the reciprocals and makes sure 
C===>we don't devide by zero 
      DOUBLE PRECISION MCONST 
      PARAMETER (MCONST=0.0001D0) 
C 
 
C common blocks 
C 
      COMMON /CVEAN/ VEANCLASSNAMES 
      COMMON /IVEAN/ VEANASSNDX, 
     &     MAXVEANS, NVEANS, CURCLASS, NCLASSES, 
     &     VEANIPTR, VEANJPTR, VEANKPTR, VEANLPTR, VEANDATYPTR, 
     &     VEANVOBSPTR, VEANVERRPTR, VEANVTENPTR, CALCVEANPTR, MODE, 
     &     VICV, VEANCV 
      COMMON /RVEAN/ VEANFORCES 
      COMMON /LVEAN/ PRINTCLASS 
      SAVE /CVEAN/ 
      SAVE /IVEAN/ 
      SAVE /RVEAN/ 
      SAVE /LVEAN/ Dissertation Jens Meiler 
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C=============== 
      SUBROUTINE EVEAN (EV, WHICH) 
C 
C Calls EVEAN2, which does the actual energy calculation 
C 
C by Jens Meiler / Michael Nilges Jan 1999 
C=============== 
      IMPLICIT NONE 
C include files 
      INCLUDE 'VECTANGL.FCM' 
      INCLUDE 'HEAP.FCM' 
C i/o 
      DOUBLE PRECISION EV 




      CALL EVEAN2(EV, HEAP(VEANIPTR), HEAP(VEANJPTR), HEAP(VEANKPTR),  
     &     HEAP(VEANLPTR), HEAP(VEANDATYPTR),  
     &     HEAP(VEANVOBSPTR), HEAP(VEANVERRPTR), HEAP(VEANVTENPTR), 
     &     HEAP(CALCVEANPTR), WHICH, HEAP(VEANCV)) 
      RETURN 
      END 
C=============== 
      SUBROUTINE EVEAN2 (EV, ATOMI, ATOMJ, ATOMK, ATOML, DATY, 
     &     VOBS, VERR, VTEN, VCALC, WHICH, VCV) 
C 
C Calculates vectorangle constant energies 
C 
C energies are of the form 
C      E = kbord*deltaV**2 or E*kcent*(1+cos(deltaV / delta)) 
C where  
C      kbord = energy constant for angles at border, 
C      kcent = energy constant for angles in center, 
C 
C by Jens Meiler / Michael Nilges Jan 1999 
C 
C=============== 
      IMPLICIT NONE 
C include files 
      INCLUDE 'COORD.FCM' 
      INCLUDE 'NUMBERS.FCM' 
      INCLUDE 'DERIV.FCM' 
      INCLUDE 'VECTANGL.FCM' 
      INCLUDE 'CONSTA.FCM' 
      INCLUDE 'COMAND.FCM' 
C 
      INCLUDE 'PSF.FCM' 
C i/o 
      INTEGER ATOMI(*), ATOMJ(*), ATOMK(*), ATOML(*), VCV(*), DATY(*) 
      DOUBLE PRECISION VOBS(2,*), VERR(2,*), VTEN(2,*), VCALC(2,*) 
      DOUBLE PRECISION EV 
      CHARACTER*7 WHICH 
C local variables 
      INTEGER COUNT, CLASS, LOOPIJ, LOOPKL 
      DOUBLE PRECISION Kveancent, Kveanbord, Ealpha, Dalpha 
      DOUBLE PRECISION XI, XJ, XK, XL, YI, YJ, YK, YL, ZI, ZJ, ZK, ZL 
      DOUBLE PRECISION XIJ, XKL, YIJ, YKL, ZIJ, ZKL, LIJ, LKL 
      DOUBLE PRECISION COSALPHA, SINALPHA, RECSIN, ALPHA, VOBSA, VOBSB, VOBSC, VOBSD, DV 
      DOUBLE PRECISION DCIJ, DCKL, PHIIJMIN, PHIIJMAX, PHIKLMIN, PHIKLMAX, PHIIJ, PHIKL 
      DOUBLE PRECISION TEMPFIJ, TEMPFKL, ALPHAPLUS, ALPHAMINUS, SQRTNORM, SQRTINVERT, 
DEVIATION 
      DOUBLE PRECISION DPRIJX, DPRIJY, DPRIJZ, DPRKLX, DPRKLY, DPRKLZ 
C begin 
C 
C following Axel's code in ETOR, 
C 
C zero out partial energy 
C 
      EV = ZERO 
C 
      CLASS = 1 
      Kveancent = VEANFORCES(2,CLASS) 
      Kveanbord = VEANFORCES(1,CLASS) Dissertation Jens Meiler 
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      DO COUNT = 1, NVEANS 
          IF (VEANASSNDX(CLASS).LT.COUNT) THEN 
               CLASS = CLASS + 1 
               Kveancent = VEANFORCES(1,CLASS) 
               Kveanbord = VEANFORCES(2,CLASS) 
          END IF 
C 
          XI = X(ATOMI(COUNT)) 
          XJ = X(ATOMJ(COUNT)) 
          XK = X(ATOMK(COUNT)) 
          XL = X(ATOML(COUNT)) 
C 
          YI = Y(ATOMI(COUNT)) 
          YJ = Y(ATOMJ(COUNT)) 
          YK = Y(ATOMK(COUNT)) 
          YL = Y(ATOML(COUNT)) 
C 
          ZI = Z(ATOMI(COUNT)) 
          ZJ = Z(ATOMJ(COUNT)) 
          ZK = Z(ATOMK(COUNT)) 
          ZL = Z(ATOML(COUNT)) 
C 
C now calculate diffs RIJ=RI-RJ, RJK=RJ-RK, RKL=RK-RL 
C 
          XIJ = XI - XJ 
          XKL = XK - XL 
C 
          YIJ = YI - YJ 
          YKL = YK - YL 
C 
          ZIJ = ZI - ZJ 
          ZKL = ZK - ZL 
C 
C calculate the norm of A, B, & C & set to MCONST if it's too small 
C 
          LIJ = ONE/SQRT(MAX(MCONST, XIJ**2+YIJ**2+ZIJ**2)) 
          LKL = ONE/SQRT(MAX(MCONST, XKL**2+YKL**2+ZKL**2)) 
C 
C normalize A, B, & C 
C 
          XIJ = XIJ * LIJ 
          YIJ = YIJ * LIJ 
          ZIJ = ZIJ * LIJ 
          XKL = XKL * LKL 
          YKL = YKL * LKL 
          ZKL = ZKL * LKL 
C 
C calculate cos(alpha) 
C 
          COSALPHA = XIJ*XKL+YIJ*YKL+ZIJ*ZKL 
          SINALPHA = SQRT(MAX(ZERO,ONE-COSALPHA**2)) 
C 
C calculate alpha (make sure cos is within bounds and get sign from 
C sin) and keep it it radians 
C 
          ALPHA = ACOS(MIN(ONE,MAX(-ONE,COSALPHA))) 
C  
C if type not 0 calculate VOBSA VOBSB VOBSC VOBSD with actual distances 
C otherwise set it from prdefined values 
C 
          IF(DATY(COUNT).eq.0) then 
               VOBSA = (VOBS(1,COUNT) - VERR(1,COUNT)) * PI / 180 
               VOBSB = (VOBS(1,COUNT) + VERR(1,COUNT)) * PI / 180 
               VOBSC = (VOBS(2,COUNT) - VERR(2,COUNT)) * PI / 180 
               VOBSD = (VOBS(2,COUNT) + VERR(2,COUNT)) * PI / 180  
               IF(VOBSC.lt.VOBSB) then 
                    VOBSC = PI/2  
                    VOBSB = PI/2  
 
               END IF 
          ELSE 
C 
C scale couplings with respect to actual distance 
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               DCIJ = VOBS(1,COUNT) / ((LIJ)**3) 
               DCKL = VOBS(2,COUNT) / ((LKL)**3) 
C 
C set ranges for angle aplha to maximum 
C 
               VOBSA = PI 
               VOBSB = 0 
               VOBSC = PI 
               VOBSD = 0 
C 
C calculate possible ranges for angle phi 
C 
               PHIIJMIN = ((DCIJ / VTEN(1,COUNT) + 1) * 2 / 3 / VTEN(2,COUNT)) 
               PHIKLMIN = ((DCKL / VTEN(1,COUNT) + 1) * 2 / 3 / VTEN(2,COUNT)) 
               PHIIJMIN = ACOS(MIN(ONE,MAX(-ONE,PHIIJMIN))) / 2 
               PHIKLMIN = ACOS(MIN(ONE,MAX(-ONE,PHIKLMIN))) / 2 
               PHIIJMAX = PI - PHIIJMIN 
               PHIKLMAX = PI - PHIKLMIN 
C 
C check all possible combinations for largest range 
C 
               PHIIJ = PHIIJMIN 
               DO LOOPIJ = 1, 3 
                    PHIKL = PHIKLMIN 
                    DO LOOPKL = 1, 3 
                         TEMPFIJ = MIN(ONE,MAX(0,(DCIJ / VTEN(1,COUNT) - 2) / (VTEN(2,COUNT)* 
COS(2 * PHIIJ) - 2) * 2 / 3)) 
                         TEMPFKL = MIN(ONE,MAX(0,(DCKL / VTEN(1,COUNT) - 2) / (VTEN(2,COUNT)* 
COS(2 * PHIKL) - 2) * 2 / 3)) 
                         SQRTNORM   = SQRT(TEMPFIJ*TEMPFKL) 
                         SQRTINVERT = SQRT((1-TEMPFIJ)*(1-TEMPFKL)) 
                         ALPHAPLUS  = ACOS(MIN(ONE,MAX(-ONE,SQRTNORM * COS(PHIIJ - PHIKL)+ 
SQRTINVERT))) 
                         ALPHAMINUS = ACOS(MIN(ONE,MAX(-ONE,SQRTNORM * COS(PHIIJ - PHIKL)- 
SQRTINVERT))) 
                         IF(ALPHAPLUS.lt.VOBSA)  VOBSA = ALPHAPLUS 
                         IF(ALPHAMINUS.lt.VOBSC) VOBSC = ALPHAMINUS 
                         ALPHAPLUS  = ACOS(MIN(ONE,MAX(-ONE,SQRTNORM * COS(PHIIJ + PHIKL)+ 
SQRTINVERT))) 
                         ALPHAMINUS = ACOS(MIN(ONE,MAX(-ONE,SQRTNORM * COS(PHIIJ + PHIKL)- 
SQRTINVERT))) 
                         IF(ALPHAPLUS.gt.VOBSB)  VOBSB = ALPHAPLUS 
                         IF(ALPHAMINUS.gt.VOBSD) VOBSD = ALPHAMINUS 
                    PHIKL = PHIKL + (PHIKLMAX - PHIKLMIN) / 2 
                    END DO 
               PHIIJ = PHIIJ + (PHIIJMAX - PHIIJMIN) / 2 
               END DO 
C 
               IF(VOBSC.lt.VOBSB) THEN 
                    VOBSC = PI / 2 
                    VOBSB = PI / 2 
               END IF 
C 
C end calculation 
C            
          END IF 
C 
C calculate energy and forces for normal entries 
C 
          if (ALPHA.lt.VOBSA) then 
               Ealpha = Kveanbord*((ALPHA-VOBSA)**2) 
               Dalpha = Kveanbord* (ALPHA-VOBSA) *2  
               DEVIATION = VOBSA - ALPHA  
          elseif (ALPHA.lt.VOBSB) then 
               Ealpha = 0 
               Dalpha = 0  
               DEVIATION = 0 
          elseif (ALPHA.lt.VOBSC.AND.VOBSB.lt.VOBSC) then 
               Ealpha = 0.5*Kveancent*(1+COS(2*PI*(ALPHA-VOBSB)/(VOBSC-VOBSB)-PI)) 
               Dalpha = Kveancent*PI/(VOBSB-VOBSC)*SIN(2*PI*(ALPHA-VOBSB)/(VOBSC-VOBSB)-PI)  
               DEVIATION = MIN(VOBSC - ALPHA, ALPHA-VOBSB) 
          elseif (ALPHA.lt.VOBSD) then 
               Ealpha = 0 
               Dalpha = 0  Dissertation Jens Meiler 
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               DEVIATION = 0 
          else 
               Ealpha = Kveanbord*((ALPHA-VOBSD)**2) 
               Dalpha = Kveanbord* (ALPHA-VOBSD) *2  
               DEVIATION = ALPHA - VOBSD  
          end if 
C 
C If we're printing out the couplings, then we need to 
C try both possible assignments of observed with the 
C the angle and pick the one with the lower total violation. 
C 
          IF (WHICH.EQ.'ANALYZE') THEN 
                VCALC(1,COUNT) = ALPHA 
                VCALC(2,COUNT) = DEVIATION  
          END IF 
C 
C accumulate energy (only for working set) 
C 
          EV = Ealpha + EV 
          DV = Dalpha 
C 
C compute reciprocal of SP multiplied by the derivative of the 
C function DF 
          RECSIN = DV/MAX(MCONST,SINALPHA) 
C 
C compute: 
C    d (alpha) 
C DF ---------,  etc. 
C    d rij 
          DPRIJX = RECSIN*LIJ*(COSALPHA*XIJ-XKL) 
          DPRIJY = RECSIN*LIJ*(COSALPHA*YIJ-YKL) 
          DPRIJZ = RECSIN*LIJ*(COSALPHA*ZIJ-ZKL) 
          DPRKLX = RECSIN*LKL*(COSALPHA*XKL-XIJ) 
          DPRKLY = RECSIN*LKL*(COSALPHA*YKL-YIJ) 
          DPRKLZ = RECSIN*LKL*(COSALPHA*ZKL-ZIJ) 
C 
C now update forces if in energy & force mode 
C 
          IF (WHICH.NE.'ANALYZE') THEN 
            IF (VCV(COUNT).NE.VICV) THEN 
               DX(ATOMI(COUNT))=DX(ATOMI(COUNT))+DPRIJX 
               DY(ATOMI(COUNT))=DY(ATOMI(COUNT))+DPRIJY 
               DZ(ATOMI(COUNT))=DZ(ATOMI(COUNT))+DPRIJZ 
               DX(ATOMJ(COUNT))=DX(ATOMJ(COUNT))-DPRIJX 
               DY(ATOMJ(COUNT))=DY(ATOMJ(COUNT))-DPRIJY 
               DZ(ATOMJ(COUNT))=DZ(ATOMJ(COUNT))-DPRIJZ 
               DX(ATOMK(COUNT))=DX(ATOMK(COUNT))+DPRKLX 
               DY(ATOMK(COUNT))=DY(ATOMK(COUNT))+DPRKLY 
               DZ(ATOMK(COUNT))=DZ(ATOMK(COUNT))+DPRKLZ 
               DX(ATOML(COUNT))=DX(ATOML(COUNT))-DPRKLX 
               DY(ATOML(COUNT))=DY(ATOML(COUNT))-DPRKLY 
               DZ(ATOML(COUNT))=DZ(ATOML(COUNT))-DPRKLZ 
           END IF 
         END IF 
      END DO 
      RETURN 
      END 
C================ 
      SUBROUTINE READVEAN 
C 
C reads in vectorangle constant information 
C 
C by Jens Meiler / Michael Nilges Jan 1999 
C================ 
      IMPLICIT NONE 
C include files 
      INCLUDE 'COMAND.FCM' 
      INCLUDE 'VECTANGL.FCM' 
      INCLUDE 'FUNCT.FCM' 
      INCLUDE 'PSF.FCM' 
      INCLUDE 'HEAP.FCM' 
      INCLUDE 'NUMBERS.FCM' 
      INCLUDE 'CTITLA.FCM' 
C i/o Mathematische Verfahren zur Aufklärung der Struktur, Dynamik und Biologischen Aktivität... 
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C local variables 
      INTEGER COUNT, SPTR, OLDCLASS, OLDMAXVEANS, TEMP 
      DOUBLE PRECISION K1, K2, CUTOFF  
      CHARACTER*4 THENAME 
C begin 
C 
C this is used by READVEAN2 to hold the selection 
C 
      SPTR=ALLHP(INTEG4(NATOM)) 
C 
C reset database only if no vectorangles have been entered 
C ie., this is the first time in the xplor script that 
C vectorangles has appeared 
C 
      IF (VEANIPTR.EQ.0) THEN 
           CALL VEANDEFAULTS 
           CALL ALLOCVEANS(0, MAXVEANS) 
      END IF 
C 
C now read input 
C 
      CALL PUSEND('VEANORANGLES>') 
      DO UNTIL (DONE) 
           CALL NEXTWD('VEANORANGLES>') 
           CALL MISCOM('VEANORANGLES>',USED) 
           IF (.NOT.USED) THEN 
C 
           IF (WD(1:4).EQ.'HELP') THEN 
C-DOCUMENTATION-SOURCE-BEGIN 
                WRITE(DUNIT,'(5X,A)') 
     &'VEAN E<vectorangles-statement>L END ', 
     &'<VEANORANGLES-statement>:== ', 
     &'   ASSIgn <slctn> <slctn> <slctn> <slctn>', 
     &'          <real>  <real>  <real>  <real>' 
                WRITE(DUNIT,'(5X,A)') 
     &'       E* atom i   atom j   atom k  atom l  angle1  error1  angle2  error2*L', 
     &'   CLASs <name> ! Starts a new class. Applies to all ', 
     &'          ! ASSIgn , TYPE, FORCe, and FLAT entries until ' 
                WRITE(DUNIT,'(5X,A)') 
     &'          ! another CLASS entry is issued. ' 
                WRITE(DUNIT,'(5X,A)') 
     &'   CV=<integer> ! select partition number for ', 
     &'                !  cross-validation ' 
                WRITE(DUNIT,'(5X,A)') 
     &'   FORCe <real> <real> ! force constants for all ', 
     &'          ! assignments in the ', 
     &'          ! current class. Edefault = 50, 10L ', 
     &'   NREStraints <integer> ! number of slots for vectorangles ', 
     &'          ! restraints to allocate in memory Edefault = 200L ' 
                WRITE(DUNIT,'(5X,A)') 
     &'   PARTition=<integer> ! number of partitions for complete ', 
     &'                       ! cross-validation ', 
     &'   PRINt THREshold <real> <ALL | CLASs <name>> ! prints ', 
     &'          ! vectorangle violations ' 
                WRITE(DUNIT,'(3X,A)') 
     &'          ! greater than the specified value (in Hz) ', 
     &'   RESEt  ! erases the vectorangle assignment table, ', 
     &'          ! but keeps NREStraints the same. ' 
C-DOCUMENTATION-SOURCE-END 
C 
C Get class name.  Determine if it's an already-defined class. 
C Insert a new class if it's not. 
C 
           ELSE IF (WD(1:4).EQ.'CLAS') THEN 
                OLDCLASS = CURCLASS 
                CALL NEXTA4('class name =', THENAME) 
                MODE = NEW 
                DO COUNT = 1, NCLASSES 
                     IF (VEANCLASSNAMES(COUNT).EQ.THENAME) THEN 
                          MODE = UPDATE 
                          CURCLASS = COUNT 
                     END IF 
                END DO 
                IF (MODE.EQ.NEW) THEN Dissertation Jens Meiler 
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C 
C make sure you can't add more than the maximum 
C number of classes 
C 
                     IF (OLDCLASS.EQ.MAXVEANCLASSES) THEN 
                          CALL DSPERR('VEAN','Too many classes.') 
                          CALL DSPERR('VEAN', 
     &                      'Increase MAXVEANCLASSES and recompile.') 
                          CALL WRNDIE(-5, 'READVEAN', 
     &                                'Too many vectorangle classes.') 
                     END IF 
                     NCLASSES = NCLASSES + 1 
                     CURCLASS = NCLASSES 
                     VEANCLASSNAMES(CURCLASS) = THENAME 
C 
C If this isn't the first class, close off the old class 
C 
                    IF (NCLASSES.GT.1) THEN 
                         VEANASSNDX(OLDCLASS) = NVEANS 
                    END IF 
                END IF 
C 
C set force constant for current class 
C 
           ELSE IF (WD(1:4).EQ.'FORC') THEN 
                CALL NEXTF('border force constant =', K1) 
                CALL NEXTF('center force constant =', K2) 
C 
C start a default class if there isn't one defined 
C 
                IF (CURCLASS.EQ.0) THEN 
                     NCLASSES = 1 
                     CURCLASS = 1 
                END IF 
                WRITE(DUNIT, '(A, A, A, F8.3, F8.3)') 
     &              'Setting force consts for class ', 
     &               VEANCLASSNAMES(CURCLASS), ' to ', K1, K2 
                VEANFORCES(1,CURCLASS) = K1 
                VEANFORCES(2,CURCLASS) = K2 
C 
C reset vectorangle database 
C 
           ELSE IF (WD(1:4).EQ.'RESE') THEN 
                CALL VEANDEFAULTS 
                CALL ALLOCVEANS(MAXVEANS, MAXVEANS) 
C 
C change number of assignment slots 
C 
           ELSE IF (WD(1:4).EQ.'NRES') THEN 
                OLDMAXVEANS = MAXVEANS 
                CALL NEXTI('number of slots =', MAXVEANS) 
                CALL ALLOCVEANS(OLDMAXVEANS, MAXVEANS) 
C  
C read in an assignment 
C 
           ELSE IF (WD(1:4).EQ.'ASSI') THEN 
C 
C make sure you can't add more vectorangle assignments 
C than you have slots for 
C 
                IF (NVEANS.EQ.MAXVEANS) THEN 
                     CALL DSPERR('VEAN','Too many assignments.') 
                     CALL DSPERR('VEAN', 
     &               'Increase NREStraints and run again.') 
                     CALL WRNDIE(-1,'VEAN>', 
     &               'exceeded allocation for vectorangle restraints') 
                END IF 
C 
C if there isn't a class specified, 
C start a default class 
C 
                IF (CURCLASS.EQ.0) THEN 
                     NCLASSES = 1 
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                END IF 
                CALL READVEAN2(HEAP(VEANIPTR), HEAP(VEANJPTR),  
     &               HEAP(VEANKPTR), HEAP(VEANLPTR), 
     &               HEAP(VEANDATYPTR), HEAP(VEANVOBSPTR),  
     &               HEAP(VEANVERRPTR), HEAP(VEANVTENPTR), 
     &               HEAP(SPTR), HEAP(VEANCV)) 
C 
C print violations 
C 
           ELSE IF (WD(1:4).EQ.'PRIN') THEN 
                CALL NEXTWD('PRINt>') 
                IF (WD(1:4).NE.'THRE') THEN 
                     CALL DSPERR('VEANORANGLES', 
     &                           'print expects THREshold parameter.') 
                ELSE 
                     CALL NEXTF('THREshold =', CUTOFF) 
                     IF (CUTOFF.LT.ZERO) THEN 
                          CALL DSPERR('VEANORANGLES',  
     &                                'cutoff must be positive.') 
                          CUTOFF = ABS(CUTOFF) 
                     END IF 
                     CALL NEXTA4('ALL or CLASs>', THENAME) 
                     IF (THENAME(1:3).EQ.'ALL') THEN 
                          DO COUNT = 1,NCLASSES 
                               PRINTCLASS(COUNT) = .TRUE. 
                          END DO 
                     ELSE IF (THENAME(1:4).EQ.'CLAS') THEN 
                          CALL NEXTA4('class name =', THENAME) 
                          DO COUNT = 1,NCLASSES 
                               IF (VEANCLASSNAMES(COUNT).EQ. 
     &                              THENAME) THEN 
                                    PRINTCLASS(COUNT) = .TRUE. 
                               ELSE 
                                    PRINTCLASS(COUNT) = .FALSE. 
                               END IF 
                          END DO 
                     ELSE  
                          CALL DSPERR('VEANORANGLES', 
     &                         'not understood.  Printing all classes') 
                          DO COUNT = 1,NCLASSES 
                               PRINTCLASS(COUNT) = .TRUE. 
                          END DO 
                     END IF 
C 
                     CALL PRINTVEANS(CUTOFF, HEAP(CALCVEANPTR),  
     &                    HEAP(VEANVOBSPTR), HEAP(VEANVERRPTR),  
     &                    HEAP(VEANVTENPTR), HEAP(VEANDATYPTR), 
     &                    HEAP(VEANIPTR), HEAP(VEANJPTR), 
     &                    HEAP(VEANKPTR), HEAP(VEANLPTR), 
     &                    HEAP(VEANCV), 0) 
                     IF (VICV.GT.0) THEN 
                       CALL PRINTVEANS(CUTOFF, HEAP(CALCVEANPTR),  
     &                      HEAP(VEANVOBSPTR), HEAP(VEANVERRPTR),  
     &                      HEAP(VEANIPTR), HEAP(VEANJPTR), 
     &                      HEAP(VEANKPTR), HEAP(VEANLPTR), 
     &                      HEAP(VEANCV), 1) 
                     END IF 
                END IF 
C==================================================================== 
      ELSE IF (WD(1:2).EQ.'CV') THEN 
      CALL NEXTI('CV excluded partition number:',VICV) 
C==================================================================== 
      ELSE IF (WD(1:4).EQ.'PART') THEN 
      CALL NEXTI('number of PARTitions:',TEMP) 
      TEMP=MAX(0,TEMP) 
      CALL VCVS(NVEANS,HEAP(VEANCV),TEMP) 
      IF (TEMP.EQ.0) THEN 
      VICV=0 
      END IF 
C 
C check for END statement 
C 
           ELSE 
                CALL CHKEND('VEANANGL>', DONE) Dissertation Jens Meiler 
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           END IF 
           END IF 
      END DO 
      DONE = .FALSE. 
      CALL FREHP(SPTR,INTEG4(NATOM)) 
      RETURN 
      END 
C=============== 
      SUBROUTINE ALLOCVEANS (OLDSIZE, NEWSIZE) 
C 
C resets vectorangle constant arrays to hold SIZE entries 
C 
C by Jens Meiler / Michael Nilges Jan 1999 
C=============== 
      IMPLICIT NONE 
C include files 
      INCLUDE 'FUNCT.FCM' 
      INCLUDE 'VECTANGL.FCM' 
C i/o 
      INTEGER OLDSIZE, NEWSIZE 
C begin 
      IF (OLDSIZE.NE.0) THEN 
           CALL FREHP(VEANIPTR, INTEG4(OLDSIZE)) 
           CALL FREHP(VEANJPTR, INTEG4(OLDSIZE)) 
           CALL FREHP(VEANKPTR, INTEG4(OLDSIZE)) 
           CALL FREHP(VEANLPTR, INTEG4(OLDSIZE)) 
           CALL FREHP(VEANCV  , INTEG4(OLDSIZE)) 
           CALL FREHP(VEANVOBSPTR, IREAL8(2*OLDSIZE)) 
           CALL FREHP(VEANVERRPTR, IREAL8(2*OLDSIZE)) 
           CALL FREHP(CALCVEANPTR, IREAL8(2*OLDSIZE)) 
           CALL FREHP(VEANVTENPTR, IREAL8(2*OLDSIZE)) 
           CALL FREHP(VEANDATYPTR, INTEG4(OLDSIZE)) 
       END IF 
C 
      VEANIPTR = ALLHP(INTEG4(NEWSIZE)) 
      VEANJPTR = ALLHP(INTEG4(NEWSIZE)) 
      VEANKPTR = ALLHP(INTEG4(NEWSIZE)) 
      VEANLPTR = ALLHP(INTEG4(NEWSIZE)) 
      VEANCV   = ALLHP(INTEG4(NEWSIZE)) 
      VEANDATYPTR = ALLHP(INTEG4(NEWSIZE)) 
      VEANVOBSPTR = ALLHP(IREAL8(2*NEWSIZE)) 
      VEANVERRPTR = ALLHP(IREAL8(2*NEWSIZE)) 
      VEANVTENPTR = ALLHP(IREAL8(2*NEWSIZE)) 
      CALCVEANPTR = ALLHP(IREAL8(2*NEWSIZE)) 
      RETURN 
      END 
C============== 
      SUBROUTINE VEANDEFAULTS 
C 
C sets up defaults  
C  
C by Jens Meiler / Michael Nilges Jan 1999 
C============== 
      IMPLICIT NONE 
C include files 
      INCLUDE 'VECTANGL.FCM' 
C local variables 
      INTEGER COUNT 
      DOUBLE PRECISION P 
C begin 
      MODE = NEW 
      MAXVEANS = 1000 
      NVEANS = 0 
      NCLASSES = 0 
      CURCLASS = 0 
      VICV = 0 
      DO COUNT = 1, MAXVEANCLASSES 
           VEANCLASSNAMES(COUNT) = 'DEFAULT' 
           VEANASSNDX(COUNT) = 0 
           VEANFORCES (1,COUNT) =  40 
           VEANFORCES (2,COUNT) =  10 
      END DO 
      RETURN 
      END Mathematische Verfahren zur Aufklärung der Struktur, Dynamik und Biologischen Aktivität... 
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C============== 
      SUBROUTINE READVEAN2 (ATOMI, ATOMJ, ATOMK, ATOML,  
     &     DATY, VOBS, VERR, VTEN, SEL, VCV) 
C 
C reads actual vectorangle assignments into arrays 
C 
C by Jens Meiler / Michael Nilges Jan 1999 
C============== 
      IMPLICIT NONE 
C include files 
      INCLUDE 'COORD.FCM' 
      INCLUDE 'VECTANGL.FCM' 
      INCLUDE 'NUMBERS.FCM' 
      INCLUDE 'PSF.FCM' 
      INCLUDE 'CONSTA.FCM' 
      INCLUDE 'COMAND.FCM' 
C i/o 
      INTEGER ATOMI(*), ATOMJ(*), ATOMK(*), ATOML(*), DATY(*), 
     &        SEL(*), VCV(*) 
      DOUBLE PRECISION VOBS(2,*), VERR(2,*), VTEN(2,*) 
C local variables 
      INTEGER NSEL, INSERTPOS, COUNT, CURSTOP, OTHERSTOP, LOOPIJ, LOOPKL 
      DOUBLE PRECISION JO, JE, SI, RH, 
     &                 DCIJ, DCKL,  
     &                 PHIIJMIN, PHIIJMAX, PHIKLMIN, PHIKLMAX, 
     &                 PHIIJ, PHIKL, TEMPFIJ, TEMPFKL, 
     &                 TEMPFIJ, TEMPFKL, ALPHAPLUS, ALPHAMINUS, 
     &                 SQRTNORM, SQRTINVERT, DEVIATION, 
     &                 VOBSA, VOBSB, VOBSC, VOBSD 
C begin 
C 
C if we're in update mode, make a space for the new line 
C 
      IF (MODE.EQ.UPDATE) THEN 
           DO COUNT = NVEANS+1, VEANASSNDX(CURCLASS)+1, -1 
                ATOMI(COUNT) = ATOMI(COUNT-1) 
                ATOMJ(COUNT) = ATOMJ(COUNT-1) 
                ATOMK(COUNT) = ATOMK(COUNT-1) 
                ATOML(COUNT) = ATOML(COUNT-1) 
                DATY(COUNT) = DATY(COUNT-1) 
                VOBS(1,COUNT) = VOBS(1,COUNT-1) 
                VOBS(2,COUNT) = VOBS(2,COUNT-1) 
                VERR(1,COUNT) = VERR(1,COUNT-1) 
                VERR(2,COUNT) = VERR(2,COUNT-1) 
                VTEN(1,COUNT) = VTEN(1,COUNT-1) 
                VTEN(2,COUNT) = VTEN(2,COUNT-1) 
                VCV(COUNT) = VCV(COUNT-1) 
           END DO 
           CURSTOP = VEANASSNDX(CURCLASS) 
           DO COUNT = 1, NCLASSES 
                OTHERSTOP = VEANASSNDX(COUNT) 
                IF (OTHERSTOP.GT.CURSTOP) THEN 
                     VEANASSNDX(COUNT) = OTHERSTOP + 1 
                END IF 
           END DO 
           VEANASSNDX(CURCLASS) = CURSTOP + 1 
           INSERTPOS = CURSTOP 
           NVEANS = NVEANS + 1 
      ELSE 
           NVEANS = NVEANS + 1 
           INSERTPOS = NVEANS 
           VEANASSNDX(CURCLASS) = INSERTPOS 
      END IF 
C 
      CALL SELCTA(SEL, NSEL, X, Y, Z,.TRUE.) 
      IF (NSEL.GT.1) THEN  
           CALL DSPERR('VEAN', 
     &     'more than 1 atom in selection for atom i. Using first') 
      END IF 
      CALL MAKIND(SEL, NATOM, NSEL)  
      ATOMI(INSERTPOS) = SEL(1) 
C      
      CALL SELCTA(SEL, NSEL, X, Y, Z,.TRUE.) 
      IF (NSEL.GT.1) THEN  Dissertation Jens Meiler 
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           CALL DSPERR('VEAN', 
     &     'more than 1 atom in selection for atom j. Using first') 
      END IF 
      CALL MAKIND(SEL, NATOM, NSEL)  
      ATOMJ(INSERTPOS) = SEL(1) 
C      
      CALL SELCTA(SEL, NSEL, X, Y, Z,.TRUE.) 
      IF (NSEL.GT.1) THEN  
           CALL DSPERR('VEAN', 
     &     'more than 1 atom in selection for atom k. Using first') 
      END IF 
      CALL MAKIND(SEL, NATOM, NSEL)  
      ATOMK(INSERTPOS) = SEL(1) 
C      
      CALL SELCTA(SEL, NSEL, X, Y, Z,.TRUE.) 
      IF (NSEL.GT.1) THEN  
           CALL DSPERR('VEAN', 
     &     'more than 1 atom in selection for atom l. Using first') 
      END IF 
      CALL MAKIND(SEL, NATOM, NSEL)  
      ATOML(INSERTPOS) = SEL(1) 
C 
C read type of data  
C 0 = angles are given  
C 1 = dc are given with hard distances  
C 2 = dc are given with weak distances  
C 
      CALL NEXTI('type of given data (0,1,2) =', NSEL) 
      DATY(INSERTPOS) = NSEL  
      CALL NEXTF('observed vectorangle =', JO) 
      CALL NEXTF('error in vectorangle =', JE) 
      VOBS(1,INSERTPOS) = JO 
      VERR(1,INSERTPOS) = JE 
      CALL NEXTF('observed vectorangle =', JO) 
      CALL NEXTF('error in vectorangle =', JE) 
      VOBS(2,INSERTPOS) = JO 
      VERR(2,INSERTPOS) = JE 
      CALL NEXTF('tensor axial =', SI) 
      VTEN(1,INSERTPOS) = SI 
      CALL NEXTF('tensor rhombicity =', RH) 
      VTEN(2,INSERTPOS) = RH 
C 
C check if type = 1 and calculate angles  
C 
      IF(NSEL.eq.1) THEN 
C 
           DATY(INSERTPOS) = 0 
C 
C scale couplings with respect to actual distance 
C 
           DCIJ = VOBS(1,INSERTPOS) * (VERR(1,INSERTPOS)**3) 
           DCKL = VOBS(2,INSERTPOS) * (VERR(2,INSERTPOS)**3) 
C 
C set ranges for angle aplha to maximum 
C 
           VOBSA = PI 
           VOBSB = 0 
           VOBSC = PI 
           VOBSD = 0 
C 
C calculate possible ranges for angles phi 
C 
           PHIIJMIN = ((DCIJ / VTEN(1,INSERTPOS) + 1) * 2 / 3 / VTEN(2,INSERTPOS)) 
           PHIKLMIN = ((DCKL / VTEN(1,INSERTPOS) + 1) * 2 / 3 / VTEN(2,INSERTPOS)) 
           PHIIJMIN = ACOS(MIN(ONE,MAX(-ONE,PHIIJMIN))) / 2 
           PHIKLMIN = ACOS(MIN(ONE,MAX(-ONE,PHIKLMIN))) / 2 
           PHIIJMAX = PI - PHIIJMIN 
           PHIKLMAX = PI - PHIKLMIN 
C 
C check all possible combinations for largest range 
C 
           PHIIJ = PHIIJMIN 
           DO LOOPIJ = 1, 3 
                PHIKL = PHIKLMIN Mathematische Verfahren zur Aufklärung der Struktur, Dynamik und Biologischen Aktivität... 
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                DO LOOPKL = 1, 3 
                     TEMPFIJ = MIN(ONE,MAX(0,(DCIJ / VTEN(1,INSERTPOS) - 2) / 
(VTEN(2,INSERTPOS)* COS(2 * PHIIJ) - 2) * 2 / 3)) 
                     TEMPFKL = MIN(ONE,MAX(0,(DCKL / VTEN(1,INSERTPOS) - 2) / 
(VTEN(2,INSERTPOS)* COS(2 * PHIKL) - 2) * 2 / 3)) 
                     SQRTNORM   = SQRT(TEMPFIJ*TEMPFKL) 
                     SQRTINVERT = SQRT((1-TEMPFIJ)*(1-TEMPFKL)) 
                     ALPHAPLUS  = ACOS(MIN(ONE,MAX(-ONE,SQRTNORM * COS(PHIIJ - PHIKL)+ 
SQRTINVERT))) 
                     ALPHAMINUS = ACOS(MIN(ONE,MAX(-ONE,SQRTNORM * COS(PHIIJ - PHIKL)- 
SQRTINVERT))) 
                     IF(ALPHAPLUS.lt.VOBSA)  VOBSA = ALPHAPLUS 
                     IF(ALPHAMINUS.lt.VOBSC) VOBSC = ALPHAMINUS 
                     ALPHAPLUS  = ACOS(MIN(ONE,MAX(-ONE,SQRTNORM * COS(PHIIJ + PHIKL)+ 
SQRTINVERT))) 
                     ALPHAMINUS = ACOS(MIN(ONE,MAX(-ONE,SQRTNORM * COS(PHIIJ + PHIKL)- 
SQRTINVERT))) 
                     IF(ALPHAPLUS.gt.VOBSB)  VOBSB = ALPHAPLUS 
                     IF(ALPHAMINUS.gt.VOBSD) VOBSD = ALPHAMINUS 
                PHIKL = PHIKL + (PHIKLMAX - PHIKLMIN) / 2 
                END DO 
           PHIIJ = PHIIJ + (PHIIJMAX - PHIIJMIN) / 2 
           END DO 
C 
           IF(VOBSC.lt.VOBSB) THEN 
                VOBSC = PI / 2  
                VOBSB = PI / 2  
           END IF 
C 
           VOBS(1,INSERTPOS) = 90.0 / PI * (VOBSA + VOBSB)  
           VOBS(2,INSERTPOS) = 90.0 / PI * (VOBSC + VOBSD) 
           VERR(1,INSERTPOS) = 90.0 / PI * (VOBSB - VOBSA) 
           VERR(2,INSERTPOS) = 90.0 / PI * (VOBSD - VOBSC)          
C            




      VCV(INSERTPOS)  = -1 
      RETURN 
      END 
C=============== 
      SUBROUTINE VEANINIT 
C 
C initializes vectorangles 
C 
C by Jens Meiler / Michael Nilges Jan 1999 
C============== 
      IMPLICIT NONE 
C include files 
      INCLUDE 'VECTANGL.FCM' 
C begin 
      CALL VEANDEFAULTS 
      CALL ALLOCVEANS(0, MAXVEANS) 
      RETURN 
      END 
C=============== 
      SUBROUTINE VEANHP 
C 
C deallocates vectorangles 
C 
C by Jens Meiler / Michael Nilges Jan 1999 
C================ 
      IMPLICIT NONE 
C include files 
      INCLUDE 'VECTANGL.FCM' 
C begin 
      CALL ALLOCVEANS(MAXVEANS,0) 
      RETURN 
      END 
C================= 
      SUBROUTINE PRINTVEANS (CUTOFF, VCALC,  
     &     VOBS, VERR, VTEN, DATY,  
     &     ATOMI, ATOMJ, ATOMK, ATOML, Dissertation Jens Meiler 
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     &     VCV, ITEST) 
C 
C prints vectorangles with delta alpha greater than cutoff 
C calculates RMS deviation and puts it into $RESULT 
C 
C by Jens Meiler / Michael Nilges Jan 1999 
C================= 
      IMPLICIT NONE 
C include files 
      INCLUDE 'VECTANGL.FCM' 
      INCLUDE 'COMAND.FCM' 
      INCLUDE 'PSF.FCM' 
      INCLUDE 'NUMBERS.FCM' 
      INCLUDE 'CONSTA.FCM' 
C i/o 
      DOUBLE PRECISION CUTOFF, VCALC(2,*), VOBS(2,*), VERR(2,*), VTEN(2,*) 
      INTEGER ATOMI(*), ATOMJ(*), ATOMK(*), ATOML(*), DATY(*) 
      INTEGER VCV(*), ITEST 
C local variables 
      DOUBLE PRECISION RMS, VIOLS, VENERGY, DELTA, CALCV, VOBSA, VOBSB, VOBSC, VOBSD 
      INTEGER NASSIGNSINCLUDED, COUNT, CLASS, I, J, K, L, LOOPIJ, LOOPKL 
      LOGICAL PRINTTHISCLASS 
      DOUBLE COMPLEX DUMMY2 
C begin 
      RMS = ZERO 
      VIOLS = ZERO 
      NASSIGNSINCLUDED = ZERO 
C 
C make sure that the calcJ array is up to date 
C 
      CALL EVEAN(VENERGY, 'ANALYZE') 
      IF (VICV.GT.0) THEN 
        IF (ITEST.EQ.0) THEN 
           WRITE(PUNIT,'(A)')  
     & ' $$$$$$$$$$$$$$$$$$ working set $$$$$$$$$$$$$$$$$$$$$$$$$$$$$$' 
        ELSE 
           WRITE(PUNIT,'(A,I5,A)')  
     & ' $$$$$$$$$$$$$$$$$$$$ test set (TEST=',VICV, 
     & ')  $$$$$$$$$$$$$$$$$$$$$$' 
        END IF 
      END IF 
      WRITE (PUNIT, '(A)') 'The following vectorangles have delta' 
      WRITE (PUNIT, '(A)') 'greater than the cutoff:' 
      WRITE (PUNIT, '(A)') '(calculated)(observed borderA borderB borderC borderD)(delta)' 
C 
C write out first class heading 
C 
      CLASS = 1 
      PRINTTHISCLASS = PRINTCLASS(CLASS) 
      IF (PRINTTHISCLASS) THEN 
           WRITE (PUNIT, '(A, A)') 'class ', VEANCLASSNAMES(1) 
      END IF 
C 
C for every vectorangle entry, 
C 
      DO COUNT = 1, NVEANS 
C 
C is this the start of a new class? 
C 
        IF (VEANASSNDX(CLASS).LT.COUNT) THEN 
               CLASS = CLASS + 1 
               PRINTTHISCLASS = PRINTCLASS(CLASS) 
               IF (PRINTTHISCLASS) THEN 
               WRITE (PUNIT, '(A, A)') 'class ', VEANCLASSNAMES(CLASS) 
               END IF 
        END IF 
C 
C check if in test set or not (cross-validation) 
C 
        IF ((ITEST.EQ.0.AND.VCV(COUNT).NE.VICV).OR. 
     &      (ITEST.EQ.1.AND.VCV(COUNT).EQ.VICV)) THEN 
C       IF (1.EQ.1) THEN 
C 
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C 
        IF (PRINTTHISCLASS) THEN 
C 
C update RMS delta J 
C 
               CALCV = VCALC(1,COUNT) * 180 / PI 
               DELTA = VCALC(2,COUNT) * 180 / PI 
C  
C if type not 0 calculate VOBSA VOBSB VOBSC VOBSD with actual distances 
C otherwise set it from prdefined values 
C 
               IF(DATY(COUNT).eq.0) THEN 
                     VOBSA = (VOBS(1,COUNT) - VERR(1,COUNT)) 
                     VOBSB = (VOBS(1,COUNT) + VERR(1,COUNT)) 
                     VOBSC = (VOBS(2,COUNT) - VERR(2,COUNT)) 
                     VOBSD = (VOBS(2,COUNT) + VERR(2,COUNT))  
                     IF(VOBSC.lt.VOBSB) THEN 
                           VOBSC = 90.0  
                           VOBSB = 90.0  
                     END IF 
               END IF 
C 
               RMS = RMS + DELTA**2 
               NASSIGNSINCLUDED = NASSIGNSINCLUDED + 1 
C 
C print out delta Js greater than cutoff 
C and update number of violations 
C 
               IF (ABS(DELTA).GT.CUTOFF) THEN 
                     I = ATOMI(COUNT) 
                     J = ATOMJ(COUNT) 
                     K = ATOMK(COUNT) 
                     L = ATOML(COUNT) 
                     WRITE(PUNIT,'(9X,16(1X,A), 6(F8.3))')  
     &                   SEGID(I),RESID(I),RES(I),DATY(I), 
     &                   SEGID(J),RESID(J),RES(J),DATY(J),  
     &                   SEGID(K),RESID(K),RES(K),DATY(K), 
     &                   SEGID(L),RESID(L),RES(L),DATY(L), 
     &                   CALCV, VOBSA, VOBSB, VOBSC, VOBSD, DELTA 
                     VIOLS = VIOLS + ONE 
               END IF 
          END IF 
        END IF 
      END DO 
C 
      IF (NASSIGNSINCLUDED.GT.ZERO) THEN 
           RMS = SQRT(RMS / NASSIGNSINCLUDED) 
      ELSE 
           RMS = ZERO 
      END IF 
      WRITE(PUNIT,'(A,F8.3,A,F5.2,A,F6.0,A,I6,A)') 
     & '  RMS diff. =',RMS, 
     & ', #(violat.>',CUTOFF,')=',VIOLS, 
     & ' of ',NASSIGNSINCLUDED,' vectorangles' 
      IF (ITEST.EQ.1) THEN 
        CALL DECLAR('RESULT', 'DP', ' ', DUMMY2, RMS) 
        CALL DECLAR('TEST_RMS', 'DP', ' ', DUMMY2, RMS) 
        CALL DECLAR('TEST_VIOLATIONS', 'DP', ' ', DUMMY2, VIOLS) 
      ELSE 
        CALL DECLAR('RESULT', 'DP', ' ', DUMMY2, RMS) 
        CALL DECLAR('RMS', 'DP', ' ', DUMMY2, RMS) 
        CALL DECLAR('VIOLATIONS', 'DP', ' ', DUMMY2, VIOLS) 
      END IF 
      RETURN 
      END 
C 
C==================================================================== 
      SUBROUTINE VCVS(VNUM,VCV,PART) 
C  
C Routine partitions vectorangle data into PART sets.   
C VCV will contain integer numbers between 1 and PART. 
C 
C Author: Axel T. Brunger 
C Modifed for vectorangles: Jens Meiler / Michael Nilges Jan 1999 Dissertation Jens Meiler 
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C 
C 
C     IMPLICIT NONE 
C I/O 
      INTEGER VNUM, VCV(*) 
      INTEGER PART 
C local 
      INTEGER I, P, NP, NRETRY, NTRYTOT 
      DOUBLE PRECISION RNUM 
      NRETRY = 0 
      NTRYTOT = 0 
C begin 
  100 CONTINUE 
      IF (PART.GT.0) THEN  
      DO I=1,VNUM 
      CALL GGUBFS(RNUM) 
      VCV(I)=MAX(1,MIN(PART,INT(RNUM*PART)+1)) 
      END DO 
C 
      IF (PART.EQ.VNUM) THEN 
      DO I=1,VNUM 
      VCV(I)=I 
      END DO 
      END IF 
C 
      DO P=1,PART 
      NP=0 
      DO I=1,VNUM 
      IF (VCV(I).EQ.P) THEN 
      NP=NP+1 
      END IF 
      END DO 
      IF (NP .EQ. 0) THEN 
        NRETRY = 1 
      ENDIF 
      WRITE(6,'(A,I3,A,I5,A)') ' For set ',P, 
     & ' there are ',NP,' vectorangle restraints.' 
      END DO 
      ELSE  
      WRITE(6,'(A)')  
     & ' Data are not partitioned or partitioning removed.' 
      DO I=1,VNUM 
      VCV(I)=-1 
      END DO 
      END IF 
      NTRYTOT = NTRYTOT + NRETRY 
      IF (NTRYTOT .GT. 0 .AND. NTRYTOT .LE. 10) THEN 
      WRITE(6,'(A)')  
     & ' Test set with 0 constraints! New trial...' 
      GOTO 100 
      ELSE IF (NTRYTOT .GT. 10) THEN 
      CALL WRNDIE(-1,'VCVS', 
     & 'Unable to partition the vectorangle data within ten trials') 
      ENDIF 
C 
      RETURN 
      END 
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Abstract
A program, DipoCoup, is presented that allows to search the protein data bank for proteins which have a three
dimensional fold that is at least partially homologous to a protein under investigation. The three dimensional
homology search uses secondary structure alignment based on chemical shifts and dipolar couplings or pseudo-
contact shifts for the three dimensional orientation of secondary structure elements. Moreover, the program offers
additional tools for handling and analyzing dipolar couplings.
Introduction
One goal of post genomic research is to determine all
protein folds. The number of folds is expected to be
limited (Sali, 1998; Fischer and Eisenberg, 1999). Se-
quenceproﬁlemethodsnowadayshave a big impactin
fold recognition. Ab initio structure prediction works
up to 40–60 amino acids and may emerge as a pow-
erful tool for structure prediction in the future (Moult,
1999). To obtain a complete coverage of folds most
effectively, it is important to focus on the elucidation
of structures with novel folds rather than rediscov-
ering known folds on new proteins. Blast threading
and ab initio approaches rely on the analysis of pri-
mary and secondary structure in the context of a three
dimensional structure database. We will present ex-
perimental tools that allow to compare the 3D fold
of a new protein to all known folds in an early stage
of NMR based structure determination. This approach
has the potential to predict folds of a new protein with
little homology to proteins with known folds. By the
sametoken,structureelucidationofa newproteinwith
To whom correspondence should be addressed. E-mail:
cigr@org.chemie.uni-frankfurt.de
a structure homologous to a known fold will be ac-
celerated. There is so far only one example of using
experimentalNMRparametersinanearlystagefor3D
homology searches (Annila et al., 1999). Recently the
possibility for using protein fragments generated from
PDB and chosen by aligning similar dipolar couplings
and chemical shifts for structure determination was
shown (Delaglio et al., 2000). The availability of ori-
entation information from NMR experiments in terms
of residual dipolar couplings (Tolman et al., 1995;
Tjandra and Bax, 1997; Bax and Tjandra, 1997; Clore
et al., 1998a; Fischer et al., 1999; Peti and Griesinger,
2000; Meiler et al., 2000) offers new possibilities in
this ﬁeld. In this paper, we presenta versatileprogram,
DipoCoup, that uses chemical shifts for the alignment
of secondary structure elements and tertiary structure
alignment from dipolar couplings and pseudocontact
shifts for the homology search in the PDB. We will
show, using examples, that the program is fast enough
to search through a large number of pdb ﬁles.284
Figure 1. (a) Coordinate system of the molecule (x, y, z) with a bond vector between the two nuclei i and j or a nucleus i and an electron e.T h e













zz . The Euler rotation transforms the tensor into the coordinate system of the molecule. The orientation of the bond vector E rij






Experimental dipolar couplings between nuclei i and
j.Dij/ and pseudocontact shifts between nucleus i
and electron e.die
PC/ are related to the alignment ten-
sor (principal components: Axx, Ayy, Azz)o rt ot h e
magnetic susceptibility tensor (principal components:
$xx, $yy, $zz) and to the orientation of a speciﬁc vec-
tor with respect to the alignment tensor expressed by




x according to Equa-
tion 1. The vector is either the vector E rij between the
two coupled atoms i and j in case of dipolar coupling
(Equation 1a) or the vector E rie between the electron
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In case of paramagnetic alignment the susceptibility
tensor O $ is related to the alignment tensor O A by O $ D
O A.15m0kT=4B0p/. Equation1usesthealignmentten-
sor as the frame of reference (Figure 1). The formal
dependence of dipolar couplings and pseudo contact
shifts is the same while the prefactors differ. The pre-
factor is constant for dipolar couplings (Equation 1a)
if the distance rij is constant. For pseudocontact shifts
and also for dipolar couplings between nuclei whose
distance is not ﬁxed a priori in the bonding network
they vary because the distance rie or rij cannot be re-
garded as constant in this case (Ghose and Prestegard,
1997; Clore and Garrett, 1999).
However,the measuredorientationvaluecannotbe















x can be found to be correct due to
the alignment of a whole molecule, four orientations
of the molecule fulﬁll all experimental values, since




x can be reversed inde-
pendently in Equation 1 without the change of either
dipolar couplings or pseudo contact shifts.
In the context of a 3D homology search, the coor-
dinate system of a protein in the 3D structure data ﬁle
(e.g. PDB) is the natural frame of reference. Therefore
we expressEquation1in this coordinatesystem which
is rotated by three Euler angles a, b, g with respect to
the alignment tensor (Figure 1). Equation 2 expresses285
the dipolar couplings in the molecular frame (an iden-
tical equation is obtained for pseudocontact shifts die
PC
by replacing j with e, all following equations are only
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In this molecular frame the alignment tensor is no
longer diagonal and can be expressed by a symmetric
three by three traceless matrix holding ﬁve indepen-
dent elements Sxx, Szz, Sxy, Sxz and Syz, the elements















z deﬁne the projection angles of
the bond vector E rij or the vector between the nucleus
andthe electron E rie usingpseudocontactshifts ontothe
molecularframe. For a givenstructure and experimen-
tal dipolar couplingsD
ij
exp, the ﬁve independenttensor
contributions can be determined directly by solving
the linear system of equations given from Equation 3
for a set of experimental dipolar couplings for n pairs



























































































































D CE S. 3/
This system of equations can be solved by multipli-
cation of the pseudo inverse of the rectangular matrix
C, i.e., by calculating the Moore-Penrose-Inverse of
the matrix yielding the vector E S. Rebuilding the Saupe
matrix from these values and analyzing its eigensys-







zz as well as its orientation given by the eigenvec-
tors. It can be expressed in terms of three Euler angles


































The solution of the Moore Penrose inversion problem
is equivalent to ﬁnding a solution D
ij
theor with the least
square deviation for a given experimental set of D
ij
exp.
Experimental errors cannot be directly taken into con-
sideration during this approach. Therefore a careful
analysisafterwardsisnecessaryaccordingtoLosonczi
et al. (1999).286
Figure 2. Schematic features of the program DipoCoup. Arrows (a) describe the analysis of experimental dipolar couplings and/or pseudocon-
tact shifts from protein A without the knowledge of its three dimensional structure and without the use of the database. Arrows (c) describe
the analysis of the three dimensional structure of protein B for calculating theoretical dipolar couplings or pseudocontact shifts. Arrows (b)
indicate the ﬁtting procedure of protein A to the known three dimensional structure of protein B. This is used to obtain the orientation of the
alignment tensor derived from the experimental data for A in the molecular frame of protein B. The quality of the ﬁt is measured by the Q-value.
Alternatively to a single molecule B a whole database can be searched ﬁnding homologous structures or structure fragments.
Materials and methods
The 3D homology search program DipoCoup was
written in CCC and can be run on every standard PC
working with either Windows95/98 or WindowsNT.
The program offers three general means of analyzing
dipolar couplings and pseudocontact shifts (Figure 2)
of the protein A under investigation by comparing it
to one or several selected proteins B from the data-
base. In procedure (a) one can analyze the experi-
mental dipolar couplings and/or pseudocontact shifts
of protein A as well as obtain secondary structure in-
formation from 13C chemical shift index data, CSI
(Spera and Bax, 1991; Wishart et al., 1992, 1995;
Wishart and Sykes, 1994). The program is able to
handle different sets of dipolar couplings in combi-
nation with pseudocontact shifts for one alignment
tensor. Dipolar couplings for atom pairs with deﬁned
distances (e.g., N-HN,C a-Ha,C a-CO) in protein A
scaledwithF 1
ij canbevisualizedinahistogramyield-







zz of the tensor can then be determined from the
histogram (Clore et al., 1998b). With this information
the program can generate input ﬁles for XPLOR- or
CNS-annealing protocols which use residual dipolar
couplingsas restraints. It also calculates the angle pro-
jection ranges that allow to use dipolar couplings in
XPLOR- or CNS-calculations without the necessity to
deﬁne the orientation of the alignment tensor (Meiler
et al., 2000).
3D homology searching is prepared in (c) by cal-
culating NMR properties of a potentially homologous
proteinBwhichisextractedfromastructuredatabase.
From the given three dimensional structure of pro-
tein B a set of dipolar couplings and pseudocontact
shifts can be generated. To do this, the program ﬁrst
adds hydrogenatoms that may be missing in the struc-
ture and corrects the bond lengths between all heavy
atoms and their bound hydrogen atoms according to
Bax and Ottiger (1998). For a given alignment tensor
and paramagnetic center theoretical dipolar couplings
and pseudocontact shifts can be calculated, visualized287
and exported to disk, respectively. Also the three di-
mensional structure can be exported to disk oriented
in the frame of reference of the alignment tensor and
shifted to the appropriate position with respect to the
paramagnetic center.
Finally in procedure (b), both the experimental
data from the protein A under investigation and the
three dimensional structure from the protein B can be
checked for matching 3D folds. One or several pro-
teins B from the protein data bank (PDB) can be used,
allowing one to compose the experimental data to a
database of proteins. Hydrogen atoms are added or
corrected for proteins B as already described in (c).
The secondary structure elements of proteins B are
calculated from the coordinates by analyzing hydro-
gen bonds and 0-a n d%-angles. Then the alignment
of residues a of A and b of B is done such that
Dexp(a) is assigned to the respective atoms of residue
b of protein B. This set of ‘experimental’ dipolar cou-
plings is used to calculate the alignment tensor and
its orientation according to Equation 3. In this case
no analysis of the histogram needs to be performed.
As a quality measure the Q-value of the dipolar cou-












et al., 1998). Q is a normalized square deviation and
is equivalent to
p
2 times the R-factor (Clore and
Garrett, 1999). Moreover, the program calculates the
correlation coefﬁcient R (not to be mixed up with the
R-factor) and offers therefore a second quality value.
The alignment of the residues a of protein A and b
of protein B is not based on primary sequence homol-
ogy. Rather, the sequences will be aligned to have a
minimum Q-value. The program aligns ﬁrst all amino
acids of protein A over the amino acids of protein B
starting with the ﬁrst for both proteins, respectively.
After calculation of the Q factor for this alignment
the sequence of protein A is shifted by one residue
and the procedure is repeated until the last amino
acid of A is aligned with the last amino acid of B.
This ensures that terminal secondary structure ele-
ments of protein A are fully used in the alignment
process. This procedure avoids to ﬁnd false positive
hitsduetoachangingnumberofdipolarcouplingsand
CSI data used. A check for matches of the secondary
structure elements is performed. Secondary structure
elements are derived from CSI for protein A and by
analysis of H-bonds and # and % (procedure (c) in
Figure 2) for protein B. To achieve optimal align-
ment, the secondary structure elements of A can be
disconnected and aligned individually with matching
secondary structure elements of B. By default, discon-
nection of secondary structure elements in A occurs
at boundaries of secondary structure elements, e.g.
from b-sheet to random coil. However, the user may
also suggest other positions for disconnecting the se-
quence, if additional information has to be used or
other ideas have to be tesed. If no secondary structure
alignment is possible the alignment with minimal Q
without the use of secondary structural information
is presented. The program allows for a search over
the whole or part of the PDB database, as will be
described subsequently.
If pseudocontact shifts are given, the position of
the paramagnetic center either can be explicitly de-
ﬁned in the three dimensional structure or can be
optimized by an interactive grid search protocol. For
optimization to proceed, a starting position, a starting
step, and the size of the cube to be searched has to be
supplied. The program searches this given cube using
the starting step size and restarts this search with the
best point of the previous search and a decreased step
size and size of the cube, until the step size is smaller
than a predeﬁned target value (e.g., 0.1 Å).
The program can be downloaded together with
an example and two databases of 125 (Rost and
Sander, 1994) and 500 representative folds out
of the PDB from: http://krypton.org.chemie.uni-
frankfurt.de/mj/software.html
1JNH and 1DNH couplings were measured for the
protein HgiCIC (C46 ! S) using the direct measure-
ment of the 1JNH splitting in the 15N dimension of 2D
1H-15N HSQC spectra and 1JNH modulated spectra
(Tjandra et al., 1996). To measure the dipolar cou-
plings, two 15N labeled samples of HgiCIC (C46 !
S) were prepared: One for measuring isotropic 1JNH
couplings and one sample where the weak alignment
tothemagneticﬁeldisinducedusingCHAPSO/DLPC
lipid bicelles (Wang et al., 1998). Both samples con-
tained 2.5 mM protein, 10 mM phosphate buffer at
pH 6.5, 0.03% NaN3, 0.1 mM Pefabloc SC, 600 mM
NaCl, and 500 ml of 95% H2O/5% D2Oi na n5m m
NMR tube.
The cyclophilin A sample was approximately
0.7 mM in 100 mM potassium phosphate buffer at
pH 6.5 and 0.03% NaN3. Solutions of 250 ml (95%
H2O/5% D2O) were measured in Shigemi microcell
tubes. Alignment was achieved by CHAPSO/DLPC/
CTAB bicelles (5% total lipid conc.: 1: 5: 0.1; Loson-
czi and Prestegard, 1998).288
AllmeasurementwerecarriedoutonBrukerDRX-
600 or Bruker DRX-800 (Bruker, Rheinstetten, Ger-
many) spectrometers equipped with standard 5 mm
triple-resonance, z-gradient probes. The temperature
for all measurements was 303 K. The measurements
of the 1JNH splitting in the 15N dimension of 2D
1H-15N HSQC spectra were collected with 512 (t1)
 2048 (t2) complex data points. 1JNH modulated
spectra were collected with 128 (t1)  2048 (t2)c o m -
plex data points. Data processing and analysis were
performed using either XWinNMR 2.6 (Bruker, Karl-
sruhe, Germany) or Felix98.0 (MSI, San Diego, CA,
USA).
Results and discussion
We have applied the program to three differentprotein
structures: For rhodniin (Friedrich et al., 1993; van
de Locht et al., 1995) we calculated a theoretical set
of dipolar couplingsand pseudocontactshifts using an
NMRstructure(MaurerandGriesinger,personalcom-
munication).A 3D homologysearch is performedona
restricted database of proteins according to procedure
(b) of Figure 2. For cyclophilin A we recorded experi-
mentaldipolarcouplingsandprocedure(a)ofFigure2
is used to analyze the experimental data. The dipolar
couplings are ﬁtted against the known NMR and X-
ray structures, and the orientation of the alignment
tensor is determined. The third example is the pro-
tein HgiCIC which is currently under investigation in
ourlaboratory.Thisproteincontainsa helix-turn-helix
motif. Using experimentallyderiveddipolar couplings
a 3D homology search on a restricted set of the PDB
was performed.
Rhodniin consists of 103 amino acid and contains
two similarly folded domains of 45 amino acids con-
nected by a ﬂexible linker of 10 amino acids. A set
of 1DNH dipolar couplings and pseudocontact shifts
for amide hydrogens was calculated from the known
NMR structure of the protein for the N-terminal do-
main assuming a speciﬁc size and orientation of the
alignment tensor and a speciﬁc position of a para-
magnetic center. Only 36 couplings in rigid parts of
the domain were used for the following calculations.
The eigenvalues were set to be S
diag
zz D 4:58  10 4,
S
diag
yy D  2:96  10 4 and S
diag
xx D  1:62  10 4,
amounting to a rhombicity of 0.2. This set of dipo-
lar couplings and pseudocontact shifts is used as an
‘experimental’ test set.
Measured dipolar couplings were ﬁtted to the
NMR structure of rhodniin, by omitting and includ-
ing pseudocontact shifts. As expected, the dipolar
couplings are reproduced in the ﬁrst case (Figure 3,
Table 1) when pseudocontact shifts were omitted.
With a normalized square deviation of Q D 0:00 the
tensor size and orientation exactly reproduce the pre-
deﬁned values. The Q-value is found to be 0.08 in the
second case when the tensor and the position of the
paramagnetic center were recalculated. The paramag-
netic center is found with a deviation of 0.786 Å to
its original position. This deviation is caused by the




3Å 0.866 Å. This deviation is also
the reason for Q>0:00. Additionally, deletion of
one, two or three amino acids after residues 15 and
39, as well as the addition of amino acids at the same
positions do not inﬂuence the result of the calcula-
tion. Sequence alignment is always found correctly,
irrespective of the usage of pseudocontactshifts.
The ‘experimental’ set of dipolar couplings was
ﬁtted to the X-ray structure of ovomucoid (a homol-
ogous protein to the N-terminal domain of rhodniin).
The ‘experimental’ values as well as the values calcu-
latedforthebestﬁt aregiveninFigure3, togetherwith
the visualization of both structures in the frame of the
resulting alignment tensor. The programﬁnds an eight
amino acid shift in the sequence alignment (Table 1)
which agrees with the primary sequence alignmentfor
rhodniin and ovomucoid. In this case, the normalized
square deviation was found to be Q D 0:30.
To speed up the process of three dimensional ho-
mology search, a subset of 125 folds was extracted
from the PDB with a diverse set of folds according to
Rost and Sander (1994). Loading the data and calcu-
lating secondary structure elements for all proteins in
thefolddatabasetakesabout5minona450MHzPen-
tium II processor. The search itself takes only below
1 s for the whole database, if no gaps are introduced.
This time increases to be 48 s if disconnecting of pro-
tein parts as explainedabove with a gap size of up to 5
amino acids is allowed.
The search over this database using the earlier
mentioned theoretical set of dipolar couplings for the
N terminal domain of rhodniin (a typical Kazal in-
hibitor) yields ovomucoid (1ovo_a) as 2nd best hit
with a Q-value of 0.45 and porcine pancreatic secre-
tory trypsin inhibitor (1tgs_i) as 16th best hit with a
Q-value of 0.53. Both proteins are known as Kazal
inhibitors and are homologous to rhodniin. In 9 out
of these best 16 examples the a-helix of the rhodniin289
Table 1. Results of ﬁtting the experimental set of dipolar couplings of the N-terminal domain of rhodniin to ovomucoid. Identical
amino acids in both sequences are labeled by j and similar amino acids are labeled by 
rhodniin : 12 LHRVCGSDGETYSNPCTLNCAKFNGKPELVLVHDGC4 7
 jjjj jj jjj j  jjjj j j
ovomucoid : 20 TRPLCGSDNKTYGNPCNFCNAVVESNPTLTLSHFGC5 5
Figure 3. Results for ﬁtting a theoretical set of dipolar couplings for the N-terminal domain of rhodniin to the rhodniin structure (protein A)
itself (a) and to ovomucoid (protein B, a Kazal inhibitor), which is homologous in sequence and structure (b). The black lines indicate the
theoretical calculated coupling values, the dotted lines indicate dipolar couplings calculated for the ﬁnal ﬁt. On the upper x-axis the amino acid
number of protein B, on the lower x-axis the amino acid number of protein A is found. Secondary structure elements are shown by light gray
areas (b-sheet) and dark gray areas (a-helix). The three dimensional structures are given in the coordinate system of the tensor (y-a n dz-axis
are in the paper plane, the x-axis is perpendicular to the paper plane).
Table 2. Results of ﬁtting the experimental set of dipolar couplings of the N-terminal domain of
rhodniin to rhodniin itself and to an ensemble of eight Kazal inhibitors, some of which are in com-
plex with serine proteases. For 1tbq the data of the N-terminal domain are ﬁtted to the homologous
C-terminal domain of rhodniin
Protein name pdb code Fit range Q
Rhodniin – 12–47 0.00
Rhodniin in complex with thrombin (Res.: 2.6 Å) 1tbr 12–47 0.27
Rhodniin in complex with thrombin (Res.: 3.1 Å) 1tbq 65–101 0.27
Ovomucoid 1ovo 20–55 0.30
Human pancreatic secretory inhibitor in complex with trypsin 1cgi 20–55 0.30
Procine pancreatic secretory inhibitor in complex with trypsin 1tgs 19–54 0.32
Human pancreatic secretory trypsin inhibitor 1hpt 20–55 0.36
Pig proteinase inhibitor (Kazal type) 1pce 24–59 0.38
Leech-derived inhibitor with procine in complex with trypsin 1ldt 10–45 0.49290
Figure 4. Results for a search in a database of 125 folds extracted from PDB for the theoretical set of dipolar couplings for the N-terminal
domain of rhodniin. The black lines indicate the experimental coupling values (protein A, rhodniin), dotted lines indicate dipolar couplings
calculated for protein B from the database. The upper and lower x-axes show the amino acid number of protein B and protein A, respectively.
Secondary structure elements are represented similar to Figure 3. The results are ordered by increasing normalized square deviations (Q-values).
(a) ovomucoid (1ovo_a) with a Q-value of 0.30, (b) fragment of an oxidoreductase (6fdr residues 64–99) with a Q-value of 0.31, (c) is again
a proteinase inhibitor (1tgs_i) with a Q-value of 0.32 and (d) is a part of an intramolecular oxidoreductase (4xia_a residues 181–216) with a
Q-value of 0.35. Subsequent hits have considerably worse matches with Q-values above 0.40.
domain is ﬁtted over a b-strand of the protein from the
PDB.Thisobservationcanbeexplainedbytheparallel
orientation of N-HN bond vectors in both secondary
structure elements. Dipolar couplings are therefore of
the same size in both secondary structure elements
which makes a distinction difﬁcult.
Much more signiﬁcant results with less false pos-
itive answers and lower Q-values are obtained when
secondary structure information from CSI is utilized
by two simple rules: ﬁrst, the alignment of b-strands
over a-helices is excluded and second, only residues
in well deﬁned secondary structure regions are used
for the calculation of Q-values. Using these rules, the
two Kazal inhibitors of our database are ranked 1st
(ovomucoid,1ovo_a,Q D 0:30)and3rd(porcinepan-
creatic secretory trypsin inhibitor, 1tgs_i, Q D 0:32).
Figure 4 presents the ﬁrst four hits of this search
for which structures are displayed in the coordinate
system of the tensor. The 2nd result is part of dihy-
drofolate reductase (6dfr) with a Q-value of 0.31 and
the fourthresultispartofD-xyloseisomerase(4xia_a)
with a Q-value of 0.35. Results (b) and (d) have a291
Figure 5. Results of ﬁtting an experimental set of dipolar couplings for cylophilin A (protein A) to the NMR structure (a) and to the X-ray
structure (b) (protein B). Deﬁnition of lines and shaded areas is like in Figure 3. Q-values are 0.28 and 0.21 for (a) and (b) respectively. The
three dimensional structure is given in the coordinate frame of the tensor extracted from the ﬁtting procedure (c).
similarly oriented a-helix and at least one of the three
b-strandspresentin rhodniinwith a similar orientation
withrespecttoeachother. Sincethethreeb-strandsare
very short (three residues per strand) and nearly paral-
lel, all dipolar couplings within them are of the same
size. Therefore this matches very well with one larger
b-strand or an extended region when all N-HN bonds
are parallel (d). Matches (b) and (d) have a primary
sequence homology of only 11% and 5%. Thus the
program ﬁnds 3D homology irrespective of sequence
homology.
The result of this ﬁrst homology search suggests
rhodniin to be homologous to other Kazal inhibitors.
Therefore a more thorough search for Kazal type in-
hibitors was performed in the PDB and a subset of
such inhibitors was extracted. The Q-values of all
eight structures range from 0.27 to 0.49 (Table 2).
The second example is cyclophilin for which only
69fast and easily determinabledipolarcouplingswere
extracted and ﬁtted to the NMR structure (Ottiger
et al., 1997) and X-ray (Weber et al., 1982) structures.
Results are given in Figure 5 together with the three
dimensional structures in the alignment tensor frame
ofreference.Q-valuesare0.28and0.21forNMR- and
X-ray-structure, respectively. The good agreement of
both structures with the experimental data proves that
itis notnecessarytodetermineallcouplingsforﬁtting.
Moreover, the possibility of calculating dipolar cou-
plings for other residues allows to accelerate further
interpretation of spectra. While we detect 3D homol-
ogy to other known cyclophilins, searching in a data
bank of 125 folds only ﬁnds small parts of the whole
sequence, in particular helix-strand-strand motives. It
appears that cyclophilin has a rather unique 3D fold.
In the soilbacteria Herpetosiphon giganteus many
restriction modiﬁcation systems could be character-
ized. One of these systems is the HgiCI system of
which the C-protein (Controll protein) HgiCIC (ex-
pressed with a His6 tag and a C46 ! S mutation) of
10 kDa molecular mass is currently under investiga-
tion in our laboratory and was used as a test system
for DipoCoup. A total of 62 1DNH dipolar couplings
could be extracted for the 88 residue protein HgiCIC.
The dipolar couplings range from  7.5 to 7.1 Hz. To
establish weak alignment we used CHAPSO/DLPC
(1:5) bicelles with a total lipid concentration of 5%.292
Figure 6. Result of the alignment of residues 15 to 53 of the protein HgiCIC (C46S) to a database especially designed for helix-turn-helix
proteins. The results with lowest Q-value are trp Repressor (a, Q D 0:42) and BAF (b, Q D 0:43). Deﬁnition of lines and shaded areas is as
in Figure 3. The upper and lower x-axes show the amino acid number of protein B and protein A, respectively. A comparison of the dipolar
couplings and corresponding structures in the alignment tensor coordinate system is shown for the two best ﬁts. Light gray parts represent the
ﬁtted parts and dark gray parts are not ﬁtted.
Secondary structure alignment indicated the pro-
tein might be a typical representative of the
helix-turn-helix (HTH) fold family (Brennan and
Matthews, 1989; Patto and Sauer, 1992; Harri-
son, 1999). Therefore we searched for known rep-
resentatives of the HTH family in the DPInter-
act (http://arep.med.harvard.edu/dpinteract) database.
There are two groups of known HTH proteins.
One comprises all a-helical proteins and the other
aCb proteins with a HTH motive. With this in-
formation we built a database with 19 helix-turn-
helix proteins (also at http://krypton.org.chemie.uni-
frankfurt.de/mj/software.html). From the experi-
mental 1DNH dipolar couplings of HgiCIC the align-
ment tensor was calculated and the alignment search
accordingtoFigure2bwasperformedwith DipoCoup,
including CSI data. The whole HgiCIC (C46 ! S)
protein proved to be too large for an alignment with
the structuresof the database. We thereforepartitioned
the protein into two overlapping parts. The ﬁrst part
contained the residues 15 to 53 and the second one
residues 32 to 71. Both regions can be aligned with
parts of proteins in the HTH database. Alignment of
the ﬁrst part (residues 15 to 53) shows good match
with the trp repressor (Q-value: 0.42) and the cel-
lular factor BAF (Q-value of 0.43, Figure 6). The
second part (residues 32–71), which includes also
the HTH motif, does not match as well as the ﬁrst
stretch of amino acids. We ﬁnd a best match with the
structures of LexA (Q-value: 0.64) and with the struc-293
Figure 7. The best match of residues 32 to 71 of the protein HgiCIC (C46S) with HTH protein database is shown. Measured dipolar couplings
of the protein are plotted against the calculated dipolar couplings of the two best ﬁtting proteins LexA, and diphtheria toxin repressor (b,
Q D 0:71). The upper and lower x-axes show the amino acid number of protein B and protein A, respectively. The residue by residue match of
the dipolar couplings is much better than the rather high Q value would suggest. Light gray parts represent the ﬁtted parts and dark gray parts
are not ﬁtted.
ture of the diphtheria toxin repressor (Q-value: 0.71).
Even though the Q-values for the alignment are quite
high, the experimental and the calculated dipolar cou-
plings match rather well on a residue by residue basis
(Figure 7). A few large deviations can cause large Q-
values, since Q dependsquadratically on the deviation
of dipolar couplings. Although HgICIC is not very
similar to any of the already known HTH-proteins in
total, two parts of its structure match known protein
folds from which a 3D model of the protein can be
derived.
C proteins are also known to bind DNA. The HTH
motif in HgiCIC is consistent with the ﬁnding that
HgiCIC binds DNA as observed by band shift as-
says. The observedshifts upon DNA titration are most
prominent for the amino acids in the helix-turn-helix
motif.
Conclusions
We have demonstrated the possibility to use resid-
ual dipolar couplings and pseudocontact shifts to-
gether with secondary structure information to per-
form 3D structure homology searches in represen-
tative sub-databases of the PDB. We present the
program DipoCoup which performs this homol-294
ogy search in a fast, accurate and user friendly
way. Moreover, DipoCoup can be used to per-
form additional analysis of experimentally deter-
mined orientation data or 3D structures of proteins.
The program is free for academic use, and can
be downloaded from http://krypton.org.chemie.uni-
frankfurt.de/mj/software.html.
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Abstract
Residual dipolar couplings are useful global structural restraints. The dipolar couplings deﬁne the orientation of
a vector with respect to the alignment tensor. Although the size of the alignment tensor can be derived from
the distribution of the experimental dipolar couplings, its orientation with respect to the coordinate system of
the molecule is unknown at the beginning of structure determination. This causes convergence problems in the
simulated annealing process. We therefore propose a protocol that translates dipolar couplings into intervector
projection angles, which are independent of the orientation of the alignment tensor with respect to the molecule.
These restraints can be used during the whole simulated annealing protocol.
Introduction
Residual dipolar couplings can be used to determine
the orientation of an intermolecular vector in the co-
ordinatesystem of the alignmenttensor effected either
by paramagnetic moieties of the molecule or by us-
ing diluted liquid crystals (Tolman et al., 1995; Hong
et al., 1996; Bax and Tjandra, 1997; Tjandra and Bax,
1997; Wang et al., 1998; Cordier et al., 1999; Ojen-
nus et al., 1999). Residual dipolar couplings are used
in structure calculations optimizing the orientation of
bond vectors with respect to the orientation of the ex-
ternal alignment or susceptibility tensor (Clore et al.,
1998b, 1999; Ottiger et al., 1998; Bayer et al., 1999;
Fischer et al., 1999; Olejniczak et al., 1999). From the
distribution of the dipolar couplings it is possible to
extract the size of the protein alignment tensor (Clore
et al., 1998a); however, the orientation of the tensor
with respect to the molecule that is deﬁned by three
Euler angles cannot be determined without structure
calculation. In addition, the translation of the dipolar
To whom correspondence should be addressed. E-mail:
cigr@org.chemie.uni-frankfurt.de
coupling into an orientation in the frame of the align-
ment tensor is ambiguous due to the fact that there is
a continuum of a, b pairs for each dipolar coupling
and the mirror reﬂection symmetry along each of the
axes of the alignment tensor. A restraint based on the
orientation of a vector in an alignment tensor there-
forecorrespondstoa complicatedenergyhypersurface
ensuing slow convergenceproperties of the algorithm.
To avoid convergence problems, we propose here
to transform the dipolar coupling restraints into purely
intramolecular projection restraints that do not require
knowledge of the orientation of the molecule with re-
spect to the alignment tensor. We demonstrate with
two examples that with this implementation the con-
vergence of the simulated annealing protocol with
and without dipolar couplings is almost identical. On
a model system it is shown that the precision of
the structures is enhanced by the use of the dipolar
couplings.246
Figure 1. Two bond vectors i and j in the coordinate system of
the alignment tensor (Dxx,Dyy,Dzz). The angles ai=j and bi=j
determine the projection of the vector onto the z-axis and of the
x,y-component onto the x-axis of the alignment tensor, respectively.
0ij determines the angle between the two vectors i and j.
Theory
In order to derive equations for the projection angles
of interatomic vectors as a substitute for the orienta-
tion restraints, we introduce the coordinate system of
Figure1, in whichthetwo vectorsi andj are deﬁnedin
the coordinate system of the alignment tensor with the
values Dxx, Dyy and Dzz. Deﬁningan axially symmet-



































With an experimental set of dipolar couplings the
eigenvalues of the tensor Dxx, Dyy, Dzz can be de-
termined from the powder pattern of experimental
couplings (Clore et al., 1998a). We now derive equa-
tions that allow the use of the dipolar couplings as
restraints without the need for deﬁning the orientation
of the alignment tensor. This is done by calculation of
the projection angle 0ij between all pairs of internu-

















Applying Equation 2 to Equation 3 one can eliminate
two angles bi, bj and arrive at:
cos0ij D
v u u
t 2.3Di   2Dzz C Dxx C Dyy/
3.3
2.Dxx   Dyy/cosai   2Dzz C Dxx C Dyy/
v u u
t 2.3Dj   2Dzz C Dxx C Dyy/
3.3
2.Dxx   Dyy/cosaj   2Dzz C Dxx C Dyy/




2.3Di   2Dzz C Dxx C Dyy/
3.3
2.Dxx   Dyy/cosai   2Dzz C Dxx C Dyy/
v u u
t1  
2.3Dj   2Dzz C Dxx C Dyy/
3.3
2.Dxx   Dyy/cosaj   2Dzz C Dxx C Dyy/
In addition, the possible range for angle ai is some-












































Depending on the size of the measured coupling val-
ues, the angle 0ij is no longer allowed to vary in the
whole interval from 0 to p. Equation 5 states that
the extreme values of 0ij will always be found at the
extreme values for ai and aj. The allowed range for
0ij is in addition always symmetric about 0ij = p/2
(Figure 2). Two general possibilities are found:
one allowed range: 0ij 2T e1;p   e1U
two allowed ranges: 0ij 2T e1;p=2   e2U
or 0ij 2T p=2 C e2;p   e1U
with e1;2 2 [0,p/2]. The symmetry of the allowed 0ij
ranges is directly related to the geometric symmetries
of the dipolar couplings according to Equation 2. Fig-
ure 2 shows a range for one angle 0ij that has been
calculated in this way.247
Figure 2. Potential employed to conﬁne 0ij within the allowed range (white) and exclude it from the forbidden range (black). A ﬂat bottom
potential is used for the allowed region, a parabolic potential for the margins close to 0 and p and a cos2 10ij function for the inner forbidden
part. The energy term used is given by the black line and its derivative (negative force) by the gray line.
Using this approach one can calculate from n
dipolar couplings n(n   1)/2 ranges for angles 0ij.
These ranges are now free from information about
tensor orientation. The translation of the dipolar cou-
plingsintointervectorprojectionangles, i.e., thescalar
product is the simplest pairwise relation between two
vectors and any further more complicated vector re-
lation yielding a scalar value can be derived from it.
At the same time, the scalar product conserves all
information and more complicated intervector rela-
tions are not required. This can be inferred from the
following argument: If for a set of N vectors, the
length of the vectors and all the mutual projection
angles are known, the orientations of the vectors are
uniquely deﬁned. N vectors can be represented by
NC1 atoms, where the N vectors all start from the
(NC1st) atom. This set of atoms has 3(NC1) degrees
of freedom. Since we know the length of the vectors
(N+1) degrees of freedom and the projection angles:
N(NC1)/2 degrees of freedom and subtracting 3 de-
grees of freedom each for rotation and translation, we
ﬁnd: 3(NC1) (NC1)N/2 6 (NC1)  0f o ra l lN .
Thus, the projection angles would even overdetermine
the coordinates of the vectors if they were exactly
known.
To use these angle ranges 0ij for structure determi-
nation, a new restraint was introduced in the X-PLOR
program (Brünger, 1992). The energy function used is









































k1 and k2 are the energyconstants used in these imple-
mentations. Note that k2 gives directly the height of
the barriers between the two allowed 0ij ranges while
k1 scales the square of the deviation from the extreme
values. The two energy constants can be scaled sepa-
rately during the simulated annealing protocol, which
turned out to be essential as discussed below.
Results and discussion
The protocolhas been appliedto the protein Rhodniin,
which has 103 amino acids and contains two similar
folded domains of 45 amino acids and a ﬂexible linker
of 10 amino acids. A set of dipolar couplings between
amide nitrogen and amide hydrogen was calculated
from the known NMR structure (M. Maurer and C.
Griesinger, in preparation) of the protein assuming a
speciﬁc orientationofthe alignmenttensor. Theeigen-
values were set to be Dzz D 20.0 Hz, Dyy D  17.5 Hz
and Dxx D  2.5 Hz, amounting to a rhombicity of
0.5. This set of dipolar couplings is used as an ‘ex-
perimental’ test set of data and the Rhodniin structure
they were calculated from is called ‘target structure’.248
Figure 3. Allowed and forbidden ranges for the angles 0ij between
those N-HN vectors that are most restricted by the dipolar couplings
derived from one alignment tensor. The black bars are the 0ij values
of the ‘target’ structure of Rhodniin.
Table 1. Number of restraints that exclude a deﬁned
percentage of the possible 0ij ranges
Percentage of 0ij Number of Percentage of












All NOEs used in the following calculations were put
in three groups: strong NOEs < 2.5 Å, medium NOEs
< 3.5 Å and weak NOEs < 5.0 Å. A ﬂat bottom po-
tential was used, being zero for all values smaller than
the mentioned distances and quadratically increasing
for larger distances.
Figure 4. Time scale, temperature and size of the energy constants
during the simulated annealing as used for the example Rhodniin
in X-PLOR (Brünger, 1992). (a) Initial energy minimization of 50
steps is performed. (b) High temperature phase, lasting for 32.5 ps.
The energy constants used for dipolar couplings k1 are switched on
together with the unambiguous NOEs. (c) First cooling phase, last-
ing for 25.0 ps: k2 is switched on together with the rest of the NOE.
Temperature is decreased from 2000 K to 1000 K. (d) Second cool-
ing phase, lasting 10.0 ps. Temperature is decreased from 1000 K
to 100 K. (e) Final energy minimization of 200 steps is performed
using all restraints and their ﬁnal force constants.
The eigenvaluesof the alignment tensor were back
calculated from the powder pattern of the dipolar cou-
plings (Clore et al., 1998a) yielding Dzz D 19.6 Hz,
Dyy D  17.4 Hz and Dxx D  2.2 Hz. This tensor
has a slight deviation from predeﬁned values, caused
by the fact that values are extracted from a powder
pattern. From the dipolar couplings more than 4000
possible 0ij–angle ranges were calculated using these
eigenvalues. Figure 3 shows the 20 most restricted
ranges. Table 1 reports the number of 0ij–angle re-
straints that exclude a given percentage of the possible249
Figure 5. Logarithmic representation of rmsd to target structure
during simulated annealing without (a) and with (b) the use of dipo-
lar couplings for the N-domain of Rhodniin as a function of the
sections of the SA explained in Figure 4. Best 10 out of an ensem-
ble of 100 calculated structures. The precision and accuracy of the
structure with dipolar couplings (both 0.5 Å)are higher than without
(both 1.2 Å).
range from [0,p]. Since only a small part of the re-
straints contains most of the structural information,
we ﬁnd that only those 30% to 50% (depending on
the data) most restricted ranges are necessary in the
calculations.
k1 and k2 were varied between 0 kcal/mol
and 200 kcal/mol and gave best results with
k1 D40kcal/molrad 2 andk2 D10kcal/mol.Figure4
shows the scaling of the force constants used during
the simulated annealing X-PLOR protocol. In order to
keep the energy surface simple, only k1 is ramped up,
together with the force constant for the unambiguous
NOEs in the high temperature phase. k2 is ramped up
in the ﬁrst cooling phase, together with the force con-
stant of the ambiguous NOEs. k2 deﬁnes the height
of the barrier between the two possible ranges 0ij.I t
turns out to be essential to choose the right period in
the simulated annealing protocol, when k2 is ramped
up. We ﬁnd that the convergence deteriorates when k2
Figure6. Couplings recalculated fortheresulting structures without
(a) and with (b) the restriction of the angle ranges. The normalized
standard deviation (Q) decreases from 0.66 without (a) the use of
the angle restraints to 0.19 with (b) the use of the angle restraints.
is switched on too early, namely already in the high
temperaturephase.Bycontrast,thenumberofviolated
angle restraints increases when k2 is ramped up too
late, namely during the second cooling phase.
With the scaling of force constants as depicted
in Figure 4, two ensembles of 100 structures were
calculated with and without all angle restraints, all
experimentally determined NOEs and J-coupling re-
straints. For the convergence, we focused on the
N-terminal domain of Rhodniin. Figure 5 shows the
rmsd of the heavy atoms in the N-terminal domain of
the best 10 out of the 100 calculated structures to the
target structure during the simulated annealing proto-
col with and without the angle restraints, respectively.
The rmsd decreases from 1.2 Å to 0.5 Å by introduc-
ing the information derived from dipolar couplings,
which is in line with previous results obtained for
ubiquitin (Bax and Tjandra, 1997). In the best 10 of
these structures no NOEs and between zero and three
of the angle ranges are violated. Table 2 reports the
energy distribution of the 100 structures. The intro-
duction of the 0ij restraints increases the mean energy
of the ensemble. However, only 5 out of the 100 struc-250
Table 2. Energy distribution of an ensemble of 100 structures
after the simulated annealing protocol without angle restraints,
with restraints and with restraints for two different tensors
Energy range (kcal) Number of structures
Without With one With two
dipolar set of sets of
restraints dipolar dipolar
restraints restraints
350–450 47 31 12
450–550 43 38 30
550–650 6 14 28
650–750 3 6 13
750–850 0 2 9
850–950 0 3 2
> 950 1 5 C 15 C 1
With the use of the dipolar restraints ﬁve structures do not
converge at all. One converges, however, at 990 kcal/mol and
1100 kcal/mol, respectively.
tures do not fold to a meaningful NMR structure and
have a very high energy (beyond 5000 kcal/mol) but
83 have an energy lower than 650 kcal/mol. With-
out the use of the couplings 96 structures have an
energy below 650 kcal/mol. The agreement between
the dipolar couplings and the ‘experimental’ restraints
is very good, as is reported in Figure 6 for 5 out
of the 100 structures with the lowest energy. After
the simulated annealing protocol, the orientation of
the tensor was optimized (Losonczi et al., 1999) us-
ing the program DipoCoup (J. Meiler, W. Peti and C.
Griesinger, submitted; Meiler, 1999). All deviations
are given as dipolar Q-factor (normalized standard de-




dipolar Q-factor is 0.19 with the use of the restraints
but 0.66 without angle restraints. Small deviations can
be explained with the slightly incorrect alignment ten-
sor eigenvalues used for calculating the restraints as
well as with the violation of angle ranges in some spe-
cial cases. The orientation of the tensor is reproduced
within 5.
During a second type of experiment only part of
the NOEs was used to test the possibility of replacing
NOEinformationbydipolarcouplings.AllNOEscon-
tainingat least oneamidehydrogenwere selectedﬁrst.
Out of this subgroup of NOEs a varying percentage of
20% to 100% was randomly selected to be used in the
calculation.Amidehydrogenswerechosen,sincetheir
NOEs are the ﬁrst and easiest to obtain during evalu-
ation of the spectra and are the only NOEs available
Table 3. Rmsd to target structure with and without the
use of angle restraints
Percentage of Rmsd to target structure (in Å)







20%, 40%, 60%, 80% and 100% of the NOEs includ-
ing at least one HN-atom are used. All other NOEs,
including ambiguous NOEs, are excluded.
in deuterated proteins. Table 3 shows the rmsd val-
ues to the target structure with respect to the amount
of NOEs used for the N-domain of the protein. The
structures can be determined more accurately using
the angle restraints. The largest improvement is ob-
served when 60% to 80% of the amide-to-all-proton
NOEs are used. Differencesare smaller if more or less
than 60% to 80% of the NOEs are used. This shows
that, based on a minimal amount of NOEs that deﬁne
the fold, dipolar couplings improve the structure. If
the number of NOEs exceeds a certain number, they
deﬁne the structure so well that dipolar couplings do
not improvethe accuracyof the structure considerably
any more. If the numberof NOEs is too low the fold is
no longerdeterminedandthe dipolarcouplingscannot
remedy this situation.
A third calculation was performed to test the abil-
ity of this implementation to determine the global
structure of Rhodniin. Therefore 50 structures were
generated, and the orientation of the two Rhodniin
domains with respect to each other was investigated.
For this calculation the 500 most restricted interdo-
main 0ij ranges as well as the 500 most restricted
intradomain 0ij ranges for the N-domain and the C-
domain, respectively, are used. Figure 7 showsthe ﬁve
resulting structures with lowest energy. Three out of
these ﬁve structures show the same relative orienta-
tion of the domains identical to the target structure.
In the other two cases one domain is rotated by 180
around the x-axis of the alignment tensor. Due to the
symmetry of the tensor, this is a valid solution. In all
cases not more than ﬁve 0ij ranges are slightly outside
of the allowed range. Recalculating dipolar couplings
from all ﬁve structures with an optimized tensor ori-
entation shows that all ﬁve structures fulﬁll the dipolar
coupling values.251
Figure 7. The relative orientation of the N- and C-domain of Rhodniin with respect to each other. The tensor (a) and the target structure (b)
in the coordinate system of the tensor are shown. (c) and (d) display the best 5 out of 50 structures from the simulated annealing protocol of
Figure 4. (c) The three structures with the same orientation of the domains as in the target structure are shown. (d) Two structures are obtained
in which one domain is rotated by 180 about the Dxx axis with respect to the target structure.
To check the ability of the program to use two
sets of dipolar couplings obtained with two different
alignment tensors (Ramirez and Bax, 1998), a second
tensor was deﬁned, Dzz D 10.0 Hz, Dyy D  6.5 Hz
andDxx D  3.5Hz, amountingtoa rhombicityof0.2.
The orientation of the tensor with respect to the origi-
nal PDB ﬁle of the target structure was changed from
(a,b,g) D (60,135,0) for the ﬁrst alignment tensor
to (a,b,g) D (120,90,133) for the second alignment
tensor. A second set of dipolar couplings was calcu-
lated and from these values derived 0ij ranges were
used together with the ranges depicted from the ﬁrst
set of dipolar couplings to recalculate the N-domain
of Rhodniin.
With the use of both sets of angle restraints and
the same protocol as used before, still 70 out of the
100 structures calculated have an energy lower than
650 kcal/mol. For the 10 structures with lowest energy
no NOE is violated and only 0 to 10 of the angle re-
straints are slightly violated. The dipolar Q-factor is
0.16 for the ﬁrst set of dipolar couplings and 0.14 for
the second set of dipolar couplings. The rmsd of the
structures to the target structure decreases also to be
0.3 Å.
In order to test the protocol with an experimental
set of dipolar couplings, it was applied on a second
protein. The PH domain of the protein Unc89 from
C. elegans (residues 341 to 458) was expressed in
E. coli and puriﬁed as described elsewhere (Blomberg
et al., 2000). The domain has the native sequence
with a single methionine residue added to the N-
terminus. Deuterated dimethyl sulphoxide (DMSO;
15%) was added to the samples to suppress aggre-
gation and precipitation. All NMR experiments were
recorded at 303 K on a Bruker DRX600 or DRX500
spectrometer equipped with pulse ﬁeld gradient triple
resonance probes. The resonance-frequency assign-
ment of the UNC-89 PH domain is deposited in the
BioMagResBank (http://www.bmrb.wisc.edu, acces-
sion no. 4373). All experimental data as well as the
structure determination of the protein is described and
discussed elsewhere (Blomberg et al., 2000).
Residual dipolar couplings were measured for
1J-NH-couplings from standard 15N-HSQC experi-
ments without decoupling in the indirect dimension.
Alignment of the PH domain was achieved using
DMPC/DLPC/SDS lipid bicelles (ratio 3.2:1:0.1; 5%
w/v total lipid) (Losonczi and Prestegard, 1998; Ot-252
tiger et al., 1998). Bicelle formation, evidenced by
the observedsplitting of the D2O signal, was achieved
at 298 K and the measurements of dipolar couplings
were performed at 303 K. A reference spectrum was
recorded with the sample in the isotropic phase at
295K. Residues with severeoverlapin the 15N-HSQC
spectra and those showing evidence of large mobility
(elevated 15NT 2/T1 ratioorshortT2’s) wereexcluded,
yielding a total of 41 long range angular restraints.
The magnitude of the tensor components was es-
timated from a histogram (Clore et al., 1998a) to be
Dzz D8.32Hz, Dyy D 6.34HzandDxx D 1.98Hz,
amountingto a rhombicity of 0.35. From this data 861
0ij ranges were derived and used in the simulated an-
nealing process. It was necessary to increase the force
constants to be k1 D 80 kcal rad 2 and k2 D 20 kcal
to get no more than ﬁve angle restraints slightly vio-
lated. Two ensembles with 100 structures each were
calculated, one without and the second with the use of
the angle restraints. The dipolar Q-factor of the exper-
imental coupling values to those calculated from the
ﬁnal structures is 0.20 with the use of the restraints,
but 0.79 without angle restraints. As already obtained
in the calculations of Rhodniin, the energies of the
structures increase about 10% using angle restraints.
The converged amount of structures with and without
restraints is similar to the result for Rhodniin. The
rmsd for the backbone of the protein decreases from
2.70Å withoutthe use of the angle restraintsto 2.15Å
with the use of the restraints.
Conclusions
The use of dipolar couplings as 0ij restraints allows
to include these experimental data from the start of
the simulated annealing protocol. Moreover, with
this implementation the dipolar couplings can for the
ﬁrst time be directly translated into intramolecular
restraints without the need to orient the alignment
tensor during the simulated annealing protocol. The
convergence of the simulated annealing protocol is
almost unchanged as compared to calculations with-
out dipolar couplings. The calculation time increases
only slightly (below 5% for these examples) by taking
dipolar couplings into account.
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Abstract: The effects of internal motions on residual dipolar NMR couplings of proteins partially aligned in
a liquid-crystalline environment are analyzed using a 10 ns molecular dynamics (MD) computer simulation of
ubiquitin. For a set of alignment tensors with different orientations and rhombicities, MD-averaged dipolar
couplings are determined and subsequently interpreted for different scenarios in terms of effective alignment
tensors, average orientations of dipolar vectors, and intramolecular reorientational vector distributions. Analytical
relationships are derived that reflect similarities and differences between motional scaling of dipolar couplings
and scaling of dipolar relaxation data (NMR order parameters). Application of the self-consistent procedure
presented here to dipolar coupling measurements of biomolecules aligned in different liquid-crystalline media
should allow one to extract in a “model-free” way average orientations of dipolar vectors and specific aspects
of their motions.
1. Introduction
Since the first measurements of nuclear dipolar spin-spin
couplings in proteins caused by the partial alignment of the
proteins with respect to the external magnetic field,1-5 these
parameters have become widely used for the determination and
refinement of structures of biomolecules in solution.6-11 While
in most applications residual dipolar couplings (rdc) are
interpreted in the context of a static structure, it has been
suggested from early on that these couplings also probe protein
dynamics.12 In multimodular systems, such as multidomain
proteins and complex sugars, differences in alignment tensors
determined for individual domains were attributed to differential
motions between the domains.13-17
In the context of biomolecular structure determination, dipolar
couplings are used to refine structures by optimizing agreement
between experimental couplings, Dj
exp, and dipolar couplings
predicted from the structural model, Dj
calc. A commonly used
measure for the agreement is the Q value, defined by18
The smaller Q, the better is the agreement between the structural
model and the experimental data. In case of perfect agreement
(Q ) 0), Dj
exp ) Dj
calc for all j (values of Q larger than 1 are
of little interest, since Q ) 1 can always be achieved by setting
Dj
calc ) 0). In our experience, Q values for dipolar couplings
determined directly from X-ray structures and NMR structures
determined without the use of dipolar couplings typically lie
between 0.2 and 0.5.18,19 Possible reasons for Q values deviating
from zero are experimental uncertainties, dynamic and exchange
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PAGE EST: 9.4 Published on Web 00/00/0000effects, and errors in the 3D structures, for example due to
crystal packing in X-ray structures. NMR structures that are
refined using dipolar couplings typically exhibit Q values
between 0.05 and 0.3, depending also on the quality of the
experimental data.19,20
In this work we investigate the effects of motions on Q values
of backbone dipolar couplings using a 10 ns molecular dynamics
(MD) simulation of ubiquitin and discuss several different
scenarios for the structural and dynamic interpretation of dipolar
couplings that explicitly take dynamics contributions into
account. A practical procedure for including certain aspects of
dynamics is the division of each dipolar coupling value by the
corresponding Lipari-Szabo order parameter, SLS, obtained from
NMR relaxation experiments.21 This procedure is valid only to
a first-order approximation.22 The quality of this approximation
is quantitatively assessed here using the MD simulation as a
reference from which averaged dipolar couplings as well as SLS
order parameters are computed and compared with each other.
The inverse problem is then addressed to directly extract
information on biomolecular structure and motions from dipolar
couplings measured in multiple liquid-crystalline environments
that give rise to different alignments. The proposed treatment
is based on the assumptions that the structure and intramolecular
motion are not significantly altered by the liquid-crystalline
environment and that the alignment process is not affected by
intramolecular motions. The treatment allows the determination
of residual dipolar coupling order parameters, Srdc, that probe
motion up to the millisecond range and thus are complementary
to the relaxation-derived Lipari-Szabo order parameters SLS.
We do not discuss here larger scale dynamics of (partially)
unfolded proteins or interdomain dynamics of multidomain
proteins. In the following section, the theoretical background
of motional averaging effects on dipolar couplings is developed.
In subsequent sections the theory is applied to the MD trajectory.
2. Motional Averaging of Dipolar Couplings
The residual dipolar couplings, which give rise to resonance
splittings, result from the secular part of the magnetic dipole-
dipole interactions between nuclear spins of molecules that are
partially aligned in an anisotropic liquid. The dipolar splitting
áDñ (in units of hertz) between directly bonded heteronuclei X
and H can be expressed in the laboratory frame as
where P2(cos ø) ) (3 cos2 ø - 1)/2, ø is the angle of the
internuclear vector to the external B0 field, í0/4ð ) 10-7 Vâs/
Aâm, çX, çH are the gyromagnetic ratios, and rXH is the distance
between the two spins. The angular brackets denote an ensemble
average over orientations ø and distances rXH or, assuming that
the system is ergodic, a time average over a single molecule.
In eq 2, it is assumed that radial and angular averaging are
statistically separable, as is the case for directly bonded N-H
and C-H atom pairs. Furthermore, the radial part árXH
-3ñ can
often be considered to be identical for nuclear X-H pairs of
the same kind.
For an internally static molecule, the dipolar couplings can
alternatively be expressed in a molecular fixed frame in terms
of a traceless reduced alignment tensor D (in units of hertz),
with eigenvalues Dxx, Dyy, and Dzz, where jDzzj g jDyyj g jDxxj.22
In the eigenframe of this tensor, the dipolar coupling between
two nuclei connected by an internuclear vector with orientation
¿ ) (õ,æ), where õ,æ denote the polar angles in the eigenframe
of D, is given by Dstat:22
where Da ) Dzz/2 is the axial component and R ) 2/3(Dxx -
Dyy)/Dzz is the rhombicity of D with 0 e R e 2/3.I fD is
symmetric, Dzz corresponds to the principal axis value along
the symmetry axis of D. For a given alignment tensor D, Dzz is
the largest coupling possible for the considered type of X-H
spin pairs.
In the presence of intramolecular molecular dynamics, the
experimental dipolar coupling corresponds to a conformational
average, denoted by angular brackets, relative to the alignment
tensor frame:
Equation 4 assumes that intramolecular motion does not interfere
with the alignment process, i.e., that the alignment process is
not significantly affected by internal motions. In the case of an
alignment process due to steric effects,23 this condition is
fulfilled for motions that do not much alter the shape of the
molecule. For small-amplitude, short-range motions, which can
have a local or a concerted character,24 eq 4 is expected to be
more accurate than for larger amplitude motions of loops and
termini, for example.
It is useful to express eq 4 in terms of normalized second-
order spherical harmonic functions Y2M(õ,æ):15
where Y20(õ,æ) ) x5/(16ð)(3 cos2 õ - 1), Y2(2(õ,æ) )
x15/(32ð)e (2iæ sin2 õ.25 In what follows, Y2(1(õ,æ) )
-x15/(8ð)e (iæ cos õ sin õ will also be used.
In analogy to eq 3, Dstat can be defined for reference purposes
as the dipolar coupling expected from a static internuclear vector
pointing along the average orientation (õav,æav) ) (áõñ,áæñ):
The effect of intramolecular reorientational motion on the dipolar
coupling can be expressed by the dipolar scaling factor, ìrdc:
In the absence of motion, ìrdc ) 1, and in the presence of
motion, -¥ < ìrdc < ¥.
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ìrdc ) áDñ/Dstat (7)
B J. Am. Chem. Soc. Meiler et al.A benefit of eq 5 is that it can be easily transformed into a
new reference frame related to the old reference frame by a
three-dimensional rotation R(R,â,ç) using the well-known
transformation properties of the spherical harmonics Y2M(õ,æ)
under a three-dimensional rotation specified by the Euler angles
R, â, and ç:25
Provided that the average protein structure and the dynamics
do not vary with different alignment media, it follows that the
dipolar coupling áDñ measured in a new alignment frame i with
axial component Dzz
(i) and rhombicity R(i) that is related to the
old frame by the rotation R(R(i),â(i),ç(i)) can be expressed as
Note that eq 9 is linear in the five motionally averaged spherical
harmonics áY2M¢(õ,æ)ñ. If the couplings áD(i)ñ belonging to a
certain dipolar interaction are measured for five (or more) known
alignments tensors {Dzz
(i), R(i), R(i), â(i), ç(i)}, the five quantities
áY2M¢ñ, M¢ )- 2, -1, 0, 1, 2 belonging to this dipolar interaction
can be determined by solving the linear system of equations of
eq 9 using, for example, singular-value decomposition or
Moore-Penrose inversion.26 The average vector orientation
(õav,æav) can be approximated by the effective orientation
(õeff,æeff) that is found by minimizing the sum
To discuss the effects of symmetry in the motional distribu-
tions of an internuclear vector, it is useful to describe the
distribution in a frame with the z axis pointing along the average
orientation of the vector. In this new frame the instantaneous
orientation of a vector is denoted by (õ¢,æ¢). If áe(iæ¢ñ ) áe(2iæ¢ñ
) 0, as is the case for axially symmetric reorientational motion,
it follows áY2M¢ñ ) 0 except for áY20ñ. To calculate the dipolar
coupling, a coordinate transformation into the alignment frame
is necessary, which is achieved by the rotation R¢(R¢ ) 0, â¢ )
-õav, ç¢ )- æav).
The extent of nonaxial symmetry of the motion can be
quantified by the motional asymmetry parameter è fulfilling 0
e è e 1:
where the generalized S2 order parameter has been introduced,
which plays a key role in the “model-free” interpretation of
heteronuclear NMR spin relaxation data by Lipari and Szabo,21
The S2 order parameter extracted from spin relaxation data is
sensitive to motions faster than the overall tumbling correlation
time and is denoted here as SLS
2 . In contrast, an S2 order
parameter can be determined from residual dipolar couplings
using eqs 9 and 12, which probes the much wider submillisecond
time scale range and which is denoted as Srdc
2 . Therefore, SLS
2 is
an upper limit for Srdc
2 , Srdc
2 e SLS
2 . Note that when using the 10
ns MD trajectory for calculating SLS
2 and Srdc
2 , the two param-
eters probe the same time scales and are therefore identical.
For axially symmetric motion with respect to the average
orientation (õav,æav), for which áe(iæ¢ñ and áe(2iæ¢ñ vanish, the
average dipolar coupling áDñ can be expressed in a more
compact way. Using eq 9 with áY2M¢(õ¢,æ¢)ñ ) 0 for M¢ )( 1,
(2 it follows
where â¢ )- õav, ç¢ )- æav. Consequently, the dipolar coupling
of an internuclear vector is scaled under axially symmetric
motion as compared to a static vector pointing along the average
direction by
where õ¢ is the angle between an instantaneous internuclear
vector and the average vector orientation (õav,æav). Note that
ìrdc,sym does not depend on the relative orientation (õav,æav) with
respect to the alignment frame. In the case of axially symmetric
motion, Srdc
2 simplifies to Srdc,sym
2 ) (4ð/5)áY20(õ¢,æ¢)ñ2 )
áP2(cos õ¢)ñ2 and thus
From eq 14 follows that -0.5 e ìrdc,sym, Srdc,sym e 1.
Knowledge of ìrdc is useful for the determination of an
average 3D protein structure using residual dipolar couplings.
Dstat values, which are directly related to (õav,æav) by eq 6, could
then be obtained by dividing experimental couplings áDñ by ìrdc
according to eq 7. Since in practice ìrdc values are not readily
available, they sometimes are approximated by their respective
SLS values extracted from spin relaxation experiments.18 ìrdc )
SLS holds if (i) internal reorientational motion is axially
symmetric and (ii) all relevant motions take place on nanosecond
and subnanosecond time scales. Condition (i) can be tested by
(26) Press, W. H.; Flannery, B. P.; Teukolsky, S. A.; Vetterling, W. T.










































































































) áP2(cos õ¢)ñ (14)
ìrdc,sym ) Srdc,sym (15)
Model-Free Approach to Dipolar Couplings in Proteins J. Am. Chem. Soc. Cusing a molecular dynamics (MD) simulation, which is done
in the following section. Presently, condition (ii) can be assessed
only by comparison with experimental data. If condition (i) is
fulfilled but (ii) is not fulfilled, SLS,sym represents an upper limit,
ìrdc,sym ) Srdc,sym e SLS,sym.
In addition, it was assumed here that the alignment tensor D
is a priori known. In practice, however, D is iteratively adjusted
during structure refinement based on residual dipolar couplings.
Thus, the best fitting alignment tensor D implicitly includes
certain motional contributions. In the following, a 10 ns MD
simulation of ubiquitin is used to elucidate the influence of
molecular motion on the interpretation of residual dipolar
couplings.
3. Dipolar Couplings Calculated from MD Trajectory
A MD simulation of native ubiquitin was carried out under
periodic boundary conditions using the program CHARMM
24.27,28 An energy-minimized all-atom representation of the
X-ray structure of ubiquitin29 was embedded in a cubic box with
a side length of 46.65 Å, containing a total of 2909 explicit
water molecules. The simulation was performed at a temperature
of 300 K with an integration time step of 1 fs. Details of this
simulation have been reported elsewhere.30 During a simulation
time of 11 ns, snapshots were stored every 500 fs. From a 10
ns section of the trajectory, covering the range between 1 and
11 ns, 500 snapshots were selected with an increment of 20 ps
for calculating dipolar couplings.
The 500 snapshots were reoriented and translated with respect
to the snapshot at 6 ns by a least-squares superposition of their
backbone atoms belonging to regular secondary structures. An
average structure was constructed from the 500 reoriented
snapshots by averaging over the Cartesian coordinates of all
heavy atoms. The average positions of hydrogen atoms were
determined by adding averaged X-H vectors (X ) No rC
atoms), which were rescaled to their standard lengths (1.02 Å
for N-H and 1.09 Å for C-H), to the position of the
corresponding X atom.
The shape of ubiquitin undergoes only small changes during
the trajectory, as was assessed by computing inertia tensors for
the 500 snapshots. The standard deviations of the moments of
inertia tensor lie between 1% and 2%, which supports the
validity of the assumptions underlying eq 4. It is assumed in
the following that the MD trajectory represents a realistic
description of the internal dynamics of ubiquitin, and thus slower
time scale motions, which are not represented by the 10 ns
simulation, are ignored.
To characterize the effect of dynamics, dipolar couplings were
calculated from the 500 snapshots for a fixed alignment tensor
D with Dzz ) 20 Hz (with respect to 15N-1HN couplings), R )
0, R)â ) ç ) 0. The time dependence of backbone 15N-
1HN couplings is depicted in Figure 1 for a selection of five
amino acids that experience variable amounts of motion: Ala
28 (R helix), Ile 44 (â sheet), Lys 11 (loop), Ile 36 (loop), and
Asp 52 (loop). Also given in Figure 1 are the distributions of
the dipolar couplings over the trajectory. Most of the displayed
distributions, which also depend on the size and orientation of
the alignment tensor, show quasi-singularities and are unimodal
(27) Brooks, R. B.; Bruccoleri, R. E.; Olafson, B. D.; States, D. J.;
Swaminathan, S.; Karplus, M. J. Comput. Chem. 1983, 4, 187-217.
(28) MacKerell, A. D., Jr.; Bashford, D.; Bellott, M.; Dunbrack, R. L.,
Jr.; Evanseck, J. D.; Field, M. J.; Fischer, S.; Gao, J.; Guo, H.; Ha, S.;
Joseph-McCarthy, D.; Kuchnir, L.; Kuczera, K.; Lau, F. T. K.; Mattos, C.;
Michnick, S.; Ngo, T.; Nguyen, D. T.; Prodhom, B.; Reiher, W. E., III;
Roux, B.; Schlenkrich, M.; Smith, J. C.; Stote, R.; Straub, J.; Watanabe,
M.; Wio ´rkiewicz-Kuczera, J.; Yin, D.; Karplus, M. J. Phys. Chem. B 1998,
102, 3586-3616.
(29) Vijay-Kumar, S.; Bugg, C. E.; Cook, W. J. J. Mol. Biol. 1987, 194,
531-544.
(30) Lienin, S. F.; Bremi, T.; Brutscher, B.; Bru ¨schweiler, R.; Ernst, R.
R. J. Am. Chem. Soc. 1998, 120, 9870-9879.
Figure 1. Time dependence of 15N-1HN residual dipolar coupling values for selected amino acids of ubiquitin extracted from a 10 ns molecular
dynamics (MD) simulation. Ala 28 belongs to the R helix, Ile 44 to a â strand, and Lys 11, Ile 36, Asp 52 to loop regions. In the middle, the
distributions of the couplings are plotted vertically, with the horizontal arrows indicating average dipolar coupling values that would be observed
experimentally. The dots plotted on the surface of the spheres (right) correspond to the N-HN orientations sampled during the MD trajectory (500
snapshots).
D J. Am. Chem. Soc. Meiler et al.except for Asp 52, where larger scale backbone modulations
lead to a bimodal distribution.
4. Influence of Motion on Q Values
In practice, experimental dipolar couplings are commonly
refined toward a single static structure. It is investigated here
what level of agreement can be expected between experimental
couplings and couplings calculated from the average structure
in the presence of molecular motion occurring during the 10 ns
MD trajectory of ubiquitin.
For the following analyses, sets of dipolar couplings belonging
to 11 alignment tensors with different orientations and rhom-
bicities were constructed from the 500 snapshots taken from
the trajectory (see Table 1). Here and in the following, it is
assumed that changes in the alignment tensor leave intramo-
lecular motions unaffected. For three alignment tensors with
Dzz ) 20 Hz (for N-HN dipolar couplings) and R values set to
0, 1/3, and 2/3, respectively, dipolar couplings were computed
for N-HN,C R-HR, and HN-HR spin pairs. In addition, eight
more alignment tensors with R ) 0 and Dzz ) 20 Hz were
defined by reorienting the original tensor using rotation matrixes
R(R,â,ç) with the following Euler angles to sample a repre-
sentative distribution of tensor orientations:
For these eight alignment tensors, only N-HN couplings were
computed.
On the basis of the MD simulation of ubiquitin, the effect of
motion on Q was analyzed for three scenarios, I, II, and III,
that involve different treatments of the data:
I. In this scenario, for a given alignment tensor, dipolar
couplings were averaged over the 500 MD snapshots and
compared with the dipolar couplings calculated from the average
structure described in the previous section using the same
alignment tensor.
II. In this scenario, for a given alignment tensor, dipolar
couplings were averaged over the 500 MD snapshots and
compared with the dipolar couplings calculated from the average
structure using an optimized alignment tensor that was varied
in size and orientation to minimize Q.
III. In this scenario, for a given alignment tensor, dipolar
couplings were averaged over the 500 MD snapshots and
subsequently divided by their respective SLS order parameters
calculated from the same snapshots. These rescaled dipolar
couplings were then compared with the dipolar couplings
calculated from the average structure using an optimized
alignment tensor that was varied in size and orientation to
minimize Q.
Scenario I corresponds to a situation where the “true”
alignment tensor is known from external sources, for example
theoretical calculations23,31 or paramagnetic alignment. In this
case, Q values become largest and motional effects are strongest,
since they are not included in the form of a scaled alignment
tensor. For scenario II, which is equivalent to overall scaling
of all dipolar couplings combined with reorientation of the
alignment tensor, readjustment of the alignment tensor can
partially absorb internal motional effects. For example, if
intramolecular motion reduces all dipolar couplings by 10%
(compared to the couplings of the average structure), a new
alignment tensor for the average structure that is 10% smaller
would still yield Q ) 0. This approach is equivalent to scaling
of all couplings by a uniform ìrdc value. Since the amplitudes
of intramolecular motion generally vary between different
protein sites, there will be no uniform scaling of dipolar
couplings. Instead, individual motional scaling of dipolar
couplings must be explicitly taken into account, which is the
approach followed in scenario III. In the absence of any other
information, a commonly used guess for the scaling factors are
the SLS order parameters of eq 12 obtained from spin relaxation
measurements. As was shown in section 2 (eq 15), the scaling
by SLS values is adequate if all intramolecular motions are axially
symmetric and take place on nanosecond and subnanosecond
time scales that are accessed by spin relaxation experiments.
All three scenarios were analyzed for all 11 alignment tensors,
and the results are compiled in Tables 1-3. For scenarios II
and III, which involve fitting of the alignment tenors, the
program DipoCoup19 was used, performing a Moore-Penrose
inversion, also known as singular-value decomposition,26,32
previously used for the analysis of NMR relaxation data for
anisotropic tumbling.33 Since the results significantly differ
between protein backbone parts with a well-defined secondary
structure and loop regions, Q values were calculated for these
different parts as well as for the whole protein backbone. Amino
acids that belong to either a helix or a â sheet have residue
numbers 2-7, 12-17, 23-34, 41-45, 49-50, and 65-72.
For scenario I, the Q values vary between 0.04 and 0.26 (see
Table 1). They clearly depend on the type of vectors: N-HN
vectors show Q values that are larger than those of CR-HR
vectors, which in turn have Q values that are larger than those
of HN-HR vectors. This is not surprising since the HN-HR
distances are longer than the one-bond distances, and thus a
displacement of the HN or HR atom causes only a minor change
(31) Ferrarini, A.; Moro, G. J.; Nordio, P. L. Mol. Phys. 1992, 77,1 -15.
(32) Losonczi, J. A.; Andrec, M.; Fischer, M. W. F.; Prestegard, J. H. J.
Magn. Res. 1999, 138, 334-342.
(33) Bru ¨schweiler, R.; Liao, X.; Wright, P. E. Science 1995, 268, 886-
889.
Table 1. Back-Calculated Alignment Tensors and Q Values for













true 1.00 0.00 0 0 0 0.00 0.00 0.00
NH N 1.00 0.00 0 0 0 0.15 0.08 0.24
CR HR 1.00 0.00 0 0 0 0.10 0.08 0.12
HN HR 1.00 0.00 0 0 0 0.07 0.04 0.09
true 1.00 0.33 0 0 0 0.00 0.00 0.00
NH N 1.00 0.33 0 0 0 0.16 0.08 0.22
CR HR 1.00 0.33 0 0 0 0.09 0.07 0.11
HN HR 1.00 0.33 0 0 0 0.07 0.04 0.09
true 1.00 0.67 0 0 0 0.00 0.00 0.00
NH N 1.00 0.67 0 0 0 0.16 0.09 0.23
CR HR 1.00 0.67 0 0 0 0.10 0.08 0.11
HN HR 1.00 0.67 0 0 0 0.07 0.04 0.09
NH N 1.00 0.00 0 0 0 0.15 0.08 0.24
1.00 0.00 0 45 0 0.14 0.07 0.19
1.00 0.00 0 45 90 0.12 0.09 0.15
1.00 0.00 0 45 180 0.10 0.07 0.13
1.00 0.00 0 45 270 0.14 0.08 0.18
1.00 0.00 0 90 0 0.12 0.06 0.24
1.00 0.00 0 90 45 0.09 0.07 0.14
1.00 0.00 0 90 90 0.14 0.06 0.20
1.00 0.00 0 90 135 0.16 0.08 0.26
a Pairs of nuclei for which dipolar couplings are computed. b Ratio
of the best fitting and the predefined tensor size (Dzz ) 20 Hz for N-HN
couplings). c Rhombicities and d,e,f orientations of the predefined and
back-calculated tensors. g,h,i Qall, Qsec, and Qloop are the Q values (eq 1)
for the whole protein, the secondary structural elements, and the loops,
respectively.
(R,â,ç) ) {(0°,45°,0°), (0°,45°,90°), (0°,45°,180°),
(0°,45°,270°), (0°,90°,0°), (0°,90°,45°), (0°,90°,90°),
(0°,90°,135°)}
Model-Free Approach to Dipolar Couplings in Proteins J. Am. Chem. Soc. Ein the vector orientation. The Q values depend on the orientation
of the alignment tensor but they are nearly independent of R.
Significant differences in Q are observed between regular
secondary structures and loop regions.
The results of scenario II, which are summarized in Table 2,
demonstrate the effect on Q values if the alignment tensor is
allowed to vary. As compared to Table 1, the Q values drop by
about 30%. The motional effects are contained in modified
alignment tensors D. The directions of the principal axes change
typically by less than 1°, and the rhombicity changes by 0.04
or less. The largest effects are seen in the new D ÷ zz values, which
are scaled relative to the original Dzz values by factors between
0.89 and 0.95. Table 2 contains also average SLS and Srdc order
parameters calculated from the 500 snapshots according to eq
12. The SLS and Srdc values vary between 0.91 and 0.95, which
is comparable to the scaling factor variations D ÷ zz/Dzz. The Q
values depend on the details of the motional distributions and
average orientations of the internuclear vectors relative to the
alignment tensors. The Q values vary for the chosen alignment
tensors by as much as a factor of 2. In Figure 2, the differences
in back-calculated and “true” N-HN dipolar couplings are
plotted as a function of the residue number for the nine
alignment tensors with different orientations defined in the lower
part of Table 2. For individual N-HN couplings, the motional
influences characteristically depend on the directions sampled
by the N-HN vector relative to the alignment tensor. In the
absence of rhombicity, R ) 0, motion has the strongest influence
for the average directions õav ) 0°,(90°,180°, for which
P2(cos õ) has maximal curvature. The differences between back-
calculated and “true” couplings, which are distributed around
zero, are largest for the loop regions that do not belong to regular
secondary structure. N-HN vectors of these regions have
calculated S2 order parameters lower than 0.8 (see Supporting
Information). For some but not all of these vectors, the
orientational distributions have not converged during the 10 ns
MD trajectory, which can also be seen for some of the examples
shown in Figure 1. Figure 2 illustrates that the effect of dynamics
on the observable dipolar coupling value depends on the
orientation of the alignment tensor. The alignment tensor defines
the projection along which motion is observable. The possibility
to reconstruct characteristic motional features from dipolar
couplings collected for different alignment tensors is discussed
below.
For scenario III (Table 3), where the average dipolar couplings
are individually divided by their SLS, Srdc values, the fitted
alignment tensors almost identically reproduce the “true”
alignment tensors with changes in R smaller than 0.03 and D ÷ zz
values lying within 1% of Dzz. All Q values are further decreased
as compared to the values in scenario II, with the largest
reductions found for the mobile loop regions, where Q drops
between 0.02 and 0.10. Figure 3 demonstrates the improved
agreement for the individual N-HN pairs as compared to the
case in Figure 2. However, the Q values can still significantly
differ from zero (see Table 3): for N-HN dipolar couplings
they vary between 0.04 and 0.07. This behavior is indicative of
non-axially symmetric reorientational local motions of these
internuclear vectors. Thus, the order parameter SLS, Srdc does
not always accurately represent the motional scaling ìrdc of
dipolar couplings during the MD simulation. The residual
discrepancies shown in Figure 3 are smallest for N-HN vectors
belonging to regular secondary structures, where dynamics is
smaller and more closely matches axial symmetry than in the
loop regions, where more complicated motion occurs that is
generally more asymmetric. Analogous analyses carried out for
alignment tensors with increasing rhombicities R indicate that
changes in R can also have non-negligible effects on dipolar
couplings.
Figure 2. Differences between dipolar N-HN couplings averaged over the 500 MD snapshots of ubiquitin and the back-calculated couplings
determined for the (static) N-HN vectors of the average structure as a function of residue number. The alignment tensor was optimized according
to scenario II (see text). The calculation was done for each of the nine axially symmetric alignment tensors (R ) 0) given in Table 2. The light gray
bars on top of this figure (and also of Figures 3 and 6) indicates the â strands and the dark bar the R helix.
Table 2. Back-Calculated Alignment Tensors and Q Values for














true 1.00 0.00 0 0 0 0.00 0.00 0.00
NH N 0.90 0.04 0 0 0 0.10 0.05 0.17 0.91
CR HR 0.92 0.01 0 1 0 0.06 0.04 0.07 0.94
HN HR 0.95 0.01 0 -1 0 0.04 0.03 0.05 0.95
true 1.00 0.33 0 0 0 0.00 0.00 0.00
NH N 0.89 0.33 0 0 -2 0.11 0.06 0.15 0.91
CR HR 0.92 0.35 0 1 0 0.05 0.04 0.06 0.94
HN HR 0.95 0.33 0 -1 0 0.04 0.03 0.05 0.95
true 1.00 0.67 0 0 0 0.00 0.00 0.00
NH N 0.91 0.64 1 0 1 0.08 0.04 0.14 0.91
CR HR 0.95 0.65 0 89 0 0.06 0.03 0.07 0.94
HN HR 0.97 0.65 0 0 0 0.04 0.02 0.07 0.95
NH N 0.90 0.04 0 0 0 0.10 0.05 0.17 0.91
0.91 0.03 0 45 0 0.09 0.05 0.13 0.91
0.90 0.02 0 45 91 0.06 0.05 0.07 0.91
0.92 0.01 0 45 180 0.06 0.03 0.08 0.91
0.91 0.01 0 45 270 0.09 0.06 0.11 0.91
0.91 0.02 0 90 1 0.08 0.04 0.16 0.91
0.93 0.01 0 90 45 0.05 0.03 0.09 0.91
0.90 0.02 0 90 90 0.10 0.06 0.13 0.91
0.89 0.02 0 90 135 0.11 0.05 0.18 0.91
a Pairs of nuclei for which dipolar couplings are computed. b Ratio
of the best fitting and the predefined tensor size (Dzz ) 20 Hz for N-HN
couplings). c Rhombicities and d,e,f orientations of the predefined and
back-calculated tensors. g,h,i Qall, Qsec, and Qloop are the Q values (eq 1)
for the whole protein, the seconday structural elements, and the loops,
respectively. j SLS is the average order parameter for these vectors
calculated from the MD trajectory according to eq 12.
F J. Am. Chem. Soc. Meiler et al.5. Reconstructing Motional Distributions from Multiple
Alignment Data
From the previous analysis, it becomes clear that static and
motional contributions to a dipolar coupling measured for a
single alignment cannot readily be separated. The questions are
addressed here of how this task can be accomplished by
combining dipolar couplings measured for different alignment
tensors and what aspects of the motional distributions of the
internuclear vectors can be reconstructed.
For this purpose, five N-HN pairs were selected in ubiquitin
that show differential motional properties: Ala 28 (R helix) and
Ile 44 (â sheet), which are part of regular secondary structures,
and Lys 11, Ile 36, and Asp 52, which belong to the more mobile
loop regions. The distinct motional behavior of these residues
in the MD trajectory is reflected in their æ,ã dihedral angle
fluctuations. The right column in Figure 4 shows the æ,ã
distributions for the 500 MD snapshots: Ala 28 and Ile 44 show
quite narrow æ,ã distributions characteristic of R helix and â
sheet structures, while Lys 11 and Ile 36 exhibit significantly
wider distributions, in particular in their æ dihedral angle. Asp
52 exhibits a less regular behavior, indicative of a multimodal
distribution. Dipolar couplings are sensitive to reorientations
related to fluctuations of nearby dihedral angles as well as to
longer range motions related to fluctuations of dihedral angles
that are farther away.
In the left and middle panels of Figure 4, the orientations of
the above-mentioned N-HN vectors are displayed for the 500
MD snapshots indicated as dots as a function of the polar angles
(õ,æ). The orientational distributions of the 500 snapshots are
in all cases elongated (approximately elliptical for Ala 28 and
Ile 44); i.e., they do not exhibit axial symmetry. The large filled
circle in the center of each panel represents the orientation of
the N-HN vector in the average structure. The superimposed
solid lines represent N-HN vector orientations that are consistent
with the dipolar couplings averaged over the 500 snapshots for
the nine different alignment tensors with R ) 0 described in
the previous section (see Tables 2 and 3). Thus, any static N-HN
vector that points along a (õ,æ) direction belonging to a certain
line could accurately reproduce the (scaled) dipolar coupling
averaged over the trajectory for the alignment tensor associated
with this line.
The panels in the left column correspond to scenario II, with
the fitted alignment tensors given in the lower part of Table 2,
while the panels in the middle column correspond to scenario
III, where the couplings were divided by their individual SLS
order parameter. If all nine lines intersect at a single point, then
a static N-HN vector pointing along the intersection can
simultaneously reproduce all MD-averaged couplings for the
nine alignments. For the regular secondary structural residues
Ala 28 and Ile 44, this behavior is approximately found for
scenario II (left column of Figure 4), while it is not fulfilled
for the three other residues, Lys 11, Ile 36, and Asp 52. For the
latter residues, MD-averaged dipolar couplings measured for
multiple alignments cannot be quantitatively reproduced by a
static structural model.
Individual SLS scaling of dipolar couplings (scenario III,
middle column of Figure 4) improves the situation, in particular
for Ala 28 and Ile 44, which belong to regular secondary
structures although the reorientational distributions of these
vectors are not axially symmetric. For these vectors, the
intersections coincide with the dipolar coupling predicted from
the average structure (filled circle). Thus, the MD-averaged
dipolar couplings obtained in multiple alignment media scaled
by their respective SLS values allow for these residues the
reconstruction of highly accurate average orientations. For a
set of dipolar coupling measurements performed for a suf-
ficiently large number of different alignments (five or more), it
is conceivable to use an effective dipolar scaling factor ìrdc,eff
as a fitting parameter. Since ìrdc,eff covers besides the relaxation-
Figure 3. Differences between scaled dipolar N-HN couplings averaged over the 500 MD snapshots of ubiquitin and the back-calculated couplings
determined for the (static) N-HN vectors of the average structure as a function of residue number. The dipolar couplings determined by averaging
over the MD snapshots were scaled with their Lipari-Szabo order parameter SLS according to scenario III. The calculation was done for each of
the nine axially symmetric alignment tensors (R ) 0) given in Table 3.
Table 3. Back-Calculated Alignment Tensors and Q Values for













true 1.00 0.00 0 0 0 0.00 0.00 0.00
NH N 0.99 0.03 0 0 0 0.07 0.04 0.11
CR HR 1.00 0.00 0 0 0 0.02 0.02 0.02
HN HR 1.00 0.01 0 -1 0 0.03 0.02 0.04
true 1.00 0.33 0 0 0 0.00 0.00 0.00
NH N 1.00 0.35 0 1 2 0.08 0.05 0.11
CR HR 1.00 0.34 0 0 0 0.03 0.03 0.03
HN HR 1.00 0.34 0 1 0 0.03 0.02 0.04
true 1.00 0.67 0 0 0 0.00 0.00 0.00
NH N 1.01 0.65 0 0 0 0.04 0.02 0.07
CR HR 1.01 0.66 0 0 0 0.04 0.02 0.04
HN HR 1.01 0.66 -1 0 0 0.04 0.02 0.07
NH N 0.99 0.03 0 0 0 0.07 0.04 0.11
1.00 0.00 0 45 1 0.07 0.03 0.10
1.00 0.01 0 46 90 0.05 0.03 0.07
1.00 0.03 0 45 180 0.06 0.03 0.08
1.00 0.01 0 45 270 0.06 0.04 0.07
0.99 0.01 0 90 1 0.04 0.02 0.08
1.01 0.01 0 90 45 0.04 0.02 0.06
1.01 0.01 0 90 90 0.06 0.04 0.08
0.99 0.01 0 90 135 0.05 0.03 0.08
a Pairs of nuclei for which dipolar couplings are computed. b Ratio
of the best fitting and the predefined tensor size (Dzz ) 20 Hz for N-HN
couplings). c Rhombicities and d,e,f orientations of the predefined and
back-calculated tensors. g,h,i Qall, Qsec, and Qloop are the Q values (eq 1)
for the whole protein, the secondary structural elements, and the loops,
respectively.
Model-Free Approach to Dipolar Couplings in Proteins J. Am. Chem. Soc. Gactive motional time scales also slower time scales, comparison
of ìrdc,eff with experimentally determined SLS parameters should
allow one to gain important insight into intramolecular motions
occurring between nanosecond and millisecond time scales. It
is expected that generally ìrdc,eff e SLS.
In contrast, for the mobile residues Lys 11, Ile 36, and Asp
52, none of the scenarios yields satisfactory results for the
average orientations (left and middle columns of Figure 4). For
scenario III (middle column), scaling by SLS somewhat narrows
down the range of possible average orientations, but obviously
simple scaling remains insufficient for a quantitative determi-
nation of the average orientations because of the mathematical
inequivalence of SLS and ìrdc for non-axially symmetric orien-
tational distributions (cf. eqs 7, 9, and 12). Since according to
eqs 7 and 9 ìrdc directly depends on the average orientation of
the dipolar vector, extraction of the average orientation and of
the motional averaging effects becomes more complicated.
Model-Free Extraction of áY2Mñ and (õeff,æeff) Quantities.
The following two-step procedure is proposed using experi-
mental dipolar couplings and SLS order parameters:
1. Absolute alignment tensors D for multiple liquid-crystalline
media are determined from experimental dipolar couplings using
SLS order parameters obtained from relaxation experiments for
residues belonging to well-defined secondary structures.
2. The average orientation of a dipolar vector belonging to a
more mobile region is extracted by fitting the averaged spherical
harmonics áY2Mñ, M )- 2, -1, 0, 1, 2, to the dipolar couplings
collected in all available alignment media using eq 9 with D of
1 and by determining the orientations (õeff,æeff) by a least-squares
fit according to eq 10.
The averaged spherical harmonics áY2Mñ quantities provide a
“model-free” representation of motional effects on dipolar
couplings in analogy to SLS
2 order parameters in spin relaxation
studies.21 In fact, the áY2Mñ quantities contain information about
Figure 4. Determination of average N-HN directions from dipolar couplings measured for nine different alignment tensors exemplified for residues
Ala 28, Ile 44, Lys 11, Ile 36, and Asp 52. The dots in the panels in the left and the middle columns correspond to the orientations of the N-HN
vectors of 500 snapshots in the selected angular ranges. The full distributions are displayed on the spheres of Figure 1. The solid lines represent
all static orientations that reproduce the MD-averaged couplings for the corresponding alignment tensors. The left panel corresponds to scenario II
(no individual scaling of couplings), while the middle panel corresponds to scenario III (each coupling is scaled by its Lipari-Szabo order parameter
SLS). The panels in the right column show the æ,ã dihedral angle distributions for these residues.
H J. Am. Chem. Soc. Meiler et al.motional asymmetry, which has become lost in SLS
2 . The above
procedure was applied to the MD-averaged dipolar couplings,
with results shown in Figures 5 and 6. Comparison between
average N-HN directions (õav,æav) computed from the MD
trajectory and estimates (õeff,æeff) determined by solving the
overdetermined linear system of equations (eq 9), including the
residual dipolar couplings determined for all nine alignment
media, followed by the minimization of the sum of eq 10, yields
differences that are less than 2° for residues in secondary
structural elements (Figure 5). Although the deviation can be
larger for loop regions (up to 5°), the (õeff,æeff) values provide,
on average, a much better and more reliable estimate for
(õav,æav) than the (õ,æ) values that are consistent with a single
dipolar coupling value. From the extracted áY2Mñ quantities Srdc
2
values were determined according to eq 12. As expected, they
turn out to be identical with the SLS
2 values determined directly
from the trajectory.
Furthermore, asymmetry parameters è, which reflect the
amount of asymmetry in reorientational motion (eq 11), were
determined from the extracted áY2Mñ quantities, and they are
shown in Figure 6 as a function of the amino acid number. The
largest asymmetry is found in ubiquitin for residues in mobile
loop regions with è values exceeding 10% (see Figure 6), while
in secondary structural elements the asymmetry is typically well
below 5%.
6. Conclusion
Intramolecular motions affect residual dipolar couplings in
the form of a scaling by a factor ìrdc, which generally also
depends on the average orientation of the internuclear vector
with respect to the alignment frame. Using a MD simulation as
a reference, motional averaging effects of dipolar couplings have
been described in detail, and a solution to the inverse problem
has been presented that used theoretical dipolar couplings,
assuming an optimal set of different alignment tensors. The
proposed self-consistent analysis of dipolar couplings should
allow the extraction of accurate structural information in terms
of average orientations also when applied to experimental data.
Alignment tensors that are fitted to dipolar couplings tend to
absorb a significant amount of intramolecular motional effects.
If no information on SLS order parameters is available, refine-
ment of a static structural model should be “stopped” at Q values
of about 0.05 for secondary structural parts and of about 0.1
for more mobile loop regions. If SLS values are available,
refinement to smaller Q values is conceivable, provided that
no slower time scale motions are present.
Information on such slower time scale motions that are not
reflected in spin relaxation data can be obtained from dipolar
couplings measured in different liquid-crystalline media. The
results presented here suggest that the combined use of dipolar
coupling data sets measured in five or more different environ-
ments allows the accurate reconstruction of average positions
and the retrieval of unique information on motional averaging
of spherical harmonic functions of rank 2, áY2Mñ, that is not
readily accessible by SLS
2 order parameters obtained from spin
relaxation measurements. Besides the longer time scales probed
by dipolar couplings, also direct information about motional
asymmetry of individual internuclear vectors, expressed by the
parameter è, is available. For rapid axially symmetric reorien-
tational motion of an internuclear vector, ìrdc becomes equal to
Srdc. The áY2Mñ quantities have a “model-free” character similar
to the model-free order parameters SLS
2 extracted from NMR
spin relaxation experiments.21 In analogy to the NMR relaxation
field, interpretation of the áY2Mñ quantities in terms of concrete
motional models, such as the 3D GAF model,30 is possible as
a subsequent step of data interpretation.
The basic assumption made here is that the liquid-crystalline
environment does not affect biomolecular structure and dynam-
ics. This assumption can be experimentally tested to some extent
by verifying that chemical shifts, line widths, and homo- and
heteronuclear relaxation parameters do not significantly change
with the liquid-crystalline environment. In the case that the
average protein structure varies for different alignment media,
such variations would be reflected also in the áY2Mñ quantities.
At present, the requirement of five different liquid-crystalline
environments may seem demanding. Moreover, the different
alignment tensors should significantly differ with respect to each
other in order to minimize the influence of experimental
uncertainties in the residual dipolar couplings. Rapid progress
in the development and understanding of aligning tools,
however, makes it likely that soon a sufficient number of
different alignment media will become available that lead to
different alignment tensors.4,5,34-52 Application of the presented
protocol to experimental data is currently under way.
After submission of this work, a paper by Tolman et al.53
appeared, in which the effects of protein motions on dipolar
Figure 5. Comparison between average N-HN directions (õav,æav)
determined from the MD trajectory and estimates (õeff,æeff) determined
by solving the linear system of equations (eq 9) followed by the
minimization of the sum of eq 10. The figure shows that the estimate
is generally within 2° of the exact average.
Figure 6. Motional asymmetry parameter è defined in eq 11 for N-HN vectors as a function of the residue number. In regular secondary structure,
è varies between 1% and 6%, while in more mobile loop regions the asymmetry can exceed 10%.
Model-Free Approach to Dipolar Couplings in Proteins J. Am. Chem. Soc. Icouplings measured for a single alignment tensor in ubiquitin
were discussed. It differs from the one presented here in the
following way. In the paper by Tolman et al., experimental
dipolar couplings of different vectors in the peptide plane
measured for one alignment medium were interpreted using
analytical motional models, whereas in the present work MD-
generated dipolar couplings of a single vector measured in
multiple alignments were interpreted in a “model-free” way.
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Nine different artificial neural networks were trained with the spherically encoded chemical environments
of more than 500 000 carbon atoms to predict their 13C NMR chemical shifts. Based on these results the
PC-program “C_shift” was developed which allows the calculation of the 13C NMR spectra of any proposed
molecular structure consisting of the covalently bonded elements C, H, N, O, P, S and the halogens. Results
were obtained with a mean deviation as low as 1.8 ppm; this accuracy is equivalent to a determination on
the basis of a large database but, in a time as short as known from increment calculations, was demonstrated
exemplary using the natural agent epothilone A. The artificial neural networks allow simultaneously a precise
and fast prediction of a large number of 13C NMR spectra, as needed for high throughput NMR and screening
of a substance or spectra libraries.
INTRODUCTION
NMR spectroscopy is undoubtedly one of the most
important methods used for structure determination of
chemical compounds. In recent years the power of NMR
methods and the sophistication of spectrometers increased
clearly. This was achieved by a number of new techniques.1
Only a few of them should be named here. The measurement
time was decreased drastically by pulsed field gradients,
double or single quantum coherence methods, and finally
by the so-called “tubeless NMR”. This is the fitting of
conventional high-resolution NMR spectrometers with flow-
probes or special micro sample probes. Shorter NMR
measuring times are required above all by the high through-
put methods developed in combinatorial chemistry. With
increasing amounts of spectral data available a new bottle-
neck has emerged: data analysis. Precise and fast computer
programs are necessary to enhance the productivity here.
Munk gave recently a vivid presentation of the evolution of
computer enhanced structure elucidation exemplary by the
structure determination of the antibiotic actinobolin.2 In the
1960s the computer assisted elucidation of unknown struc-
tures required several man years using the structure generator
ASSEMBLE. Forty years later, with both, more sophisticated
NMR spectroscopic methods and computer software, the time
required to determine the structure has been reduced to
several days (time for data collection included). Now the
program SESAMI generated four candidate structures in 5
min CPU time using only the available 1D and 2D NMR
data. Lindel et al. also use both the NMR spectroscopic
detectable connections between nuclei and their chemical
shifts,3 in their program COCON (constitutions from con-
nectivities) which was developed for the generation of all
possible constitutions for complex natural products. The
efforts which are spent for the development of efficient
structure elucidation programs shall be presented here by
two other current examples. CISOC-SES4 is a computer
assisted expert system that utilizes 1D and 2D NMR data.
Recently the NMR assignment of a biologically active
triterpenoid was shown by Peng et al.5 With the program
LSD (Logic for Structure Determination) Nuzillard demon-
strated impressively the potential of systematic structure
elucidation of small molecules combining modern NMR
spectroscopy with artificial intelligence at the example of
gibberellic acid.6 However, in most practical cases an
elucidation of a completely unknown structure is not
required. The more common type of structure determination
is the structure verification. In this case, enough information
is available perhaps on the basis of well-known synthetic
reaction paths to propose a probable structure. The structure
information which is achieved via the chemical shift is
usually sufficient here.
NMR Chemical Shift Prediction. Atomic nuclei of one
isotope located within one molecule in different chemical
environments are shielded differently by their electron cloud.
As a result, different resonance frequencies are observed
during an NMR experiment exciting these isotopes. If these
frequencies are measured as differences to the resonance
frequency of an inner standard, they are designated as
“chemical shifts”. The chemical shift value combines two
advantages for structural analysis. It is an easily obtainable
spectral parameter, and its dependence on chemical structure
is well-known.7 The chemical shift of a carbon is, in addition
to its state of hybridization, mainly influenced by the kind
and number of the bond atoms and by their distances to the
observed carbon. The chemical shift of a carbon atom can
be influenced by another atom in two different ways:
electron interaction over covalent bonds or through space.
In solution the second effect appears possibly as a “solvent
effect”. However, electron interaction through space is only
important if the distance between the observed and influenc-
ing atom is small. It has to be considered specially during
* Corresponding author phone: ++49 69 798 29 798; fax: ++49 69
798 29 128; e-mail: mj@org.chemie.uni-frankfurt.de.
† University of Frankfurt.
‡University of Mainz.
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Published on Web 08/25/2000stereochemical analyses. The stronger effect is transmitted
via the orbitals following covalent bonds. It depends on the
number and the ó-o rð-type of the connecting bonds.
Focusing on a randomly chosen atom in a molecule, one
can consider all other atoms of this molecule as members of
spheres. These spheres surround the focused atom, and their
number is identical to the number of bonds between the
focused atom and the atoms combined in this sphere. In
Figure 1 the subdivision of a molecule into five different
spheres (Roman numerals) with respect to one carbon atom
(focus) is shown. In principle this procedure was already
described in 1973 by Bremser with his well-known HOSE
code (hierarchically ordered spherical description of environ-
ment).8 The influence of the substituents on the chemical
shift of the focused carbon normally decreases with an
increasing number of bonds between them and therefore also
with the increase of the sphere. By ó-bonded atoms the
electrons are kept in the molecular orbitals located between
two atoms. Therefore the influence decreases here fast with
increasing sphere. By far different is the situation in the case
of atoms bonded over a conjugated ð-electron system. The
electron density distribution can be influenced over more
than one bond, and larger effects are induced over four, five,
or even more bonds.
A further advantage of the NMR chemical shift is the
availability of huge amounts of experimental data. Several
databases exist today containing hundreds of thousands of
chemical shift values in particular for 13C nuclei and the
appending information about the chemical environment of
these individual carbon. These data are an excellent basis
for computer assisted structure determination. Only some
examples of electronically stored databases should be
mentioned here: SPECINFO,9 a further development of the
13C spectral database created by Bremser et al.;10 CSEARCH,11
a database created by Robien in the beginning of the 1990s;
WINDAT,12 a database created by Trepalin and co-workers;
and the CNMR13 database which was developed few years
ago by the ACD company.
Looking closer, 13C NMR spectra databases are statistical
tools to establish the relationships between NMR spectral
parameters and the chemical environment of individual
carbon atoms to propose either chemical structures or spectra.
The 13C chemical shift value is extremely suitable for this
purpose because of its accuracy, reproducibility, and intel-
ligible structure dependence. Using a large collection of
representative molecules for structure determination two
approaches are thinkable: starting from an experimentally
determined chemical shift value a suitable chemical environ-
ment can be determined and starting from a chemical
structure the relevant chemical shift can be estimated. Con-
sequently, 13C NMR spectra databases are suitable for three
applications: (1) the prediction of NMR parameters for any
molecular structure, (2) the verification of existing assign-
ments, and (3) the determination of one or more possible
molecular structures corresponding to a 13C NMR spectrum.
(This contains the simultaneous assignment of individual
NMR signals to the respective carbon of a known structure.)
However, the results can only be offered with a statistical
probability, depending on the quantity and quality of the
available database entries. In addition to the time required
for compiling the data, the greatest problem of database
management is the accuracy and reliability of the represented
data. In other words, the accuracy of the predicted chemical
shifts, chemical environments, or structures cannot be more
precise than the stored data. For this reason, careful examina-
tions of shift assignments are just as important as the
typographical error checking. Usually, some quality checking
procedures are applied. In particular the assignments for
quaternary carbons have been twisted in a number of cases,
because an unambiguous experimental assignment was often
not possible in the past.
Two further possibilities for estimating the assignment
between chemical structures and chemical shifts besides
database search should be mentioned here: the calculation
of the chemical shift values by applications of empirical
methods and the computation by quanta chemical procedures.
However, quanta chemical computations, e.g. with the IGLO-
method (individual gauge for localized orbitals),14 are
relatively extensive. Meanwhile the prediction of 13C NMR
spectra is one of the most intensely studied applications of
empirical modeling. This method is based on the assumption
that the influence of different substituents on the chemical
shift of an individual carbon atom can be defined simply by
a set of constant values, the “increments”. According to the
chemical environment of a carbon atom all increments are
added up. The chemical environment is defined by the kind
and number of the neighboring atoms or atomic groups and
by their distances to the considered carbon atom, in this case.
The increments themselves were determined by multiple
linear regression analysis using data sets of observed
chemical shifts from structurally related compounds. The
mean advantage of these increments is their simple applica-
tion and the shortness of its computation. However, the
increments are structure class dependent and available only
for some substance classes and/or structure groups,15 e.g. for
alkanes,16 alkenes,17 substituted benzenes,18 naphthalenes, and
pyridines.19 Different PC programs were developed in the
past which allow the computation of more complex struc-
tures, for example the programs SPECTOOL20 created by
Pretzsch et al. and CSPEC221 developed by Cheng and
Kasehagen. However, the increments employed in these
programs were obtained from individual representatives of
single substance classes too, and one has to be careful during
their application. Possible interactions between several
increments are often not considered by these approaches. This
was recently shown for the aromatic carbons in substituted
benzenes.22 In such a way, the structure analyst must
Figure 1. Schematic representation of the spherical division of
the chemical environment of an carbon atom in a molecule. The
carbon 7a of the substituted 1,2,3,6,7,7a-hexahydroinden-5-one is
selected as focus (b). Five spheres starting from this focus are
shown (I to V). The beyond environment is summarized in a “sum-
sphere” (å). The ð-contact areas of the focus carbon were marked
with a gray background and the ring closure elements with )( (see
text).
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precise prediction requiring a long time or for the rapid
available information afflicted with a larger error. For this
reason, several attempts were taken in the past to describe
the association between NMR chemical shifts and chemical
structure more precisely. Different nonlinear numerical and
statistical techniques, such as principal component analysis
and artificial neural networks, were used.
Neural Networks. The main advantage of neural networks
compared to other methods is their greater capacity to extract
general information from a training data set and apply it on
presented new data. Neural networks appeared in chemistry
at the beginning of the 1990s.23 The first publications dealing
with the determination of 13C NMR chemical shift values
using neural networks were also published at this time.
Kvasnicka et al. determined the chemical shifts of carbons
in monosubstituted benzenes,24-26 and Doucet and co-
workers predicted the shifts of C5 to C9 alkanes.27 Anker
and Jurs28 trained a three layer neural network with a data
set of 391 steroid carbon atoms using the back-propagation
learning algorithm. The applied network architecture con-
sisted of 13 input units corresponding to calculated atom-
centered descriptors, 40 hidden neurons, and 116 output
neurons corresponding to 0.5 ppm chemical shift increments
in the range of 8.7-66.7 ppm. The examined results were
superior to those achieved with linear regression techniques
in every case. Further works followed, all of them with the
common characteristic of 13C NMR chemical shift prediction
for a group or a class of substances with similar chemical
structures, e.g. for alkanes,29-31 cyclohexanes,32 alkenes,33,34
substituted naphthalenes,35 trisaccharides,36 dibenzofuranes,37
ribonucleosides,38 and substituted benzenes.22 On the as-
sumption that the influences of substituents on an observed
carbon are only similar within an individual substance class,
the chemical shift values computed with such a neural
network cannot been generalized as desired. Consequently,
this is not different from the respective increment systems,
certainly more precise but limited in their applicability
though. Therefore a fast method for computation of most
organic molecular structures is desirable similar as by the
use of large databases.
Another approach combining these advantages might be
the use of genetic algorithms.39 However it was not tested
yet for this purpose and will not be discussed in this paper.
Molecular Structure Descriptors. In order to calculate
the chemical shift values of carbon atoms with neural
networks it is necessary to describe the atom types and the
chemical environments of all atoms numerically. An opti-
mum must be found for the number of the applied descrip-
tors. On the one hand, the number must be as small as
possible for computational reasons; on the other hand, the
descriptors must feature clearly the differences in molecular
structures. In total 28 descriptors were determined for 28
different atom types and are summarized in Table 1.
Additionally, the numbers of representatives of these atom
types found in a data base of about 40 000 molecules9 with
up to 100 heavy atoms are indicated. Atom types are derived
from element number, hybridization state, and number of
bonded hydrogen atoms. As given in Table 1, nine different
atom types were defined for the 526 565 carbon atoms which
were available for the prediction of 13C NMR chemical shifts
in total. In some cases, different atoms were summarized
into one type if they only differ in the number of bonded
hydrogen atoms. This was necessary since the number of
the representatives would have been too small, for example
in the case of olefinic carbons with one or two hydrogen
atoms (type 6), for sp2 hybridized nitrogen (type 13), and
for sp3 hybridized phosphorus (type 20) and sulfur (type 22).
Two further descriptors were introduced in order to obtain
a complete description. One descriptor holds the number of
all hydrogen atoms located in the individual sphere (type
29). In order to consider the influence on the 13C NMR
chemical shift caused by the formation of rings, a second
sum descriptor holds the number of ring closures (type 30).
Two different possibilities have to be distinguished: If the
ring is closed within one sphere the descriptor increased by
two. That is the case in odd-numbered rings (3, 5, ..., 2n +
1 atoms with n  Á), whereas in even-numbered rings (4, 6,
..., 2n atoms with n  Á) the ring is closed over two spheres.
In this case the descriptor increased by one for both spheres
affected. In the example visualized in Figure 1, the five-
membered ring is closed between carbons C-2 and C-3 within
the sphere II. In contrast the six-membered ring must be
closed between carbons C-4 and C-6, both in sphere II, and
carbon C-5 in sphere III.
The chemical environments of the carbons are described
by sorting the atoms in spheres as given in Figure 1 and
counting the occurrence of every atom type in each sphere.
As shown in Figure 1, five spheres (I to V) are formed for
every carbon. All atoms in further distances are projected in
an additional “sum sphere” (å). Consequently, 30 numbers
are necessary to describe one sphere, and 180 numbers are
necessary for the complete description of the environment
of an individual carbon. However, this description is only
based on number, kind, and distances of the substituents,
which is not sufficient. In addition to this nonspecific
enumeration, the descriptors are extended by a so-called “ð-
contact area”, in order to take the special importance of
conjugated ð-electronic systems into consideration. Two
atoms are in “ð-contact” if a conjugated ð-electronic system
exists from at least one neighbor of the first atom to one
neighbor of the other atom. The two atoms themselves are
not taken into consideration for this parameter since their
belonging to the conjugated system is given by their atom
type. Therefore, by description of the environment of carbon
C-7a in Figure 1 (focus), the double bonds in the side-chain
must not be considered as ð-contact, since they do not belong
to a conjugated ð-electronic system that includes one
neighbor of the focused carbon. Otherwise, two sp3-hybrid-
ized carbon atoms have to be considered here. The carbons
C-3 and C-6 are neighbors of the conjugated ð-electronic
system (C3adC4-C5dO) just as the observed carbon C-7a.
In Figure 1 the entire ð-contact area of the carbon C-7a is
shown as shaded region. The molecular structure descriptors
are extended by a second set of 30 numbers for each sphere
using the atom types and sum parameters described above
in Table 1. But in contrast to the general count in the first
set only the atoms being in ð-contact with the focused carbon
were considered now. Consequently, for each sphere two
sets of descriptors result for the encoding of the environment.
This is shown in Figure 2. The structure of the descriptors
for the calculation of the chemical shift of an individual
carbon is represented schematically for the first sphere on
the top and for all spheres in the middle of Figure 2.
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A total of 40 000 molecules were available for the
calculations. The 526 565 carbons with well-known 13C
NMR chemical shifts and molecular structure assignments9
were distinguished the nine mentioned atom types (Table
2). All chemical shifts were estimated in deuterated chlo-
roform (CDCl3) or in carbontetrachloride (CCl4) and refer
to tetramethylsilane (TMS) as internal standard. With this,
solvent effects were excluded as far as possible. Stereo-
chemical information was not available for the given
molecules. The environment of every individual carbon atom
was encoded with the descriptors from Table 1. Three
hundred sixty descriptors were used as input vector for the
neural networks, whereas the individual 13C NMR chemical
shift value represents the output. For each of the nine atom
types representing a carbon atom an individual neural
network was constructed and trained using back-propagation
of errors.40 The amount of available molecules was randomly
subdivided into three sets. Ninety percent of data was used
for the training of the neural networks. During the training
process the percentage of data was increased stepwise up to
90% maximum. A second data set contained 7% of the
available data for monitoring. The training and monitoring
data sets were used simultaneously. To avoid “overtraining”,
the iterative training process was stopped if the deviation
for the monitoring data set increased again. The hyperbolic
tangent (tanh) was found to give best results as a transfer
function. The number of hidden neurons was optimized to
give the lowest error for the monitoring set of data. Finally,
the third data set of 3% randomly selected molecules was
used as an independent set for testing the trained networks.
The PC program C_shift41 which included the trained
neural networks and a simply manageable structure-editor
for the structure input was written in C++ for Windows
95/98/NT.
RESULTS AND DISCUSSION
In Figure 2 the architecture of neural networks used here
is shown schematically. While the number of input and
output units was fixed, the number of the hidden neurons
had to be determined experimentally. The best results were
achieved with a number of 5-20 hidden neurons, depending
on the carbon atom type. In Table 2 the descriptions are
compiled for the nine different neural networks. The results
achieved with these nets for the training and testing data
sets are also given in the form of statistical information,
respectively. It is shown that a mean deviation of 1.79 ppm
and a standard deviation of 2.10 ppm resulted for the more
than 15 000 carbons in the test data sets. The accuracy of
these calculations is much better in comparison to systems
based on fixed increments, especially if complex structures
are investigated. In Figure 3 the correlation between the
computed and the experimental chemical shift values are
shown for all nine carbon atom types obtained from the test
data sets. The appropriate correlation coefficients are given
in Table 2.
On closer examination of these results it is striking that
the largest deviations were obtained for the sp-hybridized
carbons (standard deviation of 3.8 ppm for type 7) and for
carbons with sp2 hybridization (standard deviations of 3.7
and 3.6 ppm for types 5 and 6), respectively. For triple
bonded carbons the number of examples was relatively small.
That causes the higher uncertainty in this calculation.
Furthermore one has to note that all effects influencing
the chemical shifts through space were not considered here.
Therefore comparable carbons in different stereoisomers do
not become distinguishable through their different spatial
environments. It is well-known that the different arrange-
ments of substituents either in the E-o ri nt h eZ-direction
can influence the chemical shift of the olefinic carbons up
to 5 ppm. Influences in this order of magnitude were also
observed in different configurational and conformational
isomers caused by the dissimilar spatial arrangements of their
substituents. Furthermore, one observes an increase of the
uncertainty for sp3 hybridized carbons with an increasing
number of non-hydrogen substituents. Here, the standard
deviation increases from 1.3 ppm for methyl group carbons
up to 3.4 ppm for the quaternary carbons (Table 2). This is
expected, since the chemical shift of a methyl group with
three fixed substituents in the first sphere is much easier to
determine than the chemical shift of a quaternary carbon
where four different substituents can interact in the first
sphere already.
As already mentioned, the influences of the substituents
on the chemical shifts depend on their distances to the
observed carbon and on its affiliation to a conjugated
ð-system. This knowledge can also be obtained analyzing
the weights of the trained neural networks. Figure 4 shows
the sensitivities of the input units of three different neural
networks, subdivided in the six spheres and the types of
covalent bonds. These values were determined for every input
unit, by variation of their inputs, while all other inputs stay
constant at zero. The sensitivity of the selected input is given
by the range detected at the output. In Figure 4 the sums of
Table 1: Atom Types (1-28) and “Sum-Types” (29-30) Defined
for Describing Atom Environments and Their Frequencies in the
Data Set
ID atom type frequency of atoms of this type
1 ñCá 19 527
2 ñCH- 49 556
3 -CH2- 116 175
4 -CH3 73 724
5 )Cá 50 711
6 )CH-/)CH2 27 556
7 tC-/tCH/)C) 3793
8) ñC- (aryl) 68 416







16 ) ñN (aryl) 3743
17 -O- 31 641
18 -OH 20 626










29 sum of all hydrogen atoms bond in this sphere
30 sum of all ring closures in this sphere
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every bonding type is shown for three different carbon atom
types, respectively. Methyl groups (Figure 4a) shown a fast
decrease of the influence of substituents with increasing
sphere number. For all atoms beyond the third sphere the
influence is low at all. This is in accordance with the
knowledge of the substituents induced shifts. In contrast to
this the atoms with ð-contact show distinctly smaller
influences. A significant increase of the sensitivity against
atoms with ð-contact was observable for the double-
substituted sp2 hybridized carbons (Figure 4b). Since most
of the conjugated systems do go beyond the second sphere,
a strong decrease was observed after this sphere. Finally the
influence of ð-conjugated systems can be seen clearly in
aromatic systems (Figure 4c). The sensitivity for ð-bonded
atoms is constantly high over the first three spheres in order
to decrease slowly behind the third sphere. Only in the first
sphere was observed a smaller influence in comparison to
the sum of all substituents.
To test the capability of the method for the determination
of 13C NMR chemical shifts, the well-known epothilone A
was chosen as an example (Figure 5). Whereas the structure
and the NMR spectra of this natural cytotoxic agent is
described in detail,42 this molecule was not included into
the database9 and is therefore used for a comparative
determination. Consequently, epothilone A was also not a
part of the training or testing data set of the neural networks.
In Table 3 all experimentally determined 13C NMR chemical
shifts42 are listed as well as the values calculated by use of
the neural networks41 and the values predicted from a
database after spherical coding of all carbons with the HOSE
code. Experimental chemical shifts were only available for
determination in DMSO. So, the agreements between
experimental and computed values were not as precise as
Table 2: Number of Hidden Neurons, Frequencies of Atom Types (1-9), Correlation Coefficients, Standard Deviations (in ppm), and Mean
Deviations (in ppm) for the Training and Test Data Sets of the Nine Different Carbon Atom Types
















1 ñCá 10 18 984 0.995 1.83 1.71 543 0.983 3.42 2.87
2 ñCH- 10 48 032 0.984 2.37 2.44 1542 0.984 2.39 2.47
3 -CH2- 20 112 639 0.982 1.85 1.51 3536 0.985 2.65 1.39
4 -CH3 20 71 547 0.989 1.47 1.16 2177 0.988 1.30 1.01
5 )Cá 10 49 139 0.989 2.71 2.71 1518 0.981 3.68 2.72
6 )CH-/)CH2 10 26 691 0.959 3.78 3.28 865 0.966 3.60 3.46
7 tC-/tCH/)C) 5 3675 0.995 1.99 2.18 118 0.988 3.80 2.96
8) ñC- (aryl) 20 66 433 0.982 1.88 2.02 1983 0.981 1.72 1.84
9) ñCH (aryl) 20 113 655 0.971 1.57 1.13 3452 0.963 1.81 1.35
all 510 795 0.981 1.97 1.75 15 716 0.979 2.10 1.79
Figure 2. Schema of a three layer neural network for calculating chemical shifts. Sixty numbers divided in two sets result as input for the
individual spheres of the environment, respectively. Thirty numbers were used for all substituents (all), and the second set of 30 numbers
hold the count of the atoms in the ð-contact areas (ð). In total 360 input values were required for the five individual spheres and the
additional sum sphere. The number of hidden neurons varied between 5 and 20. The single output neuron predicts the chemical shift of the
observed carbon atom.
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nation procedures uniformly. The standard deviations found
here were 2.5 ppm for the neural networks and 2.4 ppm for
the determination using the HOSE code description. There-
Figure 3. Correlation of chemical shifts of carbons from test data sets determined by use of the data base (x-axis) and by neural networks
(y-axis). The results are shown for the nine different types of carbon atoms. The numbering of the diagrams is identical to the ID used in
Tables 1 and 2. All data are given in ppm with respect to TMS. For the correlation coefficients and other statistical results look at Table
2.
Figure 4. Sum of the sensitivity of the input-units depending on spheres and the types of the covalent bonds for the neural networks
trained (a) for methyl carbons (atom type 4), (b) for olefinic carbons (atom type 5), and (c) for aromatic carbons (atom type 8).
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advantage of the neural network approach was its drastically
shorter computation time. The result was computed 1000
times faster compared to the HOSE code based determination
for which the entire database had to be searched. The
chemical shifts determined with the increments show a
clearly larger deviation (3.8 ppm), as expected. A more
detailed look reveals the largest deviations for the adjacent
carbons to the epozid (C-11 to C-14), the carbons included
in the conjugated ð-system of the five-membered ring (C-
16 to C-20) and for the methyl groups (C-21 to C-27).
Obviously all three methods have difficulties with the
conjugated ð-system in the heterocyclic ring. While the
adjacent carbons to the epoxid were computed quite precisely
with the database, relatively large deviations are observed
here for the results obtained with the neural networks. This
could be caused by stereochemical influences in the high-
flexible alicyclic part of the molecule.
CONCLUSIONS
Artificial neural networks offer a fast and accurate
possibility to calculate 13C NMR chemical shifts of organic
compounds. While the method has an essentially lower
standard deviation than increment methods, the computation
time is 1000 times faster than using comparable accurate
database predictions of chemical shifts. This makes neural
networks ideal for screening results of stucture generators
or checking the entries of a database. If a large number of
13C NMR spectra has to be predicted or a fast and easy check
of a structure is necessary, this approach is a very good
opportunity. Moreover the large amount of disk space for
saving the database or long time for loading data from
external computers are no longer necessary. It would also
be possible to perform the training of the network interac-
tively, so that every scientist could create a network
specialized in the groups of substances he or she is dealing
with.
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Introduction 
NMR-based structure generators are of special interest for the analysis of under-
determined  systems in respect to NMR correlation data as such as proton-poor 
compounds. Because of the small number of protons and therefore small number of 
NMR correlations a rather large number of constitutions is in accordance with the NMR 




13C-HMBC data are available for these 





13C correlation data) the number of theoretically possible structures easily 
exceeds 10,000. This large number leads to problems in the analysis. Therefore, 
computer-assisted methods are required to validate these results. In a recent paper we 
have demonstrated the successful application of calculating the 
13C-NMR chemical 
shifts with SpecEdit[1] for ranking the structural proposals.[2] For large data sets 
(>10,000 structural proposals) these calculations are rather time consuming because of 
an approximate calculation time of 1s per structure (SpecEdit). There are two possible 
methods available to circumvent this problem (see Fig. 1): 
 
•  an essential acceleration in the calculation of δ(
13C) 
•  systematic investigation of the generated structures by substructure analysis 
 
Neural networks have become an effective method in chemistry as a flexible tool 
for data handling and analysis. Several examples of neural networks were published for 
the analysis[6-18] and the prediction of NMR spectra[19-30]. A neural network approach is 
used here to ensure a fast and accurate chemical shift prediction.[5] Algorithms for 
determining common substructures in a set of structural proposals are still subject of 
development[31-35]. A new implementation of a substructure analysis based on the 
comparison of atomic environments will be introduced. A substructure analysis allows 
to investigate the diversity of a set of structural proposals. Common and highly 
populated substructures can be extracted. In a combination of substructure analysis and 
chemical shift prediction, 
13C-NMR chemical shifts are calculated for the substructures 
by averaging the chemical shifts of combined structures.  3
To demonstrate the efficiency of these approaches several sets of structural 
proposals generated by COCON[2-4] are investigated. COCON uses connectivity 
information from 2D NMR spectroscopy to generate all possible structures of a 
molecule which fulfill this information. The theoretical background and several 
applications of the NMR-based structure generator COCON were already described in the 
literature.[2-4] Here we want to focus on the analysis of structural proposals generated by 
COCON. Especially for large sets of structural proposals, as observed for 
underdetermined systems, an additional analysis becomes necessary. It will be 
demonstrated that both, the comparison of calculated δ(
13C) with experimental data as 
well as a substructure analysis are efficient tools to perform this validation. 
The data sets of four model compounds are used as input for COCON calculations. 
The generated structure ensembles contained from 33 up to over 28,000 structural 
proposals. These are investigated with a fast method for the calculation of δ(
13C) and a 
substructure analysis as well as with a combination of both approaches to demonstrate 
the possibility to reduce the number of probable structure proposals dramatically. In all 
examples the correct structure is ranked within the first 2%o in a hit list of all structures. 
Insert Scheme 
The first example is oroidin (1) which already served as model system for other 
COCON investigations.[4] Oroidin (1) was first isolated in 1971 from the marine sponge 
Agelas oroides[36-38] and is a key intermediate of the bromopyrrole alkaloid family. The 
correlation data used here were described in ref.  [4]. Also manzacidin A (2) was used as 
a model compound for  COCON calculations before.[3] It was first isolated in 1991 from 
the marine sponge  Hymeniacidon sp., the published correlation data of this investigation 
were used as input for the COCON analysis.[39] 5-deoxyenterocin (3) was isolated from a 
tunicate of the genus Didemnum in 1996.[40] The published correlation data served as 
input for the COCON calculation. Ascididemin (4), a pyridoacridine alkaloid, was first 
isolated in 1988 from the tunicate Didemnum sp.. It stands as an example of a proton-




13C-HMBC correlations are avail-
able. A theoretical data
A set was used for this example in order to demonstrate the 
                                                 
A  Theoretical data set means that all 
3JHH and 
2JCH/
3JCH correlations of the given 
constitution of ascididemin (4) were extracted. 
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consequences of a small number of protons for a structural analysis. This results in a 
low number of correlation data (even if all theoretical possible correlations are obtained) 
leading to a large number of structural proposals. 
Calculation of 
13C chemical shift 
NMR-based structure generators as COCON often produce thousands of possible 
solutions which can be impossibly validated by hand. Therefore, there is a need for fast 
and accurate filters. The inclusion of orthogonal (not correlated) information with 
respect to the experimental data used in the structure generator optimizes the efficiency 
of such filters. COCON uses connectivity information from NMR spectra for the 
generation of structural proposals. The orthogonal information used in the following 
examples is the 
13C-NMR chemical shift.
B This leads to large deviations between the 
experimental and the predicted chemical shifts for many carbons in the generated 
structures. This wide distribution of deviations provides an effective filter. A fast and 
accurate method for determining 
13C chemical shifts of organic substances is available 
using artificial neural networks[5]. 
So far the 
13C chemical shift prediction was carried out using large computer stored 
databases or incremental methods. While databases like Specinfo[42], SpecEdit[1] or 
CSearch  [43, 44] provide an accurate shift prediction they have rather slow calculation 
times and are often not available. Incremental methods[45-50] are usually very fast but 
lead to large deviations for complex structures because interactions between substituents 
are not considered[30]. Combining the advantages of both methods artificial neural 
networks are used in this approach. They allow to calculate 
13C chemical shift as fast as 
using incremental methods but are about 10
3 times faster in comparison to a database 
search with no loss in accuracy. The details of this approach are decribed in ref. [5]. 
Therefore, only a brief summary of this approach is given. 
                                                 
B  Chemical shift information is only considered very crudely in COCON. The 
chemical shift rules of COCON are as follows: a) C=S and C=O bonds are forbidden if δC 
< 150 ppm, b) aliphatic C–O bonds are forbidden if δC < 45 ppm, c) olefinic C–O bonds 
are forbidden if δC < 130 ppm, d) olefinic C–N bonds are forbidden if δC < 105 ppm and 
e) Methyl–C bonds are forbidden if δCH3 > 35 ppm.  5
From the spherical environment of a carbon atom
C a numerical code is derived 
containing the number of atoms, the atom type and the hybridization state. The first five 
spheres and an additional sum sphere (which considers all atoms from the sixth to 
higher spheres) are taken into consideration. All atoms are subdivided in 28 atom types 
according to their order number, hybridisation state and the number of attached protons. 
In each sphere the frequency of atoms for every atom type, the number of protons and 
the number of ring closures is determined, first for all atoms and in the next step only 
for atoms belonging to a conjugated  π-electronical system. Therefore, the environmental 
code of a carbon atom consists of (28+2) parameters for each of the six spheres and for 
σ- and π-bonded atoms which leads to 360 numbers. Nine out of the 28 defined atom 
types are carbon atoms.
D For each  of them an individual neural network was established 
which uses a vector with 360 numbers as input and predicts the chemical shift. After 
training these neural networks with 40,000 compounds from the Specinfo data base the 
average deviation of the 
13C-NMR  chemical shift calculation was determined to be 1.8 
ppm for an independent data set of 5,000 molecules (depending on the atom type and 
the hybridization state of the carbon atom).[5] 
Substructure analysis 
Computer programs like COCON often generate similar structures with equivalent 
basic structural elements (e.g. closed ring systems) but a different arrangement of 
substituents. To separate both information, a substructure analysis is of special interest. 
This allows to investigate a small number of basic common substructures and the 
different substitution patterns. For a chemist it would be very time consuming to 
perform this analysis by hand. But it would be an important information to find e.g. 10 
common substructures out of 500 generated constitutions. 
Furthermore, this analysis can be easily combined with a 
13C chemical shift 
calculation in two ways: 
                                                 
C  The environment of a carbon atom can be subdivided in spheres. This is carried 
out by counting the minimal number of bonds between the carbon atom of interest and 
every other atom, respectively. 
D  The nine carbon atom types are: >C<, >CH-, -CH2-, -CH3, =C<, =CH- (=CH2), -
=C- (-=CH, =C=). 
 6
a) only the generated structures with the smallest 
13C chemical shift deviation to the 
experimental data could be used. This might become necessary if the number of 
generated constitutions is too large to perform a full substructure analysis or the 
resulting set of substructures would become too complex for further investigations. 
b) it is possible to calculate an average chemical shift value for every carbon atom in a 
substructure. This is carried out by averaging the chemical shift values of the 
corresponding carbon atoms in molecules which contain this particular substructure. As 
we will show later, this averaging leads to smaller deviations of the chemical shift to the 
experimental values if the substructure is a part of the correct structure. 
The set of substructures is calculated by combining all structural proposals pair 
wise. For every pair of molecules the largest common substructures is computed. A 
substructure of two molecules is defined that all superimposed atoms within the 
substructure are: a) of the same element type (C, N, O ...) and b) are connected by 
exactly the same bond types (single, double, triple or aromatic). If the investigated 
ensemble contains n molecules, n ( n – 1) / 2 substructures have to be generated. As 
mentioned, this can become very time consuming for large sets of molecules. If 
necessary the number of proposals considered for the substructure analysis can be 
limited to the molecules with the lowest δ(
13C) deviation to the experimental values. 
The resulting ensemble of substructures has to be further analyzed with respect to two 
questions: 
 
•  Are substructures generated more than once? 
•  Exist further structures that include a generated substructure? 
 
Every substructure is taken into consideration only once. A newly generated 
substructure is tested to be a part of every structural proposal. Together with every 
generated substructure links are saved that point to all molecules and also to all other 
substructures that contain this particular fragment. 
The key function of this analysis is a procedure that generates the largest common 
substructure from two given structures. The largest common substructure can be found 
by an algorithm that associates atoms of the first structure to atoms of the second  7
structure. Two atoms can be potentially associated, if they have the same element 
number and are connected to all other atoms of the new substructure by identical bond 
types. Due to this definition more than one association can be usually found for two 
molecules. The association with the maximal number of atoms is the largest common 
substructure. Hydrogen atoms are not taken into consideration explicitly. Figure 2 gives 
two molecules with a bold marked largest common substructure as example. 
The problem to find the largest possible association is a tree search type analysis in 
a mathematical sense. Nodes of two trees have to be assigned to each other. Figure 2 
illustrates this problem. Similar to the earlier discussed spherical definition of an atomic 
environment, a recursive function is used for this purpose which starts from one atom 
and compares its environment sphere by sphere with the environment of another atom 
(Figure 2). Two atoms of the same element number are selected from both molecules 
and superimposed to become the first part of the new substructure. Its neighbors are 
assigned now sphere by sphere. If the element type (C, N, O, ...) and the bond type 
(single, double, triple or aromatic) is equivalent, the atom is added to the substructure. 
The substructure increases until no further superimposition is possible. 
However, some special problems have to be considered performing this assignment 
of two structures. The selection of the two starting atoms influences the result of the 
procedure and has therefore to be changed incrementally over all possible atom-atom 
combinations in an outer loop. Furthermore, more than one possibility in the recursive 
sphere by sphere assignment can occur and all possibilities have to be tested in these 
cases. This procedure is tree based and has therefore to consider the mathematically 
special case of ring closures in this tree. 
During the development and the testing of this procedure it turned out that 
additional options are necessary which allow the generation of “intelligent” sets of 
substructures and limiting their number to a reasonable amount. Therefore, several 






•  Defining a minimum number of atoms in a substructure. 
•  Defining a minimum number of rings in a substructure, to prefer substructures 
that include large closed ring systems (acyclic substructures are not very hepful 
for polycyclic molecules). 
•  Defining a maximum number of “non ring atoms” in a substructure, to prefer 
substructures with large closed ring systems without substituents. 
•  Defining a minimum number of molecules combined in a substructure, to find 
substructures that are common in many of the generated structures. 
•  Analyzing only a part of all structures  (for example the first 1% of the structural 
proposals with the lowest deviation from the experimental 
13C-NMR spectrum) 
to reduce the number of the generated substructures. 
•  Generating reduced sets of substructures by selecting small set of substructures 
out of all generated substructures. This selection is preformed in order to find the 
smallest “complete” substructure ensemble which covers every generated 
molecule with exactly one substructure. 
 
Several options for the visualization of the substructure analysis are introduced and used 
for the described problems: 
 
•  Sorting the results by the deviation from the 
13C-NMR spectrum, to rank the 
substructures according to their probability to occur in the correct structure. 
•  Sorting the results by the number of atoms in the substructures, to rank the 
substructures according to their size. 
•  Sorting the results by the number of molecules that contain a particular sub-
structure, to rank the substructures according to their frequency of occurrence. 
•  Reorganizing the substructures as a tree. This reorganization is performed by 
validating the relations between the substructures, by testing if a substructure is 
part of another substructure. The result is a plot which starts with small sub-
structures in a first generation. All substructures containing this small 
substructures are given in a second generation and so on until the last generation 
of substructures is reached and the generated structures that contain these  9
substructures are given. This tree or a part of it allows to analyze the relations 
between the substructures (see figures 6, 7, 9 and 12). 
The 
13C-NMR chemical shift calculation as well as the substructure analysis are com-
bined in the program “Analyze”[51]. 
Results and Discussion 
Oroidin (1) was already intensively discussed in the literature.[4] It is used here to 
demonstrate both approaches on a small ensemble. The results of the substructure 
analysis for 1 can therefore be validated by hand allowing the approach to be tested and 
optimized. COCON generates 33 structural proposals for the experimental data set of 




13C-HMBC and 8 1,1-ADEQUATE cor-
relations. The substructure analysis was applied to the 33 structures and identified 10 
different substructures (Fig. 2). This result is in accordance with a substructure analysis 
carried out by hand.[4] As mentioned before the substructure analysis can be combined 
with the carbon chemical shift calculation (Fig. 1). The carbon chemical shifts for all 
substructure families of 1 are calculated and used for ranking (see Fig. 4). Two 
substructures (1-S1 and  1-S2) are clearly favored over the others. Substructures with a 
small deviation of their 
13C-NMR spectrum with respect to the experimental spectrum 
have a high probability to be a part of the correct structure, since statistical errors in the 
chemical shift deviation are averaged out combining large numbers of structures.
E The 
two substructures differ in the connection of the pyrrole with the other part of molecule. 
In  1-S1 the pyrrole is connected to the carbonyl carbon of the amide whereas in 1-S2 it 
is connected to the imidazole. Both could be distinguished by their different UV 
absorption. The final substructure family (1-S1) c onsists of four structures (1-27,  1-29, 
1-30, 1-32, see Fig. 5). Structural proposals 1-30 and 1-32 which contain aminopyrrole 
and bromoimidazole substructures can be neglected. The distinction of the 3,5-
dibromopyrrole (1-29) versus the 4,5-dibromopyrrole (1-27) is possible by comparison 
                                                 
E  If a multiple determination of a property value is possible, it is a known fact 
from statistical analysis that the precision and the accuracy of the prediction increases. 
In the described approach this fact leads to small deviations in the δ(
13C) prediction for 
substructures which are part of the correct solution. Since in a substructure several 
molecular structures are combined, δ(
13C) becomes the average value of δ(
13C) 
calculated for the individual molecules and tends to approach the experimental value. 
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of δ(
13C) of C-2, C-3, C-4 and C-5. The correct structure of oroidin (1, 1-27) shows the 
lowest 
13C chemical shift deviation in this family (1-S1) and the second lowest of all 33 
structural proposals. The absolute 
13C chemical shift deviations are rather high for this 
particular ensemble (from 7.8 to 20.5 ppm). However, only the relative information is of 
interest for this analysis. The relative large absolute δ(
13C) deviation has only a minor 
influence on the result. 
For the experimental data set of manzacidin A (2) including 6 
1H,
1H-COSY and 18 
1H,
13C-HMBC correlations COCON generated 190 structural proposals. The results of 
the 
13C chemical shift calculation for the best 10 structures are given in Table 2. A part 
of the generated substructure tree of the manzacidin A (2) data set including all 190 
structures is shown in Fig. 6. The requirements for the substructures are: a) the 
minimum number of atoms per substructure is 2, b) the minimum number of molecules 
per substructure is 8 and c) the substructures contain not more than 2 atoms that are not 
part of a ring system. The substructure analysis identified all different ring systems 
present in the ensemble. The chemical shift deviation for both ring systems (pyrrole and 
tetrahydropyrimidine) of manzacidin A (2) are smaller than for other possibilities. The 
pyrrole subunit is found to be a part of 52 molecules and the next generation of 
substructures is given here. The 3-bromopyrrole subunit of manzacidin A (2) is clearly 
preferred by its 
13C chemical shift deviation. Note, that the sum of structures combined 
in two substructures in a subtree can be larger than the number of structures given at the 
root, since often two or even more substructures of a tree are present in one structure at 
the same time. 
COCON proposed 82 structures for the experimental data set of 5-deoxyenterocin (3) 
which consists of 4 
1H,
1H-COSY (plus fixed phenyl ring) and 52 
1H,
13C-HMBC 
correlations. The results of the 
13C chemical shift calculation for the best 10 structures 
are given in Table 2. The substructure analysis of the 5-deoxyenterocin (3) data set 
presented as a substructure tree is shown in Fig. 7, allowing only one “non ring atom” 
per ring system. The first two generations of substructures are given and the 
substructures contained in the correct structure are indicated by bold bonds. The phenyl 
ring is found in all 82 structures, since it was fixed. But two major groups can be found: 
54 phenols and 28 carbon substituted benzenes. The second group is clearly favored by 
the chemical shift deviation (0.9 versus 3.0 ppm) and is also part of the correct proposal.  11
The bicyclic system is found to be part of 78 out of the 82 structures. Again two major 
groups were obtained in the next step introducing an additional bridge (tricyclic 
systems) one with and one without an oxygen. The oxygen bridged substructure 
(oxymethylene) is favored by the lower chemical shift deviation in comparison to the 
methylene (0.80 versus 5.02 ppm) and is part of the correct solution. 
In contrast to molecules 1 to 3 ascididemin (4) is more underdetermined with 
respect to the NMR correlation data set. To get some idea about the underdetermination 
of this system a theoretical data set was generated including 14 
1H,
1H-COSY and 35 
1H,
13C-HMBC correlations. With this data COCON generated 28,672 structural proposals 
which shows the requirement of C,C correlations or a fast method to analyse all 
structural proposals. The 
13C chemical shifts for all 28,672 structures were calculated 
(see Fig. 8). The correct structure of ascididemin (4) is ranked as 25
th, which is within 
the first 1%o of all structural proposals! The distribution over the carbon chemical shift 
deviation shows a Gaussian type behavior (see Fig. 8). The substructure analysis cannot 
be applied to all generated structures due to computational requirements. Here, it is 
applied to the 300 structures with the lowest deviation of the calculated versus 
experimental  δ(
13C) (about 1%). In contrast to examples 1 to 3, the 
13C chemical shift 
deviations can not be used as an argument for discrimination of substructures because 
these values are approximately the same for these structures (see Fig. 8). However, 
substructure analysis can be used to investigate differing ring systems present in this 
ensemble. Figure 9 shows the substructure analysis of  4 which results in 10 ring systems 
containing a) at least 2 rings, b) 10 atoms and c) occur in at least 20 molecules. Again 
the substructure of the correct solution has a rather small chemical shift deviation, but 
the differences to the others are not significant as mentioned before. However, the 
extraction of the basic ring systems in 4 give an overview about the set of structural 
proposals. Increasing the minimum number of required ring systems from 2 to 3 leads to 
97 instead of 10 different ring systems! 
For this example the complete way to the final structure will be discussed. Out of 
the best 60 structural proposals (appr. 2%o of 28,672) there are only 6 non-strained 
structures which do not violate Bredt’s rule (see Fig. 10). A further distinction is 
possible by taking δ(
15N) into account. Structures 4-26112 (diazo),  4-28613 (lactam) 
and  4-28672 (nitroso) can be neglected using this argument. 
15N-HMBC correlations 
 12
would be of help to distinguish between 4-27927, 4-28646, and 4-28656. In structural 
proposal  4-27927 there  is no nitrogen in β position to the carbonyl. A correlation from 
the phenyl ring to the nitrogen in  β position to the carbonyl is only possible for 4-28646 
which represents the correct constitution of ascididemin. 
Conclusions 
A general approach is presented which allows a fast and efficient analysis of large 
sets of structures as generated e.g. by structure generators. The usage of 
13C chemical 
shifts and a substructure analysis is successfully demonstrated. This approach is able to 
analyze structural proposals calculated by COCON. The short calculation times to obtain 
δ(
13C) by a neural network and the usage of a substructure analysis allow a structure 
elucidation with less correlation data from 2D NMR spectra. Therefore, the presented 





13C correlation data) for an underdetermined 
structure. The number of structures that have to undergo a further analysis to obtain the 
correct result can be safely decreased to about 1% of the original number of structures 
for large ensembles without a reasonable risk of loosing the correct proposal. This 
approach is independent on the structure generator COCON  and can therefore also be 
used in combination with other structure generators. However, a combination of this 
approach  with COCON  is an essential step towards an automatic structure elucidation of 
organic compounds. 
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Table 1: Results of the COCON and δ(
13C) calculations for compounds 1 to 4. 
COCON  δ(




c Calc.  time  Range
d Best
e Calc.  time 
Oroidin (1)  Exp  111000  33  0.3s  7.8 – 20.5  9.1 (2)  < 1s 
Manzacidin (2)  E+T  111000  190  3.9s  5.2 – 27.1  5.2 (1)  < 1s 
Enterocin (3)  Exp  110000  82  4.9s  3.7 – 21.7  3.7 (1)  < 1s 
Ascididemin (4) Theo  110000 28672  1m43s  4.9 – 29.5  6.7 (25)  7m56s 
a Origin of the correlation data set: Exp (E) stands for experimental, Theo (T) for theoretical. 






15N-HMBC, fixed and forbidden (1 indicates that the 
data is used and 0 that it is not used). 
c Number of structural proposals generated by COCON under consideration of the correlation 
data given in column Corr. 
d Range of the δ(
13C) deviations [ppm] (calculated – experimental) for all structural proposals. 
e δ(
13C) deviation [ppm] for the best structural proposal. The ranking of the correct strcuture is 




13C) deviations for the 10 best structural proposals 
of manzacidin (2) and 5-deoxyenterocin (3). 
Manzacidin (2) 5-Deoxyenterocin  (3) 
No.  ∆δ(
13C)  No.  ∆δ(
13C) 
1 5.2  ppm 1 3.7  ppm 
2 7.2  ppm 2 8.5  ppm 
3 7.4  ppm 3 9.1  ppm 
4  10.9 ppm  4  9.4 ppm 
5 11.8  ppm 5 10.1  ppm 
6 11.8  ppm 6 10.5  ppm 
7 12.0  ppm 7 10.7  ppm 
8 12.2  ppm 8 11.6  ppm 
9 12.3  ppm 9 11.7  ppm 
10 12.4  ppm 10 11.8  ppm 
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Figure Captions 
 
Figure 1: General scheme for a systematical analysis of natural products based on NMR 
spectroscopical data as presented in this contribution. 
Figure 2: Largest common substructure of two model compounds. The highlighted 
carbon atoms are superimposed first. Subsequently, the atoms in the increasing 
numbered spheres are compared and added to the substructure until no further 
superimposition is possible. The largest substructure is bold marked. 
Figure 3: Results for the substructure analysis carried out for the 33 structural proposals 
of oroidin (1). A minimum of 15 atoms per substructure as well as a reorganization in a 
tree was applied. 
Figure 4: Results of the δ(
13C) calculation for all substructures generated for oroidin (1). 
Figure 5: Four structures of the best substructure family of oroidin (1). 
Figure 6: Substructure analysis of manzacidin A (2) allowing only 2 atoms not to be 
part of a ring. 
Figure 7: Substructure analysis of enterocin (3) with at least 6 atoms and only 1 “not 
ring atom” per ring in a substructure. Only 200 structural proposals with lowest 
chemical shift deviation were analyzed and only substructures combining at least 20 
molecules are given. 
Figure 8: Results of the  δ(
13C) calculation for all structural proposals of ascididemin (4) 
generated by COCON. 
Figure 9: Substructure analysis of ascididemin (4). Substructures of the 300 structural 
proposals with lowest chemical shift deviation are given that combine: a) at least 20 
molecules, b) 10 atoms per molecule and c) 2 rings within a molecule. 
Figure 10: The six non-strained structural proposals for ascididemin (4) out of the first 
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Abstract.  The  automated  structure  elucidation  of  organic  molecules  from  experimentally 
obtained  properties  is  extended  by  an  entirely  new  approach:  A  genetic  algorithm  is 
implemented that uses molecular constitution structures as individuals. With this approach the 
structure of organic molecules can be optimized to meet experimental criteria, if in addition a 
fast  and  accurate  method  for  the  prediction  of  the  used  physical  or  chemical features is 
available. This is demonstrated using 
13C NMR spectrum as readily obtainable information. 
13C NMR chemical shift, intensity  and multiplicity information is available from 
13C NMR 
DEPT  spectra.  By  means  of  artificial  neural  networks  a  fast  and  accurate  method  for 
calculating the 
13C NMR spectrum of the generated structures exists. The approach is limited 
by the size of the constitutional space that has to be searched and by the accuracy of the shift 
prediction for the unknown substance. The method is implemented and tested successfully for 
organic molecules with up to 20 non hydrogen atoms.    3
Introduction. Thousands of substances are synthesized every day and their structures need to 
be elucidated or validated. Consequently the daily routine work of structure elucidation of 
molecules produced by organic synthesis, especially by combinatorial synthesis, is still one of 
the most important and demands on chemists. Tools that assist sprectroscopists to elucidate 
the structure of organic molecules, or are even able to predict the structure of unknowns 
automatically, are therefore of general importance. 
In order to automatically determine from any source of experimental data the structure of an 
organic molecule, two steps of data processing are performed: A structure generator creates 
proposals for the unknown molecular structure. A filter validates these proposals usually by 
comparing  easily  derivable  properties  of  the  generated  molecules  with  the  corresponding 
experimental values and minimizing the deviation. In theory it is possible to determine the 
chemical structure of any compound from just one experimental quantity, provided that every 
compound  has  its  own  characteristic  experimental  quantity  and  this  value  is  obtainable 
without any experimental uncertainty. Even if these prerequisites are obtained two additional 
requirements are necessary: 
•  The experimental value can be calculated from the molecular structure with infinite 
precision, and 
•  Infinite computational power is available. 
Under these conditions all possible structures can be created, the known experimental value 
can  be  computed  and  a  comparison  with  the  experimentally  observed  value  yields  an 
unambiguous answer as to which of the hypothetically proposed structures is the unknown. 
However, in practice these requirements are impossibly. Even if the experimental parameter 
differs for every molecule, it can only be measured within  experimental uncertainty. If the 
number of possible structures is large enough and if the error of the property calculation is 
taken  into  consideration,  “false”  positives  will  be  found  with  smaller  deviation  of  the 
calculated and the experimental value than the true solution has. Therefore, it is only possible 
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to  obtain  a  hit  list  of  structural  proposals  ranked  according  to  their  similarity  to  the 
experimental data. In this hit list the correct solution is provided together with false positives. 
The introduction of additional experimental data helps to overcome this limitation. A more 
challenging problem is the infinite number of possible structures. It is  impossible to compute 
an infinite number of proposed structures in a finite period of time. Therefore, the key point is 
the  development  of  “intelligent”  structure  generators  that  include  already  available 
experimental  data  during  the  generation  of  structures,  and  create  therefore  only  a  finite 
number of probable structures, each having only a small deviation from the experimentally 
obtained data. The earlier the comparison of the experimental value with the values calculated 
for  the  generated  structures  is  performed  and  the  result  is  incorporated  into  the  further 
structure generation process, the more exact the structural space can be defined that has to be 
searched. This decreases the required computation time. 
A frequently used first restriction is the molecular formula. This boundary condition ensures a 
finite number of possible structures, which then allows a computation of the entire structural 
space in a finite period of time. The generation of a structural space can be separated into two 
steps:  The  generation  of  all  possible  constitutions  (a  constitution  formula  contains  all 
connectivity but no stereo chemical information) and the subsequent generation of all possible 
stereo isomers for every constitution formula. 
MOLGEN  is  a  powerful  structure  generator  that  performs  both  those  steps  and  creates  all 
possible  structures  having  a  given  molecular  formula
1,2.  A  subsequent  calculation  of  a 
predictable parameter (for example the 
13C NMR spectrum) for all these structures and a 
comparison with the experiment would provide a straightforward approach for automated 
structure  elucidation.  However,  even  for  a  small  number  of  atoms  the  computation  time 
increases to an impractically large size.  
The COCON approach by Lindel, Köck and Junker uses connectivity information from two 
dimensional NMR Spectroscopy in addition to the molecular formula and so becomes usable   5
for  much  larger  molecules
3,4.  COCON produces all constitutions that fulfill the introduced 
connectivity information. However, since COCON uses only connectivity information, it does 
not differentiate stereoisomers that may occur in the generated constitutions. Thus MOLGEN 
generates a set of all possible constitutions, whereas COCON reduces this number. In some 
cases only one constitution fulfills all the connectivity information. However, often COCON 
presents a large set of possible constitutions, more than can be validated by hand. 
The  collection  of  connectivity  information  from  two  dimensional  NMR  spectra  is  time 
consuming and difficult to automate. The one dimensional 
13C NMR chemical shift is much 
easier  to  obtain  but  also  contains  diverse  constitutional  and  stereochemical  information. 
Further, artificial neural networks offer a fast and accurate tool for calculating the 
13C NMR 
spectrum of organic compounds
5. Recently we demonstrated that a combination of COCON 
with a subsequent  comparison of the experimental and calculated 
13C NMR chemical shifts is 
an  effective  and  efficient  possibility  to  decrease  the  number  of  possible  constitutions 
presented by COCON alone
6. 
A very powerful approach named SPECSOLV uses the 
13C NMR spectrum in combination with 
the Specinfo database
7,8. The molecular constitution formula can be elucidated only from their 
13C NMR chemical shifts by a search for similar substructure spectra in the database and 
reassembling the substructure fragments found.  
In contrast to all these approaches, the implementation introduced here uses an entirely new 
procedure  of  intelligent  structure  generation  –  a  genetic  algorithm.  This  allows  one  to 
circumvent certain limits and disadvantages of previous approaches: 
•  The time consuming determination of connectivity information for COCON by two 
dimensional NMR spectroscopy is replaced by the much easier and rapidly obtainable 
chemical shift value.  
•  The genetic algorithm is able to use the generated structures immediately as a basis for 
further optimization process. While  MOLGEN or COCON generate structural spaces of 
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predefined size and content, the structural space generated by this genetic algorithm is 
dynamically determined. 
•  In  contrast  to  “SPECSOLV”  the  generation  of  a  structural  database  by  reference  to 
thousands experimental spectra no longer necessary and does not limit the searched 
structural space. The entire space, including all possible structures, can be investigated 
unaffected by either preferred and neglected regions in a reference database. 
•  Additional  structure  information  (including  connectivity  information  from  two 
dimensional NMR spectroscopy) can be implemented easily as boundary conditions. 
•  The generated structures can be ranked by their chemical shift deviation to the target 
spectrum and not only by a binary quality factor (e. g. in line or not in line with the 
connectivity information – COCON).   
Since not all structures of the structural space are generated with such an implementation 
there  can  be  no  guaranty  that  the  correct  solution  structure  is  actually  created.  We  will 
describe one implementation of such a genetic algorithm and discuss its advantages and its 
limitations.  First  we  will  give  a  brief  summary  of  existing  neural  networks  and  genetic 
algorithms used in context with NMR spectroscopy. The usefulness of the 
13C chemical shift 
values for structure elucidation is reprised. 
Methods of artificial intelligence are wide spread and accepted methods for data analysis in 
chemistry and biology
9. Neural networks have been suggested for more than ten years as 
solutions  for  a  wide  range  of  optimization  problems.  They  are  intensively  used  for  the 
prediction of NMR chemical shifts of organic substances, in particular for Carbon atoms
5,10-19. 
Genetic algorithms are of special interest due to their ability to solve complex optimization 
problems on complex hyper dimensional surfaces with many local minima. In combination 
with NMR spectroscopy they are implemented for the assignment and analysis of spectra
20-25. 
Due  to  its  combination  of  spectral  simplicity  and  the  large  content  of  complex  chemical 
information, the 
13C NMR chemical shift value is well suited for the storage in data bases
7,26   7
and  application  in  intensive  numerical  analysis.  A  triple  of  three  values:  chemical  shift, 
intensity, and multiplicity contains detailed information about the chemical environment of 
the  most  common  atom  in  most  organic  molecules,  carbon.  Many  approaches  for  the 
prediction of the chemical shift value and for its use in further analysis are suggested beside 
these already listed applications involving neural networks. Only a few are mentioned here
27-
30. Moreover the chemical shift plays an important role in the daily routine work of structure 
elucidation and validation in organic chemistry. Consequently a fully automated structure 
elucidation program based exclusively on 
13C NMR data is a dream of NMR spectroscopists.  
 
Theory.  A  genetic  algorithm  is  a  method  of  producing  new  individual  examples  from 
combinations  of  previous  individuals.  The  algorithm  has  the  same  logical  structure  as 
inheritance in biological systems and much of the terminology is similar by analogy. So, for 
example,  a  genetic  algorithm  describes  the  previous  examples  as  “parents”  and  the 
combinations  produced  as  “children”  or  “offspring”  or  individuals  belonging  to  the  next 
generation. The identity of a particular individual is determined randomly but by a process 
which  is  probability  weighted.  The  probability  that  an  individual  will  be  produced  and 
participate as a parent in a succeeding generation must be defined by some standard. For an 
optimization process, the suitability of an offspring can be assessed using some “fitness” 
function. This is a direct analogy to Darwin’s evolutionary rules of selection, survival of the 
fittest. One algorithmic process that mimics biological evolution is described as generating 
mutation.  How  these  relationships  work  out  for  a  non-biological  sequence  of  events,  a 
synthetic calculation occurring entirely within a computer, will now be described in more 
detail. 
The implementation of every genetic algorithm invokes three data processing steps: selection, 
recombination (cross over) and mutation. For optimizing molecular structures, a genetic code 
needs to be defined that describes them.  Figure 1a) visualizes how a vector of bond states 
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between all (atom – atom) pairs can be defined from the connectivity matrix of a molecule. 
This  vector  provides  a  suitable  genetic  code  for  the  constitution  of  an  organic  molecule. 
Stereochemistry  is  not  considered  in  this  implementation,  since  it  was  not  possible  to 
distinguish between stereo isomers using the selection procedure as discussed below. A set of 
randomly generated constitutions is taken as the starting parent population. The members of 
this  population  satisfy  only  the  molecular  formula,  which  has  to  be  known  in  advance. 
Iteratively, the population undergoes the processes of selection, recombination and mutation 
to form a child generation which can then be used as the next parent generation (Figure 1b)):  
Selection.  While  recombination  and  mutation  can  be  implemented  independently  from 
boundary conditions, the selection process is affected by using the 
13C NMR spectrum as a 
“fitness function”. As mentioned earlier, a fast and exact calculation method for this fitness 
function is necessary to implement a genetic algorithm. The 
13C NMR chemical shift can be 
determined most efficiently for this purpose using artificial neural networks. Once trained, 
they  are  fast  and  exact.  The  implementation  of  neural  networks  used  in  the  following 
approach is described in the literature
5 and is therefore only briefly summarized below:  
The spectra can be predicted for all organic substances that contain exclusively C, H, N, O, P, 
S or the four halogens (F, Cl, Br, I). To obtain the spectrum of a molecule the chemical shift 
of every carbon atom is successively calculated in an individual run. The environment around 
the carbon atom of interest is subdivided into six spheres. All atoms inside these spheres are 
again classified as belonging to one of 28 previously defined atom types. The types consider 
the atomic number, hybridization and number of bound hydrogen atoms. The 28 dimensional 
vector  containing  the  number  of  atoms  of  every  atom  type  in  a  particular  sphere  is 
accomplished by two sum parameters holding the number of hydrogen atoms  in the sphere 
(hydrogen is not considered as one of the 28 atom types) and the number of ring closures. 
This vector contains now 30 numbers and is collected for atoms belonging to one out of six 
spheres separately. Moreover the information is collected a second time, but only for atoms   9
that belong to a conjugated together with the carbon atom of interest to consider the special 
influence of such systems on the chemical shift value. Therefore a vector of 360 (=30·6·2) 
numbers describes the carbon atom environment and serves as input for the neural networks. 
Nine of these 28 atom types describe carbon atoms. For each of these nine types an individual 
neural network is trained using the overall number of about 1,300,000 chemical shifts out of 
the Specinfo database
7. The number of hidden neurons in the single hidden layer varies from 
5 to 40, depending on the number of training examples for the carbon atom type. One output 
neuron  calculates  the  chemical  shift.  The  average  deviation  of  this  method  is  as  low  as 
1.6ppm  relative  to  an  independent  database  of  about  50,000  chemical  shifts.  Essential 
advantages of this method are the fast, exact, and database independent shift prediction for all 
organic molecules. Since spherical description of the carbon atom environment used in the 
method does not contain stereochemical information, the predicted chemical shift spectrum is 
the  same  for  all  stereo  isomers  for  any  particular  constitution  formula.  Consequently  the 
genetic algorithm implemented here can only optimize the molecular constitution relative to 
the NMR spectrum. Therefore, the genetic code needs also only to define the constitution. If 
stereochemistry  had  been  considered  in  estimating  the  chemical  shift,  the  introduction  of 
stereochemical descriptors in the genetic code would allow the definition of stereochemistry 
in the structures elucidated. 
The chemical shifts of all Carbon atoms of a constitution are calculated by the artificial neural 
networks and sorted by their size. The “fitness” of every single Carbon atom  i is now the 
deviation  between  its  experimental  and  the  corresponding  calculated  chemical  shift  value: 
() () ()
13 13 ii
calc exp CC δδ − . The fitness of the whole molecular constitution formula is given by 
the root mean square deviation (RMSD) over all N Carbon atoms: 













∆≡ − ∑  
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(Figure 2). The multiplicity of a signal can be easily incorporated, if experimentally obtained: 
The absolute deviation between the experimental and the calculated multiplicity for every 
carbon atom i 
ii
calc exp MM −  is multiplied by a factor (“multiplicity deviation factor” = MDF 
(in  ppm)), and added to the absolute deviation of the chemical shift. The fitness  ()
13C ∆  
becomes now 







calc exp calc exp
i




∆≡ − +⋅− ∑ . 
The  lower  the  ( )
13C ∆   value  of  a  structure  the  higher  is  its  fitness  and  the  higher  is  its 
probability of participation in the recombination step of the genetic algorithm:  
Recombination: Two molecules from the parent generation are selected to form the child 
molecule. The smaller the  ()
13C ∆  value of a molecule the higher is its probability to be 
considered  as  parent.  This  probability  for  a  single  molecule  j  out  of  a  population  of  m 











  =∆ ∆   ∑ . After this selection, all possible 
(atom – atom) pairs in both parents are taken and the bond type between them is analyzed (0 = 
non bounded, 1 = single bond, 2 = double bond, or 3 = triple bond). Randomly one out of the 
two possibilities for every (atom – atom) pair is taken for the newly generated child structure 
(Figure 3).  
Since hydrogen atoms are not explicitly taken into consideration but are added to the free 
valences afterwards, the molecular formula needs to be checked after a new child constitution 
is generated. If the number of potential hydrogen atoms in the generated constitution is not the 
same as defined in the target molecular formula, bonds must be added or deleted until this 
deviation is corrected to zero. For this purpose the same function is used as for mutation (see 
below). Moreover it is necessary to ensure that a single molecule is formed and not a set of 
two or three fragments with the correct overall molecular formula but not connected to each   11
other. After both boundary conditions are fulfilled, the new molecule is accepted as a member 
of the newly formed population. 
Mutation. A “mutation” is implemented by modifying simply bonds. Two atoms are randomly 
selected and a bond is deleted (or the bond type is decreased by one) while, for two other 
randomly selected atoms, a bond is inserted (or the bond type is increased by one, Figure 4). 
A deletion is always combined with an insertion, so that the total number of hydrogen atoms 
remains constant. Also this process has to be controlled so that only one molecule and not a 
set of fragments is created. 
Figure 5 illustrates the formation of a single generation in the form of a simplified flow chart 
diagram. By repeating the procedure of subsequent recombination and mutation, m molecules 
for the child generation are created out of the m parent molecules. Optionally the  l fittest 
molecules of the parent generation replace the  l worst molecules of the child generation to 
ensure that the fittest constitutions are not lost. To enable the optimal use of multiprocessor 
computers n populations can be calculated in a parallel manner without interactions. This 
procedure takes advantage of the well known fact, that in a genetic algorithm a set of small 
independent populations converges faster than one large population.  
The  recombination  probability  (RP)  and  the  mutation  probability  (MP)  are  parameters 
systematically varied during the iterative calculation process. RP is the probability that a child 
is  generated  by  combining  two  parents  (recombination)  and  not  by  copying  a  molecule 
already in the parent population (no recombination). MP defines the probability that a child 
generated undergoes a mutation (compare Figure 5). It is well known that a high mutation rate 
at the beginning of a genetic algorithm ensures a fast convergence but later high mutation 
rates are rather contra productive and simple recombination achieves a better fitting. This fact 
is also comparable to the evolution of life on the earth:  
•  High intensity UV irradiation caused high mutation rates in the beginning of evolution 
of live but both UV levels and mutation rates are lower now.  
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•  Creatures  at  a  low  level  of  evolution  frequently  reproduce  without  recombination, 
whereas  creatures  on  a  high  level  of  evolution  exclusively  reproduce  by 
recombination. 
In keeping with the biological analog, RP and MP are changed during the genetic algorithm. 
In  principle  they  could  be  independently  defined  for  every  evolutionary  step  of  the 
optimization  procedure.  However,  it  is  sufficient  to  predefine  the  RP  and  MP  for  certain 
evolutionary  steps  and  change  the  values  linearly  between  these  points  to  approach  the 
defined values at the fixed points. 
The incorporation of additional information is possible by defining a good and a bad list of 
fragments that either need to be part of the molecule or are forbidden to use. In the first case 
the  fragments  are  incorporated  during  the  initial  creation  of  random  molecules  and  not 
changed during the further optimization process. In the second case generated structures that 
contain forbidden fragments are excluded and not used in the child generation. To avoid a 
reduction of the genetic pool of a population it is excluded that identical individuals that 
might be formed during the algorithm are considered for one population more than a single 
time. 
  
Results and Discussion. Three experiments are performed to evaluate a genetic algorithm 
implemented as discussed above: In the first experiment the parameters are optimized and 
both the structural space and the generated populations are analyzed for a relatively small 
molecule. In a second experiment the previously optimized parameters are used to perform a 
fully automated structure elucidation for a small database consisting of molecules with 9 to 16 
non  hydrogen  atoms.  In  a  third  class  of  calculations,  the  limitations  of  this  method  are 
examined by investigating larger molecules with up to 20 non hydrogen atoms. In this case an 
individually optimized setup and the use of additional boundary conditions become necessary.   13
For  reasons  of  computation  time  the  introduced  parameters  need  to  be  optimized  for  a 
relatively  simple  example.  For  the  same  reason  not  all  possible  interactions  between  the 
parameters can be analyzed in detail. It is further assumed that the optimized values for these 
parameters can be later scaled for larger molecules. Moreover the investigation of a small 
molecule allows a hand analysis of the generated populations resulting in a deeper insight into 
the operations performed during the optimization. Isoleucin (C6H13NO2) is chosen because it 
contains hetero atoms and a double bond. Since it has only nine non hydrogen atoms and only 
one double bond the number of possible constitutions is comparably low (23,946). Therefore 
the algorithm finds the correct solution in a reasonably short time period. This allows the 
optimization  of  parameters  and  an  intensive  analysis  of  the  algorithm  itself.  The  total 
deviation between the experimentally obtained and the neural network calculated chemical 
shifts is  ()
13 1.12 C ppm ∆=  for Isoleucin. 
The parameters that need to be optimized are: the size of the population, m; the number of 
fittest  individuals  conserved  for  the  next  generation,  l;  the  number  of  parallel  calculated 
populations, n; the multiplicity deviation factor, MDF; the recombination probability, RP; and 
the mutation probability, MP. The product out of m and n defines the size of the genetic pool 
since it defines the overall number of individuals, whereas l defines the degree of conservative 
character.  It  is  responsible  for  the  fraction  of  replaced  individuals  in  each  generation. 
multiplicity deviation factor MDF weights the influence of the deviation in the chemical shift 
values with respect to a deviation in the obtained multiplicity. The recombination probability 
RP and the mutation probability MP select the pathway for generating a new individual and 
are therefore strongly interacting parameters. One out of the two operations (mutation or 
recombination)  has  to  be  performed  in  order  to  generate  a  individual  different  from  its 
parent(s). In order to ensure this mutation is forced if no recombination was carried out. RP 
and  MP  define  which  fraction  of  the  newly  generated  constitutions  is  obtained  by 
recombination or mutation only and which fraction is obtained by a subsequent application of 
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both operations (Figure 5). Figure 6 summarizes the results of the optimization of all six 
parameters. Since m and n as well as RP and MP are not independent with respect to each 
other, experiments were applied to investigate those dependencies. 
In a first experiment the size of the population is chosen to be m = 8, 16, 32, 64, 128. All other 
parameters  are  set  to  be  constant  with  l  =  0.25•m,  n  =  1,  MDF  =  1ppm.  The  mutation 
probability is 100% during the first four steps and decreases linearly to become 50% between 
the fifth and the eighth generation. The recombination probability is set to be 0% during the 
first  four  generations  and  increases  to  become  100%  after  the  eighth  generation.  For 








￿) from now on. In order to obtain realistic results and avoid 
the influence of the random start population the average  ()
13C ∆  value of the best individual 
in 16 independent test runs with varying randomly generated start populations is computed for 
all experiments. All runs are stopped after the 16
th generation. As visualized in Figure 6a) the 
()
13C ∆   is  generally  smaller  if  larger  populations  are  used.  Since  more  molecules  are 
generated, the probability of creating a molecule with a smaller  ()
13C ∆  increases. However, 
the generation of more molecules necessarily requires greater computation time. Obviously, a 
direct comparison of experiments with variable population sizes is not fair.  
A  realistic  picture  is  given  in  Figure  6b).  In  these  experiments  the  number  of  calculated 
generations  is  increased  by  a  factor  of  2,  4,  8,  and  16  as  the  number  of  individuals  is 
decreased from 128 to 64, 32, 16, and 8, respectively. Similarly, the fix points for the MP and 
RP values are adjusted by these factors. The result of this systematic adjustment is that the 
overall calculation time as well as the number of generated structures are the same for all 
populations and a direct comparison becomes possible. The segment between the second and 
the ninth generation for the population with 128 individuals is plotted in comparison with the 
corresponding parts of test runs with a smaller number of individuals. As shown in Figure 6b)   15
an optimum size of the population is achieved between 32 and 64 individuals. Although the 
overall  differences  in  results  between  the  setups  are  small,  the  setup  with  32  individuals 
provides the fastest decrease of  ()
13C ∆  in the first period of the algorithm until the fourth 
generation. An increased number of subsequent mutations (as mentioned recombination does 
not take place in this period) has advantages compared to a further increase of the number of 
parallel  calculated  individuals.  However,  if  the  number  of  randomly  parallel  generated 
structures is too small (below 32 in this case) the starting points for the optimization are badly 
sampled and the optimization velocity suffers. After the fourth generation the setup using 64 
individuals seems to become slightly favored. This is due to the fact that here recombination 
becomes active and therefore the number of individuals in a generation plays an increasing 
role. It defines the size of the “genetic pool” which is incorporated into the recombination 
process. 
In the next experiment (Figure 6c)) the number of conserved individuals l is optimized for a 
setup using  m = 32 individuals. l is set to be 1, 8, 16, 24, and 31. The overall influence is 
small. However, an optimum is obtained for l = 0.25•m. A remarkable worse convergence is 
obtained in the case of 31 conserved individuals. This behavior is plausible in this case due to 
the  small  number  of  changes  in  the  population  with  each  new  generation.  Therefore  the 
constitutional space searched by the genetic algorithm is very small. 
The  number  of  populations  calculated  parallel,  n,  is  optimized  with  the  constraint  of  a 
constant  overall  calculation  time.  A  setup  with  ( ) () | 1|128 nm=   is  compared  with 
() () () ()() | 2|64 , 4|32 , 8|16 ,and 16|8 nm= in Figure 6d). The optimum is obtained for four 
parallel  calculated  populations  with  32  individuals  each.  Only  a  slight  decrease  in 
convergence  is  obtained  going  to  () ( ) | 2|64 nm= .  The  algorithm  is  more  sensitive  for  a 
further decrease in the size of the population  m. The “genetic pool” becomes too small in 
these cases. 
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The multiplicity deviation factor MDF is optimized in Figure 6e). The optimal value is MDF 
=  1ppm  for  this  example.  This  result  is  a  compromise  between  the  additional  usable 
information coded by the multiplicity, which causes a better convergence compared to MDF = 
0ppm,  and  the  higher  complexity  of  the  ()
13C ∆   hyper  surface,  which  causes  a  worse 
convergence in the case of higher values for MDF. 
In the last plot of  Figure 6 RP and MP are systematically changed. All combinations of RP 
and MP equal 0.0 or 1.0 for the two periods between 0..4 generations and 8..16 generations 
are tested except the case where RP and MP values are 0.0 at the same time (which would be 
of  cause  meaningless  since  mutation  is  forced  if  no  recombination  takes  place, compare 
Figure 5). The test runs are sorted along the left axis by the lowest  ()
13C ∆  value for the 
fittest molecule in the population after the 16
th generation. Best convergence is obtained for a 
high RP during the whole run and especially in the second part of the algorithm. A high 
mutation probability in the second part of the algorithm seems to be contra productive. The 
same is true for having no recombination at all. However, the differences between the several 
test runs are again relatively small. 
To get a better impression about the decision making processes during the genetic algorithm 
Figure 7 visualizes tracks on that Isoleucin is formed for a test run with n = 1, m = 32, l = 8, 








￿). In the 10
th generation Isoleucin 
itself occurs for the first time. Up to this point the  ( )
13C ∆  values for all 32 molecules in the 
population are given. The constitutions that participate in the formation of Icoleucin at any 
point in the algorithm are visualized together with the performed mutation and recombination 
steps. Consistent with the high mutation and low recombination probabilities during the first 
part  of  the  calculation  only  mutations  take  place  in  this  period.  A  rapid  decrease  of  the 
()
13C ∆   values  is  obtained,  which  can  be  interpreted  as  a  local  minimization  of  the   17
constitutions on the  ()
13C ∆  hyper surface which can then be used in subsequent iterations as 
an optimal starting point for the recombination process. With the increase of the RP value the 
number  of  successful  recombinations  increases  too.  However,  the  first  effectively  used 
recombination for the formation of Isoleucin takes place during the generation of the eighth 
population  in  this  example.  During  this  eighth  step  recombination  is  performed  in 
combination with a subsequent mutation. In the next two steps the Isoleucin constitution 
structure  is  formed  by  recombination  steps  without  an  additional  mutation.  The  average 
decrease of the  ()
13C ∆  is more moderate during these later steps. This second part of the 
optimization can be interpreted as a search through the low  ()
13C ∆  ranges of the hyper 
surface  for  the  global  minimum.  Although  constitutions  with  small  ()
13C ∆   values  play 
statistically  a  more  important  role  in  the  eventual  formation  of  the  Isoleucin  molecular 
constitution, the influence of some individuals with high  ()
13C ∆  value is also observed in the 
process. This behavior is typical for a genetic algorithm. 
The second experiment addresses two questions: (i) the possibility of automated structure 
elucidation by this approach (ii) statistical analysis of a database of molecules is performed. 
Six groups of 20 molecules containing 9 to 16 non hydrogen atoms, respectively are randomly 
selected from the Specinfo database
7. The experimental 
13C NMR chemical shifts are used as 
input for the algorithm. The setup is equivalent for all 160 molecules with m = 8, n = 32, l = 8, 








￿). The algorithm is repeated 
until either the right constitution is formed, another constitution with a  ()
13C ∆ value smaller 
than  the  ()
13C ∆ value  of  the  correct  solution  molecule  is  created  (accuracy  limit)  or  a 
maximum of 500 generations is achieved (time limit).  
In the first case the automated structure elucidation is successful, whereas in the second or the 
third cases the method treated as a failure. If a constitution with a smaller  ()
13C ∆ value than 
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the correct solution exists. This happens because the 
13C chemical shift calculation is not 
exact  enough  to  determine  unambiguously  the  correct  constitution  of  the  unknown.  The 
probability  that  such  constitutions  can  be  found  increases  with  the  number  of  possible 
structures.  It  is  therefore  the  first  limiting  factor  for  the  maximal  size  of  a  molecular 
constitution  structure  solvable  by  this  algorithm.  If  a  maximum  of  500  generations  is 
calculated without the formation of the correct solution, the optimization process is stopped 
and  treated  as  a  failure.  The  second  limiting  factor  is  the  time  necessary  to  search  the 
structural space.  
Table  1 summarizes the results of this experiment. The average  ()
13C ∆  value for the 20 
structures  is  within  the  statistical  deviation  constant  with  about  1.1ppm. Of 20 molecules 
tested in each case, the number of correct solutions found decreases slowly from 20 to 14 as 
the number non hydrogen atoms increases from 9 to 14 atoms. It decreases rapidly to 5 and 4 
correct solutions for 15 and 16 non hydrogen atoms, respectively. For one out of twenty 
molecules with 14 non hydrogen atoms the calculation is stopped for the first time because of 
a smaller  ()
13C ∆  value for a generated constitution than the  ()
13C ∆  value of the correct 
solution. For 15 and 16 non hydrogen atoms 2 and 4 calculations are stopped for this reason 
(accuracy limit). Both, the average calculation time and the average number of generations 
performed  increase  dramatically  with  an  increasing  number  of  non  hydrogen  atoms.  All 
calculations are performed on a PII 450MHz Processor equipped with 512MB memory. The 
number of generated structures per minute increases more moderately. In comparing the last 
value with errors typical for other structure generators (e. g.  MOLGEN) it has to be kept in 
mind  that  in  this  method  not  only  the  constitutions  are  generated  but  also  aromatic  ring 
systems must be identified and 
13C chemical shift must be calculated. Therefore, the genetic 
algorithm so implemented is slower compared to MOLGEN, if only the number of generated 
constitutions per unit time is compared.   19
The results prove that an automated elucidation of the constitution is possible for up to 14 non 
hydrogen atoms with this setup. However, some points have to be addressed here: For reasons 
of comparability all calculations are started with the same parameter setup. The drop in the 
percentage of correct solutions going from 14 to 15 non hydrogen atoms suggests that a setup 
optimized for Isoleucine (with only nine non hydrogen atoms) may no longer be optimal for 
15 and 16 non hydrogen atoms. Specifically too small values for n, m and a maximum of only 
500 generations avoid a higher percentage of correct solutions for larger molecules. Also, the 
inaccuracy in predicting of the 
13C chemical shift information apparently plays an increasing 
role for molecules with 15 and more non hydrogen atoms.  
While the first problem can be solved by slightly modifying the setup of the algorithm, in the 
second case additional information beside the 
13C chemical shift is necessary to obtain an 
unambiguous result. This information can be a list of forbidden substructures (a “bad” list) or 
a list of substructures to use (a “good” list) in the easiest case. For twenty cases randomly 
selected form the non solved structures the test run is repeated using a modified setup of l = 
16, m = 64 and a bad list of only four fragments (directly bounded hetero atoms: N – O, N – 
N, O  – O and allenyl fragments: C = C = C). For 17 out of these 20 examples the correct 
solution is found. However, both limits are present and have to be discussed. The algorithm 
would run in case of a real unknown fully automatic until it is stopped by hand. Afterwards all 
generated  structures  with  a  ()
13C ∆  smaller than the average error of the neural network 
prediction plus the experimental deviation have to be considered as the possible solution to 
avoid loosing the correct solution due to the accuracy limit. Due to the computational time 
limit, there is no guaranty that the correct solution is within the generated set of constitutions. 
Therefore this program also does not replace the spectroscopist. It is able to solve a part of 
routine problems in a fully automated mode. Afterwards, the spectroscopist must validate the 
solutions and concentrate on the cases not unambiguously solved. As discussed below, the 
algorithm can however still assist solving those more complex, and interesting cases.  
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We will now demonstrate using a few examples the ability of a more individual setup to solve 
the constitution for molecules with up to 20 non hydrogen atoms. Table 2 summarizes the 
results. Isoleucin is again listed as first example molecule to enable comparison. The second 
example, Histidine, is much more complex due to the increased number of non hydrogen 
atoms and double bond equivalents. More than 89.5 million constitutions are possible for this 
molecular formula. However, this problem is still solved using a relative simple setup. Unlike 
all examples previously discussed, a bad list is used here for the first time. If not constrained, 
the genetic algorithm tends to create molecules that contain bonds between hetero atoms: e. g. 
N – N, O – O or O – N. Because of the absence of chemical shift information for such 
fragments, it is difficult to recognize such  structures as false solutions in cases where their 
overall  ()
13C ∆  value is small. If these structural fragments can be excluded, an accelerated 
convergence is obtained. It happens that fragments like C = C = C are also favored by the 
genetic algorithm. The exclusion of this fragment also accelerates the optimization process. 
For Tryptophan with 15 heavy atoms the determination of all possible structures is essentially 
impossible within a practical period of time. About 36 billion structures exist. The genetic 
algorithm creates only about 20,000 structures out of this huge number before the correct 
solution is found. Examples 4 and 5 demonstrate the power of the approach on molecules with 
20 non hydrogen atoms. While the first example has only three double bonds, in the second 
case the number of double bond equivalents is already nine. Due to this fact, the number of 
possible structures is much larger and the problem requires a factor of 15 in computation time. 
However, computers are becoming faster and time can also be saved by computing parallel 
populations on parallel processors. A high degree of automation is a significant advantage for 
the method. By increasing the number of  “intelligent” interventions, even molecules with 
more non hydrogen atoms might become solvable. This is demonstrated in examples 5’, 6, 7 
and  8,  where  parts  of  the  molecule  are  defined  in  advance.  In  real  application  such 
information might be known from the NMR spectrum (e. g. examples 5’ and 6), from the   21
synthesis  or  even  from  the  genetic  algorithm  itself.  The  letter  case  is  emphasized  if  one 
fragment is generated with a high frequency in the process of the genetic algorithm and the 
()
13C ∆  values of the corresponding Carbon atoms are low. Such  a fragments has a high 
probability of being part of the solution structure. This fragment could then be defined as 
fixed. Example 5’ differs from example 5 only by the fact that two benzene fragments need to 
be part of the generated constitutions. The dramatic acceleration of structure elucidation by 
this  small  intervention  demonstrates  how  the  approach  can  assist  the  spectroscopists.  All 
known  structural  information  can  be  introduced  into  the  initial  setup  and  the  remaining 
constitutional  space  can  be  searched  quickly  and  effectively  using  the  genetic  algorithm. 
Similar essential significant decreases in computational time are observed for the other three 
example structures. 
  
Conclusions.  A  general  implementation  of  a  genetic  algorithm  that  uses  molecular 
constitutions  as  individuals  is  described.  This  algorithm  is  able  to  optimize  a  molecular 
constitution structure to fulfill experimentally observed properties. The 
13C NMR spectrum of 
organic molecules can be accurately determined by experiments and also rapidly predicted by 
neural  network  calculation.  Consequently  the  constitution  of  organic  molecules  can  be 
optimized relative to an unknown organic sample by combining the genetic algorithm with the 
neural  network  spectral  prediction.  An  automated  structure  elucidation  is  possible  for 
molecules  with  up  to  14  non  hydrogen  atoms.  Molecular  structures  with  up  to  20  non 
hydrogen atoms can be determined using only their 
13C NMR chemical shifts by introducing a 
small list of forbidden fragments. Larger molecular structures become solvable if fragments 
that need to be in the molecule are known and introduced as a good list. The number of 
overall possible solution structures is drastically reduced by the inclusion of such known 
fragments.  
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The  maximal  size  of  the  solvable  molecule  is  limited  by  the  size  of  the  structural  space 
accessible (time limit) or by the accuracy of the property determination, either by experiment 
or by calculation (accuracy limit). Since the 
13C NMR chemical shift prediction is the most 
time  consuming  step  of  the  algorithm  and  is  also  responsible  for  the  introduction  of  the 
calculation error, it is the critical step for both limits. With a fast and accurate chemical shift 
prediction  by  neural  networks  the  implementation  of  such  a  genetic  algorithm  becomes 
possible for the first time.  
The described procedures are combined in the program “GENIUS”
31 that should become a 
helpful tool for structure elucidation of organic molecules.  
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Figure Captions. 
Figure 1:  The connectivity matrix of a randomly created constitution with the molecular 
formula C6H13NO2 is given. From this connectivity matrix the genetic code is 
obtained by rearranging the a triangular half matrix into a vector (a). This vector 
contains now the bond state between all (atom – atom) pairs of the molecule. Part 
(b)  of  the  figure  visualizes  the  general  implemented  procedure.  The molecular 
formula (obtained e.g. from mass spectroscopy) is used to generate a random set 
of m constitutions that fulfill that molecular formula. This set is now valuated by 
calculating the 
13C NMR spectrum and comparing it with the experimental data. 
The  lower  the  ()
13C ∆   value  the  higher  is  the  probability  that  a  molecule  is 
considered for recombination. A new generation is formed by recombining two 
parent  molecules  m  times.  Optionally  some  of  these m new constitutions can 
undergo  a  mutation  or  l  of  them  can  be  replaced  by  the  l  fittest  parent 
constitutions. This cycle of selection, recombination and mutation is repeated until 
()
13C ∆  is minimized. 
 
Figure 2:   The 
13C  NMR  spectrum  for  a  new generated constitution (a) is calculated by 
artificial neural networks (b). By comparing this spectrum with the experimentally 
obtained spectrum (c) the  ()
13C ∆  value can be computed as the RMSD of all 
single deviations (d). The  ()
13C ∆  is taken as the fitness function in the selection 
process of the genetic algorithm. 
 
Figure 3:  Recombination of two molecules out of the parent generation (a,b) to form a new 
molecule (c) that becomes a part  of the population in the next generation. The 
gray shaded areas of the parent molecules are linked to form the new molecule. 
Below each constitution formula the corresponding genetic code of the molecule 
is given. The vector representing the newly formed child constitution contains at 
every  position  exactly  one  of  the  both  possible  values  obtained  at  the 
corresponding positions in the parent molecule vectors.  
Figure 4:  The process of Mutation is illustrated on two example constitution (a) and (b). 
The gray shaded area is again conserved in the mutated constitution (c) while the 
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white  marked  bond  is  changed.  Below  each  constitution  formula  the 
corresponding  genetic  code  of  the  molecule  is  given.  The  vector  changes 
consequently exactly at two positions.  
Figure 5:   Flow  chart  diagram  for  one  single  generation  performed  during  the  genetic 
algorithm. The formation of n child populations containing m constitutions out of 
n parent populations is illustrated. The selection is performed by the calculation of 
the  ( )
13C ∆  values. Recombination and Mutation are performed according to the 
probabilities set with the RP and MP value. To ensure that a new constitutions is 
calculated one of both processes, recombination or mutation, have to take place. 
Finally  for  every  generated  population  the  l  constitution  with  largest  ()
13C ∆  
value are replaced by the l fittest molecules out of the parent set of structures. 
Figure 6:  The  optimization  of  the  parameters  is  illustrated  for  elucidating  the  Isoleucin 
structure by the implemented genetic algorithm. The  ()
13C ∆  of the best found 
solution is always displayed on the z axis. The number of calculated generations is 
given  at  the  x  axis  (in  the  diagram  (b)  the  axis  is  scaled)  and  the  optimized 
parameter is displayed at the y axis. Regions on the surfaces coded in the same 
color are isobars of  ()
13C ∆ . Diagram (a) proves that an increase of the population 
size m causes a faster convergence of the algorithm due to a higher number of 
structures generated. Diagram (b) obtains the comparison of differing  population 
sizes m rescaled to an equal number of generated structures for a fair comparison. 
The results of the optimization of the part of conserved individuals l is optimized 
in diagram (c). The number of parallel calculated populations n is again optimized 
with special care of a comparable number of generated structures in experiment 
(d).  The  introduced  multiplicity  deviation  factor  MDF  is  investigated  in 
experiment  (e)  and  the  influence  of  mutation  probability  MP  as  well  as 
recombination probability RP are visualized in diagram (f). 
Figure 7:  Optimization process for the example molecule of Isoleucin. For the 11 performed 
optimization steps the  ()
13C ∆  values for all generated constitutions are given. All 
constitutions that participate in the formation of the correct solution Isoleucin in 
the  11
th  generation  are  displayed  and  the  performed  operation  is  marked  by 
different  arrows  as  indicated  in  the  legend.  The  right  column  of  the  figure   25
illustrates the used recombination and mutation probability values in the single 
steps.  
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Abstract. In order to process data of proteins often a numerical representation for an amino 
acid is necessary. Many suitable parameters can be derived from experiments or statistical 
analysis of databases. To ensure a fast and efficient use of these source of information, a 
reduction and extraction of relevant information out of these parameters is one basic need. In 
this approach established methods like principal component analysis (PCA) are supplemented 
by a method based on symmetric neural networks. Two different parameter representations of 
amino acids are reduced from five and seven dimensions, respectively to one, two, three or 
four dimensions by using a symmetric neural network approach alternatively with one or 
three hidden layers. It is possible to create general reduced parameter representations for 
amino acids. To demonstrate the ability of this approach, these reduced sets of parameters are 
applied for the ab initio prediction of protein secondary structure from primary structure only. 
Artificial neural networks are implemented and trained with a diverse representation of 430 
proteins out of the PDB. An essentially faster training and also prediction without a decrease 
in accuracy is obtained for the reduced parameter representations in comparison with the 
complete set of parameters. The method is transferable to other amino acids or even other 
molecular building blocks, like nucleic acids and therefore a general approach.  
 
   3 
Introduction.  In between artificial neural networks are a wide spread and intensively 
discussed method for analyzing data and describing relationships in chemistry 
1. Neural 
networks are often the preferred solution if the dependence cannot be expressed by a simple 
mathematical equation or this equation is unknown and also not important for solving the 
problem. Moreover neural networks are particularly suitable for the work with blurred 
information and able to apply learned correlations to unknown examples. A lot of applications 
of these networks already exist in chemistry 
2-19 and in particular also for secondary structure 
prediction of proteins 
20-50. 
However, the focus of this paper is the introduction of a so far not intensively discussed 
possibility of using neural networks: Reducing the number of dimensions for a parameter 
representation like traditional performed by principal component or cluster analysis. The 
method is introduced by Livingstone, et. al. 
51 and also used by Kocjancic and Zupan 
52 as a 
mapping device. Here it is applied to reduce the dimension of property representations of 
amino acids. The potential of these reduced parameter representations is demonstrated by 
comparing them with the complete property representations in its ability to serve as input for 
another neural network that predicts the secondary structure of proteins from primary 
structure only.  
 
System and Methods. A dataset of l individuals containing m properties for each of this 
individuals is called a m-dimensional property representation of these l individuals. These m 
properties can be projected into n dimensions with  n < m by principal component analysis or 
cluster analysis. This is of special interest for obtaining linear dependencies between these 
properties and of course, for visualizing relations between the l individuals. However, these 
purposes can also be gained using artificial neural networks. As given in figure 1 a three layer 
neural network can be built with m inputs and  m output neurons but only n hidden neurons. 
Due to their symmetric architecture: m inputs, n hidden neurons, m output neurons these 
  4 
networks are called symmetric networks. Note, that this i s somehow a critical name, since the 
nodes in the input layer act mainly as distributors. Therefore they are also not regarded as 
neurons in figure 1. They process the non weighted input data without summarizing and with 
a linear transfer function y = x to pass the information to the hidden neurons. So the three 
basic features of an artificial neuron: The summation of previously weighted information to 
process it with a transfer function are hardly recognizable in this case. Therefore the nodes of 
the first layer have another structure than the neurons in further layers. Thus the phrase 
“symmetric” just targets at the symmetric distribution of all neurons including the nodes of 
the input layer relative to the central hidden layer. It does not reflect, that the nodes of the 
input layer have a significant different structure than the neurons of the output layer. 
Moreover also the weights are not restricted to be symmetric in their value with respect to the 
central hidden layer.  
However, training this network with the m properties of  l individuals to predict again the same 
m properties provides a network where in the hidden layer all the information is represented 
by  n numbers. If now these n numbers for the l individuals are obtained, a n-dimensional 
representation of the m properties for each of the l individuals is found. Depending on the 




















). The completeness of this representation can be 
obtained by investigating the deviation of the original properties with the properties back 
calculated by the three layer network.  
Using a neural network with only one hidden layer, the dependence of the reduced parameter 
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. Also the back transformation of the reduced parameters to   5 
the original uses the same “pseudo linear” equation. So the similarity of this approach to a 
principal component analysis is obvious. Each of the derived parameters is a linear 
combination of the original parameters processed with the transfer function.  
To analyze the data due to a more complex dependence a five layer network can be created, 
again with m input and output neurons and  n neurons in the third layer as given in figure 1. 
Now an additional hidden layer allows a modification of the data before the reduced 
parameter representations are obtained in the central hidden layer and another hidden layer is 
inserted after the central hidden layer (figure 1). The model is much more complex than linear 
and therefore able to simulate even complicate polynomial functions due to the very flexible 
network model.  
The number of neurons in these additional hidden layers could obviously be varied between n 
and  m. Less than  n neurons in these layers would force the network to reduce the dimension in 
the second and the fourth layer even further than just to n dimensions, whereas more than  m 
neurons would distribute m input values in even more parameters in the second and the fourth 
layer. As expected the lowest RMSD value in the optimization of these networks is obtained 
using  m neurons in the second and in the fourth layer. In this case for every input and output 
neuron one working neuron in the additional layers is provided to process the information. 
The two latter points justify the use of m neurons in the second and the fourth layer. Since it is 
the largest possible value between n and  m it is consequently the most complex model and 
therefore capable to achieve the biggest contrast to the three layer case. Again the property 
information is represented by only n numbers in the third layer.  




Algorithm and Implementation. The generation and the testing of the reduced parameter 
representations is performed in two consecutive steps: 
  6 
 
•  Training of symmetric neural networks with property representations of all twenty 
naturally occuring amino acids and obtaining the reduced parameter representations 
from these networks. 
 
•  Testing the reduced parameter representations by comparison with the complete 
parameter representations. Therefore both parameter representations are used to code 
protein sequences and their secondary structure is predicted by training another 
artificial neural network with these numbers. 
 
For the calculation of the reduced parameter sets five properties of amino acids are used: a 
sterical parameter, hydrophobicity, volume, polarizability 
54, and isoelectric point (Table 1).  
The sterical parameter is the graph shape index Ξ. This parameter encodes complexity, 
branching and symmetry of a group and can be directly calculated from the graph structure of 
the amino acid side chain. 
The hydrophobicity π is defined as a side chain parameter as π(side chain) = log P(amino 
acid) – log P(glycine) in which P is the partition coefficient of the amino acid in 
octanol/water.  
The normalized van der Waals volume υv is defined by υv(side chain) = {V(side chain) – 
V(H)} / V(CH2). The measure is therefore 0 for glycine and 1 for alanine. 














(n: index of refraction, M: molecular weight, d: density, N: number of atoms) 
These values are used alone (five parameter set) as well as in combination with two statistical 
parameters: helix and sheet probability (seven parameter set, Table 1).   7 
The secondary structure probabilities are extracted from a sub space of the PDB 
55 containing 
430 proteins with over 60,000 residues. So every out of the twenty naturally occurring amino 
acids is represented by five or seven properties, respectively.  
Overall 24 small neural networks are trained with different number of hidden neurons to 
obtain the reduced parameter representations: 
 
number hidden neurons  three layer network  five layer network 
five parameter set  1 , 2 , 3 , 4 , 5  1 , 2 , 3 , 4 , 5 
seven parameter set  1 , 2 , 3 , 4 , 5 , 6 , 7  1 , 2 , 3 , 4 , 5 , 6 , 7 
 
For the mapping procedure no testing set of data is required. All 20 amino acids are therefore 
a part of the training set of data. The training is continued until the root mean square deviation 
of the recalculated property values is minimized. After the training process the networks are 
“cut” after the second (three layer network) or  third layer (five layer network) to obtain the 
reduced parameter sets. The central hidden layer becomes the output layer and the values 
detected by applying the property values at the inputs for all 20 amino acids provide the 
parameter representations. 
 
In order to test the information conserved in these reduced parameter representations, neural 
networks are trained to predict secondary structure of proteins from primary structure only: 
Basically the secondary structure is predicted for every amino acid in one run. The sequence 
information is provided as input for a symmetric window around this amino acid of interest. 
The secondary structure of a protein is calculated by moving this window over the sequence 
and calculating the secondary structure for every amino acid individually. This concept of a 
moving window widely used for this purpose (e.g.
42).  
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The input values for every amino acid are the m properties of the amino acid or their reduced 
n-dimensional parameter representations. The number of values necessary to describe one 
amino acid is therefore not fixed but varies between one and seven. In our example the size of 
the window is optimized to contain the central amino acid as well as 15 amino acids before 
and after this central amino acid (figure 2). So this initial window has a size of 31 amino 
acids. This is a compromise between a window as large as possible to provide a most possible 
complete sequence information and a preferable small input layer to minimize the number of 
connections. Since the number of connections is equal to the degrees of freedom in the 
artificial neural network, this parameter determines the necessary training information 
(number of sequences with known secondary structure) as well as the time for the training 
procedure.  
Although the next neighbors of the amino acid of interest have a larger impact on the 
formation of secondary structure fragments, also the part of the sequence not represented by 
the 31 amino acid window influences the formation of secondary structure. This is due to the 
fact, that the secondary structure is not only influenced by short primary structure sequences 
but also by long range interactions that occur in the tertiary structure and can therefore contain 
interactions between amino acids that are far apart from each other in the primary sequence.  
To enable the network to use at least some information about the non considered parts of the 
sequence, all amino acids before and after this window of 31 amino acids are incorporated 
into average property and parameter values. These averages somehow represent the character 
of the remaining part of the protein that surrounds the 31 amino acid window (e. g. mainly 
aliphatic amino acids, pH character, …). The averages are computed for four groups of amino 
acids before and after the 31 amino acid window, respectively. The first three groups contain 
the average values for five amino acids each. They hold therefore information for another 30 
amino acids, 15 on both sides of the window. The fourth group on both sides contain the 
average values of all remaining amino acids before or beyond this window of now 61 amino   9 
acids to the start or to the end of the sequence. As visualized in figure 2 this leads to 31 + 8 = 
39 groups of input properties (or parameters). For every out of this 39 groups either m 
properties or n parameters are used as description, which leads to 39·m and 39·n input 
neurons, respectively. The use of these additional four groups with averaged parameters on 
both sides leads to an overall improvement of about 2% in the prediction (compare with the 
later discussed Q3 values). 
All established three layer neural networks contain 39 hidden neurons. This number is 
optimized for the network trained with the seven property representation and remains constant 
to ensure comparable conditions for all experiments. 
For every amino acid probabilities for being a part of a α-helix,  β-sheet or coil (in the range 
of 0..1) are obtained at the output layer. “Coil” covers in our case all other secondary structure 
elements, loops and turns accept α-helix and β-sheet. For the training of these networks these 
probabilities are set to be “1 0 0”, “0 1 0” or “0 0 1”, respectively.  
By optimizing these networks it turned out, that an increase of correct predicted secondary 
structure is obtained by predicting the secondary structure of more than one amino acid in one 
run. The optimum is  found by calculating probabilities for 5 amino acids before and after the 
central amino acid, respectively. Therefore eleven amino acid probability sets are predicted 
parallel in one network run which leads to 33 output neurons for all neural networks (Figure 
2). By moving the window over the amino acid sequence, every single amino is part of the 
output window exactly eleven times. These eleven predicted probabilities for one amino acid 
are combined by a triangular weighted average. The prediction is weighted with one, if the 
amino acid is the central and the weight is reduced as the amino acid moves to the edges of 
this window of eleven amino acids. The vector of the eleven weights is consequently w = 
(0.166, 0.333, 0.500, 0.666, 0.833, 1.000, 0.833, 0.666, 0.500, 0.333, 0.166). The three 
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predicted probabilities for an amino acid to be part of a helix, a sheet or a coil region. This 
procedure allows to correct a possible wrong judgment for the central amino acid alone. In 
about 3% of all cases this correction takes place and the overall accuracy is therefore 
improved by 3% using this procedure (compare with the later discussed Q3 values).  
All in all 16 neural nets using different property and parameter representations as input are 
trained. Two networks with the complete five and seven parameter representations as well as 
fourteen networks using one, two, three and four (only for the seven property representation) 
dimensional parameter representations obtained from three and five layer networks with five 
and seven properties used for training. To ensure the use of all known folds in this procedure, 
the FSSP database (http://www.ebi.ac.uk/dali/fssp/) introduced by Holm and Sander 
55 is 
used. 
For the training of these networks 430 peptides derived from this database are separated into 
two set of data: first with 95% of the peptides for training the networks and second with the 
remaining 5% for the testing process. The networks are trained until the root mean square 
deviation of the testing data set is minimized. The probabilities between 0 and 1 are obtained 
using sigmoidal function for transfer and back propagation of errors as training method. All 
neural networks are trained and analyzed using the program “Smart”
56.  
 
Discussion.  Figure 3 gives the root mean square deviation of the recalculated and normalized 
property values in dependence of the number of layers, number of hidden neurons and 
number of properties. As expected a network with  m hidden neurons is able to recalculate the 
m given properties totally. The small deviation obtained for the networks with five or seven 
hidden neurons, respectively, is due to the use of an optimization instead of a direct 
calculation of the weights. However, differences become observed for networks with a 
reduced number of hidden neurons. First of all, networks with five layers are able to 
reproduce the data with a essentially smaller deviation than nets with only three layers using   11 
the same number of hidden neurons. This is in line and expected due to the ability of these 
nets to simulate more complicate dependencies and proves, that in these cases more 
information can be projected into a  n parameter representation. In this case for both, the five 
property representation as well as the seven property representation, a nearly complete 
description of the properties is given by only three numbers. The RMSD is about 0.020 in 
both cases. Essentially larger is the RMSD for the three layer networks with about 0.053 and 
0.080 for the five property and for the seven property fit, respectively. These values are in the 
order of the according networks with only one hidden neuron but five layers. However, one 
has to keep in mind, that in the networks with five layers, two layers are used to recalculate 
the property values from the parameter representation instead of only one layer in the three 
layer network. So the recalculation uses again a much more complicated model and of course 
more weights. The improvement of the prediction going from five to seven properties and 
especially for going from three to five layer networks is clearly observable.  
All derived reduced parameter representations are given in tables 2 and 3 and some examples 
are visualized in figure 4. Groups of amino acids with similar properties are plotted closer 
together and become better separated by increasing the number of layers from three to seven 
and also by using seven instead of five properties, already for the one dimensional 
representations: 
For example the aromatic amino acids are all together plotted in a range of 0.20 in the three 
layer case but in a range of 0.05 in the five layer case. Also the basic amino acids are plotted 
closer together and separated clearly from the rest of amino acids. Only Histidin is found 
between the aromatic and the basic amino acids due to its ambiguous character. Glutamin and 
Asparagin are plotted closer together and become clearly separated from Glutaminic and 
Asparaginic acid going from three to five layer networks. While also Methionin and Cystein 
are plotted close together, aliphatic amino acids are relatively wide spread but sorted by the 
size of the side chains. Also Serin and Threonin are projected with a large difference. This 
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marks the incomplete representation given in this one dimension and is improved by 
introducing further parameters. This incompleteness causes also the ambiguous position of 
Proline in the one dimensional representations (0.34, 0.45, 0.77, 0.00). The network obviously 
learns the large and easily obtainable differences first. The single neuron in the hidden layer 
reaches its capacity fast, and the Proline parameter becomes ambiguous. The RMSD values of 
the back calculated properties (figure 3) prove, that only a part of the information can be 
saved by the network. However, an increase of the dimensions will overcome this problem 
and the parameters for Proline will become rather well defined too. The still observable 
usually relatively small differences between the individual parameter representations are than 
only based on differences in the applied property sets (five via seven property representation) 
or on different models (three versus five layer network). 
For the two and three dimensional parameter representations again an improvement can be 
obtained using two additional hidden layers. Moreover the representation changes essentially 
going from five to seven properties. A better use of space while using the seven property 
values and a clearer separation of the amino acid groups is obtained increasing the number of 
layers in the network.  
Beside the information obtainable by this projection method about similarities in a data set, 
these reduced parameter representations given in tables 2 and 3 can be used as general 
reduced parameter sets for amino acids representation. Using the trained and cut neural 
networks, the same parameter representation can be calculated also for other amino acids. Of 
course the parameters represent a combination of the used properties and therefore they 
cannot be directly interpreted as easily understandable properties. Their advantage is the 
reduction in number. The visualization becomes possible and allows a graphical analysis of 
the parameter space. Calculation time can be saved by using for example three instead of 
seven parameters. For a 200 amino acid protein the representing code can so be reduced from 
1,400 using all seven properties to only 600 numbers using a three dimensional parameter   13 
representation. In our special case the calculation of all secondary structure probabilities for 
the used database with 430 proteins can be reduced from 120s for the seven property values to 
50s for the three dimensional parameter representation. However, this is only a relative small 
improvement considering the high speed of computers today. Much more impressive is the 
gain of time in the training process. The necessary time for stabilizing the weights depends 
not linearly on the number of weights, but increases much faster with higher number of 
weights. This is difficult to calculate in general, but for the same example the complete 
training process lasts about 24h for the seven property values but less than 4h in case of the 
three dimensional parameter representation. (All CPU times are obtained from a 450MHz 
Pentium II processor equipped with 512MB RAM.) 
The method could also become more effective if a higher number of parameters can be 
projected in two or three dimensions. Considering the enormous number of amino acid and 
nucleic acid sequences the potential of this method to provide general parameter 
representations combining a large number of relevant properties is remarkable and can lead to 
better mapping pictures as well as substantial gain in processing time.  
Moreover the influence of each property on a parameter can be extracted by a “sensitivity 
analysis” of the neural network. In order to do this, the value for each input is varied within 
the experimental input range respectively, while all other input are set to be zero. The covered 
range of the output neurons gives a sensitivity value between 0 and 1. If the influence of a 
particular input on a particular output value is high, the covered output range is large and the 
sensitivity becomes 1. However, if the input has no influence at all, the output value will 
remain constant and the sensitivity stays 0.  
It has to be mentioned that this method gives only a qualitative picture for several reasons: 
The non changed input values are set to be zero which is just one realistic input signal. 
However, there are usually a lot more realistic input values, which are not used for this 
analysis. The use of another static realistic input signal might influence the obtained 
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sensitivities. Moreover, due to the constant chosen signals on all other neurons the method is 
unable to detect cross correlation effects between different input values. However, the method 
works reliable in our hands. The sensitivity values change below 10% by setting the non 
changed input data to other realistic input values. Even better preserved are the relations 
between the different sensitivities, that change below 5%. 
The one dimensional parameter representation is found to be dominated by the volume while 
for example the isoelectric point has no influence at all. In the two parameter representation 
the first parameter is still dominated by the volume but the isoelectric point is projected into 
the second parameter together with the polarizability, which is also only badly represented in 
the one dimensional parameter. The three parameter representation takes already all the five 
parameters into consideration. The possibility of projecting a part of the sterical information 
together with hydrophobicity in parameter 1 and polarizability, volume and again 
hydrophobicity in parameter 2 are inline with the empirical understanding of these 
parameters. 
 
In order to test reduced parameter representation, secondary structure prediction of proteins is 
chosen as an example problem. Methods for predicting secondary structure of proteins are 
widely discussed and therefore optimal for testing the derived amino acid parameters. 
However, this prediction is carried out to compare the results for the full and reduced 
parameter representations only and not to achieve an optimal secondary structure prediction. 
Therefore the setup is not optimized to give best results in this manner.  
The Q3 values (as introduced in the literature 
21) for the 16 trained neural network obtained for 
the test data set are given in Table 4. The results for the training data set are slightly better 
than the results obtained for the testing data as expected, and therefore not reported here. The 
correct prediction achievable with this straight forward use of the primary sequence of one 
protein only is 67% for the total seven parameter representation and 63% for the five   15 
parameter representation. However, the three and four reduced parameter representations 
offer results of the same quality. The prediction accuracy stays in all cases in a range of ±2%. 
In case of the five layer three dimensional representation it becomes even slightly better than 
the complete parameter representation.  
The prediction accuracy increases with every new introduced dimension by about 5% for the 
first three dimension. No further increase is obtained introducing further dimensions. Since 
the prediction accuracy reaches the level obtained for the full parameter representations, the 
optimal prediction using this method of coding is reached by introducing the third parameter. 
The completeness of the description with these three parameters is already obtained analyzing 
the RMSD values provided in figure 3 and becomes now also visible in these results.  
It is not  surprising, that the reduced parameter set obtained from the five layer networks give 
only slightly better results than the reduced parameter set obtained from the three layer 
networks. The step of data interpretation not performed in the first case can be completed by 
the three layer neural network used for deriving secondary structure information. Thus a more 
significant improvement for parameter sets derived with symmetric five layer networks 
compared with three layer networks might become obtainable, if linear methods instead of 
neural network are used for the further data processing. 
Figure 5 provides the analysis of the input sensitivities for the calculation of secondary 
structure with the seven property representation. These analysis leads to comparable results 
for all networks with a prediction accuracy better than 60%, so that the network using the 
complete seven parameter representation is chosen as an example. All sensitivities for one of 
the 39 input data blocks are summarized in order to derive information about the influence of 
each of this input data blocks. The values are normalized to give 1 for the highest sensitivity. 
As expected the sensitivity for the central amino acid is the highest. Moreover a comparable 
high sensitivity is obtained for the four bordering input blocks on both sides containing 
averaged information for the surrounding amino acids. Of special interest is moreover the 
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higher influence of amino acids located after the central amino acid in the PDB file. These are 
the amino acids synthesized after this central amino acid in nature and would therefore 
suggest that these amino acids have a higher influence on the folding behavior of the central 
amino acid. A plot of the sensitivities obtained only for the helix probability provides an 




th amino acid. This result shows the 
influence of the local primary structure on the formation of hydrogen bonds to form an α-
helix, which is also the reason for the higher accuracy in the prediction of α-helices. 
Figure 6 gives the sensitivity summarized for the seven and five parameter representation, 
respectively obtained for the both networks using the complete parameter representations. The 
dominating influence of the helix and sheet probability in the seven parameter representation 
is easy to obtain. The improvement in the prediction obtainable for going from five to seven 
properties is caused by the two statistically derived values and therefore also the reason for 
their high sensitivity. The neural network extracts in this case an essential part of the 
information not on the basis of amino acid parameters but on the basis of the database 
knowledge. While the amino acid properties only reflect primary structure information, the 
database averages already contain information about preferred secondary and tertiary 
structure of proteins. This additional relevant information has consequently to improve the 
prediction of secondary structure.  
A relative increase of the sensitivity for the volume and the sterical parameter is obtained for 
the five parameter representation with respect to the seven parameter representation as 
compensation for not provided secondary structure probabilities in this case. Both parameters 
have high influence on the formation of secondary structure as well known. However, better 
results obtained for the seven parameter representation prove that this information can not be 
replaced in total. 
As widely discussed, errors in secondary structure prediction occur often at the begin and at 
the end of secondary structure elements so that their length or their position becomes   17 
ambiguous. However, most of the secondary structure elements are found. The comparison of 
the three predicted probabilities for helix, sheet and coil allows to decide, whether the 
network is “sure” about its judgment or whether a second possibility or even all three 
possibilities are of similar high probability.   
Without going into to much detail, the available information is illustrated on one small 
protein, ubiquitin in figure 7. Beside the probabilities for helix, sheet and other (sum is 
normalized to be one) the true secondary structure obtained from X-Ray structure as well as 
the predicted secondary structure are given. The overall prediction of the network is as good 
as 68% for this protein. The network misses the small β-sheet region 49-51 and makes the β-
sheet 65-72 basically to an α-helix. The other secondary structure elements are found at a 
correct position. The α-helix is one period to short and two of the β-sheets are one amino acid 
to short. However, the black dashed line offers one minus the quotient of the second highest 
probability divided by the highest probability in %. This value would be 100%, if one of the 
three types would have been predicted with 100% probability and the other with zero and can 
reach 0% if two  probabilities are the same and higher than the third. We suggest therefore to 
use this value as a confidence measure for secondary structure predictions. As obtainable 
from figure 7, the value is high if changes in secondary structure occur and especially for the 
wrong predicted  α-helix at the end of the sequence, since the β-sheet probability is close to 
have the same size. If only the predictions with a confidence value smaller 50% are 
considered, 91% of the predicted secondary structure types would be correct. 
 
Conclusion. Symmetric neural networks are successfully implemented to reduce dimension 
of amino acid parameter sets. The relevant information of these parameter sets is projected in 
three numbers, which can be used for further data analysis. The use of reduced parameter 
representations has the general potential to increases the speed of data analysis. In this special 
case the number of necessary parameters is decreased by more than 50% representing seven 
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properties by three parameters without loosing essential information. The computation time 
for the special problem of using these numbers as input values for a neural network decreases 
by a factor of six. 
The ability of the reduced parameter representations to provide the complete information is 
proved by predicting secondary structure of proteins from primary structure. The reduced 
parameter representations with three parameters gave comparable good results to the complete 
parameter representations. The speed of computing the secondary structure is increased about 
linearly  compared to the complete parameter representations by more than 100%. The time 
necessary for training the network is decreased even more essentially. 
The approach can be adopted to predict reduced parameter representations for other amino 
acids and of course also for other structural building blocks, as for example nucleic acids. 
Moreover additional or other parameter sets can be used to create reduced parameter 
representations for the solution of special problems. 
The data processing inside a neural network is illustrated by analyzing input sensitivities of 
the networks. A confidence value for secondary structure prediction is suggested, that allows 
the critical analysis of the network suggestion of secondary structure and might be useful to 
mention false positives in the predicted secondary structure elements. 
The derived reduced parameter representations for amino acids, the used part of the protein 
data base (PDB), the program for predicting secondary structure: “Secondary” as well as the 
program for training and analyzing artificial neural networks “Smart” are available from 
www.jens-meiler.de. The software (Windows based) is free for academic use. 
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Figures.  
1: A  m-dimensional parameter representation for an amino acids is presented to an 
artificial neural network with three or five hidden layers. The data are processed thru a 
central hidden layer with n  ≤ m neurons and recalculated by the output layer containing 
again  m neurons. The network is trained with parameter representations for all twenty 
amino acids occur in natural systems. The  n values obtained for the amino acids at the 
hidden neurons are used as  n-dimensional parameter representation as illustrated by the 
three dimensional representation at the left. 
 
2:  Three layer network for predicting secondary structure of amino acids is visualized. 39 
n-dimensional parameter or m-dimensional property representations of amino acids are 
presented to the network. The number of input neurons is therefore 39·n or 39·m, 
respectively. The gray shaded central amino acid is surrounded by 15 amino acids 
represented by individual parameters as well as 15 additional amino acids represented 
by average parameters computed for three groups of five amino acids, respectively. All 
other amino acids surrounding this window of 61 amino acids are represented by the 
average value of their parameters (“edge”). The data pass a hidden layer containing 39 
hidden neurons and the network is trained to predict probabilities for  α-helix,  β-sheet 
and unknown secondary structure for the central amino acid as well as the next five 
amino acids on both sides of the central amino acid. 
 
3:  Final RMSD values for neural network back calculation of a m-dimensional parameter 
set drawn on the y-axes. The number of used hidden neurons is given on the x-axes. 
Number of layers and used parameter set are varied according to:  
a)   three layer networks trained with five parameter set  
b)   three layer networks trained with seven parameter set    21 
c)   five layer networks trained with five parameter set  
d)   five layer networks trained with seven parameter set  
  the assigned letters correspond to the letters used in tables 2 – 4. 
 
4:  Obtained reduced parameters for the five layer neural network mapping the seven 
parameter set in one (a), two (b) or three (c) dimensions.  
 
5:  Input sensitivity for the 39 input blocks of the neural network predicting secondary 
structure probabilities from the seven parameter set of amino acids. The sensitivity is 
normalized to give 1 for the central amino acid. Summarized is over all output values 
(gray bars) and only over the helix probability (white bars). 
 
6:  Input sensitivity for the five or seven parameters out of the complete parameter set 
obtained from the neural network predicting secondary structure probabilities. The 
sensitivity is normalized to give 1 as maximum value. 
 
7:  Secondary structure of ubiquitin is given as obtained from the X-Ray structure (bars 
above 100) and as seen from the neural network using the complete seven parameter 
representation (bars below 0). Light gray stands for β-sheet and dark gray stands for α-
helix. The individual probabilities normalized to give a sum of 100% are plotted. Light 
gray squares are again for β-sheet and dark gray squares for α-helix. The coil 
probability is given by a black line. The final network prediction is given by the highest 
out of these three values. The dashed black line is the one minus the quotient out of the 
second highest and the highest probability in percent. This value provides a confidence 
value, monitoring how save the judgment of the network is for each individual residue. 
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Motivation:  Usually  a set of molecules with known biological activities is obtained as a result 
of drug optimization by systematic or combinatorial synthesis of derivatives. These data are 
shown to be a capable basis to establish structure activity relations. Subsequently the gained 
quantitative models are successfully combined with structure generators to screen huge 
structural spaces for biological active molecules. 
Results:  Artificial neural networks are established to investigate relationships between the 
structure of Epothilone derivatives and anti-tumor activities. Structural features obtained from 
the set of molecules are translated into numerical parameters and used for training the 
network connections. The influence of single structural parameters, interactions as well as the 
binding site become obtainable. The screening of the structural space spanned by the 
parameters leads to suggestions for Epothilone derivatives with a possible higher biological 
activity than all structures known so far. 
Availability:  The program “Smart” which is used for simulating the artificial neural networks 
is free for academic use and can be obtained from http://krypton.org.chemie.uni-
frankfurt.de/~mj. 
Contact: mj@org.chemie.uni-frankfurt.de   3
Introduction.  Epothilones A and B can be isolated from the myxobacterium Sorangium 
cellulosum strain 90 by Höfle et. al. (Höfle, Bedorf et al. 1994; Gerth, Bedorf et al. 1997). The 
recognition of their cytotoxic action against tumor cells lead to intense research activities in 
chemistry and biology. Bollag et al.(Bollag, McQueney et al. 1995) discovered the induction 
of the Tubulin(Nogales, Wolf et al. 1995; Nogales, Wolf et al. 1998) polymerization of these 
compounds similar to agents like Taxol(Schiff, Fant et al. 1979). The effect of microtubule 
stabilization even in Taxol-resistant tumor cell lines(Kowalski, Giannakakous et al. 1997) 
increased their potential in cancer chemotherapy further (Bollag, McQueney et al. 1995; 
Giannakakou, Gussio et al. 2000; Martello, McDaid et al. 2000).  
The complete elucidation of the structure including stereochemistry is published by 
Höfle(Höfle, Bedorf et al. 1996). Soon after the synthesis of precursors, the natural products 
themselves and analogues is described in a large number of reports(Schinzer, Limberg et al. 
1996; Muhlradt and Sasse 1997; Nicolaou, Sarabia et al. 1997; Nicolaou, Vourloumis et al. 
1997; Nicolaou, Vourloumis et al. 1997; Schinzer, Limberg et al. ; Nicolaou, He et al. 1998; 
Nicolaou, Roschangar et al. 1998; Höfle, Glaser et al. 1999; Höfle, Glaser et al. 1999; Taylor 
and Zajicek 1999; Altmann, Bold et al. 2000; Johnson, Kim et al. 2000; Lee, Chou et al. 2000; 
Mulzer 2000; Nicolaou, Scarpelli et al. 2000; Von Angerer 2000). Many of these analogues 
are biologically investigated and lead to a large source of molecular structures with known 
biological activities. These data served as basis of qualitative structure activity 
relations(Winkler and Axelsen 1996; Su, Balog et al. 1997; Nicolaou, Roschangar et al. 1998; 
He, Jagtap et al. 2000). Moreover, Wang et. al.(Wang, Xia et al. 1999) introduced a unified 
and quantitative receptor model for microtubule binding of Paclitaxel and Epothilone by 
  However, to the best of our knowledge no 
model free quantitative structure activity relation (QSAR) is established so far. This is the first 
purpose of the work presented here. 
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Artificial neural networks are known and used for several years in chemistry and biochemistry 
to describe structure activity relations quantitatively(Zupan and Gasteiger 1993). For this 
purpose usually no mathematical model is known, many influences interact and the activities 
are afflicted with comparable large experimental deviations while dealing with biochemical 
data. Here the special advantages of neural networks play an important role:  
 
•  No initial mathematical model is necessary to establish the relation. In contrast to most 
other methods artificial neural networks are flexible enough to fit a wide range of 
complex functions on a set of training data. 
•  The structure of an artificial neuron is copied from a natural brain cell. Although much 
simpler and smaller than any natural neural network, they can be trained to become an 
“expert” for a particular problem. Their similarity to the natural system predestinates 
them to work with blurred information. 
•  In contrast to simpler methods like multiple linear regression (MLR) the network 
structure allows to take interactions between several input parameters into 
consideration. Also dependencies between several output values can be used for 
establishing the relation.  
 
A lot of applications of these networks already exist in chemistry(Lohninger 1993; Bienfait 
1994; Cherqaoi and Villemin 1994; Thomas and Kleinpeter 1995; Devillers 1996; Isu, 
Nagashima et al. 1996; Anklam, Bassani et al. 1997; Emerenciano, Melo et al. 1997; 
Rodrigues, Campos et al. 1997; Svozil, Sevcik et al. 1997; Kaartinen, Mierisova et al. 1998; 
Wang, Dopazo et al. 1998). Neural networks are also applied to biochemical problems like 
secondary structure prediction of proteins(Rost and Sander 1993; Rost, Sander et al. 1994; 
Choy, Sanctuary et al. 1997; Zemla, Venclovas et al. 1998; Baldi, Brunak et al. 1999; 
Guermeur, Geourjon et al. 1999; Selbig, Mevissen et al. 1999), creating reduced amino acid   5
parameter representations[Meiler, submitted #1439] and investigating structure activity 
relations for pentapeptides at serine proteases(Meiler 1998). 
The focus of this paper is the analysis of biological activities for Epothilone analogues with 
respect to their structure using artificial neural networks. Beyond the investigation of 
quantitative structure activity relations the method is combined with a structure generator to 
create and screen a large number of Epothilone analogues with respect to their biological 
activity, without necessarily synthesizing them before. An extensive acceleration in finding 
and optimizing drugs can be achieved by this approach. With traditional synthesis and even 
with modern methods like combinatorial synthesis only a part of the structural space can be 
screened. This is because already for relatively small molecules like Epothilone, the number 
of possible derivatives easily exceeds  milliards. However, if for a part of the molecules in the 
structural space the biological activity is known from experiments a neural network can be 
trained to predict this activity for every member of the structural space. This prediction is very 
fast and needs especially no further synthesis. The generated derivatives can be ranked with 
respect to the estimated activities. Depending on the size of the so generated database either 
candidates or at least more precise ideas for further synthesis can be derived from this hit list. 
Even an iterative use of this approach alternately with synthesis is thinkable. Therefore and in 
general this approach does of course not substitute the organic synthesis and biological 
screening process but it has the potential to accelerate both steps essentially. 
 
Experimental. All biological activities used in the following analysis are taken from 
Nicolaou et. al.(Nicolaou, Roschangar et al. 1998). The ability to induce the Tubulin assembly 
is known for over 200 Epothilone derivatives. The values cited in literature are obtained by 
incubating  purified Tubulin for 30 min at 37°C in the presence of the compound. The mixture 
is filtered, the collected polymerized Tubulin is stained with amido black solution and 
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quantified by measuring absorbance of the dyed solution. The given %-polymerization is 
calculated relative to the presumed absorbance of 100% polymerized Tubulin. 
The inhibition of carcinoma cell growth for three cell lines is additionally available for 37 out 
of these derivatives(Nicolaou, Roschangar et al. 1998). The first IC50 value is determined for 
the parental ovarian cell line (1A9), while the second and the third value is obtained from 
mutated Taxol-resistant cell lines (1A9PTX10: Phe270 Val and 1A9PTX22: Ala364 Thr). 
The cell growth is evaluated by measuring the increase in cellular protein. The resistant cell 
lines are gained by treating the cells with increasing concentrations of Taxol. However, their 
Taxol resistance does not cause a resistance with respect to the Epothilone analogues, which 
further increases the potential of Epothilones in cancer chemotherapy. 
In order to analyze these data with artificial neural networks, it is necessary to translate both, 
the structural as well as the biological information in suitable numerical data. Therefore 24 
structural descriptors are derived that code 198 of the cited Epothilone derivatives. Not all 
cited structures could be described with these 24 parameters only. However, for the 
subsequent neural network analysis it is necessary to have more than only one representative 
for every possible state (numerical value) of a structural parameter. This is due to the 
necessity to stabilize the connections outgoing from the corresponding input (usually more 
than one).  
The 24 descriptors are given in table 1 together with their possible states. For coding the 37 
structures with published inhibition values for carcinoma cell growth only 8 out of these 24 
parameters are necessary.  
Biological activities are often a kind of kinetic constants for very complex chemical 
processes. Therefore they naturally cover a wide range. To decrease this range the natural 
logarithm of the values is trained and predicted by all neural networks. Moreover the range 
covered by the activities is linear scaled to lay between 0.25 and 0.75, since the neural 
network can predict only values between 0 and 1 due to its sigmoid transfer function. The   7
range from 0 to 0.25 and from 0.75 to 1 is excluded to enable the network to predict activities 
smaller or larger relative to the range covered by the 198 or 37 derivatives, respectively. The 
numerical parameters are not scaled prior to their submission to the network, since the 
weights in the first layer can perform this operation. All artificial neural networks are created 
with the program “Smart”(Meiler 2000). The three layer networks contain one bias in every 
layer and are trained with the back propagation algorithm. The learning rate η is decreased 
during the training procedure from 0.01 to 0.0001, the momentum α is constant with 0.5. In 
all cases the data are separated in a test and a training set of data. The training of the artificial 
neural network is performed using only the training data. The root mean square deviation 
(RMSD) of the test set of data is monitored parallel and the training is interrupted if it is 
minimized. It is assumed that the network understands general relations up to this point in the 
training procedure. Beyond this point special information is learned that is relevant for the 
training set of data only. The more diverse examples are used in the test set of data the more 
exact this break point can be defined. However, every example used in the test set cannot be 
used for training the network and is therefore lost for establishing the connections. This is one 
of the major problems while using neural networks together with biochemical data. Usually 
the amount of data available is relatively small. The main part is necessary to stabilize the 
weights in the network and has to be a part of the training set of data. A larger training set of 
data allows to generate larger and therefore more specialized networks, because more weights 
can be stabilized and hold more information. However, this positive effect can be neutralized 
if the test set of data becomes too small. The training procedure might be stopped too early 
because of a small statistically badly chosen test set. We will see this at one example later.  
“Input sensitivities” provide insight into the finally achieved structure of the neural network. 
In order to compute these values only one input is varied within the experimental input range 
while all other inputs are set to be zero. The signals obtained at the output neurons provide the 
searched information. The covered range is the sensitivity of this particular output with 
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respect to the investigated input. The value lays naturally between 0 and 1. If the influence of 
a particular input on an output value is high, the covered output range is large and the 
sensitivity becomes 1. However, if the input has no influence at all, the output value will 
remain constant and the sensitivity stays 0. One should mention that this method does not 
visualize the cross correlation between different input values.  
For the set of Epothilone analogues three different experiments are performed combining 
different structural parameters with different biological activities: 
 
•  The 198 Epothilones analogues where separated into five groups. All substances 
modified in one of the four regions A, B, C, D (figure 2, table 1) are combined in one 
set of data, respectively. The fifth data set contains all substances modified in more 
than only one of the four regions. Four different artificial neural networks are trained 
to predict the induction of Tubulin assembly with one of the first four sets of data, 
respectively. Only the parameters necessary for covering the particular region out of 
all 24 parameters are used as input vector. Three neurons in the hidden layer process 
the data and one output neuron is trained to predict the polymerization constant. 
Between 15% and 20% of the available substances out of each of the four sets of data 
are randomly selected as test set of data.  
(It has to be mentioned, that the separation into these five groups is partially 
ambiguous. Some of the input parameters have to be used, although they are not part 
of the particular region. For example substances modified in region C can have the 
Epothilone A or the Epothilone E structure in region B. They are still counted to be 
modified in region C, however the parameters necessary for coding the structure at C-
12 and C-13 are necessary input data for this network too. Moreover P13 and P21 are 
not used for any of the four neural networks as input. The number of substances 
modified at these positions is in all four cases too small to stabilize the connections of   9
the network. However, they will be used in  the second experiment using a combined 
data set of all Epothilone analogues.) 
•  In a second experiment one neural networks that contains 24 inputs and predicts again 
the induction of Tubulin assembly is established. This network considers the whole 
structural space described by the 24 parameters. For training and testing all 198 
derivatives can be used, in particular also the members of the fifth group. 20 example 
structures are randomly selected out of all 198 Epothilones to form the test set of data.  
•  For the last experiment only the 37 structures with known values for carcinoma cell 
growth inhibition are taken into consideration. Only 8 out of the 24 parameters are 
necessary to code them. Three neural networks are created predicting one of the three 
constants, respectively. Since these three biological activities are related, in a last 
experiment the question is addressed, whether a neural network can use these relations 
to enhance the model. The fourth net has therefore three output neurons and predicts 
all biological activities parallel.  
 
If the neural network describes a quantitative relation between the structure and the biological 
activity, it can now be used to predict the activities not only for the test data as done during 
the training procedure but also for “unknown” structures. The 24 introduced parameters span 
a structural space that is defined by all possible permutations of the parameter states. Every 
molecule in this space corresponds to one permutation. This leads to the idea to “generate” all 
possible structures that way and test them with the trained neural networks to predict their 
biological activity. The 198 used derivatives are part of the so generated set of structures 
together with a large number of new derivatives not synthesized and tested so far. Within the 
error of the method the neural network will calculate a biological activity for all structures. A 
hit list of substances is gained by ranking all structures with respect to the predicted activity. 
This leads to suggestions for highly active substances, that are not necessarily synthesized so 
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far. If so, they can be serve as target in the further drug optimization process. This procedure 
allows a fast and effective way to screen the enormous number of members in a structural 
space in a very short time. Even the test of more than milliards of substances becomes 
possible. A number, that cannot be synthesized even by combinatorial synthesis in a 
reasonable time. Moreover the subsequent synthesis of only the most promising derivatives 
should be straight forward. All necessary reaction are established and well known since used 
already for the synthesis of the existing structures. Only the combination of educts and 
subsequently performed reactions change. This approach is carried out for two out of all 
trained networks: 
 
•  First the network out of experiment 2 that uses all 24 parameters to predict the 
induction of Tubulin assembly is taken. With this network the structural space spanned 
by all 24 parameters can be analyzed. 2.6 milliards (!) structures are possible in this 
space. They are generated by permutation, checked with the neural network and 
ranked with respect to the predicted activity.  
•  624 possible structures are members in the structural space spanned by the eight 
parameters necessary for coding the 37 Epothilone analogues. They are also generated 
and screened with the neural net, that predicts all three inhibition constants for the 
carcinoma cell growth parallel. The substances are ranked according to the average of 
all three IC50 constants. This procedure ensures a higher quality of the prediction for 
two reasons: The model itself is better as discussed below and moreover permutations 
with a high activity for all three cell lines are ranked best. This minimizes the 
possibility of predicting false positives. 
 
Results and Discussion. The results for all trained neural networks are given in Table 2 
together with the net sizes and the number of trained and tested data. Figure 3 shows the   11
correlation diagrams and the input sensitivities for the five neural networks trained in the first 
two experiments. Comparing the individual networks generated for the four regions of 
modification in Epothilone one notices the differences in the prediction quality. While 
especially network 1a) (region A) and also network 1c) (region C) are able to establish a 
relation between the structural parameters and the activity, network 1b) (region B) is 
essentially poorer. Network 1d) (region  D) is unable to suggest any correlation. It predicts the 
same induction of Tubulin polymerization for all presented substances. This quality of 
prediction is obviously correlated with the input sensitivity, which is essentially larger in 
regions A and C than in region B or even D.  
For region A one derives a high sensitivity for changes in the substituents on C-8 (P02, P03) 
as well as for the number of CH2 groups (P04). In the region  B the stereochemistry of C-12, 
C-13 and C-15 (P09, P11, P12) have a high impact as well as the substituent at C-12 (P05 - 
P07) and the bond type between C-12 and C-13 (P08). However, all sensitivities are smaller 
than 0.2. For the region C especially the Nitrogen in position 22 seems to be essential for 
biological activity and moreover the substituent at C-12 has impact. As mentioned network 
1d) does not find any relation. Consequently all input sensitivities are zero. 
As mentioned earlier the behavior of network 1d) is often observable for a small set of data 
with complex relations. Of course it would be possible to train the neural network even in 
region  D to predict the training set of data. However the test set will not show any meaningful 
correlation. In other words: the network is not able to establish a general relation between the 
presented structures and the corresponding activities. Three reasons can cause this behavior: 
The relation is not present in the data, the training set of data is too small to establish the 
relation, or the test set of data is too small (or badly chosen) and the break point to stop the 
training process is therefore not good enough defined. In this case the small set of data is 
responsible f or the bad result obtained. The experiment is not reproduced with another test set 
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of data, because the general problem of too small set of data cannot be solved that way. 
Rather the data basis is enlarged by combining the small set of data: 
Overcoming the problem of too little information the substances of the experiments 1a) to d) 
are combined in one network using now all 24 parameters as input data. The overall number 
of substances used in the analysis increased by 30. These additional structures are either 
modified in more than one of the regions A, B, C or D (24 substances) or they are modified at 
P13 or P21 (6 substances). Their number is too small to use them in the individual networks 
for regions A, B, C and D but together with the 24 substances out of the fifth set of data they 
could be used in the second experiment. 
The network uses 178 substances for training and 20 randomly selected substances for testing 
the network. The RMSD values for the training and also for the test set of data are 0.76, which 
correspond to a factor of about 2 on an exponential scale. The neural network shows an 
increase in the input sensitivity values compared with the networks obtained in experiment 1. 
Especially the atom type in position 22 (P15) and the number of CH2-groups reflect a very 
high impact. Moreover the structure at C-12 and C-13 (P08), the stereochemistry at C-15 
(P12) and the two substituents at C-12 (P05..P07) and C-21 (P19..P21) are important. 
However, nearly all input sensitivities differ from zero. The neural network uses therefore all 
presented parameters to establish the relation which indicates a complex model with extensive 
interactions between the input parameters. 
The overall correlation is anyway not very good. However, it is shown that the network is 
able to extract at least a part of the necessary information out of these readily obtainable 
structural parameters. Figure 4 plots the input sensitivities as circles on a structure of 
Epothilone A. The area of the circles is proportional to the corresponding sensitivity. The 
special importance of the region around C-9..C-11, C-12 and C-13 and of region C becomes 
clearly observable. A smaller but still obtainable influence has the region from C-3 to C-8. 
This site of the Epothilone molecule has therefore a high probability for binding at Tubulin.   13
This result is inline with qualitative suggestions by Winkler and Axelsen(Winkler and 
Axelsen 1996). They overlay the discussed regions of the molecule with Taxol and report a 
reasonable structural similarity.  Su, et. al.(Su, Balog et al. 1997) discussed already the high 
influence of the region C. However, the influence of the several structural elements could be 
quantified for the first time and a more detailed picture is achieved that way. 
Figure 5 shows the results evaluated with the neural networks trained in the third experiment. 
The correlation coefficients as well as the RMSD values are well for the inhibition of 
carcinoma cell growth of the parental cell line 3a). Worse are the results for the cell lines with 
mutated Tubulins 3b,c). The RMSD values for the established relation lay in the range of 0.5 
and 1.5 for the inhibition of carcinoma cell growth which is equivalent to a factor between 1.5 
(e
0.5) and 4.5( e
1.5) for the IC50 values.  
The introduction of a combined network that predicts all three IC50 values parallel enhances 
the model immediately. The correlation coefficients increase and the RMSD values decrease 
by a factor of up to 2. This example demonstrates impressively the ability of the neural 
network to use relations between several output values to increase the accuracy of the 
prediction. The input values have to pass the same hidden layer and are processed up to this 
point identical for all three biological activities. Therefore in this part of the network the three 
fold information can be used for establishing the connections compared to the examples 
discussed before. Only in the last layer every output has to stabilize its own five weights. The 
relevant information is increased by a factor of three. This allows to stabilize more degrees of 
freedom (weights). The two additional weights in the hidden layer allow to establish the more 
complex and precise model. 
The increase of the input sensitivities for 3b) and 3c) proves the enhancement of the model. 
Moreover the sensitivity pattern becomes similar for the prediction of the three constants for 
the inhibition of carcinoma cell growth, which again mirrors the relation between these 
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values. The substituent at C-12, the structure between C-12 and C-13 as well as the 
substituent at C-21 have the major impact on this biological activities.  
 
In a second step we u se the established neural networks to test computer generated Epothilone 
analogues for their potential biological activity. This experiment is carried out for the neural 
net established in the second experiment as well as for the combined network from the third 
experiment 3d). Figure 6 gives the generated structures with the highest biological activities 
for both experiments. In case of network 2 the ranking can be directly derived from the 
calculated activities. In experiment 3 the hit list is gained by sorting the structures by the 
average of all three predicted biological activities.  
2.6 milliards of Epothilone analogues are generated and tested in less than 24h of CPU time 
(450 MHz PII processor). No other approach is known to be able to perform such an analysis 
in this time. However, it has to be considered that the deviation in the predicted activities is 
comparable large due to the small set of data compared with the huge structural space. 
Moreover the induction of Tubulin polymerization is theoretically covered by 100% in this 
experimental setup. The neural network does not know this boundary condition and predicts 
values up to 493% for this activity. However, this is not senseless since substances can of 
course become more active than the synthesized derivatives. The experimental setup yields 
96% for the most active synthesized compounds and is therefore not capable to detect much 
more active compounds with a significant enhancement. Nevertheless, the comparable bad 
correlation of 0.71 suggests to handle the values with care although the direction of further 
synthesis can be derived from these results. 
Even more convincing results are obtained for the network from experiment 3. Figure 5 
visualizes the distribution of the 37 known structures with respect to their biological activity. 
The activity distribution of all 624 generated structures is shown for the individual networks 
in comparison with the combined approach. Most of the structures have a smaller activity   15
(higher value!) than the best synthesized structure. However, structural proposals exist that 
promise to have a higher activity (lower value) than all known substances. This number 
increases going from the individual networks to the combined approach. An additional 
increase in the prediction quality is reached by selecting only structures that promise to have a 
high activity for all three biological activities, as done in figure 6. The increase in activity by 
2 to 3 on this scale corresponds to a factor of 10 to 20 in the IC50 value.  
Especially low and high activities might be affected by larger deviations in the prediction due 
to the fact the network has to extrapolate these values outside the training range. However, for 
the purpose of drug optimization already this “half quantitative” information is essential. It is 
possible to generate a large number of structures on the computer and rank them according to 
their activity without the need of synthesis. Out of the results either new target structures for 
synthesis can be selected or more general rules for active compounds can be derived. Both 
information are able to accelerate the optimization process of a biological active compound 
essentially.  
After a subsequent synthesis and testing of some out of the new structural proposals, the 
model could be adjusted with the new data. The prediction can be repeated with a better 
model and therefore a smaller deviation which would again lead to more precise definition of 
structural proposals for synthesis and so on. An optimization process using synthesis and 
QSAR modeling by neural networks alternatively could be established that way. 
 
Conclusion. Neural networks are able to establish relations between the structure of 
substances and their biological activities if a reasonable large set of data is available for 
testing and training the neural network. Moreover artificial neural networks take relations 
between several input parameters (structural information) and also between several output 
values (biological activities) into consideration. A subsequent analysis of the established 
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network connections allows to gain information about structure activity relations, strong and 
weak interactions and binding cites. 
These quantitative models are able to predict the biological activities for all members of a 
structural  space defined by the introduced parameters. The generated structures can be ranked 
with respect to their biological activities. This approach is therefore capable to screen a 
structural space in a short time without necessarily synthesizing all structures. The structure 
optimization of biological active drugs can be accelerated. In an iterative procedure a 
subsequent synthesis of the structures predicted to be highly active leads to an enhanced 
model that can be used to repeat the prediction, and so on. 
The described procedure is explained and demonstrated successfully on a set of the 
Epothilone analogues that induce the polymerization of Tubulin and are therefore able to 
inhibit carcinoma cell growth. Neural networks are trained to predict the induction of Tubulin 
assembly as well as the inhibition of carcinoma cell growth. Relevant points of interaction 
between Epothilones and Tubulin could be identified. Up to 2.6 milliards structures are 
generated out of a conformational space described by only 198 Epothilone analogues and 
ranked with respect to their ability to induce the Tubulin polymerization. In a second 
approach 624 structure are generated out of a conformational space described by 37 
Epothilone analogues. These structures are analyzed due to high activity to inhibit carcinoma 
cell growth in three cell lines. Both analysis suggest structures that promise to have a equal or 
even higher biological activity than all synthesized Epothilone analogues.  
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Figure captions. 
 
figure 1:   Scheme of data processing. A chemical structure is translated into a numerical 
code. This code is applied to an artificial neural network. The network is trained 
to predict a certain biological activity. 
 
figure 2:  Structure of Epothilone with the four regions of modification. 
 
figure  3:  Results of experiment 1 and 2. The correlation diagrams for all five neural 
networks with the experimental induction of Tubulin polymerization data on the y 
axis and the network predicted value on the x axis. Training data are indicated by 
an open circle and test data by a filled square. In the second column the input 
sensitivities are given. In experiment 1 not all of the input parameters are 
necessary. Therefore the used parameters are marked with a (#).  
 
figure  4:  Plot of the input sensitivities on a scheme of the Epothilone structure. The area of 
the circles is proportional to the sensitivity obtained for the individual parameter. 
If more than one parameter for a substituent are used, their sensitivities are added 
to gain a realistic picture. 
 
figure 5:  Results of experiment 3. The correlation diagrams for all three neural networks 
are visualized with the experimental data on the y axis and the network predicted 
value on the x axis. Training data are indicated by an open circle and test data by a 
filled square. In the second column correlation diagrams provide the results for the 
network that predicts all three biological activities parallel. The diagram in the 
third column displays the input sensitivity values. Further the distribution of the 
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biological activities for the generated 624 possible structures is given for both 
networks in comparison with the distribution of the 37 synthesized derivatives. In 
both diagrams the data for the single networks are indicated by black bars while 
the data for the combined network approach are indicated by gray bars. White 
bars visualize the data for the 37 experimentally determined biological activities. 
  
figure 6:  Computer generated structures, that promise to have a higher biological activity 
for induction of Tubulin polymerization only (2) and also for inhibition of 
carcinoma cell growth (3). Carbon atoms marked with * undergo a change in 
stereochemistry with respect to the drawn conformation. The structure is marked 
in the table with ‘x’. The predicted IC50 –values for the parental cell line [a] and 
for the two mutated cell lines [b] and [c] are given. 
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[c] Possible  values
[d] 
P01 A  C-7  stereochemistry  7S, 7R 
P02 A  C-8  substituent up  H, Me 
P03 A  C-8  substituent down  Me, H 
P04 A  C-9..C-11  number of CH2-groups 1, 2, 3, 4, 5 
P05 B  C-12  volume 
P06 B  C-12  mass 
P07 B  C-12  max. electro negativity            
H, Me, CH2OH, CH2OAc, CH2OC(O)tBu, 
CH2OC(O)Ph, CH2OMe, CH2OBn, CH2Cl, 
CH2I, CH2CH3, CH2NHAc, CH=CH2, 
C&CH, CHO, CO2H, =CH2
[e], =CH-CH3, 
OH 
P08  B  C-12 / C-13 structure  epoxid, double bond cis, double bond trans, 
single bond 
P09 B  C-12  stereochemistry  12R, 12S or cis, trans 
P10 B  C-13  substituent  H, F, OH 
P11 B  C-13  stereochemistry  13S, 13R or cis, trans 
P12 B  C-15  stereochemistry  15S, 15R 
P13 C  C-16  substituent  Me, CH2CH3 
P14 C  C-17  substituent  fife membered ring, six membered ring 
P15 C  22  atom type  N, C 
P16 C  21  atom type  C, N 
P17 C  19  atom type  C, S, O, CCl 
P18 C  20  atom type  S, O, C, S=O 
P19 C  C-21  volume 
P20 C  C-21  mass 
P21 C  C-21  max. electro negativity 
Me, CH2OH, CH2OAc, CH2F, (CH2)5OAc, 
piperidyl, SMe, Ph, OEt, OH, OMe, H 
P22 D  C-3  stereochemistry  3S, 3R 
P23 D  C-4  substituent  Me2
[f], three membered ring
[g] 
P24 D  C-6  stereochemistry  6R, 6S 
[a]Defined structural parameters for coding the structure of all Epothilone analogues.  
[b]The region (see figure 2) in which the modification is performed´. 
[c]The kind of modification performed.  
[d]All possible states for the particular parameter. The states occurring in Epothilone A are 
indicated by bold letters.  
[e]A substituent labeled with “=X” is bond to the respective atom (C-12) with a double bond.  
[f/g]At the atom C-4 either two methyl groups
[f] or a cyclo propyl ring
[g] is bond. This three 








































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































CH=CH2 x S 1.4*10
-3 29.6 *10
-3 1.3*10
-3
CH=CH2 O 1.4*10
-3 30.8 *10
-3 1.4*10
-3
CH3 O 1.5*10
-3 32.4 *10
-3 1.5*10
-3
3)
2)
O
N
H
OH
O
F
OH
O
HO
R1
[] 3
*