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Abstract
Using the Miller algorithm, we can efficiently compute the Weil pairing for two given points on an
elliptic curve. On the other hand, security of pairing based cryptographic protocols depends on the converse
problem: find a point on an elliptic curve whose Weil pairing with a given (fixed) point is equal to a given
root of unity, which we call the Weil pairing inversion problem. In this article, we give closed formulae
which give a solution to the problem. For supersingular elliptic curves over fields of characteristic two or
three, these formulae take more simpler forms than those for other elliptic curves.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
Pairing based cryptographic protocols are nowadays actively studied. The security of many
of these protocols rely on new computational problems which have not been very well studied.
For example, pairing friendly curves are very special curves (Balasubramanian and Koblitz [1],
Luca and Shparlinski [15]). Although it is widely believed that elliptic curve discrete log problem
(ECDLP) for generic elliptic curves is difficult, this does not imply that ECDLP for a particular
pairing friendly elliptic curve is difficult even if index calculus methods are infeasible for its
minimal embedding field (in the sense of Hitt [11]).
Let G1, G2 and T be cyclic groups of the same order admitting a non-degenerate bilinear
pairing e :G1 × G2 → T . For simplicity, here we assume that their order is a prime l. We also
assume the existence of a distortion map δ which is a feasibly computable group isomorphism
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isomorphism from T to G1 (such an isomorphism is now called the Verheul map). Then, we can
solve the computational Diffie–Hellman problem (CDHP) on T with O(log l) evaluations of f
and δ.
We can formulate other types of problems:
Fixed Pairing Inversion (FPI). For given P ∈ G1 and z ∈ T , find Q ∈ G2 satisfying
e(P,Q) = z.
Generalized Pairing Inversion (GPI). For given z ∈ T , find P ∈ G1 and Q ∈ G2 satisfying
e(P,Q) = z.
The first statement of these problems in the published literature is Joux [13], but their origins
are unknown. Galbraith, Hess and Vercauteren [7, Corollary 2] proved that we can solve CDHP
on G1 or G2 or T by solving FPI at most O(1) times where the O-constant is independent of
the group order l. For example, suppose Q,aQ,bQ ∈ G2 are given. By solving FPI, we can find
R ∈ G2 satisfying e(δ(aQ), bQ) = e(δ(Q),R). Then R = abQ, which is a solution to CDHP
(Q,aQ,bQ). Somehow, the result had not appeared in the literature before their work.
In spite of the importance of cryptographic consequences of pairing inversion problems, there
are few articles on the topic after Verheul [24]. Some attempts are the use of division polynomials
for polynomial interpolation of the Verheul maps (Satoh [20]), polynomial interpolation of the
Verheul map by the Eisenstein series (Satoh [21]), the eta pairing computation without the final
exponentiation (Galbraith, Ó hÉigeartaigh and Sheedy [8]), inverting the ate pairing computation
process (Galbraith, Hess and Vercauteren [7]).
Our method is quite different from the previous works. We introduce some notation to state
our main result in case of supersingular curves in characteristic two and three. (Formulae for
general curves are given in Section 4.) Let E be an elliptic curve. We denote the identity element
for its group structure by O. Take A ∈ E of order l. We write the group generated by A as G.
Then, there exist an elliptic curve E/G and a separable isogeny ϕG :E → E/G whose kernel
is G (Silverman [22, Proposition III.4.12]). We note that Vélu’s formula [23] gives an explicit
model of E/G. We denote the dual isogeny of ϕG by ϕ̂G. Throughout the paper, l is a prime not
less than 5 and μl stands for the group of the lth roots of unity.
Theorem 1. Let q be a power of 2 and let E be a supersingular elliptic curve given by Y 2 +
a3Y = X3 + a4X + a6 defined over Fq . For ω ∈ μl , put
VA(ω) :=
{O, ω = 1,
(xω, yω), ω = 1, (1)
where
xω := u2 + a
2
3
Ω2
(l−1)/2∑ Ω2n
(u1 − un)2 , (2)n=2
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2
2 + a4)
a3
(u4 + u2)+ v2 + ω
4a3
Ω4
+ a3(u
2
2 + a4)
Ω4
(l−1)/2∑
n=2
Ω4n
(u2 − u2n)2 +
a33
Ω4
(l−1)/2∑
n=1
Ω4n
(u2 − u2n)3 ,
Ωn := ωn +ω−n and nA = (un, vn). (3)
Then the following holds:
(1) The map VA is an injective group homomorphism from μl to (E/G)[l].
(2) For B ∈ (E/G)[l]−Ker ϕ̂G, we have el(B,Vϕ̂G(B)(ω)) = ω, where el is the lth Weil pairing.
In other words, Vϕ̂G(B) gives a solution to FPI for the Weil pairing on E/G.
Theorem 2. Let q be a power of 3 and let E be a supersingular elliptic curve given by Y 2 =
X3 + a4X + a6. Let Y 2 = X3 + a˜4X + a˜6 be the Weierstrass model of E/G given by Velu’s
formula. For ω ∈ μl , put
xω := 1
la4
(
−u32 − a˜6 +
v31
Ω−3
(l−1)/2∑
n=2
v3nΩ
−
3n
(u3n − u31)2
)
(4)
and
yω :=
(
−a4Ω
+
1
v1Ω
−
1
+ v1
Ω−1
(l−1)/2∑
n=2
Ω+n
un − u1
)3
, (5)
where
Ω±n = ωn ±ω−n.
Then VA defined as (1) satisfies the same statements as in Theorem 1.
Although such results do not imply difficulty of the Weil pairing inversion, they may be re-
garded as further circumstantial evidences of the difficulty of the Weil pairing inversion. At least,
we need to verify that straightforward evaluation of such an explicit formula does not work. For
the finite field DLP, this is verified by Wells [26], Niederreiter [19], Mullen and White [18].
However the problem becomes very difficult when elliptic curves are concerned. Lange and
Winterhof [14] developed a technique using division polynomials to obtain a bound of the de-
gree of polynomial interpolation for ECDLP and elliptic EC-CDHP. This method is applied to
Verheul map construction (Satoh [20]) and the bilinear Diffie–Hellman problem (Blake and Gare-
falakis [2]). Although the technique is applicable to various problems, it seems not to obtain
information other than degree bounds.
Our method is related to the Kummer theory. In fact, we first construct our Weil pairing
inversion map for arbitrary elliptic curves over any perfect field in terms of a zero of a rational
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Explicitly, the action is defined by
G× ka(E)  (P,f ) → f ◦ sP ∈ ka(E), (6)
where sP (Q) := Q + P , the shift by P operator. The fixed field ka(E)G is isomorphic to
ka(E/G) and the group G is canonically isomorphic to the Galois group of the cyclic exten-
sion ka(E)/ka(E)G (see e.g. Silverman [22, Theorem III.4.10]). For f ∈ ka(E), we form its
Lagrange resolvent fω,A(P ) :=∑l−1n=0 ωnf (P −nA). (See e.g. Escofier [5, Section 10.6] for ba-
sic properties of the Lagrange resolvent.) Then A acts on fω,A, under the action defined by (6),
as a multiplication by ω:
fω,A ◦ sA = ωfω,A.
Hence f lω,A is G-invariant and corresponds to a rational function f˜ω,A of ka(E/G). We choose
f so that f˜ω,A has only one zero. We call this zero VA(ω). We will prove that VA is an injective
group homomorphism from μl to (E/G)[l] in Lemma 6. Then we will prove that it in fact
gives a Weil pairing inversion map in Theorem 8. Obtaining an explicit formula is another thing.
Recall that VA(ω) is characterized as the unique zero of a rational function f˜ω,A on the quotient
curve E/G. We use formal groups to obtain formulae for VA(ω) without an explicit formula
for f˜ω,A.
The rest of paper is organized as follows. In Section 2, we summarize basic properties of the
Weil pairing. In Section 3, we construct our Weil pairing inversion map and study its properties
which can be proved without referring to a model of the elliptic curve. In Section 4, we obtain
a set of explicit formulae by which VA(ω) is expressed explicitly. For supersingular curves over
fields of characteristic two or three, we can simplify the formulae further. This is performed in
Sections 5 and 6 which prove Theorems 1 and 2, respectively.
2. The Weil pairing
In this section, we summarize some properties of the Weil pairing. Let n be a positive integer.
Following Weil [25, Section XI, Proposition 32], we define the nth Weil pairing (in the situation
of elliptic curves) as follows. Let E be an elliptic curve and let Δ be a divisor on E such that
nΔ is principal. We denote the n-times map on E by nE . There exist two functions fΔ and gΔ
satisfying
div(fΔ) = nΔ and fΔ ◦ nE = gnΔ. (7)
Then, for A ∈ E[n] and P ∈ E, the quotient
en(A,Δ) := gΔ(P +A)/gΔ(P )
is independent of P (as long as the right-hand side is defined) and is an nth root of unity. For
B ∈ E[n], the divisor n([B] − [O]) is principal. In this setting, we define
en(A,B) := en
(
A, [B] − [O])= gB(P +A), (8)gB(P )
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a divisor are clearly distinguished. The pairing en is now called the nth Weil pairing on E[n].
This definition coincides with Silverman [22, Section III.8]. It is proved by Weil [25, No 77] that
en(A,B) = fB([P ] − [P −A])
fA([P ] − [P −B]) (9)
for any P ∈ E for which the right-hand side is defined. Take Q ∈ E so that 2Q = A − B .
Substituting P by A−Q (= B +Q) in (9), we have
en(A,B) = f[B+Q]−[Q]([A] − [O])
f[A]−[O]([B +Q] − [Q])
in case of A = ±B . Let ∼ stand for linear equivalence. For any DA ∈ Div(E) and DB ∈
Div(E) satisfying DA ∼ [A] − [O], DB ∼ [B] − [O] and suppDA ∩ suppDB = ∅, we see that
fDB (DA)/fDA(DB) is independent of the choice of DA and DB by using the Weil reciprocity
law. Thus,
en(A,B) = fDB (DA)/fDA(DB) (10)
for any DA and DB defined as above and in particular,
en(A,B) = f[B+U ]−[U ]([A] − [O])
f[A]−[O]([B +U ] − [U ]) =
fB([A−U ] − [−U ])
fA([B +U ] − [U ]) (11)
for any U ∈ E such that the right-hand side is defined. In case of A = ±B , we can easily ver-
ify (11) and hence (10). Another elementary proof of (11) can be found in Hess [9, Theorem 4].
Howe [12] gives a proof of (10) in context of the Jacobian varieties of curves. Using (11) and the
Miller algorithm [16,17], we can evaluate the Weil pairing quite efficiently. See e.g. Galbraith [6]
for details on implementation.
Note that in many articles and textbooks in elliptic curve cryptography, the Weil pairing is
defined to be
e˜n(A,B) := fDA(DB)/fDB (DA).
Clearly, the two definitions are related by e˜n = 1/en. (Note that two major textbooks Silverman
[22, Exercise 3.16(c)] and Blake et al. [3, Section III.5] incorrectly state that en = e˜n.) In case
that a reader wants to check the formula in Sections 4 and 5 by numerical examples, caution is
in order.
3. Construction of the Weil pairing inversion map
In this section, we study properties of our Weil pairing inversion map which can be proved
without referring to a model of an elliptic curve. Let k be any perfect field. Let E be an elliptic
curve defined over k. We choose and fix a k-rational local parameter τ at O. Let l be an odd
prime different from char(k). We denote by LP,Q the rational function uniquely determined by
div(LP,Q) = [P ] + [Q] + [−P −Q] − 3[O] and lc(LP,Q) = 1. (12)
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let G be the cyclic group generated by A. Recall that there exists an elliptic curve E˜ (unique up to
isomorphism) and a separable isogeny ϕG :E → E˜ of degree l satisfying KerϕG = G (Silverman
[22, Proposition III.4.12]). Moreover G is canonically isomorphic to Gal(ka(E)/ϕ∗G(ka(E˜))) by
P → s∗P for P ∈ G [22, Theorem III.4.10]. For ω ∈ μl ⊂ ka, put
Fω,A :=
l−1∑
n=0
ωn
LA,−A ◦ s−nA . (13)
This is nothing but the Lagrange resolvent of 1
LA,−A for the cyclic extension k
a(E)/ϕ∗G(ka(E˜)).
Therefore (or by a straightforward computation),
Fω,A ◦ sA = ωFω,A (14)
which plays an important role in our construction. Eq. (14) implies that F lω,A is G invariant.
Since ϕ∗G is a field isomorphism from ka(E˜) to ka(E)G, defining a rational function by
F˜ω,A := ϕ∗−1G
(
F lω,A
) ∈ ka(E˜) (15)
makes sense.
Lemma 3. Let ω ∈ μl .
(1) In case of ω = 1, the function F˜ω,A has only one zero, which is denoted by VA(ω). (Note that
VA(ω) ∈ E˜.) It holds that div(F˜ω,A) = l([VA(ω)] − [O]) and that VA(ω) =O.
(2) In case of ω = 1, the function F˜1,A is a constant function.
Proof. Note that div(LA,−A) = [A] + [−A] − 2[O] and that LA,−A = LA,−A ◦ (−1)E where
nE stands for the n-times map on E for n ∈ Z. By the definition (13), the function Fω,A has at
most simple poles at points of G and is regular outside of G. The rational functions τ ◦ sA and
τ ◦ s−A are local parameters at −A and A, respectively. Let LA,−A =∑∞n=1 bn(τ ◦ sA)n and
LA,−A =∑∞n=1 b′n(τ ◦ s−A)n be power series expansions of LA,−A with respect to these local
parameters. Since τ ◦ (−1)E = −τ + cτ 2 + O(τ 3) with some c ∈ k (for the sake of Remark 5
below, we compute the first two terms),
LA,−A ◦ (−1)E =
∞∑
n=1
bn
(
τ ◦ sA ◦ (−1)E
)n
= −b1(τ ◦ s−A)+ (cb1 + b2)(τ ◦ s−A)2 +O
(
(τ ◦ s−A)3
)
while
LA,−A ◦ (−1)E = LA,−A =
∞∑
n=1
b′n(τ ◦ s−A)n.
Thus, b′ = −b1, b′ = cb1 + b2 and therefore1 2
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LA,−A ◦ s−A +
ω−1
LA,−A ◦ sA =
ω∑∞
n=1 bnτn
+ ω
−1∑∞
n=1 b′nτn
= ω −ω
−1
b1
τ−1 + (ω +ω
−1)b2 + cb1ω−1
b21
+O(τ). (16)
In the case ω = 1, the above formula implies that F1,A is regular at O. Moreover F1,A itself is
G-invariant by (14) with ω = 1. Hence F1,A has no pole at all and it must be a constant function.
Assume ω = 1 in the rest of the proof. Since l is odd, ω = 1 implies that ω = ω−1. Hence
Fω,A has a simple pole at O. In particular, Fω,A is a non-constant function. Let R be a zero
of Fω,A. Then (14) implies that R + nA for 0 n < l are also zeros of Fω,A. However, the sum
of orders of all the poles of Fω,A is not greater than l. Since the degree of a divisor of a rational
function is zero, R + nA for 0 n < l are all the zeros of Fω,A and each point in G must be a
simple pole of Fω,A. Hence
div(Fω,A) =
l−1∑
n=0
([R + nA] − [nA])
and since ϕG is separable,
div(F˜ω,A) = div
(
ϕ∗−1G F
l
ω,A
)= l([ϕG(R)]− [O]). (17)
In particular, F˜ω,A has the unique zero ϕG(R). We denote it by VA(ω). Since F˜ω,A has a pole at
every point of G, we have R /∈ G and VA(ω) = ϕG(R) =O. 
We define VA(1) :=O. Thus, we have defined the map VA from μl to E˜.
Remark 4. In fact, VA depends on the choice of ϕG even if we specify the Weierstrass equation
of E˜. However, we will not write ϕG explicitly to ease notation.
Remark 5. In the case when F1,A is a non-zero constant function, we can define VA by the
single formula div(F˜ω,A) = l([VA(ω)] − [O]), which implies that VA(1) = O. However, we
need to define VA(1) separately because F1,A can be a constant function of value 0. Indeed,
let E be a supersingular curve over a field of characteristic two given by the Weierstrass equation
Y 2 + a3Y = f (X) with degX f (X) = 3. Take τ := ξ/η as a local parameter at O. Then, τ ◦
(−1)E = τ +O(τ 3) (cf. Silverman [22, Section IV.1]). Hence(
1
LA,−A ◦ s−A +
1
LA,−A ◦ sA
)
(O) = 0
by (16). Hence F1,A(O) = 0 and thus F˜1,A(O) = 0.
Lemma 6. The map VA is an injective group homomorphism from μl to E˜[l].
750 T. Satoh / Finite Fields and Their Applications 14 (2008) 743–765Proof. Let ω ∈ μl and z ∈ μl . Since we defined VA(1) =O, it is sufficient to show VA(zω) =
VA(z) + VA(ω) for the case z = 1 and ω = 1. Using (14), we see that Fzω,AFz,AFω,A is a G-invariant
function. Indeed, (
Fzω,A
Fz,AFω,A
)
◦ sA = zωFzω,A
zFz,AωFω,A
= Fzω,A
Fz,AFω,A
.
On the other hand,
divϕ∗−1G
((
Fzω,A
Fz,AFω,A
)l)
= div
(
F˜zω,A
F˜z,AF˜ω,A
)
= l([VA(zω)]− [O])− l([VA(z)]− [O])− l([VA(ω)]− [O]).
However, Div(E˜) is a free abelian group. Thus,
divϕ∗−1G
(
Fzω,A
Fz,AFω,A
)
= [VA(zω)]− [VA(z)]− [VA(ω)]+ [O].
Since this is a principal divisor, we have VA(zω) = VA(z) + VA(ω) (see e.g. Silverman [22,
Corollary III.3.5]). Since μl is of order l, the group homomorphism VA maps μl to E˜[l]. Since
l is a prime, injectivity of VA(ω) is a consequence of VA(ω) = 1 for ω = 1, which is already
shown in Lemma 3(1). 
Before we proceed, we note that A and mA with an integer m prime to l generate the same
group. We use the same ϕG in constructing VmA for all such m as the one we used in the con-
struction of VA.
Lemma 7. Let m be an integer not divisible by l. For any A ∈ E[l] and ω ∈ μl ,
VmA(ω) = m−1VA(ω).
Here, m−1 stands for the inverse in Fl .
Proof. In case of ω = 1, the assertion is obvious. Otherwise, observe that the function F
m
ω,A
F
ωm
2
,mA
is a G-invariant rational function on E. We see
div
(
ϕ∗−1G
(
Fmω,A
F
ωm
2
,mA
))
= m([VA(ω)]− [O])− ([VmA(ωm2)]− [O]). (18)
Thus, VmA(ωm
2
) = mVA(ω) and our assertion follows from Lemma 6. 
Theorem 8. Let B ∈ E˜[l] − Ker ϕ̂G where ϕ̂G is the dual isogeny of ϕG. Then
el
(
B,Vϕ̂G(B)(ω)
)= ω
for any ω ∈ μl .
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tion (15), we have F lω,A = ϕ∗G(F˜ω,A) = F˜ω,A ◦ ϕG. Composing ϕ̂G from right, we have
(Fω,A)
l ◦ ϕ̂G = (Fω,A ◦ ϕ̂G)l = F˜ω,A ◦ lE˜ .
Observe that ϕG(ϕ̂G(B)) = lB = O. Hence ϕ̂G(B) ∈ KerϕG = G. By the assumption B /∈
Ker ϕ̂G, there exists an integer m such that ϕ̂G(B) = mA and that m is not divisible by l. By
Lemma 3(1) and the definitions (7) and (8) of the Weil pairing,
el
(
B,VA(ω)
)= (Fω,A ◦ ϕ̂G)(X +B)
(Fω,A ◦ ϕ̂G)(X) =
Fω,A(ϕ̂G(X)+mA)
Fω,A(ϕ̂G(X))
for any X ∈ E˜ at which the right-hand side is defined. Since ϕ̂G is surjective, such an X cer-
tainly exists. Noting (14), we obtain el(B,VA(ω)) = ωm. By Lemma 7, Vϕ̂G(B)(ω) = m−1VA(ω).
By bilinearity of the Weil pairing, el(B,Vϕ̂G(B)(ω)) = el(B,VA(ω))1/m, which completes the
proof. 
Theorem 9. Let σ ∈ Gal(ka/k) and ω ∈ μl − {1}. Put
F˜σ,ω,A := σ(ϕG)∗−1
(
F lω,σ (A)
)
and let Vσ,A(ω) be the unique zero of F˜σ,ω,A. (That is, Vσ,A is Vσ(A) constructed with σ(ϕG) as
a canonical map E → σ(E˜) ∼= E/σ(G).) Then, σ(VA(ω)) = Vσ,A(σ (ω)).
Proof. By (12), we see σ(LA,−A) = Lσ(A),−σ(A). Therefore
Fσ(ω),σ (A) =
l−1∑
n=0
σ(ωn)
Lσ(A),−σ(A) ◦ s−nσ(A) =
l−1∑
n=0
σ(ωn)
σ (LA,−A ◦ s−nA) = σ(Fω,A),
F lσ (ω),σ (A) = σ
(
F lω,A
)
,
F˜σ,σ (ω),A ◦ σ(ϕG) = σ(F˜ω,A ◦ ϕG),
F˜σ,σ (ω),A = σ(F˜ω,A).
Evaluating the last equality at σ(VA(ω)), we obtain F˜σ,σ (ω),A(σ (VA(ω))) = σ(F˜ω,A(VA(ω))) = 0.
Hence σ(VA(ω)) = Vσ,A(σ (ω)) by the uniqueness of a zero of F˜σ (ω),σ,A. 
Corollary 10. Let K/k be algebraic extension. Assume that G is defined over K . Then,
σ(VA(ω)) = Vσ(A)(σ (ω)) for σ ∈ Gal(ka/K) and ω ∈ μl .
Example 11. Let E be an elliptic curve defined over Fq . Assume that l|#E(Fq) and that [Fq(μl) :
Fq ] > 1. Assume moreover l  [Fq(μl) : Fq ]. We denote the qth power Frobenius map by πq . Of
course, πq(ω) = ωq for ω ∈ μl . As a two-dimensional Fl vector space, E[l] has two eigenspaces
of πq with eigenvalues 1 and q . Let Λλ(E) be the eigenspace with eigenvalue λ. So, Λ1(E) =
E[l](Fq) while Λq(E) is the trace zero subgroup of E[l], i.e. (Ker TrE(Fq (μl))/E(Fq )) ∩ E[l].
(See e.g. Galbraith [6, Section IX.7.4] for details.) In case of A ∈ Λ1(E), we have πq(A) = A, so
752 T. Satoh / Finite Fields and Their Applications 14 (2008) 743–765πq(VA(ω)) = qVA(ω). Hence VA(ω) ∈ Λq(E/Λ1(E)). On the other hand, in case of A ∈ Λq(E),
we have πq(A) = qA, so πq(VA(ω)) = VA(ω). Hence VA(ω) ∈ Λ1(E/Λq(E)). We note that
E/Λ1(E) and E/Λq(E) are different in general.
Remark 12. Under the circumstance of Example 11, take A from E(Fq) − {O} and put E˜ :=
E/Λ1(E). In their article [10], Hess, Smart and Vercauteren defined the ate pairing which can be
computed more efficiently than the Tate pairing. However, the ate pairing on E˜ is defined only
on Λq(E˜) × Λ1(E˜). Although we have constructed the Verheul map VA ∈ Hom(μl,Λq(E˜)), it
is not clear how to obtain an inversion map for the ate pairing or the Tate pairing. The reason is
as follows. Put N := #Fq(μl) and take X ∈ E˜. By Lemma 3(1), we see that(
F˜ω,A(Q+X)/F˜ω,A(X)
)(N−1)/ l (19)
gives the reduced Tate pairing of Q ∈ E˜(Fq) and VA(ω) ∈ E˜[l] as long as (19) is defined. In the
case of the Weil pairing, Fω,A and F˜ω,A gave the Weil pairing on E, whereas in the case of the
Tate pairing, they give the Tate pairing on E˜. We cannot utilize (14) to obtain a relation between
F˜ω,A(Q+X) and F˜ω,A(X) since ϕG annihilates G = 〈A〉.
4. Closed formulae
In this section, we derive closed formulae for VA. In order to do so, we need to specify E,
E˜ and ϕG explicitly to obtain desired formulae. We keep notation used in the previous section
unless otherwise noted. For any object a on E (e.g., function, constant, etc.) we write a˜ for
the corresponding object on E˜ where there is fear of confusion. We assume that l  5 in what
follows. We consider an elliptic curve E given by the long Weierstrass model
Y 2 + a1XY + a3Y = X3 + a2X2 + a4X + a6.
We denote the X and Y coordinate functions by ξ and η, respectively. We use τ := −ξ/η as a
local parameter at O. Under this choice,
ξ = τ−2 − a1τ−1 − a2 − a3τ +O
(
τ 2
)
, (20)
η = −τ−3 + a1τ−2 + a2τ−1 + a3 +O(τ). (21)
We use the elliptic curve E˜ and the canonical map ϕG explicitly given by Vélu’s formula [23].
In particular, E˜ is given by
E˜: Y 2 + a1XY + a3 = X3 + a2X2 + a˜4X + a˜6
with some a˜4, a˜6 ∈ ka and ϕG satisfies
τ˜ ◦ ϕG = τ +O
(
τ 5
)
, (22)
where τ˜ := −ξ˜ /η˜ is a local parameter of E˜ at O.
One possible way to obtain VA(ω) (which is the unique zero of F˜ω,A) is as follows. Using (13),
we can express Fω,A as a rational function of ξ and η explicitly. Vélu’s formula gives some
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equation of E˜ produces a polynomial equation on the X-coordinate of VA(ω) since VA(ω) is
a point on E˜. This equation must have only one root and thus the first two coefficients will
be sufficient to obtain the X-coordinate of VA(ω). However, in order to reduce the amount of
computation, we proceed differently. Key observation is that Fω,AFω−1,A and F 2ω,A/Fω4,2A are
G-invariant. By the same method as in the proof of Lemma 6, we see
div
(
ϕ∗−1G (Fω,AFω−1,A)
)= [VA(ω)]− [O] + [VA(ω−1)]− [O]
= div(LVA(ω),−VA(ω))
and
div
(
ϕ∗−1G
(
F 2ω,A
Fω4,2A
))
= 2([VA(ω)]− [O])− [2VA(ω)]+ [O]
= div
(
LVA(ω),VA(ω)
L2VA(ω),−2VA(ω)
)
.
Hence there exist constants cξ and ct satisfying
Fω,AFω−1,A = cξLVA(ω),−VA(ω) ◦ ϕG, (23)
F 2ω,A
Fω4,2A
= ct ·
(
LVA(ω),VA(ω)
L2VA(ω),−2VA(ω)
)
◦ ϕG. (24)
Then (13) gives the Laurent expansion of the left-hand sides while (22) easily gives the first few
terms of the Laurent expansion of the right-hand sides with respect to τ .
Lemma 13. Define the rational function t on E by
t := 3ξ
2 + 2a2ξ + a4 − a1η
2η + a1ξ + a3 .
(Intuitively, t (Q) is a slope of the tangent line at Q ∈ E.) Then, for Q ∈ E −E[2], we have
1
LQ,−Q
= τ 2(1 + a1τ + (a21 + a2 + ξ(Q))τ 2
+ (a31 + a3 + 2a1a2 + 2a1ξ(Q))τ 3 +O(τ 4)), (25)
LQ,Q = τ−3 +
(
t (Q)− a1
)
τ−2 − (a1t (Q)+ a2)τ−1
+ η(Q)− t (Q)ξ(Q) − a2t (Q)− a3 +O(τ). (26)
Proof. First, we note that t is regular at Q under the condition Q /∈ E[2]. Under the normaliza-
tion condition (12), we see that LQ,−Q = ξ − ξ(Q) and that LQ,Q = −η + t (Q)(ξ − ξ(Q)) +
η(Q). Our assertions immediately follow from (20) and (21) and
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for any constants λ and ν. 
Proposition 14. Assume that the Laurent expansions of Fω,A, Fω−1,A and Fω2,4A are Fω,A =∑∞
m=−1 fmτm, Fω,A =
∑∞
m=−1 f ′mτm and Fω4,2A =
∑∞
m=−1 gmτm, respectively. Let t˜ be a ra-
tional function on E˜ defined as t (with a4 being replaced with a˜4). Then, we have
ξ
(
VA(ω)
)= −( f1
f−1
+ f0
f−1
· f
′
0
f ′−1
+ f
′
1
f ′−1
− a2
)
(28)
and
t˜
(
VA(ω)
)= 2f0
f−1
− g0
g−1
. (29)
In the case of char(k) = 2,
η
(
VA(ω)
)+ g0
g−1
ξ
(
VA(ω)
)= g0g1
g2−1
+ a1
(
g20
g2−1
+ a1g0
g−1
+ a2
)
+ g2
g−1
. (30)
Proof. Put W := VA(ω) for simplicity. By (20), we see that (23) implies(
f−1τ−1 + f0 + f1τ +O
(
τ 2
))(
f ′−1τ−1 + f ′0 + f ′1τ +O
(
τ 2
))
= cξ
(
τ−2 − a1τ−1 −
(
a2 + ξ(W)
)+O(τ)).
Comparing the coefficients of τ−2, we have cξ = f−1f ′−1. Then comparing the constant terms,
we obtain (28). By the preceding lemma and (22), we see
LW,W
L2W,−2W
◦ ϕG = τ−1 + t˜ (W)+ ξ(2W)τ
+ (η(W)− t˜ (W)ξ(W)+ t˜ (W)ξ(2W)+ a1ξ(2W))τ 2 +O(τ 3). (31)
On the other hand,
F 2ω,A = f 2−1τ−2 + 2f−1f0τ−1 + f 20 + 2f1f−1 + 2(f0f1 + f−1f2)τ +O
(
τ 2
)
,
F−1
ω4,2A =
1
g−1
τ − g0
g2−1
τ 2 +
(
g20
g3−1
− g1
g2−1
)
τ 3 +
(
− g
3
0
g4−1
+ 2g0g1
g3−1
− g2
g2−1
)
τ 4 +O(τ 5).
Therefore,
F 2ω,A
Fω4,2A
= f
2−1
g−1
τ−1 +
(
2f−1f0
g−1
− g0f
2−1
g2−1
)
+C1τ +C2τ 2 +O
(
τ 3
) (32)
with
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2
0 + 2f1f−1
g−1
− g1f
2−1 + 2g0f−1f0
g2−1
+ g
2
0f
2−1
g3−1
,
C2 := 2(f0f1 + f−1f2)
g−1
− f
2
0 g0 + 2f1f−1g0 + 2f0f−1g1 + g2f 2−1
g2−1
+ 2(f−1f0g
2
0 + g0g1f 2−1)
g3−1
− g
3
0f
2−1
g4−1
.
Thus, the value of ct in (24) is f
2−1
g−1 and comparing coefficients of same degree terms in (31) and(32), we obtain (29) and
ξ(2W) = f
2
0
f 2−1
+ 2f1
f−1
− g1
g−1
− 2g0f0
g−1f−1
+ g
2
0
g2−1
. (33)
Now assume char(k) = 2. Many terms in the expression of C2 vanish and we see
η(W)− t˜ (W)ξ(W)+ t˜ (W)ξ(2W)+ a1ξ(2W) = f
2
0 g0
f 2−1g−1
+ g2
g−1
+ g
3
0
g3−1
.
This and (29) and (33) yield
η(W)+ g0
g−1
ξ(W) = g0g1
g2−1
+ a1ξ(2W)+ g2
g−1
. (34)
Since we are working over a field of characteristic two, we see that
ξ(2W) = t˜ (W)2 + a1 t˜ (W)+ a2 =
(
g0
g−1
)2
+ a1 g0
g−1
+ a2.
This and (34) give (30). 
Proposition 15. The first four coefficients in the Laurent expansion Fω,A =∑∞m=−1 fmτm are
given by
f−1 = − Ω
−
1
2v1 + a1u1 + a3 ,
f0 = −Ω
+
1 t (A)+ a1ω−1
2v1 + a1u1 + a3 +
(l−1)/2∑
n=2
Ω+n
un − u1 ,
f1 = − Ω
−
1 u2
2v1 + a1u1 + a3 +
(l−1)/2∑
n=2
dnΩ
−
n
un − u1 ,
f2 = 1 − Ω
+
1 (v1 + t (A)(u2 − u1))+ a3ω−1 + a1u2ω
2v1 + a1u1 + a3 −
(l−1)/2∑ dn(λnΩ+n + a1ω−n)
un − u1 ,
n=2
756 T. Satoh / Finite Fields and Their Applications 14 (2008) 743–765where
Ω+n := ωn +ω−n, Ω−n := ωn −ω−n,
un := ξ(nA), vn := η(nA),
dn := 2vn + a1un + a3
un − u1
for n ≡ 0 mod l and λn := vn+1−vn−1un+1−un−1 for n ≡ 0,±1 mod l. (Since l  5, both (n − 1)A and
(n+ 1)A are not O and the definition of λn makes sense.)
Proof. Recall that Fω,A = 1LA,−A +
∑(l−1)/2
n=1 In, where
In := ω
n
LnA,−nA ◦ s−nA +
ω−n
LnA,−nA ◦ snA .
First we compute In for n ≡ 0,±1 mod l. Observe that
div
(
1
LA,−A ◦ s−nA
)
= div
(
LnA,nA
L(n+1)A,(n−1)A
)
.
By (12),
L(n+1)A,(n−1)A = −η + λn(ξ − un−1)+ vn−1,
LnA,nA = −η + t (nA)(ξ − un)+ vn.
Using (27), we see
LnA,nA
L(n+1)A,(n−1)A
= 1 + (t (nA)− λn)τ − λn(t (nA)− λn)τ 2 +O(τ 3).
On the other hand, (
1
LA,−A
◦ s−nA
)
(O) = 1
ξ(nA)− ξ(A) =
1
un − u1 .
Therefore, we obtain
1
LA,−A ◦ s−nA =
1
un − u1
LnA,nA
L(n+1)A,(n−1)A
.
For n ≡ 0,±1 mod l, we have
λ−n = (−vn−1 − a1un−1 − a3)− (−vn+1 − a1un+1 − a3)−(un+1 − un−1) = −λn − a1.
Note also
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2
n + 2a2un + a4 − a1(−vn − a1un − a3)
2(−vn − a1un − a3)+ a1un + a3 = −t (nA)− a1
for n ≡ 0 mod l. Therefore
t (−nA)− λ−n = −
(
t (nA)− λn
)
. (35)
Thus we obtain
(l−1)/2∑
n=2
In =
(l−1)/2∑
n=2
Ω+n
un − u1 +
(
(l−1)/2∑
n=2
(t (nA)− λn)Ω−n
un − u1
)
τ
−
(
(l−1)/2∑
n=2
(t (nA)− λn)(λnΩ+n + a1ω−n)
un − u1
)
τ 2 +O(τ 3). (36)
Showing t (nA)− λn = dn is straightforward but laborious work. We see
un+1 − un−1 = − (2v1 + a1u1 + a3)(2vn + a1un + a3)
(un − u1)2 ,
vn+1 − vn−1 = −
(
vn − v1
un − u1 + a1
)
(un+1 − un−1)+ (2v1 + a1u1 + a3)(un−1 − un)
un − u1 ,
and hence
λn = −
(
vn − v1
un − u1 + a1 +
(un−1 − un)(un − u1)
2vn + a1un + a3
)
.
Using these formulae, we obtain
(un − u1)(2vn + a1un + a3)
(
t (nA)− λn
)
= 3v2n + 3(a1un + a3)vn + u3n +
(
a21 + a2
)
u2n + (2a3a1 + a4)un
+ v21 + (u1a1 + a3)v1 − u31 − a2u21 − a4u1 + a23 .
Because nA and A are points on E, we can eliminate terms containing u3n and u31 in the last
formula. Then,
t (nA)− λn = 4v
2
n + 4(a1un + a3)vn + a21u2n + 2a3a1un + a23
(un − u1)(2vn + a1un + a3) .
Factoring the numerator, we obtain
t (nA)− λn = dn. (37)
Now we compute the Laurent expansion of I1. This time we obtain
div
(
1
)
= div
(
L±A,±A
)
.LA,−A ◦ s∓A L2A,−2A
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1
LA,−A ◦ s∓A(∓A) =
1
u2 − u1 and
L±A,±A(∓A)
L2A,−2A(∓A) =
±(2v1 + a1u1 + a3)
u1 − u2 .
Therefore,
2v1 + a1u1 + a3
LA,−A ◦ s∓A = ∓1
L±A,±A
L2A,−2A
= ∓1(τ−1 + t (±A)+ u2τ + (v±1 + t (±A)(u2 − u1)+ a1u2)τ 2 +O(τ 3))
by (26). Eventually we obtain
−(2v1 + a1u1 + a3)I1 = Ω−1 τ−1 +Ω+1 t (A)+ a1ω−1 +Ω−1 u2τ
+ (Ω+1 (v1 + t (A)(u2 − u1))+ a3ω−1 + a1u2ω)τ 2 +O(τ 3).
Summing up this, (25) with Q = A and (36) with (37) complete the proof. 
Remark 16. Put, as before, W := VA(ω) for simplicity. Assume that 2t˜ (W) + a1 = 0. This is
equivalent to
6ξ(W)2 + (4a2 + a21)ξ(W)+ 2a˜4 + a1a3 = 0. (38)
Unless E˜ is a supersingular curve over a field of characteristic two, there are at most four points
on E˜ − E˜[2] which do not satisfy (38). Then, (29) and the definition of t˜ give
η(W) = 3ξ(W)
2 + 2a2ξ(W)+ a˜4 − t˜ (W)(a1ξ(W)+ a3)
2t˜ (W)+ a1 . (39)
Alternatively, we can compare the coefficients of τ 2 in (31) and (32), as we did for curves over
fields of characteristic two. This produces a longer formula for η(W) but it gives η(W) with-
out any restriction like (38). In either way, these formulae and Propositions 14 and 15 give an
explicit formula for VA(ω) by straightforward computation. However, unlike the case of super-
singular curves over a field of characteristic two or three (which we will see in the following
sections), the resulting formula is very long. Expressing VA(ω) in terms of fm and gm seems to
be adequate.
Remark 17. The following formulae will be needed for numerical verification of our formulae.
Take P ∈ E[l] − G. Then, ϕG(P ) generates ImϕG which is equal to Ker ϕ̂G. Vélu’s formula
gives an elliptic curve Ê and a separable isogeny ψ : E˜ → Ê with Kerψ = Ker ϕ̂G. In general,
the Weierstrass equation of Ê is different from that of E and even if they coincide, ψ is not
equal to ϕ̂G. However, Ê is isomorphic to E and there is an isomorphism g : Ê → E satisfying
ϕG = g ◦ψ . As is well known, g is of the form
g(x, y) = (γ 2x + γ2, γ 3y + γ 2γ1x + γ3)0 0 0
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ϕG and (22). Using formal group law on E (see e.g. Silverman [22, Section 4.1]), we see how
nE for n ∈ Z is expanded by induction on n. Comparing coefficients of the Laurent expansion
with respect to τ , we obtain
γ−10 = l,
γ1γ
−2
0 = −
l(l − 1)
2
a1,
γ 21 + γ2
γ 30
= l(l − 1)(l − 2)
6
a21 −
(l + 1)l(l − 1)
3
a2,
γ 31 + γ3 + γ1γ2 + a1γ0γ2
γ 40
= − l(l − 1)(l − 2)(l − 3)
24
a31
+ (2l − 3)(l + 1)l(l − 1)
6
a1a2 − l
4 − l
2
a3.
These relations give values of γi for 0 i  3.
5. Supersingular curves over fields of characteristic two
This section is devoted to a proof of (2) and (3) in Theorem 1. Thus, we limit ourselves to
consider supersingular elliptic curves over fields of characteristic two. Since Ω+n = Ω−n , we write
them as Ωn for simplicity. Without loss of generality, we may assume that a1 = a2 = 0.
Proof of Theorem 1. By Vélu’s formula[23], we see a˜4 = a4. It is easy to obtain the following
formulae:
t (A) = u
2
1 + a4
a3
,
dn = a3
un − u1 ,
f−1 = Ω1/a3 = f ′−1,
f0 = Ω1
a3
· u
2
1 + a4
a3
+
(l−1)/2∑
n=2
Ωn
un − u1 = f
′
0,
f1 = Ω1u2
a3
+ a3
(l−1)/2∑
n=2
Ωn
(un − u1)2 = f
′
1.
In fields of characteristic two, (28) becomes
ξ
(
VA(ω)
)= (f0/f−1)2 = (u21 + a4
a3
)2
+ a
2
3
Ω2
(l−1)/2∑ Ω2n
(un − u1)2 .n=2
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u2 =
(
u21 + a4
a3
)2
.
This proves (2). Then
f1
f−1
=
Ω1u2/a3 +∑(l−1)/2n=2 Ωna3(un−u1)2
Ω1/a3
= ξ(VA(ω1/2)).
By Lemmas 6 and 7,
g1
g−1
= ξ(V2A(ω2))= ξ(VA(ω)).
On the other hand, (34) gives
η
(
VA(ω)
)= g2
g−1
.
Now we need an explicit formula for λn. Note that
un−1 − un =
(
vn + v1 + a3
un − u1
)2
− un − u1 − un = v
2
n + v21 + a23
(un − u1)2 − u1.
By straightforward computations, we see that
λn = vn + v1
un − u1 +
( v2n+v21+a23
(un−u1)2 − u1
)
(un − u1)
a3
= u
2
n + u21 + a4
a3
+ a3
un − u1 −
u21
a3
and
f2 = Ω1(v1 + t (A)(u2 − u1))
a3
+ 1 +ω−1
−
(l−1)/2∑
n=2
Ωn
(
1 + a4 + u
2
1
(un − u1)2 +
a23
(un − u1)3
)
.
Note that
1 +ω−1 +
(l−1)/2∑
n=1
Ωn = ω.
Therefore
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g−1
= v2 + t (2A)(u4 − u2)+ ω
4a3
Ω4
+ a3(a4 + u
2
2)
Ω4
(l−1)/2∑
n=2
Ω4n
(un − u1)2
+ a
3
3
Ω4
(l−1)/2∑
n=2
Ω4n
(un − u1)3 .
This completes the proof of (3). 
6. Supersingular curves over fields of characteristic three
In the previous section, we showed that the Weil pairing inversion formula is simpler for a
supersingular curve in characteristic two. One of the main reasons is the simple doubling formula
for that case. For supersingular curves in characteristic three, the point tripling formula is of also
simpler form. This fact is used in Duursma and Lee [4] to obtain the efficient pairing computation
algorithm. Moreover, among supersingular elliptic curves, the embedding degree 6 is attained
only in the case of characteristic three. So, supersingular curves in characteristic three are often
used in pairing based cryptography. In this section, we show that the Weil pairing inversion for
supersingular curves in characteristic three is expressed by a simpler formula than (28) and (39).
We keep the notation in Section 4.
In this section, p = 3 and q is a power of 3. Because of supersingularity, we may assume that
E/Fq is defined by the short Weierstrass form
Y 2 = X3 + a4X + a6
with a4 ∈ F×q and a6 ∈ Fq (see e.g. Silverman [22, Appendix A]). Then, the point tripling formula
is
3E =
(
ξ9 + a36 − a34a6
a44
,−η
9
a64
)
. (40)
Noting η2 = ξ3 + a4ξ + a6, we obtain
η6 = ξ9 + a34ξ3 + a36 = ξ9 + a34
(
η2 − a4ξ − a6
)+ a36
= ξ9 − a44ξ + a36 − a34a6 + a34η2.
Therefore, we have another simple formula:
ξ ◦ 3E = ξ + a−44 η6 − a−14 η2. (41)
By Vélu’s formula, the Weierstrass equation for E˜ = E/〈A〉 is also given by the short Weierstrass
form Y 2 = X3 + a˜4X + a˜6 with a˜4 = la4.
Proof of Theorem 2. Put W := Vω(A) as before. By (18),
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(
ϕ∗−1G
(
F 3ω,A
Fω9,3A
))
= 3([W ] − [O])− ([3W ] − [O])
= div
(
LW,−3W
L3W,−3W
· LW,W
L2W,−2W
)
.
Hence, there exists a constant c satisfying
F 3ω,A
Fω9,3A
= c ·
(
LW,−3W
L3W,−3W
· LW,W
L2W,−2W
)
◦ ϕG. (42)
Let ρ˜(W) := η(−3W)−η(W)
ξ(−3W)−ξ(W) which is a slope of LW,−3W . By (20), (21) and (25), we have
LW,−3W = −η + ρ˜(W)
(
ξ − ξ(W))+ η(W) = τ˜−3(1 + ρ˜(W)τ˜ +O(τ˜ 3)),
1
L3W,−3W
= τ˜ 2(1 + ξ(3W)τ˜ 2 +O(τ˜ 3)).
Therefore
LW,−3W
L3W,−3W
= τ˜−1(1 + ρ˜(W)τ˜ + ξ(3W)τ˜ 2 +O(τ˜ 3)).
Using (31) and (22), we have(
LW,−3W
L3W,−3W
· LW,W
L2W,−2W
)
◦ ϕG = τ−2 +
(
ρ˜(W)+ t˜ (W))τ−1 + ξ(3W)
+ t˜ (W)ρ˜(W)+ ξ(2W)+O(τ). (43)
Let
∑∞
m=−1 hmτm be the Laurent expansion of Fω9,3A. Then,
F 3ω,A = f 3−1τ−3 +O(1),
F−1
ω9,3A =
1
h−1
τ − h0
h2−1
τ 2 +
(
h20
h3−1
− h1
h2−1
)
τ 3 +O(τ 4).
Therefore,
F 3ω,A
Fω9,3A
= f
3
−1
h−1
τ−2 − h0f
3
−1
h2−1
τ−1 + f 3−1
(
h20
h3−1
− h1
h2−1
)
+O(τ). (44)
Comparing coefficients of τ−2 in (43) and (44), we see that the constant c in (42) is f 3−1/h−1.
Comparing coefficients of τ−1 in (42), we obtain
−h0f
3
−1
h2
= f
3
−1
h
(
ρ˜(W)+ t˜ (W)). (45)−1 −1
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t˜ = a˜4
2η
= − la4
η
.
By (40) and (41),
ρ˜ = a˜4
−6η9 − η
a˜4
−4η6 − a˜4−1η2
= η
4 + la34
a24η
.
Thus ρ˜ + t˜ = a−24 η3. By (45),
η(W) = −a2/34
(
h0
h−1
)1/3
. (46)
By Proposition 15,
h0
h−1
= −Ω
+
9 t (3A)/(2v3)
−Ω−9 /(2v3)
− 2v3
Ω−9
(l−1)/2∑
n=2
Ω+9n
u3n − u3
= a
7
4Ω
+
9
v91Ω
−
9
− v
9
1
a24Ω
−
9
(u−1)/2∑
n=2
Ω+9n
u9n − u91
. (47)
Since π−13 is a field automorphism, (5) follows from (46) and (47). Since a1 = a2 = a3 = 0,
Eq. (5) becomes η(W) = (f0/f−1)3. Recall that Fω,A = ∑∞n=−1 fnτn and that Fω−1,A =∑∞
n=−1 f ′nτn. Thus f ′−1 = −f−1, f ′0 = f0 and f ′1 = −f1 by Proposition 15. Therefore, (28)
yields
ξ(W) = f1
f−1
+
(
f0
f−1
)2
.
Since η2 = ξ3 + a˜4ξ + a˜6 on E˜, we obtain(
f0
f−1
)6
=
(
f1
f−1
)3
+
(
f0
f−1
)6
+ a˜4ξ(W)+ a˜6.
Using Proposition 15 again, we have
ξ(W) = − 1
a˜4
((
f1
f−1
)3
+ a˜6
)
= − 1
la4
((
u2 + v1
Ω−1
(l−1)/2∑
n=2
2vnΩ−n
(un − u1)2
)3
+ a˜6
)
from which (4) easily follows. 
764 T. Satoh / Finite Fields and Their Applications 14 (2008) 743–765Remark 18. Put S =∑(l−1)/2n=1 un. Then, la6 − a˜6 = S3 by Vélu’s formula. Using (40), we see
a44S =
(l−1)/2∑
n=1
a44u3n =
(l−1)∑
n=1
(
u9n + a36 − a34a6
)= S9 − (l − 1)(a36 − a34a6). (48)
Hence for each l mod 3, there are only 9 possible values for S, regardless of A ∈ E[l]. In par-
ticular, suppose that [Fq : F3] is even, that l ≡ 1 mod 3 and that a4 is not a square in Fq . Then,
S = 0 for any 〈A〉 defined over Fq because S/√a4 ∈ F9 by (48) and l ≡ 1 mod 3.
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