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PROPERTIES OF INVARIANT MEASURES IN DYNAMICAL SYSTEMS
WITH THE SHADOWING PROPERTY
JIAN LI AND PIOTR OPROCHA
ABSTRACT. For dynamical systems with the shadowing property, we provide a method
of approximation of invariant measures by ergodic measures supported on odometers and
their almost 1-1 extensions. For a topologically transitive system with the shadowing prop-
erty, we show that ergodic measures supported on odometers are dense in the space of in-
variant measures, and then ergodic measures are generic in the space of invariant measures.
We also show that for every c≥ 0 and ε > 0 the collection of ergodic measures (supported
on almost 1-1 extensions of odometers) with entropy between c and c+ ε is dense in the
space of invariant measures with entropy at least c. Moreover, if in addition the entropy
function is upper semi-continuous, then for every c ≥ 0 ergodic measures with entropy c
are generic in the space of invariant measures with entropy at least c.
1. INTRODUCTION
The concepts of the specification and shadowing properties were born during studies on
topological and measure-theoretic properties of Axiom A diffeomorphisms (see [3] and [4]
by Rufus Bowen, who was motivated by some earlier works of Anosov and Sinai). Later
it turned out that there are many very strong connections between specification properties
and the structure of the space of invariant measures. For example in [32, 33], Sigmund
showed that if a dynamical system has the periodic specification property, then: the set
of measures supported on periodic points is dense in the space of invariant measures; the
set of ergodic measures, the set of non-atomic measures, the set of measures positive on
all open sets, and the set of measures vanishing on all proper closed invariant subsets are
complements of sets of first category in the space of invariant measures; the set of strongly
mixing measures is a set of first category in the space of invariant measures.
A classical result of Bowen (see [8, Proposition 23.20]) states that if a dynamical system
with the shadowing property is expansive and topologically mixing then it has the periodic
specification property. It is worth mentioning here that expansiveness of dynamics allows
to conclude the uniqueness of some approximate trajectories and the existence of periodic
points in the above result. Therefore it is interesting to expect some connections between
the shadowing property (without expansiveness) and properties of the space of invariant
measures.
In general, it may happen that a dynamical system with the shadowing property does
not have any periodic point, however Moothathu proved in [23] that the collection of
uniformly recurrent points is dense in the non-wandering set, and later Moothathu and
Oprocha proved in [24] that the collection of regularly recurrent points is dense in the non-
wandering set. They also asked in [24] whether there always exists a point whose orbit
closure is an odometer. Here we give a positive answer to this question. In fact, we show
that if a dynamical system has the shadowing property, then the collection of points whose
orbit closures are odometers is dense in the non-wandering set. If in addition the dynam-
ical system is transitive, then we can show that collection of ergodic measures which are
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supported on odometers is dense in the space of invariant measures. Our first main result
is the following.
Theorem A. Suppose that a dynamical system (X ,T ) is transitive and has the shadowing
property. Then the collection of ergodic measures which are supported on odometers is
dense in the space of invariant measures of (X ,T ). In particular ergodic measures are
generic in the space of invariant measures.
It is shown in [19] that if the collection of ergodic measures is dense in the space of
invariant measures then the dynamical system must be transitive. So transitivity is a nec-
essary assumption in Theorem A.
Using Theorem A, we can show that if a dynamical system (X ,T ) is transitive with X
being infinite and has the shadowing property then the space of invariant measure has many
properties in common with the case of dynamical systems with the specification property.
For example the set of non-atomic measures and the set of measures positive on all open
sets are complements of sets of first category in the space of invariant measures; the set
of strongly mixing measures is a set of first category in the space of invariant measures.
A direct consequence of Theorem A is that the collection of ergodic measures with zero
entropy is dense in the space of invariant measures. If in addition the entropy function (with
respect to invariant measures) is upper semi-continuous, then ergodic measures with zero
entropy are generic in the space of invariant measures. In [20], we proved that weak mixing
together with the shadowing property imply the specification property with a special kind
of regularity in tracing (a weaker version of periodic specification property). Using ideas
in the proof of Theorem A, we can show that the orbit closure of the tracing point is an
odometer, answering the Question 1 in [20].
Another important consequence of the specification property is that, if the entropy func-
tion is upper semi-continuous then every invariant measure µ can be presented as a weak
limit of ergodic measures µn and additionally entropies converge, that is limn→∞ µn = µ
and limn→∞ hµn(T ) = hµ(T ), e.g. see [12, Theorem B]. It is well known that if a dy-
namical system is expansive then the entropy function is upper semi-continuous. Unfor-
tunately, it many cases it happens that the entropy function is not automatically upper
semi-continuous, hence many authors use some forms of expansiveness to ensure upper
semi-continuity of entropy function and obtain the above convergence, e.g. see [28] or
weaker versions of expansiveness such as h-expansiveness in [2] or asymptotically h-
expansiveness in [22]. Note also that if the entropy function is upper semi-continuous
then the system admits an ergodic invariant measure with maximal entropy.
Recently, many authors were interested in weakening specification property in such a
way that the entropy approximation is still possible. An important example of this type is
the paper by Pfister and Sulivan [26] who introduced a very weak version of specification
property and proved that it suffices to show results on entropy analogous to these mentioned
above (in particular limn→∞ hµn(T ) ≥ hµ(T )). As we will show, in the case of dynamical
systems with the shadowing property it is always possible to obtain the convergence of
entropy, even in the case that there does not exist any measure of maximal entropy (the
entropy function is not upper semi-continuous). Strictly speaking, the second main result
of the paper is the following.
Theorem B. Suppose that a dynamical system (X ,T ) is transitive and has the shadowing
property. Then for every invariant measure µ on (X ,T ) and every 0≤ c≤ hµ(T ) there ex-
ists a sequence of ergodic measures (µn)∞n=1 of (X ,T ) supported on almost 1-1 extensions
of odometers such that limn→∞ µn = µ and limn→∞ hµn(T ) = c.
A direct consequence of Theorem B is the following corollary.
Corollary C. Suppose that a dynamical system (X ,T ) is transitive and has the shadowing
property. The following conditions hold:
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(1) for every 0≤ c< htop(T ) and ε > 0 the collection of ergodic measures, supported
on almost 1-1 extensions of odometers, with entropy between c and c+ ε is dense
in the space of invariant measures with entropy at least c.
(2) if the entropy function is upper semi-continuous, then for every 0 ≤ c < htop(T )
ergodic measures with entropy c are generic in the space of invariant measures
with entropy at least c.
Note that the conclusion of Corollary C is much stronger than the condition (D) in [14],
that is the graph of the restriction of the entropy function to ergodic measures is dense in
the graph. In [6, Theorem 1], Comman gave several equivalent conditions to the condition
(D) and explained their applications in large deviation theory. So if a dynamical system
(X ,T ) is transitive and has the shadowing property then it has some consequences in large
deviation theory.
The paper is organized as follows. In Section 2, we give some preliminaries. In Sec-
tion 3 we show the existence of odometers in dynamical systems with the shadowing prop-
erty and provide a method of approximation of invariant measures by ergodic measures
supported on odometers. Then we prove Theorem A and its consequences. In Section 4,
we provide a delicate method of approximation of invariant measures by ergodic measures
supported on almost 1-1 extensions of odometers with arbitrary lower entropy. Theorem B
is proved there. Section 5 contains examples of systems with the shadowing property but
without the specification property, highlighting possible applications of previously men-
tioned results. In Section 6, we provide the following example.
Theorem D. There exists a transitive dynamical system (X ,T ) with the shadowing prop-
erty such that hµ(T )< htop(T ) for every invariant measure µ ∈MT (X).
2. PRELIMINARIES
In this section we provide main definitions and prove some auxiliary results which will
be used later.
Throughout this paper, let N, N0, Z and R denote the set of all positive integers, non-
negative integers, integers and real numbers, respectively. The cardinality of a set A is
denoted |A|.
2.1. Topological dynamics. By a (topological) dynamical system we mean a pair (X ,T ),
where X is a compact metric space and T : X → X is a continuous map. The metric of X is
usually denoted by d. If |X |= 1 then we say that the dynamical system (X ,T ) is trivial.
For a point x ∈ X , the orbit of x, denoted by Orb(x,T ), is the set {T nx : n∈N0}, and the
ω-limit set of x, denoted by ω(x,T ), is the set of limits points of the sequence (T n(x))n∈N0 .
A subset A of X is T -invariant (or simply invariant) if T (A) ⊂ A. If A is a closed T -
invariant subset of X , then (A,T |A) also is a dynamical system. We will call it a subsystem
of (X ,T ). If there is no ambiguity, for simplicity we will write T instead of T |A. A
dynamical system (X ,T ) is called minimal if it does not contain any non-empty proper
subsystem. It is easy to see that a dynamical system (X ,T ) is minimal if and only if
Orb(x,T ) = X for every x ∈ X . A dynamical system (X ,T ) is transitive if for any two
nonempty open sets U,V ⊂ X there is n > 0 such that T n(U)∩V 6= /0; (topologically)
weakly mixing if the product system (X ×X ,T ×T ) is transitive; (topologically) mixing if
for any two nonempty open sets U,V ⊂ X there is N > 0 such that T n(U)∩V 6= /0 for every
n≥ N.
A point x ∈ X is periodic with the least period n, if n is the smallest positive integer
satisfying T n(x) = x; regularly recurrent if for every open neighborhood U of x there
exists k ∈ N such that T kn(x) ∈ U for all n ∈ N0; uniformly recurrent if for every open
neighborhood U of x there exists N ∈ N such that for every n ∈ N0 there is k ∈ [n,n+N]
such that T k(x) ∈U ; recurrent if for every neighborhood U of x there exists k ∈ N such
that T k(x) ∈ U ; and non-wandering if for every neighborhood U of x there exist k ∈ N
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and y ∈U such that T k(y) ∈U . It is easy to see that a point x ∈ X is uniformly recurrent
if and only if (Orb(x,T ),T ) is minimal, and it is recurrent if and only if (Orb(x,T ),T ) is
transitive. The set of all non-wandering points of (X ,T ) is denoted as Ω(X ,T ). Observe
that Ω(X ,T ) is closed and T -invariant. If Ω(X ,T ) = X , the dynamical system (X ,T ) is
said to be non-wandering.
Directly from definitions we have the following relation between the above properties
periodic⇒ regularly recurrent⇒ uniformly recurrent⇒ recurrent⇒ nonwandering
and it is not hard to provide examples showing that none of these implications can be
reversed.
Let (X ,T ) and (Y,S) be two dynamical systems. If there is a continuous surjection
pi : X → Y with pi ◦T = S ◦pi , we say that pi is a factor map, the system (Y,g) is a factor
of (X ,T ) or (X ,T ) is an extension of (Y,S). We say that a factor map pi : X → Y is almost
1-1 if {x ∈ X : pi−1(pi(x)) = {x}} is residual in X .
A dynamical system (X ,T ) is equicontinuous if for every ε > 0 there is δ > 0 with the
property that for every two points x,y ∈ X , d(x,y)< δ implies d(T n(x),T n(y))< ε for all
n ∈ N0.
A dynamical system (X ,T ) is called an odometer if it is equicontinuous and there exists
a regularly recurrent point x ∈ X such that Orb(x,T ) = X . Note that with this definition, a
periodic orbit is also an odometer. There are several equivalent definitions of odometers.
Next we recall one of them. Let s = (sn)n∈N be a nondecreasing sequence of positive
integers such that sn divides sn+1. For each n ≥ 1 define pin : Zsn+1 → Zsn by the natural
formula pin(m) = m (mod sn) and let Gs denote the following inverse limit
Gs = lim←−
n
(Zsn ,pin) =
{
x ∈
∞
∏
i=1
Zsn : xn = pin(xn+1)
}
,
where each Zsn is given the discrete topology, and on ∏∞i=1Zsn we have the Tychonoff
product topology, hence Gs is a compact metrizable space. On Gs we define a natural map
Ts : Gs→ Gs by Ts(x)n = xn+1 (mod sn).
The following theorem binds together notions of odometer and regularly recurrent point
(e.g. see [9, Theorem 5.1]).
Theorem 2.1. A minimal dynamical system (X ,T ) is an almost 1-1 extension of some
(Gs,Ts) if and only if there exists a regularly recurrent point x∈ X such that Orb(x,T ) = X.
It was first proved in [25] (see also [9, Theorem 4.3]) that an almost 1-1 extension of a
minimal equicontinuous system is its maximal equicontinuous factor. But any equicontin-
uous system is its own maximal equicontinuous factor, hence by Theorem 2.1 each odome-
ter is in fact conjugate to some (Gs,Ts), and clearly each (Gs,Ts) satisfies our definition of
odometer. Then we can view each “abstract” odometer as (Gs,Ts). We refer the reader to
the survey [9] by Downarowicz for more details on odometers and their extensions.
2.2. Chain-recurrence and shadowing property. An infinite sequence (xn)∞n=0 of points
in X is a δ -pseudo-orbit for a dynamical system (X ,T ) if d(T (xn),xn+1) < δ for each
n ∈ N0. We say that a dynamical system (X ,T ) has the shadowing property if for every
ε > 0 there is a δ > 0 such that any δ -pseudo-orbit (xn)∞n=0 can be ε-traced by a point
y ∈ X , that is d(T n(y),xn)< ε for all n ∈ N0.
A δ -chain (of length n) between x and y is any sequence (xi)ni=0 such that d(T (xi),xi+1)<
δ for each i = 0, . . . ,n−1 and x = x0,y = xn. Given two points x,y ∈ X , if for every δ > 0
there is a δ -chain form x to y then we write x y and when x y and y x then we write
x ∼ y. A point x ∈ X is chain recurrent if x ∼ x and the set of all such points is denoted
by CR(X ,T ). Note that the chain relation ∼ is an equivalence relation on CR(X ,T ). If for
every x,y ∈ X and every δ > 0 there exists a δ -chain form x to y, that is X = [x]∼ for some
x ∈ X , then (X ,T ) is called chain transitive. It is easy to see that if a dynamical system
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is transitive then it is also chain transitive, and when the dynamical system (X ,T ) has the
shadowing property then the converse implication is true.
Obviously Ω(X ,T ) ⊂ CR(X ,T ) and it is also well known that when (X ,T ) has the
shadowing property then Ω(X ,T ) = CR(X ,T ) = CR(CR(T ),T ). We refer to [1] by Aoki
and Hiraide for more detailed exposition on chain-recurrence and the shadowing property.
We say that a dynamical system (X ,T ) satisfies the periodic specification property if
for any ε > 0 there exists M > 0 such that for any k ≥ 2, any k points x1,x1, . . . ,xk ∈ X ,
any non-negative integers 0 ≤ a1 ≤ b1 < a2 ≤ b2 < · · · < ak ≤ bk with ai− bi−1 ≥M for
each i= 2,3, . . . ,k and any integer p≥M+bk−a1, there exists a periodic point z∈ X with
T p(z) = z and d(T j(z),T j(xi)) < ε for all ai ≤ j ≤ bi and 1 ≤ i ≤ k. We say that (X ,T )
satisfies the specification property if the point z from the definition of periodic specification
property is not requested to be periodic (hence no condition on p).
2.3. Topological entropy. For ε > 0 and n ∈ N, a subset S⊂ X is called (n,ε)-separated
if for any x 6= y ∈ S there exists 0≤ i < n with d(T i(x),T i(y))> ε , and (n,ε)-spanning if
for any x ∈ X , there exists y ∈ S such that d(T i(x),T i(y))< ε for i= 0,1, . . . ,n−1. Define
sn(ε) = sup{|S| : S is (n,ε)-separated},
and
rn(ε) = inf{|S| : S is (n,ε)-spanning}.
The topological entropy of (X ,T ), denoted by htop(X ,T ), is
htop(X ,T ) = lim
ε→0
limsup
n→∞
1
n
logsn(ε) = lim
ε→0
limsup
n→∞
1
n
logrn(ε).
We refer to the monograph [36] by Walters for more information on topological entropy.
2.4. Symbolic dynamics. For a positive integer k, the symbolic space Σ+k over the alpha-
bet {0,1, . . . ,k−1} is the collection of all infinite sequence of symbols in {0,1, . . . ,k−1}
indexed by the non-negative integers N0. We write elements of Σ+k as x = x0x1x2 · · · . If
the alphabet {0,1, . . . ,k−1} is endowed with the discrete topology and Σ+k = {0,1, . . . ,k−
1}N0 with the product topology, then the symbolic space Σ+k is homeomorphic to the stan-
dard Cantor ternary set. The shift map σ on the symbolic space Σ+k is defined by
σ : Σ+k → Σ+k , x0x1 · · · 7→ x1x2 · · · .
It is clear that σ is continuous and surjective. The dynamical system (Σ+k ,σ) is called the
(one-sided) full shift. Any subsystem of the full shift is called a subshift.
A word of length n is a finite sequence w = w0w1 . . .wn−1 of elements of the alphabet
{0,1, . . . ,k− 1}. We say that a word w = w0w1 . . .wn−1 appears in x = x0x1x2 · · · if there
exists some j ∈ N0 such that x j+i = wi for i = 0,1, . . . ,n− 1. For a subshift C, denote by
Ln(C) is the collection of words of length n which appear in some point in C. The language
of C, denote by L(X), is the set
⋃∞
n=1Ln(C). The formula for topological entropy of a
subshift (C,σ) can be reduced to
htop(C,σ) = lim
n→∞
1
n
log |Ln(C)|.
If X ⊂ Σ+k is a subshift and there is a finite set of words F such that
X = {x ∈ Σ+k : x[i, j] 6∈ F for all 0≤ i≤ j}
then we say that X is a subshift of finite type. It was first proved by Walters [35] that a
subshift (X ,σ) has the shadowing property if and only it is a subshift of finite type.
Two-sided full shift Σk = {0, . . . ,k−1}Z and all related objects are defined analogously.
We use monographs [16, 18] as a standard reference for symbolic dynamics.
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2.5. The space of measures. Let X be a compact metric space and B be the σ -algebra
of Borel subsets of X . Let M(X) denote the set of all Borel probability measures on the
measurable space (X ,B). For a point x ∈ X , we denote the point mass at x by δx. The
support of a measure µ ∈M(X), denoted by supp(µ), is the smallest closed subset C of X
such that µ(C) = 1.
Let C(X ,R) be the collection of all continuous real-valued functions on X with the
supremum norm ‖ · ‖∞. By the Riesz representation theorem, there is a one-to-one corre-
spondence between M(X) and the collection of all normalized continuous positive lin-
ear functionals on C(X ,R). So we can imbed M(X) into the dual space C(X ,R)∗ of
C(X ,R). Under the weak∗-topology of C(X ,R)∗, M(X) is a compact metric space. For
a sequence (µn)n∈N and µ ∈ M(X), we have that µn → µ in the weak∗-topology if and
only if
∫
f dµn→
∫
f dµ for every f ∈C(X ,R).
Let BL(X ,d) denote the set of all bounded real-valued function f on X which are Lips-
chitz, i.e.,
‖ f‖L := sup
x 6=y
| f (x)− f (y)|
d(x,y)
< ∞.
Since (X ,d) is a compact metric space, BL(X ,d) is dense in C(X ,R) (e.g. see [10]). Let
‖ f‖BL = ‖ f‖∞+‖ f‖L and fix a countable dense sequence ( fn)n∈N in { f ∈BL(X ,d) : ‖ f‖BL≤
1}. For for µ,ν ∈M(X), define
(2.1) dBL(µ,ν) =
∞
∑
n=1
1
2n
∣∣∣∫ fndµ−∫ fndν∣∣∣.
Then dBL is a metric on M(X) and the topology induced by dBL coincides with the weak∗-
topology.
The following lemma is easy to be verified.
Lemma 2.2. Let (X ,d) be a compact metric space and ε > 0.
(1) For a sequences (xi)∞i=0 of points in X and two finite subsets A,B of N0, then
dBL
( 1
|A|∑i∈A
δxi ,
1
|B|∑i∈B
δxi
)
≤ |A|+ |B||A| · |B| |A∆B|+
∣∣|A|− |B|∣∣
|A| · |B| |A∩B|.
(2) For two sequence (xi)m−1i=0 and (yi)
m−1
i=0 of points in X if d(xi,yi)< ε for i= 0,1, . . . ,m−
1, then
dBL
( 1
m
m−1
∑
i=0
δxi ,
1
m
m−1
∑
i=0
δyi
)
< ε.
(3) If µi,µ ∈M(X) are such that dBL(µi,µ)< ε for i = 1, . . . ,K, then for any choice
of αi ∈ [0,1] with ∑Ki=1αi = 1 we have
dBL
( K
∑
i=1
αiµi,µ
)
< ε.
2.6. Invariant measures and measure-theoretic entropy. Let (X ,T ) be a dynamical
system. We say that a measure µ ∈ M(X) is T -invariant if µ(T−1(B)) = µ(B) for ev-
ery B ∈ B and denote by MT (X) the set of all T -invariant measures in M(X). Recall that
MT (X) is a convex compact subset of M(X) and by the celebrated Krylov-Bogolyubov
theorem, MT (X) is always not empty.
For x ∈ X and n ∈ N0, define the n-th empirical measure of x as
En(x) :=
1
n
n−1
∑
j=0
δT j(x)
and observe that any limit points of the sequence (En(x)) is T -invariant.
An invariant measure µ ∈MT (X) is ergodic if the only Borel sets B with T−1(B) = B
satisfy µ(B) = 0 or µ(B) = 1. Let MergT (X) denote the set of ergodic measures in MT (X).
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Then MergT (X) coincides with the set of extreme points of MT (X). By the Choquet rep-
resentation theorem, for each µ ∈ MT (X) there exists a Borel probability measure τ on
MergT (X) such that (see Remark (2) in page 153 of [36])
(2.2) µ =
∫
MergT (X)
νdτ(ν).
We call (2.2) the ergodic decomposition of µ . The entropy of an invariant measure µ ∈
MT (X) is denoted by hµ(T ). One of the most useful tools to deal with entropy is variational
principle:
htop(X ,T ) = sup
µ∈MT (X)
hµ(T ) = sup
µ∈MergT (X)
hµ(T ).
A dynamical system (X ,T ) is called uniquely ergodic if MT (X) is a singleton, and
strictly ergodic if it is minimal and uniquely ergodic.
Remark 2.3. If (Gs,Ts) is an odometer, then we may view Ts as a rotation in a compact
metrizable group. Therefore each odometer is strictly ergodic, with the Haar measure as
the only invariant measure (e.g. see [36, Theorem 6.20])
For a given µ ∈ MT (X), we say that a point x ∈ X is generic for µ if En(x)→ µ as
n→ ∞. It may happen in practice that an invariant measure does not have any generic
point, however by the Birkhoff ergodic theorem, if µ is ergodic then µ-almost every point
is generic. If a dynamical system (X ,T ) is uniquely ergodic, then obviously every point in
X is generic for the unique invariant measure.
We will often use the following fact about invariant measures supported on the orbit
closure of a point.
Lemma 2.4. Let (X ,T ) be a dynamical system, let x ∈ X and µ ∈MergT
(
Orb(x,T )
)
. Then
for every ε > 0 and p,N ∈ N, there exist n,m ∈ N with p|n, p|m and m ≥ N such that
dBL(Em(T n(x)),µ)< ε .
Proof. Pick a generic point z ∈Orb(x,T ) for µ . Then there exists N1 > N+ p such that for
each m> N1, dBL(Em(z),µ)< ε4 . Fix any m1 > N1 sufficiently large to satisfy
(2.3)
5p
m1− p ≤
ε
4
.
Since z∈Orb(x,T ), there exists n1 ∈N0 such that d(T n1+i(x),T i(z))< ε4 for i= 0,1, . . . ,m1−
1. By Lemma 2.2(2), dBL(Em1(T
n1(x)),Em1(z)) <
ε
4 . Take integers n1 ≤ n < n1 + p and
m1− p< m≤ m1 such that p|n and p|m. Then m1+n1− p≤ n+m≤ n1+m1+ p and by
Lemma 2.2(1) we have
dBL
(
Em1(T
n1(x)),Em(T n(x))
)≤ m1+m
m1 ·m 2p+
p
m1 ·mm≤
5p
m1− p <
ε
4
and similarly dBL(Em(z),Em1(z)) <
ε
4 , which gives dBL(Em(T
n(x)),µ) < ε finishing the
proof. 
The following fact seems to be folklore (see the comment in page 451 of [12]). We
provide a proof for completeness.
Lemma 2.5. Let (X ,T ) be a dynamical system and µ ∈MT (X). Then for every ε > 0 there
exist ergodic measures µi, for i = 1,2, . . . ,K (not necessarily pairwise distinct), such that
dBL
( 1
K
K
∑
i=1
µi,µ
)
< ε,
and
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(1) if hµ(T )< ∞, then
∣∣∣ 1
K
K
∑
i=1
hµi(T )−hµ(T )
∣∣∣< ε;
(2) if hµ(T ) = ∞, then
1
K
K
∑
i=1
hµi(T )>
1
ε
.
Proof. We first prove the case hµ(T )< ∞. Fix any ε > 0. For every θ ∈MT (X), let
V (θ) =
{
ν ∈MT (X) : dBL(θ ,ν)< ε8
}
.
Then {V (θ) : θ ∈MT (X)} is an open over of MT (X).
By the ergodic decomposition theorem, there exists a Borel probability measure τ on
MergT (X) such that
(2.4) µ =
∫
MergT (X)
νdτ(ν).
Now by the ergodic decomposition of the entropy (see [36, Theorem 8.4 (ii)]), we have
(2.5) hµ(T ) =
∫
MergT (X)
hν(T )dτ(ν)< ∞.
Clearly the entropy function MT (X)→ [0,∞], ν 7→ hν(T ) is Borel, and hence each set Mn =
{ν ∈MergT (X) : hν(T ) ≥ n} for n = 1,2, . . . is Borel. Since hµ(T ) < ∞, by (2.5) we have
τ(Mn)→ 0 as n→∞ and hence by Lebesgue’s convergence theorem also
∫
Mn hν(T )dτ(ν)→
0 as n→ ∞.
Fix a positive constant ξ < ε/8 and a sufficiently large positive integer n, so that both
τ(Mn) < ξ and
∫
Mn hν(T )dτ(ν) < ξ . By definition hν(T ) is bounded on M
erg
T (X) \Mn,
hence there exists a Borel partition {P1,P2, . . . ,Pk} of MergT (X)\Mn such that the oscillation
of hν(T ) on every Pi is less than ξ , that is, for every i,
sup
ν∈Pi
hν(T )− inf
ν∈Pi
hν(T )< ξ .
Moreover, we require that the partition P refines the open cover {V (θ) : θ ∈ MT (X)},
which is possible since MT (X) is compact. Without loss of generality, we assume that
τ(Pi)> 0 for i = 1,2, . . . ,k (if it is not the case, we modify Mn so that it includes each set
from {Pi : τ(Pi) = 0}).
Put P0 = Mn and denote P = {P0,P1,P2, . . . ,Pk}. Then P is a partition of MergT (X). For
every i = 1,2, . . . ,k, fix any µi ∈ Pi. If τ(P0) > 0 then infν∈P0 hν(T ) < ∞ and so we can
find µ0 ∈ P0 such that hµ0(T )< infν∈P0 hν(T )+ξ . If τ(P0) = 0 we take any µ0 ∈MT (X).
Finally, define a probability measure
η =
k
∑
i=0
τ(Pi)µi.
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Since hν(T ) is an affine function of ν (see [8, Proposition 10.13]) we obtain that
|hη(T )−hµ(T )|=
∣∣∣ k∑
i=0
τ(Pi)hµi(T )−
∫
MergT (X)
hν(T )dτ(ν)
∣∣∣
≤
k
∑
i=0
∫
Pi
|hµi(T )−hν(T )|dτ(ν)
≤
k
∑
i=1
τ(Pi)ξ + τ(P0)hµ0(T )+
∫
P0
hν(T )dτ(ν)
≤ ξ +2
∫
P0
hν(T )dτ(ν)≤ ξ +2ξ < ε2 .
Recall that for every i= 1,2, . . . ,k we have µi ∈ Pi and Pi ⊂V (θi) for some θi ∈MT (X).
So for i = 1,2, . . . ,k we obtain
dBL
(
µi,
1
τ(Pi)
∫
Pi
νdτ(ν)
)
<
ε
4
.
Now by τ(P0)< ε8 , we have
dBL(η ,µ) = dBL
( k
∑
i=0
τ(Pi)µi,
k
∑
i=0
∫
Pi
νdτ(ν)
)
≤
k
∑
i=1
τ(Pi)dBL
(
µi,
1
τ(Pi)
∫
Pi
νdτ(ν)
)
+2τ(P0)<
ε
2
.
Taking a positive integer K sufficiently large, we can find positive integers Ki such that
∑ni=0 Ki = K,
dBL
( k
∑
i=0
τ(Pi)µi,
k
∑
i=0
Ki
K
µi
)
<
ε
2
,
and ∣∣∣ k∑
i=0
τ(Pi)hµi(T )−
k
∑
i=1
Ki
K
hµi(T )
∣∣∣< ε
2
.
Put ν = ∑ki=1
Ki
K µi and observe that
dBL(ν ,µ)≤ dBL(µ,η)+dBL(η ,µ)< ε,
and
|hµ(T )−hν(T )| ≤ |hµ(T )−hη(T )|+ |hη(T )−hν |< ε.
This completes the proof for the case hµ(T )< ∞.
For the proof in case hµ(T ) =∞, pick a finite Borel partition P of X with hµ(T,P)> 2ε .
Vy the ergodic decomposition of the entropy of the partition (see [36, Theorem 8.4 (i)]),
we have
(2.6) hµ(T,P) =
∫
MergT (X)
hν(T,P)dτ(ν)< ∞.
Using (2.6) instead of (2.5), it is not hard to modify the proof of the case hµ(T ) < ∞ to
work in the case hµ(T ) = ∞. 
For a given F ⊂MT (X), we use the notation
Xn,F = {x ∈ X : En(x) ∈ F}.
The following result is a simplified, one-dimensional version of [26, Proposition 2.1] (cf.
[12, 11]). It will be very useful in further calculations in Section 4.
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Lemma 2.6. Let (X ,T ) be a dynamical system, µ ∈MergT (X). For every ε > 0, there exists
δ > 0 such that for every neighborhood F ⊂M(X) of µ there is nF ∈ N such that for any
n> nF , there exists Γn ⊂ Xn,F which is (n,δ )-separated and
(1) if hµ(T )< ∞, then | 1n log |Γn|−hµ(T )|< ε;
(2) if hµ(T ) = ∞, then 1n log |Γn|> 1ε .
Remark 2.7. For an invariant measure ν we can restrict T to the support of µ , hence in
Lemma 2.6 we can additionally assume that Γn ⊂ supp(µ).
3. THE SPACE OF INVARIANT MEASURES AND THE SHADOWING PROPERTY
The aim of this section is to prove Theorem A and present some of its consequences. To
make the idea more clear, we outline the proof of Theorem A as follows. In a dynamical
system with the shadowing property, if a point x that is close to T n(x), then by [24, Theorem
3.2] there exists a regularly recurrent point z that traces the point x. Here we further extend
this technique obtaining that z is equicontinuous and hence the orbit closure of z is an
odometer (see Lemma 3.2).
Given an ergodic measure ν , we approximate it, in the weak∗-topology, by an empirical
measure of a generic point x. Applying Lemma 3.2 to x, we obtain a regularly recurrent
point z whose orbit closure is an odometer and z is sufficiently close to x, so that the
empirical measure of z is close in the weak∗-topology to the empirical measure of x and
thus the ergodic measure ν .
Now, given a general invariant measure µ whose support is contained in a single chain-
recurrent class, by the ergodic decomposition theorem we first approximate it by a finite
convex combination of ergodic measures and then approximate each ergodic measure by
an empirical measure of a generic point. As the support of µ is contained in a single chain-
recurrent class, by the shadowing property we approximate a sequence created by segments
of orbits of those generic points by a point y such that combination of their empirical
measures are also to empirical measures obtained on the orbit of y. Similar to the case of
ergodic measure, applying Lemma 3.2 to y, we get an invariant measure supported on an
odometer which is close the measure µ in the weak∗-topology (see Theorem 3.4).
In our construction we will need the following auxiliary lemmas. Our goal is to con-
struct a regularly recurrent point. It will be achieved by a properly performed approxima-
tion. The main idea is to use induction, replacing in each step point with d(x,T n(x)) < δ
by a point x′ with sufficiently small value of d(x′,T n′(x)) for some n′ > 0 and with an n-
periodic behavior up to accuracy ε , that is d(T j(x′),T i(x′))≤ 2ε provided that j− i ∈ nN
and 0≤ i< n. Note that such an induction can be initiated using any recurrent point.
Lemma 3.1. Suppose that a dynamical system (X ,T ) has the shadowing property. Let ε >
0 and δ > 0 be provided for ε by the shadowing property, and let x ∈ X. If d(T n(x),x)< δ
for some n∈N then for any ξ > 0 there exist x′ ∈ X and n′ ∈N which is divisible by n such
that
(a) d(T n
′
(x′),x′)< ξ , and
(b) d(T jn+i(x′),T i(x))≤ ε for i = 0,1, . . . ,n−1 and every j ≥ 0.
Proof. Let α be the periodic δ -pseudo orbit,
x,T (x), . . . ,T n−1(x),x,T (x), . . . ,T n−1(x),x,T (x), . . . ,T n−1(x), . . .
Let Y be the collection of points y ∈ X such that d(T jn+i(y),T i(x))≤ ε for i= 0,1, . . . ,n−
1. Every point ε-tracing the pseudo-orbit α is in Y , hence Y is non-empty, closed and
T n(Y )⊂ Y .
Take any minimal subset D for (Y,T n) and fix any x′ ∈ D ⊂ Y . By definition x′ is
a uniformly recurrent point of T n, therefore for any ξ > 0 there exists k ∈ N such that
d(T nk(x′),x′)< ξ . If we put n′ = nk then x′ and n′ are as required. 
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Lemma 3.2. Suppose that a dynamical system (X ,T ) has the shadowing property. Let ε >
0 and δ > 0 be provided for ε/4 by the shadowing property and let x∈X. If d(T n(x),x)< δ
for some n ∈ N then there exists a point z ∈ X such that:
(1) z is regularly recurrent and (Orb(z,T ),T ) is an odometer,
(2) for every j ≥ 0, d(T jn+i(z),T i(x))≤ ε for i = 0,1, . . . ,n−1.
Proof. We will start the proof with a recursive construction of a sequence of points (zk).
First, define sequences (εk),(ξk) of positive numbers inductively by
• ε1 = ε/4 and εk+1 = εk/4,
• ξk is provided for εk by shadowing.
Let z1 = x and n1 = n. By Lemma 3.1 there exist z2 ∈ X and n2 ∈ N such that
(i) d(T n2(z2),z2)< ξ2,
(ii) d(T jn1+i(z2),T i(z1))≤ ε1 for i = 0,1, . . . ,n1−1 and every j ≥ 0.
Proceeding inductively, for each k > 1 we construct a point zk ∈ X and an integer nk ∈ N
such that
(iii) d(T nk(zk),zk)< ξk,
(iv) d(T jnk−1+i(zk),T i(zk−1))≤ εk−1 for i = 0,1, . . . ,nk−1−1 and all j ≥ 0.
In particular, d(zk,zk−1)< εk−1 and therefore for k < m we have
d(zk,zm)≤
m−1
∑
i=k
d(zi,zi+1)<
m−1
∑
i=k
εi < 2εk.
This shows that (zk) is a Cauchy sequence and so z = limk→∞ zk is well defined and for
every k we have d(zk,z)≤ εk.
Fix any j ≥ 0, k ≥ 1 and m> k. Since nk divides nm−1, there exists l ≥ 0 and jm−1 ≥ 0
such that jnk = lnm−1 + jm−1nk. In fact, we can put l = b jnknm−1 c and jm−1 = j−
lnm−1
nk
. By
(iv), we have
d(T lnm−1+i(zm),T i(zm−1))≤ εm−1 for i = 0,1, . . . ,nm−1−1.
In particular,
d(T jnk+i(zm),T jm−1nk+i(zm−1))≤ εm−1 for i = 0,1, . . . ,nk−1.
By the same argument, there is jm−2 ≥ 0 such that
d(T jm−1nk+i(zm−1),T jm−2nk+i(zm−2))≤ εm−2 for t = 0,1, . . . ,nk−1,
and then
d(T jnk+i(zm),T jm−2nk+i(zm−2))≤ εm−1+ εm−2 for t = 0,1, . . . ,nk−1.
Repeating this reduction (m− k)-times we obtain
(3.1) d(T jnk+i(zm),T i(zk))≤
m−1
∑
l=k
εl ≤ 2εk for i = 0,1, . . . ,nk−1.
Passing with m→ ∞ with a fixed index 0≤ i< nk in (3.1), we get
(3.2) d(T jnk+i(z),T i(zk))≤ 2εk.
In particular, putting i = 0 we obtain
(3.3) d(T jnk(z),z)≤ 2εk +d(z,zk)≤ 4εk.
As j ≥ 0 and k ≥ 1 are arbitrary, z is regularly recurrent.
Let Znk = Orb(z,T nk). Then by (3.2) for every i ≥ 0, every z′ ∈ Znk and every γ > 0
there is j ≥ 0 such that
d(T i(z′),T i(z))≤ d(T jnk+i(z),T i(z′))+d(T jnk+i(z),T i(z))≤ 2εk + γ.
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Passing with γ→ 0 we obtain d(T i(z′),T i(z′′))≤ 4εk for every z′,z′′ ∈ Znk and every i≥ 0.
In particular diamZnk ≤ 4εk and Znk is a neighborhood of z in Orb(z,T ) because z is a
uniformly recurrent point. This implies that z is an equicontinuous point, and therefore
(Orb(z,T ),T ) is an odometer, since z is regularly recurrent. 
Corollary 3.3. Let (X ,T ) be a dynamical system with the shadowing property. Then the
collection of points whose orbit closure is an odometer is dense in the non-wandering set
Ω(X ,T ).
Proof. Fix any open set U such that U ∩Ω(X ,T ) 6= /0. Fix any ε > 0 and y ∈U ∩Ω(X ,T )
such that B2ε(y)⊂U . Let δ < ε be provided by shadowing to ε . Since y ∈Ω(X ,T ), there
is x∈Bε(y) and n> 0 such that d(T n(x),x)< δ . By Lemma 3.2 there is z∈Bε(x) such that
(Orb(z,T ),T ) is an odometer. But then z ∈ Ω(X ,T ) and z ∈ Bε(x) ⊂ B2ε(y) ⊂U which
completes the proof. 
Theorem 3.4. Suppose that (X ,T ) has the shadowing property and µ ∈MT (X). If supp(µ)/∼
is a singleton (i.e. supp(µ) is contained in a single chain-recurrent class), then for every
ε > 0 there is an ergodic measure ν supported on an odometer such that dBL(ν ,µ)< ε .
Proof. Let δ ∈ (0, ε4 ) be provided for ε32 and ξ ∈ (0,δ ) by provided for δ2 by the shadowing
property. Take any finite open cover V1, . . . ,Vk of suppµ by sets with diamVi < γ , where
γ < ξ/2 is such that d(T (x),T (y))< ξ/2 provided that d(x,y)< γ . For each 1≤ i≤ k fix
a point xi ∈Vi and observe that since supp(µ)/∼ is a singleton, for any i, j there is a ξ/2-
pseudo orbit z0, . . . ,zr from xi to x j. But if we fix any x ∈Vi and y ∈Vj then the sequence
x,z1, . . . ,zr−1,y is a ξ -chain form x to y. Denote by M the maximum of lengths of these
chains over all 1≤ i, j ≤ k. This, by the shadowing property shows that there exists M > 0
such that for any u,v ∈ supp(µ) there are w ∈ X and 0 < m ≤ M with d(u,w) < ξ and
d(T mw,v)< ξ .
By Lemma 2.5 there exist K > 0 and ergodic measures µi ∈ MT (supp(µ)) for i =
1,2, . . . ,K such that
(3.4) dBL
( 1
K
K
∑
i=1
µi,µ
)
<
ε
8
.
For every i = 1,2, . . . ,K, choose a generic point xi ∈ supp(µ) for µi. Choose a positive
integer N, sufficiently large to satisfy
(3.5) dBL(EN(xi),µi)<
ε
8
for i = 1,2, . . . ,K.
which immediately gives
dBL(
1
K
K
∑
i=1
EN(xi),µ)<
ε
4
.
By the definition of M, for 1 ≤ i < K there exist zi ∈ X and 0 < Mi ≤ M such that
d(T Nxi,zi) < ξ and d(T Mizi,xi+1) < ξ . There also exist zK ∈ X and 0 < MK ≤ M such
that d(T NxK ,zK)< ξ and d(T MK zK ,x1)< ξ . Observe that M is independent of the choice
of N, in particular we may assume that N is sufficiently large to satisfy
M < N and
4M
N
<
ε
8
.
Let
n = KN+
K
∑
i=1
Mi.
Then KN < n≤ K(N+M). Let {yi : 0≤ i≤ n−1} be the sequence of points in X defined
as follows
x1,T (x1), . . . ,T N−1(x1),z1,T (z1), . . . ,T M1−1(z1),
x2,T (x2), . . . ,T N−1(x2),z2,T (z2), . . . ,T M2−1(z2),
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... ... ...
xK ,T (xK), . . . ,T N−1(xK),zK ,T (zK), . . . ,T MK−1(zK).
By Lemma 2.2(1), we have
dBL
( 1
K
K
∑
i=1
EN(xi),
1
n
n−1
∑
i=0
δyi
)
≤
(
KN+
K
∑
i=1
(N+Mi)
) K
∑
i=1
Mi+KN
K
∑
i=1
Mi
KN
K
∑
i=1
(N+Mi)
≤ (2N+M)M+MN
N2
≤ 4M
N
<
ε
8
.
(3.6)
Let α be the periodic sequence
α = (y0,y1, . . . ,yn−1,y0,y1, . . . ,yn−1,y0, . . .).
Then α is a ξ -pseudo-orbit. Pick a point y which δ2 -traces α , that is
d(T jn+i(y),yi)<
δ
2
,
for every j ≥ 0 and i = 0,1, . . . ,n−1. Then
d(T n(y),y)< d(T n(y),y0)+d(y0,y)< δ ,
and by Lemma 2.2(2) we have
(3.7) dBL
(
En(y),
1
n
n−1
∑
i=0
δyi
)
<
δ
2
<
ε
8
.
Applying Lemma 3.2 to y, n, ε32 and δ , there exists a point z ∈ X such that the system
(Orb(z),T ) is an odometer and
d(T jn+i(z),T i(y))≤ ε
8
for every j ≥ 0 and i = 0,1, . . . ,n−1. By Lemma 2.2(2), again we have
(3.8) dBL(E jn(z),En(y))≤ ε8 ,
for every j ≥ 1. Since each odometer is strictly ergodic, it has a unique invariant measure,
say ν , and therefore we must have ν = limn→∞En(z). There exists j ∈ N such that
(3.9) dBL(E jn(z),v)<
ε
8
.
Combining all previous partial inequalities we obtain that
dBL(µ,ν)< ε
which completes the proof. 
Now we are ready to prove Theorem A.
Proof of Theorem A. If (X ,T ) is transitive, we have X = [x]∼ for every x ∈ X , and so
the first part of the conclusion is an immediate consequence of Theorem 3.4. It is well
known that the collection of ergodic measures are always a Gδ subset MT (X) (see [8,
Proposition 5.7]). Then the collection of ergodic measures is residual in MT (X), as it is
dense. 
Now we show some consequence of Theorem A, which is an extension of classical re-
sults by Sigmund proved first for dynamical systems with the periodic specification prop-
erty [32, 33] (see also [8]).
Proposition 3.5. If a dynamical system (X ,T ) is transitive and has the shadowing prop-
erty, the collection of ergodic measures with full support is residual in MT (X).
14 J. LI AND P. OPROCHA
Proof. By [8, Proposition 21.11] the collection of invariant measures with full support
is either empty or a dense Gδ subset of MT (X). By Corollary 3.3, it has a dense set of
regularly recurrent points and thus there is an invariant measure with full support, which
completes the proof. 
Any point x ∈ X with periodic p corresponds a unique measure µ which has mass 1p
at each points x,T (x), . . . ,T p−1(x). We denote the set of those measures by P(p). Sig-
mund proved that if (X ,T ) satisfies the periodic specification property then for each ` > 0,⋃
p≥`P(p) is dense in MT (X) (see [8, Proposition 21.8]). As a dynamical system with the
shadowing property may not contain any periodic points, we should replace measures sup-
ported on periodic points by measures supported on odometers with disjoint components.
We say that a minimal subsystem (Z,T ) of (X ,T ) has a periodic decomposition of
period p if there exists a point z ∈ Z such that if we denote Z0 = Orb(z,T p) then sets
Z0,T Z0, . . . ,T p−1Z0 are pairwise disjoint, T pZ0 = Z0 and
⋃p−1
i=0 T
iZ0 = Z.
For k ∈ N, denote by O(k)⊂MT (X) the collection of invariant measures µ such that:
• (Z,T ) is an odometer where Z = supp(µ),
• (Z,T ) has a decomposition of period p≥ k defined by a point z ∈ Z,
• diamT i(Z0) ≤ 1/p for every i ≥ 0, where Z0 = Orb(z,T p) is the set from the
definition of periodic decomposition.
Clearly if µ ∈ O(k) then µ is ergodic (see Remark 2.3).
Proposition 3.6. Let (X ,T ) be a dynamical system with X being infinite. If (X ,T ) is
transitive and has the the shadowing property, then for every `> 1,O(`) is dense in MT (X).
Proof. Fix ` > 1 and a non-empty open subset U of MT (X). By Proposition 3.5 there is a
fully supported measure µ ∈U . Since supp(µ) is infinite, by Theorem 3.4 there exists an
ergodic measure ν ∈U such that supp(ν) is an odometer and |supp(ν)| ≥ `. If supp(ν)
is a periodic orbit, then since it has at least ` points, ν ∈ O(`). If supp(ν) is infinite, then
ν ∈ O(p) for every p, in particular for p = `. 
Proposition 3.7. Let (X ,T ) be a dynamical system with X being infinite. If (X ,T ) is tran-
sitive and has the shadowing property, the set of non-atomic ergodic measures is residual
in MT (X).
Proof. For r ∈ N, let Kr denote the set{
µ ∈MT (X) : ∃x ∈ X with µ({x})≥ 1r
}
.
By [8, Proposition 21.10] the set Kr is closed. By Proposition 3.6, we know that Kr is
nowhere dense as Kr ∩O(r+ 1) = /0. The set of T -invariant measures with an atom is a
subset of
⋃
r=1 Kr, and therefore of first category. 
Proposition 3.8. If a dynamical system (X ,T ) is transitive and has the shadowing prop-
erty, then the collection of invariant measures with zero entropy is dense in MT (X). If in
addition, the entropy function is upper semi-continuous, then the collection of invariant
measure with zero entropy is residual in MT (X).
Proof. Note that any measure supported on an odometer has zero entropy. So the first part
of the conclusion follows from Theorem A. Now assume that the entropy function is upper
semi-continuous. For every n> 0, let
An =
{
µ ∈MT (X) : hµ(T )< 1n
}
.
By upper semi-continuity, we know that An is open in MT (X) and then the set
∞⋂
n=1
An = {µ ∈MT (X) : hµ(T ) = 0}
is a dense Gδ subset of MT (X). 
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The following fact is an adaptation of [8, Proposition 21.13] to our context. While
there may be no periodic points in X we still may use density of odometers provided by
Proposition 3.6.
Proposition 3.9. If a nontrivial dynamical system (X ,T ) is transitive and has the shadow-
ing property, then the set of strongly mixing measures is of first category in MT (X).
Proof. Observe that if µ is fully supported strongly mixing measure, then (X ,T ) is topo-
logically mixing. But it is also well known that the maximal equicontinuous factor of any
(weakly) mixing dynamical system is trivial (e.g. see [18, Proposition 2.45]). Therefore
if (X ,T ) is an odometer then we are done, because |X | > 1 and hence MT (X) does not
contain any strongly mixing measure.
Now assume that (X ,T ) is not an odometer (in particular X is infinite). Take any two
disjoint closed sets F1,F2 ⊂ X with nonempty interiors. Then µ(F1)> 0 and µ(F2)> 0 for
any fully supported measure. For each n≥ 2, put
S(n) = {µ ∈MT (X) : µ(F1)≥ 1/n,µ(F2)≥ 1/n,µ is strongly mixing}.
Note that any strongly mixing measure with full support is contained in
⋃
n S(n). We are
going to show that each S(n) is nowhere dense. For each integer m ≥ 1 denote Vm =
B(F1,1/m). Fix any n and any µ ∈ S(n). For r,m ∈ N, put
E[m,r,s] =
∞⋂
j=s
{
µ ∈MT (X) : µ(Vm∩T− j(Vm))−µ(F1)2 ≤ 12r2 ,µ(F1)≥
1
n
,µ(F2)≥ 1n
}
.
Since Vm is open and F1 and F2 are closed, it is easy to check that each E[m,r,s] is closed
(e.g. see [8, Proposition 2.7]). If µ is strongly mixing then for every open set U we have
lim
k→∞
µ(U ∩T−k(U)) = µ(U)2.
Note that limm→∞ µ(Vm \F1) = 0 for every fully supported non-atomic measure and
µ(Vm∩T− j(Vm))≤ µ(F1∩T− j(F1))+2µ(Vm \F1)
which immediately implies that
S(n)⊂
∞⋃
m=1
∞⋃
r=n
∞⋃
s=1
E[m,r,s]
and so it is enough to show that E[m,r,s] is a nowhere dense subset of MT (X) for every
m,s≥ 1 and r≥ n. To do so fix any m and r≥ n. Take any ` >max{n,m+1} and any ν ∈
O(`). By definition, there exists p≥ ` such that (supp(ν),T ) has a periodic decomposition
of period p such that diameters of elements in the decomposition has diameter bounded
by 1/`. Let Z0 = Orb(z,T p). If T j(Z0)∩F1 6= /0, then diam(T j(Z0))< 1/` < 1/m and so
T j(Z0) ⊂ Vm. Let C = ⋃{T j(Z0) : T j(Z0)∩F1 6= /0}. Then T p(C) =C and F1 ⊂C ⊂ Vm.
This implies that ν(Vm∩T−sp(Vm))≥ ν(F1) and therefore either ν(F1)< 1n or ν(F2)< 1n
or
ν(Vm∩T−sp(Vm))−ν(F1)2 ≥ ν(F1)(1−ν(F1))≥ ν(F1)ν(F2)≥ 1n2 >
1
2r2
.
In any case ν 6∈ E[m,r,s], and since by Proposition 3.6 the set O(`) is dense in MT (X), we
obtain that E[m,r,s] is nowhere dense. Indeed, each set S(n) is is of first category which
shows stat the set of fully supported strongly mixing measures is of first category. By
Proposition 3.5 the set of measures with full support is residual, so its complement is of
first category, completing the proof. 
In [20], we showed that weak mixing together with the shadowing property imply the
specification property with a special kind of regularity in tracing (a weaker version of
periodic specification property). It is left open in [20] that whether the orbit closure of the
tracing point can be an odometer. The following result answers this question positively.
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Proposition 3.10. Let (X ,T ) be a weakly mixing system with the shadowing property. For
every ε > 0 there exists M > 0 such that for any k ≥ 2, any k points x1,x2, . . . ,xk ∈ X,
any non-negative integers 0 ≤ a1 ≤ b1 < a2 ≤ b2 < .. . < ak ≤ bk with ai − bi−1 ≥ M
for each i = 2,3, . . . ,k and any p ≥ M + bk− a1, there exists a point z ∈ X whose orbit
closure is an odometer and additionally d(T j(z),T np+ j(z)) < ε for every n, j ≥ 0 and
d(T np+ j(z),T j(xi))< ε for all ai ≤ j ≤ bi, 1≤ i≤ k and n≥ 0.
Proof. Note that it if we can prove theorem under additional assumption that a1 = 0, then
we can easily deduce case a1 > 0. Therefore, let us assume that a1 = 0.
Fix any ε > 0. Let δ > 0 be provided to ε/16 by the shadowing property. Assume
additionally that δ < ε/2. Let ξ be such that every ξ -pseudo orbit can be δ/3-traced.
Since (X ,T ) is weakly mixing, by [27], there exists M ∈N such that for every x,y ∈ X and
every m≥M there is a ξ -chain from x to y of length m.
Fix any k ≥ 2, any k points x1,x2, . . . ,xk ∈ X , any non-negative integers 0≤ a1 ≤ b1 <
a2 ≤ b2 < .. . < ak ≤ bk with ai−bi−1 ≥M for i = 2,3, . . . ,k and any p ≥M+bk. There
exist ξ -chains α1, . . . ,αk such that αi has length ai−bi−1−1, αk has length p−bk−1,
α = x1, . . . ,T b1(x1),α1,T a2(x2), . . .T ak(xk), . . . ,T bk(xk),αk
is a ξ -chain of length p and αα is also ξ -chain. Let y be a point which is δ/3-tracing
periodic ξ -pseudo orbit ααα . . .. Then
d(y,T p(y))≤ d(y,x1)+d(T p(y),x1)< δ ,
hence by Lemma 3.2 there exists a point z such that (Orb(z,T ),T ) is an odometer and
d(T jp+i(z),T i(y))≤ ε4 for every i = 0,1, . . . , p−1. This implies that for every ai ≤ j ≤ bi,
1≤ i≤ k and n≥ 0 we have
d(T np+ j(z),T j(xi))≤ d(T np+ j(z),T j(y))+d(T j(y),T j(xi))≤ ε4 +
δ
3
< ε
and for every n, j ≥ 0, if we present j = sp+ i, 0≤ i< p then
d(T np+ j(z),T j(z)) = d(T p(n+s)+i(z),T ps+i(z))
≤ d(T p(n+s)+i(z),T i(y))+d(T i(y),T ps+i(z))≤ ε
4
+
ε
4
< ε.
The proof is completed. 
4. APPROXIMATION OF ENTROPY BY ERGODIC MEASURES SUPPORTED ON ALMOST
1-1 EXTENSIONS OF ODOMETERS
The aim of this section is to prove Theorem B, Corollary C and some related results.
Theorem B states that if a transitive system has the shadowing property then one can ap-
proximate any invariant measure by a sequence of ergodic measures with lower entropy.
As any ergodic measure supported on odometer has zero entropy, it is necessary to con-
sider ergodic measures supported on almost 1-1 extensions of odometers. Here we outline
the ideas of Theorem B for ergodic measure. Next, this construction is extended to all
invariant measures, by technique similar to the proof Theorem A, but now with aid of the
ergodic decomposition of the entropy (see Lemma 2.5).
Given an ergodic measure µ , by Lemma 2.6 there exists a separated set Λ such that the
cardinality of Λ is related to the entropy of µ and the empirical measure of any point in the
separated set Λ is sufficiently close to the ergodic measure µ in the weak∗-topology. By
the shadowing property and a rather complicated construction (see Lemmas 4.1 and 4.2),
there exists a regularly recurrent point z such that z is close to any point in the separated
set Λ and the entropy supported on the orbit closure of z is related to the cardinality of Λ
(its orbit follows all elements of Λ). We carefully prove that z is regularly recurrent, which
implies that its orbit closure is an almost 1-1 extensions of an odometer.
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Consider an ergodic measure ν supported on the orbit closure of z such that the entropy
of ν is close to the entropy of the the orbit closure of z. Then by the construction the
measure ν is close to the ergodic measure µ and their entropies are also close. If we
remove some points in the separated set Λ when constructing z, then ν is still close to µ
but this way upper bound on entropy of ν can be controlled. This is main idea leading to
approximation of given ergodic measure µ by ergodic measures supported on almost 1-1
extensions of odometers with controlled value of entropy.
We start with the following lemma, which allows us to decrease radius of returns of
pseudo-orbits, keeping the growth rate of the number of orbits at the same time. The idea
is similar to the proof of Lemma 3.1, however now condition d(x,T n(x)) < δ is replaced
by diam(Λ∪ T n(Λ)) < δ so that using tracing we are able to follow segments of orbits
of different points from Λ, using Λ as a ”switching” region. This way we will produce
a sufficiently separated set with a kind of n-periodic behavior up to some fixed accuracy.
This will allow us to perform an inductive construction in later proofs.
Lemma 4.1. Suppose that (X ,T ) has the shadowing property. Let ε > 0, η ∈ (0,ε/4),
let δ > 0 be provided for η/2 by the shadowing property. If a set Λ = {x0, . . . ,xs−1} is
(n,ε)-separated for some n> 0 and diam(Λ∪T n(Λ))< δ then for every ξ > 0 there exist
a set Λ′ = {y0, . . . ,ys′−1} and n′ > 0 such that
(i) Λ′ is (n′,ε−2η)-separated,
(ii) diam(
⋃∞
i=0 T
in′(Λ′))< ξ ,
(iii) n′ = rn for some integer r > 0 and s′ ≥ s(1−ξ )r,
(iv) for every i = 0, . . . ,s′−1 and every integer j ≥ 0, there is i j ∈ {0,1, . . . ,s−1} such
that
d(T jn+t(yi),T t(xi j)< η
for t = 0, . . . ,n−1 and additionally
|{0≤ j < r : i j = q}|> 0
for each q = 0, . . . ,s−1.
Proof. Denote by Γ the set of points y in X such that for each integer j ≥ 0 there is an
index i j ∈ {0,1, . . . ,s−1} such that
(4.1) d(T jn+k(y),T k(xi j))≤ η/2 for k = 0, . . . ,n−1.
Observe that Γ 6= /0 because for any choice of indexes i0, i1, . . . ∈ {0,1, . . . ,s− 1} the se-
quence
(4.2) xi0 ,T (xi0), . . . ,T
n−1(xi0),xi1 ,T (xi1), . . . ,T
n−1(xi1),xi2 , . . .
is a δ -pseudo orbit, and hence is η/2 traced by some point in Γ. It follows directly from
the definition that Γ is closed and T n(Γ)⊂ Γ. Recall that Λ is (n,ε)-separated and η < ε/4
hence if d(T jn+k(y),T k(xi j))≤ η/2 for k = 0,1, . . . ,n−1 then the index i j is uniquely de-
termined. Namely, if there were two different indexes i j, i j ′ satisfying the above condition
then for some 0≤ k < n we would have
ε ≤ d(T k(xi j),T k(xi j ′))≤ d(T k(xi j ,T jn+k(y)))+d(T jn+k(y),T k(xi j ′))≤ η < ε
which is a impossible. Therefore with each y∈Λ we can associate a well defined sequence
pi(y) = i0i1 . . .∈Σ+s provided by (4.1) and that way we obtain a continuous map pi : Γ→Σ+s
such that σ ◦pi = pi ◦T n. By (4.2) the map pi is onto. Let C ⊂ Σ+s be a minimal subshift
with htop(C)> (1−ξ/4) log(s), e.g. a Toeplitz subshift (see [18, Theorem 4.77]; cf [37]).
We may also assume that each symbol 0,1, . . . ,s−1 appears in an element of C (thus in all
of them). To satisfy this condition it is enough to assume that htop(C) > log(s−1). Then
there exists N ∈ N such that for every l ≥ N the set of words of length l allowed in the
subshift C has the following lower bound on the number of elements
|Ll(C)|> s(1−ξ/2)l .
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Since the subshift C is minimal, increasing N if necessary, we may assume that each word
in L(C) consisting of at least N symbols contains at least one occurrence of each symbol
0,1, . . . ,s−1. Let D be a minimal set for T n contained in pi−1(C). Clearly pi(D) =C and
so
htop(T n|D)≥ htop(C)> (1−ξ/4) log(s).
Let γ < ξ/4 be provided by shadowing to ε ′ <min{η/3,ξ/4}. Let U1, . . . ,Up be an open
cover of D by sets with diam(Ui) < γ . Since D is minimal for T n, for each 1 ≤ i, j ≤ p
there is si, j ∈ N such that D∩Ui∩T−nsi, j(U j) 6= /0. Denote M = maxi, j{si, j}.
Fix an integer l such that
l >
8log(p)
ξ
and l >
4M(1+ξ )
ξ
.
For each w ∈ Ll(C), pick exactly one element zw ∈ pi−1([w]C)∩D. We claim that the set
Zl = {zw : w ∈ Ll(C)} ⊂ D
is an (nl,ε−η)-separated set for T . Fix any distinct u,w ∈Ll(C) and let 0≤ j< l be such
that w j 6= u j. Then by (4.1) we obtain that
d(T jn+k(zw),T k(xw j))≤η/2 and d(T jn+k(zu),T k(xu j))≤η/2 for k= 0, . . . ,n−1.
But since w j 6= u j there is also 0≤ k < n such that d(T k(xw j),T k(xu j))> ε , and therefore
for this particular k we obtain that
d(T jn+k(zw),T jn+k(zu))> ε−η/2−η/2
which proves the claim.
Furthermore, using the pigeon-hole principle we immediately obtain that there are sets
Ui,U j in the list {Uk}pk=1 such that
(4.3) |Zl ∩Ui∩T−nl(U j)| ≥ |Ll(C)|p2 >
s(1−ξ/2)l
p2
= s(1−ξ/2)l−2log(p) ≥ s(1− 3ξ4 )l .
Put r = l+ si, j and n′ = rn. Pick a point v ∈ D such that v ∈U j and T si, jn(v) ∈Ui.
Let A= {w ∈ Ll(C) : zw ∈Ui,T nlzw ∈U j}. For each w ∈A the sequence
(4.4) zw,T (zw), . . . ,T nl−1(zw),v,T (v), . . . ,T si, jn−1(v)
is a finite γ-pseudo orbit and d(T si, jn(v),zw)< γ , which we extend to an infinite (periodic)
γ-pseudo orbit, by periodic repetition of the sequence (4.4). Pick a point yw ∈ X which
ε ′-traces it. Then the set
Λ′ = {yw : w ∈A}
is (n′,ε−2η) separated and by (4.3) contains at least
|Λ′|= |A| ≥ s(1− 3ξ4 )l ≥ s(1−ξ )r
elements, hence conditions (i) and (iii) are satisfied. But clearly
⋃∞
i=0 T
in′(Λ′) ⊂ Bε ′(Ui)
and so
diam
( ∞⋃
i=0
T in
′
(Λ′)
)
≤ diam(Ui)+2ε ′ < γ+2ε ′ ≤ ξ4 +
ξ
2
< ξ
which shows that (ii) holds.
Finally, fix any yw ∈Λ′, where by definition w∈A. Fix any j = 0, . . . ,r−1. If 0≤ j< l
then put i j = w j and observe that for t = 0,1, . . . ,n we have
d(T jn+t(yw),T t(xi j))≤ d(T jn+t(yw),T jn+t(zw))+d(T jn+t(zw),T t(xi j))
≤ ε ′+η/2< η .
If l ≤ j < r−1 then, because v ∈ Γ, there exists i j ∈ {0,1, . . . ,s−1} such that
d(T ( j−l)n+t(v),T t(xi j))≤ η/2
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for t = 0,1, . . . ,n and so also in this case
d(T jn+t(yw),T t(xi j))≤ d(T jn+t(yw),T ( j−l)n+t(v))+d(T ( j−l)n+t(v),T t(xi j))
≤ ε ′+η/2< η ,
for t = 0,1, . . . ,n. The case j > r follows from the fact that yw traces a pseudo-orbit ob-
tained by periodic repetitions of the sequence (4.4). Additionally, by the choice of l, any
word w in A contains at least one occurrence of each symbol 0,1, . . . ,s−1 which implies
(iv). The proof is completed. 
Lemma 4.2. Suppose that (X ,T ) has the shadowing property. Let ε > 0, η ∈ (0,ε/8) and
let δ > 0 be provided for η/8 by the shadowing property. If the set Λ = {x0, . . . ,xs−1}
is (n,ε)-separated for some n > 0 and diam(Λ∪T n(Λ))< δ then there exists a regularly
recurrent point z such that
(a) for every j ≥ 0 there is i j ∈ {0,1, . . . ,s− 1} such that d(T jn+t(z),T t(xi j)) ≤ 2η for
t = 0, . . . ,n−1,
(b) (1−η) log(s)/n≤ htop(Orb(z,T ),T )≤ log(s)/n.
Proof. Fix a sequence (λk)∞k=1 of positive numbers such that λ1 =η/4 and∏
∞
k=1(1−λk)>
(1−η). Define inductively sequences (εk)∞k=1, (ηk)∞k=1, (δk)∞k=1 of positive numbers by
• ε1 = ε , η1 = η/8 and δ1 = δ ,
• εk+1 = εk−2ηk,
• ηk+1 = ηk/8 = η/8k+1,
• δk+1 is provided for ηk+1 by shadowing,
• ξk = min{λk,δk+1,ηk+1}.
We will construct a sequence (zk)∞k=1 of points in X and sequences (sk)
∞
k=1, (nk)
∞
k=1
and (rk)∞k=1 of positive integers by induction. Put n1 = n, s1 = s and Λ1 = Λ. Enumerate
the elements of the Λ1 by Λ= {y(1)0 , . . . ,y(1)s1−1}. Observe that Λ1 is (n1,ε1)-separated and
diam(Λ1 ∪T n1(Λ1)) < ξ1, hence applying Lemma 4.1 for Λ1 with parameters n1, ε1, ξ1,
η1 and δ1, we obtain a set Λ2 = {y(2)0 , . . . ,y(2)s2−1} and positive integers r1, n2, s2 such that
(we can always remove some elements from Λ2 if there were too many):
(i) Λ2 is (n2,ε2)-separated,
(ii) diam(
⋃∞
i=0 T
in2(Λ2))< ξ1 < δ2,
(iii) n2 = r1n1 and s
(1−ξ1)r1
1 < s2 ≤ sr11 ,
(iv) for every i = 0, . . . ,s2−1 and j ≥ 0 there is i j ∈ {0,1, . . . ,n1−1} such that
d(T jn1+t(y(2)i ),T
t(y(1)i j ))< η1
for t = 0, . . . ,n1−1 and additionally
|{0≤ j < r1 : i j = q}|> 0
for each q = 0, . . . ,s1−1.
Proceeding inductively, for each k> 1 we generate by Lemma 4.1 a setΛk = {y(k)0 , . . . ,y(k)sk−1}
and positive integers rk−1,nk,sk such that
(v) Λk is (nk,εk)-separated,
(vi) diam(
⋃∞
i=0 T
ink(Λk))< ξk−1 ≤ δk,
(vii) nk = rk−1nk−1 and s
(1−ξk−1)rk−1
k−1 < sk ≤ s
rk−1
k−1 ,
(viii) for every i = 0, . . . ,sk−1 and j ≥ 0 there is i j ∈ {0,1, . . . ,sk−1−1} such that
d(T jnk−1+t(y(k)i ),T
t(y(k−1)i j ))< ηk−1
t = 0, . . . ,nk−1−1 and additionally
|{0≤ t < rk−1 : it = q}|> 0
for each q = 0, . . . ,sk−1−1.
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Put zk = y
(k)
0 and observe that for each k ≥ 1 we have zk ∈ Λk and zk+1 ∈ Λk+1, thus
d(zk,zk+1)≤ diam(Λk)+diam(Λk+1)+d(Λk,Λk+1)
≤ ηk +ηk+1+ηk < η/8k−1.
This shows that (zk)∞k=1 is a Cauchy sequence and so z = limk→∞ zk is well defined.
Fix any j ≥ 0, k ≥ 1 and m> k. Since nk divides nm−1, there exists l ≥ 0 and jm−1 ≥ 0
such that jnk = lnm−1+ jm−1nk. In fact, we can put l = [ jnknm−1 ] and jm−1 = j−
lnm−1
nk
. Since
zm ∈ Λm, by (m-d), there exists im−1 ∈ {0,1, . . . ,sm−1−1} such that
d(T lnm−1+t(zm),T t(y
(m−1)
im−1 ))< ηm−1 for t = 0,1, . . . ,nm−1−1.
In particular,
d(T jnk+t(zm),T jm−1nk+t(y
(m−1)
im−1 ))< ηm−1 for t = 0,1, . . . ,nk−1.
By the same argument, there is jm−2 ≥ 0 and im−2 ∈ {0,1, . . . ,sm−2−1} such that
d(T jm−1nk+t(y(m−1)im−1 ),T
jm−2nk+t(y(m−2)im−2 ))< ηm−2 for t = 0,1, . . . ,nk−1,
and then
d(T jnk+t(zm),T jm−2nk+t(y
(m−2)
im−2 ))< ηm−1+ηm−2 for t = 0,1, . . . ,nk−1.
Repeating this reduction (m− k)-times, we obtain some jk ∈ {0,1, . . . ,sk−1} such that
(4.5) d(T jnk+t(zm),T t(y
(k)
jk
))<
m−1
∑
i=k
ηi ≤
∞
∑
i=k
η/8i ≤ 2ηk, for t = 0,1, . . . ,nk−1.
By (vi), we have diam(Λk)≤ ηk. Then by (4.5) with t = 0, we have
(4.6) d(T jnk(zm),zk)≤ diam(Λk)+2ηk ≤ 3ηk ≤ η/8k−1.
Passing with m→ ∞ with a fixed j ≥ 0 and k ≥ 1 in (4.6), we get
d(T jnk(z),zk)≤ η/8k−1,
and then
d(T jnk(z),z)≤ d(T jnk(z),z)+d(z,zk)≤ η/8k−1+
∞
∑
i=k
d(zk,zk+1)≤ η/8k−2.
As j ≥ 0 and k ≥ 1 are arbitrary, z is regularly recurrent.
By (4.5) with k = 1, we obtain that for every j ≥ 0 and m > 1, there exists i j,m ∈
{0,1, . . . ,s−1} such that
d(T jn+t(zm),T t(xi j,m))≤ 2η1, for t = 0,1, . . . ,n−1.
There are only finitely many choices of indexes i j,m, hence for each j, the sequence
(i j,m)∞m=1 has a subsequence of a fixed value i j. Passing to a limit for m→ ∞ over this
subsequence, we get
d(T jn+t(z),T t(xi j))≤ 2η1, for t = 0,1, . . . ,n−1,
which shows that (a) holds.
By the same argument, for each k ≥ 2 and j ≥ 0, there exists i j,k ∈ {0,1, . . . ,sk− 1}
such that
(4.7) d(T jnk+t(z),T t(y(k)i j,k))< ηk−1 for t = 0,1, . . . ,nk−1.
Fix any k ≥ 2 and observe that by (4.7) with j = 0, there exists ik ∈ {0,1, . . . ,sk− 1}
such that
d(T t(z),T t(y(k)ik ))< ηk−1 for t = 0,1, . . . ,nk−1.
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For this particular ik, by (viii), for each q= 0,1, . . . ,sk−1−1, there exists jq ∈{0,1, . . . ,rk−1−
1} such that
d(T jqnk−1+t(y(k)ik ),T
t(y(k−1)q ))< ηk−1 for t = 0,1, . . . ,nk−1−1
and then
d(T jqnk−1+t(z),T t(y(k−1)q ))< 2ηk−1 for t = 0,1, . . . ,nk−1−1.
By the construction the set Λk−1 = {y(k−1)0 ,y(k−1)1 , . . . ,y(k−1)sk−1−1} is (nk−1,εk−1)-separated.
So the set
{T jnk−1(z) : i = 0, . . . ,rk−1−1}
contains an (nk−1,εk−1− 2ηk−1)-separated set consisting of at least sk−1-elements. Note
that εk−1−2ηk−1 ≥ ε/2 and
log(sk−1)≥ (1−ξk−2)rk−2 log(sk−2)≥ . . .≥ log(s1)
k−2
∏
j=1
(1−ξ j)r j
≥ (1−η) log(s1)nk−1n =
nk−1
n
(1−η) log(s).
So we obtain a lower bound for topological entropy of T on Orb(z,T ), which is
htop(Orb(z,T ),T )≥ limsup
k→∞
1
nk−1
log(sk−1)≥ (1−η)n log(s).
Now fix any ξ > 0 and pick a large enough positive integer k such that 4ηk−1 < ξ . Fix
any positive integer m. We first assume that m is of the form m = qnk for some q≥ 1. For
any x ∈ Γ, there is r ≥ 0 such that
d(T r+t(z),T t(x))< ηk−1
for t = 0, . . . ,m− 1. Write r as r = pnk + l for some 0 ≤ l < nk. Then by (4.7) there are
indexes w0, . . . ,wq such that
d(T (p+i)nk+t(z),T t(y(k)wi ))< 2ηk−1
for t = 0, . . . ,nk−1 and i = 0, . . . ,q. If 0< t < nk− l, we have
d(T t(x),T l+t(y(k)w0 ))< d(T
t(x),T pnk+l+t(z))+d(T pnk+l+t(z),T l+t(y(k)w0 ))< 3ηk−1.
If nk− l ≤ t < qnk, then t ∈ [ink− l,(i+1)nk− l) for some i = 0,1, . . . ,q, and
d(T t(x),T l+t(y(k)wi ))< d(T
t(x),T pnk+l+t(z))+d(T pnk+l+t(z),T l+t(y(k)wi ))< 3ηk−1.
Note that there are nk choices of l and s
q+1
k choices of the indexes w0, . . . ,wq. We get an
upper bound of the minimal number of elements of (m,ξ )-spanning set for (Orb(z,T ),T ).
Strictly speaking, if Sm is an (m,ξ )-spanning set for (Γ,T ) with minimal number of ele-
ments, then
|Sm| ≤ nksq+1k ≤ nks(q+1)∏
k−1
j=1 r j = nks(q+1)nk/n.
For general positive integer m, there exists q ∈ N0 such that qnk ≤ m < (q+ 1)nk and in
this case |S(i+1)nk | ≤ |Sm| ≤ |Sink |. So
limsup
m→∞
1
m
log |Sm|= limsup
q→∞
1
qnk
log |S(q+1)nk | ≤ limsup
q→∞
1
qnk
log(nks(q+2)nk/n) =
1
n
log(s).
But ξ < 0 is arbitrary, which shows that topological entropy on Orb(z,T ) is bounded from
above by 1n log(s), completing the proof. 
If a dynamical system is transitive, then the whole space is the unique chain-recurrent
class. So Theorem B follows from the following result.
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Theorem 4.3. Suppose that (X ,T ) has the shadowing property and µ ∈MT (X). If supp(µ)/∼
is a singleton, then for every 0 ≤ c ≤ hµ(T ) there exists a sequence of ergodic measures
(µn)∞n=1 supported on almost 1-1 extensions of odometers such that limn→∞ µn = µ and
limn→∞ hµn(T ) = c.
Proof. We have the following three cases depending on the entropy of µ .
Case 1: hµ(T ) = 0 or c = 0. By Theorem 3.4 we may approximate µ by measures sup-
ported on odometers and every measures on odometers have zero entropy.
Case 2: hµ(T ) ∈ (0,∞). Fix ε > 0 and c ∈ (0,hµ(T )]. It is enough to show that there
exists an ergodic measure ν supported on an almost 1-1 extensions of odometer such that
dBL(ν ,µ)< ε and |hν(T )− c|< ε .
By Lemma 2.5, there exist ergodic measures µi with supp(µi)⊂ supp(µ) for i= 1,2, . . . ,K
such that
(4.8) dBL
( 1
K
K
∑
i=1
µi,µ
)
<
ε
8
,
and
(4.9)
∣∣∣ 1
K
K
∑
i=1
hµi(T )−hµ(T )
∣∣∣< ε
16
.
For for i = 1,2, . . . ,K, let
Fi =
{
ν ∈MT (X) : dBL(µi,ν)< ε8
}
.
By Lemma 2.6, there exist γ > 0 and N ∈ N such that for any m> N there exists
(4.10) Γm,i ⊂ Xm,Fi ∩ supp(µi)
which is (m,γ)-separated and satisfies
(4.11)
∣∣∣ 1
m
log |Γm,i|−hµi(T )
∣∣∣< ε
16
for i = 1,2, . . . ,K. Removing sufficiently many elements from Γm,i we may assume that
(4.12)
∣∣∣ 1
K
K
∑
i=1
1
m
log |Γm,i|− c
∣∣∣< ε
8
.
By (4.10), for every x ∈ Γm,i,
(4.13) dBL(Em(x),µi)<
ε
8
.
There is also β > 0 such that |Γm,i| ≤ βm for all m> N.
Let η ∈ (0, ε16 ), let δ ∈ (0, γ4 ) be provided for η8 and let ξ ∈ (0, δ8 ) be provided for
δ
8 by the shadowing property. Let U1, . . . ,Up be an open cover of supp(µ) by sets with
diam(Ui) < ξ . As supp(µ)/∼ is a singleton, there exists M > 0 such that for any Ui and
U j there exists 0<Mi, j ≤M with supp(µ)∩Ui∩T−Mi jU j 6= /0. When m is fixed, for each
i = 1,2, . . . ,K, using the pigeon-hole principle there are sets Vi,Wi in the list {Uk}pk=1 such
that
(4.14) |Γm,i∩Vi∩T−m(Wi)| ≥ |Γm,i|p2 .
Taking m sufficiently large and putting Γ′m,i = Γm,i ∩Vi ∩ T−m(Wi), we easily obtain by
(4.14) that
(4.15)
∣∣∣ 1
m
log |Γ′m,i|−
1
m
log |Γm,i|
∣∣∣< ε
8
for i = 1,2, . . . ,K. We may additionally assume that
(4+ logβ )M
m
<
ε
8
and M < m.
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Let si = |Γ′m,i| and enumerate Γ′m,i as {y(i)0 ,y(i)1 , . . . ,y(i)si−1}. For i = 1,2, . . . ,K− 1, we
pick zi ∈Wi and 0<Mi ≤M with T Mi(zi) ∈Vi+1. We also pick zK ∈WK and 0<MK ≤M
with T MK (zK) ∈V1. Let us denote
n = Km+
K
∑
i=1
Mi
and observe that Km < n ≤ K(m+M). For each choice of indexes 0 ≤ i j < si for i =
1, . . . ,K, define a sequence of points in X , denoted by {y j : 0≤ j ≤ n−1}, as follows
y(1)i1 ,T (y
(1)
i1
), . . . ,T m−1(y(1)i1 ),z1,T z1, . . . ,T
M1−1z1,
y(2)i2 ,T (y
(2)
i2
), . . . ,T m−1(y(2)i2 ),z2,T z2, . . . ,T
M2−1z2,
... ... ...
y(K)i1 ,T (y
(K)
i2
), . . . ,T m−1(y(K)iK ),zK ,T zK , . . . ,T
MK−1zK .
By Lemma 2.2(1) we obtain that
dBL
( 1
K
K
∑
i=1
Em(y
(i)
i1
),
1
n
n−1
∑
j=0
δy j
)
≤
(
Km+
K
∑
i=1
(m+Mi)
) K
∑
i=1
Mi+Km
K
∑
i=1
Mi
Km
K
∑
i=1
(m+Mi)
≤ (2m+M)M+Mm
m2
≤ 4M
m
<
ε
8
.
(4.16)
Let α be the periodic sequence
α = (y0,y1, . . . ,yn−1,y0,y1, . . . ,yn−1,y0, . . .).
Then α is a ξ -pseudo-orbit. Pick a point y = y(i1, i2, . . . , iK) which δ8 -traces α , that is
d(T jn+i(y),yi)<
δ
8
for every j ≥ 0 and i = 0,1, . . . ,n−1. By Lemma 2.2(2), we get
(4.17) dBL
(
En(y),
1
n
n−1
∑
j=0
δy j
)
<
δ
8
<
ε
8
.
Let s = ∏Ki=1 si and Γ be the collection of all those y(i1, i2, . . . , iK). Take any two distinct
points p,q ∈ Γ, say p = y(i1, . . . , iK), q = y( j1, . . . , jK) and iu 6= ju for some 1 ≤ u ≤ K.
Then
d(T um+∑
u−1
i=1 Mi+t(p),T t(y(u)iu ))<
δ
8
, d(T um+∑
u−1
i=1 Mi+t(q),T t(y(u)ju ))<
δ
8
for each t = 0,1, . . . ,m− 1. Recall that each Γ′m,i is (m,γ)-separated, hence there is 0 ≤
v< m such that d(T v(y(u)iu ),T
v(y(u)ju ))> γ and therefore
d(T um+∑
u−1
i=1 Mi+v(p),T um+∑
u−1
i=1 Mi+v(q))≥ γ− δ
4
>
γ
2
.
This proves that Γ is (n, γ2 )-separated and clearly also |Γ|= s. We also have that
diam(Γ∪T n(Γ))< diam(V1)+2 · δ8 < δ .
Applying Lemma 4.2 to Γ, n, γ2 , δ and η , there exists a regularly recurrent point z∈ X such
that for every j ≥ 0 there is q j ∈ Γ such that
(4.18) d(T jn+t(z),T t(q j))≤ 2η < ε8
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for t = 0, . . . ,n−1 and
(4.19) (1−η) log(s)
n
≤ htop(Orb(z,T ),T )≤ log(s)n .
By Lemma 2.2(2) and (4.18), for every j ≥ 0 there is q j ∈ Γ such that
(4.20) dBL(En(T jn(z)),En(q j))<
ε
8
,
By the variational principle of the topological entropy, there exists an ergodic measure ν
supported on Orb(z,T ) such that
(4.21) (1−2η) log(s)
n
< hν(T )≤ htop(Orb(z,T ),T )≤ log(s)n .
For sufficiently small positive number η we have
(4.22) 2η
log(s)
n
=
∣∣∣(1−2η) log(s)
n
− 1
n
k
∑
i=1
log |Γ′m,i|
∣∣∣< ε
8
.
On the other hand
(4.23)
∣∣∣1
n
log |Γ′m,i|−
1
Km
k
∑
i=1
log |Γ′m,i|
∣∣∣≤ M
n
logβ <
ε
8
.
Summing up formulas (4.9), (4.12), (4.15), (4.19), (4.21), (4.22) and (4.23), we get
(4.24) |hν(T )− c|< ε.
By Lemma 2.4 there exist j1, j2 ∈ N such that
(4.25) dBL(E j1n(T
j2n(z)),ν)<
ε
8
.
Summing up formulas (4.8), (4.13), (4.16), (4.17) and (4.20) and Lemma 2.2(3), we get
dBL(µ,ν)< ε.
The proof of this case is finished.
Case 3: hµ(T ) = ∞. This case is similar to the Case 2, with the main change in (4.9),
which by Lemma 2.5 has the form
(4.26)
1
K
K
∑
i=1
hµi(T )>
8
ε
.
All the other estimates have to be adjusted accordingly, leading to hν(T ) > 1/ε in (4.24)
in the case of c = ∞. We leave the details of the proof in this case to the reader. 
Now we are ready to prove Corollary C.
Proof of Corollary C. (1) Fix any 0≤ c< htop(T ) and ε > 0. Let µ be an invariant measure
with hµ(T ) ≥ c and η > 0. If hµ(T ) > c, then by Theorem B there exists an ergodic
measure ν supported on an almost 1-1 extension of odometer such that dBL(µ,ν) < η
and c < hν(T ) < c+ ε . If hµ(T ) = c, then by the variational principle of the topological
entropy, pick an invariant measure µ ′ such that c < hµ ′(T ) ≤ htop(T ), and next pick a
sufficiently small number t ∈ (0,1) such that dBL(µ,µ ′′)< η2 , where µ ′′ = (1− t)µ+ tµ ′.
Observe that hµ ′′(T ) = (1− t)hµ(T )+ thµ ′(T ) > c. By Theorem B again, there exists an
ergodic measure ν support on an almost 1-1 extensions of odometer such that dBL(µ ′′,ν)<
η
2 and c< hν(T )< c+ ε . So dBL(µ,ν)< η .
(2) Now assume that the entropy function is upper semi-continuous. Fix any 0 ≤ c <
htop(T ) and denote
V= {µ ∈MergT (X) : hµ(T )≥ c} and V(c) = {µ ∈MT (X) : hµ(T ) = c}.
For every ε > 0, put V(c,ε) = {µ ∈MT (X) : c ≤ hµ(T ) < c+ ε}. By the first part of the
conclusion we know that for every ε > 0, V(c,ε) is dense in V. As the entropy function is
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upper semi-continuous, V(c,ε) is open in V. Then V(c) is residual in V, because V(c) =⋂∞
n=1V(c,
1
n ). 
Remark 4.4. Note that Corollary C does not contain the case c = htop(X ,T ).
As mentioned in the introduction, if an expansive dynamical system has the periodic
specification property (or its weaker version, e.g. approximate product property [26]) then
each invariant measure is entropy-approachable by ergodic measures. It is natural to ask
that whether the expansiveness is redundant. More precisely, we have the following ques-
tion.
Question 4.5. Assume that (X ,T ) has approximate product property (or periodic specifi-
cation property). Is it true that for every invariant measure µ there are ergodic measures
νn ∈MT (X) such that limn→∞ νn = µ and limn→∞ hνn(T ) = hµ(T )?
5. EXAMPLES OF SHADOWING BEYOND SPECIFICATION PROPERTY
When (X ,T ) is a topologically mixing map with the shadowing property (and the en-
tropy function is upper semi-continuous), Theorems A and B do not lead us too much
beyond what is already known, because results for dynamical systems with the specifi-
cation property can be applied. Still, we can say more about the topological structure of
supports of ergodic measures, but results on approximation of entropy follow by earlier
results. The aim of this section is two fold. First, we will provide natural examples with-
out specification property. These examples will also show that not much more can be said
about dynamics on supports of approximating measures. Second, we will be able to high-
light possible problems that may arise when applying Theorem 4.3 to measures supported
on chain-recurrent classes, that is when there is lack of transitivity.
Consider the family of tent maps fλ : [0,1]→ [0,1], with λ ∈ [
√
2,2] given by the for-
mula:
fλ (x) =
{
λx, 0≤ x≤ 1/2
λ (1− x), 1/2≤ x≤ 1 .
By Theorem 6.1 in [38] the set S ⊂ [√2,2] for which fλ has the shadowing property is
of full Lebesgue measure (however has complement uncountable in any open subset of
[
√
2,2]). It is also known that 2 ∈ S but not much more can be said about exact structure of
the set S.
It is not hard to see that Ω(Tλ ) = {0}∪Cλ where Cλ is the core of tent map defined by
Cλ = [ f 2λ (1/2), fλ (1/2)]. Since any surjective map with the shadowing property restricted
to its non-wandering set also has the shadowing property (e.g. see [1, Theorem 3.4.2.]),
the tent map restricted to its core Tλ = fλ : Cλ →Cλ has the shadowing property. Clearly,
after renormalization we can view Tλ as a map on [0,1], and then it is given by the formula
Tλ (x) =
{
λx+(2−λ ), 0≤ x≤ λ−1λ
−λx+λ , λ−1λ ≤ x≤ 1
.
Note that each Tλ is transitive (e.g. see [5, Remark 3.4.17]). But it is also easy to see
that Tλ ([0, p]) 6= [p,1], where p is the unique fixed point of Tλ , hence Tλ is topologically
mixing (e.g. see [15, Theorem 2.1]).
Example 5.1. Let Y = [0,1]×Gs for some odometer (Gs,Ts) with |Gs| > 1 and let F =
Tλ ×Ts, for some λ ∈ S. Then (Y,F) is a transitive dynamical system and it has shadowing
property as a product of maps with the shadowing property. But (Y,F) is not mixing, as it
has a nontrivial equicontinuous factor (Gs,Ts), in particular it does not have specification
property.
26 J. LI AND P. OPROCHA
Remark 5.2. Note that any minimal subsystem of (Y,F) in Example 5.1 has odometer
(Gs,Ts) as its factor, hence in Theorems A and B we cannot replace odometers by other
types of minimal systems (e.g. weakly mixing).
Remark 5.3. It is clear that in construction of (Y,F) in Example 5.1 the only essential
ingredient is that ([0,1],Tλ ) has the shadowing property, so we can replace it by any system
(X ,T ) with the shadowing property and the same argument will work. However we will
need special structure of Example 5.1 to construct a map on the unit square later in this
section.
Now, we will provide another example (this time on the unit square), which will give us
a better insight into statements of Theorem 4.3.
First, consider the map FD of type 2∞ (i.e. map with periodic points of primary period
2n for each n and no other periods), introduced by Delahaye in [7] (see also [30]). This
map is defined on [0,1] by the following rules (its graph is presented on Figure 1):
• FD(0) = 23 , f (1) = 0,
• FD(1− 23n ) = 13n−1 , and FD(1− 13n ) = 23n+1 for all n≥ 1,• FD is linear between the above points.
FIGURE 1. Graph of Delahaye map FD and its second
iterate F2D
If we analyze the graph of F2D then the following is evident:
(1) Both F2D|[0,1/3] and F2D|[2/3,1] after renormalization became again FD,
(2) Set (1/2,2/3) contains a unique repelling fixed point p such that:
(a) For every x ∈ (1/3,2/3), x 6= p there exists n such that FnD(x) 6∈ (1/3,2/3).
(b) F−1D ({p}) = {p}.
In particular, if liminfn→∞ |FnD(x)− p|= 0 then x = p.
It is also clear that using (1), properties of the fixed point p above can be restated for any
other periodic point of FD in the analogous manner. Using (1) it can be also proved that
FD contains an infinite ω-limit set conjugated to an odometer (e.g. see [30]). It is a unique
infinite ω-limit set of FD.
Before we can explain why FD has the shadowing property, we will need three defini-
tions form [17]. If a,b ∈ [0,1] and a 6= b then we write 〈a,b〉 to denote interval spanned by
a and b.
Definition 5.4. Let p be a periodic point of a map f : [0,1]→ [0,1] and let q∈ [0,1], q 6= p.
We say that one-sided neighborhood 〈p,q〉 of p is f -m-nontrapping if f m(p) = p and for
every x ∈ 〈p,q〉 we have x ∈ f m(〈p,q〉).
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Definition 5.5. A continuous function f : [0,1]→ [0,1] is nondegenerate if the following
condition holds:
If x ∈ [0,1], p is a periodic point of f , 〈p,q〉 is an m- f -nontrapping neighborhood of
p and limn→∞ f nm(x) = p, then for every open neighborhood Ox of x and for all z1,z2 ∈
〈p,q〉 \{p,q} there is an n≥ 0 such that 〈z1,z2〉 ⊂ f mn(Ox).
Consider again the fixed point p of FD. The only candidate for x in Definition 5.5 is
x = p. But it is clear (see Figure 1) that for every open interval J 3 p and every m there is
k > 0 such that FmkD (J)⊃ [1/3,2/3] and therefore
F2mkD (J) = F
mk−2
D (F
2
D(F
mk
D (J))) = F
mk−2
D (F
2
D([1/3,2/3]) = F
mk−2
D ([0,1]) = [0,1].
It is also clear that if u 6= p is periodic point of FD, then for any FD-m-nontrapping neigh-
borhood 〈u,q〉 of u we must have 〈u,q〉 ∩ (1/3,2/3) = /0 (see graph of F2D on Figure 1).
Therefore by renormalization provided by (1), verification of conditions in Definition 5.5
can be reduced to the case of p and FD. This shows that FD is a nondegenerate map.
An interval J is periodic, if there exists k > 0 such that f k(J) = J. We denote by Per(J)
the least such integer k.
Definition 5.6. We say that a continuous function f : [0,1]→ [0,1] is a shrink function
if for every sequence {Jk}∞k=1 of periodic intervals such that Jk+1 ⊂ Jk and Per(Jk) <
Per(Jk+1) we have that limk→∞ diam(Jk) = 0.
Again by (1), it is not hard to see that FD is a shrink function. Therefore FD has the
shadowing property, by the Main Theorem from [17], which we present below.
Theorem 5.7. Let f : [0,1]→ [0,1] be a continuous function with zero topological entropy.
Then the following conditions are equivalent:
(1) ([0,1], f ) has the shadowing property,
(2) f is a nondegenerate shrink function.
Example 5.8. Let X = [0,1]2 and let T = FD × Tλ for some λ ∈ S. Then (X ,T ) is a
dynamical system with the shadowing property. We examine chain recurrent sets of (X ,T )
If we denote Q = [x]∼ for some x ∈ CR(X ,T ) then FD|Q can be presented as a product
Ts×Tλ for some odometer (Gs,Ts), where |Gs| = 2n for some n ≥ 0 or |Gs| = +∞. Thus
by Theorem B we know that each {µ ∈ MT (X) : supp(µ) ⊂ [x]∼} is a Paulsen simplex,
because each FD|Q has the shadowing property (see Example 5.1).
By Theorem (4.3) we can approximate every invariant measure µ with supp(µ)⊂Q by
an ergodic measure supported on an almost 1-1 extension of an odometer. But note that
infinite ω-limit set A for FD can be approximated (in the sense of Hausdorff metric) arbi-
trarily close by periodic orbits and clearly measures supported on these orbits approximate
Haar measure on A. Then there are plenty of ergodic measures for T with supports outside
A× [0,1] which can approximate any invariant measure supported on A× [0,1]. In other
words, we may not hope that any of ergodic measures µn provided by Theorem (4.3) inter-
sects the chain-recurrent class defined by supp(µ). In fact supports of measures supp(µn)
for distinct n can belong to pairwise different classes of the chain-recurrent relation ∼.
Remark 5.9. While there are numerous smooth maps of type 2∞ on [0,1], they do not have
obvious regular structure on graph of higher iterates, similar to that in Delahaye example
(see Figure 1). While we believe that there exists a smooth example on a 2-dimensional
manifold with the structure of invariant measures (and chain recurrent sets) similar to that
in Example 5.8, we do not see immediate construction of such a map.
6. SHADOWING AND MEASURES OF MAXIMAL ENTROPY
It was proved in [26, Theorem 2.1] that Question 4.5 has a positive answer if we assume
some weak form of expansivity (e.g. asymptotically h-expansive), because in this case
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the entropy function is upper semi-continuous. It is also not hard to verify that if the
entropy function is upper semi-continuous then there exists an ergodic measure ν with
maximal entropy, that is hν(T ) = htop(T ). The aim of this section is the construction of a
dynamical system which is transitive and has the shadowing property, but without invariant
measure with maximal entropy, proving that way Theorem D. This shows that the case of
non-expansive dynamical systems with the shadowing property is more delicate than the
hyperbolic case.
Before we can start the proof, we will need a few facts on shifts on infinite alphabets
and their representations. Fix some positive integer N and denote P = 2N + 1. We will
define an infinite graph G on a countable set of vertexes
(6.1) V (G) = {u}∪
∞⋃
n=1
{vn,ik : 1≤ i≤ a(n),1≤ k < n}∪
∞⋃
n=P
{wnk : 1≤ k < n}
where a(n) is the following sequence: a(1) = 1, a(2N) = 22
N−N − 1, a(2k) = 22k−k for
k ≥ 2 and k 6= N, and a(n) = 0 for all other arguments.
For technical reasons denote vn,i0 = v
n,i
n = u for i = 1, . . . ,a(n), and wn0 = w
n
n = u. We
add the following edges in G:
(1) there is edge vn,ik−1→ vn,ik for k = 1, . . . ,n, i = 1, . . . ,a(n) and every n≥ 1,
(2) there is edge wnk−1→ wnk for k = 1, . . . ,n−1 and every n≥ P.
We denote by ΓG the set of bi-infinite paths on G, that is
(6.2) ΓG = {(vn)n∈Z : vn→ vn+1 in G for every n ∈ Z} ⊂ (V (G))Z.
We endow ΓG with standard action of left shift σ(x)i = xi+1 for all i ∈ Z. We refer the
reader to [16] for more details on countable Markov shifts.
As usual, we say that a sequence of vertexes u0, . . . ,un ∈ V (G) is a path on G, if for
every i = 1, . . . ,n there is an edge ui−1 → ui. Path with additional condition u0 = un is a
cycle. We say that the graph G is strongly connected if there is a path between any two
vertexes u,v ∈V (G). Enumerate elements in V (G) = (qn)∞n=1 in such a way that:
(1) q1 = u,
(2) if qi = v
n,r
k and q j = v
m,t
l and n< m then i< j,
(3) if qi = wnk and q j = w
m
l and n< m then i< j.
If we identify qn = 1/n ∈ [0,1] then putting q0 = 0 we obtain one point compactification
of (qn)∞n=0. Then we may view ΓG as a subset of X= [0,1]Z endowed with the metric
d(x,y) =∑
i∈Z
4−|i||xi− yi|.
Note that (X,d) is a compact metric space.
Furthermore, taking the closure of ΓG in {qn : n = 0,1, . . .}Z we see that ΓG = ΓG∪Q
where Q contains 0∞=(. . .000 . . .), points . . .00q and p00 . . .where q (resp. p) is infinite to
the right (resp. to the left) path on G starting at vertex u and points of the form . . .00r00 . . .
where r is a finite path on G starting and ending at u. Note that p00 . . . and . . .00r00 . . .
are asymptotic to 0∞ and . . .00q is asymptotic to a point completely contained in ΓG. This
implies that the only σ -invariant measure which was not visible on ΓG is supported on the
point 0∞. Then ergodic measures with positive entropy on (ΓG,σ) coincide with ergodic
measures with positive entropy supported for (ΓG,σ).
Let pGuv(n) be the number of paths of length n between vertexes u and v on G and let
Ruv(G) be the radius of convergence of the series ∑∞n=1 puv(n)zn. The following results was
first proved by Vere-Jones [34].
Lemma 6.1. Let G be a strongly connected graph. Then Ruv(G) does not depend on the
choice of u,v.
INVARIANT MEASURES AND SHADOWING 29
The unique number Ruv(G) provided by Lemma 6.1 will be simply denoted by R. Vere-
Jones proved [34] that always R≤ 1.
Denote by f Gww(n) the number of indecomposable cycles from w to w, that is paths
u0→ u1→ ··· → un in G with u0 = un = w and ui 6= w for every 0< i< n. Let Lww(G) be
the radius of convergence of the series ∑∞n=1 fww(n)zn. We present the following result of
Salama [31] (see also [29]).
Lemma 6.2. If G is null recurrent then R = Lww for all vertexes w ∈V (G).
By our construction we have f Guu(n) = a(n) for n < P and f
G
uu(n) = a(n)+1 for n≥ P.
The radius of convergence of the series ∑∞n=1 f Guu(n)zn is Luu = 1/2. Furthermore
∞
∑
n=1
f Gu,u(n)L
n =
1
2
−2−P+1+
∞
∑
n=2
22
n−n ·2−2n +
∞
∑
n=P
2−n = 1,
∞
∑
n=1
n f Gu,u(n)L
n ≥
∞
∑
n=P
2n ·22n−n ·2−2n =
∞
∑
n=P
1 =+∞.
Using terminology of Vere-Jones [34], it means that G is a null-recurrent graph. By
Lemma 6.2 we obtain that R = 1/2.
Recall that Gurevich entropy of a graph G is the number
h(G) = sup{htop(σ |ΓH ) : H is a finite subgraph of G}.
The following result of Gurevich [13] will allow us to calculate entropy of (ΓG,σ) (see
also [29]).
Theorem 6.3. Let G be a strongly connected graph with R> 0. Then
htop(ΓG,σ) = h(G) =− logR
= sup{hµ(σ) : µ is a σ -invariant measure for (ΓG,σ)}.
This shows that in our construction the Gurevich entropy of G is finite and equals log2.
Now we can apply another result of Gurevich [13] (see also [16]).
Theorem 6.4. Let G be a strongly connected graph with positive finite entropy. If G is null
recurrent then (ΓG,σ) does not have measure of maximal entropy.
Now we have enough tools to start the proof.
Proof of Theorem D. Take as (X ,T ) the system (ΓG,σ) defined by (6.1) and (6.2). Tran-
sitivity follows directly by the construction (the graph G is strongly connected) and lack
of measure of maximal entropy is a consequence of Theorem 6.4. It remains to prove that
(ΓG,σ) has the shadowing property.
Denote by Gn the subgraph of G with vertexes
V (Gn) = {u}∪{vm,ik : 1≤m≤ 2n,1≤ i≤ a(m),1≤ k< n}∪{wmk : 1≤ k<m,P≤m≤ n}
and all edges between p,q ∈ V (Gn) contained in G. Then ΓGn is a vertex shift, which is
conjugate to a shift of finite type (see [21]). Therefore, by the result of Walters [36], each
(ΓGn ,σ) has the shadowing property.
Fix any ε > 0, and let K ∈ N be such that if p ∈V (G)\V (GK−1) then d(p,q0) = |p|<
ε/8. Let J = max{P,K + 1} and observe that wnk 6∈ V (GK) if and only if n ≥ J. Take an
auxiliary symbol c and define a shift of finite type Z in the following way. Words forbidden
for shift ΓGK are forbidden in language of Z. Words vc and cv are forbidden provided that
v 6= u. Also words uck−1u are forbidden when k < J. Note that ΓGK ⊂ Z.
Let δ > 0 be provided by shadowing of (Z,σ) to ε/8. We also assume that δ < ε/8 is
sufficiently small, so that if p,q∈V (GK) and |p−q|< δ then p= q and dist(V (GK),V (G)\
V (GK))> δ . Take any integer M > J such that ∑|i|≥M 2−i < δ/8. There is γ > 0 such that
if x,y ∈ ΓG and d(x,y)< γ then |xi− yi|< δ for each index |i| ≤ 2M+1. Let (zi)i∈Z be a
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γ-pseudo orbit in ΓG. If we fix any −M− 1 ≤ j ≤ M and any i ∈ Z, then zi+1j = zij+1 or
max{zij+1,zi+1j }< ε/8.
We are going to use points zi to construct points yi in Z which form a δ -pseudo orbit for
(Z,σ). Fix any i ∈ Z and assume that s < t are consecutive indexes such that zis = zit = u,
i.e. zij 6= u for j ∈ (s, t). If zij ∈ V (GK) for some (thus all) j ∈ (s, t) then we put yij = zij
for each j ∈ (s, t). If zij 6∈ V (Gk) then t − s > J and hence word uct−s−1u is admissible
in Z. Then we put elements of this cycle as yis . . .y
i
t = uc
t−s−1u. If zis = u and zij 6= u for
each j > s then we put yisy
i
s+1 . . .= ucc . . . and note that in that case z
i
j < ε/8 for all j > s.
Similarly, we put . . .yis−1y
i
s = . . .ccu when z
i
s = u and z
i
j 6= u for j < s. Finally, if zij 6= u
for every j ∈ N, we put yij = c for each j ∈ Z.
We have to show that the sequence constructed this way is a δ -pseudo orbit. Note
that when | j| ≤M then we either have yij+1 = yi+1j = c or zij+1 = yij+1 = yi+1j = zi+1j and
zi+1j ,z
i
j+1 ∈ V (GK). We obtain that d(σ(yi),yi+1) ≤ ∑| j|>M 2− j < δ so indeed (yi)i∈Z is
a δ -pseudo orbit. Let x ∈ Z be a point which ε/8-traces the δ -pseudo orbit (yi)i∈Z. Note
that if xn ∈V (GK) then xn = yn0 = zn0 and when xn = c then zn0 < ε/8. Replace x by a point
q ∈ ΓG in the following way. If xn ∈ V (GK) then we keep qn = xn. If x[i, j] = uck−1u for
some k > 0 and i < j then k ≥ J and then we put q[i, j] = u,wk1, . . . ,wkk−1u. If x[0,∞) = uc∞
then we put q[0,∞) = u0∞ and similarly we put q(∞,0] = 0∞u when x(∞,0] = c∞u. Finally,
when x = . . .ccc . . . then we put q = . . .000 . . ..
Observe that the point q is ε-tracing the pseudo orbit (zi)i∈Z because on all positions on
which zij 6= yij with | j|<M we have zij < ε/8 and so
d(σn(q),zn)≤ ∑
|i|≥M
4−i|qn+i− zni |+ ∑
yni 6=c,i∈Z
4−i|qn+i− zni |+ ∑
yni =c,|i|<M
4−i
ε
8
≤ ε
4
+d(σn(x),yn)+
ε
3
≤ 2ε
3
+
ε
8
< ε.
This completes the proof. 
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