Abstract-We present an automatic pipeline implemented within the Amazon Web Services (AWS) Cloud Computing platform for the interferometric processing of large Sentinel-1 (S1) multi-temporal SAR datasets, aimed at analyzing Earth surface deformation phenomena at wide spatial scale. The developed processing chain is based on the advanced DInSAR approach referred to as Small BAseline Subset (SBAS) technique, which allows producing, with centimeter to millimeter accuracy, surface deformation time series and the corresponding mean velocity maps from a temporal sequence of SAR images. The implemented solution addresses the aspects relevant to i) S1 input data archiving; ii) interferometric processing of S1 data sequences, performed in parallel on the AWS computing nodes through both multi-node and multi-core programming techniques; iii) storage of the generated interferometric products. The experimental results are focused on a national scale DInSAR analysis performed over the whole Italian territory by processing 18 S1 slices acquired from descending orbits between March 2015 and April 2017, corresponding to 2612 S1 acquisitions. Our analysis clearly shows that an effective integration of advanced remote sensing methods and new ICT technologies can successfully contribute to deeply investigate the Earth System processes and to address new challenges within the Big Data EO scenario.
INTRODUCTION
HE Big Data paradigm is bringing revolutions in many scientific fields [1] - [6] . A very relevant one is represented by Earth Observation (EO) where it is opening promising investigation opportunities and facing new challenges [7] , [8] . Among several applications, the EO techniques have already shown to be very powerful for the detection and analysis of surface deformations due to their characteristics of large spatial coverage, high accuracy and cost effectiveness. The investigation of Earth's surface deformation phenomena provides critical insights into several processes of great interest for science and society, especially from the perspective of further understanding the Earth System [9] - [17] and the impact of human activities [18] - [25] . In this scenario, Differential Synthetic Aperture Radar Interferometry (DInSAR) is regarded as one of the key EO methods for its ability to investigate surface displacements affecting large areas of the Earth with centimeter-to millimeterlevel accuracy [26] - [28] .
Basically, the DInSAR technique allows generating spatially dense deformation maps by exploiting the phase difference (interferogram) between pairs of complex SAR images, usually referred to as Single Look Complex (SLC) images. They are relevant to acquisitions carried out at different times but with nearly the same illumination geometry and from sufficiently close flight tracks, whose separation is typically referred to as baseline [27] - [30] . More specifically, the DInSAR methodology analyzes the "differential" interferograms generated through the difference between an interferogram and its topography-related phase component [31] , the latter being calculated by exploiting the sensor orbital information and an external Digital Elevation Model (DEM) of the illuminated area. Note that, for the sake of simplicity, in the following of this paper the terms interferogram and differential interferogram will be considered as synonyms. Note also that the DInSAR technique permits to estimate the surface displacements component along the radar line of sight (LOS) and it effectively works in areas where the computed interferograms are characterized by high coherence, i.e., in zones that are not significantly affected by phase noise effects, usually referred to as decorrelation phenomena [32] .
The DInSAR methodology has been originally applied to analyze single deformation episodes such as earthquakes and volcanic unrests [9] , [10] , [12] , [33] . However, thanks to the availability of long SAR data time series, it is also possible to study the temporal evolution of the detected surface deformations. This is carried out through the exploitation of the so-called advanced DInSAR techniques, which properly combine the information available from a set of multi-temporal interferograms relevant to an area of interest, in order to compute the deformation time series [34] - [41] . Among several advanced DInSAR algorithms, a widely used approach is the Small BAseline Subset (SBAS) technique [37] , which generates LOS-projected deformation time series and the corresponding mean deformation velocity maps by exploiting interferograms characterized by small temporal and/or spatial baselines between the acquisition orbits, in order to mitigate the decorrelation phenomena. The SBAS algorithm has already proven its effectiveness to investigate surface displacements with millimeters accuracy [42] , [43] in different scenarios, such as volcanoes, tectonics, landslides, anthropogenic induced land motions [44] - [53] , and it is capable to perform analyses at different spatial scales [38] , [54] and with multi-sensor data [55] , [56] .
Currently, the DInSAR scenario is characterized by a huge availability of SAR data acquired during the last 25 years, comprising the long-term C-band European Space Agency (ESA) archives (e.g., ERS-1, ERS-2, and ENVISAT), the RADARSAT-1 and RADARSAT-2 Cband data sequences, those provided by the L-band ALOS-1 and ALOS-2 sensors and by the X-band generation of SAR sensors, such as the COSMO-SkyMed (CSK) and TerraSAR-X constellations. Moreover, a massive and ever increasing data flow is nowadays supplied by the C-band Sentinel-1 (S1) constellation of the European Copernicus program that is composed of two twin SAR satellites, Sentinel-1A and Sentinel-1B, which have been launched on April 2014 and April 2016, respectively [57] . The main S1 acquisition mode on land, referred to as Interferometric Wide Swath (IWS), implements the Terrain Observation by Progressive Scans (TOPS) technique [58] ; this is specifically designed for interferometric applications and guarantees a very large spatial coverage: indeed, the nominal footprint of the S1 TOPS mode extends for about 250 km, thus allowing the constellation to operate with a global coverage acquisition strategy. The S1 interferometric revisit time is either 12 or 6 days in the case of one or two operating satellites, respectively. Moreover, the S1 constellation is also characterized by a very short orbital tube, with a diameter of about 200 m. Therefore, thanks to both its small spatial and temporal baselines, the S1 constellation is specifically oriented to DInSAR applications and, in particular, it naturally fits the SBAS approach characteristics. In addition, it is worth noting that the whole S1 archive is available with a free and open access policy, thus easing the data access and enlarging the scientific community interested in its exploitation, opening new research perspectives to understand Earth's surface deformation dynamics at global scale. It is also evident that the S1 EO constellation, providing nowadays about 10 TB per day, is significantly contributing to move Earth Observation toward the Big Data "V" concept. Indeed, managing and storing the involved, huge amount of data (Volume), processing it in an efficient way (Velocity) and maximizing the available archives exploitation (Variety) are becoming high priority issues (Big Data "V") [59] . By considering the above described DInSAR scenario, it is clear that the development of effective solutions able to properly deal with the transfer, the storage, and, above all, the processing of such a huge SAR data flow is strongly needed. Within the framework of the advanced DInSAR processing, a parallel algorithmic solution for the SBAS approach, referred to as Parallel Small BAseline Subset (P-SBAS), which implements a complete advanced DInSAR processing chain (starting from either RAW or SLC data and ending with deformation time series generation) and is able to exploit distributed computing architectures, has been recently developed [60] . P-SBAS permits to generate, in an automatic and unsupervised way, advanced DInSAR products by taking full benefit from parallel computing architectures, such as cluster and GRID infrastructures. This solution has also been implemented within the ESA Grid Processing on Demand (G-POD) environment [61] and the Geohazard Exploitation Platform (GEP) [62] to make available the SBAS technique for on-demand processing [63] .
However, within the Big Data context, the exploitation of Cloud Computing (CC) infrastructures definitely represents an effective solution to properly deal with all the issues related to very large volumes of EO data [6] . Indeed, CC provides highly scalable and flexible architectures that are, in general, computationally very efficient and, in several cases, less expensive with respect to in-house solutions. Moreover, the increasing availability of CC environments, and their relative simplicity to use, is further pushing toward the use of such a technology also in scientific applications [64] . In this scenario, we already developed some works regarding the migration of the P-SBAS processing chain to the Amazon Web Services (AWS) CC environment [65] , [66] . These works concerned the evaluation of the P-SBAS parallel performances achievable within a CC infrastructure and the subsequent identification of the main issues affecting the P-SBAS scalability, i.e., the capability to efficiently use increasing resources in order to sustain the processing of Big Data volumes and to reduce the computing elapsed times [67] - [69] .
Leveraging the above-mentioned considerations relevant to the migration to CC environments, we present in this work the implementation of an interferometric processing chain based on the P-SBAS approach dedicated to the processing of Sentinel-1 data within the AWS environment. It supports both multi-node and multi-core scheduling policies and permits to generate surface deformation time series from large volumes of S1 data, thus allowing us to perform national-scale DIn-SAR analyses. It is worth noting that the proposed S1 data interferometric processing chain deals with all the aspects relevant to the i) S1 input data archiving, ii) their processing and iii) the storage of the computed in-terferometric products. In particular, we developed an automatic pipeline, which includes the download of the S1 input data from the AWS S3 [66] archive towards the computing nodes, the launch and the completion of the P-SBAS DInSAR processing and, finally, the transfer of the generated results to the S3 long-term storage.
As experimental results we show in this paper the national scale DInSAR analysis performed over the Italian territory by processing 18 S1 slices (where a slice indicates an area on the ground of about 250x250 km2) acquired from descending orbits during the March 2015 -April 2017 time span, corresponding on the whole to 2612 S1 IWS SLC images. Such an analysis was entirely carried out by exploiting AWS storage and computing resources.
The manuscript is organized as follows. In Section 2 we describe the interferometric processing chain developed to process large Sentinel-1 SAR dataset based on the P-SBAS approach [60] . In Section 3, the implementation of the S1 P-SBAS processing chain within the AWS CC environment is discussed. Section 4 is dedicated to present the achieved experimental results and, finally, in Section 5 we draw some conclusions on the further developments of the presented work.
THE S1 P-SBAS PROCESSING CHAIN
This section is aimed at concisely describing the interferometric processing chain based on the P-SBAS approach [60] developed to process large Sentinel-1 SAR datasets. The P-SBAS algorithm was originally designed to efficiently exploit distributed computing infrastructures for the automatic processing of SAR images acquired through the Stripmap mode, and it has been largely tested with ENVISAT and COSMO-SkyMed SAR datasets [63] , [67] - [70] . Here, we present the main modifications applied to the P-SBAS Stripmap processing chain in order to handle S1 IWS SAR data, which are collected through the TOPS acquisition mode [58] and, therefore, are composed by several bursts, which can be treated as independent portions of data.
The presented S1 P-SBAS interferometric processing chain strongly benefits from this particular structure of the S1 IWS data that makes the computation intrinsically parallelizable with respect to the independent bursts. Accordingly, the coarse-grained parallelization strategy adopted in [60] for the Stripmap data can be extended at the burst level in a large number of the S1 P-SBAS processing steps. It is worth noting that, as discussed in the following, similarly to the original P-SBAS chain, a finer granularity parallelization strategy is also considered for the steps that are particularly intensive from the computational viewpoint, by exploiting both multinode and multi-core programming techniques.
Let us start our analysis from the block diagram of the implemented S1 P-SBAS processing chain, which is shown in Fig. 1 . This scheme basically follows the original P-SBAS one [60] , [68] , from which it mainly differs for the lack of the raw data focusing step, since in the S1 case we directly exploit SLC products, as well as for the image registration and interferogram generation steps, which are significantly modified with respect to the original Stripmap-like P-SBAS chain to take into account the specific peculiarities of the TOPS acquisition mode.
Within this scheme, the blocks of the P-SBAS processing chain depicted by red color represent the jobs parallelized at burst level (the coarse-grained parallelization mentioned above); moreover, the green color blocks stand for the jobs that are parallelized with respect to portions of other kinds of input data, which can be either SLC images, interferograms, or other intermediate products, depending on the specific processing step. Both green and red blocks can be executed in parallel by splitting the concurrent jobs on either multiple nodes or different CPUs. The black blocks, instead, represent steps that are intrinsically sequential, as they typ- Fig. 1 . Block diagram of the S1 P-SBAS processing chain. Green and red blocks represent the processing steps that are executed in parallel by splitting the computation on subsets of input data (subsets of bursts, subset of SLC images, interferograms or other interferometric products). Dashed line blocks represent processing steps benefiting also from multi-threading programming. Black blocks stand for the processing steps that are sequentially executed.
ically merge together and perform operations on data and intermediate products deriving from previous steps. Moreover, in Fig. 1 , the blocks outlined with the dashed line symbolize steps in which also finer-grained parallelization strategies are implemented by exploiting multi-threading programming techniques and tools able to efficiently manage the most intensive computing operations.
The S1 P-SBAS processing chain workflow starts first with handling and ingesting the input data, which are represented by (see the blue dashed box in Fig. 1 ): i) a sequence of S1 IWS SLC images, collected from the same acquisition orbits over an area of interest, ii) the orbital information associated to each SAR acquisition, and iii) the Digital Elevation Model (DEM) of the investigated area, which usually comes out from the mosaicking of different DEM patches covering the zone of interest.
Concerning the description of the processing steps, in the following we briefly illustrate the operations performed by each of them, by also highlighting the kind of implemented parallelization strategy.
Step A carries out the S1 data ingestion and unpacking, corresponding to the extraction of each SLC imagein particular, of the relevant bursts -from the original (standard format) files. It is executed in parallel on subsets of the input SLC image dataset.
Step B deals with the extraction of the orbital information for each S1 SLC input data; moreover, it implements the identification of the reference (master) SAR geometry (i.e., the SAR acquisition chosen as reference geometry for the registration step), as well as of the interferometric SAR data pairs. Note that, thanks to the characteristics of the S1 constellation (very small orbital tube and down to 6 days revisit time over wide areas, including Europe), it is possible to constrain the analysis on small baseline interferograms [37] thus minimizing the spatial decorrelation effects [32] . At the same time,
Step B identifies the area of interest common to the whole available SAR dataset, thus identifying the actual bursts to be processed. Finally, if the investigated area involves more than one S1 slice, the fusion of the SLC data relevant to consecutive slices is performed.
Step B is sequentially executed.
Step C performs the DEM conversion into the radar (azimuth and range) coordinates by exploiting the range-Doppler equations [71] . This step is executed in parallel, indeed the initial DEM matrix is divided into small patches on which the computation is concurrently performed.
Step D computes the matrices containing, for each pixel of the SAR images, the information relevant to the distance between the target and the SAR sensor position (range distance) in the plane perpendicular to the sensor flight path (i.e. zero Doppler plane), as well as the azimuth distance between each pixel and a selected reference position along the acquisition orbit [72] ; these matrices are usually referred to as range and azimuth files.
Step D is executed in parallel at burst level.
Step E deals with the evaluation of the sub-pixel shifts needed to achieve the registration of the SLC images with respect to the master one. It is implemented by exploiting the orbital information and by maximizing the interferometric coherence for a reference burst of each interferometric pair identified in the previous Step B. This step is parallelized at interferogram level.
Step F performs the interpolation requested to obtain the registration [72] of the exploited SAR images with respect to the reference SAR geometry. To this aim, it exploits the previously computed azimuth/range information, the sub-pixel shifts and the S1 SLC sequence, and provides a set of registered SLC images. This step is executed in parallel at burst level.
Step G computes the differential interferograms (whose list has been identified from the interferometric data pairs selection carried out in Step B) starting from the registered SLC images and the corresponding range information. In this case we compute the phase difference between the selected full resolution S1 interferometric image pairs. Subsequently, a spatial average (multi-look) operation [31] is performed on the full resolution interferograms before storing the achieved results; this step is aimed at mitigating the decorrelation noise affecting the computed interferograms and to drastically reduce the amount of data to be later processed. This step is executed in parallel at burst level.
Step H deals with the retrieval (via the Spectral Diversity method [73] ) and the subsequent removal of residual phase ramps from the interferometric phase signals due to possible residual mis-registration errors. This step is executed in parallel at burst level.
Step I implements the mosaicking of the achieved interferometric burst products (multi-looked interferograms and spatial coherence maps for each burst) in order to generate the overall DInSAR maps covering the whole investigated area. This step is executed in parallel at interferogram level.
Step J performs a further noise reduction operation on the retrieved DInSAR interferograms by applying the filtering technique proposed in [74] , [75] .
Step J is executed in parallel at interferogram level.
Steps K-O deal with the generation of the deformation time series and the corresponding mean deformation velocity maps starting from the computed sequence of differential interferograms, by involving both multi-node and multithreading parallelization strategies. More in details, Steps K and L perform the Phase Unwrapping (PhU) operations by applying the Extended Minimum Cost Flow (EMCF) algorithm [76] , in order to retrieve the original (unwrapped) phase from the modulo-2π (wrapped) one. In particular, the exploited algorithm consists of the solution of two separate networks defined in the temporal/perpendicular baseline and in the azimuth/range domains [76] . More specifically, Step K performs the temporal PhU by simultaneously exploiting, for each coherent SAR pixel, all the wrapped DInSAR interferograms and generates a set of three-dimensional (3-D) matrices containing the information needed for the subsequent step of the processing chain.
Step K exploits a multithreading parallelization strategy.
Step L operates on the 3-D matrices computed by Step K and performs the spatial PhU operation [77] . It benefits from a dual level of parallelization, a coarser one based on distributing in parallel the computation of these 3-D matrices, and a finer one that allows processing portions of these matrices through multithreading techniques.
Step M merges the results of the previously performed PhU procedure to achieve the final unwrapped differential interferogram sequence; the latter is, in turn, portioned in 3-D matrices in order to carry out in parallel the subsequent operations.
Step M is sequentially executed.
Step N first inverts each of the so-identified 3-D matrices (each one containing a portion of the sequence of unwrapped interferograms) by applying the Singular Value Decomposition (SVD) method, and then joins the achieved results, thus leading to the generation of the final outputs, i.e. the deformation time series [37] . Moreover, Step N computes the temporal coherence factor [76] , which gives information about the constancy of the computed displacement measurements with respect to the sequence of generated interferograms. This step is characterized by a dual-level parallelization realized as described for Step L.
Step O consists of a post-processing operation aimed at improving the quality of the retrieved deformation time-series. In particular, it deals with the detection and removal of possible undesired atmospheric artifacts following the lines of [37] . This step is sequentially executed and provides the final (atmospheric disturbance filtered) deformation time series and mean displacement velocity maps.
THE S1 P-SBAS CLOUD IMPLEMENTATION WITHIN AMAZON WEB SERVICES
This section is aimed at describing the CC based implementation of the S1 P-SBAS processing chain presented in the block diagram of Fig. 1 and described in details in Section 2. As a CC provider we choose the AWS Elastic Cloud Compute (EC2) environment [78] that is one of the most relevant players in the market. The main issues related to the migration to a CC platform of an interferometric processing chain like the P-SBAS one, dealing with large dataset of SAR images, are the following [7] : -the input data storage and their transfer to the computing nodes. This operation, due to the involved large volumes (from hundreds of GB to several TB), can take a time comparable and even larger than the computational one, if the network is not highly performing; -the management of the parallel tasks of the computation. Indeed, depending on the parallelization strategies adopted throughout the P-SBAS processing chain, which are different among the several steps, the scheduling of the jobs running on the CC platform has to be properly designed. In particular, aspects such as RAM use, CPUs exploitation and Input/Output (I/O) bandwidth occupation should be carefully taken into account when deciding whether to use either multiple nodes or multiple cores for the computation; -the storage of the results and products generated by the processing.
Regarding the first issue, it is very important to have the S1 input data stored "in proximity" of the computing facilities to be used for the processing. This means to have both the data as close as possible to the computing nodes and the capacity to transfer them with a high velocity. Therefore, we created an archive of S1 data on the Simple Storage Service (S3) of AWS [66] , which is a long-term, inexpensive storage having a theoretically infinite network bandwidth in connection to the EC2 Cloud resources. We located our archive in the Ireland EU-West region, which is where we reserved the computing nodes as well. At present, the archive contains all the S1 IWS SLC images acquired over Italy and it is updated with new acquisitions every time new data on the S1 catalogue [79] are available.
Concerning the scheduling and the distribution of the parallel tasks of the P-SBAS processing chain, we have to take into account that, as explained in Section 2, the parallelization strategy dominating the P-SBAS processing chain is the coarse-grained one, based on splitting the input datasets of each processing step in chunks of data to be processed in parallel. Indeed, although some steps may benefit from a further level of parallelization with a finer granularity, by exploiting specific multi-threading programming techniques, the totality of the P-SBAS parallel steps can be made parallel by distributing the processing of portions of the input data among different processors. In particular, as discussed in the previous section, several steps (blocks D, F, G and H in Fig. 1 ) take advantage of the intrinsic partition of S1 IWS images in bursts as independent portions of data to be processed in parallel, whereas in other steps we split the processing operations relevant to portions of SLCs images, interferograms or more complex structures of data (blocks A, C, E, I, J, L and N of Fig. 1, respectively) .
To handle this coarse-grained parallelization we developed a package of bash scripts able to distribute the concurrent jobs both on multiple nodes and multiple cores. Note that the number of jobs to be executed in parallel on different cores can be specifically tuned for each step of the P-SBAS processing chain depending on its characteristics in terms of RAM and CPU exploitation. In such a way we can optimize the use of the computing resources at disposal. Regarding them, in order to give a quantitative idea of the minimum requirements of the P-SBAS processing chain, we represent in Table I the average values of the percentage of used CPU, the maximum RAM occupation, the file system inputs (non cached reads in 512-byte blocks) and the file system outputs (non cached writes in 512-byte blocks) of a single job for each step of the P-SBAS chain (see Fig. 1 ). Moreover, we also specify if it is either a sequential or a parallel step. Note that within the steps exploiting multi-threading programming we have values of CPU % greater than 100%, indeed the percentage values are evaluated with respect to a single CPU.
The adopted strategy guarantees a wide applicability and results in a remarkable flexibility. Indeed, on the one hand, these scripts can run on any machine having a Linux Operating System and do not require any further software framework for the parallelization (i.e. Hadoop [80] , Spark [81], Flink [82] etc.), which could add an overhead to the computation itself. On the other hand, such a solution allows us to easily set the distribution of the coarse-level parallel tasks of the processing on a multi-node, multi-core or hybrid multi-node/multi-core basis. This turned out to be very important in terms of robustness within diverse CC environments, where the computing instances can be very different in terms of hardware characteristics (CPUs, RAM, storage disks, network). Therefore, keeping the maximum flexibility in the way of managing the parallel tasks results in a maximization of the achieved scalability.
Actually, the multi-node implementation of the P-SBAS processing chain requires the computing nodes to be configured within a proper architecture. The followed strategy consists in distributing data among different computing nodes and, at the same time, keeping these data visible and accessible by all of the nodes, according to the data-dependencies of the P-SBAS processing approach. This is accomplished by attaching a dedicated storage disk (typically an SSD with very high I/O performances) to each computing node, and by mutually connecting all the disks through a Network File System (NFS) protocol [83] . Moreover, a policy to properly distribute the data and the parallel jobs among the computing nodes, aimed at minimizing the network occupation, is exploited as well. Such an implementation was designed to maximize the scalable performances of the P-SBAS processing chain in order to sustain its intensive I/O workload and has been thoroughly discussed in [69] .
Finally, regarding the storage of the interferometric products generated by the P-SBAS algorithm, we leveraged the S3 storage where we created a bucket, i.e., a specific folder, in which as soon as a S1 P-SBAS processing run is completed, all the relevant results are uploaded for long-term preservation.
It is worth noting that the whole pipeline, including the download of the S1 input data from the S3 archive towards the computing nodes, the launch and the completion of the P-SBAS DInSAR processing chain and the transfer of the generated results to the S3 long-term storage, runs in a completely automatic way. We finally remark that the operations relevant to the transfer of data from/to the S3 storage are managed through Linux Bash scripts that use the Command Line Interface (CLI) commands, which allow handling all the AWS services from command line [84] .
EXPERIMENTAL RESULTS
We present in this section the results of our national scale S1 P-SBAS DInSAR analysis carried out, through the AWS EC2 Cloud platform [66] , on the Italian territory. In particular, for such an analysis, we processed 18 S1 slices, covering an overall area of more than 300.000 km2, as shown in Fig. 2 . We exploited in total 2.612 S1 IWS SLC images acquired from descending orbits within the time interval March 2015 -April 2017; the total number of S1bursts involved in the analysis is 35.605. Table II summarizes the key numbers of the performed processing. In particular, for each S1 processed slice, we specify in details the number of input S1 IWS SLC images, the number of scenes obtained after the fusion of the SLCs acquired in the same dates, the total number of processed bursts and generated interferograms. Moreover, for each one of these datasets, we also pointed out the corresponding size expressed in GigaByte (in red) to give an idea of the volume of data handled during the overall processing.
Concerning the selection of the AWS computing resources, as well as of the scheduling policy adopted for this large-scale P-SBAS processing, we leveraged the considerations that have been drawn in the previous section. In particular, since the AWS EC2 platform makes available a large range of instance typologies (with computing nodes having also a very large number of CPUs and high performing internal storage disks [78] ) we had no severe constraints imposed by hardware configurations. Accordingly, there were two different possibilities for carrying out the P-SBAS processing of each S1 slice. The former was to split the parallel processes among different computing nodes (and, possibly, on their cores); in this case we would have exploited many AWS instances with medium performances in terms of number of CPUs, RAM and storage disk, and with a medium price. The latter was to use a single, highly performing instance equipped with several CPUs, a large RAM, as well as large internal Solid-State Drive (SSD) disks; this could allow us to distribute the parallel processes at a core level. The significant difference between the multi-node and multi-core scheduling policies lies in the fact that in the first case the use of the network is needed to transfer data among different nodes (even if in an optimized way), whereas in the second one this does not occur. We opted in this work for the second option, splitting the parallel processes of the P-SBAS processing of each S1 slice on different CPUs and exploiting the SSD shared storage able to sustain the I/O workload of the several processes reading and writing concurrently. Moreover, this choice allows us to exploit multiple nodes to carry out the processing of more S1 slices in parallel, thus significantly speeding up the whole processing.
In particular, we exploited for the P-SBAS processing of each S1 slice the i3.16xlarge instance, which is equipped with 64 vCPUs, 488 GiB of RAM and 8 SSD disks that we put into a RAID 0 configuration for a total of 15.2 TB of storage with an extremely high I/O bandwidth. For each step of the P-SBAS processing chain we defined the number of threads to be launched in parallel according to their average RAM and CPU exploitation in order to optimize the usage of the available CPUs. For the sake of clarity, in Table III , we consider the T22_N1 S1 slice, which can be considered as a benchmark in terms of number of processed images and bursts, and we indicate, for each step of the P-SBAS processing chain, the maximum RAM occupation (KB), the percentage of used CPU, the file system inputs (non cached reads in 512-byte blocks) and the file system outputs (non cached writes in 512-byte blocks) of each single job. Note that such values were calculated as an average on the totality of the parallel jobs launched for each step. Moreover, in Table IV we represent for each parallel step of the P-SBAS processing chain the number of jobs that we launched in parallel on the i3.16xlarge Fig. 2 . Representation of the S1 slices acquired from descending orbits and processed through the S1 P-SBAS processing chain implemented within the AWS environment.
instance, with the corresponding values of total percentage of used CPU, the overall maximum RAM set size (KB) and the total number of file system inputs and outputs. It is worth underlying that the rationale adopted for the implemented parallelization comes from the studies on the scalability of the P-SBAS approach, which have been thoroughly discussed in [67] [68] [69] ; accordingly, an extensive scalability analysis is here omitted for brevity but can be found in the available literature on this topic [67] [68] [69] . Moreover, as it is clear from Table IV, the proposed strategy allows us to fully exploit the computing resources (CPUs, RAM and I/O) in the majority of the parallel steps of the processing chain, thus achieving very satisfactory processing times. They are represented in Table V for all the considered S1 slices and vary depending on the size of the input data of the processing, i.e., the initial dataset, the number of processed bursts, the generated interferograms and also on the backscattering properties of the scene observed by the sensor that dictate the number of coherent points in input to the PhU procedure. Note that the shortest processing lasted 11 hours, whereas the longest one took a little more than 24 hours to complete. We further remark that, on average, the processing of a S1 slice lasts approximately 18 hours, thus suggesting that the overall analysis can be performed within one day by exploiting, in parallel, 18 i3.16xlarge AWS instances, with a cost of less than 1800 USD if on-demand instances are used. Fig. 3 shows the overall mean deformation velocity map obtained by merging the 18 geocoded mean deformation velocity maps relevant to the considered S1 slices, computed with a spacing of about 80x80 m2. According to the color bar depicted in the figure, green color represents areas that are stable in terms of surface displacements, whereas the red and blue colors stand for negative and positive deformation velocity values, which correspond to an increase and decrease of the LOS sensor-to-target distance, respectively. Moreover, in Fig. 3 , we highlight three zones particularly relevant from the deformation viewpoint, which are delineated by the red rectangles (a), (b) and (c), and are zoomed in Fig. 4 . In particular, in Fig. 4a we report a sketch of the mean deformation velocity map relevant to Central Italy. It is evident a deformation pattern characterized by a very large extent, which is associated to the seismic sequence that struck Central Italy in 2016. Moreover, Fig. 4a highlights the presence of two lobes, characterized by both negative and positive LOSprojected displacement signals, respectively, which reveal a complex SW-NE oriented deformation pattern [86] - [87] . Furthermore, we report the displacement time-series relevant to two pixels (labeled as P1 and P2 in Fig. 4a and marked by white stars), located in the maximum co-seismic deformation area. They clearly show the LOS-projected deformation signal associated to the occurred seismic sequence (see the red and blue vertical dashed lines that identify both the Amatrice [86] and Visso/Norcia [87] events). Fig. 4b depicts a zoomed view of the mean deformation velocity map of Fig. 3 relevant to the Mt. Etna volcano. This map shows the complex ground deformation scenario involving the entire volcanic edifice and related to magmatic inflation/deflation, differential motion across fault systems, as well as local subsidence [88] - [89] . In particular, we focus on the northern border of the volcano, bounded by the Pernicana Fault System (PFS), where a strong deformation signal of the eastern flank is clearly evident. The velocity map shows a decreasing sensor-totarget distance (i.e. positive displacement), as testified by the plot of the deformation time-series related to a pixel located in the PFS southern side (identified by a white star in Fig. 4b and labeled as P3) . The map in Fig.  4b also reveals the presence of a localized subsidence, characterized by a deformation rate of about 5 cm/year, related to lava flow compaction within the Valle del Bove area (see the temporal evolution of the deformation reported for the pixel labeled as P4 and identified by a white star in Fig. 4b) .
Finally, Fig. 4c shows a zoomed view of the map in Fig. 3 , corresponding to the area surrounding the little town of Plataci (southern Italy), which is interested by extended landslide phenomena, affecting both the mountain slopes where Plataci is located [90] . The plots reported in Fig. 4c show the temporal evolution of the retrieved LOS-projected deformation, characterized by a cumulative displacement value that exceeds 10 cm for the whole period of observation, for two pixels located at the opposite mountainsides (see the white stars in Fig. 4c ) and labeled as P5 and P6, respectively.
DISCUSSION AND CONCLUSIONS
EO data archives are expanding at an unprecedented speed, both in size and variety. Existing, new and even at design stage remote sensing sensors are and will be soon available, providing EO data characterized by enhanced spatial coverage and resolution, and high temporal acquisition rate. Furthermore, the computing power is growing in parallel, allowing us to process such data at a global scale. This scenario represents a unique opportunity to boost the study and the knowledge of the Earth System dynamics. Indeed, the joint exploitation of huge data archives and computing resources paves the way to a new approach to science based on data-intensive exploration and analysis, which is responsible for a real revolution within the known science paradigms [2] , [3] .
In this paper we presented a CC based pipeline for carrying out national scale interferometric analyses from large multi-temporal SAR datasets acquired by the Sentinel-1 constellation. Our DInSAR processing chain implements the P-SBAS approach [60] in order to generate time series and mean velocity maps relevant to Earth's surface deformation processes. We dealt with the main relevant issues of Big Data processing, including also the storage of both the input SAR images and the generated interferometric value added products.
As a matter of fact, as datasets grow, the most efficient way to process them is to move the computation as close to the data itself as possible. This is the reason why we built a S1 SLC images archive, containing all the S1 data acquired over Italy, continuously updated and publicly available, in the AWS S3 storage [66] , from which the input data are directly transferred to the AWS EC2 computing instances exploited for their processing. In particular, we developed a complete pipeline within the AWS environment addressing the download of the S1 input data from the created S3 archive towards the EC2 [78] computing nodes, the run of the P-SBAS DInSAR processing, which is carried out in parallel, and, finally, the transfer of the obtained results again to the S3 long-term storage. It is worth noting that all the described actions are performed in an automatic way.
As experimental results we presented a nationalscale DInSAR analysis accomplished over the Italian territory by processing 2612 S1 IWS SLC data (the overall dataset size is 11,757 GB) acquired from descending orbits within the March 2015 -April 2017 time span. In particular, we produced the mean surface deformation velocity map of the whole Italian peninsula with a spatial resolution of about 80x80m2 and, for each pixel of this map, we retrieved the time series representing the evolution of the surface deformation within the considered time interval. The generated interferometric prod- [59] , are: Volume, Velocity, Value and Veracity. It is, indeed, envisaged to process large Volumes of data in short time frames (Velocity); in fact, the presented national scale interferometric analysis can be performed by exploiting in parallel 18 AWS i3.16xlarge instances, within one day and with a cost of less than 1800 USD.
Additionally, the generated products, i.e. the deformation time series and maps, intrinsically hold Value and Veracity. Indeed, on the one hand, they are value added data containing a precise physical information extracted from the input SAR data; on the other hand, they are characterized by documented quality and uncertainty. In particular, the achieved measurement accuracy (from centimeter to millimeter) has been proven in several studies [42] , [43] . Moreover, we provide the information about the deformation only in the pixels of the scene in which it can be considered reliable [76] .
A very relevant further development regards the implementation of the presented CC solution within environments devoted to the dissemination, sharing and maximization of the EO data exploitation within the worldwide scientific community. There are some platforms, both already existing and under development, pursuing these goals; this is for example the case of the ESA GPOD [61] and GEP [62] , as well as the EPOSAR service within the European Plate Observing System (EPOS) Research Infrastructure [85] . Such a kind of environments are, indeed, addressed to exploit Cloud Computing resources that can be accessed as Web Services; furthermore, they are intended to make available any kind of data, like those acquired by different EO satellites, GPS and in situ measurements, thus covering also the Variety aspect of the Big Data paradigm. Finally they offer tools for the query, the interoperability and the Visualization of all these kinds of data. Within this framework the proposed S1 P-SBAS processing chain may become a very effective tool for: Fig. 3 . Overall mean deformation velocity map of the Italian territory generated through the S1 P-SBAS processing chain implemented within the AWS environment. The red rectangles represent three areas characterized by significant deformation phenomena: (a) the Central Italy area interested by the seismic sequence occurred between August 2016 -October 2016, (b) the Mt. Etna Volcano, and (c) the little town of Plataci (southern Italy) affected by an extended landslide. The deformation phenomena relevant to these three areas are investigated in more details in Fig. 4 allowing any scientific user to carry out his own DInSAR analysis over an area of interest; -accessing/ downloading/ visualizing/ sharing value added interferometric products that are themselves useful both for monitoring and research purposes but that can be also used as input for further analyses; -jointly exploiting the generated results with other kinds of data, like GPS measurements, global atmospheric reanalysis data, in situ measurements, etc., in order to obtain further innovative products. In conclusion, the proposed CC based P-SBAS processing chain, together with the presented results, clearly demonstrate how the joint exploitation of advanced remote sensing methodologies and new ICT technologies can be essential for data intensive scientific exploration, thus paving the way to innovative methods and new approaches to science.
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