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Abstract
The success of the experimental program at the Tevatron re-inforced the idea
that precision physics at hadron colliders is desirable and, indeed, possible. The
Tevatron data strongly suggests that one-loop computations in QCD describe
hard scattering well. Extrapolating this observation to the LHC, we conclude
that knowledge of many short-distance processes at next-to-leading order may
be required to describe the physics of hard scattering. While the field of one-
loop computations is quite mature, parton multiplicities in hard LHC events are
so high that traditional computational techniques become inefficient. Recently
new approaches based on unitarity have been developed for calculating one-loop
scattering amplitudes in quantum field theory. These methods are especially
suitable for the description of multi-particle processes in QCD and are amenable
to numerical implementations. We present a systematic pedagogical description
of both conceptual and technical aspects of the new methods.
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1. Introduction
Perturbation theory is one of the few rigorous ways to connect Quantum
Chromodynamics (QCD) to observations. It is particularly important because,
during the next decade, our understanding of particle physics will be challenged
by experiments at the Large Hadron Collider (LHC) at CERN. Hadron colli-
sions at large momentum transfer are important for the direct observation of
new forces and new forms of matter. Thanks to the phenomenon of asymptotic
freedom in QCD, the strong coupling constant becomes small at large momen-
tum transfer, making it possible to describe hard hadron collisions in QCD
perturbation theory.
During the past decade, both Tevatron experiments – CDF and D0 – have
accumulated an enormous luminosity, of the order of ten inverse femtobarns.
This high luminosity enabled detailed and careful investigation of Standard
Model processes, including jets and electroweak gauge boson production as well
as studies of the top quark and the Higgs boson. In all the cases considered,
the comparison of observables that are calculable in perturbative QCD with ex-
perimental results improved if next-to-leading order (NLO) QCD computations
were used. This fact establishes perturbative QCD as a systematic framework
to describe the physics of hard hadronic collisions. It also suggests that, ideally,
the theoretical toolkit for the LHC should contain next-to-leading computations
for a large variety of processes.
This idea was formalized by the so-called wishlist which puts together a
collection of processes whose computation through NLO QCD is thought to be
most useful [1]. The list includes large number of processes with three or four
particles in the final state; those final-state particles include QCD partons, heavy
quarks and electroweak gauge bosons. The wishlist was originally compiled back
in 2003 and, at that time, the computation of even the simplest processes on
the wishlist was considered to be very challenging.
The situation changed dramatically in the past four to five years since new
techniques for one-loop computations lead to the explosion of new results in
the field. In the past three years, a large number of one-loop computations
with four (massive and massless) particles in the final state were completed
[2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16] and even the first 2→ 5 results –
the NLO QCD corrections to pp→ W (Z) + 4j [17, 18] – was obtained.1 Some
of this progress is to be attributed to spectacular improvements of the existing
Feynman-diagrammatic algorithms for one-loop calculations, whose efficiency
and stability was boosted beyond expectations. Furthermore, the past three
years have witnessed a full development of the idea that one-loop amplitudes
can be reconstructed from their unitarity cuts. This idea was put forward by
Bern, Dixon and Kosower in the 1990s and was used in a number of phenomeno-
logical calculations [19]. It was revived in recent years when Britto, Cachazo
and Feng observed that the coefficients of the four-point functions, obtained
1As usual, we do not include decay products of heavy particles in this counting.
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when one-loop amplitudes are reduced to scalar integrals, are products of on-
shell tree scattering amplitudes evaluated at complex momenta [20], and when
Ossola, Papadopoulos and Pittau (OPP) discovered a simple algebraic method
for reducing tensor integrals to scalar master integrals [21].
In this article we describe these developments using the technique developed
by some of us, in collaboration with W. Giele, that we will refer to as the general-
ized D-dimensional unitarity [22, 23, 24]. In contrast to other unitarity-related
techniques, this is the only method known today that delivers complete one-
loop scattering amplitudes in renormalizable quantum field theories, regardless
of whether one-loop amplitudes involve massless or massive particles.
The goal of this review is to present ideas and techniques of generalized
D-dimensional unitarity in a pedagogical manner. Although a fair number of
advanced one-loop calculations has been already performed using this method,
the subject will benefit from a detailed and critical review that will make it
accessible also to a non-expert audience. While we believe that essential details
of the unitarity methods are well-established by now, further algorithmic im-
provements are not to be excluded. Our goal therefore is to provide detailed
information about the method of generalized D-dimensional unitarity with the
hope that it can be used as a foundation for further development of this ap-
proach. We also describe some aspects of other unitarity-based techniques to
one-loop computations. A more detailed description of these alternative ap-
proaches and many references to original publications can be found in recent
reviews [25, 26]. The remainder of this article is organized as follows.
In Section 2, we summarize the traditional approaches to one-loop computa-
tions. Such traditional approaches often employ the Passarino-Veltman proce-
dure to express tensor one-loop integrals through scalar integrals. For reference
purposes, we present full details of the Passarino-Veltman reduction procedure
in Appendix A.
In Section 3 we introduce the van Neerven - Vermaseren basis which is im-
portant for the explicit implementation of the unitarity technique. Subsequent
sections refer back to and use various results obtained in Section 3.
In Section 4 we discuss the reduction algorithm in detail by considering
two-dimensional examples. Working in two-dimensional space-time offers clear
advantages since it allows us to derive concise analytic results. We make use
of the van Neerven - Vermaseren basis to reduce a scalar triangle to a sum
of scalar two-point functions. This derivation generalizes to higher dimensions
leading to the important result that any N -point function in D dimensions, with
N > D, can be written as a combination of D-point functions. We also discuss
the reduction of the rank two tensor two-point function in two dimensions in
two different ways. The first method employs a decomposition of the loop
momentum using the van Neerven - Vermaseren basis. The second method
shows that the reduction can be performed if the integrand is known at special
values of the loop momentum, namely the ones for which the inverse Feynman
propagators vanish. We use this example to introduce the connection between
reduction procedures and the OPP/unitarity ideas [21]. We finish this Section
with an example where we compute the so-called rational part – a remnant
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of the ultraviolet regularization – of the photon vacuum polarization in two-
dimensional QED. This contribution is responsible for the dynamical generation
of the photon mass in two-dimensional QED – a remarkable phenomenon first
pointed out by J. Schwinger [27].
In Section 5 we describe the explicit construction of the OPP reduction
procedure inD-dimensions. We give full details about the parametrization of the
integrand, we describe how discrete Fourier transforms can be used to extract
reduction coefficients, and we show how specific situations, that could give rise
to numerical instabilities, can be handled. Finally, we discuss the rational part,
explain its ultraviolet origin and point out that ultraviolet finite integrals can
have a rational part. In Appendix B we give the explicit expression for the
rational part of specific tensor integrals used here.
In Section 6 we discuss the color decomposition of one-loop amplitudes and
introduce the concept of color-ordered amplitudes. We discuss specific examples
involving only gluons, one quark-pair and many gluons, as well as the case of
amplitudes involving multiple quark pairs.
In Section 7 we explain how the OPP procedure can be related to unitarity
and describe various ingredients that are important for a practical implementa-
tion of the computational algorithm. We present the construction of polariza-
tion states and spinors in higher dimensions. We explain how tree-level ampli-
tudes can be computed using recursive Berends-Giele relations [28] and present
examples of the recursive equations for amplitudes with up to four fermions
and an arbitrary number of gluons. We also show how Britto-Cachazo-Feng-
Witten (BCFW) relations between scattering amplitudes can be proven using
Berends-Giele recursions, and that the BCFW relation is independent of the
number of dimensions. Finally, we discuss subtleties related to the implementa-
tion of D-dimensional unitarity methods for calculating scattering amplitudes
with massive particles.
In Section 8 we describe several methods of more analytic nature that are
closely related to the OPP method and generalized unitarity. We give an ex-
tensive discussion of the method suggested by Forde which allows the direct
computation of the cut-constructible reduction coefficients [29]. We describe a
generalization of this method, suggested by Badger [30], that enables the calcu-
lation of the rational part. We also discuss a technique suggested by Mastrolia
for the computation of the double-cut reduction coefficient [31]. One aspect of
our discussion that makes it different from much of the literature is that we
avoid the extensive use of spinor-helicity decomposition of the loop momentum
and show that the analytic approaches described in Refs. [29, 30, 31] can be
understood using a simple parametrization of the loop momentum phase-space
in terms of polar and azimuthal angles.
In Section 9 we present three examples that emphasize the anomalous nature
of the rational part. We discuss the decay of the Higgs boson to two photons
through a loop of massless scalars. We demonstrate that the rational part of the
photon-photon scattering amplitude is independent of the mass of the virtual
particle that mediates the photon-photon scattering, and discuss the absence of
the rational part in n-photon scattering amplitudes for n ≥ 6, following Ref. [32].
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Thereafter, we show that the rational part of the one-loop triangle amplitude
gives the anomalous part of the divergence of the axial current. We conclude
this Section with a simple example of the analytic calculation of a one-loop
diagram using the spinor helicity method. A brief introduction to the spinor
helicity method is given in Appendix D.
In Section 10 we describe how generalized unitarity can be implemented in
a computer code. We contrast the application of the OPP reduction technique
to Feynman diagrams with the unitarity-based implementation. We explain a
convenient method to handle cuts in parent diagrams systematically. We discuss
issues related to having colorless (unordered) particles in the scattering process.
We also present the standard checks that are done on numerical calculations and
issues related to numerical instabilities. Finally, we show that the computational
time for one-loop amplitudes depends on the number of external particles in a
polynomial way and give a few examples.
We conclude in Section 11. As a final remark we note that other approaches
to one-loop calculations beyond traditional Passarino-Veltman reduction and
generalized unitarity have have been studied in the literature [33, 34, 35, 36, 37,
38, 39, 40, 41, 42, 43, 44], but we will not discuss them in this review.
2. One loop diagrams: the traditional approach
2.1. Preliminary remarks
In this Section, we review traditional approaches to the computation of one-
loop integrals. While the discussion below is general, it is useful to have in
mind the mathematical structure of the Standard Model of particle physics.
One-loop computations in the Standard Model require calculating integrals of
the following form
IN ∼
∫
d4l
(2π)4
N (l)
((l + q0)2 −m21)((l + q1)2 −m22)....((l + qN−1)2 −m2N )
, (2.1)
where N is the number of external particles, qj =
∑j
k=1 pk and p1+p2+....pN =
0 thanks to the momentum conservation, see Fig. 2.1. The special case where
N (l) = 1 is referred to as a scalar integral. In general N (l) is a polynomial
function of the loop momentum l as well as external momenta pi, external
polarization vectors, spinors etc. The goal is to compute IN in an efficient way.
Before discussing how this can be done, we point out two things in connec-
tion with the structure of IN . First, we note that if N (l) contains the loop
momentum l in a high enough power, the integral IN will be ultraviolet (UV)
divergent. From simple power counting, it is clear that for an N -point integral,
the UV divergence appears if N (l) contains tensor integrals of rank r higher
than r ≥ 2N − 4. In particular, only one-point and two-point scalar integrals
are UV divergent. The highest rank of an N -point one-loop diagram, occur-
ring in renormalizable quantum field theories, such as the Standard Model or
QCD, is r = N . Hence, only one-, two-, three- and four-point one-loop integrals
can be divergent in the ultraviolet region while five- and higher-point one-loop
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pN
l + qN−1
l
m1
pN−1
p1
p4
p3
mN
p2
l + q1
m2
m3
l + q2 l + q3
m4
Figure 2.1: Generic diagram at one-loop with N external momenta.
integrals are ultraviolet finite. In the presence of ultraviolet divergences the
integrals require regularization. It is conventional to employ dimensional reg-
ularization [45], where the dimensionality of space-time is set to D = 4 − 2ǫ,
and the limit ǫ→ 0 is taken at the end of the calculation. As a result, the loop
momentum l becomes a D-dimensional vector and the integration measure in
Eq. (2.1) is changed to
d4l
(2π)4
→ d
Dl
(2π)D
. (2.2)
It is easy to see that this modification of the integration measure in Eq. (2.2)
regularizes ultraviolet divergences. Indeed, consider as an example I4 with
N (l) = lµlν lρlδ. Power counting suggests that the divergence is logarithmic;
as a consequence it is insensitive to external kinematic parameters. The diver-
gence can be isolated by considering
I4 →
∫
dDl
(2π)D
lµlν lρlδ
[d(l)]4
=
(gµνgρδ + gµρgνδ + gµδgνρ)
D(D + 2)
∫
dDl
(2π)D
l4
[d(l)]4
, (2.3)
where d(l) = l2−µ2 and µ is some kinematic invariant that we keep to regulate
potential divergences at small values of l2. The integral is calculated with the
help of the following equation∫
dDl
iπD/2
(l2)r(
l2 − µ2
)m = ΩD
πD/2
(−1)r−mµD+2r−2m
∫ ∞
0
dx
x2r+D−1
(1 + x2)m
= (−1)r−mµD+2r−2mΓ(r +D/2)Γ(m− r −D/2)
Γ(D/2)Γ(m)
, (2.4)
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where ΩD = 2π
D/2/Γ(D/2) is the solid angle in D dimensions. Eq. (2.4) gives
a finite result for D 6= 4 for m = 4 and r = 2. We therefore conclude that
dimensional regularization does indeed regularize UV divergences in one-loop
computations in quantum field theories.
There is a second type of potential problem related to one-loop integrals
IN . These problems appear when a sufficient number of propagators in the
integrand can go on the mass-shell simultaneously, introducing potentially non-
integrable singularities. The general theory of such singularities is provided by
the Landau rules [46]. The two most important examples of these singularities
are the soft and collinear ones, related to the presence of massless particles [47].
Those singularities can also be regularized dimensionally [48].
Dimensional regularization therefore provides an economical tool to define
one-loop integrals in UV-divergent, renormalizable theories that contain mass-
less particles since, with a single parameter ǫ = (4 − D)/2, we are able to
regulate both types of divergences and make the integrals finite. From now on,
we assume that dimensional regularization is always applied to loop integrals
and all the loop integrals that we have to calculate, need to be understood in
that framework.
It turns out that, in the limit D → 4, any integral IN can be written as
a linear combination of one-loop scalar integrals, that include four-, three-,
two- and one-point functions and a remnant of the dimensional regularization
procedure that is called the rational part R
IN = c4;jI4;j + c3;jI3;j + c2;jI2;j + c1;jI1;j +R+O(D − 4). (2.5)
In Eq. (2.5) the coefficients cN,j (N = 1, . . . 4) are evaluated in D = 4, i. e. they
do not have any dependence on ǫ, and IL;j stands for an L-point one-loop scalar
integral of the type j. The type j specifies, cryptically, which combinations of the
external momenta pi build up the qi that enter the (master) integrals in the right
hand side of Eq. (2.5). The existence of this decomposition is one of the most
important results for one-loop calculations; its origin relies on simple Lorentz
invariance which allows a decomposition of tensor integrals to invariant form
factors and on the four-dimensional nature of space time which allows scalar
higher point integrals to be reduced to sums of boxes. Thus a scalar pentagon
in D dimensions can be written as a sum of the five box diagrams obtainable
by removing one propagator if we neglect terms of order ǫ [49, 50, 51]. The
general one loop N -point integral in D = 4 − 2ǫ dimensions for N ≥ 6 can
be recursively obtained as a linear combination of pentagon integrals [49, 50],
provided that the external momenta are restricted to four dimensions. This will
be discussed in detail in the later sections. The significance of Eq. (2.5) is that
once scalar one-loop integrals are tabulated for N ≤ 4, any one-loop calculation
is reduced to the determination of both the coefficients cL;j and the rational
part R. As we shall demonstrate in this review, the reduction coefficients and
the rational part, can be obtained by efficient numerical methods based on an
algebraic understanding of the structure of the integrand.
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2.2. One-loop scalar integrals
We now discuss the set of scalar integrals that appear on the right hand side
in Eq. (2.5). These integrals IN – traditionally referred to as tadpoles, bubbles,
triangles and boxes – are defined as
I1(m
2
1) =
µ4−D
iπ
D
2 rΓ
∫
dDl
d1
,
I2(p
2
1;m
2
1,m
2
2) =
µ4−D
iπ
D
2 rΓ
∫
dDl
d1d2
,
I3(p
2
1, p
2
2, p
2
3;m
2
1,m
2
2,m
2
3) =
µ4−D
iπ
D
2 rΓ
∫
dDl
d1d2d3
,
I4(p
2
1, p
2
2, p
2
3, p
2
4; s12, s23;m
2
1,m
2
2,m
2
3,m
2
4) =
µ4−D
iπ
D
2 rΓ
∫
dDl
d1d2d3d4
,
(2.6)
where di = (l + qi−1)2 −m2i + iε, qn ≡
∑n
i=1 pi, q0 = 0, sij = (pi + pj)
2 and
rΓ = Γ
2(1− ǫ)Γ(1 + ǫ)/Γ(1− 2ǫ).
For real masses mi the results for these four types of integrals are given in
Ref. [52]. A further simplification of the general box integral can be found in
Ref. [53]. In the case where some of the masses vanish, leading to infrared
and collinear divergences, the dimensionally regularized results are given in
Ref. [54]. All scalar one-loop integrals for N ≤ 4 with vanishing or real masses
can be obtained from the Fortran 77 program QCDLoop [55]. The extension of
these results to cases where some of the internal masses are complex – relevant
for calculations with unstable particles – was given in Refs. [56, 57]. As a
consequence of these papers, the problem of the analytic calculation of one-loop
integrals and of their numerical evaluation can be considered completely solved.
2.3. One-loop tensor integrals and form factor expansion
In the calculation of a general one-loop amplitude, individual Feynman dia-
grams will give rise to tensor integrals containing powers of the loop momentum
in the numerator. In a renormalizable theory the number of powers of the loop
momentum, r will be limited such that r ≤ N where N is the number of external
legs. We shall define r to be the rank of the tensor integral. The calculation
of these tensor integrals is simple but tedious so it is expedient to reduce the
tensor integrals to the scalar integrals presented in the previous Section. This
was first proposed by Passarino and Veltman [58], and we give an explanation
of their method in this Section. We first define the tensor integrals. For reasons
of convenience, we have here adopted an alternative notation, similar to the no-
tation of Passarino and Veltman, for the scalar integrals, A0, B0, C0, D0 which
correspond to scalar tadpole, bubble, triangle, and box integrals. We write
A0(m1) =
1
iπD/2
∫
dDl
1
d1
, (2.7)
B0;B
µ;Bµν(p1,m1,m2) =
1
iπD/2
∫
dDl
1; lµ; lµlν
d1d2
, (2.8)
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C0;C
µ;Cµν ;Cµνα(p1, p2,m1,m2,m3) =
1
iπD/2
∫
dDl
1; lµ; lµlν ; lµlνlα
d1d2d3
, (2.9)
D0;D
µ;Dµν ;Dµνα;Dµναβ(p1, p2, p3,m1,m2,m3,m4) =
1
iπD/2
∫
dDl
1; lµ; lµlν; lµlν lα; lµlν lαlβ
d1d2d3d4
, (2.10)
where denominators are given by di = (l +
i−1∑
k=1
pk)
2 − m2i , i = 1, .., 4. We
give a complete description of the Passarino-Veltman reduction in Appendix A.
In the current section we shall present the details of the reduction of rank-
one and rank-two tensor triangle functions to scalar integrals. This will be
sufficient to illustrate the pattern of the reduction and to make clear what
are the potential shortcomings of the method. We note that the rank three
tensor triangle integrals, which also occur in a renormalizable theory, are treated
in Appendix A. As a consequence of Lorentz invariance, we may write
Cµ = pµ1C1 + p
µ
2C2 , (2.11)
Cµν = gµνC00 +
2∑
i,j=1
pµi p
ν
jCij , where C21 = C12. (2.12)
We shall refer to the coefficients Ci, C00, Cij , i, j = 1, 2 as form factors. The
dependence of these form factors on the Lorentz invariants of the problem,
p21, p
2
2, (p1 + p2)
2,m21,m
2
2,m
2
3 has been suppressed. We contract both sides of
Eq. (2.11) with p1 and p2. In the numerator of the left-hand side we obtain the
following dot products which may be expressed in terms of the denominators,
l · p1 = 1
2
(f1 + d2 − d1), f1 = m22 −m21 − p21, (2.13)
l · p2 = 1
2
(f2 + d3 − d2), f2 = m23 −m22 − p22 − 2p1 · p2 . (2.14)
We use Eqs. (2.11,2.13,2.14) and obtain a system of equations for the coefficients
C1, C2. It reads
G2
(
C1
C2
)
=
( 〈l · p1〉
〈l · p2〉
)
=
(
R
[c]
1
R
[c]
2
)
, (2.15)
where G2 is the 2× 2 Gram matrix
G2 =
(
p1 · p1 p1 · p2
p1 · p2 p2 · p2
)
, (2.16)
and we have introduced the notation
〈l · pj〉 =
∫
dDl
iπD/2
l · pj
d1d2d3
, for j = 1, 2 . (2.17)
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We use Eqs. (2.13,2.14) to find explicit expressions for the R
[c]
1,2. They are
R
[c]
1 =
1
2
(f1C0(1, 2, 3) +B0(1, 3)−B0(2, 3)),
R
[c]
2 =
1
2
(f2C0(1, 2, 3) +B0(1, 2)−B0(1, 3)) .
(2.18)
To express our results in Eq. (2.18) we have introduced a compact notation
which labels the form factors by the denominators they contain. Thus, for
example, in Eq. (2.18), B0(2, 3) is defined as the integral
B0(2, 3) ≡ B0(p2,m2,m3) =
∫
dDl
iπD/2
1
(l2 −m22)((l + p2)2 −m23)
. (2.19)
Note that in Eq. (2.19) the loop momentum l has been shifted with respect to
the defining equation for the triangle integrals because d1 has been cancelled.
Finally, solving the system of equations (2.15) we obtain,
(
C1
C2
)
= G−12
(
R
[c]
1
R
[c]
2
)
. (2.20)
A similar contraction procedure can also be applied to the rank-two tensor
triangle integral, Eq. (2.12), or to higher rank tensors as described in Appendix A.
For example, contracting Eq. (2.12) with p1 and p2 we obtain
p1 µC
µν = pν1(p1 · p1C11 + p1 · p2C12 + C00) + pν2(p1 · p1C12 + p1 · p2C22),
p2 µC
µν = pν1(p1 · p2C11 + p2 · p2C12) + pν2(p1 · p2C12 + p2 · p2C22 + C00) .
(2.21)
Using Eqs. (2.13,2.14) we can derive the following two equations
G2
(
C11
C12
)
=
(
R
[c1]
1
R
[c1]
2
)
, G2
(
C12
C22
)
=
(
R
[c2]
1
R
[c2]
2
)
, (2.22)
where
R
[c1]
1 =
1
2
(f1C1(1, 2, 3) +B1(1, 3) +B0(2, 3)− 2C00(1, 2, 3)),
R
[c1]
2 =
1
2
(f2C1(1, 2, 3) +B1(1, 2)−B1(1, 3)),
(2.23)
and
R
[c2]
1 =
1
2
(f1C2(1, 2, 3) +B1(1, 3)−B1(2, 3)),
R
[c2]
2 =
1
2
(f2C2(1, 2, 3)−B1(1, 3)− 2C00(1, 2, 3)) .
(2.24)
In this way we obtain a ladder of relations which allow us to express a rank
r triangle form-factors in terms of rank r − 1 triangle form-factors and sums
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Dijkl → D00ij , Dijk, Cijk , Cij , Ci, C0
D00ij → Dijk, Dij , Cij , Ci
D0000 → D00i, D00, C00
Dijk → D00i, Dij , Cij , Ci
D00i → Dij , Di, Ci, C0
Dij → D00, Di, Ci, C0
D00 → Di, D0, C0
Di → D0, C0
Cijk → C00i, Cij , Bij , Bi
C00i → Cii, Ci, Bi, B0
Cij → C00, Ci, Bi, B0
C00 → Ci, C0, B0
Ci → C0, B0
Bii → B00, Bi, A0
B00 → Bi, B0, A0
Bi → B0, A0
Table 2.1: Reduction chains for Passarino-Veltman procedure, see Appendix A for a definition
of all coefficients.
of bubble form-factors, with rank r − 1 or less. Thus, as a general rule, the
Passarino-Veltman procedure relates rank r form-factors of a Feynman integral
with N denominators to rank r − 1 form-factors of Feynman integrals with
N − 1 denominators plus other terms which are less ultraviolet singular. The
full pattern of reduction to scalar integrals is given in Table 2.1.
The exception to this rule is the C00 term that we treat below. We also note
that, since the external vectors are purely four-dimensional, the contraction
procedure that we just described does not introduce an explicit dependence on
the dimensionality of space-time in the reduction equations.
To find the C00 coefficient, we note that a further relation can be obtained
by contracting the rank-two tensor integral in Eq. (2.12) with the metric tensor
gµν . We find
〈l2 −m21〉 = D C00 +R[c1]1 +R[c2]2 −m21C0. (2.25)
Inserting the explicit forms from Eqs. (2.23,2.24) we find,
C00(1, 2, 3) =
1
2(D − 2)(2m
2
1C0(1, 2, 3)− f2C2(1, 2, 3)− f1C1(1, 2, 3)
+ B0(2, 3)). (2.26)
Therefore, we see that a pattern of reduction appears
Cij → C00, Ci, Bi, (B0) ,
C00 → Ci, (C0, B0) ,
Ci → (C0, B0). (2.27)
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The scalar integrals in the reduction path are shown in brackets.
A simple generalization of the above procedure accomplishes the reduction
of all tensor integrals to scalar integrals. A reduction of six- and higher-point
functions requires additional input, since the external momenta are not linearly
independent, but the basic principles remain intact. It appears therefore, that
the reduction procedure is a well-established technique that can be applied to
any process of interest in a straightforward way.
However, there are three primary reasons for why it is non-trivial to perform
such a reduction in practice for complicated collider processes. First, the number
of Feynman diagrams grows dramatically with the number of external particles.
For the LHC processes of interest, the number of diagrams can easily reach a
few thousand. Second, the number of terms generated during the reduction of
tensor integrals grows rapidly with the number of external particles and with the
rank of the integral. Third, in cases with degenerate kinematics, the traditional
reduction procedure may lead to numerical instabilities which we consider in
Section 2.4.
2.4. Singular regions
As an example, we consider the reduction of the rank one triangle. The form
factors for this integral can be found by solving Eq. (2.15). We obtain(
C1
C2
)
= G−12
( 〈l · p1〉
〈l · p2〉
)
, (2.28)
where the inverse of the Gram matrix is given by
G−12 =
(
p2 · p2 −p1 · p2
−p1 · p2 p1 · p1
)
∆2(p1, p2)
, (2.29)
and
∆2(p1, p2) = det[G2] = p
2
1p
2
2 − (p1 · p2)2, (2.30)
is the determinant of the Gram matrix, the so-called Gram determinant.
We now investigate the solution Eq. (2.28) in the limit p1||p2 with p21 6= 0. In
this limit, the Gram determinant ∆2 vanishes, so that the inverse matrix G
−1
2
needed for the construction of the solution Eq. (2.28) cannot be obtained. On
the other hand, the original integral, Cµ, Eq. (2.9), is well-defined in that limit.
Therefore, the problem appears because we attempt to treat the two momenta
pµ1 and p
µ
2 as independent in the form factor expansion Eq. (2.11) even in a
situation when they are linearly dependent.
It is easy to remedy this situation, at least in this simple case, by using
linearly-independent momenta. To this end, we introduce
p˜µ2 = p
µ
2 −
p1 · p2
p21
pµ1 , (2.31)
and write
Cµ = pµ1 C˜1 + p˜
µ
2 C˜2, (2.32)
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instead of decomposition shown in Eq. (2.11).
Since p1 ·p˜2 = 0, it is easy to solve for C˜1 and C˜2. By contracting the integral
with p1,2 we obtain the set of equations
〈l · p1〉 = p21C˜1, 〈l · p2〉 = p2 · p1C˜1 +
∆2(p1, p2)
p21
C˜2, (2.33)
and find
C˜1 =
〈l · p1〉
p21
, C˜2 =
p21〈l · p˜2〉
∆2(p1, p2)
. (2.34)
We can now analyze the limit p1||p2. We write pµ2 = κpµ1 + δnµ, n · p1 = 0,
n2 = 1, δ ≪ 1. It follows that ∆(p1, p2) = δ2p21 and p˜2 = δnµ. It is easy
to see from Eq. (2.34) that pµ1 C˜1 is finite in the limit p1||p2 and, because the
integral Cµ is also finite in that limit, p˜µ2 C˜2 must be finite as well. However
this finiteness occurs because there is a cancellation between numerator and
denominator in the expression for Cµ in Eq. (2.32). In detail, p˜µ2 is O(δ) and C˜2
is O(1/δ). These features – and the ensuing cancellations – become obscured
if C˜2 is rewritten in terms of master integrals. In this case the finiteness of C˜2
is achieved through the cancellation of a number of O(δ−2) terms, including
non-trivial relations between three- and two- point integrals which, in the limit
p2 → κp1, become linearly dependent.
The situation described here generalizes to more complicated cases: a brute-
force application of the Passarino-Veltman reduction procedure can lead to nu-
merical instabilities due to the vanishing of Gram determinant at so called “ex-
ceptional points”, despite the fact that no singularity is present in the original
integral. We will discuss in Sections 2.5 and 10 how to rescue these exceptional
points.
2.5. Advanced diagrammatic methods
The computational algorithms for tree and one-loop calculations that em-
ploy Feynman diagrams are suitable for automation. There are public codes for
generating Feynman diagrams [59, 60] which, in conjunction with algebraic ma-
nipulation codes such as Form, Maple and Mathematica, allow to automatically
generate Fortran or C computer codes that numerically compute scattering am-
plitudes or cross-sections. This type of approach is used in many applications
to calculate physical observables at leading and next-to-leading order accuracy.
Unfortunately, computational approaches based on Feynman diagrams ex-
perience worse than factorial scaling with the number of the external particles.
As the number of external particles grows, high-rank tensor integrals appear in
virtual diagrams. The Passarino-Veltman reduction generates a multitude of
terms and the number of these terms grows faster than exponentially with the
rank of the tensor. Furthermore, as we already mentioned, in the numerical
evaluation of one-loop amplitudes one needs to address the issue of numerical
stability related to the vanishing of Gram determinants.
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The main subject of this review is to describe an alternative to Feynman-
diagrammatic methods. Still, we emphasize that the question of when the prac-
tical limit on Feynman-diagrammatic one-loop calculations is reached remains
open. For a long time it was believed that it was extremely hard, if not alto-
gether impossible, for Feynman-diagrammatic computations to pass the 2 → 3
threshold and deliver physical results for 2 → 4 processes. Yet, in 2009 this
threshold was successfully passed: as the result of additional technical improve-
ments, techniques based on Feynman diagrams were successfully used to describe
pp→ tt¯bb¯ and pp→W+W−bb¯ processes at next-to-leading in perturbative QCD
[2, 12]. Similar ideas are implemented in the GOLEM program [61, 62] and first
results on the next-to-leading order computation of processes with six external
particles have been presented by the GOLEM collaboration.
Taking as an example the process pp→ tt¯bb¯, we note that at next-to-leading
order in perturbative QCD, it involves two partonic channels qq¯ → bb¯tt¯ and
gg → bb¯tt¯. There are respectively 188 and 1003 loop diagrams that contribute
to the one-loop amplitudes for the two channels [2]. The computational cost
of having to deal with a large number of Feynman diagrams is compensated
by a careful organization of the computation. The key idea is to decouple, to
the extent possible, the reduction of tensor loop integrals and other operations
such as multiplication of gamma matrices and spinors, summations of colors and
helicities, etc. from each other. This is achieved by paying careful attention to
the following issues [2].
First, the interference of the leading (LO) and next-to-leading order (NLO)
matrix elements is decomposed into the individual contributions of loop dia-
grams Γ. The sum over helicities and colors are performed for each loop diagram
separately
∑
col
∑
hel
M(NLO)
(
M(LO)
)∗
=
∑
Γ
[∑
col
∑
hel
M(Γ)
(
M(LO)
)∗]
. (2.35)
Second, each individual loop diagram has a color factor that can be expanded
in a compact color basis. The leading order amplitude is treated as vector in
this color basis and it is contracted against the color factor of the loop diagram.
Third, similar to the treatment of color, the spin-dependent parts of all
diagrams can be expanded in a compact spin basis for a given channel. For
example, a representative term in the spin basis needed to describe the four-
quark, two-gluon channel has the form
Sˆ = Qµ1µ2ρ1...ρlǫµ1(p1)ǫµ2(p2) [v¯(p3)γρ1 . . . γρmu(p4)]
× [ ¯v(p5)γρm+1 . . . γρlu(p6)] , (2.36)
where Qµ1µ2ρ1...ρl is a tensor of the appropriate rank that is composed of metric
tensors and external momenta. The use of a compact spin basis enables very
efficient helicity summations.
Fourth, clever techniques are used for tensor integral reductions. Those
techniques minimize difficulties related to inverse Gram determinants and em-
ploy a cache system to recycle tensor integrals with common sub-topologies and
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avoid the computation of relevant scalar integrals more than once. For ten-
sor N -point integrals with N ≥ 5, a procedure can be used that reduces the
number of propagators and the rank of the corresponding integral at the same
time [63]. Such a procedure does not introduce inverse Gram determinants. In
the case of three- and four-point functions, where the reduction does introduce
small Gram determinants, an expansion procedure around the limit of vanishing
Gram determinants and other relevant kinematical structures is applied [63, 64].
Fifth, careful identification of terms that need to be treated in D dimensions
and terms that can be treated in four dimensions, plays an important role in
achieving high computational efficiency. Finally, it was observed [2] that it is
possible to give up on the optimization of the spin basis. Indeed, in earlier
work it was considered crucial that a minimal, absolutely independent number
of Lorentz structures was used in the parametrization of the one-loop amplitude.
Instead, it was found in Ref. [2] that one does not lose computational efficiency
by only employing generic four-dimensional identities to reduce the number of
independent terms in the spin basis. This feature is important since it minimizes
the amount of human intervention in the simplification of spinor chains.
3. Van Neerven - Vermaseren basis
3.1. The Van Neerven - Vermaseren basis
On-shell scattering amplitudes in gauge field theories are gauge-invariant. A
practical version of this statement is that an on-shell scattering amplitude must
vanish, if evaluated replacing the polarization vector of a particular massless
gauge boson by its four-momentum, provided all the other gauge bosons have
physical polarizations. This provides both a constraint on the form of the ampli-
tude and a powerful check on the computation. However, it is well-known that
in complicated cases involving higher-point scattering amplitudes, the analytic
demonstration of this cancellation is non-trivial. One reason why such compli-
cations arise is the four-dimensional nature of space-time, since it implies that
for high-point amplitudes the external momenta are not linearly independent.
In four dimensions, the “dimensionality constraint” can be stated in the form
of the Schouten identity
lλǫµ1µ2µ3µ4 = lµ1ǫλµ2µ3µ4 + lµ2ǫµ1λµ3µ4 + lµ3ǫµ1µ2λµ4 + lµ4ǫµ1µ2µ3λ , (3.1)
which follows from the vanishing of the totally antisymmetric rank-five tensor in
four dimensions. Since these constraints are not implemented in the Passarino-
Veltman procedure, it is usually not easy to demonstrate gauge cancellations in
that framework.
The Schouten identities also provide us with a way to introduce a particular
reference frame that, as we will see, is very useful for reducing tensor one-loop
integrals to scalar integrals. To motivate this choice, consider a two-dimensional
vector space spanned by two non-orthogonal two-dimensional vectors qµ11 , q
µ2
2 .
Any two-dimensional vector from that vector space can be written as a linear
combination of these vectors lα = c1q
α
1 + c2q
α
2 . However, since q1, q2 are not
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orthogonal, ci 6= l · qi. A standard way to introduce the orthonormal basis is
the Gram-Schmidt orthogonalization procedure, but we will not pursue it here.
Instead we will choose a convenient basis starting from Schouten identity in two
dimensions
lλǫµ1µ2 = lµ1ǫλµ2 + lµ2ǫµ1λ . (3.2)
Contracting both sides of this equation with qµ11 q
µ2
2 we obtain
lλǫq1q2 = (l · q1)ǫλq2 + (l · q2)ǫq1λ, (3.3)
where eλq2 = ǫλµ2q2,µ2 and ǫ
q1q2 = ǫµ1µ2q1,µ1q2,µ2 . We divide both sides by
ǫq1q2 , introduce vectors 2
vλ1 =
ǫλq2
ǫq1q2
, vλ2 =
ǫq1λ
ǫq1q2
, vi · qj = δij , (3.4)
and write
lλ = (l · q1)vλ1 + (l · q2)vλ2 . (3.5)
The vector sets {vi} and {qj} are orthogonal, but vectors vi are not orthonormal,
vi · vj 6= δij . Nevertheless, they are useful because they define a coordinate
system where the vi-coordinate of an arbitrary vector l is the projection of this
vector on the vector qi . If we identify l + qi with momenta that appear in
propagators of one-loop diagrams (see Fig. 3.1), the scalar product l · qi can be
replaced by differences of denominators
l · qi = 1
2
[
((l + qi)
2 −m2i )− (l2 −m20) +m2i −m20 − q2i
]
. (3.6)
This strategy has already been used in the Passarino-Veltman reduction, c.f.
Eqs. (2.13,2.14), and as we explain later in the review, this feature will be used
to develop a systematic procedure to determine the parametric form of one-loop
integrands.
The two-dimensional example, however, is not sufficient since we have to
deal with higher-dimensional vector spaces. We therefore need to extend the
considerations described above. To this end, we write
vµ1 =
ǫq1q2ǫ
µq2
ǫq1q2ǫ
q1q2
, vµ2 =
ǫq1q2ǫ
q1µ
ǫq1q2ǫ
q1q2
, (3.7)
and use
ǫµ1µ2ǫν1ν2 = δ
µ1
ν1 δ
µ2
ν2 − δµ1ν2 δµ2ν1 = det |δµν | ≡ δµ1µ2ν1ν2 , (3.8)
to write vectors v1,2 using the basis of generalized Kronecker delta-symbols
vµ1 =
δµq2q1q2
∆2
, vµ2 =
δq1µq1q2
∆2
, ∆2 = δ
q1q2
q1q2 = q
2
1q
2
2 − (q1 · q2)2. (3.9)
2The case ǫq1q2 → 0 requires special care, see for instance the discussion in Sect. 2.4.
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We recognize that, in contrast to Levi-Civita tensors, the generalized Kronecker
deltas can be introduced for vector spaces of arbitrary dimensions, allowing
us to define the basis of dual vectors vi that can be used in four-dimensional
calculations. Such basis is called the van Neerven - Vermaseren basis [50] .
The van Neerven - Vermaseren basis has proved to be very useful to under-
stand a number of important results concerning the reduction of tensor integrals
and the applicability of the generalized unitarity. First, in four dimensions, sim-
ple algorithms were derived for the reduction of tensor integrals to the linear
combination of box, triangle, bubble and tadpole scalar integrals. The number
of terms generated in this process is smaller than in the standard Passarino-
Veltman reduction procedure. Some illustrative results are presented in Section
4. Second, using the van Neerven - Vermaseren basis, it is straightforward to
show that in four dimensions the scalar five-point Feynman integral is given by a
linear combination of scalar box integrals [49, 50]. Third, using the van Neerven
- Vermaseren basis it is easy to understand that in four dimensions the integrand
of any one-loop Feynman diagram in any renormalizable theory is given by a
linear combination of rational functions containing products of four, three, two
or one Feynman denominators and with the numerators of a very restrictive
form, see Section 5. Finally, employing the van Neerven - Vermaseren decom-
position, it is straightforward to find the loop momenta that satisfy quadruple,
triple-, double-, and single-cut on-shell conditions, see Section 5. These features
of the van Neerven - Vermaseren basis make it important for the construction
of the generalized D-dimensional unitarity technique. We therefore devote the
following subsection to a detailed explanation of the van Neerven - Vermaseren
basis.
3.2. Physical and transverse space
We consider a N -particle scattering amplitude in a renormalizable quantum
field theory in D-dimensional space-time. Such an amplitude can be computed
from the relevant Feynman diagrams, each given by an integral over the loop
momentum l of an integrand function. We study one of these Feynman diagrams
and imagine that it has R loop-momentum-dependent propagators, see Fig. 3.1.
The integrand IN is a rational function of the loop momentum l given by the
product of R, l-dependent scalar inverse propagators di and a polynomial in l
of rank rl ≤ R.
IN (p1, p2, . . . , pN |l) = NI(p1, p2, . . . , pN ; l)
d1d2 · · · dR . (3.10)
The amplitude has a set of R inflow momenta, k1, . . . , kR. The inflow mo-
menta are either equal to the external momenta pi, or are given by their linear
combinations
di = (l + qi)
2 −m2i , ki = qi − qi−1, ki =
N∑
j=1
αijpj ,
R∑
i=1
ki = 0, (3.11)
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kR
k1
k2
k3
k4
k5
l + qR
l + q1
l + q2
l + q3
Figure 3.1: Generic diagram with R external momenta at one-loop.
where αij = 0, 1 are diagram-specific numbers. Sometimes we refer to the qi
vectors as the “propagator momenta” . We call the vector space spanned by
the inflow momenta the physical space. We emphasize that the dimensionality
DP of the physical space changes from diagram to diagram. Accounting for
momentum conservation
R∑
i=1
ki = 0, we obtain
DP = min(D,R − 1), (3.12)
which implies that for R ≤ D, the dimensionality of the physical space is smaller
than the dimensionality of space-time. The authors of Ref. [50] advocate the use
of a non-orthogonal coordinate system in the physical space. This coordinate
system is dual to the non-orthogonal coordinate system of the inflow momenta.
By contrast, in the DT -dimensional transverse space we can use a standard
ortho-normal coordinate system. The dimensionalities of various spaces satisfy
obvious constraints
D = DP +DT , DP = min (D,R − 1), DT = max (0, D −R+ 1). (3.13)
If R > D, the transverse space is zero-dimensional.
To define the van Neerven - Vermaseren basis we introduce the generalized
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Kronecker symbol [65] 3
δµ1µ2···µRν1ν2···νR =
∣∣∣∣∣∣∣∣∣
δµ1ν1 δ
µ1
ν2 . . . δ
µ1
νR
δµ2ν1 δ
µ2
ν2 . . . δ
µ2
νR
...
...
...
δµRν1 δ
µR
ν2 . . . δ
µR
νR
∣∣∣∣∣∣∣∣∣
, (3.14)
a compact notation for the Kronecker symbol contracted with momenta,
δkµ2···µRν1k···νR ≡ δµ1µ2···µRν1ν2···νR kµ1kν2 , (3.15)
and the R-particle Gram determinant
∆(k1, k2, · · · , kR) = δk1k2···kRk1k2···kR . (3.16)
Note that for R ≥ D + 1 the generalized Kronecker delta vanishes. For the
special case D = R the Kronecker delta factorizes into the product of two Levi-
Civita tensors δµ1µ2···µRν1ν2···νR = ε
µ1µ2···µRεν1ν2···νR . The generalized Kronecker-deltas
are determinants of R-dimensional matrices. For example for R = 2 and R = 3
we have the expressions
δk1k2k1µ = k1 · k1 δk2µ − k1µδk2k1 ,= k1 · k1 k2µ − k2 · k1 k1µ,
δk1k2k3k1k2k3 = k1 · k1 δk2k3k2k3 − k1 · k2 δk2k3k1k3 + k1 · k3 δk2k3k1k2
= k1 · k1 (k2 · k2 k3 · k3 − k2 · k3 k3 · k2)
− k1 · k2 (k2 · k1 k3 · k3 − k2 · k3 k3 · k1)
+ k1 · k3 (k2 · k1 k3 · k2 − k2 · k2 k3 · k1).
(3.17)
We can use the Kronecker δ-symbols to construct the van Neerven - Ver-
maseren basis vectors for the physical space DP
vµi (k1, . . . , kDP ) ≡
δ
k1...ki−1µki+1...kDP
k1...ki−1kiki+1...kDP
∆(k1, . . . , kDP )
, (3.18)
The basis vectors satisfy orthogonality and normalization properties
vi · kj = δij , for j ≤ DP . (3.19)
When R ≤ D it is convenient to define also the projection operator onto the
transverse space
wµ
ν(k1, . . . , kR−1) ≡
δ
k1···kR−1ν
k1...kR−1µ
∆(k1, . . . , kR−1)
. (3.20)
3 This notation is closely related to the asymmetric Gram determinant notation of Ref. [66],
G
(
k1 · · · kR
q1 · · · qR
)
= δ
k1k2···kR
q1q2···qR
.
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It fulfills the properties of a projection operator
wµ
µ = DT = D + 1−R , kµi wµν = 0 , wµαwαν = wµν . (3.21)
We denote the orthonormal unit vectors of the transverse space by nµr , r =
1 . . .DT . They satisfy the standard orthogonality and normalization require-
ments
nr · ns = δrs , ki · nr = 0 , vi · nr = 0, wµν =
DT∑
r=1
nµrn
ν
r , (3.22)
where i = 1 . . .DP , r, s = 1 . . .DT and w
µν is the metric tensor of the transverse
subspace. The tensor decomposition of the full metric tensor is given by the
expression
gµν =
DP∑
i=1
kµi v
ν
i + w
µν =
DP∑
i=1
kµi v
ν
i +
DT∑
i=1
nµi n
ν
i . (3.23)
Note that the right hand side of this equation is, actually, a symmetric tensor
since, by explicitly writing the generalized Kronecker delta-function using ki
vectors, one can show that the following equation holds
DP∑
i=1
kµi v
ν
i =
DP∑
i=1
kνi v
µ
i . (3.24)
For the case D = R, the transverse space is one-dimensional and the unit vector
n1 is proportional to a Levi-Civita tensor. For the cases R < D it is a simple
task to construct explicitly the nµr basis vectors that fulfill the requirements
given in Eq. (3.22). As an example, if D = 4 and R = 4, we get
vµ1 (k1, k2, k3) =
δµk2k3k1k2k3
∆(k1, k2, k3)
, vµ2 (k1, k2, k3) =
δk1µk3k1k2k3
∆(k1, k2, k3)
,
vµ3 (k1, k2, k3) =
δk1k2µk1k2k3
∆(k1, k2, k3)
;
wµ
ν(k1, k2, k3) =
δk1k2k3νk1k2k3µ
∆(k1, k2, k3)
= n1µn1
ν =
εk1k2k3µε
k1k2k3ν
∆(k1, k2, k3)
.
(3.25)
In applications to one loop calculations, it is often needed to write the loop
momentum l as a linear combination of the van Neerven - Vermaseren basis
vectors for a particular graph with the denominator factors d1, d2, ...dR. The
denominators are given by di = (l+qi)
2−m2i and the inflow momenta read ki =
qi − qi−1. The decomposition is obtained by contracting the loop momentum
with the metric tensor given in Eq. (3.23)
lµ =
DP∑
i=1
(l · ki) vµi +
DT∑
i=1
(l · ni) nµi . (3.26)
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Using the identity
l · ki = 1
2
[
di − di−1 −
(
q2i −m2i
)
+
(
q2i−1 −m2i−1
)]
, (3.27)
we find
lµ = V µR +
1
2
DP∑
i=1
(di − di−1) vµi +
DT∑
i=1
(l · ni)nµi , (3.28)
where d0 = dR, m0 = mR and
V µR = −
1
2
DP∑
i=1
(
(q2i −m2i )− (q2i−1 −m2i−1)
)
vµi . (3.29)
As an illustration of this procedure, we explicitly give the loop-momentum
decomposition in two cases. The first example concerns the five-point function
in four dimensions, so that D = 4 and R = 5. We derive
lµ = V µ5 +
1
2
(d1 − d5) vµ1 +
1
2
(d2 − d1) vµ2
+
1
2
(d3 − d2) vµ3 +
1
2
(d4 − d3) vµ4 ,
V µ5 = −
1
2
(q21 − q25 −m21 +m25) vµ1 −
1
2
(q22 − q21 −m22 +m21) vµ2
− 1
2
(q23 − q22 −m23 +m22) vµ3 −
1
2
(q24 − q23 −m24 +m23) vµ4 .
(3.30)
Similarly, for a three-point function in four dimensions D = 4 and R = 3. We
obtain
lµ = V µ3 +
1
2
(d1 − d3) vµ1 +
1
2
(d2 − d1) vµ2 + (l · n1)nµ1 + (l · n2)nµ2 ,
V µ3 = −
1
2
(q21 − q23 −m21 +m23) vµ1 −
1
2
(q22 − q21 −m22 +m21) vµ2 .
(3.31)
We conclude this Section with a few comments. We note that if the number
of inflow momenta R exceeds the dimensionality of space-time D, the decom-
position of the loop momentum into the van Neerven - Vermaseren basis may
be used to prove that the D + m point functions m ≥ 1 can all be written
as linear combinations of the D-point functions. We will show an example of
this in the next Section. We also remark that if we set q0 = 0 we can choose
to parametrize the loop momenta using the coordinate system of the qi vec-
tors with its associated dual coordinate basis vi(q1, q2, . . . , qDP ) as given by
Eqs. (3.18,3.20). We note that ∆(k1, k2, . . . , kDP ) = ∆(q1, q2, . . . ,DP ). Simi-
larly the projection operator onto the transverse space remains the same. The
identity Eq. (3.27) and all those relations that depend on this identity will be
modified accordingly. We conclude that it is possible to change from one basis,
to another linearly dependent one at essentially no cost. This fact can be useful
in numerical applications. Finally, we emphasize that both versions of the van
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Neerven - Vermaseren basis allow us to include the unitarity constraints without
resorting to the spinor-helicity formalism, which is most often used in analytic
calculations with massless particles. By avoiding the spinor-helicity formalism,
the method can be used in computations with massive internal particles, where
the mass can be either real or complex-valued.
4. Reduction at the integrand level in two dimensions
Analytic calculations in four dimensions require significant algebraic effort,
that often obscures the conceptual aspects of reduction techniques using the van
Neerven-Vermaseren basis. The amount of algebra can be kept to a minimum by
working in two-dimensional space-time. This section presents a number of two
dimensional examples. In what follows we first show that, in two dimensions,
the three-point function can be always written as a linear combination of two-
point functions. After that, we express a rank-two, two-point function in terms
of scalar two-point functions and tadpoles using unitarity-based ideas. Finally,
we discuss a physical example in two-dimensional space-time where the rational
part plays an important role.
4.1. Reduction of a scalar triangle
We consider a scalar three-point function in two-dimensional space-time,
I3 =
∫
d2l
(2π)2
I3 , (4.1)
and focus specifically on the integrand given by,
I3 = 1
d0d1d2
, (4.2)
where l is the loop momentum, di = (l + qi)
2 − m2i , i ∈ [0, 1, 2] and q0 = 0.
To show that, in two dimensions, the three-point function is given by the linear
combination of the two-point functions, we use the fact that the loop momentum
can be written as a linear combination of the vectors q1,2. It is convenient to
employ the van Neerven - Vermaseren basis for this purpose. For the case of
a three-point function in two dimensions, the dimensionality of space-time and
the dimensionality of the physical space coincide. Therefore, we write
lµ = vµ1 (l · q1) + vµ2 (l · q2) , vµ1 =
δµq2q1q2
∆2
, vµ2 =
δq1µq1q2
∆2
, (4.3)
where, as usual vi · qj = δij and ∆2 is the two-dimensional Gram determinant
∆2 = q
2
1q
2
2 − (q1 · q2)2. (4.4)
We can eliminate the scalar products l · q1,2 from Eq. (4.3) using the following
equations
l · qi = 1
2
(di − d0 − ri) , ri = q2i −m2i +m20 , i = 1, 2. (4.5)
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To perform this elimination we contract Eq. (4.3) with l, use Eq. (4.5) and
l2 = d0 +m
2
0, and write
2(d0 +m
2
0) =
2∑
i=1
(l · vi)(di − d0)−
2∑
i=1
(l · vi)ri. (4.6)
We can use the identity
lµ = gµν lν =
2∑
j=1
vµj (qj · l), (4.7)
to rewrite the last term in Eq. (4.6) in the following form
2∑
i=1
(l · vi)ri =
2∑
j=1
(w · vj)(l · qj) = 1
2
2∑
j=1
(w · vj) (dj − d0 − rj), (4.8)
where the vector wµ is defined as
wµ =
2∑
i=1
vµi ri . (4.9)
We use Eq. (4.8) to simplify the last term in Eq. (4.6), and get
2d0+2m
2
0 =
1
2
(∑
i
[(2l · vi)− (w · vi)] di −
∑
i
(2l − w) · vid0 +
∑
i
ri(w · vi)
)
.
(4.10)
Dividing this equation by d0d1d2, using w
2 =
∑
i ri(w·vi), and collecting similar
terms, we obtain the reduction formula for the integrand of the three-point
function in two-dimensional space-time
I3 = 1
(4m20 − w2)
{
2(l · v1)− (w · v1)
d0d2
+
2(l · v2)− (w · v2)
d0d1
− 4 + (2l− w) · (v1 + v2)
d1d2
}
.
(4.11)
Later on, we will discuss in detail the parametrization of the integrand due to
Ossola, Pittau and Papadopoulos (OPP), but Eq. (4.11) provides a first example
of the OPP parametrization applied to the case where the dimensionality of
space-time and the dimensionality of the physical space coincide, R = D = 2.
Indeed, the numerator of each of the three terms on the right hand side of
Eq. (4.11) is a rank-one tensor of the form b0+b1(n·l). This tensor is special since
the loop momentum l appears multiplied by a vector n, that is orthogonal to the
reference vector in the denominator of each individual term. This is evident for
the first two terms on the right-hand side of Eq. (4.11) since q2 ·v1 = q1 ·v2 = 0,
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but it is also true in the third term. Indeed, shifting the loop momentum in the
third term in Eq. (4.11) l → l˜ = l−q1, we observe that the reference momentum
in the denominator becomes q2 − q1. Since (q2 − q1) · (v2 + v1) = 0, we have
demonstrated our assertion.
To see why the special form of the tensor is important, we compute the
three-point function by performing the integral over the loop momentum
I3 =
∫
d2l
(2π)2
I3. (4.12)
In spite of the fact that the right hand side of Eq. (4.12) contains an integral
of a rank-one tensor, cf. Eq. (4.11), the integration is trivial. Indeed, the loop
momentum is always contracted with the basis vector of the transverse space
and the corresponding angular integrals vanish by symmetry. We obtain4
I3 =
(−1)
(4m20 − w2)
{(w · v1)I02 + (w · v2)I01 + (2− w · (v1 + v2))I12} , (4.13)
where Iij =
∫
d2l
(2π)2
1
didj
is a two-point function. Eq. (4.13) completes our
proof that in the two-dimensional space-time, the three-point function is given
by a linear combination of two-point functions. It is important to realize that
this result generalizes. Indeed, any N -point function, for N > D, where D
is the dimensionality of space-time, can be written as a linear combination
of the D-point functions. Finally, we will see in what follows that the two
principal ideas behind the reduction process just outlined – the use of the van
Neerven - Vermaseren basis and the reduction by an algebraic integration over
the transverse space after establishing the parametric form of the integrand
can be easily extended to higher-dimensional spaces and higher-point functions,
making it a powerful tool for one-loop computations.
4.2. Reduction of a rank-two two-point function
Our next two-dimensional example concerns the reduction of a rank-two two-
point function using van Neerven - Vermaseren basis. Consider an integrand
given by
I(k,m1,m2) = (nˆ · l)
2
d1d2
, (4.14)
where d1 = l
2−m21, d2 = (l+k)2−m22, nˆ ·k = 0, k2 6= 0 and nˆ2 = 1. Because of
the projection onto nˆ, the momentum l in the numerator in Eq. (4.14) lies in the
transverse space. We want to express this integral in terms of scalar integrals.
Note that in contrast to the three-point function considered in the preceding
Section, the rank-two two-point function in two dimensions has an ultraviolet
4It is convenient to shift of the loop momentum l → l − q1 in the last term of Eq. (4.11),
so that the remaining vector integral vanishes by symmetry.
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divergence. We regularize this divergence by continuing the loop momentum to
D = 2−2ǫ dimensions and begin by constructing the van Neerven - Vermaseren
basis. As the basis vector of the physical space, we take
nµ =
kµ√
k2
, n2 = 1. (4.15)
We choose nˆ to be the basis vector of the transverse space, which is allowed
since n and nˆ are orthogonal, n · nˆ = 0. As the consequence of the completeness
relation, the two vectors satisfy
nµnν + nˆµnˆν = gµν(2), (4.16)
where gµν(2) is the two-dimensional metric tensor. Contracting this equation with
the loop momentum, we obtain
(nˆ · l)2 = l2(2) − (n · l)2 = l2(2) −
(l · k)2
k2
. (4.17)
Because l is a d-dimensional vector, we can decompose it as
lµ = (l · n)nµ + (l · nˆ)nˆµ + nµǫ (l · nǫ), (4.18)
where nǫ is the unit vector that parametrizes the (D − 2)-dimensional vector
space. It follows that the square of the d-dimensional loop momentum can be
written as
l2 = l2(2) + (nǫ · l)2 = l2(2) + µ2, (4.19)
where µ2 = (nǫ · l)2 is introduced. To proceed further, we express various scalar
products through inverse Feynman propagators d1,2
l2(2) = d1 +m
2
1 − µ2, 2 l · k = d2 − d1 − r21 , (4.20)
and use Eqs. (4.17,4.19) to obtain
(nˆ · l)2
d1d2
= − (λ
2 + µ2)
d1d2
+
1
4k2
[
r21 − 2 l · k
d1
+
r22 + 2 l · k + 2k2
d2
]
. (4.21)
In Eqs. (4.20,4.21), we use the following short-hand notations
r21 = k
2 +m21 −m22, r22 = k2 +m22 −m21,
λ2 =
k4 − 2k2(m21 +m22) + (m21 −m22)2
4k2
.
(4.22)
Even if we did not know the result displayed in Eq. (4.21), we could still
argue on general grounds that the integrand can be written as
(nˆ · l)2
d1d2
=
b0 + b1(nˆ · l) + b2(nǫ · l)2
d1d2
+
a1,0 + a1,1(n · l) + a1,2(nˆ · l)
d1
+
a2,0 + a2,1(n · l) + a2,2(nˆ · l)
d2
.
(4.23)
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We will explain in Section 5 where this parametrization comes from. Here, we
compare terms in Eq. (4.21) and Eq. (4.23) and obtain
b0 = −λ2, b1 = 0, b2 = −1,
a1,0 =
r21
4k2
, a1,1 = − 1
2
√
k2
, a1,2 = 0,
a2,0 =
r22
4k2
+
1
2
, a2,1 =
1
2
√
k2
, a2,2 = 0.
(4.24)
It is instructive to rederive Eq. (4.24) using an alternative procedure. This
procedure is important because it generalizes to four-dimensions, without mod-
ification, and because it shows how the reduction techniques are connected to
unitarity. We begin by multiplying both sides of Eq. (4.23) by d1, d2 and obtain
(nˆ · l)2 = [b0 + b1(nˆ · l) + b2(nǫ · l)2]+ [a1,0 + a1,1(n · l) + a1,2(nˆ · l)] d2
+ [a2,0 + a2,1(n · l) + a2,2(nˆ · l)] d1.
(4.25)
We would like to use Eq. (4.25) to find all the b- and a-coefficients. Since
there are nine unknowns, we can evaluate Eq. (4.25) for nine different values of
the loop momentum l, invert the nine-by-nine matrix and find the coefficients.
While this procedure does, indeed, provide a solution to the problem, it requires
inverting a large matrix and is therefore impractical. A better algorithm exploits
the fact that, under special choices of the loop momentum l in Eq. (4.25), the
matrix to invert becomes block-diagonal.
To see how this works, we first describe a procedure to compute the b-
coefficients only. To project the right hand side of Eq. (4.25) onto b-coefficients,
we choose the loop momentum l to satisfy d1(l) = d2(l) = 0. For the moment,
consider the loop momentum l that satisfies those constraints and, simultane-
ously, has zero projection on the d-dimensional space, nǫ · l = 0. We find that
there are just two loop momenta l that satisfy those constraints; they can be
written as
l±c = αcn± iβcnˆ, (4.26)
where
αc = − r
2
1
2
√
k2
, βc = λ. (4.27)
The parameters r1 and λ are shown in Eq. (4.22). We substitute these two
solutions into Eq. (4.25) and obtain two equations for the coefficients b0,1
b0 + b1nˆ · l+c = −λ2, b0 + b1nˆ · l−c = −λ2. (4.28)
It follows that b0 = −λ2 and b1 = 0, in agreement with Eq. (4.24).
To find b2 we proceed along similar lines but we require that the scalar
product l ·nǫ does not vanish. Since the conditions d1 = 0, d2 = 0 are equivalent
to 2l · k + r21 = 0, l2 = m21, the loop momentum that satisfies those constraints
is the same as in Eq. (4.26), up to a change nˆ→ nǫ,
l± = αcn± iβcnǫ. (4.29)
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Substituting l± into Eq. (4.25) and using b0 = −λ2, b1 = 0, we obtain
0 = (1 + b2)λ
2, (4.30)
which implies that b2 = −1, in agreement with Eq. (4.24).
The next step is to identify the coefficients of the tadpoles in Eq. (4.25). We
will focus on a set a1,0, a1,1, a1,2. We can project Eq. (4.25) on these coefficients
by choosing the loop momentum for which d1 vanishes but d2 is different from
zero. Note that no l · nǫ terms are needed to find the a-coefficients. As a
consequence, we can work with a two-dimensional loop momentum
l1 = γ1n+ γ2nˆ. (4.31)
The equation d1(l1) = 0 implies γ
2
1 + γ
2
2 = m
2
1, so that γ1, γ2 lie on a circle of a
radius m1. Substituting l1 into Eq. (4.25), we find
γ22 = −λ2 + (2
√
k2γ1 + r
2
1)(a1,0 + a1,1γ1 + a1,2γ2). (4.32)
To solve Eq. (4.32), we choose γ1 = 0, γ2 = ±m1 and obtain two equations
a1,0 ± a1,2m1 = m
2
1 + λ
2
r21
=
r21
4k2
. (4.33)
Hence, it follows that a1,0 = r
2
1/(4k
2) and a1,2 = 0, in agreement with Eq. (4.24).
To find a1,1, we choose γ2 = 0, γ1 = m1, solve Eq. (4.32) and obtain a1,1 =
−(4k2)−1/2.
We can determine coefficients a2,0, a2,1, a2,2 in the same manner, by choosing
the loop momentum that satisfies d2(l) = 0. The calculation is similar to the one
performed above and for this reason we do not present it here. We emphasize
that the procedure that we just explained implies that, for the reduction of one-
loop integrals to a set of scalar integrals, we need to know integrands at special
values of the loop momenta, for which at least one of the inverse Feynman
propagators that contributes to a particular diagram, vanishes. Since zeros of
Feynman denominators correspond to situations when virtual particles go on
their mass shells, the connection between the reduction procedure and the ideas
of unitarity begins to emerge.
4.3. The photon mass in the Schwinger model
We will conclude our discussion of the two-dimensional physics by em-
phasizing the role that remnants of ultraviolet regularization play in one-loop
calculations. Such terms are known as the rational part; an example is the
(l · nǫ)2/(d1d2) term in Eq. (4.23). Note that those terms cannot be found by
studying the integrand as a function of the four-dimensional loop momentum;
the analytic continuation of the loop momentum to d-dimensions is crucial for
the identification of those terms.
We will discuss the rational part extensively in the following sections. How-
ever, the importance of those terms can be illustrated by considering two-
dimensional QED – the Schwinger model [27]. The Schwinger model is exactly
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solvable; it is often used to illustrate a variety of interesting phenomena in
quantum field theory. Among these phenomena is the well-known result that
the photon acquires a dynamical mass. As we now show, this mass is gener-
ated by the rational part of the photon vacuum polarization at one loop. To
this end, consider the photon vacuum polarization function due to a loop of
massless fermions,
Π12 = −e2
∫
dDl
(2π)D
Tr(ǫˆ1 lˆǫˆ2(lˆ + kˆ))
l2(l + k)2
, (4.34)
where ǫ1 and ǫ2 are the two-dimensional polarization vectors of the virtual pho-
ton, D = 2 − 2ǫ and pˆ ≡ γµpµ. The reason we introduce the polarization
vectors in the above equation is to simplify the bookkeeping of the two- and
d-dimensional Lorentz indices in what follows.
It is clear from the discussion in the previous Section, that Π12 can be writ-
ten as a linear combination of the scalar one- and two-point functions. The
one-point functions with massless fermion propagators vanish in dimensional
regularization. Therefore, the non-vanishing contribution to Π12 can only come
from the scalar two-point function. According to the previous Section, a re-
duction coefficient in this case can be obtained by studying the integrand in
Eq. (4.34) for values of the loop momentum l such that the two inverse Feyn-
man propagators vanish
l2 = 0, (l + k)2 = 0. (4.35)
Since such contribution corresponds to both intermediate particles in the
loop being on the mass shell, we refer to such a contribution as the “double cut”.
We can parametrize the loop-momentum using the van Neerven - Vermaseren
basis introduced in Sect.3
lµ = (l · k)vµ1 + lµ⊥ + (l · nǫ)nµǫ , (4.36)
where vµ1 = k
µ/k2, lµ⊥ = (l · n)nµ is a two-dimensional vector orthogonal to k
and nµǫ denotes a unit vector that parametrizes the (D−2) dimensions. Solving
the two constraints, we find
lµ = −1
2
kµ + lµ⊥ + (l · nǫ)nµǫ , l2⊥ + (l · nǫ)2 = −
k2
4
, (4.37)
with k · l⊥ = nǫ ·k = nǫ · l⊥ = 0. Calculating the trace in Eq. (4.34), substituting
solutions from Eq. (4.37) and disregarding terms that are linear in l⊥ or nǫ, we
obtain
Π12 = −2e2
∫
dDl
(2π)D
1
l2(l + k)2
[
2(l⊥ · ǫ1)(l⊥ · ǫ2)
+
k2
2
(
ǫ1 · ǫ2 − (ǫ1 · k)(ǫ2 · k)
k2
)]
.
(4.38)
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Because l2 = l2⊥ + ... and (l + k)
2 = l2⊥ + ..., the angular integration over the
direction of l⊥ is trivial and we can write
(l⊥ · ǫ1)(l⊥ · ǫ2)→ l2⊥
(
ǫ1 · ǫ2 − (ǫ1 · k)(ǫ2 · k)
k2
)
=
(
−k
2
4
− (l · nǫ)2
)(
ǫ1 · ǫ2 − (ǫ1 · k)(ǫ2 · k)
k2
)
.
(4.39)
Using this result in Eq. (4.38), we derive a simple formula for the polarization
operator
Π12 = 4e
2
(
ǫ1 · ǫ2 − (ǫ1 · k)(ǫ2 · k)
k2
) ∫
dDl
(2π)D
(l · nǫ)2
l2(l + k)2
. (4.40)
Eq. (4.40) shows that the photon vacuum polarization in two-dimensional QED
is non-vanishing only because of a remnant of the ultraviolet regularization.
Using modern jargon, we say that it is purely rational. We compute the integral
in the limit D → 2, ∫
dDl
(2π)D
(l · nǫ)2
l2(l + k)2
=
i
4π
, (4.41)
and obtain
Π12 = i
e2
π
(
ǫ1 · ǫ2 − (ǫ1 · k)(ǫ2 · k)
k2
)
. (4.42)
A resummation of the vacuum polarization contributions shown in Eq. (4.42)
gives the well-known massive photon propagator in the Schwinger model [27]
Πµν =
−i
k2 −m2γ
(
gµν − kµkν
k2
)
, m2γ =
e2
π
. (4.43)
Hence, the photon mass m2γ = e
2/π comes entirely from the rational part of the
photon vacuum polarization diagram in two dimensions.
5. Reduction at the integrand level in D-dimensions
In this Section, we generalize the two-dimensional reduction procedure de-
scribed in the previous Section to D-dimensional space-time. We are ultimately
interested in the limit D → 4.
5.1. Parametrization of the integrand
We begin with the observation that, in any renormalizable quantum field
theory, the rank of the one-loop tensor integrals that appear does not exceed
the number of external lines. Therefore, we will only be concerned with the
reduction of one-loop integrals of restricted rank, e.g. the rank-five or less for
five-point functions, rank-four or less for four-point functions and so on.
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We would like to establish a simple parametrization of one-loop integrands,
following a seminal suggestion by Ossola, Papadopoulos and Pittau [21]. It
reads
IN =
∫
dDl
(2π)D
Num(l)∏
i di(l)
=
∫
dDl
(2π)D
1∏
i di(l)
×
{
∑
i1,i2,i3,i4,i5
e˜i1,i2,i3,i4,i5(l)
∏
j 6=[i1,i2,i3,i4,i5]
dj(l)
+
∑
i1,i2,i3,i4
d˜i1,i2,i3,i4(l)
∏
j 6=[i1,i2,i3,i4]
dj(l)
+
∑
i1,i2,i3
c˜i1,i2,i3(l)
∏
j 6=[i1,i2,i3]
dj(l)
+
∑
i1,i2
b˜i1,i2(l)
∏
j 6=[i1,i2]
dj(l) +
∑
i1
a˜i1(l)
∏
j 6=i1
dj(l)
}
.
(5.1)
The index i runs over all possible inverse Feynman propagators di. Similarly,
the index j runs over all inverse Feynman propagators, except those explicitly
excluded. The important feature of this parametrization is that all inverse
propagators di(l) on the right hand side appear in the first power, i.e. there are
no terms of the form d2i (l) for any i. In the spirit of the previous section, this
allows us to project on different e˜, d˜, c˜, b˜ and a˜-functions, by considering loop
momenta that nullify different sets of inverse propagators.
We will discuss first the reduction of a rank-five five-point function; the
general case then easily follows. To this end, we consider di(l) = (l+ qi)
2−m2i ,
i = 0, . . . , 4, q0 = 0 and assume that the numerator function reads
Num(l) = N5(l) =
5∏
i=1
ui · l, (5.2)
where ui are some external four-dimensional vectors.
As the first step in the reduction procedure, we find the reduction coeffi-
cients of the five-point function, e˜01234. To accomplish this, we construct the
van Neerven - Vermaseren basis out of four vectors qi and decompose the loop
momentum
lµ =
4∑
i=1
(l · qi)vµi + (l · nǫ)nµǫ . (5.3)
The scalar products l ·qi are expressed in terms of inverse Feynman propagators
l · qi = 1
2
(
di − d0 − (q2i −m2i +m20)
)
. (5.4)
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Since u5 · nǫ = 0, we can rewrite Eq. (5.2) as
N5(l) =
(
4∏
i
ui · l
)
(u5 · l) = 1
2
4∑
j=1
(u5 · vj)
(
4∏
i
ui · l
)
(dj − d0)
− 1
2
4∑
j=1
(u5 · vj)
(
4∏
i
ui · l
)
(q2j −m2j +m20).
(5.5)
Upon dividing the numerator function by the product of inverse Feynman propa-
gators d0d1d2d3d4, we find that the first term on the right-hand-side of Eq. (5.5),
produces a collection of rank-four four-point functions and the second term –
a rank-four five-point function. We now repeat the same procedure with the
rank-four five-point function and conclude that it can be expressed through a
combination of rank-three four-point functions and the rank-three five point
function. Whenever, as a result of these manipulations, the propagator d0 can-
cels, it is possible to shift the loop-momentum to bring the integrand to the
standard form. We can clearly continue this procedure until we are left with a
scalar five-point function and a collection of four-point functions of the ranks
from zero (scalar) to four (maximal). Hence, we have established that the func-
tion e˜01234(l) in Eq. (5.1) is l-independent
e˜01234(l) = e˜
(0)
01234. (5.6)
In the course of the procedure described above, the highest rank integral
left unreduced is the rank-four four-point function. We now discuss how it
can be reduced. For definiteness, we consider the four-point function with four
propagators d0, d1, d2, d3, but our discussion can be applied to any other four-
point function, by the appropriate re-definition of the propagator momenta and
masses. We construct van Neerven - Vermaseren basis vectors out of the three
momenta q1, q2, q3. The physical space in this case is three-dimensional and the
transverse space is one-dimensional. We parametrize the transverse space by
the unit vector n4.
The decomposition in terms of van Neerven - Vermaseren basis then reads
lµ =
3∑
i=1
vµi (l · qi) + (l · n4)nµ4 + (l · nǫ)nµǫ . (5.7)
Using this parametrization we can write the numerator of the four-point function
as,
N4(l) =
(
3∏
i
ui · l
)
(u4 · l) = 1
2
3∑
j=1
u4 · vj
(
3∏
i
ui · l
)
(dj − d0)
− 1
2
3∑
j=1
u4 · vj(q2j −m2j +m20)
3∏
i
ui · l + (l · n4)(u4 · n4)
3∏
i
ui · l.
(5.8)
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The first two terms on the right-hand side are considered “reduced”, since they
are rank-three three-point and four-point functions. The last term, however,
is a rank-four four-point function, and so it does not appear that we gained
anything. To demonstrate that we, actually, did gain something, we take the
last term in Eq. (5.8) and repeat the reduction procedure described above. It is
clear that a variety of terms will be produced, most of lower-point or lower-rank
type, and the only term that we should consider as “not-reduced” reads(
3∏
i
ui · l
)
(l · n4)→
(
2∏
i
ui · l
)
(l · n4)2. (5.9)
We simplify it by examining the square of the loop momentum l. Using the
decomposition in terms of van Neerven - Vermaseren basis, Eq. (5.7) and the
relations 2l · qi = (di − d0 − q2i +m2i −m20) and l2 = d0 +m20, we find
(l · n4)2 = −(l · nǫ)2 + constant terms +O(d0, d1, d2, d3). (5.10)
Terms dubbed “constant” in the above formula contribute (after multiplication
by (u1 · l)(u2 · l) to rank-two four-point functions while terms that contain at
least one inverse Feynman propagator, contribute to three-point functions. The
“not-reduced” part of the rank-four four-point function therefore reads
4∏
i
ui · l →
(
2∏
i
ui · l
)
(l · n4)2 →
(
2∏
i
ui · l
)
(l · nǫ)2. (5.11)
It is clear that if we repeat the reduction process, we express any tensor four-
point function integral (of rank not higher than four), through the following
numerator function
d˜0123(l) = d˜0 + d˜1(l · n4) + d˜2(l · nǫ)2 + d˜3(l · nǫ)2(l · n4) + d˜4(l · nǫ)4, (5.12)
where the l-dependence is shown explicitly. We note that the degree of the
polynomial on the right hand side of Eq. (5.12) is the direct consequence of
the fact that the highest rank tensor four-point functions that we consider is
four. This restriction works well if we deal with renormalizable quantum field
theories but it might not be general enough if one-loop calculations with effective
field theories are attempted. The extension of the algorithm to those cases is
straightforward since the required parametrization of a numerator function of,
say, a four-point function will be an extension of Eq. (5.12) to higher rank
tensors. It is straightforward to figure out the required extension, following
the line of reasoning explained above. Interestingly, such extensions are very
economical; for example, we mention that to achieve reduction of a rank-five
four-point function, we need only include one additional term d˜5(l · nǫ)4(l · n4)
in the parametrization of d˜0123 in Eq. (5.12).
We now turn our attention to the three-point functions that are obtained in
the course of the reduction of the four-point functions. The highest tensor rank
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we have to care about is three. The physical space is two-dimensional and the
transverse space is two-dimensional as well. The loop momentum reads
lµ =
2∑
i=1
vµi (l · qi) + (l · n3)nµ3 + (l · n4)nµ4 + (l · nǫ)nµǫ . (5.13)
We follow the same procedure as already described in the context of five- and
four-point functions. The reduced terms will be at most rank-two two-point
functions. The irreducible structures read
4∏
i=3
(l · ui)→
4∑
i=3
c1i(l · ni) +
4∑
i=3
c2i(l · ni)2 +
4∑
i=3
c3i(l · ni)3
+ c4(l · n4)(l · n3) + c5(l · n3)2(l · n4) + c6(l · n3)(l · n4)2.
(5.14)
Similar to the case of the four-point function, not all the terms in Eq. (5.14) are
independent in the four-dimensional case. To make this dependence explicit, we
square lµ in Eq. (5.13), use l2 = d0 +m
2
0 and find
(l · n3)2 + (l · n4)2 + (l · nǫ)2 = constant terms +O(d0, d1, d2). (5.15)
We use this constraint in Eq. (5.14), to trade (l · n3)2(l · n4), (l · n4)2(l · n3) for
(l · nǫ)2(l · n4) and (l · nǫ)2(l · n3). Also, given Eq. (5.15), we can use (l · nǫ)2
and (l · n3)2 − (l · n4)2 as two independent structures, instead of (l · n3)2 and
(l · n4)2. Hence, the parametrization of the function c˜012 becomes
c˜012(l) = c˜0 + c˜1(l · n3) + c˜2(l · n4) + c˜3((l · n3)2 − (l · n4)2)
+ c˜4(l · n3)(l · n4) + c˜5(l · n3)3 + c˜6(l · n4)3
+ c˜7(l · nǫ)2 + c˜8(l · nǫ)2(l · n3) + c˜9(l · nǫ)2(l · n4).
(5.16)
The advantage of this parametrization, compared to Eq. (5.14), is that in four
dimensions only c˜0 gives a non-vanishing contribution after integration.
Similar considerations can be used to derive the general parametrization of
the two-point and one-point functions. Recall that the highest tensor rank of
the two-point function that we consider is two; the highest tensor rank of the
one-point function is one. We will not discuss the derivation and just give the
results for the numerator functions. The numerator of the two-point function
can be written as
b˜01(l) = b˜0 + b˜1(l · n2) + b˜2(l · n3) + b˜3(l · n4)
+ b˜4((l · n2)2 − (l · n4)2) + b˜5((l · n3)2 − (l · n4)2) + b˜6(l · n2)(l · n3)
+ b˜7(l · n3)(l · n4) + b˜8(l · n2)(l · n4) + b˜9(l · nǫ)2, (5.17)
while the general parametrization of the numerator of the one-point function
for propagator di is
a˜i(l) = a˜0 + a˜1(l · n1) + a˜2(l · n2) + a˜3(l · n3) + a˜4(l · n4). (5.18)
In Eq. (5.18) a˜0 is the relevant reduction coefficient since all other terms inte-
grate to zero.
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5.2. Computation of the reduction coefficients
In the previous Section we showed how an integrand of a general one-loop
integral in a renormalizable quantum field theory can be parametrized. An im-
portant feature of this parametrization is that all l-dependent four-dimensional
tensors that are present in the coefficients d˜i1..i4 , .., a˜i1 vanish if angular integra-
tion in the transverse space of the respective reduced integral is performed. We
will refer to such tensors as “traceless”. This feature is very important since it
allows us to rewrite Eq. (5.1) in a simplified, fully reduced form
IN =
∫
dDl
(2π)D
Num(l)∏
i di(l)
=
∑
i1,i2,i3,i4,i5
e˜
(0)
i1,i2,i3,i4,i5
Ii1i2i3i4i5
+
∑
i1,i2,i3,i4
d˜
(0)
i1,i2,i3,i4
Ii1i2i3i4 +
∑
i1,i2,i3
c˜
(0)
i1,i2,i3
Ii1i2i3
+
∑
i1,i2
b˜
(0)
i1,i2
Ii1i2 +
∑
i1
a˜
(0)
i1
Ii1 +R.
(5.19)
Eq. (5.19) proves the reduction formula stated in Eq. (2.5). The right hand side
of Eq. (5.19) contains scalar integrals multiplied by l-independent contributions
of the reduction coefficients e˜(0), d˜(0), b˜(0), etc. and the “rational” term R which
originates from the integration over the loop momentum of tensorial structures
involving (l·nǫ). The rational partR is given explicitly by the following equation
R = −
∑
i1,i2,i3,i4
d˜
(4)
i1i2i3i4
6
+
∑
i1,i2,i3
c˜
(7)
i1i2i3
2
+
∑
i1,i2
[
m2i1 +m
2
i2
2
− (qi1 − qi2)
2
6
]
b˜
(9)
i1i2
.
(5.20)
We note that, in order to arrive at Eq. (5.19), we have integrated over some
directions of the loop momentum. The integration over the loop momentum
is so simple because the projection on the transverse space is always given in
terms of traceless tensors. To illustrate this point, consider a contribution of a
general two-point function to the right-hand side of Eq. (5.1). It reads
∫
dDl
(2π)D
1
(l2 −m20)(l2 + 2l · q + q2 −m21)
{
b˜0 + b˜1(l · n2)
+ b˜2(l · n3) + b˜3(l · n4) + b˜4((l · n2)2 − (l · n4)2)
+ b˜5((l · n3)2 − (l · n4)2) + b˜6(l · n2)(l · n3) + b˜7(l · n3)(l · n4)
+ b˜8(l · n2)(l · n4) + b˜9(l · nǫ)2
}
.
(5.21)
Because q · nǫ = 0, q · ni = 0, i = 2, 3, 4, the integration over the directions
of the transverse space l⊥ = n2(l · n2) + n3(l · n3) + n4(l · n4) + nǫ(l · nǫ) is
straightforward. We obtain∫
dD1 l⊥δ(l2⊥ − µ20) (lµ⊥, lµ⊥lν⊥) =
∫
dD1 l⊥δ(l2⊥ − µ20)
(
0,
gµν⊥
D1
l2⊥
)
, (5.22)
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where D1 = D − 1.
Using this result in Eq. (5.21) together with the orthonormality property of
the transverse space basis vectors ninj = δij , we conclude that only two terms –
b˜0 and b˜9 contribute after the integration over the loop momentum is performed.
The term with b˜9 contributes to the rational part R in Eq. (5.19), while b˜0
is the reduction coefficient of the relevant two-point master integral. Similar
considerations apply to all other reduction coefficients, leading to Eq. (5.19).
Clearly, we are interested in the calculation of quantities that are integrated
over the loop momentum. It follows from Eq. (5.19) that, in addition to the
rational part, we only require a modest number of the reduction coefficients
e˜(0), d˜(0), c˜(0), .. etc. The question that we address now is how to find those
coefficients efficiently.
In the course of the discussion of the two-dimensional case, we have seen
that a powerful way to find coefficients e˜i1..i5 , ..., a˜i1 involves calculations of
both sides of Eq. (5.1) for special values of the loop momentum l, where a
chosen subset of inverse Feynman propagators d0, d1, ..., dN vanish. We now
discuss this procedure in detail, pointing out some subtleties that appear once
we implement it.
We begin with the five-point function contribution. We choose five inverse
propagators, say d0, d1, ...d4 and find the loop momentum for which all of these
inverse propagators vanish. This requires the momentum l to span more than
four dimensions, so, for definiteness, we make the minimal choice and take l to
be five-dimensional. Clearly, the only term in the right hand side of Eq. (5.1)
that is non-zero is the term that does not contain any of the five propagators.
This is e˜01234 – the term that we would like to find. We argued previously that
this term is constant, so computing the left hand side of Eq. (5.1) with the
momentum l∗ such that d0(l∗) = 0, d1(l∗) = 0, ...d4(l∗) = 0, gives us e˜01234.
While this procedure is correct, it often becomes impractical since it treats
the scalar five-point function as a master integral. This would have been fully
justified if we were interested in a five-dimensional calculation, but, in practical
computations, we eventually take the limit D → 4. In this limit, the five-point
function becomes a linear combination of five four-point functions. We would
therefore like to eliminate the five-point integral from the set of master integrals
right away, avoiding large cancellations between four- and five-point functions
in the D → 4 limit. To see how this can be done note that the loop momentum
in the five-point function can be written as
lµ =
1
2
4∑
i=1
vµi
(
di − d0 − (q2i −m2i +m20)
)
+ (l · nǫ)nµǫ . (5.23)
Squaring the two sides of this equation and using l2 = d0 +m
2
0, we see that for
a loop momentum that satisfies d0 = 0, d1 = 0, . . . d4 = 0, we have
(l · nǫ)2 = −1
4
∑
ij
(vi · vj)(q2i −m2i +m20)(q2j −m2j +m20) +m20 . (5.24)
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It follows that we can either choose a scalar five-point function as the master
integral or the integral with additional (l · nǫ)2 in the numerator. However,
because
lim
D→4
∫
dDl
(2π)D
(l · nǫ)2
d0d1d2d3d4
→ 0, (5.25)
the second choice is preferable. Indeed, since the new master integral that we
introduced to account for the need to employ dimensional regularization does
not contribute in the D → 4 limit, all four-dimensional relations between vari-
ous integrals are automatically accounted for. Therefore this coefficient is only
needed as a subtraction term in the determination of lower point coefficients.
Experience shows that adopting this alternative definition of the pentagon coef-
ficient leads to improved numerical stability in practical computations [67, 68].
To find the other coefficients, we follow the strategy already discussed in
the context of two-dimensional computations. For example, having determined
the five-point functions, we subtract their coefficients from the left-hand side
of Eq. (5.1) and consider all the subsets of four propagators. We focus on one
subset, d0, ..., d3 whose contribution is described by the coefficient
d˜0123 = d˜0 + d˜1(l · n4) + d˜2(l · nǫ)2 + d˜3(l · nǫ)2(l · n4) + d˜4(l · nǫ)4. (5.26)
To determine d˜0123, we find a momentum l that satisfies d0(l) = 0, d1(l) = 0,
d2(l) = 0, d3(l) = 0 and write it as
lµ = V µ + l⊥(cosφ n
µ
4 + sinφ n
µ
ǫ ),
V µ = −1
2
3∑
i
vµi
(
q2i −m2i +m20
)
,
(5.27)
with l⊥ =
√
l⊥ · l⊥. It is sufficient to consider l to be five-dimensional. The
length of the projection of the vector l on the transverse space is fixed
l2⊥ = m
2
0 − VµV µ. (5.28)
To find the d˜0, ...d˜3 coefficients, we take, for instance, sinφ = 0, cosφ = ±1,
denote lµ± = V
µ ± l⊥nµ4 , calculate the numerator for these values of the loop
momenta and find
d˜0 =
Num(l+) + Num(l−)
2
, d˜1 =
Num(l+)−Num(l−)
2l⊥
. (5.29)
To find d˜2,3,4, we need to do a little bit more. First, we take cosφ = sinφ =
±1/√2, denote the loop momentum as l˜± = V ± l⊥(n4 + nǫ)/
√
2, and find
d˜2 + d˜4
l2⊥
2
= l−2⊥
(
Num(l˜+) + Num(l˜−)− 2 d˜0
)
,
d˜3 =
√
2 l−3⊥
(
Num(l˜+)−Num(l˜−)−
√
2d˜1l⊥
)
.
(5.30)
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We need yet another equation to resolve the d˜2− d˜4 degeneracy. It is convenient
to take lµǫ = V
µ + l⊥nµǫ ; this leads to
d˜2 + d˜4l
2
⊥ =
Num(lǫ)− d˜0
l2⊥
. (5.31)
We find
d˜2 =
1
l2⊥
(
2Num(l˜+) + 2Num(l˜−)−Num(lǫ)− 3d˜0
)
,
d˜4 =
2
l4⊥
(
Num(lǫ)−Num(l˜+)− Num(l˜−) + d˜0
)
.
(5.32)
We next discuss how to compute the coefficients of the three-point functions.
As an illustration, we choose a three point function with denominators d0, d1, d2;
its contribution is described by a coefficient
c˜012 = c˜0 + c˜1(l · n3) + c˜2(l · n4) + c˜3((l · n3)2 − (l · n4)2)
+ c˜4(l · n3)(l · n4) + c˜5(l · n3)3 + c˜6(l · n4)3
+ c˜7(l · nǫ)2 + c˜8(l · nǫ)2(l · n3) + c˜9(l · nǫ)2(l · n4).
(5.33)
We choose the loop momentum that satisfies d0(l) = d1(l) = d2(l) = 0 and
parametrize it as
lµ = V µ + l⊥(x3n
µ
3 + x4n
µ
4 + xǫn
µ
ǫ ). (5.34)
We consider momenta with xǫ = 0; such a choice allows us to determine the
coefficients c˜0,.,6. If xǫ = 0, x
2
3 + x
2
4 = 1, so that we can take x3 = cosφ, x4 =
sinφ. It is convenient then to rewrite Eq. (5.33) as a polynomial in t = eiφ.
Eq. (5.33) becomes
c˜012(t) =
3∑
k=−3
ckt
k, (5.35)
where the coefficients ck read
c±3 =
c˜5 ± ic˜6
8
l3⊥, c±2 =
2c˜3 ∓ ic˜4
4
l2⊥,
c±1 =
(
1
2
c˜1 ∓ i
2
c˜2
)
l⊥ +
(
3
8
c˜5 ∓ 3i
8
c˜6
)
l3⊥ ,
(5.36)
and c0 = c˜0. We can now use the technique of discrete Fourier transform, first
discussed in the context of the OPP reduction, in Refs. [69, 70]. Application
of the discrete Fourier transform allows us to write explicit expressions for the
coefficients ck in a straightforward way. Indeed, they are given by
cm =
1
7
6∑
n=0
c˜012(tn) t
−m
n , (5.37)
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where tn = e
2π i n/7. To prove this equation, note that
k∑
n=0
e
2piin
k+1 r = δr0(k + 1). (5.38)
Substituting Eq. (5.35) into the right hand side of Eq. (5.37) and carrying out
the summation over n using Eq. (5.38), we can easily show that the right hand
side of Eq. (5.37) is indeed equal to one of the c-coefficients. Eq. (5.37) provides
a convenient way to find the cut-constructible coefficients of the three-point
function. Finally, to determine the rational part coefficients in Eq. (5.33), we
take vectors l that have non-vanishing projections on either n3 and nǫ or on
n4 and nǫ. Since we already know all the cut-constructible coefficients, it is
straightforward to find c˜7,8,9.
We note that the discrete Fourier transform is just one of many ways to solve
the linear system of equations required to obtain the coefficients c˜0, ...c˜6. It is a
convenient, easy-to-code-up procedure, but it is neither unique nor superior to
other ways. In fact, it is clear that in certain cases it is better to avoid using
the discrete Fourier transform method and to solve the system of equations by
other means.
To see why this might be the case, we discuss the computation of the re-
duction coefficients for the two-point function with two propagators d0 and d1.
Then, the physical space is one-dimensional and the transverse space is three-
dimensional. The momentum parametrization therefore reads
lµ = x1q
µ
1 + l⊥
(
4∑
i=2
xin
µ
i + xǫn
µ
ǫ
)
, q1 · ni≥2 = 0, ni · nj = δij . (5.39)
Using Eq. (5.39), we find that components of the momentum l for which d0,1 = 0
are subject to the following constraints
x1 =
(m21 −m20 − q21)
2q21
, l2⊥ = m
2
0 − x21q21 , x22 + x23 + x24 + x2ǫ = 1. (5.40)
The general parametrization of the b˜-coefficient reads
b˜01 = b˜0 + b˜1(l · n2) + b˜2(l · n3) + b˜3(l · n4)
+ b˜4((l · n2)2 − (l · n4)2) + b˜5((l · n3)2 − (l · n4)2) + b˜6(l · n2)(l · n3)
+ b˜7(l · n3)(l · n4) + b˜8(l · n2)(l · n4) + b˜9(l · nǫ)2. (5.41)
Similar to the case of the three-point function, there are infinitely many loop
momenta that satisfy the constraints shown in Eq. (5.40). Therefore, to find
the cut-constructible coefficients, we can proceed as before, parameterizing
lµ⊥ = l⊥ (sin θ cosφ n
µ
2 + sin θ sinφ n
µ
3 + cos θ n
µ
4 ) , (5.42)
and then applying the technique of the discrete Fourier transform to determine
b˜0, . . . b˜8. Note, however, that the application of the discrete Fourier transform
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requires division by l⊥, c.f. Eq. (5.36), and this may lead to potential trouble.
Indeed, according to Eq. (5.40), l⊥ vanishes if m20 = x
2
1q
2
1 which corresponds to
q21 = (m0−m1)2 or q21 = (m0+m1)2. These kinematic points are not dangerous
if only massless virtual particles are considered. However, the situation may
become problematic if virtual massive particles are present in the calculation.
Note also that close to those exceptional values of q21 , l⊥ can be small, so that
division by l⊥ may lead to numerical instabilities.
To handle the case of small l⊥ in a numerically stable way, the method of
discrete Fourier transform is not directly applicable and the system of equations
must be solved differently. There are many ways to solve a system of linear
equations avoiding division by l⊥; one option is described below. We begin by
choosing l±⊥ = x⊥n2 ± x3n3, l±⊥ · l±⊥ = l2⊥. Recall that l2⊥ is fixed by the on-shell
condition Eq. (5.40) and therefore x3 is expressed through x⊥, x3 =
√
l2⊥ − x2⊥.
We calculate b± = b(l±) and eliminate x23 in favor of l
2
⊥ and x⊥ where possible.
We obtain
b± = b˜0 + b˜1x⊥ ± x3b˜2 + b˜4x2⊥ + b˜5x23 ± b˜6x⊥x3. (5.43)
Taking the sum and the difference of b±, we arrive at
(b+ + b−)
2
= b˜eff0 + b˜1x⊥ + b˜
eff
4 x
2
⊥,
(b+ − b−)
2x3
= b˜2 + b˜6x⊥ , (5.44)
where
b˜eff0 = b˜0 + b˜5l
2
⊥, b˜
eff
4 = b˜4 − b˜5 . (5.45)
The right hand sides of these equations are polynomials in x⊥. Therefore, we
can apply a discrete Fourier transform with respect to x⊥ to find coefficients
b˜1, b˜
eff
4 , b˜
eff
0 as well as b˜2, b˜6 in Eq. (5.44).
To determine the remaining coefficients, we make five choices of the loop-
momentum, satisfying the on-shell condition. We choose for instance
l(a) = x1q1 + xn2 + yn4 ,
l(b) = x1q1 − xn2 + yn4 ,
l(c) = x1q1 − xn2 − yn4 , (5.46)
l(d) = x1q1 + xn4 + yn3 ,
l(e) = x1q1 + xn2 + ynǫ ,
where x2 + y2 = l2⊥. We use the notation bα = b(l
(α)). With the coefficients
b˜eff0 , b˜1, b˜2, b˜
eff
4 and b˜6 in hand, we determine the other coefficients in the sequence,
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b˜8, b˜3, b˜5, b˜7, b˜9, b˜0, b˜4. The results are
b˜8 =
(12 (ba − bb)− xb˜1)
xy
,
b˜3 =
1
2 (ba − bc)− b˜1x
y
,
b˜5 =
b˜eff0 + b˜3y + yxb˜8 + xb˜1 + (x
2 − y2)b˜eff4 − ba
3y2
, (5.47)
b˜7 =
(bd − y2b˜5 + b˜5x2 + b˜4x2 − b˜3x− yb˜2 − b˜0)
xy
,
b˜9 =
(be − b˜4x2 − b˜1x− b˜0)
y2
.
The coefficients b˜0 and b˜4 are determined using Eq. (5.45) once b˜5 has been
fixed.
We have discussed a method to calculate the coefficients b˜1,...,9 in a numeri-
cally stable way for small values of l⊥. Note that we used the fact that even for
arbitrarily small l2⊥ we can choose large, complex values of x, y with x
2+y2 = l2⊥.
In a numerical program, one can switch from the discrete Fourier transform to
the solution just described, depending on the value of l⊥. However, the pro-
posed methods can only work if the decomposition of the loop momentum, as
in Eq. (5.39), exists. A glance at Eq. (5.40) makes it clear that the decomposi-
tion fails for the light-like momentum, q21 = 0, and we have to handle this case
differently. We describe a possible solution below.
First, some clarifications are in order. Because we are interested in one-
loop calculations for infrared safe observables, it is reasonable to assume that
the vector q1 can be exactly light-like but it is impossible for that vector to
be nearly light-like, since such kinematic configurations are, typically, rejected
by cuts5. Hence, we have to modify the above analysis to allow for an exactly
light-like external momentum. To this end, we choose a frame where the four-
vector in Eq. (5.39) reads q1 = (E, 0, 0, E). We introduce a complementary
light-like vector q¯1 = (E, 0, 0,−E). The loop momentum is parametrized as
l = x1q1 + x2q¯1 + l⊥. We denote the basis vectors of the transverse space as
n3,4; they satisfy ni · nj = δij , q1 · n3,4 = 0, q¯1 · n3,4 = 0. The on-shell condition
for the loop momentum fixes x2
x2 =
m21 −m20
s
, s = 2q1 · q¯1, (5.48)
and a linear combination of x1 and l
2
⊥
l2⊥ +m
2
1x1 −m20(1 + x1) = 0. (5.49)
5External particles with small masses are obvious exceptions but rarely do we need to know
observables for, say, massive b-quarks in a situation when all kinematic invariants are large.
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Compared to the case when the reference vector q1 is not on the light-cone, we
write now the parametrization of the function b˜ using n4 · l. We choose it to be
b˜(l) = b˜0 + b˜1(q¯1 · l) + b˜2(n3 · l) + b˜3(n4 · l) + b˜4(q¯1 · l)(q¯1 · l)
+b˜5(q¯1 · l)(n3l) + b˜6(q¯1 · l)(n4 · l) + b˜7((n3 · l)2 − (n4 · l)2)
+b˜8(n3 · l)(n4 · l) + b˜9(l · nǫ)2. (5.50)
We describe a procedure to find the coefficients b˜0, . . . b˜9 in a numerically
stable way. We begin by choosing x1 = 0.5 and this choice is not particularly
well-motivated. This fixes l2⊥, and x2 is fixed by the on-shell condition Eq. (5.48).
The freedom remains to choose the direction of the vector l⊥ in the (n3, n4)
plane. Consider four different vectors
l
(a)
⊥ = yn3+xn4, l
(b)
⊥ = −yn3+xn4, l(c)⊥ = yn3−xn4, l(d)⊥ = −yn3−xn4, (5.51)
where x2 + y2 = l2⊥. We use vectors l
(α) = x1q1 + x2q¯1 + l
(α)
⊥ , α = a, b, c, d, to
calculate the function b(α) = b˜(lα). Using ba, ...bd, we can immediately find the
coefficient b˜8
b˜8 =
1
4xy
(
b(a) − b(c) − b(b) + b(d)
)
. (5.52)
For the determination of the remaining coefficients, it is convenient to introduce
two linear combinations
b36 =
1
4x
(
b(a) − b(c) + b(b) − b(d)
)
,
b25 =
1
2
(
b(a) − b(b) − 2xyb8
)
.
(5.53)
As the next step, we choose x1 = −0.5. Note that this changes the value
of l2⊥ according to Eq. (5.49). We then repeat the calculation described above.
Our choices of momenta in the transverse plane l⊥ are the same as in Eq. (5.51)
but, to avoid confusion, we emphasize that x and y have to be calculated with
the new l2⊥. We will refer to b computed with those new vectors as b¯
(a), b¯(b),
etc. We calculate b¯36,25 by substituting b
(α) → b¯α in Eq. (5.53). It is easy to
see that simple linear combinations give the desired coefficients
b˜3 =
1
2
(
b36 + b¯36
)
, b˜6 =
2
s
(
b36 − b¯36
)
,
b˜2 =
1
2
(
b25 + b¯25
)
, b˜5 =
2
s
(
b25 − b¯25
)
. (5.54)
Other coefficients, required for the complete parametrization of the function
b˜(l) in Eq. (5.50), are obtained along similar lines; we do not discuss this further.
However, we emphasize that the procedure that we just described is important
for the computation of one-loop virtual amplitudes in a situation where both
massless and massive particles are involved. In particular, it is heavily used in
computations of NLO QCD corrections to top quark pair production discussed
in Refs. [71, 72].
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As a final remark, we note that there is another important difference between
reducing the two-point function to scalar integrals for a light-like and a non-
light-like vector. Consider only cut-constructible terms. Then, for q21 6= 0 the
integration over the transverse space can be immediately done, leading to
∫
dDl
(2π)D
b˜(l)
d0d1
= b˜0
∫
dDl
(2π)D
1
d0d1
. (5.55)
Hence, the only integral we need to know in q21 6= 0 case is the scalar two-point
function. However, in case of a light-like vector q21 = 0, three master integrals
contribute to the cut-constructible part even after averaging over the directions
of the vector l in the (two-dimensional) transverse space
∫
dDl
(2π)D
b˜(l)
d0d1
=
∫
dDl
(2π)D
b˜0 + b˜1(q¯1 · l) + b˜4(q¯1 · l)2
d0d1
. (5.56)
Those integrals must be included in the basis of master integrals in the case when
double cuts are considered with a light-like external vector. The calculation of
those additional master integrals is straightforward. For the sake of example,
we give the results below for the equal mass case m0 = m1 = m. We introduce
d0 = l
2−m2, d1 = (l+ q1)2−m2, q21 = 0, q¯1 · q1 = r, cΓ = (4π)ǫ−2Γ(1+ ǫ)Γ(1−
ǫ)2/Γ(1− 2ǫ) and find (D = 4− 2ǫ)
µ2ǫ
irΓ
∫
dDl
(2π)D
l · q¯1
d0d1
= − r
2
(
1
ǫ
+ ln
(
µ2
m2
))
, (5.57)
µ2ǫ
irΓ
∫
dDl
(2π)D
(l · q¯1)(l · q¯1)
d0d1
=
r2
3
(
1
ǫ
+ ln
(
µ2
m2
))
. (5.58)
5.3. Comments on the rational part
The most general parameterizations of e˜, d˜, c˜, b˜ and a˜-functions contain two
types of terms. First, there are terms that involve scalar products of the loop
momenta with four-dimensional vectors from various transverse spaces. Second,
there are terms that involve scalar products of the loop momentum with the
(D − 4)-dimensional components of the vectors spanning the transverse space.
These latter terms require going beyond the four-dimensional loop momentum
and give rise to the rational part.
The rational part is related to the ultraviolet behavior of the theory; the
naive expectation is that the better the UV behavior, the “smaller” the rational
part. If the integral is free from the rational part and, therefore, can be fully
obtained by considering loop momenta confined to the four-dimensional space,
it is said to be “cut-constructible”. A natural expectation is that the rational
part is absent in UV-finite integrals. As we explain below, this expectation
turns out to be wrong; the correct result is that a Feynman N -point integral
is cut constructible, provided that tensor rank, r, of the integral satisfies the
following condition [73]
r < max{(N − 1), 2} . (5.59)
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Figure 5.1: Diagram showing tensor N-point integrals of rank r. Integrals shown by bullets
(red) are cut-constructible, integrals denoted by stars (blue) contain rational terms. The UV
finite integrals lie beneath the solid (green) line, whereas the cut constructible integrals lie
beneath the dashed (purple) line.
The condition is illustrated in Fig. 5.1. If it is violated the integral will
contain rational parts. Explicitly, Eq. (5.59) implies that the UV finite rank-
two four-point function is cut-constructible, whereas the UV-finite rank-three
four-point function is not.
To prove this assertion, we will consider all the integrals that occur in a
renormalizable theory case by case. To this end, consider a class of higher-rank
three-point functions that are present in renormalizable quantum field theories;
they include rank-one, rank-two and rank-three tensor three-point functions.
The rank-one three-point function is cut-constructible since its reduction to
scalar integrals can not contain terms with (l · nǫ) tensor structure. Following
the discussion at the beginning of this Section, it is easy to see that reduction
of a general rank-two three-point function contains an integral∫
dDl
(2π)D
(l · nǫ)2
d0d1d2
6= 0 in the limit ǫ→ 0. (5.60)
Hence, the reduction of a rank-two three-point function to scalar integrals con-
tains the remnant of the analytic continuation of the loop momentum to D-
dimensions – a sign that the rank-two three-point function has a rational part.
Because the reduction of a rank-three three-point function immediately leads to
either rank-two three-point functions or rank-two two-point functions, we con-
clude that the reduction of a rank-three three-point function contains a rational
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part as well. Note that while the rational part is a remnant of UV-sensitivity
of a Feynman integral, it is a finite contribution to the final answer; all UV-
divergent contributions reside in scalar two- and one-point scalar integrals and
are, in fact, cut-constructible.
It is now easy to generalize the above arguments to higher-point functions.
For example, the rank-one four-point function is clearly cut-constructible. The
rank-two four-point functions are also cut-constructible but in a slightly more
subtle manner. Indeed, the rank-two four-point functions are reduced to rank-
one four-point functions and rank-one three-point functions, both of which are
cut-constructible, and to a rank-two four-point integral of the type∫
dDl
(2π)D
(l · nǫ)2
d0d1d2d3
. (5.61)
It is not difficult to see that this integral can be disregarded in the ǫ→ 0 limit
and this is the reason why the rank-two four-point function does not have a
rational part. Finally, since the reduction of a rank-three four-point function
leads to a host of rank-two three-point functions, we conclude that the rank-
three four-point function is not cut-constructible. The results for the rational
parts of certain tensor integrals are given in Appendix B.
Finally, we comment on the computation of the rational part advocated in
Ref. [74]. The idea is to split the numerator function of any Feynman diagram
into “four-dimensional” terms and (D−4)-dimensional terms. The calculation of
the rational part, related to first class of terms –R1 – is complicated and requires
full machinery behind the OPP technology, that we discussed in this Section.
One can think of R1 as the rational part that appears in ultraviolet-finite, pure
four-dimensional integrals as a consequence of the tensor reduction. On the
contrary, the rational part R2 is associated with explicit (D − 4)-dimensional
terms in Feynman diagrams and, for this reason, its calculation is easy. Indeed,
consider a Feynman diagram with a numerator Num(l) that depends on the
loop momentum l = (l4, lǫ), where l4 is the four-dimensional part of the loop
momentum and lǫ is its (D − 4)-dimensional part. We write the numerator as
Num(l) = Num4(l4) + Numǫ(lǫ, ǫ). (5.62)
The rational part R2 by definition comes from the second term in the above
equation. We now explain why it is easy to compute R2. First note, that
the exact form of R2 depends on the regularization scheme. For example, in
the four-dimensional helicity scheme [75], explicit ǫ-terms in Eq. (5.62) are not
needed. Second, since momenta and polarization vectors of all external particles
in Eq. (5.62) are kept four-dimensional, Numǫ in Eq. (5.62) can only depend
on l2ǫ . As such, it can only contain terms with the loop momentum squared.
Third, if a particular diagram is ultraviolet-finite, we can neglect Numǫ(lǫ, ǫ)
in Eq. (5.62), so that the particular diagram does not contribute to R2. We
conclude that R2 only comes from divergent graphs, in sharp contrast to R1.
Since there is a small number of divergent one-loop graphs in any renormalizable
theory, the computation of the rational part R2 becomes straightforward. Note
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that because the ultraviolet sensitivity of a particular diagram depends on the
gauge-fixing condition, results for R2 are, in general, gauge-dependent.
To illustrate a typical calculation of R2, we compute it in QED. We begin
by choosing the Landau gauge. In this gauge, there is one divergent diagram in
QED at the one-loop order – the fermion loop contribution to photon vacuum
polarization diagram. The R2 for QED is then easily computed
R2 [Πµν ] = R2

ie2 ∫ dDl
(2π)D
Tr
[
γµ
(
lˆ +m
)
γν(lˆ + qˆ +m)
]
d0d1


= R2

ie2 ∫ dDl
(2π)D
Tr
[
γµ lˆγν lˆ
]
d0d1

 = −4ie2gµν
∫
dDl
(2π)D
(l · nǫ)2
d0d1
= −gµν α
2π
(
2m2 − q
2
3
)
.
(5.63)
If we switch to the Feynman gauge, the above result stays the same but two
additional divergent diagrams appear – the one-loop correction to the photon-
electron interaction vertex and the one-loop correction to the fermion self-energy
diagram. In the four-dimensional helicity scheme, the fermion self-energy dia-
gram does not contribute to R2, since the rank of the tensor integrals present
there is not high enough. The contribution of the one-loop photon-fermion
vertex correction to R2 in the four-dimensional helicity scheme reads
R2[Vµ] = −ieγµ
∫
dDl
(2π)D
(−4ie2)(l · nǫ)2
d0d1d2
= −ieγµ × α
2π
. (5.64)
The explicit results for the rational part R2 in various theories, including QCD
and the Standard Model were recently given in Refs. [76, 77, 78]. Finally we note
that yet another unitarity-based method for the calculation of the rational part
has been developed [79, 80]. It is based on the recursion relations for on-shell
matrix elements.
5.4. Rational terms by Passarino-Veltman reduction
In this Section we give an alternative proof of the condition that an integral
has to satisfy for being cut-constructible, Eq. (5.59). This proof is based on the
Passarino-Veltman reduction. We will proceed case-by-case for the two-, three-
and four-point integrals which occur in a renormalizable theory. The exten-
sion to higher-point integrals will be performed at the end. We first note that
the Passarino-Veltman decomposition described in Section 2 and Appendix A,
yields the coefficients of the scalar integrals D0, C0, B0, A0 for arbitrary values
of the number of dimensions. Since the rational terms are related to ultraviolet
singularities they will show up at the end of the reduction as terms of the form
Rational terms ∼ ǫB0(p,mi,mj), ǫA0(mi), (5.65)
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because A0 and B0 are the only ultraviolet-divergent scalar integrals. Such
terms can only arise if the reduction involves the dimensional parameter D.
This means that integrals of rank r less than two will always be cut-constructible,
since their reduction coefficients areD-independent. On the contrary, ultraviolet-
divergent integrals of rank two or greater (e.g. Diiii, Ciii, Cii, Bii) will give rise
to rational parts. Thus it only remains to discuss the ultraviolet finite integrals
Diii, Dii. The integral Diii contains a ultraviolet-divergent integrals of rank
greater than two in its reduction paths, Diii → Cii, see Table 2.1, and hence
it will have a rational part. This leaves the special case Dii, a finite integral
which can contain a ultraviolet-divergent integral in its reduction path, namely
B0. However since the starting integral is ultraviolet finite, the ultraviolet poles
all cancel. Moreover the coefficients of B0 are all ǫ-independent, since the only
D dependence enters through D00, which does not contain B0 in its reduction
path. Hence the rank-two, four-point integral is cut constructible.
In a renormalizable theory the higher-point functions are not ultraviolet-
divergent. Moreover the most ultraviolet-singular terms in their reduction paths
reduce both N and r by one unit. Therefore the reduction paths of these
ultraviolet-finite integrals can only generate a rational part if the rank of the
integral has r ≥ N − 1. This observation extends Eq. (5.59) to N greater than
four.
6. Managing the color
In this Section, we describe how to connect the OPP ideas, discussed in the
previous Section in the context of individual Feynman diagrams, with unitarity
ideas. The object that we need to calculate is the one-loop scattering ampli-
tude A({k}, {ǫ}, {a}), where external particles of definite types have on-shell
momenta {k}, polarizations {ǫ} and color indices {a}. Before discussing unitar-
ity ideas, we explain how color degrees of freedom can be treated, in order to
simplify the computation of scattering amplitudes.
Any Feynman diagram that contributes to a scattering amplitude of colored
particles involves a color part and a space-time part. Since the presence of
color degrees of freedom causes some additional complexity in the evaluation
of scattering amplitudes, it is important to simplify the treatment of color as
much as possible. To deal with color parts of the amplitude in a systematic
manner, it is customary to choose a basis in color space and express the color
parts of all diagrams as linear combinations of the basis elements [28, 81]. This
procedure is known as the “color decomposition”. A pedagogical description
of the color decomposition can be found in Refs. [82, 83]. In what follows we
present a simple but concise discussion of the color decomposition, using basis-
independent features to the extent possible.
6.1. n-gluon amplitudes
As a first step, we discuss the color decomposition of n-gluon tree amplitudes
in SU(Nc) gauge theories. The scattering amplitude Atreen depends on the gluon
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color quantum numbers ai = 1, . . . , (N
2
c − 1), the helicities hi = ±1 and the
momenta ki. We assume that the momenta of all gluons are outgoing, so that
momentum conservation reads k1 + k2 . . . + kn = 0. In the remainder of this
Section, we suppress helicity and momentum labels when writing scattering
amplitudes.
The generators of the Lie algebra of the SU(Nc) gauge group in the funda-
mental representation are determined by the following sets of equations
[T a, T b] = i
√
2fabcT c = −F abcT c , Tr(T aT b) = δab. (6.1)
The color factors of the three- and four-gluon vertices are given by the structure
constants fabc of the SU(Nc) group. It is well-known that structure constants
can be used to define Lie algebra generators in the adjoint representation
[F a, F b] = −F abcF c , F abc = −i
√
2fabc , Tr(F aF b) = 2Ncδab. (6.2)
The first equation in Eq. (6.2) follows from the Jacobi identity and the commu-
tator algebra of fundamental representation, Eq. (6.1). Various normalization
factors are chosen for convenience. We therefore conclude that the color part of
any contributing Feynman diagram is a product of (n− 2) color matrices in the
adjoint representation
(F a2F a3 . . . F an−2F an−1)a1an , (6.3)
and, possibly, some other terms obtained by permutations of the color indices
of the gluons.
It follows from Eqs. (6.1,6.2) that the adjoint color matrix F a can be specified
also as the trace of three color matrices of fundamental – and in fact any –
representation. We obtain
(F a1)a2a3 = −
1
2Nc
Tr ([F a1 , F a2 ]F a3) = −Tr ([T a1 , T a2]T a3) . (6.4)
We can use Eq. (6.4), to convert the product of color matrices in the adjoint
representation into linear combinations of traces of strings of F - and T -matrices
(F a2F a3 . . .F a(n−2)F a(n−1))a1an
=
1
2Nc
Tr ([[. . . [[F a1 , F a2 ], F a3 ], . . . , F an−2 ] [F an−1 , F an ])
= Tr ([[. . . [[T a1, T a2 ], T a3 ], . . . , T an−2] [T an−1, T an ]) .
(6.5)
For example, Eq. (6.5) gives the following F -matrix identities for n = 4 and 5,
(F a2F a3)a1a4 =
1
2Nc
Tr ([F a1 , F a2 ][F a3 , F a4 ]) ,
(F a2F a3F a4)a1a5 =
1
2Nc
Tr ([[F a1 , F a2 ], F a3 ][F a4 , F a5 ]) .
(6.6)
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It follows from Eq. (6.5) that, apart from the normalization factor, the iden-
tities obeyed by F - and T -matrices are the same. Expanding out commutators
in Eq. (6.5) and collecting identical terms using the cyclic property of the trace,
we conclude that sets of traces of strings of n color matrices in any representa-
tion with all (n − 1)! non-cyclic permutations of the color labels of the gluons
included, give a color basis that decomposes the tree level n-gluon amplitudes
into colorless ordered amplitudes
Atreen =
gn−2s
2Nc
∑
σ∈Sn/Zn
Tr (F aσ(1)F aσ(2)F aσ(3) . . . F aσ(n))Atreen,σ , (6.7)
Atreen = gn−2s
∑
σ∈Sn/Zn
Tr (T aσ(1)T aσ(2)T aσ(3) . . . T aσ(n))Atreen,σ . (6.8)
In the above equations, the sum runs over all non-cyclic permutations of n-
gluons and gs is the QCD coupling constant. Because of Bose symmetry, all
color-ordered sub-amplitudes Atreen,σ are described by a single function, computed
for different permutations of its arguments
Atreen,σ = mn(gσ(1), gσ(2), gσ(3), . . . , gσ(n)), (6.9)
where gi is a generic notation for an external gluon with momentum ki and he-
licity hi. Since, as follows from Eq. (6.4), the color factor of any diagram can be
rewritten through traces of F - or T -matrices by means of the same mathemati-
cal operations, the two bases define the same colorless ordered amplitudes. The
computation of the functionmn(g1, g2, . . . , gn) is simplified if one notices [28, 81]
that only diagrams where gluons appear in the same order as their color factors
in the color trace, can contribute to a particular color-ordered tree amplitude. In
fact, these sub-amplitudes can be calculated without any reference to color de-
grees of freedom, using color-stripped Feynman rules based on ordered colorless
vertices [84, 83, 85]. We show the color-stripped Feynman rules in Fig. 6.1. As
the name implies, these Feynman rules yield color-ordered Feynman diagrams
where the color part has been stripped off. 6 They can also be used to cal-
culate colorless ordered amplitudes using, for instance, Berends-Giele recursion
relations.
We turn to the discussion of properties of color-ordered tree amplitudes.
Gauge invariance of the full amplitude Atreen and the fact that the color factors
in Eqs. (6.7,6.8) are linearly independent, ensure that the sub-amplitudes mn
are gauge invariant for each gluon permutation separately. In addition, they
obey a number of relations. The cyclic identity
mn(g1, g2, g3, . . . , gn) = mn(g2, g3, . . . , gn, g1) , (6.10)
6 Note that the sign in the quark-gluon-antiquark vertex depends on the orientation of
the diagram since (Ta)i¯ is the color matrix for a quark −(T ∗ a)jı¯ is the color matrix for an
antiquark.
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i gs√
2
[
(k1 − k2)µ3 gµ1µ2
= +(k2 − k3)µ1 gµ2µ3
+(k3 − k1)µ2 gµ3µ1
]
µ2, k2
µ1, k1
µ3, k3
i
g2s
2
[
2gµ1µ3 gµ2µ4
−gµ1µ4 gµ2µ3
−gµ1µ2 gµ3µ4
]
µ2µ1
µ3µ4
= i gs√
2
γµ = −i gs√2γµ
Figure 6.1: Color-ordered Feynman rules. All gluon momenta are outgoing.
follows from Eqs. (6.2,6.1), if we use the linear independence and the cyclic
properties of the color trace. The reflection identity
mn(g1, g2, g3, . . . , gn−1, gn) = (−1)nmn(gn, gn−1, . . . , g2, g1) , (6.11)
follows from the antisymmetry of the SU(3) generators in the adjoint represen-
tation F abc = −F acb and the related identity for color traces Tr (F a1F a2 . . . F an) =
(−1)nTr (F an . . . F a2F a1) .
It is straightforward to verify that Eqs. (6.10,6.11) reduce the number of
independent color-ordered tree amplitudes in the pure gluon case from n! to
(n − 1)!/2. However, as we now show, more relations exist between the vari-
ous color-ordered amplitudes. In particular, relations between different color-
ordered amplitudes arise if we consider color ordering in a theory with the gauge
group given by the direct product of the two gauge SU(Nc) groups [86]. The
assumption that the two groups in the direct product are the same is not es-
sential, but we will use it in what follows. We note that gauge fields in such a
theory are charged under either one or the other gauge group, but not under
both. The Lagrangian of the theory is the sum of two terms, each containing
the square of the field strength tensor for the appropriate gluon field. Therefore
the “gluons” of the two gauge groups do not interact with each other.
Given the Lagrangian of the theory, it is clear that scattering amplitudes that
involve gluons of both types should vanish. This decoupling feature is perfectly
obvious at the Lagrangian level, but it becomes obscure once the color ordering
is performed. Indeed, the Lie algebra of the extended gauge group SU(Nc) ⊗
SU(Nc) is defined by generators T a, a = 1, 2, . . . , 2(N2c − 1). Those generators
satisfy the commutation relations [T a, T b] = igabcT c, where gabc = √2fabc
provided that [a, b, c] ∈ S1 = [1, . . . , N2c −1] or [a, b, c] ∈ S2 = [N2c , . . . , 2(N2c−1)]
and gabc = 0 otherwise. We now consider a scattering amplitude of gluons in the
theory with such a gauge group; the interaction vertices are specified in terms of
the structure constants gabc. The resulting color decomposition of amplitudes
is identical to that in Eq. (6.8) up to an obvious replacement T a → T a. Of
course, the color-stripped sub-amplitudes are, by their nature, unaffected by
the changes in the color gauge group and, therefore, remain the same. We
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obtain
Atreen = gn−2s
∑
σ∈Sn/Zn
Tr (T aσ(1)T aσ(2)T aσ(3) ...T aσ(n))mn(gσ(1), ..., gσ(n)).
(6.12)
We now consider the scattering amplitude of n1 gluons charged under the
first gauge group and n − n1 gluons charged under the second gauge group.
As we already explained, the resulting scattering amplitude must vanish. This
feature is not apparent from Eq. (6.12). In fact, as we show now, the vanishing
of the full amplitude implies non-trivial identities between different colorless
sub-amplitudes.
To see how these relations appear, we note that color factors on the right
hand side of Eq. (6.12) can be simplified since Lie algebra generators with indices
in the two lists S1 and S2 commute with each other[T a, T b] = 0, a ∈ S1, b ∈ S2. (6.13)
Hence, the color weights in Eq. (6.12) can be re-written by commuting all gen-
erators T a1 with a1 ∈ S1 to the left of the color trace; of course, the relative
ordering of gluons with indices in the same list can not be changed. Upon
performing this procedure several times, we arrive at the color weights of the
following form
Tr
(T aσ(1) ...T aσ(n1) × T bσ(n1+1) ...T bσ(n)) , (6.14)
with ai ∈ S1 and bi ∈ S2. Since these color weights are independent, their
coefficients must vanish. These coefficients are given by sums of color-ordered
amplitudes where orderings of gluons with indices from the lists S1 and S2 are
kept fixed, while all permutations between entries of different lists are allowed.
For this reason we conclude that the color-ordered amplitudes satisfy a set of
identities
mn(1, 2, . . . n1, n1 + 1, . . . , n) ≡
∑
σ(n)
mn(g1, gσ(2), gσ(3), . . . , gσ(n)) = 0. (6.15)
The sum in this equation runs over all mergings of the two lists {2, .., n1} and
{n1 + 1, .., n}, that preserve relative ordering of elements in each list. The two
lists to be merged are denoted by under- and over-lining. For example, in case
of n = 6, we can place three gluons into one list and two gluons into the other
list. The full set of permutations that we have to consider reads
θ(234|56) =[(23456), (23546), (25346), (52346), (23564),
(25364), (52364), (25634), (52634), (56234)].
(6.16)
An interesting special case occurs if we consider a list θ(2|34 . . . n) which cor-
responds to the direct product of U(1) and SU(Nc) gauge groups. The gauge
boson of the U(1) group is referred to as a “photon”. The “photon” decoupling
identities read
mn(1, 2, 3, . . . , n) ≡ mn(g1, g2, g3, . . . , gn) +mn(1, g3, g2, . . . , gn)
+ . . .mn(g1, g3, . . . , gn, g2) = 0.
(6.17)
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It is clear that Eq. (6.15) gives a set of relations for scattering amplitudes;
such relations are usually referred to as Abelian relations [86]. They reduce
the number of independent color-ordered sub-amplitudes in pure gluon case
from (n − 1)!/2 to (n − 2)!. Simultaneous application of the reflective and
Abelian identities leads to many new identities, such as e.g. the Kleiss-Kuijf
relations [87]. The Kleiss-Kuijf relations can also be used to reduce the number
of independent color-ordered amplitudes to (n− 2)! and, in this sense, they are
equivalent to the Abelian identities.
The color decomposition for gluon scattering amplitudes that involves (n−2)!
truly independent color structures was first derived in Ref. [88]. It is remarkably
simple
Atreen (1, 2, 3, . . . , n) = gn−2s
∑
σ=P(2,3,...,n−1)
(F aσ(2) . . . F aσ(n−1))a1an
×mn(g1, gσ(2), gσ(3), . . . , gσ(n−1), gn) .
(6.18)
We sketch here a derivation of Eq. (6.18) which is based on the color commu-
tator algebra, a simple decomposition of the sum over permutations and the
Abelian identities [89]. We first introduce compact notations for products of
color matrices
{ai1ai2 . . . ain}uv ≡ (F ai1F ai2 . . . F ain )uv ,
{ai1ai2 . . . ain} ≡ Tr (F ai1F ai2 . . . F ain ) ,
{[a, b]}cd ≡ ([F a, F b])cd , { }ab ≡ δab .
(6.19)
In the new notation Eq. (6.2) becomes
{[a, b]}cd = −{a}by{y}cd , {ab} = 2Ncδab. (6.20)
We start with a list of identities between the products of color matrices.
With the use of the commutator Eq. (6.20) it is easy to derive
{a2a1}uv = {a1a2}uv − {a2}a1y{y}uv,
{a2a3a1}uv = {a1a2a3}uv − {a2}a1y{ya3}uv − {a3}a1y{ya2}uv
+ {a3a2}a1y{y}uv,
{a2a3a4a1}uv = {a1a2a3a4}uv − {a2}a1y{ya3a4}uv
− {a3}a1y{ya2a4}uv − {a4}a1y{ya2a3}uv
+ {a3a2}a1y{ya4}uv + {a4a2}a1y{ya3}uv
+ {a4a3}a1y{ya3}uv − {a4a3a2}ya1{y}uv.
(6.21)
The generalization of these identities to products of an arbitrary number of color
matrices can be easily deduced from Eq. (6.21).
As a next step, we consider the four-gluon scattering amplitude and show
how to verify Eq. (6.18) in that case. This is a good example since the algebra
in the four-gluon case is easy but the calculation generalizes to the n-gluon
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case. We express the four-gluon scattering amplitude through color-ordered
amplitudes fixing the position of the fourth gluon and keeping the sum over the
permutations of the second and third gluons. We use a simplified notation for
the sum over permutations and write
Atree4 =
g2s
2Nc
∑
P(2,3)
[
{a1a2a3a4}m4(g1, g2, g3, g4)
+ {a2a1a3a4}m4(g2, g1, g3, g4) + {a2a3a1a4}m4(g2, g3, g1, g4)
]
.
(6.22)
We employ relations shown in Eq. (6.21) to move the color matrix a1 to the
left; this generates seven terms on the right hand side in Eq. (6.22). Collecting
common color factors, we obtain
Atree4 =
g2s
2Nc
∑
P(2,3)
[
{a1a2a3a4}m4(1, 2, 3, 4)
+ {a2a3}a1y{ya4}m4(g2, g3, g1, g4)− {a2}a1y{ya3, a4}m4(2, 1, 3, 4)
]
.
(6.23)
The first and the last terms on the right hand side of Eq. (6.23) vanish because
of the Abelian identities, m4(1, 2, 3, 4) = 0 andm4(2, 1, 3, 4) = 0. Finally, we use
{ya4} = 2Ncδya4 and the cyclic and reflection identities to transform Eq. (6.23)
to the desired result
Atree4 = g2s
∑
P(2,3)
{a2a3}a1a4m4(g1, g2, g3, g4). (6.24)
It is easy to generalize this proof to the n-gluon case. We write
Atreen =
gn−2s
2Nc
∑
P(1,··· ,n−1)
{a1a2 · · · an}mn(g1, g2, . . . , gn)
=
gn−2s
2Nc
∑
P(2,··· ,n−1)
[
{a1a2 · · · an}mn(g1, g2, . . . , gn)
+
n−1∑
k=2
{a2 · · · aka1ak+1 · · · , n}mn(g2, . . . , gk, g1, gk+1, . . . , gn)
]
,
(6.25)
and, collecting the relevant terms, obtain
Atreen =
gn−2s
2Nc
∑
P(2,··· ,n−1)
[
{a1a2 · · · an}mn(1, 2, . . . , n− 1, n)
+
n−2∑
k=2
(−1)k+1{a2 · · · ak}a1y{yak+1 · · · an}
×mn(k, . . . , 2, 1, k + 1, . . . , n− 1, n)
+ (−1)n{a2 · · · an−1}a1y{yan}mn(gn−1, . . . , g1, gn)
]
.
(6.26)
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Similar to the four-gluon case, because of the Abelian identities, (Eq. (6.15)),
only the last term on the right hand side in Eq. (6.26) does not vanish. Appli-
cation of the reflection and cyclic identities gives
Atreen =
gn−2s
2Nc
∑
P(2,··· ,n−1)
{a2 · · · an−1}a1y{yan}mn(g1, g2, . . . , gn−1, gn)
= gn−2s
∑
P(2,··· ,n−1)
{a2 · · · an−1}a1anmn(g1, g2, . . . , gn−1, gn).
(6.27)
It follows from the derivation that we just presented that the colorless ordered
amplitudes in this representation are the same as in the color decompositions
using F and T bases.
An important feature of this color basis is that two of the color indices do
not appear in the permutation sum. Hence, this color basis is not manifestly
symmetric. However, it is a unitary basis in the sense that on each pole of
the tree amplitude the color factor of a given colorless ordered amplitude also
factorizes. Indeed, poles in tree color-ordered amplitudes appear when a linear
combination of momenta of some set of neighboring gluons becomes light-like.
For definiteness, we assume that those gluons are g1, .., gm. The color-ordered
amplitude then factorizes into the product of two amplitudes
mn(g1, .., gn)→ k−2v mm+1(g1, . . . , gm, gv)mn−m+1(gv, gm+1, . . . , gn), (6.28)
where kv = −
m∑
i=1
ki and the summation over the helicities of the intermediate
gluon is assumed. The “unitary” nature of the color decomposition in Eq. (6.27)
can be best seen if we associate natural color factors with the three amplitudes
in Eq. (6.28) and sum over colors of the internal gluon. The color factor that
we associate with the right-hand side of Eq. (6.28) is∑
av
{a2...am}a1av{am+1, ....an−1}avan = {a2...an−1}a1an , (6.29)
which is indeed the color factor of the full amplitude mn(g1, .., gn).
The above argument explains why the color basis in Eq. (6.27) is particularly
suitable for one-loop computations, using generalized unitarity. Indeed, in the
context of generalized unitarity, we expect to reconstruct one-loop amplitudes
from tree amplitudes. Summation over color indices of intermediate cut lines
is performed in exactly the same manner as in the tree level case, described
above. As a result, we expect that the color basis in Eq. (6.27) remains valid
also when one-loop amplitudes are considered. To see this explicitly, we write
the full amplitude as a sum of terms where gluons are ordered
A1−loopn = gns cΓ
∑
σ∈Sn−1
A(1)n (g1, gσ(2), . . . , gσ(n)), (6.30)
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The factor cΓ is the standard term that appears in dimensionally regulated
one-loop calculations,
cΓ =
1
(4π)2−ǫ
Γ(1 + ǫ)Γ2(1− ǫ)
Γ(1− 2ǫ) =
(4π)ǫ
16π2
1
Γ(1− ǫ) . (6.31)
We now consider a double-cut of one of the terms in the sum in Eq. (6.30). The
cut splits the ordered momenta in two groups, say [1, .., k] and [k+ 1, .., n]. We
write the imaginary part of the amplitude in that channel as
Im(k,n)
[
A(1)n (g1, g2, . . . , gn)
]
= {a1a2 · · · ak}vu{ak+1 · · · an}uv
×mk+2(gv, g1, g2, . . . , gk, gu)mn−k+2(gu, gk+1, . . . , gn, gv)
= {a1a2 · · ·an} Im(k,n)
[
m(1)n (g1, g2, . . . , gn)
]
.
(6.32)
The color decomposition of the one-loop amplitude is independent of whether we
take the imaginary part or not. We conclude that one-loop gluon amplitudes7
obey a color decomposition of the following form [88]
A1−loopn = gns cΓ
∑
P(2,··· ,n)/R
{F a1 , . . . , F an}m(1)n (g1, g2, . . . , gn) . (6.33)
where R is the reflection transformation, which needs to be factored out to
remove a symmetry factor that appears otherwise. The cyclic property and
reflection symmetry remain valid. Hence, we conclude that the number of inde-
pendent one-loop amplitudes is (n− 1)!/2.
Before finishing this subsection we note that the color-ordered tree ampli-
tudes also satisfy the Bern-Carrasco-Johansson (BCJ) relation [90]. The BCJ
relations for gluon amplitudes read
s12mn(g1, g2, g3, . . . , gn) + (s12 + s23)mn(g1, g3, g2, g4, . . . , gn) + · · ·
+ (s12 + s23 + · · · s2(n−1))mn(g1, g3, g4, . . . , gn−1, g2, gn) = 0,
(6.34)
where sij = 2ki · kj . They have been proven first using the field theory limit
of monodromy relations in string theory [91] and later derived using BCFW
recursion relations [92, 93]8. When all relations between different color-ordered
gluon scattering amplitudes are combined, the number of independent color-
ordered amplitudes reduces to (n− 3)!.
6.2. q¯q + (n− 2)-gluon amplitudes
The color parts of Feynman diagrams that contribute to tree qq¯ + (n − 2)-
gluon amplitudes have the generic form of a product of color matrices in the
7In this subsection we only deal with SU(Nc) pure gauge theory and do not consider matter
fields.
8In Ref. [92] the reflection identity, the Abelian identities and the BCJ relations are derived
using only BCFW recursion relations.
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fundamental representation contracted in their adjoint indices with products of
color matrices in the adjoint representation(
T b1 . . . T bk . . .
)
jı¯
× (F a1 . . . F ar )b1ar+1 . . .
(
F ap . . . F at−1
)
bkat
. . . (6.35)
The product of F -matrices can be converted into traces of multiple commutators
of the SU(Nc) generators in the fundamental representation using Eq. (6.5). In
order to convert complicated expressions to simple products of T -matrices, we
can use the identity
(TXT
aTY )jı¯ Tr
(
[T a, T b]TZ
)
=
(
TX [T
b, TZ ]TY
)
jı¯
, (6.36)
where TX,Y,Z denote generic products of T matrices. Therefore, we conclude
that all color factors of the q¯q + n gluon amplitudes can be transformed into
a linear combination of products of T -matrices (T ai1 . . . T ain )jı¯ . All the inde-
pendent terms of such type form a color basis for the decomposition of tree
amplitudes
Atreen (q¯1, q2, g3, . . . , gn) =gn−2s
∑
σ∈Sn−2
(T aσ(3)T aσ(4) ...T aσ(n))i2 ı¯1
×mn(q¯1, q2, gσ(3), . . . , gσ(n)).
(6.37)
In Eq. (6.37), mn(q¯1, q2, gσ(3), . . . , gσ(n)) stands for the colorless ordered tree
amplitude for q¯q + (n − 2)-gluon scattering. In conjunction with two-particle
unitarity cuts, Eq. (6.37) can be used to obtain the color decomposition of a
quark-loop contribution to one-loop gluon-gluon scattering amplitude
A1−loopn;nf =gns cΓnf
∑
σ∈Sn−1
Tr(T a1T aσ(2) . . . T aσn) m(1)n;nf
(
g1, gσ(2), . . . , gσ(n)
)
,
(6.38)
where nf is the number of quark flavors. In QCD the full one-loop n-gluon
amplitude is the sum of the right hand sides of Eq. (6.33) and Eq. (6.38).
The color basis of Eq. (6.37) for the q¯ + q + (n− 2)-gluon amplitudes keeps
the quark and anti-quark indices fixed in the sense that they do not participate
in the permutation sum. Using the commutator identities we will transform this
color basis to another one, where the positions of one gluon and the anti-quark
are kept fixed, while the positions of the quark and other gluons are arbitrary.
As we will show, this new basis is an unitary color basis and, because of that, it
is well-suited for constructing the color decomposition of one-loop amplitudes.
We begin by extending the compact notations introduced in Eq. (6.19) for
the products of F -matrices, to also describe products of T -matrices
(ai1ai2 . . . ain)jı¯ ≡ (T ai1T ai2 . . . T ain )jı¯ ,
(ai1ai2 . . . ain) ≡ Tr (T ai1T ai2 . . . T ain ) ,
([a, b])jı¯ = −{a}by(y)jı¯ , (ab) ≡ δab .
(6.39)
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The commutator identities will have the same structure as in the pure gluon
case (6.21) except that curly brackets will have to be replaced by ordinary ones,
when products of T -matrices are involved. We find
(a2a1)jı¯ = (a1a2)jı¯ − {a2}a1y(y)jı¯,
(a2a3a1)jı¯ = (a1a2a3)jı¯ − {a2}a1y(ya3)jı¯
− {a3}a1y(ya2)jı¯ + {a3a2}a1y(y)jı¯,
(a2a3a4a1)jı¯ = (a1a2a3a4)jı¯ − {a2}a1y(ya3a4)jı¯
− {a3}a1y(ya2a4)jı¯ − {a4}a1y(ya2a3)jı¯
+ {a3a2}a1y(ya4)jı¯ + {a4a2}a1y(ya3)jı¯
+ {a4a3}a1y(ya2)jı¯ − {a4a3a2}ya1(y)jı¯.
(6.40)
As a first simple step, we consider the case of the q¯q + 3 gluon amplitude. We
write permutations of gluon g3 explicitly
Atree5 (q¯1, q2, g3, g4, g5) = g3s
∑
P(3,4,5)
(a3a4a5)i2 ı¯1 m5(q¯1, q2, g3, g4, g5)
= g3s
∑
P(4,5)
[
(a3a4a5)i2 ı¯1 m5(q¯1, q2, g3, g4, g5)
+ (a4a3a5)i2 ı¯1m5(q¯1, q2, g4, g3, g5) + (a4a5a3)i2 ı¯1m5(q¯1, q2, g4, g5, g3)
]
,
(6.41)
and use the color identities Eq. (6.40) to move the color index a3 to the first
position. Upon doing that, we find that the first term in Eq. (6.41) does not
change, the second term generates two terms and the third generates four terms.
We can combine those terms by exploiting the fact that there is a summation
over the permutations of gluons g4 and g5 in Eq. (6.41), which allows us to
interchange them. We obtain
Atree5 (q¯1, q2, g3, g4, g5) = g3s
∑
P(4,5)
[
{}a3y(ya4a5)i2 ı¯1 m5(q¯1, q2, 3, 4, 5) (6.42)
−{a4}a3y(ya5)i2 ı¯1 m5(q¯1, q2, 4, 3, 5) + {a4a5}a3y(y)i2 ı¯1 m5(q¯1, q2, g5, g4, g3)
]
.
To rewrite Eq. (6.42) in a way that allows further generalization, it is convenient
to introduce the notation
m˜5(q¯1, g5, g4, q2, g3) = −m5(q¯1, q2, 3, 4, 5),
m˜5(q¯1, g5, q2, g4, g3) = m5(q¯1, q2, 4, 3, 5),
m˜5(q¯1, q2, g5, g4, g3) = −m5(q¯1, q2, g5, g4, g3).
(6.43)
We note that the two lists of gluons, whose members can be permuted, are
separated in the argument of amplitudes m˜5 by q¯ and q labels. A convenient way
to visualize these amplitudes is to imagine that the quark line runs horizontally,
from q¯ to q and that, in the argument of m˜5, gluons that are to the right of q¯
58
and to the left of q are drawn below the quark line, while gluons to the right of
q are drawn above that line. We will use this way of visualizing these objects
in Sect. 7.3 when we discuss the Berends-Giele recursion relations for colorless
tree amplitudes.
We write our final result for the full five-point amplitude as
Atree5 (q¯1, q2, g3, g4, g5) = −g3s
∑
P(4,5)
[
{}a3y(ya4a5)i2 ı¯1 m˜5(q¯1, g5, g4, q2, g3) (6.44)
+{a4}a3y(ya5)i2 ı¯1 m˜5(q¯1, g5, q2, g4, g3) + {a4a5}a3y(y)i2 ı¯1 m˜5(q¯1, q2, g5, g4, g3)
]
.
Note that the positions of the first gluon and the anti-quark are fixed, while we
have a permutation sum over the positions of the other gluons and the quark.
This pattern remains valid also for n-gluons. We introduce a special notation
for objects that multiply color structures in q¯q + n gluon scattering amplitude
m˜n(q¯1, gn, .., g(k+1), q2, gk, .., g3) = (−1)kmn(q¯1, q2, k, ..., 3, (k + 1), .., n). (6.45)
The color decomposition in the new basis reads
Atreen (q¯1, q2, g3, . . . , gn) = gn−2s (−1)n
n∑
k=3
∑
P(4,...,n)
(y aσ(k+1)..aσ(n))i2 ı¯1
× {aσ(4) . . . aσ(k)}a3y m˜n(q¯1, gσ(n), . . . , gσ(k+1), q2, gσ(k), . . . , g3).
(6.46)
It is clear from the derivation that alternative color decompositions are possible,
e.g. by fixing positions of the quark q and the gluon gn, instead of g1 and q¯. In
this case we obtain
Atreen (q¯1, q2, g3, .., gn) = (−1)ngn−2s
n−1∑
k=2
∑
P(3,..,n−1)
(aσ(3)..aσ(k) y)i2 ı¯1 (6.47)
×{aσ(k+1)..aσ(n−1)}yan m˜n(q¯1, gσ(k), .., gσ(3), q2, gn, gσ(n−1), .., gσ(k+1)).
We shall refer to the new fully ordered amplitudes m˜ defined in Eq. (6.45),
appearing in Eqs. (6.46,6.47), as tree left and right primitive amplitudes. They
are given by linear combinations of tree color-ordered amplitudes, so that the
usefulness of these objects may not be immediately clear. Nevertheless, the
primitive amplitudes are useful since they become basic objects in one-loop
computations, as we explain below. Also, the primitive amplitudes can be
computed in a straightforward way using Berends-Giele recurrence relations
and color-stripped Feynman rules, see Sect. 7.3.
We can now explain why the color decomposition in terms of tree primitive
amplitudes appearing in Eqs. (6.46,6.47)) is unitary. We begin by writing the
full amplitude as a linear combination of sub-amplitudes where all particles are
ordered
A1−loopn (q¯1, q2, g3, . . . , gn) =
gns cΓ
∑
σ∈Sn−2
n∑
k=3
A(1)(q¯1, gσ(3), . . . , gσ(k), q2, gσ(k+1), . . . , gσ(n)).
(6.48)
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Figure 6.2: Quark-gluon cut of the ordered colorless one-loop amplitude Eq. (6.49).
Next, we consider the imaginary part of one of the ordered amplitudes A(1)(q¯1, gp, ..
., g3, q2, gn, . . . , gp+1) obtained by cutting a quark propagator between outgoing
gluons at positions r and r+1 with r ≤ p and a gluon propagator between glu-
ons at positions l and l+1 with l ≥ p+1. The cut one-loop ordered amplitude
is given by products of tree amplitudes and we choose the color representation
where the positions of (anti-) quarks and gluons are not subject to permutations.
Using the color bases of Eqs. (6.47) and (6.46), and suppressing summation over
spin quantum numbers of the cut lines, we obtain the imaginary parts
Im(r,l)
[
A(1)(q¯1, gp, .., gr+1
Q
∣∣∣
Q¯
gr, .., g3, q2, gn, .., gl+1
G
∣∣∣
G
gl, .., gp+1)
]
= {ap..al}x2aG(ar+1..ap+1x2)j ı¯1(x1a3..ar)i2 j¯{al+1..an}aGx1
× (−1)r+n−lm˜(Q¯, gr, . . . , g3, q2, gn, . . . , gl+1, G)
× (−1)l−rm˜(G, gl, . . . , gp, q¯1, gp+1, . . . , gr+1, Q)
= (−1)n(x1a3..ap+1x2)i2 ı¯1{ap..an}x2x1
× Im(r,l)
[
m(1)n (q¯1, gp, .., g3, q2, gn, .., gp+1)
]
.
(6.49)
The cut is illustrated in Fig. 6.2. Since the color decomposition of an amplitude
does not depend on whether it is cut or not, from Eq. (6.49) we read off the
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following color decomposition [88] of a one-loop qq¯ + n gluon amplitude
A1−loopn (q¯1, q2, g3, .., gn) = gns cΓ
n∑
p=2
∑
σ∈Sn−2
(T x2T aσ3 ..T aσpT x1)i2 ı¯1
× (F aσp+1 ..F aσn )x1x2 (−1)nm˜(1)n (q¯1, gσ(p), .., gσ(3), q2, gσ(n), .., gσ(p+1)).
(6.50)
We note that for p = 2 the factor (T · · ·T )i2 ı¯1 becomes (T x2T x1)i2 ı¯1 and for
p = n the factor (F · · ·F )x1x2 becomes δx1x2 . We also note that m˜(1)n is the
left primitive amplitude introduced in Ref. [84]. Although we showed that this
color decomposition of a one-loop amplitude for q¯q + n gluons is unitarity by
considering only a double cut through one quark and one gluon propagator, we
find the same color decomposition if we consider cuts of one-loop amplitudes
through two gluon lines or two quark lines.
6.3. Amplitudes with multiple quark pairs
As we explained in the previous subsections, it may be beneficial to employ
unitary color decomposition in one-loop computations. Such decomposition is
known for a n-gluon and q¯q+ n-gluon scattering amplitudes, but not for scat-
tering amplitudes that involve multiple quark pairs. For this reason, amplitudes
with multiple quark pairs represent a special case. Indeed, it is easy to under-
stand how such amplitudes can be written in terms of color-ordered amplitudes
and how primitive amplitudes can be constructed, but it is not straightforward
to connect the color-ordered and primitive amplitudes. Below we explain how
the relationship between color-ordered and primitive amplitudes can be estab-
lished considering a simple process 0→ q¯qQ¯Qg.
We begin by discussing the decomposition of full scattering amplitudes into
color-ordered amplitudes for m non-identical quark pairs. The total number of
quarks and anti-quarks is n = 2m. Because quark lines are connected by gluon
lines, we can write a color factor associated with a particular quark line m1 as
a matrix element of a product of certain number of T -matrices, taken between
quark and anti-quark color states (T a1T a2 . . . T ar)i2m1 ı¯2m1−1 . The adjoint labels
(a1, . . . , ar) are internal indices; they are contracted with similar indices carried
by other quark lines or with the adjoint indices that enter three- and four-gluon
vertices. All these contractions can be turned to products of Kronecker delta-
symbols with repeated use of the identity
(T a)i2 ı¯1(T
a)i4 ı¯3 = δi2 ı¯3δi4 ı¯1 −
1
Nc
δi2 ı¯1δi4 ı¯3 . (6.51)
It follows from Eq. (6.51) that, to leading order in Nc, the color flow of anti-
quarks is flipped. The sub-leading term in Nc ensures that the decomposition
respects the tracelessness of T -matrices. Because two quark lines can only be
connected by one gluon line, we conclude that a convenient basis for the color
decomposition is given by the set of Kronecker deltas
C(σ, rσ) =
{
(−1)rσ
N rσc
δi2 i¯(2σ(1)−1)δi4 ı¯(2σ(2)−1) . . . δi2m ı¯2σ(m)−1
}
, (6.52)
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where σ denotes permutations of m anti-quark indices and rσ is the rank of the
permutation σ. The rank is computed by counting how many times the equation
σ(k) = k, k = 1..m, is satisfied for a given permutation σ. If {σ(k)} = {k}
for all k, rσ = m − 1. At one loop the basis remains the same, except for an
overall factor of Nc. Finally, we note that we can describe scattering amplitudes
with m-quark pairs and n− 2m gluons by replacing Kronecker delta-symbols in
Eq. (6.52) with products of T matrices. This leads to a new basis set
C(σ, rσ , {ni}) =
{
(−1)r
N rσc
(T a1:an1 )i2 i¯σ1 . . . (T
anm−1 :anm )i2m i¯σm
}
, (6.53)
where we use the notation σk = 2σ(k)−1 and T an1 :an2 = T an1 ....T an2 . In addi-
tion, the set {ni}, i = 1, ...,m, contains all possible partitions of n− 2m gluons
into m subsets. We do not pursue the general color-decomposition discussion in
what follows and turn, instead, to an example.
As clearly follows from the above discussion, the color-decomposition of am-
plitudes with multiple fermion pairs can be performed in a straightforward way.
However, within the unitarity framework we compute primitive, rather than
color-ordered, amplitudes. We can use color-stripped Feynman rules and the
fact that all particles are ordered in a given primitive amplitude, to construct
the primitive amplitudes directly. The non-trivial step is to connect the primi-
tive amplitudes, so constructed, with color-ordered or full amplitudes. We will
explain how to do that by considering the process 0 → q¯qQ¯Qg. Applying the
general results discussed above, we find the color decomposition for tree and
one-loop amplitudes
Btree(q¯1, q2, Q¯3,Q4, g5) = g3s
[
(T a5)i4 ı¯1δi2 ı¯3B
tree
5;1 +
1
Nc
(T a5)i2 ı¯1δi4 ı¯3B
tree
5;2
+ (T a5)i2 ı¯3δi4 ı¯1B
tree
5;3 +
1
Nc
(T a5)i4 ı¯3δi2 ı¯1B
tree
5;4
]
,
(6.54)
B1-loop(q¯1, q2, Q¯3, Q4, g5) = g5s
[
Nc(T
a5)i4 ı¯1δi2 ı¯3B5;1 + (T
a5)i2 ı¯1δi4 ı¯3B5;2
+Nc(T
a5)i2 ı¯3δi4 ı¯1B5;3 + (T
a5)i4 ı¯3δi2 ı¯1B5;4
]
=
4∑
i=1
CiB5;i ,
(6.55)
where we introduced the notation Ci for the elements of the color basis. Each of
these one-loop color-ordered amplitudes can be written as a sum of two terms
B5;i = B
[1]
5;i +
nf
Nc
B
[1/2]
5;i , i = 1, 2, 3, 4, (6.56)
to separate diagrams with a closed fermion loop from the other ones. The
amplitudes B
[1]
5;i and B
[1/2]
5;i can be expressed through linear combinations of
primitive amplitudes. We will explicitly show how to do that for amplitudes
with a closed fermion loop B
[1/2]
5;i .
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Figure 6.3: Prototypes of four parent diagrams that define the primitive amplitudes for the
nf part of the 0 → q¯qQ¯Qg amplitude. The solid blobs denote “dummy lines” described in
the text.
Before proceeding with this discussion, we explain the general strategy. Since
particles in each primitive amplitude are ordered, primitive amplitudes can be
characterized by “parent diagrams”. A parent diagram for a primitive amplitude
is the diagram with the ordering of external particles consistent with the order-
ing of external particles in the primitive amplitude and the maximal number of
propagators that depend on the loop momenta. The primitive amplitudes can
be constructed from the parent diagrams by pinching internal propagators and
resolving illegitimate vertices by creating propagators that do not depend on
the loop momentum. Since pinching and pulling does not change the ordering
of external particles, every diagram obtained by this procedure contributes to
the same primitive amplitude. Therefore, if we take a Feynman diagram, we can
study its color factor to find the color-ordered amplitudes that it contributes
to. On the other hand, since the “pinching and pulling” technique connects
primitive amplitudes with the color-stripped Feynman diagrams, we can find
primitive amplitudes that receive contributions from a particular Feynman di-
agram. Because color-ordered amplitudes are given by linear combinations of
primitive amplitudes with coefficients that only depend on the number of colors
Nc, it is sufficient to analyze a number of Feynman diagrams to establish the
connection uniquely.
We now illustrate this general strategy by considering amplitudes with a
closed fermion loop B
[1/2]
5;i . Since the maximal number of propagators in the
loops that contribute to 0 → qq¯QQ¯g is five but the fermion loop contribution
has at most three propagators, we find it to be convenient to introduce dummy
lines, to get a uniform graphical representation of the primitive amplitudes. A
dummy line represents a propagator that is not part of the loop. Contributions
obtained by cutting dummy lines vanish. There are four primitive amplitudes
A
[1/2]
i , that are obtained if a gluon is inserted in different ways between four
quark lines. They are shown in Fig. 6.3. We introduce the notation
A
[1/2]
1 = A
[1/2]
L (q¯1, g5, Q4, Q¯3, q2), A
[1/2]
2 = A
[1/2]
L (q¯1, Q4, Q¯3, q2, g5),
A
[1/2]
3 = A
[1/2]
L (q¯1, Q4, Q¯3, g5, q2), A
[1/2]
4 = A
[1/2]
L (q¯1, Q4, g5, Q¯3, q2).
(6.57)
Because of Furry’s theorem, we have only three independent primitive ampli-
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Figure 6.4: Eight diagrams that contribute to the nf part of the 0→ q¯qQ¯Qg amplitude.
tudes
4∑
i=1
A
[1/2]
i = 0. (6.58)
In general, the color-ordered amplitudes are given by linear combinations of
primitive amplitudes
B
[1/2]
5;i =
4∑
j=1
xijA
[1/2]
j . (6.59)
If the primitive amplitudes are represented by diagrams with dummy lines,
then the same primitive amplitude can have more than one equivalent parent
Feynman-diagram. They have the same ordering and can be transformed into
each other by pulling and pinching propagators as explained above. In our case
we have eight Feynman diagrams shown in Fig. 6.4. Each diagram is factorized
into a color factor and a color-stripped part. The colorless diagrams with all
vertices oriented clockwise are obtained by setting the color matrices for quarks
and gluons to −1. The relations between the color-ordered amplitudes and the
primitive amplitudes are established by expanding the color factors of the parent
diagrams in the color basis of Eq. (6.55). Since we have only three independent
primitive amplitudes we need to choose three independent parent diagrams and
trace how they are mapped onto color-ordered amplitudes. For the sake of
definiteness, we choose the first three diagrams of Fig. 6.4 and write
B1-loopnf | = N−1c
4∑
i=1
CiB
[1/2]
5;i =
3∑
i=1
ColiDi + . . . , (6.60)
where the ellipsis stands for contributions of diagrams four to eight. The de-
composition of the color factors of these diagrams into the color basis reads
Col1 = (T
aT x)i2 ı¯1(T
x)i4 ı¯3 = N
−1
c (C3 − C2),
Col2 = (T
xT a)i2 ı¯1(T
x)i4 ı¯3 = N
−1
c (C1 − C2),
Col3 = (T
xT a)i4 ı¯3(T
x)i2 ı¯1 = N
−1
c (C3 − C4).
(6.61)
The primitive amplitudes are given by linear combinations of colorless ordered
parent diagrams. Using color-stripped Feynman rules, we find
A
[1/2]
1 = −D2 + . . . , A[1/2]2 = D1 +D2 . . . , A[1/2]3 = −D1 −D3 . . . , (6.62)
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Figure 6.5: Prototype of parent diagrams for primitive amplitudes with four quarks and one
gluon. The gluons can be inserted in four possible ways into the prototype diagrams, leading
to four primitive amplitudes. The solid blobs denote dummy lines described this section.
where ellipsis stand for the contributions of diagrams four to eight. We derive
the inverse relations
D2 = −A[1/2]1 , D1 = A[1/2]1 +A[1/2]2 , D3 = −A[1/2]1 −A[1/2]2 −A[1/2]3 , (6.63)
and use Eqs. (6.61), (6.63) and (6.58) to get
B1-loopnf = N−1c
4∑
i=1
CiB
[1/2]
5;i = −N−1c
4∑
i=1
CiA
[1/2]
i . (6.64)
Comparing Eq. (6.64) with Eq. (6.59), we conclude that xij = −δij. Explicitly,
the relation between color-ordered and primitive amplitudes reads
B
[1/2]
5;1 = −A[1/2]L (q¯1, g5, Q4, Q¯3, q2),
B
[1/2]
5;2 = −A[1/2]L (q¯1, Q4, Q¯3, q2, g5),
B
[1/2]
5;3 = −A[1/2]L (q¯1, Q4, Q¯3, g5, q2),
B
[1/2]
5;4 = −A[1/2]L (q¯1, Q4, g5, Q¯3, q2).
(6.65)
We note that our derivation relies on a particular choice of parent diagrams for
primitive amplitudes but it is straightforward to check that the final result is
independent of this choice.
The nf -independent part of the amplitudes B
[1]
5;i have contributions of three
classes of primitive amplitudes as indicated in Fig. 6.5. Following the same
procedure as in the case of the nf -dependent part, we can work out relations
between the color-ordered amplitudes for each class and the corresponding prim-
itive amplitudes. Such relations can be found in Ref. [67] and we do not repeat
them here.
Finally, we note that the decomposition of color-ordered amplitudes in terms
of primitive amplitudes becomes more and more cumbersome as the number of
quark pairs increases. Partially motivated by this difficulty a different approach
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was suggested in Ref. [94]. The starting point is the observation that, to imple-
ment unitarity, complete ordering is not necessary. We only need to consider
all partitions of the external particles into subsets of particles that can be con-
nected to cut propagators in the loop. The particles within a given subset are
not ordered. In addition, the color degrees of freedom are treated at the same
footing as other quantum numbers. This treatment is facilitated by the use of
the color-flow representation and the color-dressed Berends-Giele recursion rela-
tions [95]. By considering gluon scattering amplitudes it was shown in Ref. [94]
that scaling of the computer time and the stability of the numerical evalua-
tion is competitive with the implementation based on ordered approach. To
understand merits of this implementation, further work is required.
6.4. Singular behavior of one-loop amplitudes
In this Section we discuss the singular behavior of one-loop amplitudes
[96, 97]. Although this topic is interesting in its own right, the reason we present
it here is a particular representation of color algebra employed in Ref. [97] to
present singular limits of one-loop amplitudes in a simple way. This represen-
tation of the color algebra has the advantage that it treats the color degrees of
freedom of quarks and gluons on the same footing. Below we explain how to
connect this representation with more conventional treatment of color degrees
of freedom presented above.
The infrared singular behavior of one-loop amplitudes is completely known,
specifically in the case when the singularities are regularized by dimensional reg-
ularization. Although the singular terms do not in the end contribute to physical
answers, they provide an important check on the correctness of intermediate re-
sults. This check can be performed both when setting up an analytic formula,
and also when performing numerical evaluation of the answer, to control the
numerical stability, see Section 10.2.
The results for the infrared-singular behaviour of on-shell QCD amplitudes
at one- and two-loop orders with massless particles have been given in Ref. [97].
The generalization to the case when massive particles are present is given at one-
loop order in Ref. [98]. In this Section we shall consider only the case where there
are no massive partons and refer the reader to Ref. [98] for more the complicated
case. The results of Ref. [97] are presented using a color space notation, which
has the advantage that it is very compact and can deal with both quarks and
gluons in a seamless way. However, this notation is not particularly well-known
and, in what follows, we give several examples to elucidate the notation and
connect it to the discussion of color given earlier in this Section.
We begin by writing the perturbative expansion of scattering amplitudes
following Ref. [97]
|M〉 = grs
(
|M(0)({p, λ})〉+ g2scΓ|M(1)(µ2; {p, λ})〉+ ...
)
, (6.66)
where r is the overall power of the (unrenormalized) strong coupling constant
gs and {p, λ} is a set of momenta and helicities of the external particles. The
amplitude is written using a bra and ket notation, to indicate that it is a vector
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in color space. The one-loop subamplitude |M(1)(µ2; {p})〉 has both double and
single poles in 1/ǫ. Catani’s result [97] is that these singularities can be obtained
from the tree amplitudes by operating with the color-space operator I(1),
|M(1)(µ2; {p, λ})〉 = I(1)(ǫ, µ2; {p}) |M(0)({p, λ})〉+O(ǫ0) . (6.67)
The operator I(1) has the following explicit expression in terms of color charges
of the external particles
I
(1)(ǫ, µ2; {p}) = r
2
β0
ǫ
+
∑
i
1
T
2
i
Vsingi (ǫ)
∑
j 6=i
T i · T j
(
µ2
−sij − i0
)ǫ
, (6.68)
where sij = 2pi · pj, β0 = 11/3CA − 2/3TRNf is the first coefficient in the
expansion of the QCD β-function. The singular function Vsingi (ǫ) depends only
on the parton type i and is given by
Vsingi (ǫ) =
T
2
i
ǫ2
+
γi
ǫ
. (6.69)
Squares of the color-charge operators T 2i and coefficients γi for quarks and
gluons are
T
2
q = T
2
q¯ = CF , T
2
g = CA,
γq = γq¯ =
3
2
CF , γg =
β0
2
. (6.70)
We note that in Eq. (6.67) the double poles in ǫ are factorized completely. If
we expand Eq. (6.68) in powers of ǫ and then use the color conservation relation,∑
j 6=i T j = −T i, we obtain the result
I
(1)(ǫ, µ2; {p}) =
∑
i
1
ǫ2
∑
j 6=i
T i · T j +O
(
1
ǫ
)
= − 1
ǫ2
∑
i
T
2
i +O
(
1
ǫ
)
, (6.71)
that explicitly shows the absence of color correlations at O(1/ǫ2). Note however
that the single 1/ǫ poles have color correlations. We will explicitly show how to
compute those by considering a few examples below.
Divergence structure of the one-loop q¯qgg amplitude
As a first example we compute the singular behavior of the one-loop q¯qgg am-
plitude, which illustrates how color operators act on both quark and gluon fields.
Here we shall present the singularity structure of primitive amplitudes, since
primitive amplitudes are the building blocks in one-loop calculations. To arrive
at the divergent structure of the primitive amplitudes, we will write the diver-
gences of the one-loop q¯qgg amplitude using the color basis shown in Eq. (6.50).
We begin by acting with the color vector on the tree amplitude. We recover the
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regular color-ordered amplitudes for a particular choice of quark and antiquark
color indices, i2, ı¯1 and gluon indices, a3, a4
|M(0)〉 = |M(0)34 〉+ |M(0)43 〉,
〈¯ı1i2a3a4|M(0)34 〉 = (T a3T a4)i2 ı¯1m4(q¯1, q2, g3, g4),
(6.72)
where m4(q¯1, q2, g3, g4) is the tree color-stripped amplitude. The tree-graph
amplitude for q¯qgg scattering is proportional to the second power of the strong
coupling constant, so that r as defined in Eq. (6.66) is equal to two. As a result
the contributions of β0 and γg in Eq. (6.68) cancel. This leads to the following
structure for the infrared poles
〈¯ı1i2a3a4|M(1)〉 =
∑
k
∑
n6=k
(
1
ǫ2
+
1
ǫ
(
γq
T 2q
(δk1 + δk2) + Lkn
))
× 〈¯ı1i2a3a4|T k · T n|M(0)〉 ,
(6.73)
where we have introduced the notation Lkn = ln
(
µ2/(−skn − i0)
)
. To calculate
the matrix element of the product of two color charge operators between a state
of definite color and the amplitude |M(0)〉, we insert a complete set of color
states
〈¯ı1i2a3a4|T k · T n|M(0)〉 =
∑
P(3,4)
〈¯ı1i2a3a4|T k · T n|M(0)σ(3),σ(4)〉,
〈¯ı1i2a3a4|T k · T n|M(0)34 〉 =
∑
κ
〈¯ı1i2a3a4|T k · T n|κ〉〈κ|M(0)34 〉,
(6.74)
where we use the notation |κ〉 = |¯1j2b3b4〉. We can evaluate the matrix elements
of the color charge operators using the following matrix elements 〈ik|T xk|jk〉 =
T xikjk/
√
2 if k is a quark, 〈¯ık|T xk|¯k〉 = −T x¯k ı¯k/
√
2 if k is an-antiquark, and
〈ak|T xk|bk〉 = F xakbk/
√
2 if k is a gluon. Also, we note that the color-charge
operator T k only acts on the color index of a parton k.
We now write down the color correlation matrix elements for qq¯, gg, qg and
q¯g and bring those color structures to a form consistent with Eq. (6.50). For the
q¯qgg case, this implies that the result should be expressed through the following
color structures
(T x1T x2)i2 ı¯1 (F
a4F a1)x1x2 , (T
x1T a3T x2)i2 ı¯1 (F
a4)x1x2 ,
(T x1T a3T a4T x2)i2 ı¯1 δx1x2 ,
(6.75)
where the summation over repeated indices is assumed and 3↔ 4 permutations
are not shown.
We begin with the qg3 case. The matrix element reads
〈¯ı1i2a3a4|T 2 · T 3|¯1j2b3b4〉 = 1
2
(T x)i2j2(F
x)a3b3δa4b4δı¯1 ¯1 . (6.76)
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This implies
〈¯ı1i2a3a4|T 2 · T 3|M(0)34 〉 =
1
2
(F x)a3b3
(
T xT b3T a4
)
i2 ı¯1
m4(q¯1, q2, g3, g4). (6.77)
The color factor in the above equation is not yet in the right form (c.f. Eq. (6.75)).
We therefore commute T b3 to the right using [T a, T b] = −F abyT y and obtain
F xa3b3
(
T xT b3T a4
)
i2 ı¯1
= −F a3xb3(T xT a4T b3)i2 ı¯1 − (F a3F a4)xy(T xT y)i2 ı¯1 . (6.78)
This leads to
〈¯ı1i2a3a4|T 2 · T 3|M(0)34 〉 = −
1
2
[
(T xT a4T y)i2 ı¯1(F
a3)xy
+ (T xT y)i2 ı¯1(F
a3F a4)xy
]
m4(q¯1, q2, g3, g4).
(6.79)
On the other hand, considering the color correlation qg4 we find
〈¯ı1i2a3a4|T 2 · T 4|¯1j2b3b4〉 = 1
2
(T x)i2j2(F
x)a4b4δa3b3δı¯1 ¯1 , (6.80)
so that color factors are already in the right form
〈¯ı1i2a3a4|T 2 ·T 4|M(0)34 〉 = −
1
2
(F a4)xb4
(
T xT a3T b4
)
i2 ı¯1
m4(q¯1, q2, g3, g4). (6.81)
Similarly for the case T 2 · T 1 we have
〈¯ı1i2a3a4|T 2 · T 1|¯1j2b3b4〉 = −1
2
(T x)i2j2δa3b3δa4b4(T
x)¯1 ı¯1 , (6.82)
so that
〈¯ı1i2a3a4|T 2 · T 1|M(0)34 〉 = −
1
2
(T xT a3T a4T x)i2 ı¯1 m4(q¯1, q2, g3, g4). (6.83)
Evaluating the remaining matrix elements we obtain
〈¯ı1i2a3a4|T 3 · T 4|M(0)34 〉 = −
1
2
(T xT y)i2 ı¯1 (F
a3F a4)xym4(q¯1, q2, g3, g4),
〈¯ı1i2a3a4|T 3 · T 1|M(0)34 〉 = −
1
2
(T xT a4T y)i2 ı¯1 (F
a3)xym4(q¯1, q2, g3, g4),
〈¯ı1i2a3a4|T 4 · T 1|M(0)34 〉 = −
1
2
[
(T xT a3T y)i2 ı¯1(F
a4)xy
+ (T xT y)i2 ı¯1(F
a3F a4)xy
]
m4(q¯1, q2, g3, g4).
(6.84)
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Finally, putting everything together we find
〈i2a3a4ı¯1|M(1)〉 = −
∑
P (3,4)
m4(q¯1, q2, g3, g4)
[
(T x1T x2)i2 ı¯1 (F
a3F a4)x1x2

 3
ǫ2
+
1
ǫ

3
2
+
∑
i=2,4
Li,i+1




+ (T x1T a4T x2)i2 ı¯1 (F
a3)x1x2
(
2
ǫ2
+
1
ǫ
(
3
2
+ L23 + L13
))
+ (T x1T a3T x2)i2 ı¯1 (F
a4)x1x2
(
2
ǫ2
+
1
ǫ
(
3
2
+ L13 + L14
))
+ (T x1T a3T a4T x1)i2 ı¯1
(
1
ǫ2
+
1
ǫ
(
3
2
+ L12
))]
+O(ǫ0) .
(6.85)
It follows from Eq. (6.50) that each of the color structures in Eq. (6.85) is
uniquely associated with the primitive amplitudes for the q¯qgg process. In
particular, the structure of the poles of primitive amplitudes that appears in
Eq. (6.85) is remarkably simple: the coefficient of the double pole is equal to
the number of gluon propagators in the parent diagram of the given primitive.
The single pole contains, beyond the terms γq/CF associated with the quark
line, only logarithms of scalar products of pairs of parton momenta, where the
relevant pairs of momenta are connected by gluon propagators in the parent
diagram. The generalization of this result to the case of primitive amplitudes
for the q¯q +(n− 2)-gluon case reads
m˜(1)n (q¯n, gk+1, ..., gn−1, q2, g3, ...gk) = m˜n(q¯n, gk+1, ..., gn−1, q2, g3, ...gk)
×
[
− k
ǫ2
− 1
ǫ
(
3
2
+
k−1∑
i=1
Li i+1 + Lkn
)]
+O(ǫ0) , (6.86)
where the tree primitive amplitudes m˜n are defined in Eq. (6.45). In the follow-
ing subsection we derive the corresponding result for pure gluon amplitudes for
all values of n.
Divergence structure of n-gluon amplitudes
As our second example we use Eq. (6.68) to derive the divergences of the
primitive amplitudes for an n-gluon scattering, neglecting loops of virtual fermions,
Nf = 0. For an n-gluon scattering, q equals n− 2. Expanding Eq. (6.68) in ǫ,
we find
|M(1)〉 = −11
3ǫ
CA|M(0)〉+
∑
i
∑
j 6=i
[
1
ǫ2
+
1
ǫ
Lij
]
T i · T j |M(0)〉, (6.87)
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where Lij = ln[µ
2/(−sij+i0)] and we suppressed helicity and momentum labels
of the amplitudes. We can use
11
3
CA =
11
3
T
2
g = −
n∑
i
∑
j 6=i
11
3n
T i · T j , (6.88)
to cast Eq. (6.87) into the following form
|M(1)〉 =
∑
i
∑
j 6=i
[
1
ǫ2
+
1
ǫ
(
11
3n
+ Lij
)]
T i · T j |M(0)〉. (6.89)
If we take the matrix element of |M(1,0)〉 with the state of n-gluons with
particular color indices |a1:n〉 ≡ |a1, ...an〉 we recover the normal color-ordered
amplitude, see Eq. (6.18). For example, at tree-level we find
〈a1:n|M(0)〉 =
∑
P(2,..n−1)
(F a2 ...F an−1)a1an mn(g1, g2, ...gn), (6.90)
while the one-loop decomposition reads
g4scΓ〈a1:n|M(1)〉 =
∑
P(2,..n)/R
Tr (F a1F a2 ...F an−1F an)m(1)n (g1, g2, ...gn), (6.91)
where R is the reflection transformation.
Calculating a similar matrix element in Eq. (6.89), we find
〈a1:n|M1〉 =
∑
i
∑
j 6=i
[
1
ǫ2
+
1
ǫ
(
11
3n
+ Lij
)]
〈a1:n|T i · T j |M(0)〉. (6.92)
We now explain how to compute the matrix elements between the state of
definite color |a1:n〉, the color charges T i and the amplitudes |M(0)〉. To do so,
we insert the complete set of color states
〈a1:n|T i · T j |M(0)〉 =
∑
b
〈a1:n|T i · T j |b1:n〉〈b1:n|M(0)〉, (6.93)
and use
〈a1:n|T i · T j |b1, .., bn〉 = δa1b1 ..ifaicbi ...ifajcbj ..δanbn , (6.94)
which is true in our case since both partons i and j are gluons. Because facb ≡
iF acb/
√
2, we write
〈a1:n|T i · T j |M(0)〉 = −1
2
∑
P[θij ]
(F a1 ..F an)bibj F
ai
cbi
F
aj
bjc
mn(gi, g1, .., gn, gj),
= −1
2
∑
P[θij ]
Tr (F aiF a1 ..F anF aj )mn(gi, g1, .., gn, gj), (6.95)
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where θij = (1, ..i− 1, i+ 1, ., j − 1, j + 1, ..n). Inserting this equation back into
Eq. (6.92), we find
〈a1:n|M(1)〉 =− 1
2
∑
i
∑
j 6=i
[
1
ǫ2
+
1
ǫ
(
11
3n
+ Lij
)]
×
∑
P[θij ]
Tr (F aiF a1 ..F anF aj )mn(gi, g1, ...gn, gj).
(6.96)
To read off the divergences of the primitive amplitudes from Eq. (6.96), we
need to identify color structures in the right hand side of that equation with
color structures shown in Eq. (6.91). This can be achieved if we re-arrange the
summation order in Eq. (6.96). Upon reflection, it is easy to realize that the
summation over i and j in Eq. (6.96) reduces to the summation over indices of
adjacent particles (cf. positions of i and j in the primitive amplitudes mn in
Eq. (6.96)), while the summation over all permutations in Eq. (6.96) gives, upon
using the reflection identities, twice the sum over permutations in Eq. (6.91). As
the result, we arrive at an extremely simple formula for divergences of n-gluon
primitive amplitudes
m(1)n (g1, g2, ...gn) = −
n∑
i=1
[
1
ǫ2
+
1
ǫ
(
11
3n
+ Li,i+1
)]
m(0)n (g1, g2, ...gn), (6.97)
where Ln,n+1 = Ln,1.
7. Colorless amplitudes
7.1. Colorless loop integrand in D-dimensions
We are now in a position to discuss the color-stripped cyclic-ordered N -
particle one-loop scattering amplitudes. In general, these amplitudes are not
primitive amplitudes, although in the case of gluons color-ordered and primitive
amplitudes coincide.
Since permutations of external particles are not allowed,9 when a primitive
amplitude is constructed, we know all the propagators that can appear in such
an amplitude. We imagine that we start from a parent diagram, so that all prop-
agators are uniquely defined. We then find all the diagrams that contribute to
the primitive amplitude by pinching propagators in the parent diagram. Hence,
we write
A(D)({pi}, {Ji}) =
∫
dD l
iπD/2
N ({pi}, {Ji}; l)
d0d1 · · · dN−1 , (7.1)
where {pi} and {Ji} are the two sets that represent momenta and sources (polar-
ization vectors, spinors, etc.) of the external particles. The numerator structure
9We discuss here the case where all particles have non-zero color charges.
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N ({pi}, {Ji}; l) depends on the particle content of the theory. The denominator
is a product of inverse propagators
di = di(l) = (l + qi)
2 −m2i , (7.2)
where the four-vector q0 = 0, by convention.
In principle, the one-loop amplitude is just a collection of Feynman diagrams;
therefore, it can be investigated by means of the OPP method, discussed in the
previous Section. However, we point out that a key element of the OPP method
is the observation that, to calculate A(D), we need to know N ({pi}, {Ji}; l)
for values of the loop momentum l where some subset of inverse propagators
(d0, ..., dN−1) vanishes. When an inverse propagator vanishes, the corresponding
particle goes on the mass shell and the flow of the loop momentum terminates.
In fact, if we put one propagator on the mass shell, the one-loop integrand
becomes just a tree amplitude; if we put two propagators on the mass shell, the
integrand becomes a product of two tree amplitudes, etc. Hence, we see right
away that the OPP procedure is related to unitarity.
However, we need to do calculations in D-dimensions to regularize the ultra-
violet and infrared divergences. The simplest option [23], explained in Sect. 5,
is to extend the OPP procedure so that the unitarity cuts are performed in
D-dimensions. This implies two things. First, as we already discussed in the
context of the OPP reduction in the previous Section, the cut momentum is not
four-dimensional and the parameterization of the residues requires introducing
tensors that contain the (D − 4)-dimensional components of the loop momen-
tum. Second, the Lorentz indices of the internal particles must also be treated
in D-dimensions. Ultimately, this second feature is related to the fact that
not only loop momenta but also polarization vectors of various particles must
be continued to higher-dimensional spacetimes, for a consistent regularization
procedure. As a result, the number of spin eigenstates changes and becomes
D-dependent.
We will be concerned with the cases where there is massless gauge boson
or (massless or massive) quark in the loop. Then, a massless spin-one particle
in Ds dimensions has Ds − 2 spin eigenstates while Dirac spinor in Ds dimen-
sions has 2(Ds−2)/2 spin eigenstates. In the latter case, Ds should be even.
The spin density matrix for a massless spin-one particle with momentum l and
polarization vectors e
(i)
µ is given by
Ds−2∑
i=1
e(i)µ (l)e
(i)
ν (l) = −g(Ds)µν +
lµbν + bµlν
l · b , (7.3)
where bµ is an auxiliary light-cone vector required to fix the gauge. The spin
density matrix for a fermion with momentum l and mass m is given by
2(Ds−2)/2∑
i=1
u(i)(l)u(i)(l) =
D∑
µ=1
lµΓ
µ +m , (7.4)
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where Γµ is the D-dimensional generalization of the Dirac matrix.
In the preceding discussion, we introduced a special notation for the dimen-
sionality of the internal spin space Ds, to distinguish it from the dimensionality
of the space-time D where the loop momentum lives. For consistency, we must
choose D ≤ Ds [75]. We now generalize the notion of dimensional dependence
of the one-loop scattering amplitude in Eq. (7.1) by extending the sources of all
unobserved particles to a Ds-dimensional space-time
A(D,Ds)({pi}, {Ji}) =
∫
dD l
iπD/2
N (Ds)({pi}, {Ji}; l)
d0d1 · · · dN−1 . (7.5)
The numerator function N (Ds)({pi}, {Ji}; l) depends explicitly on Ds through
the number of spin eigenstates of virtual particles.
A simple, but important observation is that the numerator function N (Ds)
(without closed fermion loops) depends linearly onDs provided that the external
momenta and polarization vectors are four-dimensional. To generate an explicit
dependence on Ds we need to have a closed loop of contracted Lorentz-vector
indices coming from vertices and propagators. At one loop we can generate at
most one trace of the metric tensor. Therefore, the numerator functions of the
integrand of one-loop amplitudes without closed fermion loops can always be
parametrized as
N (Ds)(l) = N0(l) + (Ds − 4)N1(l). (7.6)
We emphasize that there is no explicit dependence on either Ds or D in the
functions N0,1. In the case of amplitudes with one closed fermion loop an
additional Ds dependence comes from the normalization of the trace of the
Ds-dimensional Dirac matrices
Tr (ΓµΓν) = tDs 4g
µν
Ds
, tDs =
1
4
Tr(1) = 2(Ds−4)/2 . (7.7)
This is an overall normalization factor. In traditional calculations with Feynman-
diagrams its expansion in ǫ can be postponed until after the cancellation of the
singularities has been carried out. Then the ǫ-dependent part in Eq. (7.7) be-
comes irrelevant. In the D-dimensional unitarity cut method this additional Ds
dependence has to be taken into account and we obtain the following result for
the fermion loops
N (Ds)f (l) = tDs (N0,f (l) + (Ds − 4)N1,f(l)) , (7.8)
At one loop we can have either a closed loop of Lorentz tensors or a closed
loop of Dirac matrices. Mixed cases can appear only in the case of two or more
loops. We conclude that N1,f (l) = 0 and that the numerator function for closed
fermion loops can be calculated in four dimensions. The Ds dependence in that
case is entirely due to the trace of the identity matrix.
For amplitudes without closed fermion loops, in a numerical implementation
we need to separate the two functions N0,1. To do so, we compute the left hand
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side of Eq. (7.6) for Ds = D1 and Ds = D2 and, after taking appropriate linear
combinations, we obtain
N0(l) = (D2 − 4)N
(D1)(l)− (D1 − 4)N (D2)(l)
D2 −D1 ,
N1(l) = N
(D1)(l)−N (D2)(l)
D2 −D1 .
(7.9)
In the case of amplitudes with only bosons in the loop the numerator functions
are well defined numerically for any integers D1,2 > 4. If fermions are also
present in the loop, then we have to choose even values for D1,2, subject to the
constraints D1,2 ≥ 4.
Having established the Ds-dependence of the amplitude, we discuss the an-
alytic continuation for sources of unobserved particles. We can interpolate Ds
either to Ds → 4 − 2ǫ or to Ds → 4. The first case is known as the ’t Hooft-
Veltman (HV) scheme [45], the second case – as the four-dimensional helicity
(FDH) scheme [75]. The latter scheme is of particular interest in supersymmet-
ric (SUSY) calculations since all SUSY Ward identities are preserved. We see
from Eq. (7.6) that the difference between the two schemes is simply −2ǫN1.
We now substitute Eq. (7.9) into Eq. (7.5) and obtain explicit expressions
for one-loop amplitudes in the HV and the FDH schemes. We derive
AFDH =
(
D2 − 4
D2 −D1
)
A(D,Ds=D1) −
(
D1 − 4
D2 −D1
)
A(D,Ds=D2),
AHV = AFDH −
(
2ǫ
D2 −D1
)(A(D,Ds=D1) −A(D,Ds=D2)) . (7.10)
We emphasize that Ds = D1,2 amplitudes on the r.h.s. of Eq. (7.10) are con-
ventional one-loop scattering amplitudes whose numerator functions are com-
puted in higher-dimensional space-time, i.e. all internal metric tensors and Dirac
gamma matrices are in integer Ds = D1,2 dimensions. The loop momentum is
in D ≤ Ds dimensions. It is important that no explicit dependence on the
regularization parameter ǫ = (4−D)/2 is generated by spin density matrices in
these amplitudes. For this reason, Eq. (7.10) allows numerical implementation.
In particular, calculation of unitarity cuts in Ds dimensions is now straightfor-
ward, as cut internal lines possess well-defined spin density matrices. Below we
discuss the construction of the spin states in D-dimensional space-time.
7.2. Polarization states in D-dimensions
We begin by reminding the reader about the four-dimensional case. In four
dimensions, gluons and massless quarks have two polarization states. One can
use helicity states of fermions to find a useful representation of the gluon or
photon polarization vectors that leads to significant simplifications of the an-
alytic computations. Such methods are reviewed in e.g. Ref. [83] and in Ap-
pendix Appendix D.
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However, as we have seen in the previous Section,D-dimensional unitarity re-
quires an analytic continuation of spin degrees of freedom to higher-dimensional
space-times. In the spinor-helicity formalism, polarizations of particles of inte-
ger spin are expressed in terms of spinor solutions. It is not trivial to do this in
higher-dimensional space-times, although some work in this direction has been
done recently [99, 100]. We will not discuss these issues in this Section, focusing
instead on the construction of polarization states for both quarks and gluons
for which the continuation to higher-dimensional spaces is straightforward.
In D = 4 the two polarization vectors for massless gauge bosons with mo-
mentum p satisfy the constraint p · ǫλ = 0 (λ = ±1). We consider a general
parametrization of the massless momentum p = E(1, sin θ cosφ, sin θ sinφ, cos θ),
and find the two polarization vectors
ǫλ(p) =
1√
2
(
0, cθcφ − sgn(E)λisφ, cθsφ + sgn(E)λicφ,−sθ
)
, (7.11)
where cθ = cos θ, sθ = sin θ, cφ = cosφ and sφ = sinφ.
To describe the explicit solution of the massless Dirac equation 6pu = 0, we
need to fix the representation of the Dirac matrices. For massless fermions,
it is convenient to choose the Weyl representation where the four-dimensional
γ-matrices are given by
γ0 =
(
0 1
1 0
)
, γi =
(
0 −σi
σi 0
)
, γ5 =
(
1 0
0 −1
)
. (7.12)
In this equation the boldface symbols indicate 2× 2 submatrices and σi are the
Pauli matrices. Consider a massless fermion with momentum p = (E, px, py, pz)
and let p+ = E + pz. Solving the Dirac equation for massless quarks, we find
uλ=1(p) =


√
p+
(px + ipy)/
√
p+
0
0

 , uλ=−1(p) =


0
0
(px − ipy)/√p+
−√p+

 , (7.13)
where λ = ±1 refers to the helicity of an incoming fermion. One can easily
check that if u(p) satisfies the massless Dirac equation then
~p · ~Σ
|~p| uλ(p) =
1
2
γ5 uλ(p) =
1
2
λuλ(p) where ~Σ
i =
i
4
ǫijkγjγk . (7.14)
For anti-fermions the sign of the helicity is flipped so that vλ(p) = u−λ(p).
Because p+ vanishes for E = −pz, the solution for the fermion moving in the
−z direction requires care. Taking the limit, we arrive at
uλ=1(p) =


0√
2E
0
0

 , uλ=−1(p) =


0
0√
2E
0

 . (7.15)
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We are now in position to generalize the description of the polarization
states to the D-dimensional case. We begin with the discussion of a massless
gauge boson. From previous considerations we know that we must consider
two dimensionalities of the loop momentum vector space, D = 4, 5 and two
dimensionalities of the space where spins are embedded Ds ≥ D. For example,
if no quarks are present in the loop, we may take D = 4, 5 and Ds = 5, 6.
In practice, we always compute the cut-constructible coefficients, which require
only four-dimensional information, usingD = 4, Ds = 4 to minimize the amount
of algebra.
We first take Ds = 5 and denote the polarization vector by ǫ = (ǫ4, ǫ5),
where ǫ4 are the four components of the polarization vector that are embed-
ded in the four-dimensional space. Then, if the momentum of a gluon is four-
dimensional, p = (p4, 0), there are three obvious choices for the polarization
vectors: ǫ± = (ǫ±4 , 0) and ǫ0 = (04, 1). However, if the momentum is five-
dimensional p = (p4, p5), the situation is different. Note that, from a four-
dimensional point of view, the massless boson with five-dimensional momentum
corresponds to a massive boson in four dimensions, with the mass p25. Hence,
we can choose four-dimensional polarization vectors of a massive gauge boson,
to describe the required polarization states. Explicitly, if we write the five-
dimensional momentum as
p = (E, p4 sin θ cosφ, p4 sin θ sinφ, p4 cos θ, p5), E
2 − p24 = p25, E > 0,
a convenient choice of the polarization vectors is
ǫ± =
1√
2
(0, cos θ cosφ∓ i sinφ, cos θ sinφ± i cosφ,− sin θ, 0) ,
ǫ0 = p−15 (p4, E sin θ cosφ,E sin θ sinφ,E cos θ, 0) .
(7.16)
It is straightforward to discuss the Ds = 6 case. Indeed, since the gluon mo-
mentum does not have a six-dimensional component and since we need only one
additional polarization vector for Ds = 6, compared to Ds = 5, we can choose
this additional vector to be ǫL = (05, 1) since such a choice clearly satisfies the
transversality constraint. This construction generalizes to higher-dimensional
space-times, provided that the dimensionality of the loop momentum vector is
restricted to five or less.
We now turn to the discussion of fermions. In Ds-dimensions fermions have
2Ds/2−1 polarization states, given by 2Ds/2-component Dirac spinors u(s)j (p),
s = 1, . . . , 2Ds/2−1, j = 0, . . . , 2DS/2 − 1. These spinors are solutions of the
massive or massless Dirac equation in Ds dimensions
D−1∑
µ=0
[
pµΓ
µ
(Ds)
−m
]
u(s)(p) = 0, µ = 0, . . . , D − 1 < Ds, (7.17)
where m denotes the mass of the fermion. We note that in Eq. (7.17) we treat
the loop momentum as a D-dimensional vector, D ≤ Ds, in accord with our
previous discussion.
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To find solutions to Eq. (7.17), we need to explicitly construct Dirac matrices
in higher dimensions.10 To this end, we consider even space-time dimensionali-
ties and follow the recursive definition given in Ref. [101]. The Dirac matrices
have to satisfy the anti-commutation relation
Γµ(D)Γ
ν
(D) + Γ
ν
(D)Γ
µ
(D) = 2g
µν , µ, ν = 0, . . . , D − 1. (7.18)
We assume that the Dirac matrices for D = D0 are known and we need to
construct Dirac matrices for D = D0 + 2. When we move from D = D0 to
D = D0 + 2, the dimensionality of the matrices increases by a factor of two.
Eq. (7.18) can be satisfied by choosing the first D0 of the D0+2 matrices to be
given by 2(D0+2)/2 × 2(D0+2)/2 block-diagonal matrices defined as follows
Γ0(D0+2) =
(
Γ0(D0) 0
0 Γ0(D0)
)
, Γi=1,...,D0−1(D0+2) =
(
Γi(D0) 0
0 Γi(D0)
)
. (7.19)
The remaining two matrices need to anticommute with the matrices defined
in Eq. (7.19). They can be obtained by constructing an analog of the four-
dimensional γ5-matrix in D0-dimensions; this is achieved by taking the product
Γˆ(D0) = i
D0/2−1Γ0(D0)Γ
1
(D0)
...ΓD0−1(D0) . (7.20)
The matrix Γˆ(D0) satisfies
Γˆ(D0)Γ
µ
(D0)
+ Γµ(D0)Γˆ(D0) = 0, µ = 0, ..., D0 − 1. (7.21)
Using Γˆ(D0), we can construct the two missing matrices, to complete the algebra
of Dirac matrices in D0 + 2 dimensions
ΓD0(D0+2) =
(
0 Γˆ(D0)
−Γˆ(D0) 0
)
, ΓD0+1(D0+2) =
(
0 iΓˆ(D0)
iΓˆ(D0) 0
)
.
The recursive construction requires an initial condition. In this case, the
appropriate condition is clear since it is given by the familiar algebra of Dirac
matrices in four-dimensional space-time. We note that the above construction is
independent of the four-dimensional representation of the Dirac matrices, except
for the initial condition. This is a welcome feature since it allows us to use
the same formalism for both Weyl and Dirac representations. In the following
we suppress the dimensionality index D, so that Γµ denotes a D-dimensional
gamma-matrix. We also note that within this framework, the four-dimensional
γ5 matrix is continued to D-dimensions following the prescription by ’t Hooft
and Veltman [45]. Indeed, they defined the continuation of γ5 as a matrix that
commutes with γµ if µ > 3 and anticommutes otherwise. It is easy to see that
10 With a slight abuse of notation, we shall talk about D-dimensional Dirac algebra, rather
than Ds-dimensional Dirac algebra throughout the text until Eq. (7.30).
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the appropriate continuation of γ5 to D0 + 2 dimensions is given by a block-
diagonal matrix with four-dimensional γ5 along the diagonal. As an example,
in six dimensions we have
Γγ5 =
(
γ5 0
0 γ5
)
. (7.22)
The recursive structure of the D-dimensional gamma-matrices allows us to
solve the Dirac equation recursively. We first discuss massless solutions. Con-
sider a massless fermion with momentum p, in D-dimensions. To construct
explicit polarization states for such a fermion, we employ an auxiliary light-like
vector n such that n · p 6= 0. We write
u(s)(p, n) =
pˆ√
2p · nχ
(D)
s (n), u¯
(s)(p, n) = χ¯(D)s (n)
pˆ√
2p · n. (7.23)
Here pˆ = pµΓ
µ, where the index µ runs over 0, 1, ...D−1 components. The index
s specifies the spinor polarization states. Note that when the Dirac conjugate
spinor is constructed, the spinor momentum p is not complex conjugated. This
is an irrelevant detail if the on-shell momentum is real, but it becomes important
for consistent applications within generalized unitarity where calculations with
on-shell complex momenta are required.
We choose D-dimensional, p-independent spinors χ
(D)
s (n) in such a way that
their direct product reads
2(D/2−1)∑
s=1
χ(D)s (n)⊗ χ¯(D)s (n) = nˆ. (7.24)
Then, it is easy to see that the uj(p, n) spinors satisfy both the Dirac equation
for massless fermions and the completeness relation
2(D/2−1)∑
s=1
u(s)(p, n)⊗ u¯(s)(p, n) = pˆnˆpˆ
2p · n = pˆ. (7.25)
We conclude that u(s)(p, n) is a valid choice for the on-shell fermion wave func-
tions.
The above construction involves an auxiliary vector n and, for this rea-
son it is quite flexible. Having such a flexibility turns out to be important,
especially since we have to construct on-shell spinors for complex momenta.
We give a few examples below. We consider a D-dimensional vector n =
(n0, nx, ny, nz, {ni∈(D−4)}), choose n0 = 1/2, nz = 1/2 and set all other compo-
nents to zero. We need to find the spinors χ such that
2(D/2−1)∑
s=1
χ(D)s (n)⊗ χ¯(D)s (n) = nˆ =
1
2
(
Γ0 − Γz) . (7.26)
Since Γ0,x,y,z are all block-diagonal [101], with “blocks” being 4× 4 matrices, a
D-dimensional spinor is constructed by simple iteration of the four-dimensional
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spinor. We assume that the four-dimensional Weyl representation is extended
to D-dimensions. The four-dimensional spinors are given by
χ
(4)
1 =


1
0
0
0

 , χ(4)2 =


0
0
0
−1

 . (7.27)
In six dimensions the eight-component spinors are chosen to be
χ
(6)
1,2 =
(
χ
(4)
1,2
0
)
, χ
(6)
3,4 =
(
0
χ
(4)
1,2
)
. (7.28)
The case D = 8 is obtained again by iteration. We find
χ
(8)
1,2 =
(
χ
(6)
1,2
0
)
, χ
(8)
3,4 =
(
χ
(6)
3,4
0
)
,
χ
(8)
5,6 =
(
0
χ
(6)
1,2
)
, χ
(8)
7,8 =
(
0
χ
(6)
3,4
)
.
(7.29)
We now present two alternative procedures to define fermionic spinors which
we employ when a particular choice of the vector n leads to numerical instabil-
ities. This occurs for the on-shell momentum p = (p0, 0, 0, p0) since (p · n) = 0.
To handle this case, we change the vector n to (1/2, 0, 0,−1/2, 0D−4) in the
above formulas. However, even this can be insufficient. Indeed, note that a
complex momentum p = (0, px, py, 0) can be light-like and, therefore, be a valid
on-shell momentum for a massless fermion. Clearly p · n = 0 in this case, for
the two choices of the vector n that we discussed. To deal with this case, we
need to choose yet another n. We can take n = (1, 1, 0, 0, 0D−4) and choose the
following four-dimensional spinors
χ
(4)
1 =


1
0
0
1

 , χ(4)2 =


0
1
1
0

 . (7.30)
The higher-dimensional spinors are obtained from these four-dimensional solu-
tions along the lines discussed above.
This procedure can be easily extended to the case of massive fermions.
We will discuss such an extension assuming that the four-dimensional gamma-
matrices are in the Dirac representation. We need to explicitly construct the
2Ds/2−1 spin polarization states u(s)j (p,m) that satisfy the Dirac equation Eq. (7.17)
and the completeness relation
2(Ds/2−1)∑
s=1
u
(s)
i (p,m)u¯
(s)
j (p,m) =
D−1∑
µ=0
pµΓ
µ
ij +m× δij . (7.31)
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The on-shell condition for a fermion with the mass m and momentum p is taken
to be p2 = m2. To construct a set of 2Ds/2−1 spinors satisfying the Dirac
equation we generalize the procedures used in the massless case. We define the
spinors
u(s)(p,m) =
(pµΓ
µ +m)√
p0 +m
η
(s)
Ds
, s = 1, . . . , 2Ds/2−1 . (7.32)
For Ds = 4 we choose
η
(4)
1 =


1
0
0
0

 , η(4)2 =


0
1
0
0

 , (7.33)
and construct recursively the Ds = 6 eight-component basis spinors
η
(6)
1,2 =
(
η
(4)
1,2
0
)
, η
(5)
3,4 =
(
0
η
(4)
1,2
)
. (7.34)
The eight spinors for Ds = 8 are obtained using the obvious generalization. It is
easy to see that the spinors constructed in this way do indeed satisfy the Dirac
equation. To check the completeness relation, we define the Dirac conjugate
spinor to be
u¯(s)(p,m) = η¯
(s)
Ds
(pµΓ
µ +m)√
p0 +m
. (7.35)
Then it is easy to see that Eq. (7.31) is satisfied.
7.3. Berends-Giele recursion relations
Any calculation based on unitarity cuts requires on-shell scattering ampli-
tudes for complex on-shell momenta. For D-dimensional generalized unitarity,
these amplitudes must be computed in D-dimensional space-time which implies
that momenta of some particles in the scattering amplitude and their polariza-
tion states are continued to D-dimensions. How do we obtain such scattering
amplitudes? It turns out that the most robust method that allows a fast and
efficient computation of the on-shell scattering amplitudes is based on the re-
cursion relations by Berends and Giele [102]. Here we summarize the main idea
of this method and give some examples.
Consider a color-ordered (n+1)-gluon scattering amplitude at tree level. We
take one of the gluons off the mass-shell, and remove its polarization vector. The
resulting object is called the gluon current 11; it is denoted by Gµ(g1, g2, .., gn).
The arguments of the current refer to ordered gluons with outgoing momenta
and polarization vectors, i. e. gi = (ki, ǫi). The outgoing momentum of the off-
shell line is −k1−k2−....−kn, due to the momentum conservation. A simple and
11Note that in Ref. [102] the currents also include the gluon propagator of the off-shell
gluon. We choose to define currents without that propagator, to be as close as possible to a
numerical implementation of Berends-Giele recursion relations.
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Figure 7.1: Recursion relation for the n-gluon current, Eq. (7.36), the integers denote the
number of gluons involved in the current.
n
m
n−m
m
k −m
n− k
=
n−1∑
m=1
+
n−1∑
m=1
n−1∑
k=m+1
remarkably robust observation is that there exists a recursion relation that the
gluon current satisfies. One can understand this equation by tracing back the
“off-shell” gluon and realizing that it can split into two or three off-shell currents,
thanks to the presence of three- and four-gluon vertices in QCD. Because such
a splitting can not violate the ordering of the external gluons, the number of
terms that contribute is limited. The recurrence relation reads
Gµ(g1, g2, ...gn) =
n−1∑
m=1
V µνρ3 (−k1;n, k1;m, km+1;n)SGνν′(k1;m)SGρρ′ (km+1;n)
×Gν′(g1, g2, . . . , gm)Gρ′ (gm+1, . . . , gn) (7.36)
+
n−1∑
m=1
n−1∑
k=m+1
V µνρσ4 (−k1;n, k1;m, km+1;k, kk+1;n)SGνν′(k1;m)SGρρ′(km+1;k)
×SGσσ′(kk+1;n)Gν
′
(g1, . . . , gm)G
ρ′ (gm+1, . . . , gk)G
σ′(gk+1, . . . , gn).
In Eq. (7.36), V3,4 are the three- and four-gluon color-stripped vertices, see
Fig. 7.1, SGµν(p) is the gluon propagator and ki;j =
j∑
m=i
km. The on-shell color-
ordered physical amplitude for the (n + 1)-gluon scattering is obtained from
the on-shell limit k21;n → 0 of the n-gluon current Gµ(g1, g2, ...gn), contracted
with the polarization vector of the gluon with momentum k1;n. The Berends-
Giele procedure is recursive since it expresses currents of higher multiplicities
through currents of lower multiplicities. The initial condition for the recursion
is Gµ(g1) = ǫ
µ
1 , so that the one-gluon current is just the polarization vector of
that gluon. It is an important feature of the Berends-Giele construction that
currents can be easily computed for both, complex momenta and in space-times
of higher dimensionality. This makes Berends-Giele recursion an ideal tool to
use with generalized D-dimensional unitarity.
The Berends-Giele recursion can be easily generalized to cases with fermions,
gluons and electroweak vector bosons. Recall that when fermions are involved,
we compute primitive, rather than color-ordered, amplitudes using color-stripped
Feynman rules, Fig. 6.1. An interesting consequence of color ordering is that
the sign of the color-stripped quark-gluon vertex depends on whether, when
progressing along the fermion line towards the vertex facing in the direction of
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Figure 7.2: Recursion relation for the two-quark n-gluon current, Eq. (7.37).
n1
n2
n1
n2 −m
m
m
n1 −m
n2
=
n2−1∑
m=0
+
n1∑
m=1
the arrow, the gluon appears on the right-hand side or on the left-hand side.
The simplest current that one can define in this case is the current that gives the
primitive amplitude for two-quark and n-gluon scattering. We define the cur-
rent by taking the incoming fermion line off shell; we denote the corresponding
current by Q¯(g1, g2, ..., gn1 ; q; gn1+1, gn+2...gn1+n2), with q being the outgoing
fermion. The recursion relation for Q¯ reads
Q¯ =
i√
2
n2−1∑
m=0
Gν(gn1+m+1, .., gn1+n2)Q¯(g1, ..gn1 ; q; gn1+1, ..gn1+m)
× SˆF (pq + k1;n1+m)ΓˆµSGµν(kn1+m+1;n1+n2)
− i√
2
n1∑
m=1
Gν(g1, .., gm)Q¯(gm+1, ..gn1 ; q; gn1+1, ..gn2)
× SˆF (pq + km+1;n1+n2)ΓˆµSGµν(k1;m) ,
(7.37)
where pq is the momentum carried by the outgoing fermion and Sˆ
F (p) = i/(pˆ−
m) is a fermion propagator. We have used the notation Γˆµ in Eq. (7.37) to
denote the D-dimensional Dirac matrix and to emphasize that the recursion
relation can be continued to higher-dimensional space-times in a straightforward
way. This relation is illustrated in Fig. 7.2. The initial condition for the current
Q¯ is given by the massless or massive Dirac-conjugate spinor u¯.
As a further example, we present the recursion relation for the current that
defines the primitive amplitude that involves two quark-pairs of the same flavour
and an arbitrary number of gluons. To define the current, we take one of the
incoming fermions off the mass shell. All partons are ordered; the current
is written as Q¯QQ¯Q(g1...n1 ; q1; gn1+1,...,n12 ; q¯2; gn12+1,...,n123 ; q3; gn123+1,...,n1234).
Here, q1, q¯2 and q3 are the outgoing quark, anti-quark and quark respectively,
nijk... = ni+ nj +nk + . . . , and gi1+1,...i2 denote the i2− i1 gluons gi1+1 . . . gi2 .
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The recursion relation for Q¯QQ¯Q reads
Q¯QQ¯Q(g1...n1 ; q1; gn1+1,...,n12 ; q¯2; gn12+1,...,n123 ; q3; gn123+1,...,n1234) =
−i√
2
n1∑
m=1
Q¯QQ¯Q (gm+1,..,n1; q1; gn1+1,..,n12 ; q¯2; gn12+1,..,n123 ; q3; gn123+1,..,n1234)
×SˆF (q123 + gm+1;n1234)ΓˆµGν(g1...m)SGµν(g1;m)
+
i√
2
n2∑
m=0
Q¯(g1, ..gn1 ; q1; gn1+1, ..gn1+m)Sˆ
F (q1 + g1;n1+m)Γˆ
µ (7.38)
×SGµν(q23 + gn1+m+1;n1234)GνQ¯Q(gn1+m+1;n12 ; q¯2; gn12+1,...,n123 ; q3; gn123+1,...,n1234)
− i√
2
n3∑
m=0
Q¯(gn12+m+1,...,n123; q3; gn123+1,...,n1234)Sˆ
F (q3 + gn12+m+1,n1234)Γˆ
µ
×GνQQ¯(g1...n1 ; q1; gn1+1,...,n12 ; q¯2; gn12+1,...,n12+m)SGµν(q12 + g1;n12+m)
+
i√
2
n4−1∑
m=0
Q¯QQ¯Q(g1,...,n1; q1; gn1+1,...,n12 ; q¯2; gn12+1,...,n123 ; q3; gn123+1,...,n123+m)
×SˆF (q123 + g1;n123+m)ΓˆµGν(gn123+m+1...n1234 )SGµν(gn123+m+1;n1234) .
In Eq. (7.38) Gµ
QQ¯
and Gµ
Q¯Q
denote currents with an off-shell gluon, a quark-
antiquark pair and an arbitrary number of gluons in the final state. We do not
give the explicit recursion relations for these currents, since they are very similar
to the recursion relation shown in Eq. (7.38). Eq. (7.38) holds also for four-quark
amplitudes with two distinct quark flavours as long as the gluon currents GQQ¯
and GQ¯Q are set to zero. It is clear that the right hand side of Eq. (7.38) involves
simpler lower-multiplicity currents. This relation is illustrated in Fig. 7.3. The
initial condition for the current can be obtained by setting ni = 0, i = 1, 2, 3, 4,
in Eq. (7.38). One obtains
Q¯QQ¯Q(q1; q¯2; q3) =
i√
2
Q¯(q1)Sˆ
F (q1)Γˆ
µGνQ¯Q(q¯2; q3)Sˆ
G
µν(q23)
− i√
2
Q¯(q3)Sˆ
F (q3)Γˆ
µGνQQ¯(q1; q¯2)Sˆ
G
µν(q12) .
(7.39)
The above construction generalizes to even more complicated currents, with
e.g. larger number of fermion pairs. Currents that satisfy recurrence relations
can also be constructed to compute scattering amplitudes with color-neutral
particles, that are required to describe the production of the electroweak gauge
bosons and the Higgs boson. Such currents have been heavily used in recent
one-loop computations, see e.g. Refs. [11, 6, 10, 103, 15].
7.4. Britto-Cachazo-Feng-Witten relations for on-shell amplitudes
Berends-Giele recursion relations constitute an important tool for numerical
computations of one-loop scattering amplitudes. There are however also a num-
ber of cases when those relations can be used to derive properties of scattering
84
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
..
.
.
.
.
.
.
.
.
.
.
.
.
.
.
...
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
Figure 7.3: Recursion relation for the four-quarks and n-gluon current, Eq. (7.38).
n1
n2
n3
n4
m
n1 −m
m
n2 −m
m
n3 −m
n4 −m
m
=
n1∑
m=1
+
n2∑
m=0
+
n3∑
m=0
+
n4−1∑
m=0
amplitudes analytically. Interesting examples can be found in a review [83] and
we do not repeat them here. In this Section, we describe a different example
of the application of the Berends-Giele recursion – a derivation of relations be-
tween tree-level on-shell scattering amplitudes involving a different number of
particles, first discovered by Britto, Cachazo, Feng and Witten (BCFW) [104].
We begin by considering the n-gluon color-ordered tree-level scattering am-
plitudeM(gλ1 , gλ2 , .., gλn), where all gluon momenta are incoming. We assume
that n > 4. It is well-known that, in order to be non-zero, the amplitude must
contain at least two helicities (say, minus one) that differ from all the other
helicities (say, plus one). We fix the helicity of the first gluon to be nega-
tive; then, it is always possible to find a gluon of positive helicity in a position
that is not adjacent to the gluon g1. We will therefore study the amplitude
M(1−, . . . , j+, . . . , n), j 6= 2, n.
Following [105], it is convenient to choose a reference frame where the mo-
mentum of the gluon g1 is p1 = µ(1,0⊥, 1) and the momentum of the gluon gj
is pj = µ(1,0⊥,−1), where µ is a constant with the mass dimension one. We
choose the polarization vectors to be ǫ+1 = ǫ
−
j = q/
√
2, where q = (0, 1, i, 0).
We can now deform the momenta of the gluons g1,j by shifting them in the
q-direction
p1 → p1(z) = p1 + z µq, pj → pj(z) = pj − z µq, (7.40)
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where z is a complex parameter. It follows from Eq. (7.40) that p1(z)+ pj(z) =
p1+ pj and, since vectors p1,j and q are orthogonal, p
2
1(z) = p
2
j(z) = 0. Finally,
p1(z) · ǫ1 = 0 and pj(z) · ǫj = 0, which implies that both ǫ1 and ǫj are valid
polarization vectors for gluons with shifted momenta.
If the amplitude M(gλ1,z, ...gλj ,z, ...gλn) is calculated with the momenta
p1,j(z), it becomes a rational function of z since the only place such a de-
pendence enters is through the momenta of gluons g1 and gj . If we assume that
the amplitude M(z) vanishes at z = ∞, so does the integral of M(z) over an
infinitely remote contour ∮
|z|=∞
dz
z
M(z) = 0. (7.41)
The integration in Eq. (7.41) can be performed using Cauchy’s theorem. We
obtain
M(0) +
∑
z=zα 6=0
Res
[M(z)
z
]
= 0, (7.42)
where the sum goes over all poles of the amplitudeM(z) in the complex z-plane.
To understand where these poles come from, we consider all (cyclic) ordered
partitions of the set π = {1, 2, ..j, j + 1, . . . n} into two sets π = {πα1 ∪ παj },
α = 1, . . . αmax such that π
α
1 contains g1 and π
α
j contains gj . We consider now
the value of the parameter z close to zα, defined by the following equation
zα = −
P 2πα1
2µPπα1 · q
, Pπα1 =
∑
i ⊂ πα1
pi, (7.43)
and observe that the dominant contribution to the scattering amplitude comes
from the resonant term
lim
z→zα
M(z)
z
≈ −iM
µ(πα1 )gµνMν(παj )
2µ
(
Pπα1 · q
)
(z − zα) zα
=
i
(z − zα)P 2πα1
×
∑
λ=±
M(πα1 , λ)M(παj , λ).
(7.44)
In the second step in Eq. (7.44), we used gauge invariance of on-shell amplitudes
to replace the metric tensor gµν with the sum over polarizations of the nearly
on-shell, intermediate gluon line. We use Eq. (7.44) to compute the residue in
Eq. (7.42) and obtain the final expression for the on-shell scattering amplitude
M(0) = −i
αmax∑
α=1
∑
λ=±
M(πα1 , λ)M(παj , λ)
P 2πα1
. (7.45)
The striking feature of Eq. (7.45) is that it expresses the desired on-shell scat-
tering amplitude through on-shell scattering amplitudes of lower multiplicities,
evaluated at complex on-shell momenta. This relation between scattering am-
plitudes was derived in Ref. [104]; it is known as the BCFW relation.
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The derivation of the BCFW relation, that we just described, relies on the
fact that the amplitudeM(z) vanishes at z →∞. To prove this feature of QCD
amplitudes, we will use Berends-Giele recursion relations. We begin by deriving
constraints imposed by gauge invariance. If we write the scattering amplitude
as M(z) = ǫ1,µ(z)Aµ(z), gauge invariance requires pµ1 (z)Aµ(z) = 0. Using the
explicit form of p1(z) and the fact that ǫ1,µ = qµ/
√
2, we find
ǫ1,µA
µ(z) = −p
µ
1Aµ(z)√
2µz
. (7.46)
To compute Aµ(z), we can use Berends-Giele recursion relation for the gluon
current. The recursion relation for the gluon current involves two or three lower-
multiplicity currents. One of those currents includes gluon gj that, in the limit
of large z, carries large momentum; we will refer to such a current as “hard” .
We denote the hard (soft) current by Hµ (Sµ) and the (outgoing) momentum
that it carries by pH (pS). In contrast to the previous Section, it is convenient
to include propagators associated with off-shell legs into the definition of the
currents. Contracting the hard and soft currents with three- and four-gluon
vertices, and using the transversality of the currents, we obtain
Hµ ∼(pH + pS)−2
(
2(pH · S)Hµ + (pS − pH)µ(H · S)
− 2(pS ·H)Sµ + V4,µ(S,H, S)
)
.
(7.47)
The large-z limit corresponds to pH = −zµq +O(1), pS ∼ O(1). We will make
the assumption that the hard current scales with z as H ∼ O(1) and we will
show that the recursion relation is consistent with this scaling. To this end
note that, under the scaling assumption, the four-gluon vertex contribution in
Eq. (7.47) is suppressed as z−1 and can be disregarded. We obtain
Hµ ∼ z−1 (2z(q · S)Hµ − zqµ(H · S)− 2(ps ·H)Sµ)
∼ (2q · S)Hµ − qµ(H · S) +O(z−1),
(7.48)
so that indeed Hµ ∼ O(1) in the large-z limit. We note that at large z there
are two terms in the recursion relation – one that is proportional to Hµ and
the other proportional to qµ. Since the initial condition for the recursion is
Hµ = ǫj,µ ∼ qµ, we conclude that the solution of the recursion relation is
Hµ ∼ Jqµ +O(z−1), (7.49)
where the constant J is z-independent. To obtain the amplitude from the cur-
rent, it needs to be multiplied by the off-shell propagator (pH +pS)
2 that scales
as z. Therefore, we find
Aµ(z) ∼ zHµ ∼ Jzqµ +O(1). (7.50)
We use Eq. (7.50) in Eq. (7.46) and derive the scattering amplitude
M(z) = ǫ1,µAµ(z) = −p
µ
1A
µ(z)√
2µz
= −Jp1 · q√
2µ
+O(z−1) = O(z−1), (7.51)
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where the last step follows from the orthogonality of p1 and q. Eq. (7.51) proves
that the on-shell scattering amplitude vanishes in the limit z → ∞. Finally,
we note that, since the Berends-Giele recursion relation can be easily continued
to higher-dimensional space-times, the above derivation shows that the BCFW
relation Eq. (7.45), originally derived in four dimensions, remains valid in a
space-time of arbitrary dimensionality.
7.5. Computations with massive particles
Unitarity-based computations are often discussed in the context of mass-
less particles. Apart from well-known technical simplifications that are possible
in massless theories, but are harder to achieve when massive particles are in-
volved, there are important conceptual issues that must be understood before
incorporating massive particle into the unitarity-based framework for loop com-
putations. Potential complications can already be seen from the fact that when
massive particles are involved, the full basis of master integrals includes tadpole
integrals that do not have a discontinuity in any variable related to the exter-
nal kinematics. However, when the generalized unitarity technique for one-loop
computations is viewed as the consequence of the OPP procedure, it becomes
perfectly clear that massive particles are straightforwardly incorporated into
the unitarity framework. Nevertheless, peculiar features appear when unitarity
and massive particles are combined; the goal of this Section is to mention them.
In our discussion we closely follow Ref. [24]; we also note that all aspects of
the following discussion have been checked in realistic computations of NLO
QCD corrections to top quark pair production reported in Refs. [71, 72, 103].
Analytic computations of one-loop helicity amplitudes for tt¯ production within
generalized unitarity framework can be found in [106].
An important difference between computations with massless and massive
particles is that in the former case there is no renormalization beyond the cou-
pling constant. This happens because all one-particle reducible diagrams, usu-
ally associated with mass- and wave-function renormalization of external par-
ticles vanish in the massless case, provided that dimensional regularization is
used. However, those quantities do not vanish in the massive case. If we define
the renormalization constants for the quark mass m and for the quark wave
function ψ in the on-shell scheme as
m0 = Zmm, ψ0 =
√
Z2ψ, (7.52)
in any covariant gauge we obtain
Zm = Z2 = 1− CF g2scΓ
(
µ2
m2
)ǫ (
3
ǫ
+ 5− η
)
. (7.53)
We use parameter η to distinguish between the four-dimensional helicity scheme
(η = 0) and the ’t Hooft-Veltman scheme (η = 1). We point out that the equality
at one-loop between the two renormalization constants is fortuitous, since Zm
has only ultraviolet divergences while Z2 contains both ultraviolet and infrared
divergences.
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Figure 7.4: A particular cut of a general amplitude with massive quarks and gluons that splits
it into a self-energy contribution and a higher-point function. The different shadings of the
blobs represent different content.
The need to apply wave-function renormalization to remove ultraviolet di-
vergences from a scattering amplitude is related to the fact that one-particle
reducible self-energy corrections to external lines are non-vanishing. When one-
loop scattering amplitudes are computed in a conventional diagrammatic frame-
work, one-particle reducible diagrams are simply discarded, and their effect is
accounted for by the wave-function renormalization constants. Disregarding
one-particle reducible contributions is straightforward in the diagrammatic ap-
proach but it becomes more subtle, if the scattering amplitude is computed from
unitarity cuts.
To illustrate this, we consider one-loop corrections to a scattering amplitude
of a pair of massive quarks and any number of gluons. We focus on a particular
double-cut of that scattering amplitude, where the heavy quark is on one side
of the cut and every other particle is on the other side, see Fig. 7.4. The double
cut of the one-loop amplitude is given by the product of two tree amplitudes,
Res[M(q, {q, g})] =
∑
states
M0(q, q∗, g∗)M(q∗, g∗, {q, g}). (7.54)
The amplitude M0 describes the splitting of a massive fermion into an on-
shell fermion and a gluon; in turn, the amplitude M(q∗, g∗, {q, g}) describes
scattering of the quark q∗ and the gluon g∗ into the final state particles. On
general grounds, this amplitude can be written as a sum of two terms
M(q∗, g∗, {q, g}) = R(pq∗ , pg∗ , {q, g})}
(pq∗ + pg∗)2 −m2 +B(pq
∗ , pg∗ , {q, g}), (7.55)
where the B-amplitude is non-singular in the limit (pq∗ + pg∗)
2 → m2. In the
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case of interest, momentum conservation forces the sum of the two momenta
pq∗ , pg∗ to be equal to pq, so that (pq∗ + pg∗)
2 = p2q = m
2 and the first term in
Eq. (7.55) becomes infinite. By reconstructing the diagram whose double cut
corresponds to the product ofM0(q, q∗, g∗) and the singular term in Eq. (7.55),
it is easy to understand that it corresponds to a one-particle reducible diagram
– the self-energy insertion on an external massive fermion line.
In principle, when the one-loop amplitude is calculated recursively, it is
easy to disregard the singular term by truncating the recursion steps. This
corresponds to setting
M(q∗, g∗, {q, g})→ B(pq∗ , pg∗ , {q, g}) (7.56)
in Eq. (7.55). Such a replacement makes the matrix element finite but it in-
troduces a problem since B(pq∗ , pg∗ , {q, g}) is not gauge-invariant. Gauge in-
variance is restored when the B-amplitude is combined with the on-shell wave-
function renormalization constant shown in Eq. (7.53).12 This requires that
the B-amplitude and the wave function renormalization constant are computed
in the same gauge. It is easiest to compute the wave-function renormalization
constant in one of the covariant gauges; the result is given in Eq. (7.53). Hence,
if we want to use Z2 shown in Eq. (7.53) in an actual computation, we need to
compute the B-amplitude also in a covariant gauge and we choose the Feynman
gauge for that purpose. We implement the Feynman gauge in our calculation
by introducing two unphysical polarizations for the “cut” gluon line with mo-
mentum g∗, so that the sum over polarizations reads
4∑
λ=1
ǫµ(λ)ǫν,∗(λ) = −gµν. (7.57)
We emphasize that this replacement should only be done for the computation
of the B-amplitude, for a very special type of double cut. For other cuts, it is
sufficient to sum over physical polarization states, thanks to gauge invariance
of tree amplitudes.
Another important feature of calculations with massive internal particles is
the existence of a non-vanishing double-cut contribution for light-like momenta.
Because the square of the light-like momentum vanishes, the construction of
the traditional van Neerven - Vermaseren basis becomes impossible. We have
explained in the final paragraph of Sect. 5.2 how to proceed in this case; but
we mention this feature here for completeness. Finally, we point out that when
massive internal particles are present, single-particle cuts appear. While the
calculation of those cuts is straightforward, it is important to keep in mind that
also in that case one-particle reducible contributions to amplitudes cause trou-
ble. The problematic contributions correspond to massive tadpoles diagrams
12 We note that the on-shell wave-function renormalization constant Z2, computed in di-
mensional renormalization, is gauge-parameter independent in Rξ-covariant gauges through
two loops in QCD [107]. However, it is gauge-dependent since Z2 in e.g. the light-cone gauge
and Z2 in the covariant gauges differ.
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and, just as is done in a diagrammatic computation, these contributions should
be discarded. As we already pointed out in the context of the double-cut compu-
tation, within the unitarity framework this is accomplished by truncating steps
in Berends-Giele recursion.
8. Analytic computations
In this Section we discuss some recent ideas related to the possibility to
compute the reduction coefficients directly. We describe approaches suggested
by Forde [29] and Mastrolia [31] to the computation of cut-constructible parts
of one-loop amplitudes and by Badger [30] to the computation of the rational
part. Our discussion is motivated by Refs. [29, 31, 30], but some details are
different. In particular, in contrast to original references we do not use the
spinor-helicity decomposition of the loop momentum. Furthermore, we attempt
to provide an intuitive geometric picture behind the sophisticated choices of
integration variables in Refs. [29, 31, 30]. In this respect, our discussion partially
overlaps with the treatment of one-loop amplitudes in general quantum field
theories, given in Ref. [108]. For simplicity, we consider only massless cases in
this Section. The extension of the method of Ref. [29] to massive theories is
given in Ref. [109].
8.1. Direct computation of the cut-constructible coefficients
To motivate the discussion that follows, we remind the reader that the cut-
constructible part of any one-loop amplitude can be written as a linear combi-
nation of box, triangle, bubble and tadpole one-loop integrals. There is just one
coefficient per master integral in such a linear combination but, within the OPP
framework, we calculate two coefficients per box integral, seven coefficients per
triangle, nine coefficients per bubble and five coefficients per tadpole. All but
one of the coefficients for each master integral vanishes after integration over
the loop momentum. Therefore, the very fact that those terms are computed,
seems to imply that the OPP procedure is not as efficient as, perhaps, it is
possible to make it. Of course, as should be clear from the discussion in pre-
ceding Sections, the large number of coefficients is computed on purpose since
we want to subtract the full contributions of higher-point integrands to lower-
point residues. Therefore, any inefficiency that may be present is not so easy
to get rid of, but it is interesting to investigate if the computation of certain
terms can be avoided. In this Section we explain, following Ref. [29], how to
obtain the required minimal set of the reduction coefficients by simple algebraic
manipulations with cuts of one-loop scattering amplitudes.
We begin with the easiest case – the reduction coefficients for four-point
functions. As we explained above, there are two of them, but one vanishes upon
integration over the loop momentum. Hence, we would like to avoid computing
that coefficient.
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For definiteness, we consider the four-point master integral that contains
inverse Feynman propagators d0, d1, d2, d3. The corresponding reduction coeffi-
cient is calculated from the quadruple cut [20]
d˜
(0)
0123 =
1
2
∑
i=±
A1(li)A2(li)A3(li)A4(li) , (8.1)
where A1,...,4 are the tree on-shell scattering amplitudes and l± are the two
cut momenta that satisfy dj(l
±) = 0, for all j = 0, 1, 2, 3. The result shown in
Eq. (8.1) immediately follows from the discussion in the previous Section and, in
particular, from Eq. (5.29). We stress that d˜
(0)
0123 is the only reduction coefficient
that we need, to determine the contribution of a particular four-point function
to a one-loop scattering amplitude.
Now, consider the triple-cut, that corresponds to the vanishing of the in-
verse propagators d0, d1, d2. The triple cut is parametrized by seven reduction
coefficients; only one of them does not vanish upon integration over the loop
momentum. We now discuss the algebraic procedure that allows us to obtain
the non-vanishing reduction coefficient directly.
As explained in Sect. 5.2, we can write the loop momentum on the cut as
lµ = V µ + l⊥(cosϕ n
µ
3 + sinϕ n
µ
4 ). (8.2)
We remind the reader that in this Section we only address the cut-constructible
part. Therefore, the vector l is purely four-dimensional and there is no depen-
dence on nǫ in Eq. (8.2). In addition, we reiterate that we are treating the
massless case, so the internal masses in the propagators are equal to zero. In
Eq. (8.2), V µ is a constant vector, given by a linear combination of vectors in
the physical space (i.e. orthogonal to n3 and n4 that span the four-dimensional
transverse space) and from l2 = 0 it follows that l⊥ =
√−V 2. Introducing
t+ = e
iϕ, we can rewrite Eq. (8.2) as
lµ+ = V
µ + l⊥
(
t+n
µ
− + t
−1
+ n
µ
+
)
, (8.3)
where n∓ = (n3 ∓ in4)/2, so that n2− = n2+ = 0 and 2n−n+ = 1. The triple-cut
of the one-loop amplitude, evaluated at the momentum l = l+, reads
A1(t+)A2(t+)A3(t+) = c˜012(l+) +
N∑
i=3
d˜
(0)
012i + d˜
(1)
012i(n˜i · l+)
di(l+)
, (8.4)
where n˜i is the four-vector orthogonal to q1, q2 and qi. When writing Eq. (8.4)
we used the fact the loop momentum in Eq. (8.3) depends on a single parameter
t+, therefore the tree amplitudes depend on the loop momentum only through
t+. The inverse propagator di(l+), i ∈ {3, .., N}, reads
di(l+) = (qi + l+)
2 = ∆i + 2l⊥ (qi · n−) t+ + 2l⊥ (qi · n+) t−1+ , (8.5)
where ∆i = q
2
i +2qi ·V . Also, since V µ is a linear combination of the propagator
offset momenta qµ1 and q
µ
2 in d1 and d2 respectively and since n˜
µ
i is orthogonal
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to both of these momenta, we find
d˜
(0)
012i + d˜
(1)
012i(n˜i · l+) = d˜(0)012i + l⊥d˜(1)012i
[
(n˜i · n−)t+ + (n˜i · n+)t−1+
]
. (8.6)
We use Eqs. (8.5,8.6) to perform partial fractioning with respect to the variable
t+. We obtain
d˜
(0)
012i + d˜
(1)
012i(n˜i · l+)
di(l+)
= d˜
(1)
012i
(n˜i · n−)
(2qi · n−) +
ri,1
t+ − t(1)i
+
ri,2
t+ − t(2)i
, (8.7)
where t
(1)
i , t
(2)
i are values of t+ for which di(l+) vanishes and ri,1, ri,2 are inde-
pendent of t+.
The most general parametrization of the triangle residue c˜012(l+) is given in
Eq. (5.16). We can set nǫ → 0 there since in this Section we are interested in
the cut-constructible part only. If we write c˜012 in terms of the variable t+, we
find
c˜012(l+) = c˜
(0)
012 +
3∑
k=−3,k 6=0
c
(k)
012t
k
+, (8.8)
where c˜
(0)
012 is the reduction coefficient of the three-point function. Putting box
and triangle coefficients together, using Eqs. (8.4,8.7,8.8), we derive the following
decomposition of the triple cut of the integrand
A1(t+)A2(t+)A3(t+) =
N∑
i=3

 2∑
j=1
ri,j
t+ − t(j)i
+ d˜
(1)
012i
(n˜i · n−)
(2qi · n−)


+ c˜
(0)
012 +
k=3∑
k=−3,k 6=0
c
(k)
012t
k
+.
(8.9)
The question we address in the following is how to identify and extract the c˜
(0)
012
coefficient if the left hand side of Eq. (8.9) is analytically known as a function of
t. To this end, we define an operator Lt,m such that when it acts on a rational
function F (t), it picks up the coefficient of the O(tm) term in the Laurent
expansion of F (t) at t =∞.13 Applying this operator to both sides of Eq. (8.9),
we obtain
Lt+,0[A1(t+)A2(t+)A3(t+)] = c˜(0)012 +
N∑
i=3
d˜
(1)
012i
(n˜i · n−)
(2qi · n−) . (8.10)
Eq. (8.10) shows that we almost succeeded in computing the reduction coefficient
of the triple-cut directly, except that in Eq. (8.10) there are still contributions
from the evanescent coefficients of the quadruple residue, d˜
(1)
012i, that need to be
13This operator is similar to the operator Inf introduced in Ref. [29].
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removed. To accomplish this, we simply repeat the whole procedure taking the
cut momentum in Eq. (8.2) to be
lµ− = V
µ + l⊥
(
t−n
µ
− + t
−1
− n
µ
+
)
, (8.11)
with t− = 1/t+. Following the discussion that leads to Eq. (8.2), with the
obvious change t+ → t− where appropriate, we find
Lt−,0[A1(t−)A2(t−)A3(t−)] = c˜(0)012 +
N∑
i=3
d˜
(1)
012i
(n˜i · n+)
(2qi · n+) . (8.12)
Taking the average of Eqs. (8.10,8.12), we obtain the final result for the triple
cut coefficient
c˜
(0)
012 =
1
2
∑
i=±
Lti,0[A1(ti)A2(ti)A3(ti)]. (8.13)
In deriving Eq. (8.13), we used the identity
(n˜i · n−)
(qi · n−) +
(n˜i · n+)
(qi · n+) =
(n˜i · n−) (qi · n+) + (n˜i · n+) (qi · n−)
(qi · n−) (qi · n+)
=
n˜µi ωµν(q1, q2)q
ν
i
2 (qi · n−) (qi · n+) =
n˜i · qi
2 (qi · n−) (qi · n+) = 0,
(8.14)
where ωµν(q1, q2) is the metric tensor of the transverse space orthogonal to
vectors q1 and q2. Also, we note that in the last step in Eq. (8.14), we used the
orthogonality of vectors n˜i and q1, q2, qi∈[3,..N ]. Eq. (8.13) provides us with the
local momentum-space relation between products of on-shell amplitudes on the
triple cut and the reduction coefficient of the three-point function.
Next, we extend this discussion to double cuts. For definiteness, we consider
a double cut specified by vanishing of two inverse Feynman propagators. In the
massless case that we study here, these are given by d0 = l
2 and d1 = (l+q1)
2. It
follows from the discussion in the previous Section, that the general expression
for the double cut is
[A1A2] (ld) = b˜01(ld) +
N∑
2≤i<j
d˜01ij(ld)
di(ld)dj(ld)
+
N∑
i=2
c˜01i(ld)
di(ld)
, (8.15)
where ld is the momentum that satisfies the double-cut constraints d0(ld) = 0,
d1(ld) = 0. Similar to the discussion of a triple-cut case, the goal is to find a
procedure that allows the computation of the two-point function reduction coef-
ficient b˜
(0)
01 without having to deal with many other terms present in Eq. (8.15).
To motivate the loop momentum parametrization that we use for the double
cut, we first discuss the genuine bubble coefficient b˜01(ld) and ignore quadruple-
and triple-cut remnants in Eq. (8.15).
As we explained in the previous Section, a generic parametrization of the
loop momentum on the double-cut is
lµd = −
qµ1
2
+ l⊥(n
µ
2 cos θ + n
µ
3 sin θ cosϕ+ n
µ
4 sin θ sinϕ), (8.16)
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where l⊥ =
√−q21/2. It is straightforward to rewrite this expression in terms
of the variable t = eiϕ, that we introduced earlier. We obtain
lµd = −
qµ1
2
+ l⊥
(
nµ2 cos θ + t sin θn
µ
− + t
−1 sin θnµ+
)
. (8.17)
To motivate the parametrization of cos θ and sin θ that we are about to in-
troduce, we note that the full tensor structure of the bubble coefficient shown
in Eq. (5.17) is a linear combination of the constant term, that we need, and
spherical harmonics Y ml (θ, ϕ) ∝ tm with l ≤ 2. We would like to find a way to
identify and project out the spherical harmonics by working with rational func-
tions. It is easy to realize that spherical harmonics with non-vanishing m can
be isolated by performing the Laurent expansion in the variable t at t =∞, and
by picking up t-independent terms. Spherical harmonics that are not removed
by this procedure correspond to l = 0,m = 0, l = 1, m = 0 and l = 2,m = 0.
Hence, by performing Laurent expansion in t and by picking up O(t0) terms,
we isolate14 the following structure on the double cut
b˜01(ld)⇒ b01(θ) = b˜(0)01 + b˜(1)01 cos θ + b˜(2)01 (3 cos2 θ − 1). (8.18)
We need a rational parametrization of cos θ in terms of some variable, for which
another Laurent expansion can be formulated. Typically, such parametrization
will not lead to a rational parametrization of the sin θ function in Eq. (8.17).
For this reason, it is convenient to change variables t → z, where t = z/ sin θ,
and use [29] cos θ = 1− 2y and sin2 θ = 4y(1− y). As a result, the momentum
parametrization in Eq. (8.17) becomes
lµ = −q
µ
1
2
+ l⊥
(
nµ2 (1 − 2y) + znµ− +
4y(1− y)
z
nµ+
)
. (8.19)
The simplest way to extract the coefficient b˜
(0)
01 from the function b01(θ) in
Eq. (8.18) is to integrate over cos θ
1
2
1∫
−1
d cos θ b01(θ) = b˜
(0)
01 . (8.20)
We would like to implement this integration as an algebraic procedure. To this
end, note that because −1 < cos θ < 1, the integration region for y is 0 < y < 1,
and the following integration rule is valid
1∫
0
dy ym =
1
m+ 1
1∫
0
dy. (8.21)
14To avoid confusion, we reiterate that we are are not discussing remnants of four- and
three-point functions at the moment.
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Therefore, a substitution ym → fm = 1/(m + 1), suggested in Ref. [29], is
equivalent to integration over cos θ, which removes b˜
(1)
01 cos θ and b˜
(2)
01 (3 cos
2 θ−1)
in Eq. (8.18). Hence, we find that if we use the parametrization Eq. (8.19) for the
cut loop momentum, we arrive at the simple formula that extracts the reduction
coefficient of the double-cut integral
b˜
(0)
01 =
[
Lz,0
[
b˜01(ld)
]]ym→fm
. (8.22)
In the above equation, the Laurent expansion in z removes all the spherical
harmonics with non-trivial dependence on the azimuthal angle ϕ, while the
substitutions ym → fm help us to integrate over cos θ, removing contributions
of Y 0l=1,2(cos θ) and leaving the constant term b˜
(0)
01 only. Note that one can
accomplish the same goal in a slightly different way, by assuming the following
parametrization for cos θ
cos θ =
1
2
(
w +
2
3w
)
. (8.23)
This parametrization has the property that w-independent term drops out both
in cos θ and in 3 cos2 θ− 1. This implies that the term in the Laurent expansion
that scales like O(w0z0) is the reduction coefficient of a two-point function b˜(0)01 ;
no integration over any parameter is required.
According to Ref. [29], the full double-cut reduction coefficient can be cal-
culated with the help of the following equation
b
(0)
01 =
[
Lz,0
[
Ly,≥0 [A1A2]y
m→fm
]]
− 1
2
∑
i,α=±
[
Lz,≥0[A1A2A3](i)(z, y(i)α )
]zn→Z(n)
,
(8.24)
where the sum runs over all propagators di that, when taken together with d0
and d1, make a valid triple cut of the one-loop amplitude. Also, fm = 1/(m+1),
and Z(n), n = 0, 1, 2, 3 are functions of external momenta and the integer n;
they can be found in Ref. [29] and we also derive them in what follows. The
Laurent expansion operator Lx,≥0 implies that after performing the Laurent
expansion in the variable x at infinity, only non-negative powers of that variable
must be kept. It is assumed that the momentum parametrization of Eq. (8.19)
is used in Eq. (8.24) and y
(i)
± are the two values of the variable y for which
di(ld(z, y
(i)
± )) = 0.
We would like to prove the validity of Eq. (8.24). Since the most gen-
eral parametrization of the double and triple cuts is provided by the OPP
parametrization of the residues, we can check Eq. (8.24) directly. We first
explain why remnants of the quadruple cuts (the terms d˜01ij(ld)/di(ld)/dj(ld))
do not contribute to Eq. (8.24). It happens for two different reasons. One such
contribution is removed by an operator Ly,≥0 from the products of two on-shell
amplitudes A1A2 in Eq. (8.24), because by simple power counting remnants
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of the quadruple cuts vanish in the large y-limit. Interestingly, in the case of
products of three on-shell amplitudes A1A2A3, remnants of quadruple cuts pro-
duce finite z-independent terms, besides terms that vanish in the large-z limit.
However, as we explain below, we have to set Z(0) = 0, for consistency; this
completely removes contributions of quadruple cuts from the right hand side
Eq. (8.24).
We turn to the discussion of double and triple cuts contributions to Eq. (8.24).
The relevant expression for the double cut is given in Eq. (8.15). Since we
explained that the quadruple cut contributions are immaterial, the product
of three on-shell amplitudes is given by the c(l)-functions, evaluated with the
double-cut loop momentum. Since b˜01(ld) is a polynomial in y, we can use the
method explained in the previous Section to extract b˜
(0)
01 . We find
Lz,0
[
Ly,≥0
[
b˜01(ld)
]ym→fm]
= b˜
(0)
01 . (8.25)
We apply Lz,0[. . . ]ym→fm to A1A2 in Eq. (8.15). As discussed quadruple cuts do
not contribute, therefore Eq. (8.24) can only be valid if the triple-cut functions
satisfy the equation
Lz,0
[
Ly,≥0
[
c˜01i(ld(z, y))
di(ld)
]ym→fm]
=
1
2
[Lz,≥0 [c˜01i(ld(z, yi+)) + c˜01i(ld(z, yi−))]]zn→Z(n) ,
(8.26)
for each value of i. In general, c˜01i(l) is the rank-three tensor but, for the sake
of simplicity, we will begin by considering it to be rank-two. We comment on
the rank-three contributions to c˜01i(l) at the end of this Section. We write
c˜01i(l) = c˜
(0)
01i + sµl
µ + tµν l
µlν , (8.27)
where sµ is a vector and tµν is a traceless tensor that are both transverse to q1
and qi.
As a first step, we compute the left hand side in Eq. (8.26). We perform a
Laurent expansion in y at infinity, keeping non-negative powers in the expan-
sion. We integrate over y from zero to one, which is equivalent to making the
substitutions ym → 1/(m+ 1). Then, we perform a further Laurent expansion
in z at z =∞, and pick up the z-independent term O(z0). Finally, we obtain a
simple expression
Lz,0
[
Ly,≥0
[
ci(ld(z, y))
di(ld)
]ym→fm]
=
1
2u+
s · n+ − ∆i
4u2+
tµνn
µ
+n
ν
+, (8.28)
where ∆i = q
2
i − qi · q1 and u+ = qi · n+. We now check if a similar expression
can be obtained by computing the right hand side of Eq. (8.26). To do that, we
need the double-cut momenta evaluated at two particular values of the variable
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y, namely y = y
(i)
± . It is convenient to introduce two auxiliary vectors L =
(l(z, y+) + l(z, y−))/2 and K = (l(z, y+) − l(z, y−))/2. After some algebra, we
find
Lµ = −q
µ
1
2
+ l⊥
(
− ∆i
2l⊥u+
nµ+ +
z
2u+
ωµν(q1)qi,ν − z q
α
i ωαβ(q1)q
β
i
2u2+
nµ+
)
, (8.29)
where ωµν(q1) is the metric tensor of the three-dimensional space which is trans-
verse to the vector q1. In deriving Eq. (8.29), it is important to use the com-
pleteness relations for vectors n2, n±
2nµ+n
ν
− + 2n
µ
−n
ν
+ + n
µ
2n
ν
2 = ω
µν(q1) = g
µν − q
µ
1 q
ν
1
q21
. (8.30)
Because we will only use the vector Lµ in formulas where it is contracted with
vectors or tensors that are transverse to q1 and qi, we can drop q
µ
1 and ω
µν(q1)qi,ν
in Eq. (8.29). Upon doing that, we get a very simple expression
Lµ → Lµ = − n
µ
+
2u+
(
∆i + z
q2i,⊥l⊥
u+
)
, (8.31)
where q2i,⊥ = q
α
i ωαβ(q1)q
β
i . The vector Kµ is obtained using similar arguments.
We find
Kµ = l⊥(y− − y+)κµ, κµ = nµ2 −
u2
u+
nµ+, (8.32)
where u2 = qi · n2. It is easy to establish that only an even number of vectors
Kµ can enter the computation (as can be seen explicitly from Eq. (8.34); as a
result, we need
(y− − y+)2 = 1 +
q2i,⊥
4u2+
z2 +
∆iz
2l⊥u+
. (8.33)
We are now in position to compute c¯i = c˜01i(z, y+)/2 + c˜01i(z, y−)/2. We
obtain
c¯ = c˜
(0)
01i + sµL
µ + tµνL
µLν + tµνK
µKν
= c˜
(0)
01i −
sµn
µ
+
2u+
(
∆i + z
q2i,⊥l⊥
u+
)
+ tµν
nµ+n
ν
+
4u2+
(
∆i + z
q2i,⊥l⊥
u+
)2
+ l2⊥
(
1 +
q2i,⊥
4u2+
z2 +
∆iz
2l⊥u+
)
tµνκ
µκν ,
(8.34)
which implies that c¯ is a polynomial in z. Forde [29] suggests to match Eq. (8.34)
and Eq. (8.28) by defining mappings of powers of z on to some functions zn →
Z(n). Since linearly independent tensor structures must satisfy such mappings
separately, the possibility to do that is not obvious. We now show that it is
possible.
98
To construct such a mapping, we note that Eq. (8.28) does not contain c˜
(0)
01i,
while Eq. (8.34) does. This suggests that all z-independent terms in Eq. (8.34)
must be set to zero, z0 → Z(0) = 0; Eq. (8.34) becomes
c¯ =− sµnµ+
zq2i,⊥l⊥
2u2+
+ tµν
nµ+n
ν
+
4u2+
(
z
2∆iq
2
i,⊥l⊥
u+
+
z2q4i,⊥l
2
⊥
u2+
)
+ l2⊥
(
q2i,⊥
4u2+
z2 +
∆iz
2l⊥u+
)
tµνκ
µκν .
(8.35)
Comparing Eq. (8.35) and Eq. (8.28), we see that expressions for the rank-
one tensors match, provided that we make the substitution
z → Z(1) = − u+
l⊥q2i,⊥
. (8.36)
As a result, Eq. (8.35) becomes
c¯ =
sµn
µ
+
2u+
+
(
z2q4i,⊥l
2
⊥
u2+
− 2∆i
)
tµν
(
nµ+n
ν
+
4u2+
+
κµκν
4q2i,⊥
)
. (8.37)
When we compare tensor structures in Eq. (8.37) and Eq. (8.28), there ap-
pears to be a problem because in Eq. (8.28) the tensor structure involves nµ+n
ν
+
but in Eq. (8.37) κµκν appears in addition. The two equations get reconciled if
we use properties of the tensor tµν and the vectors n
µ
+ and κ
µ.
First, we note that tµν is symmetric, traceless rank-two tensor in the space
that is transverse to q1 and qi. Because vector κ satisfies κ · qi = κ · q1 = 0,
κ2 = 1, we can use it as one of the basis vectors of the required transverse
space. We call the other basis vector σ, σ2 = 1. Then we write the most general
parametrization for the tensor tµν
tµν = t1 (σµσν − κµκν) + t2
2
(σµκν + κνσµ) . (8.38)
When contracting tµν with n
µ
+n
ν
+ and κ
µκν , we use the fact that κ · n+ = 0,
κ · σ = 0. Also, we need (σ · n+)2 and we compute it using the completeness
identity
ωµν(q1, qi) = κ
µκν + σµσν . (8.39)
Contracting ωµν with nµ+n
ν
+, we obtain
(σ · n+)2 = nµ+ωµν(q1, qi)nν+ = −
u2+
q2i,⊥
. (8.40)
Putting everything together, we arrive at
tµν
(
nµ+n
ν
+
4u2+
+
κµκν
4q2i,⊥
)
= t1
(
(σ · n+)2
4u2+
− 1
4q2i,⊥
)
= − t1
2q2i,⊥
. (8.41)
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We then find
c¯ =
sµn
µ
+
2u+
−
(
z2q4i,⊥l
2
⊥
u2+
− 2∆i
)
t1
2q2i,⊥
. (8.42)
Requiring that Eq. (8.42) matches Eq. (8.28), we find the substitution rule
z2 → Z(2) = 3∆iu
2
+
2q4i,⊥l
2
⊥
. (8.43)
Finally, we discuss an extension of these results to the rank-three case. Con-
sider the additional term in Eq. (8.27)
c˜01i(l)→ c˜01i(l) + tµναlµlν lα. (8.44)
When tµνα is expressed through basis vectors κ and σ, four terms appear
tµνα = a1ω
{µνκα} + a2ω{µνσα} + a3κµκνκα + a4σµσνσα. (8.45)
In Eq. (8.45), we introduce the metric tensor of the vector space transverse
to q1 and qi, ωµν = ωµν(q1, qi). Also, indices in curly brackets need to be
symmetrized. Computations in this case are straightforward, although more
tedious than for the rank-one and rank-two. We skip all the details and only
present the result. First, the Laurent expansion, restricted to the rank three
terms, gives
Lz,0
[
Ly,≥0
[
ci(ld)
di(ld)
]ym→fm]
= a2(σ · n+)
(
− 3∆
2
i
8q2i,⊥u+
+
3l2⊥
2u+
)
+ a4(σ · n+)
(
− ∆
2
i
8q2i,⊥u+
+
l2⊥
3u+
)
.
(8.46)
Second, calculating the function c˜01i for ld(z, y±), and using the substitution
rules for zn → Z(n), n = 0, 1, 2, that we derived in this Section, we obtain
1
2
(c(z, y+) + c(z, y−)) = a2(σ · n+)
(
− 3∆
2
i
8q2i,⊥u+
+
3l2⊥
2u+
)
+ a4(σ · n+)
(
3∆2i
16q2i,⊥u+
+
z3l3⊥q
4
⊥,i
8u4+
)
.
(8.47)
Comparing Eq. (8.46) and Eq. (8.47), we find that they can be matched by the
substitution
z3 → Z(3) = 8u
3
+
3l⊥q4i,⊥
− 5∆
2
iu
3
+
2q6i,⊥l
3
⊥
. (8.48)
Because the highest rank of a tensor in the function c(l) is three, Eq. (8.48)
completes the list of substitutions that are required to prove the validity of
Eqs. (8.24) and (8.26).
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8.2. An alternative formula for bubble reduction coefficients
In this Section we describe another approach to the calculation of bubble
reduction coefficients, suggested by Mastrolia in Ref. [31]. We consider a double-
cut of the one-loop scattering amplitude that is defined by the condition that
two inverse propagators, d0 and d1, vanish. We use the parametrization of
the loop momentum given in Eq. (8.16), take the double-cut of the amplitude
given in Eq. (8.15), and integrate over θ and ϕ. We use the expression for the
coefficients d˜(l), c˜(l), b˜(l) in Eqs. (5.12,5.16,5.17), neglect terms proportional to
nǫ, since here we are interested in the cut-constructible part only, and drop
terms that vanish after the integration over the solid angle. We obtain
∫
dΩ
4π
[A1A2](ld) = b˜
(0)
01 +
∑
i
∫
dΩ
4π
c˜
(0)
01i
di(ld)
+
∑
ij
∫
dΩ
4π
d˜
(0)
01ij
di(ld)dj(ld)
, (8.49)
where dΩ = d cos θ dϕ is an element of the solid angle. We stress that remnants
of three- and four-point functions in the right hand side of Eq. (8.49) are multi-
plied by the corresponding reduction coefficients c˜
(0)
01i and d
(0)
01ij and not by the
full l-dependent functions c(l) and d(l). We now rewrite the integration over
the solid angle by performing the standard change of variables
ρ = tan
θ
2
, (8.50)
to express cos θ, sin θ as rational functions of ρ
cos θ =
1− ρ2
1 + ρ2
, sin θ =
2ρ
1 + ρ2
, tan θ =
2ρ
1− ρ2 . (8.51)
We further introduce a complex variable z = ρeiϕ, denote z¯ = ρe−iϕ, and write
cos θ =
1− zz¯
1 + zz¯
, tan θeiϕ =
2z
1− zz¯ , tan θe
−iϕ =
2z¯
1− zz¯ . (8.52)
The final parametrization of the loop momentum reads
lµd = −
qµ1
2
+
√
−q21
2
1− zz¯
1 + zz¯
(
nµ2 +
2z
1− zz¯ n
µ
− +
2z¯
1− zz¯ n
µ
+
)
. (8.53)
Given the mapping between θ, ϕ and z, z¯ variables, it is easy to find the
relation of the integration measures
dΩ =
2dz¯ ∧ dz
i(1 + zz¯)2
. (8.54)
Integration over z and z¯ extends through the entire complex plane D∞. We
therefore rewrite Eq. (8.49) as
b˜
(0)
01 =
1
2πi
∫
D∞
dz¯ ∧ dz
(1 + zz¯)2
f(z, z¯), (8.55)
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where
f(z, z¯) = [A1A2](ld)−
∑
i
c˜
(0)
01i
di(ld)
−
∑
ij
d˜
(0)
01ij
di(ld)dj(ld)
, (8.56)
and the cut momentum ld is given by Eq. (8.53).
As recognized in Ref. [31], Eq. (8.55) has a structure that can be integrated
using the generalized Cauchy (or Cauchy-Pompeiu) theorem. The theorem
states that for a rational function F (z, z¯) defined in a domain Dc of a com-
plex plane that is bounded by a contour Lc, the following identity is valid
1
2πi
∮
Lc
dz F (z, z¯)− 1
2πi
∫
Dc
∂F (z, z¯)
∂z¯
dz¯ ∧ dz
=
∑
Res(F (z, z¯)).
(8.57)
The sum on the right-hand side of Eq. (8.57) runs over all the z-poles in the do-
main Dc. To apply this theorem to the calculation of the double-cut coefficient,
we identify
∂F (z, z¯)
∂z¯
=
f(z, z¯)
(1 + zz¯)2
. (8.58)
We also identify Dc with D∞; as a consequence, the contour Lc in Eq. (8.57)
runs at infinity. Because the limit z, z¯ →∞ corresponds to finite cut-momenta
ld (see Eq. (8.53)), the function f(z, z¯) remains finite in that limit. Then, as
a consequence of Eq. (8.58), we can choose the function F (z, z¯) such that it
vanishes at the complex infinity as 1/(z2z¯). Hence the first term in the Cauchy-
Pompeiu formula Eq. (8.57) can be dropped and we find
∑
z poles ∈D∞
Res [F (z, z¯)] = − 1
2πi
∫
Dc
∂F (z, z¯)
∂z¯
dz¯ ∧ dz = −b˜(0)01 , (8.59)
where in the last equation we simply inserted Eq. (8.55).
It follows from Eq. (8.59) that, to calculate the coefficient b˜
(0)
01 , we need to
find the anti-derivative function F (z, z¯) and compute its residues in the en-
tire complex plane. According to Eqs. (8.56,8.58), the function F (z, z¯) can be
written as a sum of three terms
F (z, z¯) = F (A)(z, z¯)−
∑
i
F (ci)(z, z¯)−
∑
ij
F (dij)(z, z¯), (8.60)
where
∂F (A)(z, z¯)
∂z¯
= (1 + zz¯)−2 [A1A2](z, z¯), (8.61)
and F (ci),(dij) are anti-derivatives due to contributions of three- and four-point
functions in Eq. (8.56). It is easy to see that, F (ci),(dij) have the following form
Res
[
F (c,d)(z, z¯)
]
∼ R(z, z¯) ln(Q(z, z¯)), (8.62)
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where R(z, z¯) and Q(z, z¯) are some rational functions. Those terms subtract
similar contributions to function F (A)(z, z¯); as a result they do not affect the
evaluation of the double-cut reduction coefficient b˜
(0)
01 . This observation was
used in Ref. [31] where it was suggested that one can drop F (c,d)(z, z¯) and all
the logarithmic terms in F (A)(z, z¯) to obtain a simpler formula for the reduction
coefficient
b˜
(0)
01 = −
∑
z poles ∈D∞
Res
[
F (A),rat(z, z¯)
]
. (8.63)
In Eq. (8.63) F (A),rat(z, z¯) is the anti-derivative as in Eq. (8.61), from where all
the logarithmic terms are omitted.
There is a subtlety in proving Eq. (8.63), which is not mentioned in the
literature. Indeed, consider a representation of the amplitudes A1A2 on a double
cut in terms of the OPP reduction coefficients
[A1A2](ld) = b˜01(ld) +
∑ c˜0i1(ld)
di(ld)
+ . . . (8.64)
Using the explicit parametrization of the cut momentum ld as in Eq. (8.53), it
is straightforward to prove that b˜01(ld) only contributes to F
(A),rat(z, z¯). The
term c˜
(0)
01i/di contributes to the logarithmic part of F
(A)(z, z¯) and hence it is
discarded when F (A),rat is constructed.
A more complicated situation occurs however with the spurious contributions
to c˜01i(ld). Consider the rank-one tensor c˜
(1)
01i (s · ld)/di(ld) as an example. Using
the parametrization for di(ld) in terms of z, z¯, we write
di(z, z¯) =
P12(z) + z¯P34(z)
1 + zz¯
, (8.65)
where P12(z) = p1 + zp2, P34(z) = p3 + zp4 and
p1 = q
2
i − qi · q1 + 2l⊥n2 · qi, p2 = 4l⊥n− · qi,
p3 = 4l⊥n+ · qi, p4 = q2i − qi · q1 − 2l⊥n2 · qi.
(8.66)
Computing the contribution of those terms to F (A)(z, z¯) we find
F
(A)
c
(1)
i
(z, z¯) =
N(z, z¯) ln (di(z, z¯))
(P12(z)z − P34(z))2
+R(z, z¯). (8.67)
The second power of the rational function in the denominator of the logarithmic
term in the above equation is a direct consequence of the fact that we are dealing
with the rank-one tensor. In general, a rank-n tensor integral leads to the
appearance of terms ln [di(z, z¯)] /(P12(z)z − P34(z))n+1 in the anti-derivative.
Because our original expression is a spurious term, it should integrate to
zero. This implies that the following equation holds
∑
z poles ∈D∞
Res
[
F
(A)
c
(1)
i
(z, z¯)
]
= 0. (8.68)
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Writing P12(z)z − P34(z) = p2(z − z+)(z − z−) and computing residues at, say,
z = z+, we find
Res
[
F
(A)
c
(1)
i
(z, z¯)
]
z=z+
=
Y+
p22(z− − z+)3
ln(di(z+, z¯+))
+
N(z+, z¯+)
p22(z+ − z−)2
∂ ln di(z, z¯)
∂z
|z=z+ +Resz=z+ [R(z, z¯)] ,
(8.69)
where
Y+ = 2N(z+, z¯+) + (z− − z+)∂N(z, z¯)
∂z
|z=z+ . (8.70)
It is clear that after calculating residues of F
(A)
c
(1)
i
(z, z¯), logarithmic and ratio-
nal functions of z should vanish separately. Therefore, Eq. (8.69) implies that
Y+ = 0 and
∑
z=z±
[
N(z, z¯)
p22(z+ − z−)2
∂ ln di(z, z¯)
∂z
+Res [R(z, z¯)]
]
= 0. (8.71)
Eq. (8.71) is striking since it implies that neglecting logarithmic terms before
computing the residues could, potentially, be problematic since logarithmic and
rational functions mix. This is a consequence of the fact that higher-order poles
in the z-complex plane appear in anti-derivatives of spurious terms. Mixing of
rational and logarithmic functions is controlled by the z-derivatives of propaga-
tor di evaluated at the position of the poles z±. Using Eqs. (8.65,8.66) we find
that
∂ndi(z, z¯)
∂zn
|z=z±,z¯=z¯± = 0, (8.72)
for n ≥ 1. Hence, it follows from Eq. (8.71) that mixing of logarithmic and
rational terms is, indeed, absent. This justifies Eq. (8.63) as a valid way to
compute the double-cut reduction coefficient.
Before closing this Section, we point out that the method of computing
the double-cut reduction coefficient [31], that is described in this Section, is
applicable in a more general case, when arbitrary masses are allowed. Indeed,
the original parametrization of the double-cut loop momentum in terms of polar
and azimuthal angles Eq. (8.16) is valid independently of masses. The mass
dependence appears in the absolute value of the transverse part of the double-
cut momentum l⊥, since the on-shell conditions change l2 = m20, (q1+ l)
2 = m21.
Also, we note that when arbitrary masses are allowed, the coefficients p1,4 in
Eq. (8.66) receive equal shifts of their l⊥-independent parts. However, because
the derivation of Eq. (8.63) only depends on the combination p1 − p4 and is
valid for arbitrary l⊥, we conclude that Eq. (8.63) allows the computation of
the double-cut cut-constructible reduction coefficient in the most general case.
We will comment on the applicability of this method to the computation of the
rational part in the next Section.
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8.3. Direct computation of the rational part
In Section 8.1 we described how to compute the cut-constructible reduction
coefficients directly using Forde’s method [29]. Badger pointed out in Ref. [30]
that this method can be further extended to compute the rational part. Below
we explain how this can be done. We focus on the contribution of a mass-
less scalar field to one-loop gluon scattering amplitudes. As follows from the
supersymmetric decomposition of one-loop scattering amplitudes discussed in
Ref. [73], the rational part of gluon amplitudes can be extracted if such con-
tribution is known. We work in the four-dimensional helicity scheme. In this
Section, we will use the notation µ2 = (l · nǫ)2.
We explained the parametrization of all unitarity cuts in Section 5, includ-
ing their dependence on µ2. In what follows we start the discussion with the
pentuple cut and then move to quadruple, triple and bubble cuts. We make
maximal use of the discussion in Section 8.1 since, as we will see, we need only
minimal modifications to obtain the rational part. We always assume that we
cut a subset of d0, d1, .., d4 inverse propagators, as appropriate for a particular
cut.
As discussed in Section 5.2, the parametrization of the pentuple cut is
e˜01234(l) = e˜
(0)
01234µ
2. (8.73)
The power counting implies that the five-point master integral vanishes in the
limit D → 4, ∫
dDl
(2π)D
µ2
d0d1d2d3d4
→ 0, (8.74)
so that we do not need to compute the reduction coefficients e˜
(0)
01234.
Next, we consider the quadruple cut and choose the momentum parametriza-
tion to be
lνq,± = V
ν
4 ± l⊥nν4 + µnνǫ . (8.75)
As explained in Sect. 5, V4 is a constant vector orthogonal to n4 and nǫ and
l2⊥ = −V 24 − µ2. Taking the quadruple cut we find
[A1A2A3A4] (lq) = d˜
(0)
0123 + d˜
(1)
0123(lq · n4) + d˜(2)0123µ2
+ d˜
(3)
0123µ
2(lq · n4) + d˜(4)0123µ4 +
∑
i
e˜
(0)
0123iµ
2
di(lq)
.
(8.76)
By power counting it is easy to understand that only the term d˜
(4)
0123 µ
4 con-
tributes to the rational part. Since the inverse Feynman propagator di scales as
di ∼ l⊥ ∼ µ in the limit of very large value of µ, we conclude that performing
Laurent expansion at µ = ∞ and picking up the µ4 term gives the coefficient
of the only master integral related to the quadruple cut contribution to the
rational part. We find
d˜
(4)
0123 = Lµ2,4 [A1A2A3A4] (lq,±). (8.77)
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As a next step we discuss the triple cut. For definiteness, we assume
that it corresponds to zeros of inverse propagators d0, d1, d2. The momentum
parametrization reads
lνt,± = V
ν
3 + l⊥
(
tnν∓ + t
−1nν±
)
+ µnνǫ . (8.78)
Similar to the case of the quadruple cut that we have already discussed, V µ3 is
a constant vector and l2⊥ = −V 23 − µ2. Taking the triple cut of the amplitude,
we find
[A1A2A3] (lt) = c˜012(lt) +
∑
i
d˜012i(lt)
di(lt)
+
∑
ij
e˜
(0)
012ijµ
2
di(lt)dj(lt)
, (8.79)
where c˜012(lt) is given in Eq. (5.16). The rational part of the function c˜012 reads
c˜rat012(lt) = c˜
(7)
012µ
2 + c˜
(8)
012(lt · n3)µ2 + c˜(9)012(lt · n4)µ2, (8.80)
and c˜
(7)
012 is the relevant, non-evanescent reduction coefficient. To project onto
c˜
(7)
012, we begin by performing Laurent expansion at t = ∞, as we did for the
cut-constructible part. We find
Lt,0 [c˜012(lt,+)] = c˜(0)012 + c˜(7)012µ2, Lt,0
[
e˜
(0)
012ijµ
2
di(lt,+)dj(lt,+)
]
= 0, (8.81)
and
Lt,0
[
d˜012i(lt,+)
di(lt,+)
]
=
(
d˜
(1)
012i + µ
2d˜
(3)
012i
) n˜(i)4 · n+
2qi · n+ . (8.82)
As we explained in Section 8.1, the contribution of the quadruple-cut coefficient
is removed by taking the sum over two solutions lt,± Eq. (8.78) which, as follows
from the parametrization, corresponds to taking the large-t limit along both n+
and n− directions. Hence, we find
1
2
∑
i=±
Lt,0[A1A2A3](li) = c˜(0)012 + c˜(7)012µ2. (8.83)
The coefficient c˜
(7)
012 is then obtained by the application of an additional Laurent
expansion operator, designed to pick up the O(µ2) term, to the triple cut
c˜
(7)
012 =
1
2
∑
i=±
Lµ2,2 [Lt,0[A1A2A3(li)]] . (8.84)
Finally, it is straightforward to extend this analysis to the double cut, fol-
lowing the discussion of the cut-constructible part. The parametrization of the
momentum shown in Eq. (8.19) is extended in a straightforward way. We write
lµ = −q
µ
1
2
+ l⊥
(
nµ2 (1 − 2y) + znµ− +
4y(1− y)
z
nµ+
)
+ µnµǫ , (8.85)
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where l2⊥ = −q21/4 − µ2. The function b˜01(l) gets an additional contribution
b˜
(9)
01 µ
2 that leads to a rational part. Given the argument described in connec-
tion with the cut-constructible part, about the relation between y and cos θ
integrations, it is clear that
Lz,0
[
Ly,≥0
[
b˜01(z, y)
]ym→fm]
= b˜
(0)
01 + µ
2b˜
(9)
01 . (8.86)
The final ingredients we need to compute the contribution of a double cut to
the rational part, are the terms that come from the remnants of the triple- and
other higher-multiplicity cuts. Similar to the cut-constructible part, we only
look at the remnants of the triple cuts.
In line with what we did in the computation of the cut-constructible part, we
apply the Laurent expansion procedure to the remnant of the triple cut. We can
easily extend Eq. (8.24) to include µ2 by promoting all vectors and constants to
µ2-dependent quantities. Then, because in the analysis of the cut-constructible
part we never used the explicit form of l⊥ and this is the only µ-dependent
quantity, that analysis is applicable also for the rational part. In particular,
substitutions zn → Z(n) that we derived in Sect. 8.1, remain unchanged. As
a result, we find that Eq. (8.24) is valid, provided that the left-hand side is
changed to b
(0)
01 → b(0)01 + b(9)01 µ2. Therefore, to find the reduction coefficient
for the rational part of the two-point function, we only need to apply another
Laurent expansion operator at µ =∞, to Eq. (8.24). We find
b˜
(9)
01 =Lµ,2
[
Lz,0
[
Ly,≥0 [A1A2]y
m→fm
]]
−1
2
∑
i
∑
α=±
Lµ,2
[
Lz,≥0[A1A2A3](i)(z, y(i)α )
]zn→Z(n)
,
(8.87)
which is the formula derived in Ref. [30].
As our final comment, we point out that the procedure for calculating the
double-cut cut-constructible coefficient suggested in Ref. [31] and explained in
Section 8.2 can be easily generalized to deal with the rational part. Indeed, the
double-cut loop momentum parametrization in terms of polar and azimuthal
angles Eq. (8.16) is valid even if a (D − 4)-dependent component of l is added.
Clearly, the on-shell condition gets modified and reads l2⊥+µ
2+q21/4 = 0. While
it does change l⊥, it is easy to realize that the exact form of l⊥ is irrelevant for
the argument in Section 8.2. Hence, we conclude that if the (D−4)-dimensional
part of the loop momentum is kept when the double cut of a one-loop scattering
amplitude is computed, Eq. (8.63) generalizes in a sense that the left hand side
becomes a rank-two polynomial of µ
b˜
(0)
01 + µ
2b˜
(9)
01 = −
∑
z poles ∈D∞
Res
[
F (A),rat(z, z¯)
]
. (8.88)
The rational part of a double cut is then obtained by picking up the µ2-
dependent term after computing the right hand side of Eq. (8.88).
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8.4. Using the helicity formalism
The method of generalized unitarity, as described above, provides an algo-
rithm for computation of one-loop multi-leg amplitudes by extracting reduction
coefficients of one-loop integrals. Since the algorithm is numerical, it can be eas-
ily implemented using the conventional relativistic formalism of Dirac spinors
and polarization vectors. Tree amplitudes, required for the determination of the
reduction coefficients, are computed numerically using recursion relations. This
enables us to avoid dealing with analytic expressions for scattering amplitudes,
making the method robust.
On the other hand, this procedure is amenable to significant simplifications
if scattering amplitudes of massless particles are considered. In this case, ana-
lytic expressions for scattering amplitudes are often available, leading to deeper
insights into the structure of gauge field theories. This is particularly true
for amplitudes in non-abelian gauge field theories, where color-ordered n-gluon
maximally helicity violating (MHV) tree amplitudes are given by a remarkably
simple expression [110]
mn(1
+, 2+, . . . , i−, . . . , j−, . . . , n+) = i
〈ij〉4
〈12〉〈23〉 . . . 〈n1〉 . (8.89)
This result was conjectured as a generalization of analytic results obtained with
helicity methods for four-, five- and six-gluon scattering amplitudes and later
proven for an arbitrary number of gluons [28].
The spinor-helicity methods are also useful in loop computations [111]. How-
ever, because of the four-dimensional nature of spinor-helicity variables, these
methods can not be used directly for computing the rational parts. With the
advent of the unitarity methods simple analytic expressions could be derived
for tree and loop amplitudes in QCD, in N = 4 Super-Yang-Mills theory and
in N = 8 supergravity. Since a number of excellent reviews of spinor-helicity
formalism are available in the literature [82, 83, 112, 113], we do not discuss
it here. Nevertheless, since the helicity method is an important part of the
toolkit of analytic computations in gauge field theories, we summarize the ba-
sics of the method in Appendix D. We also demonstrate in Sec. 9.6 how the
spinor-helicity method can be used in conjunction with generalized unitarity by
deriving compact results for the one-loop amplitude of the qq¯gg subprocess.
9. Examples
The goal of this Section is to discuss examples where the computation of
the full answer, or some well-defined parts of it, can be performed with relative
ease. We are particularly interested in cases where the peculiar nature of the
rational part, and its relation to anomalous behavior of quantum field theories,
becomes explicit. This feature is best illustrated by computing one-loop quan-
tities that are finite but whose computation in four-dimensions – or better to
say in unregularized quantum field theory – would have been impossible. In the
literature, some calculations of the rational part of multi-gluon amplitudes are
reported [114, 30]; our examples below refer to a slightly different physics.
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Figure 9.1: The three diagrams for the H → γγ decay mediated by a loop of charged scalars.
9.1. Higgs decay to two photons through massless scalars
We begin by considering the decay of a scalar particle – we will call it the
Higgs boson – to two massless gauge bosons – the photons – through a loop of
massless charged scalars. We label those scalars as ϕ±. If physical justification
is needed, the massless scalars can be thought of as longitudinal modes of W -
bosons; treating longitudinal W -bosons as massless scalar particles in Higgs
boson decays is justified by the Equivalence Theorem [115, 116] in the limit
mH ≫ mW . We will denote the coupling of the massless scalars to the Higgs
boson as gH , so that the Hϕ
2 vertex is −igH . We consider the decay of the
Higgs boson with the mass mH in its rest frame. The photon momenta are
taken to be k1,2 = (mH/2, 0, 0,±mH/2). For the decay of the Higgs boson to
occur, the photons should have equal helicities. Their polarization vectors are
chosen to be
e1,2 =
1√
2
(0, 1,±i, 0). (9.1)
There are three different diagrams that contribute to the decay of the Higgs
boson to two photons shown in Fig. 9.1. Given that virtual particles, as well as
photons, are massless, the unitarity calculation includes two triple cuts and a
double cut. The double cuts that have a single photon on one side of the cut
can be disregarded because the corresponding master integrals are scaleless and
therefore vanish.
We begin the computation with one of the triple cuts. The loop momentum
must satisfy the cut constraints given by the following equations
l2 = 0, (l + k1)
2 = 0, (l − k2)2 = 0. (9.2)
These equations imply that l must be orthogonal to k1 and k2, (l ·k1) = (l ·k2) =
0, therefore the solution of these equations is simply given by lµ = lµ⊥+(l ·nǫ)nǫ,
where l⊥ · k1 = l⊥ · k2 = 0 and l2⊥ + (l · nǫ)2 = 0. The numerator of the triple
cut is given by the product of two ϕϕγ vertices and the Hϕ2 vertex. Because
k1,2 ·e1,2 = 0, the numerator is proportional to (l⊥ ·e1)(l⊥ ·e2). We can simplify
this expression by using the specific form of the polarization vectors e1,2. We
write
4(l⊥ · e1)(l⊥ · e2) = 2l⊥,µl⊥,ν (eµ1eν2 + eν1eµ2 )
= −2lµ⊥lν⊥ωµν(k1, k2) = 2l2⊥(e1 · e2) = −2(l · nǫ)2(e1 · e2),
(9.3)
where ωµν is the projector on the full transverse space, c.f. Eq. (3.20). In
Eq. (9.3) we used the fact that only its four-dimensional part (eµ1e
ν
2 + e
ν
1e
µ
2 )
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contributes when contracted with l⊥,µl⊥,ν. Hence, the numerator factor of the
triple cut reads
I(3,a) = −2gHe2(l · nǫ)2(e1 · e2). (9.4)
Computing also the second triple cut, we obtain the contribution of the three-
point function to the amplitude
At = −2gHe2
∫
dDl
(2π)D
(
(l · nǫ)2(e1 · e2)
l2(l + k1)2(l − k2)2 +
(l · nǫ)2(e1 · e2)
l2(l + k2)2(l − k1)2
)
. (9.5)
It is easy to compute the corresponding integrals since they do not depend on
kinematics, c.f. Eq. (B.6),∫
dDl
(2π)D
(l · nǫ)2
d1d2d3
= − i
32π2
+O(ǫ). (9.6)
As the next step, we need to compute the double cut, with the Higgs boson
on one side of the cut and both photons on the other. The momentum on the
cut satisfies the constraint
l2 = 0, (l −K)2 = 0, K = k1 + k2. (9.7)
The momentum l that satisfies these constraints is written as
lµ =
1
2
Kµ + lµ⊥ + (l · nǫ)nµǫ , (9.8)
where l⊥ ·K = l⊥ · nǫ = 0 and
l2⊥ + (l · nǫ)2 = −
K2
4
= −m
2
H
4
. (9.9)
The residue of the one-loop amplitude on the double cut is proportional to
ϕ(K − l) + ϕ(l)→ γ(k1) + γ(k2) on-shell scattering amplitude,
Atreeϕ(K−l)+ϕ(l)→γ(k1)+γ(k2) = −ie2
[
(2l · e1)(2l · e2)
(l + k1)2
+
(2l · e2)(2l · e1)
(l + k2)2
+ 2e1e2
]
,
(9.10)
where we used the fact that k1,2 · e1 = k1,2 · e2 = 0. Therefore the residue reads
I(2) = −gHe2
[
4(l · e1)(l · e2)
(
1
2l · k1 +
1
2l · k2
)
+ 2e1 · e2
]
. (9.11)
The first two terms can be simplified since
2l · k1,2 = k1 · k2 + 2l⊥ · k1,2 = m
2
H
2
±mH(l · n3), (9.12)
where n1 = (0, 1, 0, 0), n2 = (0, 0, 1, 0), n3 = (0, 0, 0, 1). Moreover, using
2(l · e1)(l · e2) = −e1 · e2
[
(l · n1)2 + (l · n2)2
]
= e1 · e2
[
l2⊥ + (l · n3)2
]
, (9.13)
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we find
I(2) = 8gHe2 (l · nǫ)
2 e1 · e2
m2H − 4(n3 · l)2
. (9.14)
We note that I(2) in Eq. (9.14) is not yet a result for the double cut that
can be easily translated into the reduction coefficient of the two-point function.
For this last step, we need to subtract from Eq. (9.14) the contributions of all
possible higher-point coefficients to the double cut. This procedure is explained
in detail in Sect.5. In the present case we just need to subtract from Eq. (9.14)
the contributions of the three-point functions in Eq. (9.5) to the double cut.
Given the difference in the momentum parametrization in triple and double
cuts, the term that needs to be subtracted reads
Isubtr = −2gHe
2 e1 · e2(l · nǫ)2
l2
∣∣∣∣∣
l→l1
− 2gHe
2 e1 · e2(l · nǫ)2
l2
∣∣∣∣∣
l→l2
, (9.15)
where l1,2 = l − k1,2 and the momentum l is given in Eq. (9.8). A simple
computation yields
Isubtr = 8gHe2 (l · nǫ)
2 e1 · e2
m2H − 4(n3 · l)2
. (9.16)
Comparing Eq. (9.14) and Eq. (9.16), we see that complete double-cut con-
tribution of the one-loop amplitude is contained in the triple cut which implies
that the two-point function reduction coefficients vanish. Therefore, the one-
loop amplitude for the Higgs boson decay to two photons through a massless
scalar loop is given by Eq. (9.5) and is entirely due to the rational part of a
three-point function. We obtain
A = igH α
2π
(e1 · e2). (9.17)
Finally, as we already mentioned, this calculation describes the mH ≫ mW
limit of the W -boson loop contribution to H → γγ scattering amplitude. The
phenomenology of the Higgs boson decay into two photons was first discussed
in Ref. [117].
9.2. Higgs decay to two gluons through massive quarks loop
In this Section, we discuss the decay of the Higgs boson to two gluons,
through the triangle loop of massive quarks, see Fig. 9.2. Our goal here is to
illustrate two different ways – the Passarino-Veltman reduction and the OPP
procedure – to describe this process. We define the amplitude for Higgs boson
decay to two gluons H(k3)→ g(k1) + g(k2) as
Mh1,h2 = δa1,a2
gHαs
8π
A, A =
∫
dDl
iπD/2
Ah1,h2(k1, k2, l), (9.18)
where h1,2 and a1,2 are the helicity and color labels of the two gluons, gH is the
Yukawa coupling of the Higgs boson to massive fermions and αs is the strong
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Figure 9.2: Diagrams that contribute to Higgs boson decay to two gluons through a massive
quark loop.
coupling constant. Because the Higgs boson is a spinless particle, the two gluons
in the final state must have identical helicities. Thanks to parity conservation,
M++ =M−−, and we only need to consider the case h1 = h2 = +1. We work in
the rest frame of the Higgs-boson, and choose the momenta and helicity vectors
as
k1,2 =
mH
2
(1, 0, 0,±1) , e+1,2 =
1√
2
(0, 1,±i, 0) ,
ki · e+1,2 = 0 , e+1 · e+2 = −1.
(9.19)
The integrand function can be written as
A = Tr[(lˆ +m)eˆ1(lˆ + kˆ1 +m)eˆ2(lˆ + kˆ3 +m)]
d0d1d3
+
[
1↔ 2
]
, (9.20)
where
d0 = l
2 −m2, d1 = (l + k1)2 −m2 , d3 = (l + k3)2 −m2. (9.21)
Evaluating the trace and setting Tr[1] = 2D/2 → 4, we obtain
A = 4m
{[4(l · e1)(l · e2) + 12m2H
d0d1d3
+
1
d0d3
]
+
[
1↔ 2
]}
. (9.22)
We consider the OPP reduction of the amplitude in Eq. (9.22). The OPP
parametrization of the integrand reads
A = c˜1(l)
d0d1d3
+
c˜2(l)
d0d2d3
+
b˜03(l)
d0d3
+ . . . , (9.23)
where the points of ellipsis indicate contributions to the integrand that, when
integrated over the loop momentum, can only depend on a single parameter – the
quark mass. We begin by calculating the triple cut, specified by the condition
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d0 = d1 = d3 = 0. The loop momentum on this triple cut is parametrized
similar to Eq. (8.3)
lµ1 = −kµ1 + i
l⊥√
2
(
zeµ1 +
1
z
eµ2
)
+ µnµǫ , l
2
⊥ = m
2 − µ2, (9.24)
where µ = l · nǫ. Using the cut momentum Eq. (9.24) in Eq. (9.20) to compute
the relevant residue, we obtain
c˜1(z, µ
2) = lim
d0,1,3→0
d0d1d3A = 4m
[
1
2
m2H − 2m2 + 2µ2
]
. (9.25)
The generic parametrization of the triple cut is given in Eq. (8.8); it reads
c˜1(z, µ
2) =
3∑
j=−3
c˜
(j)
1 z
j + c˜
(ǫ)
1 (z)µ
2. (9.26)
Comparing Eqs. (9.25) and (9.26), we find
c˜
(0)
1 = 4m
[
1
2
m2H − 2m2
]
, c˜
(ǫ)
1 (z) = 8m, c˜
(j)
1 = 0, j 6= 0 . (9.27)
The coefficient of the second triple cut is obtained by the exchange of the indices
1↔ 2; we conclude that c2 = c1.
Next, we need to evaluate contributions from double cuts. We begin by
considering the cut d0(l) = 0, d3(l) = 0. The loop momentum is parametrized
as
lµ03 = −
kµ3
2
+ il⊥
(
kµ12
mH
(1− 2y) + z e
µ
1√
2
+ 4y(1− y) e
µ
2
z
√
2
)
+ µnµǫ , (9.28)
where k12 = k1 − k2 and l2⊥ = m2 −m2H/4− µ2.
We can compute the double-cut using this momentum parametrization in
the trace, Eq. (9.22) and subtracting from it the double-cut remnant of a triple
cut contribution Eq. (9.25)
b˜03(l) = lim
d0,3→0
d0d3
[
A−
(
c˜1(l)
d0d1d3
+
c˜2(l)
d0d2d3
)]
=
[ (
4(l03 · e1)(l03 · e2) + 2m2 − 2µ2
)( 1
d1
+
1
d2
)
+ 2
]
.
(9.29)
It is easy to see that the following relations are true
4(l03 · e1)(l03 · e2) = −2l2⊥
[
1− (1− 2y)2] ,
d1d2 = m
2
H
[
(m2 − µ2)(1 − 2y)2 + m
2
H
4
[1− (1− 2y)2]
]
,
(9.30)
and d1 + d2 = −m2H . Inserting these expressions into Eq. (9.29) we find that
b˜03(l) = 0.
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We can now argue that the remaining double- and single-cut contributions
should vanish as well. Indeed, it is easy to see that all these contributions can
be written through a single divergent vacuum bubble master integral I1(m
2),
cf. Eq. (2.6). Since this integral is ultraviolet-divergent, and the amplitude
H → gg is ultraviolet-finite, the reduction coefficient of this reduction integral
must vanish. We conclude that the H → gg amplitude is completely determined
by the triple cut contribution. To arrive at the final answer, we need to use
the triple cut reduction coefficient, in conjunction with the values of master
integrals. We find
A = 2c˜
(0)
1 I3[1] + 2c˜
(ǫ)
1 I3[µ
2] , I3[x
2] =
∫
dDl
iπD/2
x2
d0d1d3
, (9.31)
where I3[1] denotes the standard scalar triangle integral and I3[µ
2] can be ob-
tained from Eq. (B.6). We find
I3[1] = I3(0, 0,m
2
H ,m
2,m2,m2) =
2
m2H
f(τ) , I3[µ
2] = −1
2
, (9.32)
where
f(τ) =


− arcsin2 1√
τ
, if τ > 1 ,
+ 14
(
ln 1+
√
1−τ
1−√1−τ − iπ
)2
, if τ ≤ 1 . (9.33)
Putting everything together, we obtain the well-known result (see e.g. Ref. [118]),
A = 8m [(1− τ)f(τ) − 1] , τ = 4m
2
m2H
. (9.34)
We now briefly discuss how to derive the same result using the Passarino-
Veltman reduction. We use the results for the Passarino-Veltman reduction
given in Section 2. The integral of the rank two tensor part of the first term in
Eq. (9.22) is given by the C00 function of Eq. (2.12). We note that
(l · e1)(l · e2) = −1
2
wµν lµlν , w
µν = −eµ1eν2 − eµ1eν2 , wµµ = 2, (9.35)
and, therefore, ∫
dDl
iπD/2
4(l · e1)(l · e2)
d0d1d3
= −4 C00(1, 2, 3) . (9.36)
Using the reduction equations (2.13, 2.14, 2.20, 2.26) we obtain
−4 C00(1, 2, 3) =− 2
D − 2(2m
2C0(1, 2, 3) +B0(1, 3)) =
− 2m2I3[1]− I2(m2H ,m2,m2)− 1.
(9.37)
By inserting this value of the tensor integral into the expression of the amplitude
A of Eq. (9.22), the scalar bubble integral function I2(m2H ,m2,m2) is cancelled
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Figure 9.3: One of the diagrams that contributes to photon-photon scattering.
by the contribution from the two-denominator term in Eq. (9.22) and we repro-
duce the previous result (9.34). As already has been pointed out in Section 2
in the Passarino-Veltman reduction the rational part is obtained by a cancella-
tion of the 1/ǫ singularity of the two-point scalar integral with the ǫ-dependent
coefficient 2/(D − 2), that appears in the reduction formula, Eq. (9.37).
9.3. The rational part of the four-photon scattering amplitudes
Our next example concerns the photon-photon scattering through a loop of
massive fermions. This process is described by an ultraviolet-finite scattering
amplitude that, however, can not be computed in four dimensions. As a con-
sequence, the four-photon scattering amplitude has a non-trivial rational part
whose computation we now describe.
We denote the incoming momentum of the i-th photon by qi and its polar-
ization vector by ei, i = 1, . . . , 4. There are six diagrams that contribute to the
scattering amplitude, but only three of them are independent. This allows us
to write
Mtot = −2iα2M, M =
∑
i=a,b,c
Mi. (9.38)
Contribution of the diagram a, shown in Fig. 9.3, reads
Ma = −i
∫
dDl
πD/2
Numa(l,m, {qi}, {ei})
d0d1d2d3
, (9.39)
where d0 = (l
2−m2), d1 = (l+q1)2−m2, d2 = (l+q12)2−m2, d3 = (l−q4)2−m2,
q12 = q1 + q2 and the numerator function is
Numa = Tr(eˆ1(lˆ +m)eˆ4(lˆ − qˆ4 +m)eˆ3(lˆ + qˆ12 +m)eˆ2(lˆ + q1 +m)). (9.40)
Contributions of diagrams b, c are obtained from Eq. (9.39) by simple substitu-
tions, Mb =Ma(3↔ 4) and Mc =Ma(2↔ 3).
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The polarization vector e of a massless gauge boson can be chosen in such
a way that it satisfies a constraint e · naux, where naux is an auxiliary light-like
vector. We use this freedom and choose q2 to be an auxiliary vector for e1, q1
for e2, q3 for e4 and q4 for e3. We shall refer to these choices as gauge fixing
conditions. As an example, we consider positive helicities of the photons 1 and
2. Then we can write
e+µ1 e
+ν
2 =
1
2
(e+1 · e+2 )
(
ωµν(q1, q2)− i(q1 · q2)−1ǫµναβq1,αq2,β
)
, (9.41)
where ωµν(q1, q2) is the metric tensor of the linear vector space that is transverse
to the two light-like vectors q1 and q2
ωµν(q1, q2) = g
µν
4 −
qµ1 q
ν
2 + q
ν
1 q
µ
2
q1 · q2 . (9.42)
We note that gµν4 is the metric tensor of the four-dimensional space.
As follows from Eqs. (9.39, 9.40), the photon-photon scattering is described
by the four-point tensor integrals up to rank four. As we explained in Sect. 5.3,
only rank-four and rank-three four-point tensor integrals contain a rational part;
for this reason we focus on those integrals in what follows. We begin by consid-
ering the rational part of the photon scattering amplitude that originates from
the rank-four tensor integrals. We shall use the notation R[O], to denote the
rational part of the amplitude O. For diagram a the corresponding expression
reads
R[M(4)a ] = Tr[eˆ1γµeˆ4γν eˆ3γαeˆ2γβ]R4,aµναβ , (9.43)
where
R4,aµναβ = −i R
[ ∫
dDl
πD/2
× lµlν lαlβ
d0d1d2d3
]
. (9.44)
We can calculate trace in Eq. (9.43) and simplify it by noticing that the rank-four
tensor integral is fully-symmetric and that, when all of its indices are contracted,
the rational part vanishes. This allows us to write
R[M(4)a ] =
(
32eµ1e
ν
2e
α
3 e
β
4 − 8fµν1,4;2,3gαβ − 8fµν1,2;3,4gαβ
)
R4,aµναβ , (9.45)
where fµνij;km = e
µ
i e
ν
j (ek · em) + eµkeνm(ei · ej). A computation of a similar con-
tribution for other diagrams amounts to a simple permutation of momenta and
polarization vectors. The complete result for the rational part that originates
from the rank-four tensor integrals reads
R[M(4)] = 32eµ1eν2eα3 eβ4R4µναβ − 8fµν1,4;2,3gαβ
(
R4,aµναβ +R
4,c
µναβ
)
− 8fµν1,2;3,4gαβ
(
R4,aµναβ +R
4,b
µναβ
)
− 8fµν1,3;2,4gαβ
(
R4,bµναβ +R
4,c
µναβ
)
,
(9.46)
where R4µναβ =
∑
i=a,b,c
R4,iµναβ .
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All but one term in Eq. (9.46) include a contraction of the metric tensor
gαβ with the rational part of various rank-four tensors. Those terms are easy to
compute because such a contraction gives a rank-two four-point function which
does not have a rational part and a rank-two three-point function whose rational
part is simple, cf. Appendix B. We obtain
gαβR4,aµναβ = g
αβR4,cµναβ =
1
4
ωµν(q2, q3),
gαβR
4,b
µναβ =
1
4
ωµν(q2, q4).
(9.47)
Hence, the rational part of the amplitude related to the rank-four tensor con-
tribution is
R[M(4)] = 32eµ1eν2eα3 eβ4R4µναβ − 4fµν1,4;2,3ωµν(q2, q3)
− 2 (fµν1,2;3,4 + fµν1,3;2,4) (ωµν(q2, q3) + ωµν(q2, q4)) . (9.48)
As the next step, we consider the rank-three part of the amplitude. There
are more terms that contribute in this case but a simplification comes from
the observation that if any pair of indices of a rank-three four-point function
is contracted with the metric tensor, the resulting integrals have no rational
part. We compute traces, use the gauge fixing conditions for the polarization
vectors and disregard all terms where two indices of the rank three tensor are
contracted. For the diagram a we find
R[M(3)a ] = −16
(
(e1 · e2)eµ4eν3qα1 + (e2 · e3)eµ4 eν1qα12
− (e4 · e3)eµ1eν2qα4
)
R3,aµνα(q1, q12,−q4),
(9.49)
where the momenta of three propagators that enter the rank-three box integral
are shown explicitly. We can simplify this expression using the symmetry of
Rµνα3,a with respect to its Lorentz indices and the fact that in Eq. (9.49) R
µνα
3,a is
always contracted with one of the propagator momenta, projecting the general
expression for the rational part of the rank-three four-point functions, that is
found in Appendix B, on one of the vectors in the van Neerven-Vermaseren
basis. Moreover, for simplification purposes, it is useful to write the rational
part of the rank-three four-point integral as
Rµνα3,a (q1, q12,−q4) =
1
8
(
vα1 (ω
µν(q3, q4)− ωµν(q2, q3))
+ vα2 (ω
µν(q1, q4)− ωµν(q2, q3)) + vα3 (ωµν(q1, q2)− ωµν(q2, q3))
)
,
(9.50)
where the vectors v1,2,3 are such that the only non-vanishing scalar products are
v1 · q1 = 1, v2 · q12 = 1 and v3 · q4 = −1. We use Eq. (9.50) in Eq. (9.49), obtain
contributions of other diagrams by permutations of momenta and polarization
vectors, and arrive at the following result for the contribution of rank-three
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tensors to the rational part
R[M(3)] = −4
∑
i6=j 6=k 6=m
(ei ∧ ej)ij (ek · em) + 4fµν1,4;2,3ωµν(q2, q3)
+ 2(fµν1,2;3,4 + f
µν
1,3;2,4) (ω
µν(q2, q3) + ω
µν(q2, q4))
+ 32(eµ1e
ν
2e
α
4 (e3 · q1) + eµ1eν3eα4 (e2 · q3))Rµνα3,c (q1, q13,−q4).
(9.51)
In Eq. (9.51), we introduced the notation
(ei ∧ ej)ij = eµi ωµν(qi, qj)eνj . (9.52)
The term with R3,c in Eq. (9.51) does not contribute. We can see this using the
explicit expression
Rµνα3,c (q1, q13,−q4) =
1
8
(
vα1 (ω
µν(q2, q4)− ωµν(q2, q3))
+ vα2 (ω
µν(q1, q4)− ωµν(q2, q3)) + vα3 (ωµν(q1, q3)− ωµν(q2, q3))
)
,
(9.53)
so that
eν1e
α
2R
µνα
3,c = e
ν
3e
α
4R
µνα
3,c = 0, (9.54)
thanks to our gauge fixing conditions. Finally, if we combine the rank-four and
the rank-three parts of the amplitude, terms with fµνij;km cancel out and we
obtain the simple result for the full rational part of the four-photon scattering
amplitude
R[M] = 32eµ1eν2eα3 eβ4R4µναβ − 4
∑
i6=j 6=k 6=m
(ei ∧ ej)ij (ek · em). (9.55)
We are left with the question of how to compute the first term in Eq. (9.55),
i.e. the rational part of the rank-four box contracted with the polarization vec-
tors. To do this, we use Eq. (9.41) where the tensor product of two photon
polarization vectors is written as a linear combination of the metric tensor and
the Levi-Civita tensor and observe that the Levi-Civita tensor does not con-
tribute because of the symmetry of Rµναβ4 . We obtain
32e+1,µe
+
2,νR
µναβ
4 = 16(e
+
1 · e+2 )ωµν(q1, q2)Rµναβ4
= 16(e+1 · e+2 )
(
gµν4 − 4
qµ1 q
ν
2
q212
)
R4µναβ
= 16(e+1 · e+2 )
(
gµν − gµν−2ǫ − 4
qµ1 q
ν
2
q212
)
R4µναβ .
(9.56)
Note that in the last step in Eq. (9.56), we wrote gµν4 – the metric tensor of
the four-dimensional space – as a difference of the full metric tensor gµν and
the metric tensor of the (D − 4)-dimensional space. The contraction of Rµναβ4
with the tensor gµν is straightforward to compute since the resulting integral is
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just the rank-two three point function whose rational part is very simple. To
calculate qµ1 q
ν
2R
4
µναβ , we contract the momentum q1 with the loop momentum
l, rewrite the scalar product through the inverse propagators and shift the loop
momentum, as appropriate, to ensure cancellations of (parts) of diagrams. We
obtain
2qµ1R
4
µναβ =
1
4
(
q
{ν
34ω
αβ}(q3, q4) + q
{ν
14ω
αβ}(q2, q3)− q{ν3 ωαβ}(q2, q4)
)
, (9.57)
where q14 = q1 − q4. Eq. (9.57) – a remnant of the gauge-invariance – allows us
to get rid of all rank four-boxes and rank-three triangles whose rational parts
are complicated. The last thing we need is the contraction of Rµναβ4 with g
µν
−2ǫ.
We obtain
gµν−2ǫRµναβ =
1
24ǫ
(
−2ǫgαβ + 2g−2ǫαβ
)
. (9.58)
Putting the three terms together, we find
32e+,µ1 e
+,ν
2 e
α
3 e
β
4R
4
µναβ = 12(e
+
1 · e+2 )(e3 · e4). (9.59)
Hence, the rational part of the full photon-photon scattering amplitude reads
R[M] = 12(e+1 · e+2 )(e3 · e4)− 4
∑
i6=j 6=k 6=m
(ei ∧ ej) (ek · em). (9.60)
We can further simplify the sum in the above equation using the gauge fixing
condition. We find
R[M++λ3λ4 ] = 8iα2(e+1 e+2 )
[
1 +
(
1− λ¯34
) (q1 · q2)(q1 · e3)(q1 · e4)
q1 · q3 q1 · q4
]
, (9.61)
where λ¯34 = (λ3 + λ4)/2 is the average helicity of the photons 3 and 4.
We note that the result for the rational part of the photon-photon scattering
amplitude Eq. (9.61) agrees with the explicit computation in Ref. [119] which
was performed for massless virtual fermions. Our derivation shows that the ra-
tional part of the four-photon scattering amplitude is, in fact, mass-independent.
In particular, the rational part is given by Eq. (9.61) even if the energy of the
photon-photon scattering is much smaller than the fermion mass. We emphasize
that this feature is striking because the full amplitude in this limit does depend
on the mass of the virtual fermion. In fact, it is well known that the full am-
plitude for photon-photon scattering, given by the sum of the cut-constructible
and the rational parts, scales as
M∼ e4 s
2
m4
, m≫ √s, (9.62)
where
√
s is the energy of the photon-photon collision. It follows that in or-
der to make Eqs. (9.61, 9.62) consistent, we must assume that the rational part
Eq. (9.61) cancels the mass-independent term in the cut-constructible part, mak-
ing the full amplitude consistent with the required mass scaling. However, such
cancellations signal potential sources of numerical instabilities at low energies,√
s≪ m, which may be hard to deal with.
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9.4. Rational parts of n-photon scattering amplitudes, n > 4
We comment on the rational part of higher-multiplicity photon scatter-
ing amplitudes. For six-photon scattering, the rational part was computed in
Ref. [119] and was found to be zero
R[M6γ ] = 0. (9.63)
Later, it was argued in Ref. [32] that rational parts of n-photon scattering
amplitudes vanish for n ≥ 6. In what follows, we summarize arguments given
in Ref. [32]. In the remainder of this Section, we consider photon scattering
mediated by massless fermions.
To simplify the problem, it is useful to invoke the supersymmetric decom-
position of scattering amplitudes [73]. This decomposition allows us to argue
that rational parts of a photon scattering amplitude mediated by fermions are
identical to the rational parts of a photon scattering amplitude mediated by
loops of charged scalars ϕ. Cuts of those one-loop amplitudes lead to tree am-
plitudes that describe 0→ 2ϕ+nγ scattering. We first discuss properties of tree
scattering amplitudes. Once these amplitudes are understood, it is straightfor-
ward to present arguments that explain the vanishing of the rational parts for
multi-photon scattering amplitudes.
We take pa,b as momenta of the two scalars and denote the momenta of the
photons as ki, i = 1, .., n. In the spirit of BCFW momentum deformation [104],
we shift momenta pa,b by the light-like momentum q that is orthogonal to pa,b.
We then write
pa,b → pa,b(z) = pa,b ± zq. (9.64)
We are interested in the behavior of 0→ 2ϕ+ nγ scattering amplitudes in the
limit z → ∞. To simplify studies of the large-z limit, we choose vector q as
auxiliary quantization vector for all photons, so that ei · q = 0, i = 1, ..n. Since
the ϕ2γ vertex is proportional to the difference15 of the momenta of the two
scalars, choosing ei ·q = 0 ensures that the triple vertex becomes z-independent.
The ϕ2γγ vertex, on the other hand, is z-independent in any gauge and all the
off-shell propagators in the scattering amplitudes scale as O(z−1) in the large-z
limit. Hence, the large z-behavior of 0→ 2ϕ+nγ scattering amplitudes is deter-
mined by diagrams with the smallest number of propagators. This requirement
selects diagrams with the largest number of quartic ϕ2γγ vertices. It is easy to
understand that, for n-external photons, the minimal number of propagators is
n/2− 1 if n is even and (n− 1)/2, if n is odd. Such scaling implies that
lim
z→∞ An ∼
{
z1−n/2, n even,
z(1−n)/2, n odd.
(9.65)
However, in reality the amplitudes decrease faster in the large z-limit, than
indicated by Eq. (9.65) [32]. To see why this happens, consider the n = 4
15All the momenta are considered to be outgoing.
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amplitude. Among six diagrams with two ϕ2γγ vertices, there are three groups
which correspond to definite combinations of scalar products of the polarization
vectors. We write
A4 =
∑
[ij],[lm]
(ei · ej)(el · em)A[ij],[lm] +O(z−2), (9.66)
where [ij] 6= [lm] ∈ {[12], [13], [14], [23], [24], [34]}. Amplitude A[ij],[lm] is deter-
mined by the sum of two diagrams with inverse Feynman propagators that are
zq · (ki + kj) and zq · (kl + km), in the large z-limits. Hence, taking the sum of
the two diagrams that contribute to each of these groups, we find
lim
z→∞
A[ij],[lm] ≈ 1
zq · (ki + kj) +
1
zq · (kl + km) +O(z
−2)
=
q · (ki + kj + kl + km)
zq · (ki + kj) q · (kl + km) +O(z
−2)
= − q · (pa(z) + pb(z))
zq · (ki + kj) q · (kl + km) +O(z
−2) = O(z−2).
(9.67)
The very last step follows from the fact that q is transverse to the momenta
of the two scalars, q · pa = q · pb = 0. Hence, we conclude that for n = 4, the
amplitude scales as A4 ∼ z−2 in the large-z limit. It is straightforward to see
how this cancellation mechanism generalizes to higher multiplicities. Consider
the n = 5 case and take all diagrams where photons e1,2 and e3,4 form the ϕ
2γγ
vertices, and the photon e5 contributes to ϕ
2γ vertex. These diagrams have two
propagators and, therefore, naively should scale as z−2. However, collecting all
such diagrams – that differ by the permutation of (e1 · e2), (e3 · e4) and e5, we
find that they are proportional to
q ·
5∑
i=1
ki = −q · (pa + pb) = 0, (9.68)
which implies that A5 ∼ z−3. The mechanism described here is generic and can
be shown to be valid for arbitrary multiplicities [32]. We conclude that the tree
0→ 2ϕ+ nγ amplitudes scale as
lim
z→∞
An ∼ z−n+2. (9.69)
We can use very similar arguments to understand properties of the rational
part of one-loop n-photon scattering amplitudes, mediated by scalars. We shall
compute the rational part directly following Ref. [30]. We explained this method
in Section 8.3. We need to consider quadruple, triple and double cuts. The
respective rational contribution due to the quadruple cut is calculated following
Eq. (8.77), where the parametrization of the cut loop momentum reads lνq,± =
V ν4 ± l⊥nν4 + µnνǫ . We remind the reader that l2q,± = 0 and that l⊥ ∼ µ, in
the limit of large µ. To connect the calculation of the rational part with the
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large-z scaling discussed previously, we note that we can take n4 as the auxiliary
quantization vector for the photons. Then, µ plays the role of z and n4 plays the
role of q in the preceding discussion of the tree amplitudes. Therefore, taking
the large-µ limit and using Eq. (9.69), we find
lim
µ→∞
[A1A2A3A4] ∼ µ−n+8. (9.70)
Since, as follows from Eq. (8.77), only the O(µ4) term in the product of four
on-shell amplitudes can lead to a quadruple cut contribution to the rational
part, we find that if the number of photons exceeds four, the quadruple-cut
contribution to the rational part vanishes.
As the next step, we consider a triple cut. We parametrize the loop mo-
mentum as lνt,± = V
ν
3 + l⊥
(
tnν∓ + t
−1nν±
)
+ µnǫ. According to Eq. (8.84), we
need to consider the Laurent expansion in the variable t at infinity, followed by
the Laurent expansion in the variable µ at infinity. Similar to the quadruple
cut discussed above, l⊥ ∼ µ, in the large-µ limit. We can take n± as auxiliary
quantization vectors for photons, in respective amplitudes. Using Eq. (9.69),
we find that the product of three amplitudes scales as
lim
µ→∞
lim
t→∞
[A1A2A3] ∼ µ6−nt6−n. (9.71)
According to Eq. (8.84), the rational part requires picking up the O(t0µ2) contri-
bution from the product of the three amplitudes and, as follows from Eq. (9.71)
such terms do not exist. Finally, one can address the double-cut contribution
to the rational part using similar arguments. We do not discuss this issue here.
The interested reader may consult Ref. [32] where it was shown that double-cut
contributions also vanish for n ≥ 6.
9.5. The axial anomaly
One of the manifestations of the Adler-Bell-Jackiw axial anomaly in QED
[120, 121] is the peculiar property of the matrix element of the divergence of
the axial current J5µ = ψ¯γµγ5ψ, where ψ is the “electron” field, taken between
the vacuum and the two-photon states. For massless electrons, such a matrix
element reads
MABJ = 〈γ(k1, λ1)γ(k2, λ2) | ∂µJ5µ(0) | 0〉 =
e2
2π2
εµνλρe∗1µk1νe
∗
2λk2ρ, (9.72)
where k1,2 and e1,2 are momenta and polarization vectors of the outgoing pho-
tons with helicities h1,2. The matrix element MABJ is purely rational. Below
we derive MABJ using the algorithm of D-dimensional unitarity.
The amplitudeMABJ is given by the sum of two triangle Feynman diagrams
with the electron loop. The matrix element is written as
MABJ = ie
2
(4π)(D/2)
∫
dDl
iπ(D/2)
× Tr
{
kˆ12Γγ5
[
lˆeˆ∗1(lˆ + kˆ1)eˆ
∗
2(lˆ + kˆ12)
l2(l + k1)2(l + k12)2
]
+ (1↔ 2)
}
,
(9.73)
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where k12 = k1+k2. The external momentum and polarization vectors are four-
dimensional, whereas the loop momentum and the Dirac matrices Γµ and the
matrix Γγ5 are continued to D-dimensions, following the discussion in Sect. 7.
We note that Γγ5 in Eq. (9.73) denotes the D-dimensional continuation of the
matrix γ5. We perform such a continuation following the t’Hooft and Veltman
prescription [45]. It is defined by the set of commutation relations
{Γµ,Γγ5} = 0, for µ = 0, 1, 2, 3,
[Γµ,Γγ5 ] = 0, for µ = 4, . . .D − 1.
(9.74)
Eq. (9.73) defines the integrand function of the loop momentum integral
but it does not define it uniquely. This is not a problem since the integral
is regularized dimensionally and shifts of the loop momenta are allowed. We
will exploit such shifts to simplify the computation. To this end, we split the
integrand in Eq. (9.73) using the identity
kˆ12Γγ5 = (lˆ + kˆ12)Γγ5 + Γγ5 lˆ − 2Γγ5 lˆǫ, (9.75)
where lµǫ = (l · nǫ)nµǫ is the (D − 4)-dimensional part of the loop momentum.
After the split, the trace in Eq. (9.73) gets additional terms
Tr
{
kˆ12Γγ5
[
lˆeˆ∗1(lˆ + kˆ1)eˆ
∗
2(lˆ + kˆ12)
l2(l + k1)2(l + k12)2
]
+ (1↔ 2)
}
= Tr1 +Tr2,
Tr1 = −2Tr
{
Γγ5 lˆǫ
lˆeˆ∗1(lˆ + kˆ1)eˆ
∗
2(lˆ + kˆ12)
l2(l + k1)2(l + k12)2
+ (1↔ 2)
}
,
Tr2 = Tr
{
Γγ5
[
lˆeˆ∗1(lˆ + kˆ1)eˆ
∗
2
l2(l + k1)2
+
eˆ∗1(lˆ + kˆ1)eˆ
∗
2(lˆ + kˆ12)
(l + k1)2(l + k12)2
]
+ (1↔ 2)
}
.
(9.76)
Fortunately, it is easy to perform shifts of the loop momenta of the type l →
l − k1,2 to show that the contribution due to Tr2 vanishes. This allows us to
re-write Eq. (9.73) in a simplified form
MABJ =
∫
dDl
i(π)(D/2)
IABJ (k1, k2, e1, e2, l),
IABJ = −2ie
2
(4π)(D/2)
Tr
{
Γγ5 lˆǫ
lˆeˆ∗1(lˆ + kˆ1)eˆ
∗
2(lˆ + kˆ12)
l2(l + k1)2(l + k12)2
+ (1↔ 2)
}
.
(9.77)
Since the integrand IABJ is proportional to lˆǫ, its cut-constructible part vanishes
and its OPP parametrization becomes simple
IABJ (l) = c1l
2
ǫ
d0d1d12
+
c2l
2
ǫ
d0d2d12
+
b1l
2
ǫ
d0d1
+
b2l
2
ǫ
d0d2
+
b3l
2
ǫ
d1d12
+
b4l
2
ǫ
d2d12
+
b5l
2
ǫ
d0d12
.
(9.78)
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We use d0 = l
2, d1 = (l+ k1)
2, d2 = (l+ k2)
2 and d12 = (l+ k12)
2 in Eq. (9.78).
The general OPP parameterization Eq. (5.16) for non-cut constructible terms
would contain extra terms trilinear in the loop momentum that are not present
in Eq. (9.78). The fact that these terms are absent will be justified a posteriori.
Although we work under the assumption that electrons are massless, we note
that all the manipulations we did up to now remain valid also for massive elec-
trons.16 In the massless electron case some of the bubble integrals are scaleless
and therefore vanish, but the residues of the corresponding integrands do not
vanish and are, in fact, mass-independent. We will show below that c1 = c2 and
bi=1,..5 = 0.
In the case of closed fermion loops the Dirac algebra has to be performed in
six dimensions with five-dimensional loop momentum l = l(4)+ lǫ , where using
the notation (l0, l1, l2, l3, l4, l5) we have that lǫ = (0, 0, 0, 0, µ, 0) and l
2
ǫ = −µ2.
As explained in Sect. 7.2, for six-dimensional Dirac matrices we use the simple
representation
Γ0 =
(
γ0 0
0 γ0
)
, Γi=1,2,3 =
(
γi 0
0 γi
)
,
Γ4 =
(
0 γ5
−γ5 0
)
, Γ5 =
(
0 iγ5
iγ5 0
)
, Γγ5 =
(
γ5 0
0 γ5
)
.
(9.79)
Note that for our choice of l, Γ5 never appears in Eq. (9.77). Finally, we choose
a special reference frame where
k12 = (m, 0, 0, 0, 0, 0) , k1,2 =
(m
2
,±m
2
, 0, 0, 0, 0
)
,
e∗1,2 =
1√
2
(0, 0, 1,±i, 0, 0), l⊥ = αe∗1 + βe∗2.
(9.80)
With this choice of the polarization vectors, it is clear that e∗i kj = 0 , (i = 1, 2).
The coefficients c1, c2, b1, . . . b5 can be obtained by evaluating triple cuts and
double cuts on both sides of Eq. (9.78).
We begin by considering the triple cut specified by the condition d0 = d1 =
d12 = 0. Decomposing the loop momentum on the cut as
lµc1 = x1k
µ
1 + x2k
µ
2 + l˜
µ, l˜µ = lµ⊥ + l
µ
ǫ , (9.81)
we find that x1 = −1, x2 = 0 and l˜2 = l2⊥+ l2ǫ = 0. Taking the d0, d1, d12 residue
of the left hand side of Eq. (9.78) we obtain
Res (IABJ) |d0=d1=d12=0 =
−2ie2
(4π)(D/2)
Tr
{
Γγ5 lˆǫ(lˆ⊥ + lˆǫ − kˆ1)eˆ∗1(lˆ⊥ + lˆǫ)eˆ∗2(lˆ⊥ + lˆǫ + kˆ2)
}
.
(9.82)
16 In the massive electron case, the divergence of the axial current involves a canonical term
∂µJ
µ
5 = 2mψ¯γ5ψ, which should be treated separately.
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It follows from Eq. (9.82) that the triple cut residue is the fourth-order
polynomial in lǫ. However, it is easy to argue that only limited number of terms
can contribute to the trace. Indeed, for our choice of the loop momentum, lˆǫ is
proportional to Γ4 in Eq. (9.79) while all other terms in Eq. (9.82) are linear
combinations of Γ0,1,2,3. Since the former is block off-diagonal while the latter
are block-diagonal, terms with odd number of lǫ’s do not contribute to the trace.
Moreover, for the trace in Eq. (9.82) to be non-zero, at least four Γ matrices
are needed in addition to Γγ5 . Since lˆǫ anticommutes with all other matrices
of the trace, the term with four lˆǫ vanishes. We conclude that the only term
that, perhaps, contributes to the trace is quadratic in lˆǫ. This justifies the form
of the OPP parameterization in Eq. (9.78). Finally, because l⊥ can be written
as a linear combination of e∗1 and e
∗
2, only terms that contain two lˆǫ and no l⊥
terms give non-vanishing contributions. Taking all this into account, we arrive
at a simple expression for the trace and the residue
Res (IABJ) |d0=d1=d12=0 =
2ie2
(4π)(D/2)
Tr
{
Γγ5 lˆǫkˆ1eˆ
∗
1 lˆǫeˆ
∗
2kˆ2
}
. (9.83)
Since the residue of the right hand side in Eq. (9.78) is c1l
2
ǫ we derive the value
of the c1 coefficient
c1 = −2
D/2+1e2
(4π)
D
2
εµνλρe∗1µk1νe
∗
2λk2ρ. (9.84)
Finally, because of the 1↔ 2 symmetry, we find c2 = c1.
We next proceed to the double cuts. Apart from obvious changes in the
physical and transverse spaces, the only new feature is that on the right hand
side of Eq. (9.78) we get the double cut contribution also from the triple pole
terms. We illustrate the calculation of the double-pole terms taking d0 = d1 = 0,
as an example. Although this is a double cut, the reference momentum is
light-like k21 = 0, so the parametrization is subtle. We parametrize the loop
momentum on the double-cut as
lµb1 = x1k
µ
1 + x2k
µ
2 + l˜
µ, (9.85)
and use l2 = 0, l ·k1 = 0 to find x2 = 0 and l˜2 = 0, while x1 is unconstrained. We
compute the d0, d1 residue of the left-hand side of Eq. (9.78) using the expression
in Eq. (9.77). We obtain
Res (IABJ) |d0=d1=0 =
−2ie2
(4π)
D
2
1
(l + k12)2
Tr
{
Γγ5 lˆǫ(lˆ⊥ + lˆǫ + x1kˆ1)
× eˆ∗1(lˆ⊥ + (1 + x1)kˆ1 + lˆǫ)eˆ∗2(lˆ⊥ + lˆǫ + x1kˆ1 + kˆ12)
}
.
(9.86)
Similar to the triple-cut case considered earlier, only terms quadratic in lǫ con-
tribute. The non-vanishing terms are proportional to k2 and, after some algebra,
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we find that all terms proportional to x1 cancel and the result is simply expressed
through the c1 coefficient in Eq. (9.84)
Res (IABJ)
∣∣
(d0=d1=0) = c1
l2ǫ
(l + k12)2
. (9.87)
Since the (d0, d1)-residue in Eq. (9.78) is c1l
2
ǫ/d12+b1, we find b1 = 0. A similar
calculation proves that other bubble coefficients also vanish. To obtain the final
result, we need the value of the triangle integral, (see Eq. (B.6)),
∫
dDl
πD/2
l2ǫ
d0d1d2
= − i
2
+O(D − 4), (9.88)
and the value of the coefficient c1 from Eq. (9.84). By adding the two triangle
contributions and setting D = 4, we obtain the anomalous amplitude MABJ
shown in Eq. (9.72).
9.6. Calculation of one-loop corrections to q¯qgg
We will illustrate the analytic methods of Section 8 by considering a specific
case for a simple 2→ 2 process. As our example we will describe the calculation
of a particular one-loop primitive amplitude for q¯qgg scattering.
From Eq. (6.37) we have the color decomposition for the tree graph ampli-
tude for this process,
Atree4 (q¯1, q2, g3, g4) = g2s
[
(T a3T a4)i2 ı¯1 m4(q¯1, q2, g3, g4)
+ (T a4T a3)i2 ı¯1 m4(q¯1, q2, g4, g3)
]
.
(9.89)
Further, Eq. (6.50) gives the decomposition of the full one-loop amplitude in
terms of primitive amplitudes
A1−loop4 (q¯1, q2, g3, g4) = g4scΓ
×
∑
P (3,4)
[
(T x2T x1)i2 ı¯1 (F
a3F a4)x1x2 m˜
(1)
4 (q¯1, q2, g4, g3)
+ (T x2T a3T x1)i2 ı¯1 (F
a4)x1x2 m˜
(1)
4 (q¯1, g3, q2, g4)
+ (T x1T a3T a4T x1)i2 ı¯1 m˜
(1)
4 (q¯1, g4, g3, q2)
]
.
(9.90)
For simplicity, we neglect diagrams containing fermion loops in this discussion.
By using the identities Eq. (6.1) and the crossing relation, Eq. (6.51), we can
write the one-loop amplitude, Eq. (9.90), in the form in which it would appear
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after full reduction of the color matrices,
A4(q¯1, q2, g3, g4) = g4scΓ
[
Nc (T
a3T a4)i2 ı¯1 A4;1(q¯1, q2, g3, g4)
+Nc (T
a4T a3)i2 ı¯1 A4;1(q¯1, q2, g4, g3)
+Tr(T a2T a3) δi2 ı¯1 A4;3(q¯1, q2, g3, g4)
]
.
(9.91)
In terms of the primitive amplitudes, the amplitudes A4;j are given as,
A4;1(q¯1, q2, g3, g4) = m˜
(1)
4 (q¯1, q2, g3, g4)−
1
N2c
m˜
(1)
4 (q¯1, g4, g3, q2) , (9.92)
A4;3(q¯1, q2, g3, g4) = m˜
(1)
4 (q¯1, q2, g4, g3) + m˜
(1)
4 (q¯1, g4, g3, q2)
+ m˜
(1)
4 (q¯1, g4, q2, g3) + m˜
(1)
4 (q¯1, q2, g3, g4) (9.93)
+ m˜
(1)
4 (q¯1, g3, g4, q2) + m˜
(1)
4 (q¯1, g3, q2, g4) .
In this Section we shall perform the calculation of m˜
(1)
4 (q¯1, g4, g3, q2), the
color-suppressed primitive amplitude in Eq. (9.92). As a first step we note that
the singular behavior of this primitive amplitude can be read off from Eq. (6.85),
m˜
(1)
4 (q¯1, g4, g3, q2) = −m4(q¯1, q2, g3, g4)
[(
1
ǫ2
+
1
ǫ
(
3
2
+ L12
))]
+O(ǫ0) ,
(9.94)
where L12 = ln
(
µ2/(−s12 − i0)
)
, s12 = 2p1 · p2.
The amplitude m˜
(1)
4 can be expanded in terms of scalar integrals defined
in Eq. (2.6). In the notation of Passarino and Veltman, the scalar integrals
that can contribute are the box integral, D0(p1, p2, p3, 0, 0, 0, 0), and any scalar
integral that can be obtained from it by removing propagators. The relevant
integrals are
I4(0, 0, 0, 0; s12, s23; 0, 0, 0, 0) ∼ D0(p1, p2, p3, 0, 0, 0, 0) ,
I3(0, 0, s12; 0, 0, 0) ∼ C0(p1, p2, 0, 0, 0) = C0(p12, p3, 0, 0, 0) ,
I3(0, 0, s23; 0, 0, 0) ∼ C0(p2, p3, 0, 0, 0) = C0(p1, p23, 0, 0, 0) ,
I2(s12, 0, 0) ∼ B0(p12, 0, 0) ,
I2(s23, 0, 0) ∼ B0(p23, 0, 0) . (9.95)
The scaleless integrals B0(pi, 0, 0), A0(0) are equal to zero in dimensional regu-
larization and we do not consider them. The general expansion of the amplitude
in terms of master integrals can thus be written as,
− i m˜(1)4 (q¯1, g4, g3, q2) = d˜0 I4(0, 0, 0, 0; s12, s23; 0, 0, 0, 0)
+ c˜
(12)
0 I3(0, 0, s12; 0, 0, 0) + c˜
(23)
0 I3(0, 0, s23; 0, 0, 0)
+ b˜
(12)
0 I2(s12; 0, 0) + b˜
(23)
0 I2(s23; 0, 0) +R ,
(9.96)
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where R stands for the rational term. In the following subsections we shall illus-
trate the calculation of the coefficients of the master integrals. Scalar integrals
that appear in Eq. (9.96) are tabulated in Ref. [54] and are given in Appendix E
for completeness.
Since the divergences of the amplitude m˜
(1)
4 (q¯1, g4, g3, q2) and of all the
scalar integrals in Eq. (9.96) are known and since all reduction coefficients are
ǫ-independent, we can find relations between various reduction coefficients by re-
quiring that coefficients of 1/ǫ2, 1/ǫ, L12/ǫ and L23/ǫ on both sides in Eq. (9.96)
coincide. These relations are
b˜
(12)
0 + b˜
(23)
0 −
3
2
i m4(q¯1, q2, g3, g4) = 0 ,
2
d˜0
s12s23
+
c˜
(12)
0
s12
− i m4(q¯1, q2, g3, g4) = 0 ,
2
d˜0
s12s23
+
c˜
(23)
0
s23
= 0 .
(9.97)
As follows from Eq. (9.96), there are six unknowns and three equations,
cf. Eq. (9.97), that constrain them. It is possible to use these relations to
express the two triangle coefficients in terms of box and bubble coefficients.
Therefore the full calculation reduces to the calculation of the box reduction
coefficient d˜0, only one of the two bubble coefficients, b˜
(12)
0 and the rational part
R. Substituting the relations Eq. (9.97) into Eq. (9.96) we obtain,
−i m˜(1)4 (q¯1, g4, g3, q2) = d˜0
[
I4(0, 0, 0, 0; s12, s23; 0, 0, 0, 0)
− 2
s23
I3(0, 0, s12; 0, 0, 0)− 2
s12
I3(0, 0, s23; 0, 0, 0)
]
+ i m4(q¯1, q2, g3, g4)
[
s12 I3(0, 0, s12; 0, 0, 0) +
3
2
I2(s12; 0, 0)
]
+ b˜
(23)
0
[
I2(s23; 0, 0)− I2(s12; 0, 0)
]
+R . (9.98)
The calculation of box coefficients
The box coefficient can be calculated by applying Eq. (8.1) and using analytic
results for the amplitudes at the corners of the boxes to compute d˜0. A simple
example will illustrate the power of the method. Consider the diagram shown
in Fig. 9.4. Momentum assignments for the internal lines are l3 = l0 − p3, l23 =
l0 − p2 − p3, l4 = l0 + p4 and all external momenta are taken to be outgoing.
To parametrize the loop momentum in such a way that four on-shell condi-
tions are easily solved, we choose to expand the vector l0, (which is flanked on
either side by two massless momenta p3 and p4), in terms of p3 and p4 as well
as two complex momenta formed from spinors of p3 and p4. We write
lµ0 = αp
µ
3 + βp
µ
4 + γǫ
µ
34 + δǫ
µ
43 , (9.99)
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Figure 9.4: A box contribution to the amplitude m˜(1)(q¯+1 , g
−
4 , g
+
3 , q
−
2 )
where17
ǫij =
1
2
〈i− |γµ|j−〉 = 1
2
〈i|γµ|j]. (9.100)
These vectors are light-like and transverse to the momenta pi,j . In particular,
ǫij · ǫij = 0, ǫij · ǫji = −sij
2
, (9.101)
where sij = 2pi · pj . Using the mass shell conditions for three internal lines
l23 = l
2
4 = l
2
0, we find α = 0, β = 0 and γδ = 0. We take δ = 0 and justify this
choice in the next Section. The last on-shell condition l223 = 0 fixes the value of
γ,
−γ 〈3|6p2 + 6p3|4] + 2p2.p3 = −γ 〈3 2〉[2 4] + 〈3 2〉[2 3] = 0, ⇒ γ = [2 3]
[2 4]
. (9.102)
Box coefficients for qggq¯
The box coefficients are determined by the quadruple cuts according to
Eq. (8.1). For the case qggq¯ the on-shell tree amplitudes at the four corners
of the diagram are three-parton vertices. The analytic expressions for the
relevant three parton vertices are given in spinor notation in Appendix D.2.
These three-point vertices, calculated for three complex momenta, pi, pj , pk, are
subject to the mass shell constraint that either 〈i j〉 = 〈i k〉 = 〈j k〉 = 0 or
[i j] = [i k] = [j k] = 0.
We consider first the case where the external gluons have the same helicity.
This helicity amplitude vanishes because we would have three-point vertices
17Our notations for the spinor-helicity variables are summarized in Appendix D.
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with helicity assignments (++-) both at the vertex where p3 flows out and at
the vertex where p4 flows out. This implies that the two vertices are
[3 l0]
2
[l3 l0]
× [4 l4]
2
[l0 l4]
, (9.103)
or consequently that both 〈l0 3〉 = 0 and 〈l0 4〉 = 0 which cannot simultaneously
be satisfied for generic external momenta p3 and p4. This helicity amplitude
thus has a vanishing contribution to the coefficient of this box integral.
Next consider the case where the gluons have opposite helicities as shown in
Fig. 9.4. The box coefficient is constructed from the product of four three-point
amplitudes. We find
d˜0(q¯
+
1 , g
−
4 , g
+
3 , q
−
2 ) =
1
2
〈l23 2〉2
〈2 l3〉 ×
[3 l0]
2
[l3 l0]
× 〈l0 4〉
2
〈l0 l4〉 ×
[1 l23]
2
[1 l4]
. (9.104)
To simplify this expression, we use e.g.
[3 l0]〈l0 4〉 = [3|lˆ0|4〉. (9.105)
In order for this quantity to be non-vanishing, we must have γ 6= 0 and hence
δ = 0. This justifies setting δ = 0 in our parametrization of the momentum l0.
Collecting terms we may write Eq. (9.104) as
d˜0(q¯
+
1 , g
−
4 , g
+
3 , q
−
2 ) =
〈2|6l23|1]2〈4|6l0|3]2
〈2|6l36l06l4|1] =
〈2|6l0 − 63|1]2〈4|6l0|3]2
〈2 3〉[3|6l0|4〉[41]
=
(γ〈2 3〉[4 1]− 〈2 3〉[3 1])2γ〈4 3〉[4 3]
〈2 3〉[4 1] ,
(9.106)
where we have used mass shell constraints and made the substitution 6l0 =
γ|3〉[4|. Finally, using γ = [2 3]/[2 4] from Eq. (9.102) we obtain
d˜0(q¯
+
1 , g
−
4 , g
+
3 , q
−
2 ) =
1
2
〈2 3〉2([2 3][4 1]− [2 4][3 1])2[2 3]〈4 3〉[4 3]
〈2 3〉[2 4]3[4 1]
=
1
2
〈2 3〉[2 1]2[2 3]〈4 3〉[4 3]3
[2 4]3[4 1]
=
1
2
〈2 3〉〈2 1〉[2 1]2[2 3]〈4 3〉[4 3]3
[2 4]3[4 1]〈2 1〉
=
1
2
〈2 1〉[2 1]2[2 3]〈4 3〉[4 3]2
[2 4]3
=
1
2
s212s23[2 1][4 3]
〈2 3〉[2 4]3 =
1
2
s12s23[2 1]
2[3 4]2
[2 4]3[4 1]
.
(9.107)
General methods for bubble coefficients
In Section 8.2 we discussed the technique to obtain analytic results for bub-
ble reduction coefficients. Here we will apply this technique to compute the
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reduction coefficient b˜120 in Eq. (9.96). It turns out that for computations that
employ spinor-helicity variables, it is convenient to write the momentum flowing
into the bubble as a sum of two light-like vectors. Therefore, we will use the
momentum parametrization shown in Eq. (8.53), but we identify
q1 = −p3 − p4, n2 = (p3 − p4)√−q21 , n+ =
ε34√−q21 , n− =
ε43√−q21 . (9.108)
With this parametrization, the momentum on the double cut reads
lµ =
1
1 + zz¯
(pµ3 + zz¯p
µ
4 + ε
µ
43z + ε
µ
34z¯) . (9.109)
According to Mastrolia’s method, explained in Section 8.2, we need to com-
pute the double cut residue f(z, z¯), see Eq. (8.56), find the anti-derivative of
the function f(z, z¯)/(1 + zz¯)2 with respect to z¯ and compute the z-residues of
this anti-derivative in the entire complex z-plane.
To get used to this parametrization, we consider how various integrands
f(z, z¯)/(1+zz¯)2 appear when expressed in terms of z and z¯. We write schemat-
ically
1
l2(l − p3 − p4)2 →
1
(1 + zz¯)2
,
1
l2(l − p3)2(l − p3 − p4)2 →
−1
2p3 · p4
1
(1 + zz¯)zz¯
,
lµ
l2(l − p3)2(l − p3 − p4)2 →
−1
2p3 · p4
pµ3 + zz¯p
µ
4 + zε43 + z¯ε34
(1 + zz¯)2zz¯
. (9.110)
Obtaining the primitives with respect to z¯ we get
1
l2(l − p3 − p4)2 → −
1
z(1 + zz¯)
,
1
l2(l − p3)2(l − p3 − p4)2 → −
1
2p3 · p4
ln(z¯)− ln(zz¯ + 1)
z
,
lµ
l2(l − p3)2(l − p3 − p4)2 →
1
2p3 · p4
(pµ4 − pµ3 )− zεµ43 + 1z εµ34
(1 + zz¯)z
.
+ logarithmic terms (9.111)
Discarding the logarithmic terms and calculating residues with respect to z, we
find the expected contributions to the bubble coefficients coming from the scalar
bubble and the rank-one triangle.
Application to b˜
(12)
0 (q¯
+
1 , g
−
4 , g
+
3 , q
−
2 ).
Now we turn to the concrete physical example, shown in Fig. 9.5. First we
should write down amplitudes for the tree level processes on either side of the two
particle cut. The computation of these amplitudes is discussed in Appendix D.
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Figure 9.5: The double cut of the amplitude M (1)(1+q¯ , 2
−
q , 3
+
g , 4
−
g )
Specifically, the amplitude on the left hand side of the cut, ML, is the ampli-
tude for opposite helicity gluon quark scattering, Eq. (D.35), which can also be
written as
iML = m4(q¯
−
1 , q
+
2 , g
+
3 , g
−
4 ) = i
〈4 2〉3
〈2 3〉〈3 4〉〈1 2〉 . (9.112)
In addition, we shall need four-quark scattering, derived in Eq. (D.40),
iMR = m4(q¯
+
1 , q
−
3 , Q¯
+
4 , Q
−
2 ) = i
[1 4]2
[2 4][3 1]
. (9.113)
Now we form the combination as indicated in Fig. 9.5. This corresponds to
inserting Eq. (9.112) with 1 → −l34, 2 → l, and inserting Eq. (9.113) with
3→ l34, 4→ −l where l34 = l+ p3 + p4. We find
iML(−l34, l, p3, p4)× iMR(p1, p2, l34,−l) = − 〈4 l〉
3
〈l 3〉〈3 4〉〈l34 l〉 ×
[1 l]2
[2 l][1 l34]
.
(9.114)
We eliminate l34 using the momentum conservation relation
〈l l34〉[l34 1] = 〈l|63 + 64|1] = −〈l 2〉[2 1], (9.115)
and obtain
iML × iMR = 1〈3 4〉[2 1] ×
〈4 l〉3[1 l]2
〈2 l〉[2 l]〈3 l〉 . (9.116)
Putting in the integration measure and rescaling the loop momentum as
lµ =
1
1 + zz¯
λµ, ⇒ λµ = pµ3 + zz¯pµ4 +
z
2
〈4|γµ|3] + z¯
2
〈3|γµ|4], (9.117)
we derive an integral representation for the b˜
(12)
0 coefficient
b˜
(12)
0 =
∫
d4l δ+(l2) δ+((l − P )2) iML × iMR
= −
∫
dzdz¯
(1 + zz¯)2
1
〈3 4〉[2 1] ×
〈4λ〉3[1λ]2
(1 + zz¯)[2λ]〈2λ〉〈3λ〉 (9.118)
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To proceed further, we shall first find the primitive with respect to z. To
accomplish this, we rewrite Eq. (9.118) as
b˜
(12)
0 = −
s312
〈3 4〉[2 1] ×
∮
C
dz¯
∫
dz
〈4λ〉3[1λ]2
〈λ|P |λ]3[2λ]〈2λ〉〈3λ〉 , (9.119)
where momentum P = p3 + p4 and
〈λ|P |λ] = P 2(1 + zz¯). (9.120)
The z-dependence in Eq. (9.119) is now hidden in the λ-spinors, so we ex-
amine all λ-dependent terms in Eq. (9.119). We write them as
A =
〈4λ〉3
〈λ|P |λ]3〈2λ〉〈3λ〉 . (9.121)
To simplify Eq. (9.121), we note that
|λ] = |3] + z¯|4], 〈λ| = 〈3|+ z〈4|. (9.122)
Since 〈λ| ∼ z and |λ] ∼ z¯, we should examine the dependence on 〈λ|, to find
anti-derivative w.r.t. z.
Using Eq. (9.122) we make the following simplifications of the various terms
in A, Eq. (9.121),
〈4λ〉 = −〈3 4〉, 〈2λ〉 = 〈2 3〉+ z〈2 4〉,
〈3λ〉 = z〈3 4〉, 〈λ|P |λ] = 〈3 4〉([4λ]− z[3λ]). (9.123)
Thus Eq. (9.121) becomes
A = − 1
z〈3 4〉
1
(z[3λ]− [4λ])3(z〈2 4〉+ 〈2 3〉) . (9.124)
By partial fractioning, obtaining the primitive with respect to z, and dropping
the logarithmic terms we get
− [3λ](2〈2|4|λ] + 〈2|3|λ])〈3 4〉[4λ]2〈2|3 + 4|λ]2([3λ]z − [4λ]) +
[3λ]
2〈3 4〉[4λ]〈2|3 + 4|λ]([3λ]z − [4λ])2 .
(9.125)
We now multiply by the missing factors from Eq. (9.119) −s312/(〈3 4〉[2 1]) ×
[1λ]2/[2λ] and make substitutions from Eq. (9.122)
[2λ] = [2 3] + z¯[2 4], [3λ] = z¯[3 4], [4λ] = −[3 4],
[1λ] = −[3 1]− z¯[4 1] = −[3 1] + z¯ 〈2 3〉[3 1]〈2 4〉 .
(9.126)
Further, using momentum conservation we have that s12 = −〈3 4〉[3 4]. Taking
the residue at z¯ = −[2 3]/[2 4] which is the only pole that gives a contribution
and setting z = −〈2 3〉/〈2 4〉 we get
〈3 4〉[2 3](5〈2 4〉[2 4] + 2〈2 3〉[2 3])[3 1]2
2〈2 4〉[2 4]2(〈2 4〉[2 4] + 〈2 3〉[2 3])[1 2] . (9.127)
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Simplifying using momentum conservation, we obtain for the coefficient of the
B0(p12, 0, 0) bubble contribution to the amplitude,
b˜
(12)
0 (q¯
+
1 , g
−
4 , g
+
3 , q
−
2 ) = −
3
2
[2 3][3 1]2
[1 2][3 4][2 4]
+
[2 3][3 1]
[2 4]2
(9.128)
≡ 3
2
im4(q¯
+
1 , q
−
2 , g
+
3 , g
−
4 )−
3
2
[3 1]2
[4 1][2 4]
+
[2 3][3 1]
[2 4]2
.
Therefore using Eq. (9.97) the result for b˜
(23)
0 is
b˜
(23)
0 (q¯
+
1 , g
−
4 , g
+
3 , q
−
2 ) =
3
2
[3 1]2
[4 1][2 4]
− [2 3][3 1]
[2 4]2
. (9.129)
The rational part
The rational part can be obtained with a number of methods [30, 79, 122]
For this elementary example, the simplest method is to retain the dimension-
dependent terms in a Passarino-Veltman decomposition. The result is
R = 1
2
[2 3][3 1]
2
[2 4][3 4][2 1]
. (9.130)
Assembling it all: Inserting the integrals
The result for the lowest order amplitude is, c.f. Eq. (D.35),
− i m4(q¯+1 , q−2 , g+3 , g−4 ) =
[3 1]
3
[3 4][4 1][1 2]
. (9.131)
The full answer for the color-suppressed primitive amplitude is
−i m˜(1)4 (q¯+1 , g−4 , g+3 , q−2 ) =
1
2
[2 1]2[3 4]2
[2 4]3[4 1]
[
s12s23I4(0, 0, 0, 0; s12, s23; 0, 0, 0, 0)
− 2s12I3(0, 0, s12; 0, 0, 0)− 2s23I3(0, 0, s23; 0, 0, 0)
]
+ i m4(q¯1, q2, g3, g4)
[
s12 I3(0, 0, s12; 0, 0, 0) +
3
2
I2(s12; 0, 0)
]
+
(3
2
[3 1]2
[4 1][2 4]
− [2 3][3 1]
[2 4]2
)[
I2(s23; 0, 0)− I2(s12; 0, 0)
]
+
1
2
[2 3][3 1]
2
[2 4][3 4][2 1]
. (9.132)
The final result for the color suppressed one-loop qggq¯ amplitude, can be ob-
tained by substituting the integrals, Eqs. (E.1,E.3) in Eq. (9.132). The first and
third square brackets in Eq. (9.132) are finite in the limit D → 4. The result
assumes a remarkably simple form
m˜(q¯+1 , g
−
4 , g
+
3 , q
−
2 ) = m4(q¯
+
1 , q
−
2 , g
+
3 , g
−
4 )
[
− 1
ǫ2
( µ2
−s12
)ǫ
− 3
2ǫ
( µ2
−s12
)ǫ
− 7
2
− 1
2
s12
s13
[(
1− s12
s13
ln
(−s23
−s12
))2
+ ln
(−s23
−s12
)
+ π2
s212
s213
]]
. (9.133)
134
After taking account of the different regularization scheme (four-dimensional
helicity vs ’t Hooft-Veltman) that we are using, this result is in agreement with
Ref. [111].
10. Numerical implementation
10.1. Comments on the numerical implementation
In this Section we describe how D-dimensional generalized unitarity can be
implemented in a computer code. We focus here only on the implementation of
the one-loop contribution to NLO cross-sections. In the spirit of Refs. [123, 124]
it is possible to interface the one-loop calculation with a tool that provides
the real emission corrections, the subtraction terms, and can carry out the
phase space integration. Such an approach has been used recently to compute
the NLO QCD corrections to five jet production in e+e− annihilation where
one-loop amplitudes, calculated with generalized unitarity, were interfaced with
Madevent/MadFKS [10].
We would like to walk the reader through the principal steps of the im-
plementation of D-dimensional generalized unitarity in a computer code, but
without discussing too many technical details. To contrast the numerical imple-
mentations of the diagrammatic and unitarity-based calculations, we will first
explain how “fully automated” diagrammatic calculations are performed. In
order to keep this discussion in line with the main theme of this review, we will
assume that the OPP method is employed for the reduction of tensor integrals to
the scalar basis, but a Passarino-Veltman reduction could also be used. We note
that various implementations of diagrammatic calculations [125, 126, 10, 124]
can differ in the details – for example, in how the diagrams are grouped together
before the numerical evaluation or in how the rational parts are computed, but
are otherwise very similar in spirit.
As the name suggests, diagrammatic calculations are based on Feynman
diagrams. The Feynman diagrams for a given process can be automatically
generated with programs like QGRAF [59] or FeynArts [60]. To do this, the user
needs to specify the allowed vertices and propagators, the incoming and out-
going particles, and the number of loops. Furthermore, the user can efficiently
control the diagrams that are generated by these programs and disregard one-
particle reducible diagrams such as tadpole diagrams or self-energy corrections
to external lines.
The package QGRAF, for instance, generates all diagrams and produces sym-
bolic output for each of them, listing the vertices and the propagators. The
momenta and color flow are automatically assigned to the internal lines using
the information on the momenta and color configuration of the external par-
ticles. For further computations, the QGRAF output needs to be turned into
a form that allows one to specify the “quantum numbers” of the external and
internal particles. For example, one needs to provide explicit Feynman rules for
the propagators and vertices so that a symbol for the quark propagator with
the momentum p and the mass m turns into iδab(/p − m)−1, the quark-gluon
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vertex turns into −igs/
√
2 T aijγµ and so on. It is straightforward to accom-
plish this using computer algebra programs such as Form [127], Mathematica or
Maple. For example, the QGRAF output can be turned into a Form-readable
file that contains all Feynman diagrams listed one after the other. The Form
program is then executed. The program performs minimal simplifications of the
input. It expresses color degrees of freedom through the standardized color ba-
sis, contracts and removes all dummy indices to an extent possible, and uses the
equations of motion of the external particles to simplify the output. At the end
of this process, the Form program writes the contribution of a given Feynman
diagram to different color-ordered amplitudes as sums of products of kinematic
functions with strings of gamma matrices sandwiched between fermion spinors.
The Form program outputs the resulting expression into a file that is further
processed by a number of symbolic manipulation routines. Those routines shift
the loop momenta in each of the Feynman diagrams, to bring the denominators
to a standard form, Eq. (2.6), write out the remaining contractions of dummy
indices explicitly and produce Fortran programs that compute numerators and
denominators of Feynman diagrams for given value of the loop momentum. In
all these manipulations, the number of dimensions is kept as a free parameter
that can be passed to the Fortran routines. After these manipulations are done,
we are in position to apply the OPP algorithm, as described in Sect. 5.
We now contrast this procedure with the calculation based on generalized
unitarity. As a first step, we analytically identify the decomposition of the am-
plitude for the process of interest into primitive amplitudes. For definiteness,
we assume first that the calculation involves only colored particles, in which
case all particles in each primitive amplitude are ordered. It follows that there
is just one parent diagram for each primitive amplitude and this parent diagram
can be described by the momenta, polarizations and flavors of all external par-
ticles and flavors of all internal propagators. We note that, for programming
purposes, it is often convenient to assume that parent diagrams for amplitudes
with N external particles contain N propagators that depend on the loop mo-
menta. However, when fermions are present, some primitive amplitudes contain
a smaller number of propagators in their parent diagrams. As we discussed
in Sect. 6, to remedy the situation we introduce “dummy lines” [67] which do
not correspond to propagators of physical particles and therefore can not be
“cut”, but which are very convenient for bookkeeping purposes. For example,
to describe a contribution to two-quark two-gluon scattering amplitude which
is proportional to the number of massless fermions nf , we can introduce the
parent diagram with one dummy line, while the parent diagram that describes
nf -dependent contribution to a four-quark amplitude can be drawn using two
dummy lines.
When colorless particles are involved, a primitive amplitude may have more
than one parent diagram. Those parent diagrams are obtained by considering
all possible permutations of the colorless particles with respect to the exter-
nal quarks and gluons. As an example, consider a gluon-loop correction to
the 0 → u¯dW+g amplitude. While the W+-boson is always attached to the
fermion line, the gluon can be emitted either by fermions or by the virtual
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(a) (b) (c)
Figure 10.1: Parent diagrams for the 0→ u¯dW+g amplitude.
gluon. These two different possibilities correspond to two different primitive
amplitudes. When the gluon is emitted by the virtual gluon there is only one
possible ordering, u¯W+dg, so this primitive amplitude involves only one parent
diagram, see Fig. 10.1a. However, when the gluon is emitted from the fermion
line, there are two possible orderings of theW+-boson with respect to the gluon,
u¯gW+d or u¯W+gd. As a consequence, this primitive amplitude has two parent
diagrams shown in Figs. 10.1b,c.
Following the OPP procedure, we have to consider all possible “cuts” of
the parent diagram without cutting dummy lines. This means that we have
to identify all possible combinations of the inverse Feynman propagators that
can be set to zero simultaneously. The largest member of the set contains five
propagators, while the smallest member of the set contains one propagator. In
principle, all possible combinations of propagators must be included in this set.
However, in practice, sets with single massless propagators or sets with two
massless propagators with light-like reference momentum integrate to zero in
dimensional regularization and for this reason do not need to be considered.
We study a member of a such a set with k inverse propagators [di1(l), di2(l),
.., dik(l)]. By solving k equations dij (l) = 0 with j = 1, . . . k, we find the loop
momentum lc that satisfies the cut conditions. Since for l = lc the “internal”
particles i1, i2, . . . ik are on-shell and since we know the external particles that
must appear between two consecutive internal on-shell particles in the parent
diagram, the on-shell scattering amplitude that needs to be calculated is fixed.
In order to calculate the on-shell scattering amplitudes, we employ the
Berends-Giele recursion relations explained in Sect. 7.3. We can code up vari-
ous recursion relations by employing recursive functions, available in Fortran 90.
The calculation of various currents can be sped up by avoiding the re-calculation
of the currents that have already been computed. This can be done by assign-
ing an integer index given by a different power of two to each external particle.
Once this is done, the sum of the indices uniquely specifies a given current for
fixed momenta and helicities of the external particles.
We note that amplitudes with multiple fermion pairs or vector bosons are
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complicated and that the knowledge of the quantum numbers of the internal
and external particles may be insufficient to fully specify tree-level amplitudes
that need to be computed once a particular cut is considered. As an example,
consider the case of the four-quark one-loop amplitude with a closed fermion
loop. As we explained earlier, the parent diagram involves two dummy lines
and two virtual fermion lines. The double cut of the two fermion lines involves
two four-quark tree amplitudes. When the flavor of the internal and external
quarks is the same, these amplitudes involve s- and t-channel contributions.
However, one needs to forbid contributions where internal and external quarks
couple since these terms do not give rise to a fermion loop contribution. In a
computer code, such terms can be easily avoided by always assigning a different
flavor to the internal quark lines in amplitudes with closed fermion loops.
As another example we consider the one-loop amplitude for 0 → Zqq¯g. If
we deal with color-ordered diagrams and use color-stripped Feynman rules, a
diagram exists where the Z-boson mixes into an off-shell gluon that splits into
quarks and gluons g∗ → q¯qg. When color degrees of freedom are restored,
such diagram must vanish because of color conservation Tr(T a) = 0. A simple
solution to this problem is to introduce special fermion current for internal
fermions and to disregard a contribution to this current of the diagram qq¯ →
g∗ → X , provided that the invariant mass of the two quarks equals to the mass
of the Z-boson. These examples illustrate that, occasionally, care is needed in
the recursive calculation of the tree-level amplitudes, when they are used as an
input for one-loop computations. However, most of the time such calculations
are straightforward. We also note that if the OPP reduction is applied to color-
dressed amplitudes [94] these complications do not arise.
As we explained in Sect. 5, tree on-shell amplitudes are needed to find the
OPP reduction coefficients. To determine all the coefficients uniquely, we must
deal with spaces of various dimensionalities and consider different embeddings
of the loop momenta into those higher-dimensional spaces. The details of these
choices are explained in Sect. 5. To make computations efficient, it is impor-
tant to avoid repeating low-dimensional calculations when higher-dimensional
calculations are performed. For example, the (D − 4)-independent parts of the
result are always computed with four-dimensional momenta and polarization
vectors. Higher-dimensional calculations are only needed to account for effects
of “extra-dimensional” polarizations.
The OPP equations need to be solved once and for all. The actual solutions
can be found in a variety of ways. By default, discrete Fourier transforms [69, 70]
are employed to compute the four-dimensional part, while other procedures,
such as e.g. direct Gauss elimination method, are used to calculate reduction
coefficients related to the rational parts or the cut-constructible parts in singular
kinematics.
10.2. Checks and numerical instabilities
When the on-shell/generalized unitarity framework is applied to a new pro-
cess, new tree-level primitive amplitudes and Berends-Giele currents are in gen-
eral required. As the first check we verify that when new currents are used with
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four-dimensional momenta and polarization vectors, the tree-level amplitudes
coincide with the ones computed with e.g. MadGraph [128]. Furthermore, when
coding up new one-loop amplitudes, it is useful to check that coefficients of mas-
ter integrals scale correctly when momenta and masses of all external particles
in the scattering amplitudes are re-scaled by a constant factor. When we move
from computing higher-point coefficients to computing lower-point coefficients,
we require tree-level amplitudes with higher multiplicity. The re-scaling test
allows us to determine exactly the stage in the calculation when something goes
wrong which is very useful for debugging purposes.
Of course, the best check of any result is provided by an independent calcula-
tion. To this end, we use a Feynman-diagrammatic calculation that employs the
OPP method for the reduction of tensor integrals, as described at the beginning
of this Section. The Feynman-diagrammatic calculation does not require deal-
ing with primitive amplitudes which provides an important simplification and
makes it quite independent from unitarity computations. Since it is sufficient
to find agreement between the Feynman-diagrammatic and the unitarity-based
calculation for a few selected points, the Feynman-diagrammatic calculation nei-
ther needs to be particularly efficient nor does it need to have a rescue system
for points that turn out to be numerically unstable.
Typically, calculations are performed in standard double precision. For some
kinematic points this may be insufficient if numerical instabilities develop be-
cause of divisions by small numbers or because of large cancellations between
separate terms. For kinematic points where this happens, it is necessary to
repeat the calculation in higher, for example quadruple, precision which is
a built-in option in Fortran 9018 or in multiple precision, with packages like
MPLib [129, 130].
However, because higher precision computations are expensive, it is impor-
tant to have a numerical procedure to detect unstable points, and to repeat the
higher-precision calculation for as limited a number of contributions as possi-
ble. There are several ways to control the numerical stability of the calculation.
For example, one can make use of the fact that divergences of one-loop ampli-
tudes are known [98] (see also Section 6.4). When the numerical reduction is
performed and divergent parts of the master integrals are computed with the
use of the QCDLoop program [55], the results of the numerical calculation are
compared with the predicted [98] values for coefficients of ǫ−2 and ǫ−1 terms.
Because two- and one-point functions are divergent, the correct result for the
1/ǫ pole of the amplitude suggests that the reconstruction of the reduction co-
efficients works relatively well all the way down to the lowest-point integrals.
However, the rational part of the amplitude can not be checked by comparing
divergent terms only.
Another way to detect instabilities is the so-called N = N test. Recall that
the OPP method works by reconstructing the complete parametric dependence
18Quadruple precision is not supported by gfortran and g95 compilers but it is supported
by the Intel Fortran Compiler (ifort).
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Figure 10.2: Typical improvement in accuracy for some primitive amplitudes that describe
0→ W+qq¯ + 3g process. The accuracy of raw data is shown, in comparison with the results
of numerical improvement. The inset shows the same plots in a linear scale. The figures are
taken from Ref. [67].
of the integrand on the loop momentum. Therefore, once the OPP coefficients in
the decomposition of the one-loop amplitude have been calculated, it is possible,
for any arbitrary loop-momentum, to compute a given residue of the amplitude
either using the OPP coefficients, or directly as a product of tree-level ampli-
tudes. The two results should coincide up to numerical rounding errors. A
larger difference between these two results is a sign of a numerical instability.
We note that both, the (D − 4) part of the parameterization of the residue of
the cut and the D = 4 part are checked by this test. Moreover, by choosing
either four- or five-dimensional momentum on the cut, we can focus the test on
either cut-constructible or rational part of a particular amplitude.
However, the N = N test has two unfortunate features. First, since the
test needs to be performed for a randomly chosen loop momentum, it may
happen that a bad choice of the loop momentum will not detect the numerical
instability. Second, as we pointed out in Sect. 5, many of the coefficients in
the OPP parameterization vanish after the integration over the directions of
respective transverse spaces which implies that the precision with which they
are reconstructed is irrelevant for the precision of the final answer. Moreover,
even those coefficients that do not vanish under such integration may multiply
small or vanishing integrals so that, again, their precision is not important.
Hence, we conclude that the N = N test is typically too strong except for
unfortunate choices of the test momentum where it can actually overestimate
the accuracy of the calculation.
An interesting modification of the N = N test that addresses the shortcom-
ings described above was recently suggested by R. Pittau in Ref. [131]. The
idea is to perform the OPP reduction twice, employing different ways to solve
systems of linear equations. Since this procedure gives two independent values
for the required one-loop amplitude, this is a good check but, if implemented
naively, it will simply double the computational time. The trick to avoid this
is to use the reconstructed numerator function, rather than the actual one, to
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perform the second OPP reduction. As a result, the increase in the required
computational time is modest.
There are other ways to estimate the accuracy of the calculation. For exam-
ple, in Sect. 5 we explained that the parameterization of the residues involves
traceless tensors of restricted rank. This can be checked numerically by per-
forming a Fourier projection on terms that must vanish, to verify that those
terms are indeed compatible with zero. This check can be performed at a mod-
erate computational cost. However, the interpretation of the outcome of the test
might be difficult, especially when large cancellations between different coeffi-
cients take place. Another – rather simple-minded – possibility is to check the
size of the one-loop virtual amplitude compared to the Born result. We expect
the coefficient of αs/(2π) in the virtual contribution to be of the same order as
the tree amplitude. If this is not the case, the phase-space point is considered
suspicious and the calculation is repeated in higher precision. In order to find
all unstable points, one can combine those tests. The power of these procedures
to detect points that are computed incorrectly is shown in Fig. 10.2, taken from
Ref. [67]. In a typical computation, less than one percent of all phase-space
points used to calculate the virtual corrections, show numerical instabilities and
are recomputed with higher precision.
We also note that, instead of recurring to higher precision, one can try to
perform a small change in the kinematic configuration so that numerical can-
cellations that, for the exceptional point, would occur only beyond the double
precision happen again in the double precision regime. For instance, one can
consider replacing the one-loop result at the exceptional point with the geomet-
ric average of the two results obtained using two points in the phase-space that
are close enough to the exceptional point [124].
10.3. Time dependence of the D-dimensional unitarity algorithm
The development of new techniques for one-loop calculations is mainly driven
by the LHC physics, which forces us to study processes with a large number
of particles in the final state. If we are to consider processes with higher- and
higher multiplicities, it is important to understand how the computational time
of the D-dimensional unitarity algorithm scales with the number N of external
particles.
The calculation of one-loop amplitudes within D-dimensional unitarity fac-
torizes into the calculation of several higher-dimensional tree amplitudes. The
cost of computing one-loop amplitudes is almost entirely dominated by the time
needed for the calculation of these tree-level amplitudes. In order to estimate
how the running time scales with the number of external particles involved, it
is thus sufficient to count the number of tree-level amplitudes that have to be
evaluated and to know how the computational time of these building blocks
scales with N .
For simplicity, let us first discuss the case of purely gluonic amplitudes. An
example involving a quark-pair, a vector boson, and an arbitrary number of
gluons will be considered at the end of this Section. As long as only gluons
are involved, primitive and color-ordered amplitudes coincide, so that we do
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not need to distinguish between them. Each color-ordered amplitude has only
one parent diagram with ordered external gluons. The number of tree-level
amplitudes that one needs to compute to determine a single one-loop color-
ordered amplitude is given by
ntree = {(Ds1 − 2)2 + (Ds2 − 2)2}
×
(
5 c5
(
N
5
)
+ 4 c4
(
N
4
)
+ 3 c3
(
N
3
)
+ 2 c′2
[(
N
2
)
−N
])
.
(10.1)
The various terms in Eq. (10.1) have the following origin:
• the two terms in the curly brackets take into account the sum over internal
polarizations in Ds1 and Ds2 dimensions. We note that Eq. (10.1) gives a
conservative estimate since it is assumed there that the entire calculation
is done in Ds1 > 4 and Ds2 > 4 dimensions. As already mentioned,
it is instead convenient to compute the coefficients needed for the cut-
constructible part in D = 4. This decreases the running time for all
N -gluon amplitudes by the same amount, so that this does not affect the
way the running time scales with N ;
• the binomial coefficients denote the number of multiple cuts that a one-
loop parent diagram, that is composed of massless particles and has N
external legs, can have. In the case of double cuts, one can discard the N
cuts of self-energies on external legs, therefore one subtracts N from the
binomial coefficient;
• the coefficients 5, 4, 3, and 2 count the number of tree-level amplitudes
involved in pentuple, quadruple, triple, and double cuts, respectively;
• finally, the coefficients ci denote the number of independent coefficients in
the decomposition of the numerator function. Explicitly, we have c5 = 1,
c4 = 5, c3 = c2 = 10. These coefficients also give the number of times one
needs to evaluate the numerator function in order to fully solve the OPP
system of equations.19
Altogether, Eq. (10.1) implies that, for large N , we need to evaluate ∝ N5 tree-
level amplitudes, to reconstruct a single one-loop primitive amplitude, for one
kinematic point.
As shown in [87] when Berends-Giele recursion relations are implemented in a
way that avoids recomputing the same current appearing in different amplitudes,
the time needed to compute an N -gluon amplitude scales with the number of
19We note that, for amplitudes with massless internal particles, tadpole diagrams do not
need to be calculated. Hence, out of ten OPP coefficients that contribute to each double
cut, we need to know just two coefficients that give rise to non-vanishing contributions after
integration over the transverse space is performed. This is the reason that c′2 = 2 appears in
Eq. (10.1).
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gluons as
τtree =
(
N
3
)
E3 +
(
N
4
)
E4 . (10.2)
In Eq. (10.2), E3,4 denote times needed to evaluate a single three- or four-gluon
vertex and the binomial coefficients simply count the number of such vertices.
Since vertices are never recomputed, their number determines the time needed
to compute a tree-level amplitude.
To find the number of three-gluon vertices present in the amplitude de-
scribed by N ordered gluons with momenta k1, . . . , kN , we note that such
amplitude receives a unique contribution from a three-gluon vertex that de-
scribes the interaction of three gluon currents with momenta ki1 +ki1+1+ ...ki2 ,
ki2+1 + ki2+2 + ...ki3 , ki3+1 + ki3+2 + ...ki1−1, where all labels need to be un-
derstood modulo N . Because three numbers – i1, i2, i3 – label the three-gluon
vertex uniquely, the number of independent three-gluon vertices is given by the
number of ways we can choose three integers i1, i2, i3 from a set of N numbers.
This is exactly the binomial coefficient in the first term of Eq. (10.2). The
same reasoning holds for four-gluon vertices as well and explains the binomial
coefficient in the second term of Eq. (10.2).
It follows from Eqs. (10.1,10.2) that the overall run-time for one-loop prim-
itive amplitudes scales, for large N , as
τ = τtree · ntree ∼ N9 . (10.3)
This is illustrated in Fig. 10.3, taken from Ref. [132] (see also [133, 134]), which
shows the time necessary to evaluate tree and one-loop gluon helicity amplitudes
as a function of the number of external gluons, as well as a fit to a degree four
and a degree nine polynomial.
We close this Section by commenting on what happens in more complicated
processes that involve quarks and/or vector bosons. In such cases, for a fixed
primitive, Eq. (10.1) needs to be modified to include an additional factor nperm
which counts the number of allowed permutations of colorless particles with re-
spect to quarks and gluons. Eq. (10.2) still holds but E3 denotes the average
time to compute a three-point vertex, and for four-point vertices N denotes
only the number of gluons. For instance, the one-loop amplitude for the process
0 → d¯uW+ + N -gluons involves, among others, a leading-color primitive am-
plitude Av(q¯, q, g, . . . , g), where all external gluons are emitted from the gluon
in the loop, and a sub-leading color primitive amplitude Av(q¯, g, . . . g, q), where
all gluons are emitted from the quark line. In the case of the leading-color
amplitude, no permutation of the W boson is allowed, so that nperm = 1. For
N = 3 the corresponding parent diagram is shown in Fig. 10.4a. In contrast,
in the case of the sub-leading-color amplitude there are nperm = n− 2 possible
attachments of the W on the quark-line, where n denotes the total number of
particles, i.e., n = N + 3. For N = 3 this primitive has four different parent
diagrams, as illustrated in Figs. 10.4b-e.
Fig. 10.5 shows the running time for the leading-color amplitude, the sub-
leading color one, as well as the latter one rescaled by a factor of nperm = n− 2.
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Figure 10.3: Time in seconds needed to compute tree amplitudes (dashed (blue online))
and one-loop ordered amplitudes (solid (red online)) with gluons of alternating helicity signs,
A
[1]
N
(+−+−+ . . .), as a function of the number of external gluons ranging between 4 to 20.
The notation [DP] refers to numerical computations performed with double precision accuracy
in Fortran. Source: Figure taken from Ref. [132].
(a) (b) (c) (d) (e)
Figure 10.4: a) Parent diagram for the leading-color primitive amplitude Av(q¯, q, g1, g2, g3);
b-e) Parent diagrams for the sub-leading-color primitive amplitude Av(q¯, g1, g2, g3, q).
The running time for both amplitudes is a polynomial in n but, as expected,
the sub-leading color amplitude is (n − 2) times slower than the leading color
one. Using the numerical dominance of the leading-color amplitudes, one can
organize the calculation in such a way that contributions of sub-leading color
amplitudes to cross-sections are computed with the smaller relative accuracy
than leading-color amplitudes. Such organization of the calculation ensures
that not too much time is spent on the calculation of pieces of the amplitude
that give small contributions to the final answer. These ideas have been used
in recent NLO calculation of some complicated processes [7, 17].
11. Outlook
Perturbation theory plays a primary role in phenomenological applications of
quantum field theory. The first non-trivial step in the perturbative expansion
requires dealing with tree processes; this is well-understood by now. Indeed,
144
10-2
10-1
100
101
102
4 6 8 10 12
Ti
m
e 
[s]
n particles
LC: Av(q,q,g,..., g)
Most Sub-LC: Av(q,g,..., g, q)
Av(q,q,g,..., g)*(n-2)
Figure 10.5: Time in seconds needed to compute the leading-color (LC) primitive amplitude
Av(q, q, g . . . g) and the sub-leading-color primitive amplitude Av(q, g . . . g, q) for the process
0 → u¯dW+(n − 3)g, as a function of the total number of particles n. The ratio of times
required to compute sub-leading-color and leading color is given by n − 2, with a very good
approximation, so that it is hard to distinguish the solid and the dashed lines.
there are several automated computer programs [135, 136, 128, 137] that can,
at leading order, calculate any process in the Standard Model and its most pop-
ular extensions. Given the scope of the LHC physics program and the benefits
of improving the reliability of theoretical predictions, automating one-loop com-
putations is considered to be an important goal in phenomenologically-oriented
high-energy theory and it took about ten years of active research of many physi-
cists to get close to accomplishing this goal. Interestingly, arriving at this point
required achieving a deeper understanding of perturbation theory in general and
resulted in the development of a new framework for perturbative computations
in quantum field theory that goes beyond Feynman diagrams and traditional
methods of Passarino-Veltman reduction.
The subject of this review – numerical D-dimensional unitarity – is one of
the results of multiple attempts, undertaken in recent years by many theorists,
to provide a flexible enough framework to serve as a basis for automation. Con-
ceptually, D-dimensional unitarity is very different from Feynman diagrams. It
is an S-matrix approach where locality is not manifest and loop amplitudes are
bootstrapped from tree amplitudes using unitarity. The tree-level scattering
amplitudes need to be known for complex on-shell momenta and space-times of
higher dimensionality. As we explained in this review, analytic continuation of
on-shell scattering amplitudes to higher-dimensional space-times is easily accom-
plished by using Berends-Giele recursion relations to construct tree amplitudes.
Moreover, polarization states of bosons and fermions can be extended to higher-
dimensional space times in a straightforward way if one does not require using
spinor-helicity methods in those calculations.
Generalized D-dimensional unitarity provides full amplitudes and works for
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massless and massive particles, providing the level of robustness that is required
to address problems of high phenomenological interest. In this review, we tried
to emphasize this robustness by avoiding the spinor-helicity formalism in the
decomposition of the loop momenta entering the unitarity cuts. An intuitively
simple decomposition of the loop momentum into physical and transverse spaces
that identifies very clearly the degrees of freedom that are left unconstrained
by unitarity cuts and a geometrical picture of the transverse space allow us to
choose a parametrization of the transverse space in a most suitable and simple
way. We believe that, in doing so, many subtle features of the unitarity-based
approaches to one-loop computations are made very transparent.
Before closing, we mention important research topics that we have not dis-
cussed in this review. First, we only briefly mentioned the recent developments
in Passarino-Veltman reduction technology [138, 63, 119, 61] that lead to ef-
ficient and numerically-stable ways of computing multi-leg one-loop Feynman
diagrams [2, 12]. While these methods are traditional, the results that have
been achieved by applying them to realistic problems are spectacular and the
potential of traditional computational methods does not seem to be anywhere
near to being exhausted.
Second, in this review we did not talk about attempts to design a framework
where one-loop computations can be performed by pure numerical methods
[33, 34, 35, 36, 37, 38, 39, 40, 44, 41, 42, 43, 44, 139]. It will be interesting to
see how numerical methods will develop in the future, given the robust semi-
numerical nature of the OPP approach and recent attempts to automate it
[17, 124].
Third, we only briefly discussed the spinor-helicity methods [140] that play
an important role in analytical computations of tree amplitudes. In particular,
those methods tend to provide very compact expressions for tree amplitudes
when external particles are in definite helicity states. Since tree amplitudes play
an important role in unitarity-based computations, one may expect that spinor-
helicity methods may be useful for boosting the efficiency of one-loop compu-
tations of scattering amplitudes [141, 142]. Moreover, spinor-helicity methods
can be used to provide compact expressions for one-loop scattering amplitudes
as well, see e.g Refs. [84, 19, 143, 144, 106]. At the moment, it seems that the
benefits of analytic computations lie more in clarifying the generic properties of
the amplitudes, rather than in their phenomenological applications. In partic-
ular, it is unclear if the benefits gained in the computing time that follow from
using analytic formulas in numerical codes are sufficiently high, to outweigh the
significant human efforts that are required to obtain those analytic results.
Fourth, the ideas of unitarity overlap, at least partially, with many exciting
new developments in the field of computation of scattering amplitudes in super-
symmetric extensions of QCD and, in particular, N = 4 SUSY Yang-Mills. It is
an interesting and non-trivial question to what extent real needs of the physics
program at the LHC can benefit from those developments. While it appears
that many of the developments in that field rely on high degree of supersym-
metry, a number of ideas such as the recursion relations for the loop integrand
[145, 146, 147] may have more general nature and, perhaps, can be successfully
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used in non-supersymmetric quantum field theories, such as QCD and the Stan-
dard Model. Partially related to this is the barely explored question of whether
it is possible to apply unitarity-based ideas to multi-loop computations. On one
hand, we do know that this is possible in highly-supersymmetric theories, where
calculations are carried out to a very high order in the perturbative expansion.
On the other hand, in non-supersymmetric field theories, even the first step –
the identification of a suitable basis of master integrals at two-loops – has been
attempted only recently [148]. Hence, it will be interesting to watch in the future
how new ideas developed in the context of N = 4 SUSY Yang-Mills will pene-
trate into more phenomenological research related to perturbative computations
in the Standard Model.
The field of perturbative computations for multi-particle processes went
through a remarkable transformation in the past few years. During these years,
the ability to perform specific computations that are of importance for the Teva-
tron and the LHC physics program has increased beyond the most optimistic
expectations. The improvement in our understanding of perturbative quantum
field theory – that is a byproduct of these exciting developments – gives us
hope that the momentum of the past several years can be carried forward, so
that even more complicated physics – both in terms of the number of external
particles and in terms of the number of loops – can be addressed.
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Appendix A. Details of Passarino-Veltman decomposition
The purpose of this appendix is to give a full description of the Passarino-
Veltman decomposition [58] for the bubble-, triangle-, and box- tensor integrals
which appear in a renormalizable theory. Although these formulas have been
given in the original paper it may be of use to present them here. In presenting
them we have converted the reduction formula to the Bjorken and Drell met-
ric [149] gµν = diag[1,−1,−1,−1], which is most commonly used. In addition,
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we believe that we have improved the notation so that the pattern of the re-
duction is more apparent. Furthermore the original published paper contains
typographical errors (on line 2 and line 17 of page 205 of ref. [58]). We be-
lieve that the above remarks provide sufficient justification for presenting the
Passarino-Veltman reduction formulas again.
Appendix A.1. Two-point functions
We first recall (cf. Section 2) our definitions of the form-factor expansions
for the tensor integrals
Bµ = pµ1B1, (A.1)
Bµν = gµνB00 + p
µ
1p
ν
1B11. (A.2)
We shall refer to the coefficients Bi, B00, B11 as form factors. The dependence
of these form factors on the appropriate Lorentz invariants, such as squares of
the external momenta and masses of internal lines has been dropped for brevity.
By contracting through with p1 and g
µν the form factors can be expressed
entirely in terms of scalar integrals. (The singular case p21 = 0 needs to be
handled separately). The results are,
B1 =
1
2p21
(f1B0(1, 2) +A0(1)−A0(2)),
B11 =
1
2p21
(f1B1(1, 2) +A0(2)− 2B00(1, 2)),
B00 =
1
2(D − 1)(2m
2
1B0(1, 2) +A0(2)− f1B1(1, 2)) . (A.3)
The compact notation is as follows. The propagators that occur in the scalar
integrals, A0 and B0 are specified by i where mi is the mass which is present in
the propagator. Thus, for instance,
A0(2) =
1
iπD/2
∫
dDl
1
l2 −m22
. (A.4)
The constant f1 introduced in Eq. (A.3) is part of the loop-momentum inde-
pendent offsets that we will use in what follows
f1 = m
2
2 −m21 − p21 ,
f2 = m
2
3 −m22 − p22 − 2p1 · p2 ,
f3 = m
2
4 −m23 − p23 − 2p3 · p2 − 2p3 · p1 . (A.5)
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Form factors RHS
C1 C2 R
[c]
C11 C12 R
[c1]
C12 C22 R
[c2]
C001 C002 R
[c00]
C111 C112 R
[c11]
C112 C122 R
[c12]
C122 C222 R
[c22]
Table A.1: Pairs of form factors which satisfy equations of the form Eq. (A.9).
Appendix A.2. Three-point functions
Turning now to the triangle integrals we have the form factor expansion
Cµ = pµ1C1 + p
µ
2C2, (A.6)
Cµν = gµνC00 + p
µ
1p
ν
1C11 + p
µ
2p
ν
2C22 + (p
µ
1p
ν
2 + p
µ
2p
ν
1)C12
= gµνC00 +
2∑
i,j=1
pµi p
ν
jCij , where C21 = C12 , (A.7)
Cµνα =
2∑
i=1
(gµνpαi + g
ναpµi + g
αµpνi )C00i +
2∑
i,j,k=1
pµi p
ν
j p
α
kCijk . (A.8)
These too can be reduced to scalar integrals by contracting through with exter-
nal momenta and the metric tensor as explained in Section 2.3. For example,
for the two form factors C1, C2 we have(
C1
C2
)
= G−12
(
R
[c]
1
R
[c]
2
)
, (A.9)
where G2 is the 2× 2 Gram matrix
G2 =
(
p1 · p1 p1 · p2
p1 · p2 p2 · p2
)
. (A.10)
All the form factor pairs which satisfy equations of the form of Eq. (A.9) are
shown in Table A.1. Note that three of the coefficients in Table A.1 can be
determined in more than one way. This provides an important check of the
reduction. The expressions for the right-hand sides listed in Table A.1 are,
R
[c]
1 =
1
2
(f1C0(1, 2, 3) +B0(1, 3)−B0(2, 3)),
R
[c]
2 =
1
2
(f2C0(1, 2, 3) +B0(1, 2)−B0(1, 3)).
(A.11)
R
[c1]
1 =
1
2
(f1C1(1, 2, 3) + B1(1, 3) +B0(2, 3)− 2C00(1, 2, 3)),
R
[c1]
2 =
1
2
(f2C1(1, 2, 3) + B1(1, 2)−B1(1, 3)),
(A.12)
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R
[c2]
1 =
1
2
(f1C2(1, 2, 3) +B1(1, 3)−B1(2, 3)),
R
[c2]
2 =
1
2
(f2C2(1, 2, 3)−B1(1, 3)− 2C00(1, 2, 3)),
(A.13)
R
[c11]
1 =
1
2
(f1C11(1, 2, 3) +B11(1, 3)− B0(2, 3)− 4C001(1, 2, 3)),
R
[c11]
2 =
1
2
(f2C11(1, 2, 3) +B11(1, 2)− B11(1, 3)),
(A.14)
R
[c22]
1 =
1
2
(f1C22(1, 2, 3) +B11(1, 3)−B11(2, 3)),
R
[c22]
2 =
1
2
(f2C22(1, 2, 3)−B11(1, 3)− 4C002(1, 2, 3)),
(A.15)
R
[c12]
1 =
1
2
(f1C12(1, 2, 3) +B11(1, 3) + B1(2, 3)− 2C002(1, 2, 3)),
R
[c12]
2 =
1
2
(f2C12(1, 2, 3)−B11(1, 3)− 2C001(1, 2, 3)),
(A.16)
R
[c00]
1 =
1
2
(f1C00(1, 2, 3) +B00(1, 3)−B00(2, 3)),
R
[c00]
2 =
1
2
(f2C00(1, 2, 3) +B00(1, 2)−B00(1, 3)).
(A.17)
To express our results we have introduced a compact notation. Thus, for ex-
ample, in Eq. (A.15), B11(2, 3) is defined as the B11 coefficient of the integral
Bµν(p2,m2,m3) =
1
iπD/2
∫
dDl
lµlν
(l2 −m22)((l + p2)2 −m23)
. (A.18)
Note that in Eq. (A.18) the loop momentum l has been shifted (l→ l−p1) with
respect to the defining equation for the triangle integrals,
C0(p1, p2,m1,m2,m3) =
1
iπD/2
∫
dDl
1
(l2 −m21)((l + p1)2 −m22)((l + p1 + p2)2 −m23)
.
(A.19)
In addition we have the following relations,
C00(1, 2, 3) =
1
2(D − 2)(2m
2
1C0(1, 2, 3)− f1C1(1, 2, 3)− f2C2(1, 2, 3)
+ B0(2, 3)), (A.20)
C001(1, 2, 3) =
1
2(D − 1)(2m
2
1C1(1, 2, 3)− f1C11(1, 2, 3)− f2C12(1, 2, 3)
− B0(2, 3)), (A.21)
C002(1, 2, 3) =
1
2(D − 1)(2m
2
1C2(1, 2, 3)− f1C12(1, 2, 3)− f2C22(1, 2, 3)
+ B1(2, 3)). (A.22)
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Note that Eqs. (A.20,A.21,A.22) are the only places where the dependence on
the dimensionality of space-time D appears. Furthermore C001, C002 are also
determined by D-independent relations of the form of Eq. (A.9) as shown in
Table A.1.
Appendix A.3. Four-point functions
Turning now to the box coefficients we have the form factor expansion,
Dµ = pµ1D1 + p
µ
2D2 + p
µ
3D3 , (A.23)
Dµν = gµνD00 +
3∑
i,j=1
pµi p
ν
jDij , (A.24)
Dµνα =
3∑
i=1
g{µνpα}i D00i +
3∑
i,j,k=1
pµi p
ν
j p
α
kDijk , (A.25)
Dµναβ = g{µνgαβ}D0000 +
3∑
i,j=1
g{µνpαl p
β}
j D00ij
+
3∑
i,j,k,l=1
pµi p
ν
j p
α
kp
β
l Dijkl . (A.26)
The curly braces denote full symmetrization of the indices. Many of these
coefficients satisfy equations of the form

 D1D2
D3

 = G−13

 R
[d]
1
R
[d]
2
R
[d]
3

 , (A.27)
where G3 is the 3× 3 Gram matrix
G3 =

 p1 · p1 p1 · p2 p1 · p3p1 · p2 p2 · p2 p2 · p3
p3 · p1 p3 · p2 p3 · p3

 . (A.28)
All the form factor triplets which satisfy equations of the form Eq. (A.27) are
shown in Table A.2, where the notation for the right-hand sides of the corre-
sponding linear equation is also defined.
We now give the definitions of the functions R for the rank one boxes,
R
[d]
1 =
1
2
(f1D0(1, 2, 3, 4) + C0(1, 3, 4)− C0(2, 3, 4)),
R
[d]
2 =
1
2
(f2D0(1, 2, 3, 4) + C0(1, 2, 4)− C0(1, 3, 4)),
R
[d]
3 =
1
2
(f3D0(1, 2, 3, 4) + C0(1, 2, 3)− C0(1, 2, 4)).
(A.29)
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Form factors RHS
D1 D2 D3 R
[d]
D11 D12 D13 R
[d1]
D12 D22 D23 R
[d2]
D13 D23 D33 R
[d3]
D001 D002 D003 R
[d00]
D112 D122 D123 R
[d12]
D113 D123 D133 R
[d13]
D123 D223 D233 R
[d23]
D111 D112 D113 R
[d11]
D122 D222 D223 R
[d22]
D133 D233 D333 R
[d33]
D0011 D0012 D0013 R
[d001]
D0012 D0022 D0023 R
[d002]
D0013 D0023 D0033 R
[d003]
D1111 D1112 D1113 R
[d111]
D1222 D2222 D2223 R
[d222]
D1333 D2333 D3333 R
[d333]
D1112 D1122 D1123 R
[d112]
D1113 D1123 D1133 R
[d113]
D1122 D1222 D1223 R
[d122]
D1133 D1233 D1333 R
[d133]
D1223 D2223 D2233 R
[d223]
D1233 D2233 D2333 R
[d233]
D1123 D1223 D1233 R
[d123]
Table A.2: Triplets of form factors which satisfy equations of the form, Eq. (A.27).
For the rank two boxes we obtain,
R
[d1]
1 =
1
2
(f1D1(1, 2, 3, 4) + C0(2, 3, 4) + C1(1, 3, 4)− 2D00(1, 2, 3, 4)),
R
[d1]
2 =
1
2
(f2D1(1, 2, 3, 4)− C1(1, 3, 4) + C1(1, 2, 4)),
R
[d1]
3 =
1
2
(f3D1(1, 2, 3, 4) + C1(1, 2, 3)− C1(1, 2, 4)),
R
[d2]
1 =
1
2
(f1D2(1, 2, 3, 4)− C1(2, 3, 4) + C1(1, 3, 4)),
R
[d2]
2 =
1
2
(f2D2(1, 2, 3, 4)− C1(1, 3, 4) + C2(1, 2, 4)− 2D00(1, 2, 3, 4)),
R
[d2]
3 =
1
2
(f3D2(1, 2, 3, 4) + C2(1, 2, 3)− C2(1, 2, 4)),
R
[d3]
1 =
1
2
(f1D3(1, 2, 3, 4)− C2(2, 3, 4) + C2(1, 3, 4)),
R
[d3]
2 =
1
2
(f2D3(1, 2, 3, 4)− C2(1, 3, 4) + C2(1, 2, 4)),
R
[d3]
3 =
1
2
(f3D3(1, 2, 3, 4)− C2(1, 2, 4)− 2D00(1, 2, 3, 4)).
(A.30)
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For the rank three boxes we have,
R
[d12]
1 =
1
2
(f1D12(1, 2, 3, 4) + C1(2, 3, 4) + C11(1, 3, 4)− 2D002(1, 2, 3, 4)),
R
[d12]
2 =
1
2
(f2D12(1, 2, 3, 4) + C12(1, 2, 4)− C11(1, 3, 4)− 2D001(1, 2, 3, 4)),
R
[d12]
3 =
1
2
(f3D12(1, 2, 3, 4) + C12(1, 2, 3)− C12(1, 2, 4)). (A.31)
R
[d13]
1 =
1
2
(f1D13(1, 2, 3, 4) + C2(2, 3, 4) + C12(1, 3, 4)− 2D003(1, 2, 3, 4)),
R
[d13]
2 =
1
2
(f2D13(1, 2, 3, 4)− C12(1, 3, 4) + C12(1, 2, 4)),
R
[d13]
3 =
1
2
(f3D13(1, 2, 3, 4)− C12(1, 2, 4)− 2D001(1, 2, 3, 4)). (A.32)
R
[d23]
1 =
1
2
(f1D23(1, 2, 3, 4)− C12(2, 3, 4) + C12(1, 3, 4)),
R
[d23]
2 =
1
2
(f2D23(1, 2, 3, 4) + C22(1, 2, 4)− C12(1, 3, 4)− 2D003(1, 2, 3, 4)),
R
[d23]
3 =
1
2
(f3D23(1, 2, 3, 4)− C22(1, 2, 4)− 2D002(1, 2, 3, 4)). (A.33)
R
[d11]
1 =
1
2
(f1D11(1, 2, 3, 4)− C0(2, 3, 4) + C11(1, 3, 4)− 4D001(1, 2, 3, 4)),
R
[d11]
2 =
1
2
(f2D11(1, 2, 3, 4)− C11(1, 3, 4) + C11(1, 2, 4)),
R
[d11]
3 =
1
2
(f3D11(1, 2, 3, 4) + C11(1, 2, 3)− C11(1, 2, 4)). (A.34)
R
[d22]
1 =
1
2
(f1D22(1, 2, 3, 4)− C11(2, 3, 4) + C11(1, 3, 4)),
R
[d22]
2 =
1
2
(f2D22(1, 2, 3, 4)− C11(1, 3, 4) + C22(1, 2, 4)− 4D002(1, 2, 3, 4)),
R
[d22]
3 =
1
2
(f3D22(1, 2, 3, 4) + C22(1, 2, 3)− C22(1, 2, 4)). (A.35)
R
[d33]
1 =
1
2
(f1D33(1, 2, 3, 4)− C22(2, 3, 4) + C22(1, 3, 4)),
R
[d33]
2 =
1
2
(f2D33(1, 2, 3, 4)− C22(1, 3, 4) + C22(1, 2, 4)),
R
[d33]
3 =
1
2
(f3D33(1, 2, 3, 4)− C22(1, 2, 4)− 4D003(1, 2, 3, 4)). (A.36)
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R
[d00]
1 =
1
2
(f1D00(1, 2, 3, 4)− C00(2, 3, 4) + C00, 1, 3, 4)),
R
[d00]
2 =
1
2
(f2D00(1, 2, 3, 4)− C00, 1, 3, 4) + C00, 1, 2, 4)),
R
[d00]
3 =
1
2
(f3D00(1, 2, 3, 4) + C00(1, 2, 3)− C00, 1, 2, 4)). (A.37)
For the rank four boxes we obtain
R
[d111]
1 =
1
2
(f1D111(1, 2, 3, 4) + C111(1, 3, 4) + C0(2, 3, 4)− 6D0011(1, 2, 3, 4)),
R
[d111]
2 =
1
2
(f2D111(1, 2, 3, 4)− C111(1, 3, 4) + C111(1, 2, 4)),
R
[d111]
3 =
1
2
(f3D111(1, 2, 3, 4)− C111(1, 2, 4) + C111(1, 2, 3)). (A.38)
R
[d222]
1 =
1
2
(f1D222(1, 2, 3, 4) + C111(1, 3, 4)− C111(2, 3, 4)),
R
[d222]
2 =
1
2
(f2D222(1, 2, 3, 4)− C111(1, 3, 4) + C222(1, 2, 4)− 6D0022(1, 2, 3, 4)),
R
[d222]
3 =
1
2
(f3D222(1, 2, 3, 4)− C222(1, 2, 4) + C222(1, 2, 3)). (A.39)
R
[d333]
1 =
1
2
(f1D333(1, 2, 3, 4) + C222(1, 3, 4)− C222(2, 3, 4)),
R
[d333]
2 =
1
2
(f2D333(1, 2, 3, 4)− C222(1, 3, 4) + C222(1, 2, 4)), (A.40)
R
[d333]
3 =
1
2
(f3D333(1, 2, 3, 4)− C222(1, 2, 4)− 6D0033(1, 2, 3, 4)).
R
[d112]
1 =
1
2
(f1D112(1, 2, 3, 4) + C111(1, 3, 4)− C1(2, 3, 4)− 4D0012(1, 2, 3, 4)),
R
[d112]
2 =
1
2
(f2D112(1, 2, 3, 4)− C111(1, 3, 4) + C112(1, 2, 4)− 2D0011(1, 2, 3, 4)),
R
[d112]
3 =
1
2
(f3D112(1, 2, 3, 4)− C112(1, 2, 4) + C112(1, 2, 3)). (A.41)
R
[d113]
1 =
1
2
(f1D113(1, 2, 3, 4) + C112(1, 3, 4)− C2(2, 3, 4)− 4D0013(1, 2, 3, 4)),
R
[d113]
2 =
1
2
(f2D113(1, 2, 3, 4)− C112(1, 3, 4) + C112(1, 2, 4)),
R
[d113]
3 =
1
2
(f3D113(1, 2, 3, 4)− C112(1, 2, 4)− 2D0011(1, 2, 3, 4)). (A.42)
R
[d122]
1 =
1
2
(f1D122(1, 2, 3, 4) + C111(1, 3, 4) + C11(2, 3, 4)− 2D0022(1, 2, 3, 4)),
R
[d122]
2 =
1
2
(f2D122(1, 2, 3, 4)− C111(1, 3, 4) + C122(1, 2, 4)− 4D0012(1, 2, 3, 4)),
R
[d122]
3 =
1
2
(f3D122(1, 2, 3, 4)− C122(1, 2, 4) + C122(1, 2, 3)). (A.43)
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R
[d133]
1 =
1
2
(f1D133(1, 2, 3, 4) + C122(1, 3, 4) + C22(2, 3, 4)− 2D0033(1, 2, 3, 4)),
R
[d133]
2 =
1
2
(f2D133(1, 2, 3, 4)− C122(1, 3, 4) + C122(1, 2, 4)),
R
[d133]
3 =
1
2
(f3D133(1, 2, 3, 4)− C122(1, 2, 4)− 4D0013(1, 2, 3, 4)). (A.44)
R
[d223]
1 =
1
2
(f1D223(1, 2, 3, 4) + C112(1, 3, 4)− C112(2, 3, 4)),
R
[d223]
2 =
1
2
(f2D223(1, 2, 3, 4)− C112(1, 3, 4) + C222(1, 2, 4)− 4D0023(1, 2, 3, 4)),
R
[d223]
3 =
1
2
(f3D223(1, 2, 3, 4)− C222(1, 2, 4)− 2D0022(1, 2, 3, 4)). (A.45)
R
[d233]
1 =
1
2
(f1D233(1, 2, 3, 4) + C122(1, 3, 4)− C122(2, 3, 4)),
R
[d233]
2 =
1
2
(f2D233(1, 2, 3, 4)− C122(1, 3, 4) + C222(1, 2, 4)− 2D0033(1, 2, 3, 4)),
R
[d233]
3 =
1
2
(f3D233(1, 2, 3, 4)− C222(1, 2, 4)− 4D0023(1, 2, 3, 4)). (A.46)
R
[d123]
1 =
1
2
(f1D123(1, 2, 3, 4) + C112(1, 3, 4) + C12(2, 3, 4)− 2D0023(1, 2, 3, 4)),
R
[d123]
2 =
1
2
(f2D123(1, 2, 3, 4)− C112(1, 3, 4) + C122(1, 2, 4)− 2D0013(1, 2, 3, 4)),
R
[d123]
3 =
1
2
(f3D123(1, 2, 3, 4)− C122(1, 2, 4)− 2D0012(1, 2, 3, 4)). (A.47)
R
[d001]
1 =
1
2
(f1D001(1, 2, 3, 4) + C001(1, 3, 4) + C00(2, 3, 4)− 2D0000(1, 2, 3, 4)),
R
[d001]
2 =
1
2
(f2D001(1, 2, 3, 4)− C001(1, 3, 4) + C001(1, 2, 4)),
R
[d001]
3 =
1
2
(f3D001(1, 2, 3, 4)− C001(1, 2, 4) + C001(1, 2, 3)). (A.48)
R
[d002]
1 =
1
2
(f1D002(1, 2, 3, 4) + C001(1, 3, 4)− C001(2, 3, 4)),
R
[d002]
2 =
1
2
(f2D002(1, 2, 3, 4)− C001(1, 3, 4) + C002(1, 2, 4)− 2D0000(1, 2, 3, 4)),
R
[d002]
3 =
1
2
(f3D002(1, 2, 3, 4)− C002(1, 2, 4) + C002(1, 2, 3)). (A.49)
R
[d003]
1 =
1
2
(f1D003(1, 2, 3, 4) + C002(1, 3, 4)− C002(2, 3, 4)),
R
[d003]
2 =
1
2
(f2D003(1, 2, 3, 4)− C002(1, 3, 4) + C002(1, 2, 4)),
R
[d003]
3 =
1
2
(f3D003(1, 2, 3, 4)− C002(1, 2, 4)− 2D0000(1, 2, 3, 4)). (A.50)
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In addition to the relations detailed in Table A.2 we also have the following
D-dependent relations, obtained by contracting with the metric tensor. Of these
only Eqs. (A.51) and (A.61) are really necessary, since the others are determined
by the relations in Table A.2. Nevertheless the redundancy provides a good
check of the implementation.
D0000(1, 2, 3, 4) =
1
2(D − 1)(2m
2
1D00(1, 2, 3, 4) + C00(2, 3, 4)
− f1D001(1, 2, 3, 4)− f2D002(1, 2, 3, 4)− f3D003(1, 2, 3, 4)), (A.51)
D0011(1, 2, 3, 4) =
1
2(D − 1)(2m
2
1D11(1, 2, 3, 4) + C0(2, 3, 4)
− f1D111(1, 2, 3, 4)− f2D112(1, 2, 3, 4)− f3D113(1, 2, 3, 4)), (A.52)
D0012(1, 2, 3, 4) =
1
2(D − 1)(2m
2
1D12(1, 2, 3, 4)− C1(2, 3, 4)
− f1D112(1, 2, 3, 4)− f2D122(1, 2, 3, 4)− f3D123(1, 2, 3, 4)), (A.53)
D0013(1, 2, 3, 4) =
1
2(D − 1)(2m
2
1D13(1, 2, 3, 4)− C2(2, 3, 4)
− f1D113(1, 2, 3, 4)− f2D123(1, 2, 3, 4)− f3D133(1, 2, 3, 4)), (A.54)
D0022(1, 2, 3, 4) =
1
2(D − 1)(2m
2
1D22(1, 2, 3, 4) + C11(2, 3, 4)
− f1D122(1, 2, 3, 4)− f2D222(1, 2, 3, 4)− f3D223(1, 2, 3, 4)), (A.55)
D0023(1, 2, 3, 4) =
1
2(D − 1)(2m
2
1D23(1, 2, 3, 4) + C12(2, 3, 4)
− f1D123(1, 2, 3, 4)− f2D223(1, 2, 3, 4)− f3D233(1, 2, 3, 4)), (A.56)
D0033(1, 2, 3, 4) =
1
2(D − 1)(2m
2
1D33(1, 2, 3, 4) + C22(2, 3, 4)
− f1D133(1, 2, 3, 4)− f2D233(1, 2, 3, 4)− f3D333(1, 2, 3, 4)), (A.57)
D001(1, 2, 3, 4) =
1
2(D − 2)(2m
2
1D1(1, 2, 3, 4)− C0(2, 3, 4)
− f1D11(1, 2, 3, 4)− f2D12(1, 2, 3, 4)− f3D13(1, 2, 3, 4)), (A.58)
D002(1, 2, 3, 4) =
1
2(D − 2)(2m
2
1D2(1, 2, 3, 4) + C1(2, 3, 4)
− f1D12(1, 2, 3, 4)− f2D22(1, 2, 3, 4)− f3D23(1, 2, 3, 4)), (A.59)
D003(1, 2, 3, 4) =
1
2(D − 2)(2m
2
1D3(1, 2, 3, 4) + C2(2, 3, 4)
− f1D13(1, 2, 3, 4)− f2D23(1, 2, 3, 4)− f3D33(1, 2, 3, 4)), (A.60)
D00(1, 2, 3, 4) =
1
2(D − 3)(2m
2
1D0(1, 2, 3, 4) + C0(2, 3, 4)
− f1D1(1, 2, 3, 4)− f2D2(1, 2, 3, 4)− f3D3(1, 2, 3, 4)). (A.61)
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Appendix B. Rational terms of specific tensor integrals
As an illustration, we present results of the computation of rational parts of
some of the tensor integrals. We begin with the rank-two two-point function. To
calculate the rational part, we perform the reduction of the integral, along the
lines described above, and trace the part of the reduction that depends on the
(D−4)-component of the loop momentum. Considering the rank-two two-point
integral
Iµν2 =
∫
dDl
(2π)D
lµlν
d0d1
, (B.1)
where di = (l + qi)
2 −m2i we find its rational part
R[I2]µν = icΓ
(
ωµν
3
+
g−2ǫµν
2ǫ
)
F01. (B.2)
In Eq. (B.2), ωµν is the metric tensor of the transverse space ωµν(q1 − q0)µ =
0 and g−2ǫµν is the metric tensor of the (D − 4)-dimensional space. Also, we
introduced the short-hand notation
Fij =
m2i +m
2
j
2
− (qi − qj)
2
6
, (B.3)
and the loop factor cΓ reads,
cΓ =
1
(4π)2−ǫ
Γ(1 + ǫ)Γ2(1− ǫ)
Γ(1− 2ǫ) =
(4π)ǫ
16π2
1
Γ(1− ǫ) +O(ǫ
3) . (B.4)
We note that the presence of the ǫ-dependent part of the metric tensor in the re-
sult is the reflection of the fact that the rank-two two-point function is divergent.
This term does not contribute when Iµν is contracted with the four-dimensional
vectors, as it is often the case, but when Iµν is contracted with the full D-
dimensional metric tensor, it does contribute. In fact, the two terms shown in
the right hand side of Eq. (B.2) can be identified with the two contributions to
the rational part R1,2, discussed at the end of Section 5.3.
For the three-point functions, we need to consider the rank-two and the
rank-three tensor integrals. For the rank-two three-point function
Iµν3 =
∫
dDl
(2π)D
lµlν
d0d1d2
, (B.5)
the rational part is remarkably simple. It reads
R[I3]µν = icΓ
(
ωµν(q1, q2)
4
+
g−2ǫµν
4ǫ
)
. (B.6)
However, the rational part becomes significantly more complex for the rank-
three three-point function
Iµνα3 =
∫
dDl
(2π)D
lµlν lα
d0d1d2
. (B.7)
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We find
R[I3]µνα = icΓ
(
2∑
i=1
vµi v
ν
i v
α
i ciii + σ
µ
2 σ
ν
2σ
α
2 c000
+
2∑
i=1
v
{α
i c
µν}
⊥,i + σ
{α
2 c
µν}
⊥,0 + t
{µν
3,1 v
α}
)
, (B.8)
and the curly braces {. . .} indicate symmetrization over the three cyclic permu-
tations of the indices. As usual vµi are the basis vectors of the physical space in
van Neerven - Vermaseren basis, σn =
n∑
i=1
vi and
c111 =
∆2F02
6q22
, c222 =
∆2F01
6q21
, c000 = − ∆2F12
6(q2 − q1)2 ,
cαβ⊥,1 = t
αβ
3,2
F02
2
, cαβ⊥,2 = t
αβ
3,2
F01
2
, cαβ⊥,0 = −tαβ3,2
F12
2
.
(B.9)
The Kronecker delta contracted with the two momenta is denoted by ∆2 =
∆(q1, q2) = δ
q1q2
q1q2 , see Section 3 for details. Also, we introduced
tαβ3,1 =
ωαβ(q1, q2)
4
+
gµν−2ǫ
4ǫ
, tαβ3,2 =
ωαβ(q1, q2)
3
+
gµν−2ǫ
2ǫ
, (B.10)
and the auxiliary vector
vµ =
1
2
2∑
i=1
vµi
(
m2i −m20 − q2i
)
. (B.11)
A similar situation occurs with the four-point functions. For the rational
part of the rank-three four-point function
Iµνα4 =
∫
dDl
(2π)D
lµlν lα
d0d1d2d3
, (B.12)
we obtain
R[I4]µνα = icΓ
(
3∑
i=1
vµi v
ν
i v
α
i diii + σ
µ
3 σ
ν
3σ
α
3 d000
)
, (B.13)
where
diii =
∆3
8Qii
, d000 = −∆3
8Q
. (B.14)
Here, we use the following general notation. Consider an n + 1-point function
with momenta qi. The Gram-determinant matrix is given by Gij = (qi · qj). We
denote the elements of the inverse Gram matrix by
G−1ij =
Qij
∆n
, (B.15)
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where ∆n = δ
q1...qn
q1...qn . With this notation, Qij equals to (−1)i+j times the deter-
minant of a minor of the Gram matrix obtained by removing the i-th row and
the j-th column. These minors can be obtained from the scalar product of the
van Neerven-Vermaseren basis vectors
Qij = ∆n vivj . (B.16)
We also employ the short-hand notation
Qi =
n∑
j=1
Qij , Q =
n∑
i=1
Qi. (B.17)
We note that, while the rational part of the rank-three four-point function
and Eq. (B.13) is remarkably compact, a similar formula for the rank-four four-
point is much more involved and we do not present it here.
Appendix C. Cutkosky rules
Scattering amplitudes in quantum field theories are functions of scalar prod-
ucts of four-momenta of scattered particles. It is possible to complexify these
scalar products and study how scattering amplitudes depend on them. In par-
ticular, a 2→ 2 scattering process of particles of mass m can be fully described
by two independent Mandelstam variables s and t = −(s−4m2)/2 (1−cos θcms),
where θcms is the scattering angle in the center-of-mass frame. It is useful to
consider the scattering amplitude as a function of s, keeping θcms fixed. It
follows from the unitarity of the scattering matrix S that the scattering ampli-
tude is an analytic function in the complex s-plane with possible single-particle
poles in non-physical regions and branch cuts corresponding to multi-particle
thresholds. Indeed, since S†S = 1, S = 1 + iT ,
2 Im T = −i(T − T †) = T †T = TT †. (C.1)
Taking the matrix element of both sides of the above equation between two-
particle states and using the completeness relation, we find
2 Im 〈p3, p4|T |p1, p2〉 =
∑
n
〈n|T |p3, p4〉∗〈n|T |p1, p2〉. (C.2)
The scattering amplitude M(s, t) is defined by factoring the energy-momentum
conserving δ-function from the matrix element of the T -matrix, 〈p3, p4|T |p1, p2〉 =
(2π)4δ(p1 + p2 − p3 − p4)M(s, t). As the scattering energy increases, the imag-
inary part of the scattering amplitude receives contributions from intermedi-
ate states of higher multiplicities. As a result M(s, t) has branch cuts in the
complex s-plane at (nm)2, with n = (2, 3, 4, ...). The discontinuity of the am-
plitude M(s, t) at these cuts is given by Eq. (C.2). The analysis of the an-
alytic properties of multi-particle amplitudes based on unitarity and crossing
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symmetry becomes more and more cumbersome with increasing number of ex-
ternal particles. In perturbation theory, however, the Cutkosky formula [150]
1/(p2−m2 + iδ)→ (−2πi)δ(p2 −m2)θ(p0) provides us with a simple recipe for
calculating discontinuities across branch cuts of multi-loop, multi-leg Feynman
diagrams. In this Appendix, we discuss the origin of the Cutkosky rule using
the example of a two-point function. Our presentation follows Ref. [151] where
further details can be found.
Consider a diagram that contributes to a correlation function of two scalar
fields in ϕ3-theory
I(2)(p2,m2) =
∫
d4l
(2π)4
1
D1D2
,
D1 = l
2 −m2 + i0, D2 = (p− l)2 −m2 + i0 .
(C.3)
This diagram is an analytic function of p2, with a cut along the positive real
axis, starting at p2 = 4m2. To understand the origin of the discontinuity across
the cut, we start computing the integral in Eq. (C.3) by integrating over l0.
We do so by using the residue theorem. We work in a reference frame where
p = (p0,~0) and p0 > 0. There are four poles that we need to consider:
D1 : a1) l0 = ǫl − i0, b1) l0 = −ǫl + i0,
D2 : a2) l0 = p0 + ǫl − i0, b2) l0 = p0 − ǫl + i0,
(C.4)
where ǫl =
√
~l2 +m2. From Eq. (C.4), it follows that two l0-poles are located
above and two l0-poles are located below the real axis, see the upper inset in
Fig. C.1. We can also compute the distance between the poles in Eq. (C.4). We
find that the distance between the poles b2 and a1 can vanish, while distances
between all other poles are larger than zero. This observation has important
consequences. Suppose we start with a p0 value such that 0 < p0 < 2m. In
that case poles b1,2 are above the negative real axis and poles a1,2 are below the
positive real axis. It is clear that the integration contour can be deformed to
complex l0-values such that Re(l0) < 0, Im(l0) < 0 and Re(l0) > 0, Im(l0) > 0.
Once the integration contour is deformed, it becomes clear that the integral
can not develop a discontinuity in p2. Indeed, the discontinuity is the result
of differing values of the integral when computed with p0 → p0 ± iδ, δ → 0.
The location of the poles changes when p0 is substituted by p0 ± iδ. However,
because the integration contour is far away from the poles, the result of the
integration is not affected.
This argument fails if the integration contour cannot be moved away from
the poles. In our example, this happens if the integration contour is pinched
between the two poles, so that they are on top of each other. This can only
happen for the two poles b2 and a1 in Eq. (C.4). The distance between the
poles b2 and a1 vanishes if p0 = 2ǫl; this can only happen if p0 ≥ 2m. The
Lorentz-invariant form of this condition is p2 ≥ 4m2, which is the point in the
complex p2-plane where the two-particle cut starts.
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l0
−ǫl
ǫl p0 + ǫl
C
C ′
p0 − ǫl−ǫl
ǫl p0 + ǫl
l0
p0 − ǫl
Figure C.1: Integration contours in the l0 plane. See text for details.
To compute the discontinuity, we go back to Eq. (C.3) and write it as an
integral over the contour C shown in the upper inset in Fig. C.1
I(2)(p2,m2) =
∫
d3~l
(2π)3
∫
C
dl0
(2π)
1
(l20 − ǫ2l )((l0 − p0)2 − ǫ2l )
. (C.5)
We can write this integral as the sum of two terms: the integral over a contour
C′ (see the lower inset in Fig. C.1 ) where pinching does not occur and therefore
no discontinuity is present, and the residue at the pole a1
I(2) =
∫
d3~l
(2π)3

∫
C′
dl0
(2π)
...+
∮
γa1
dl0
(2π)
...

 . (C.6)
The integral over γa1 can be written as∮
γa1
dl0
(2π)
1
(l20 − ǫ2l )((l0 − p0)2 − ǫ2l )
=
∫
dl0
(2π)
(−2πi)δ+(l2 −m2)
((l0 − p0)2 − ǫ2l )
, (C.7)
where δ+(l
2 − m2) = δ(l2 − m2)θ(l0). The discontinuity of the integral in
Eq. (C.7) can be computed directly. For our choice of the reference frame,
p2 ± iδ ≡ p20 ± iδ. Therefore,
Disc [I2] = I2(p2 + iδ)− I2(p2 − iδ)
=
∫
d4l
(2π)4
(−2πi)δ+(l2 −m2)×
[
1
(l0 − p0 − iδ)2 − ǫ2l
− c.c
]
=
∫
d4l
(2π)4
(−2πi)δ+(l2 −m2)
[
1
(l − p)2 −m2 + iδ − c.c.
]
.
(C.8)
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As the final step, we use
1
x+ iδ
= P
[
1
x
]
− iπδ(x). (C.9)
to simplify the difference of the two terms in square brackets and find
Disc [I2] =
∫
d4l
(2π)4
(−2πi)δ+(l2 −m2) (−2πi)δ+((l − p)2 −m2). (C.10)
Hence, the discontinuity of the integral I2 is obtained by replacing both prop-
agators with δ-functions, in agreement with the Cutkosky rule.
We now discuss how this result generalizes. We begin with the formulation of
a more thorough condition for the appearance of the discontinuities in one-loop
Feynman diagrams. As follows from the above discussion, discontinuities appear
when the integration contour becomes trapped between poles of the integrand of
a given Feynman diagram. To streamline a discussion of when this happens, we
go back to our example and combine denominators using Feynman parameters
I(2)(p2,m2) =
∫
d4l
(2π)4
1
D1D2
=
∫
d4l
(2π)4
∫
dα1dα2
δ(1−∑αi)
D2
, (C.11)
where D = α1D1 + α2D2. Singularities in the above expression appear, if
D = 0. The necessary condition for that is D1(l
∗) = 0, D2(l∗) = 0. Since D is a
quadratic polynomial in the loop momentum l, equation D(l) = 0 contains two
solutions which, in general, are different. In such a situation, the integration
contour can be deformed, the pinch singularity can be avoided and no disconti-
nuity appears. This does not occur if the two solutions of the quadratic equation
coincide. Suppose we write
D(l) = (l0 − a(~l, p,m))(l0 − b(~l, p,m)), (C.12)
where a and b are functions of the three-momentum ~l, external momentum p
and the mass m. The condition that the poles coincide is
∂D
∂l0
∣∣∣∣
l0=a or b
= 0. (C.13)
The covariant generalization of this equation is straightforward
∂D
∂lµ
∣∣∣∣
l=l∗
= 0. (C.14)
Because D(l) = α1D1 + α2D2 and D1,2 = (l + q1,2)
2 −m2, we find
∂D
∂lµ
∣∣∣∣
l=l∗
= 0⇒ α1l∗1 + α2l∗2 = 0, (C.15)
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where l∗1,2 = l
∗+ q1,2 and l∗ is such that D1(l∗) = D2(l∗) = 0. If Eq. (C.15) has
solutions for real values of the loop momentum and for physical values of Feyn-
man parameters 0 ≤ α1,2 ≤ 1, there is a pinch singularity and, correspondingly,
a discontinuity in a given Feynman diagram.
The generalization of the above discussion leads to Landau equations [46]
(see Ref. [152] for a pedagogical introduction). To present these equations, we
consider an L-loop Feynman integral with N propagators Di = q
2
i −m2i , i ∈ N
I({pi}, {mi}) =
∫ L∏
k=1
d4lk
(2π)4
N ({li} {pi})
N∏
i=1
Di
.
(C.16)
The set of equations that determines the positions of the pinch singularities of
the integral (C.16) that lead to a discontinuity across an r-particle cut is
Di = q
2
i −m2i = 0, (i = 1, 2, ..., r ≤ 4L), (C.17)∑
i⊂loop j α
(j)
i qi = 0 for every loop. (C.18)
The first set of Landau equations Eq. (C.17) selects a finite number of vanishing
propagators, i.e. defines a cut. This is a necessary condition for a Feynman
integral to develop a singularity and to have a discontinuity in a particular
channel. As we saw in the explicit example, the second set of equations (C.18)
is a condition that the singularities trap the integration contour.
The Landau equations provide us with sets of homogeneous linear equations
for the coefficients α
(j)
i . The condition to have non-trivial solutions requires that
the corresponding determinants vanish. The equations given by the vanishing
determinants allow us to calculate the positions of the branch point singularities
associated with a particular channel.
To illustrate how the Landau equations work, we go back to our example –
the integral I2. We slightly generalize it by considering two different masses in
the inverse Feynman propagators D1 and D2. The position of the singularity
for the double cut is given by the Landau equations
l2 −m21 = 0 , (l − p)2 −m22 = 0 , (α1 + α2)lµ − α2pµ = 0. (C.19)
Contracting the last equation with l and p, we obtain a linear system of equations
for α1,2
(α1 + α2)m
2
1 − α2(l · p) = 0,
(α1 + α2)(l · p)− α2p2 = 0.
(C.20)
These equations have non-trivial solutions for α1, α2 provided that the corre-
sponding determinant vanishes. Hence,
m21p
2 − (l · p)2 = 0 , and l · p = 1
2
(m21 + p
2 −m22). (C.21)
163
Solving this equation for p2 we obtain
p2± = (m1 ±m2)2. (C.22)
In spite of the two solutions, the physical two-particle threshold is at p2 = p2+
because we need to satisfy additional constraints l0 > 0 and p0 − l0 > 0. This
leaves only one solution for the branch cut point p2 = p2+ = (m1 +m2)
2.
Having discussed the examples of how Cutkosky rules are used, the rea-
sons discontinuities appear and equations that can be used to find locations of
branch cuts, we are now in a position to write down a general formula for the
discontinuity of a Feynman diagram in a particular r-particle channel. We note
that a complete proof of Cutkosky rules is non-trivial; details can be found in
[150, 153].
To be specific, we imagine that in a general Feynman diagram Eq. (C.16),
a discontinuity appears if the first r propagators go on the mass-shell. The
discontinuity across this cut can be computed using Cutkosky rules [150]
Disc [I] =
∫ L∏
k=1
d4lk
(2π)4
N ({li} {pi})
r∏
i=1
(−2πi)δ(+)(q2i −m2i )
N∏
j=r+1
(q2j −m2j)
. (C.23)
The above equation is the main result of this Appendix. We hope to have
sufficiently motivated it with the above discussion. We finish this Appendix
with a few remarks.
a) As shown in Eq. (C.1), unitarity implies non-linear relations between scat-
tering amplitudes. Those relations can be used to compute the disconti-
nuities of scattering amplitudes at a given order in the perturbative ex-
pansion, in terms of amplitudes at lower orders.
b) Unitarity is built into perturbation theory in an even more detailed man-
ner. It is not necessary for the external legs to have on-shell values. If
the Landau equations have solutions, the Cutkosky formula provides the
correct singularities also in the case of off-shell legs. Only the cut lines
need be on-shell.
c) The diagrammatic version of the Cutkosky formula Eq. (C.23) can be ap-
plied to scattering amplitudes, leading to generalized unitarity relations.
Consider the triangle singularity. It appears in many diagrams. Special-
izing to one loop and summing up all diagrams with such a discontinuity,
we obtain
Discl→ln1n2n3
[
A1−loopn
]
=
∑
states
∫
d4l
(2π)4
3∏
i=1
(−2πi)δ+(l2i −m2i )
×Atreen1 (−l3, l1)Atreen2 (−l1, l2)Atreen3 (−l2, l3),
(C.24)
where A1−loopn and A
tree are one-loop and tree scattering on-shell scatter-
ing amplitudes.
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d) In D-dimensions the maximal possible number of cut propagators of an
L-loop Feynman diagram is D×L since in that case all components of the
loop momenta are fixed by on-shell constraints. Obviously, when the max-
imal cut is evaluated, no integration over the loop momentum is needed
since the integral reduces to a sum over discrete solutions. For one-loop
computations in D-dimensions, with D > 4, at most five cuts are re-
quired, since the extra components of the loop momenta decouple from
the four-dimensional kinematics.
Appendix D. Spinor Helicity methods
The main thrust of this review has been the description of methods that are
applicable to one-loop amplitudes containing both massless and massive par-
ticles. However QCD contains massless gluons and, at energies much larger
than their masses, quarks can also be considered massless. Considerable sim-
plification can be achieved in massless amplitudes by the use of spinor helicity
methods [140, 154]. These methods, as they apply to tree diagrams, have been
extensively reviewed in refs. [82, 83, 112]. In the main text, Section 9.6, spinor-
helicity methods are used in the calculation of a simple one-loop diagram. The
purpose of this appendix is to give a short review of these methods to elucidate
the examples given in the main text. Reviews of the application of spinor-helicity
methods to loop diagrams can also be found in refs. [155, 25, 26].
Appendix D.1. Spinor solutions for massless fermions
We choose to work in the Weyl representation for the gamma matrices,
Eq. (7.12). In this representation upper and lower components have different
helicities
γR =
1
2
(1 + γ5) =
(
1 0
0 0
)
, γL =
1
2
(1 − γ5) = =
(
0 0
0 1
)
. (D.1)
The massless spinor solutions of the Dirac equations are (c.f. Eq. (7.13))
u+(p) =


√
p+√
p−eiϕp
0
0

 , u−(p) =


0
0√
p−e−iϕp
−√p+

 , (D.2)
where
e±iϕp ≡ p
x ± ipy√
(px)2 + (py)2
=
px ± ipy√
p+p−
, p± = E ± pz. (D.3)
In this representation the Dirac conjugate spinors are
u+(p) ≡ u†+(p)γ0 =
[
0, 0,
√
p+,
√
p−e−iϕp
]
,
u−(p) =
[√
p−eiϕp ,−
√
p+, 0, 0
]
,
(D.4)
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and the spinors are normalized such that u†±u± = 2E. In the massless limit the
antiparticle spinors obey the same Dirac equation and we may choose the phase
such that particle spinors u(p) and antiparticle spinors v(p) satisfy
u±(p) = v∓(p) . (D.5)
We now introduce a bra and ket notation for spinors corresponding to (mass-
less) momenta pi, i = 1, 2, . . . , n labeled by the index i
|i+〉 ≡ |i〉 ≡ |pi+〉 ≡ u+(pi) = v−(pi),
|i−〉 ≡ |i] ≡ |pi−〉 ≡ u−(pi) = v+(pi),
〈i+ | ≡ [i| ≡ 〈pi + | ≡ u+(pi) = v−(pi),
〈i− | ≡ 〈i| ≡ 〈pi − | ≡ u−(pi) = v+(pi).
(D.6)
We further define the basic spinor products by
〈ij〉 ≡ 〈i − |j+〉 = u−(pi)u+(pj), (D.7)
[ij] ≡ 〈i+ |j−〉 = u+(pi)u−(pj). (D.8)
The helicity projection implies that products like 〈i + |j+〉 vanish
〈i+ |j+〉 = [ij〉 = 〈i− |j−〉 = 〈ij] = 0. (D.9)
It is also straightforward to verify that the spinor products satisfy the following
relations
〈ij〉 = −〈ji〉 [ij] = −[ji] , (D.10)
which imply
〈ii〉 = [ii] = 0 . (D.11)
We will use the first two notations in Eq. (D.6) interchangeably. Thus we
may write
〈i − |γµ|j−〉 ≡ 〈i|γµ|j] ,
〈i + |γµ|j+〉 ≡ [i|γµ|j〉 . (D.12)
Appendix D.2. Spinor products
For the case where both energies are positive, p0i > 0, p
0
j > 0, we can write
the spinor products explicitly as
〈i j〉 =
√
p−i p
+
j e
iϕpi −
√
p+i p
−
j e
iϕpj =
√
|sij |eiφij ,
[i j] =
√
p+i p
−
j e
−iϕpj −
√
p−i p
+
j e
−iϕpi = −
√
|sij |e−iφij ,
(D.13)
where sij = (pi + pj)
2 = 2pi · pj, and
cosφij =
pxi p
+
j − pxj p+i√
|sij |p+i p+j
, sinφij =
pyi p
+
j − pyj p+i√
|sij |p+i p+j
. (D.14)
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Thus, the spinor products are, up to a phase, square roots of Lorentz products.
For real momenta with positive energy components we have that 〈i j〉∗ = [j i].
Note, however, that for complex momenta this is no longer true.
By explicit construction one can show that
|b+〉〈c− | − |c+〉〈b− | = 〈c− |b+〉γR . (D.15)
Contracting this equation with 〈a−| from the left and with |d+〉 from the right,
we obtain the Schouten identity
〈a− |b+〉〈c− |d+〉 − 〈a− |c+〉〈b− |d+〉 = 〈c− |b+〉〈a− |d+〉 . (D.16)
We can write it more compactly as
〈a b〉〈c d〉 − 〈a c〉〈b d〉 − 〈c b〉〈a d〉 = 0 ,
[a b][c d]− [a c][b d]− [c b][a d] = 0 . (D.17)
Note that the expressions on the left of Eq. (D.17) are totally antisymmetric
under the exchange of a, b, c. The Schouten identity follows because the totally
antisymmetric product of three two-component objects is equal to zero.
The importance of spinor products for describing on-shell scattering ampli-
tudes in gauge theories is related to their natural connection to square roots
of four-momenta scalar products sij , cf. Eq. (D.13). Since gauge scattering
amplitudes have square-root singularities in sij , they become simple functions
when written in terms of spinor products.
We will now explain how spinors are used to simplify the description of
massless gauge vector bosons. We consider a gluon with momentum k and
gauge vector b. Its polarization vector can be written as
ε±µ (k, b) = ±
〈k ± |γµ|b±〉√
2〈b∓ |k±〉 . (D.19)
Using Fierz and charge-conjugation equations, see Table D.1, we find
γµε+µ (k, b) =
√
2
[
|k−〉〈b− | + |b+〉〈k + |
]
〈bk〉 ,
γµε−µ (k, b) =
√
2
[
|k+〉〈b+ | + |b−〉〈k − |
]
[kb]
.
(D.20)
Different choices of the vector b correspond to different gauge choices; the cor-
responding polarization vectors differ by an amount proportional to the gluon
momentum. Specifically,
ε+µ (k, b)− ε+µ (k, c) =
〈k + |γµ|b+〉√
2〈bk〉 −
〈k + |γµ|c+〉√
2〈ck〉
=
1√
2〈bk〉〈ck〉
[
〈k + |γµ|b+〉〈ck〉 − 〈k + |γµ|c+〉〈bk〉
]
=
1√
2〈bk〉〈ck〉
[
〈k + |γµ|k+〉〈cb〉
]
=
√
2〈cb〉
〈bk〉〈ck〉kµ (D.21)
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〈pq〉 = 〈p− |q+〉, [pq] = 〈p+ |q−〉
〈p± |γµ|p±〉 = 2pµ
〈p+ |q+〉 = 〈p− |q−〉 = 〈pp〉 = [pp] = 0 (D.18)
〈pq〉 = −〈qp〉, [pq] = −[qp]
2|p±〉〈q ± | = 12 (1± γ5)γµ〈q ± |γµ|p±〉
〈pq〉∗ = −sign(p · q)[pq] = sign(p · q)[qp]
|〈pq〉|2 = 〈pq〉〈pq〉∗ = 2|p · q| ≡ |spq|
〈pq〉[qp] = 2p · q ≡ spq
〈p± |γµ1 . . . γµ2n+1 |q±〉 = 〈q ∓ |γµ2n+1 . . . γµ1 |p∓〉
〈p± |γµ1 . . . γµ2n |q∓〉 = −〈q ± |γµ2n . . . γµ1 |p∓〉
〈a+ |γµ|b+〉〈c− |γµ|d−〉 = 2[ad]〈cb〉, (Fierz)
〈a± |γµ|b±〉 γµ = 2
[
|a∓〉〈b∓ |+ |b±〉〈a± |
]
, (Fierz + Charge conjugation)
〈ab〉〈cd〉 = 〈ad〉〈cb〉 + 〈ac〉〈bd〉. (Schouten)
Table D.1: A summary of relations valid for massless spinors.
where we have used Eq. (D.15).
Three point vertices
We will now calculate the amplitudes for the scattering of three massless
partons; these will be important building blocks for the calculation of loop
diagrams using spinor helicity techniques. By direct insertion of the color-
ordered Feynman rules, Fig. 6.1, we have
− i m3(q¯−1 , q+2 , g+3 ) = −
[2 3]〈b 1〉
〈b 3〉 = −
[2 3]
2
[1 2]
,
−i m3(q¯−1 , q+2 , g−3 ) = −
[2 b]〈3 1〉
[3 b]
= −〈3 1〉
2
〈1 2〉 . (D.22)
The last steps follow from the momentum conservation which allows us to write
〈b 1〉[1 2] + 〈b 3〉[3 2] = 0 (D.23)
and obtain 〈b 1〉/〈b 3〉 = [2 3]/[1 2]. Using Eq. (D.23) and similar equations
allows to remove all the dependence on the auxiliary vector b in Eq. (D.22).
In a similar fashion for the ggg amplitudes we have that, (choosing the gauge
vector b the same for all polarizations),
− i m3(g−1 , g+2 , g+3 ) =
√
2
[
ε−1 · ε+2 ε+3 · p1 − ε+3 · ε−1 ε+2 · p1
]
= −〈1 b〉
2[2 3]
〈b 2〉〈b 3〉 = −
[2 3]3
[1 2][3 1]
, (D.24)
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Figure D.1: Feynman diagrams for the process 0→ q¯qgg.
− i m3(g−1 , g+2 , g−3 ) =
√
2
[
ε−3 · ε+2 ε−1 · p2 − ε−1 · ε+2 ε−3 · p1
]
=
[2 b]2
[1 b][b 2][3 b]
[
〈1 2〉〈3 b〉 − 〈1 b〉〈3 2〉
]
= − [2 b]
2〈1 3〉
[1 b][3 b]
=
〈3 1〉3
〈1 2〉〈2 3〉 . (D.25)
In deriving these results we have used the expressions for the polarization vectors
in terms of spinors, Eqs. (D.19-D.20), the Schouten identity, Eq. (D.17), and
momentum conservation. Note that Eqs. (D.24,D.25) have the characteristic
form of the maximal-helicity-violating (MHV) amplitudes [82]. These three-
point vertices can only be defined for complex momenta, since we have
p1 · p2 = p2 · p3 = p3 · p1 = 0 . (D.26)
Thus, for example, we have that in the first equation in Eq. (D.22), 〈1 2〉 =
〈2 3〉 = 〈3 1〉 = 0 so that Eq. (D.26) is satisfied. For complex momenta this does
not imply that [1 2], [2 3] or [3 1] are equal to zero.
Note also that there are simple relations between the q¯qg and ggg amplitudes
that can be derived using supersymmetry relations [82],
m3(g
−
1 , g
+
2 , g
−
3 ) = −m3(q¯−1 , q+2 , g−3 )
〈3 1〉
〈2 3〉 ,
m3(g
−
1 , g
+
2 , g
+
3 ) = +m3(q¯
−
1 , q
+
2 , g
+
3 )
[2 3]
[3 1]
. (D.27)
The quark-gluon scattering process
To further illustrate how spinor techniques should be used at tree-level, we
consider the process shown in Fig. (D.1), q¯qgg scattering. The momenta are
labelled according to,
0→ q¯(p1) + q(p2) + g(p3) + g(p4) . (D.28)
We first decompose the amplitude in terms of color ordered sub-amplitudes
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that are separately gauge invariant,
Atree4 (q¯h11 , qh22 , gh33 , gh44 ) = g2s
[
(T a3T a4)i2 ı¯1 m4(q¯
h1
1 , q
h2
2 , g
h3
3 , g
h4
4 )
+ (T a4T a3)i2 ı¯1 m4(q¯
h1
1 , q
h2
2 , g
h4
4 , g
h3
3 )
]
.
(D.29)
This decomposition is obvious for the (non-abelian) diagrams (a) and (b) in
Fig. (D.1). The diagram containing the triple-gluon vertex contributes to both
m4(q¯1, q2, g3, g4) and m4(q¯1, q2, g4, g3) (with opposite signs) due to the color
algebra relation,
fabcT c = − i√
2
[
T a, T b
]
. (D.30)
We take a negative helicity quark line and compute m4(q¯1, q2, g3, g4) only.
Because of the color factor, diagram (b) does not contribute to this color stripped
amplitude and the other two diagrams are given by
m
(a)
4 =
−i
2
〈2|6ε3 (6p2 + 6p3)〈3 2〉[2 3] 6ε4|1],
m
(c)
4 =
−i
〈3 4〉[4 3]
[
ε3 · ε4 〈2|6p4|1] + ε4 · p3 〈2|6ε3|1]− ε3 · p4 〈2|6ε4|1]
]
.
(D.31)
At this point the calculation can be greatly simplified by an astute choice of
gauge vectors b3 and b4, cf. Eq. (D.19). When the helicities of the two glu-
ons are the same, we shall choose the two reference momenta b3, b4 to be the
same; it then follows that ε3 · ε4 = 0. For the positive helicity case we choose
b3 = b4 = p2 so that,
〈2|6ε3+ = 〈2|6ε4+ = 0 . (D.32)
We thus see that when both gluons have positive helicity, the amplitude vanishes
m4(q¯
+
1 , q
−
2 , g
+
3 , g
+
4 ) = 0. Similarly it is easy to show that m4(q¯
+
1 , q
−
2 , g
−
3 , g
−
4 ) = 0
by choosing b3 = b4 = p1.
The remaining helicity combination, when the gluons have opposite helici-
ties, is most simple to compute by choosing b3 = p4 and b4 = p3. In that case
we have the simplification,
ε3 · ε4 = ε3 · p4 = ε4 · p3 = 0 . (D.33)
We again find that the contribution from diagram (c) vanishes and only diagram
(a) remains. This is a remarkable result: we have computed the quark gluon
scattering matrix element in a non-Abelian theory, with no net contribution
from the diagram involving the three gluon vertex. Its effect is completely fixed
by gauge invariance. Completing the calculation we find from Eq. (D.31),
−i m4(q¯+1 , q−2 , g+3 , g−4 ) =
〈2 4〉2[3 1]
〈3 2〉〈4 3〉[4 3] . (D.34)
By multiplying top and bottom by [3 1]2 and using momentum conservation we
can put this in a simpler form,
−i m4(q¯+1 , q−2 , g+3 , g−4 ) =
[3 1]3
[3 4][4 1][1 2]
. (D.35)
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Similarly, the result for the opposite helicity choice is,
−i m4(q¯+1 , q−2 , g−3 , g+4 ) = −
[41]2[24]
[23][34][21]
. (D.36)
Finally, the non-zero amplitudes for m4(q¯
+
1 , q
−
2 , g4, g3) can be obtained by Bose
symmetry (interchanging 3 and 4),
−i m4(q¯+1 , q−2 , g+4 , g−3 ) =
[4 1]3
[4 3][3 1][1 2]
,
−i m4(q¯+1 , q−2 , g−4 , g+3 ) = −
[31]2[23]
[24][43][21]
,
(D.37)
and parity invariance of the strong interactions means that,
m4(q¯
h1
1 , q
h2
2 , g
h3
3 , g
h4
4 ) = m
∗
4(q¯
−h1
1 , q
−h2
2 , g
−h3
3 , g
−h4
4 ) . (D.38)
Amplitude for four quark scattering
In a similar way, the amplitude for four-quark scattering can easily be written
down,
Btree(q¯1, q2, Q¯3, Q4) = g2s
[
δi2 ı¯1δi4 ı¯3 −
1
Nc
δi2 ı¯1δi4 ı¯3
]
m4(q¯1, q2, Q¯3, Q4) , (D.39)
where
−im4(q¯+1 , q−2 , Q¯+3 , Q−4 ) = −
〈4|γµ|3]〈2|γµ|1]
2s12
= −〈4 2〉[1 3]〈1 2〉[2 1]
= − 〈4 2〉[1 3]
2
[1 3]〈1 2〉[2 1] =
[1 3]2
[4 3][2 1]
.
(D.40)
In deriving the last line of Eq. (D.40) we have used momentum conservation
[1 3]〈1 2〉 = −〈2|61|3] = 〈2|64|3] = −[4 3]〈4 2〉.
Appendix E. Results for selected scalar integrals
In this Appendix, we present scalar integrals that are needed for the com-
putation of qq¯gg primitive amplitude discussed in Section 9.6. In all integrals,
we neglect O(ǫ) terms.
The result for the box integral with all external lines light-like is,
I4(0, 0, 0, 0; s12, s23; 0, 0, 0, 0) =
µ2ǫ
s12s23
×
[ 2
ǫ2
(
(−s12 − iε)−ǫ + (−s23 − iε)−ǫ
)
− ln2
(−s12 − iε
−s23 − iε
)
− π2
]
+O(ǫ).
(E.1)
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The result for a triangle integral with two massless external lines is,
I3(0, 0, p
2; 0, 0, 0) =
µ2ǫ
ǫ2
(
(−p2 − iε)−ǫ
p2
)
=
1
p2
(
1
ǫ2
+
1
ǫ
ln
( µ2
−p2 − iε
)
+
1
2
ln2
( µ2
−p2 − iε
))
+O(ǫ).
(E.2)
Lastly, the result for the bubble integral is
I2(p
2; 0, 0) =
( µ2
−p2 − iε
)ǫ(1
ǫ
+ 2
)
=
1
ǫ
+ ln
( µ2
−p2 − iε
)
+ 2 +O(ǫ). (E.3)
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