Abstract -Functional magnetic resonance imaging is a noninvasive tool for studying cerebral function. Many factors challenge activation detection, especially in lowsignal scenarios that arise in the performance of highlevel cognitive tasks. We provide a fully automated fast adaptive smoothing and thresholding (FAST) algorithm that uses smoothing and extreme value theory on correlated statistical parametric maps for thresholding. Performance on experiments spanning a range of low-signal settings is very encouraging. The methodology also performs well in a study to identify the cerebral regions that perceive onlyauditory-reliable or only-visual-reliable speech stimuli.
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I. INTRODUCTION
F
UNCTIONAL Magnetic Resonance Imaging (fMRI) [1] - [9] studies the spatial characteristics and extent of brain function while at rest or, more commonly, while performing tasks or responding to external stimuli. The latter scenario is the setting for this paper. Here, the imaging modality acquires voxel-wise Blood-Oxygen-Level-Dependent (BOLD) measurements [10] , [11] at rest and during stimulation or performance of a task. After pre-processing, a general linear or other statistical model [4] , [12] is fit to the time course sequence against the expected BOLD response [13] - [15] . Statistical Parametric Mapping (SPM) [16] techniques provide voxel-wise test statistics summarizing the association between the time series response at each voxel and the expected BOLD response [3] . The map of test statistics is then thresholded to identify significantly activated voxels [4] , [17] , [18] .
The analysis of fMRI datasets is challenged [19] - [22] by factors such as scanner, inter-and intra-subject variability, voluntary/involuntary or stimulus-correlated motion and also the several-seconds delay in the BOLD response as the neural stimulus passes through the hemodynamic filter [22] - [24] . Preprocessing [21] , [25] mitigates some of these effects, but additional challenges are presented by the fact that an fMRI study is expected to have no more than 1-3% activated voxels [8] , [26] . Also, many activation studies involving high-level cognitive processes have low contrast-to-noise ratios (CNR), throwing up additional challenges, as illustrated next.
A. Activation Detection During Noisy Audiovisual Speech
The most important form of human communication is speech [27] - [29] , which the brain is adept at understanding even in noisy surroundings. This ability may be due [30] to the brain's capacity for multisensory integration of independentlyacquired visual and auditory input information which reduces noise and allows for more accurate perception [31] , [32] . Recently, [30] studied the role of the superior temporal sulcus (STS) in perceiving noisy speech, through fMRI and behavioral experiments, and established increased connectivity between the STS and the auditory or the visual cortex depending on whichever modality was more reliable, that is, less noisy.
Reference [30] provided results on regions of interest (ROIs) drawn on the STS and the auditory and visual cortices. However, the full benefit of fMRI can be realized only if we move beyond assessing cerebral function at the ROI level to understanding it at the voxel level. Reliable voxel-wise activation detection in individual subjects may increase the adoption of fMRI in a clinical setting. All these are potential scenarios with low CNRs where accurate activation detection methods are needed.
B. Background and Current Practices
Many thresholding methods [33] - [37] in fMRI address multiple testing issues in determining significance of test statistics but ignore spatial resolution. Acquired images are instead often spatially smoothed prior to analysis, but such non-adaptive smoothing reduces both the adaptive spatial resolution and the number of available independent tests for activation detection [38] . There are also iterative adaptive 0278-0062 © 2019 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
smoothing and segmentation methods such as propagationseparation (PS) [38] and adaptive-segmentation (AS) [39] that essentially segment the SPM into activated and inactivated voxels. PS approximately yields a random t-field and uses Random Field Theory for segmentation while AS uses multiscale testing. Reference [39] argued for AS because of its more general development and fewer model assumptions. AS also requires no heuristic corrections for spatial correlation, provides decisions at prescribed significance levels and showed [39] better performance over PS in an auditory experiment. However, AS requires pre-specified bandwidth sequences and ignores correlation within the SPM. So Section II of this paper develops theory and methodology for fully automated Fast Adaptive Smoothing and Thresholding (FAST) algorithms that account for correlation and obviate the need for setting all but one parameters. Performance evaluations on real datasets and large-scale simulation experiments are in Section III. Section IV revisits the dataset of Section I-A, while Section V provides discussion. An online supplement with sections, figures and tables referenced using the prefix "S", is available at http://dx.doi.org/10.1109/TMI.2019.2915052.
II. THEORY AND METHODS
A. Preliminaries
Let Y i be the time series vector of the observed BOLD responses at the i th voxel obtained after preprocessing for registration and other corrections. It is common to relate Y i to the expected BOLD response via the general linear model
where i is a pth-order auto-regressive (AR) Gaussian error vector with AR coefficients φ i = (φ i1 , φ i2 , . . . , φ ip ) and marginal variance σ 2 i . Without loss of generality (w.l.o.g.), assume that the design matrix X has the intercept in the first column, the expected BOLD responses for the k stimulus levels in the next k columns, and polynomial terms for the drift parameter in the remaining m columns. Therefore, β is a coefficient vector of length d = k +m +1. We assume that the image volume has n voxels, so i = 1, 2, . . . , n in (1). The parameters (β i ,σ 2 i ,φ i )s are usually estimated via generalized least squares or restricted maximum likelihood. A typical analysis approach then applies (voxel-wise) hypothesis tests with the null hypothesis specifying no activation owing to the stimulus or task. SPMs of the form = {c β i } i∈V with appropriate contrasts c β i are then formulated at each voxel.
Many researchers use models that assume independent or AR(1) errors, while others pre-whiten the time series before fitting (1) under independence. Misspecified models can yield less precise SPMs [40] - [43] so here we assume AR( p) errors, with p assessed by the Bayes Information Criterion (BIC) [44] , [45] that trades a fitted model's complexity against its fidelity to the data. Tests on the SPM identify voxels that are activated with the application of the stimulus. Our objective is to develop an approach that adaptively and automatically smooths and thresholds the SPM while incorporating spatial correlation and the fact that the sequential thresholding results in SPMs from truncated distributions. Before detailing our methods, we provide some theoretical development.
B. Theoretical Development
We assume t-distributed SPMs with degrees of freedom large enough for them to be approximately standard normally distributed under the hypothesis of no activation. The SPM has a homogeneous correlation structure, a reasonable assumption with our use of radially symmetric smoothing kernels. We have Theorem 1: Let X ∼ N n (0, R) where X = (X 1 , . . . , X n ) and R is a circulant correlation matrix with only nonnegative elements such that R 1/2 also has no negative entries. Writing 1 = (1, 1, . . . , 1) , we let be the sum of the elements in any row of R
is the CDF of the standard normal random variable. The equality holds when R −1/2 also has no negative entries.
Proof:
Now R −1/2 is also circulant and R 1/2 R −1/2 1 = R 1/2 1 = 1 where is the sum of the elements of any row of R −1/2 and = 1/. If R −1/2 has no negative elements,
and then equality holds in (2).
Corollary 2: For X and X (n) as in Theorem 1, the limiting distribution of X (n) is bounded below by one that lies in the domain of attraction of the Gumbel distribution, and satisfies
where a n = /[nφ(b n /)] and b n = −1 (1 − 1/n), with φ(·) the standard normal probability density function (PDF). [46] . The result follows from Theorem 1.
This paper uses matrices R for which R 1/2 can be shown, using Theorem 2 of [47] , to have no negative entries. Then Corollary 2 provides a conservative bound for the quantiles of the limiting distribution of max X ∼ N (0, R) with the conservatism determined by the negative elements of R −1/2 .
The thresholding steps yield truncated (and correlated) random variables for potential thresholding in subsequent steps. We account for this added complication by deriving the limiting distribution of the maximum of a correlated sample from a right-truncated normal distribution.
, (4) where
with limiting distribution given by [48] , for Y (n) to be in the domain of attraction of the reverse Weibull, it sufficient to show that
. , Y n be a sample from (4). Then the limiting distribution of Y (n) belongs to the domain of attraction of the reverse Weibull distribution and satisfies
for some ν > 0 [49] . In our case, the limit holds because η < ∞. Then upon using L'Hôpital's rule, we have
Thus the right-truncated normal distribution satisfies the reverse Weibull condition and converges to the reverse Weibull distribution with ν ≡ 1 in (5). The constants in the theorem are as per extreme value theory [46] , [48] .
Theorem 4: Let X be a random vector from the N n (0, R) density but that is right-truncated in each coordinate at η, with R and as in Theorem 1.
proving the statement of the theorem. 
where a
The result is immediate from Theorems 3 and 4.
C. Fast Adaptive Smoothing and Thresholding
We propose our FAST algorithm that adaptively and, in sequence, smooths and identifies activated regions by thresholding. We estimate the amount of smoothing robustly or from the correlation structure that we assume is well-approximated by an ellipsoidally-symmetric 3D Gaussian kernel oriented along the three axes and with parameters h = (h 1 , h 2 , h 3 ) . That is, under the null hypothesis (of no activation anywhere), we assume that the SPM ∼ N n (0, σ 2 R) where R = S h , with S h a circulant smoothing matrix [50] .
h . We estimate h and σ by maximizing the loglikelihood function
Both (−h) 
Thresholding. This consists of two steps:
i) For k = 1, use Corollary 2 to obtain (a n , b n ),
). In both cases, use R = S h (k) . ii) From the Gumbel (for k = 1) or reverse Weibull distributions (for k > 1), get
where ι G α and ι W α are the upper-tail α-values for the Gumbel and the reverse Weibull (with ν = 1) distributions, respectively. iii) Set ζ
Declare no activation and terminate if
) be the Jaccard Index [52] , [53] of the activation maps in the kth and (k) ), withs (k) the median absolute deviation of (k) from 0, and w = argmin w∈(0,6)s (k,w) . c) Comparison with AS: Our FAST algorithms are similar to AS [39] in that they also smooth and threshold iteratively. But there are a few fundamental differences. The AS approach has a set user-specified sequence of bandwidths that smooths (k) at each step. In contrast, ALL-, AM-and AR-FAST use likelihood, empirical Bayes and robust methods to optimally determine h at each step. AS also thresholds but uses a general Fréchet extreme value distribution that ignores spatial context and the correlated truncated nature of the random variables that arise from the smoothing and thresholding at each iteration. Our development represents the procedure more accurately because we account for both the correlation structure (with the initial cut-off decided as per the Gumbel distribution) and the truncation (with subsequent cut-offs determined by the reverse Weibull distribution). Further, our more general h allows for different amounts of smoothing in each axis. Finally, our method is entirely data-driven, with termination declared only if there is no initial activation or when J between subsequent activation maps decreases.
d) Two-sided alternatives: Our development here builds from one-sided tests where large values are the extreme values of the SPM. For two-sided alternatives, we use the algorithm individually on the SPM and its negative, but with α in (8) replaced by α/2. This provides two (disjoint) activation maps, the union of which is the two-sided activation map.
III. PERFORMANCE EVALUATIONS
We studied performance of FAST relative to the most popular and relevant alternatives. Our evaluations were on real and simulated datasets and compared FAST with cluster thresholding (CT) applied with α = 0.001 per [37] , a second-order neighborhood and number of voxels in cluster determined by [55] 's 3dClustSim function, threshold-free cluster enhancement (TFCE) [36] , permutation-based testing (PBT) [56] , AS and PS (applied as AWS or adaptive-weighted smoothing [57] ). We used α = 0.01 and α = 0.05 in FAST to obtain insight into the role of α. We used R packages RFASTFMRI for FAST, FMRI for AS and AWS, ANALYZEFMRI for CT and PERMUCO for TFCE and PBT.
A. Finger-Tapping Experiments
Our first set of evaluations used the 12 replicated SPMs [23] , [24] from the right-hand (RH) and left-hand (LH) finger tapping study of a RH-dominant male. For each method, Figure 1 displays the summarized Jaccard similarity (J ) between the activation maps from the 12 replications. For the RH experiments, AR-FAST showed the highest reliability of detected activation with α = 0.05. AR-FAST at α = 0.01 and TFCE were marginally behind and AS and AWS also performed reasonably. TFCE was a bit better than AR-FAST for the LH experiments. The generally lowJ for all methods may reflect potential issues in data quality and processing [53] .
B. Experiments on Simulated Phantom Data
Our next set of examples evaluated performance on phantom data simulated using (1) under different conditions. 1) Motif and Stripes: We first study performance using the simulation setup of [39] . We thank K. Tabelow for readily sharing code that created the motif and three striped (16 × 16, 32 × 32, 64 × 64) phantoms of Figures 2(a)-(d) . The phantoms have 14, 50, 28 and 47% truly activated voxels, that is, far more than the 1-3% expected in typical fMRI experiments. We used βs as per [39] and CNRs of between 0.75 to 2.68 for the motif and 1 to 2 for the stripes. These examples are of two-sided alternatives. All simulations had AR(1) errors with ρ = 0.3. For AS and AWS, we adopted the maximum bandwidth sequence values (h * k = 3.06, 1, 2 and 3) in [39] for the four respective phantoms as the best-case specific choices. Figure 2 (e) shows no clear overall winner but AM-FAST, PBT and TFCE find no activation at all ( Figure S1 ). ALL-FAST and AR-FAST, in that order, perform creditably in some situations but not in others.
2) Large-Scale Study With Modified Hoffman Phantom: The phantoms in [39] , with uniform underlying structure (β 0 ) and no drift, but varying CNR, are not particularly representative of cerebral activation and do not provide much insight into the performance of different the activation methods. So we performed a large simulation study using a more realistic phantom and experimental setup that matches (1). We used a modified version of the digitized 128 × 128 2D Hoffman phantom [58] of Positron Emission Tomography, with 3465 inbrain pixels, representing two types (say, A and B) of anatomic structures -the latter has 138 deemed truly activated pixels in two distinct regions (Figure 3 ). The i th pixel in the phantom had values β i = (β i0 , β i1 , β i2 ) in (1) as per its location (see Figure 3 ).
As in (1), the design matrix X had the intercept in the first column. The second column had the hemodynamic response function (HRF) [7] convolved with the input stimulus time series that alternated as 16 on-off blocks of 6 time-points each. The third column of X represented linear drift and was set to t (t = 1, 2, . . . , 96). As per (1), AR( p) Gaussian errors were simulated for different p and at each pixel. Specifically, for each p, we considered AR coefficients for a range of φ ≡ φ i s with coefficients (φ 1 , φ 2 , . . . , φ p ) that were, with lag, (a) all equal, (b) decreasing, (c) increasing, (d) first decreasing, then increasing and (e) first increasing and then decreasing. We restricted p j =1 φ j = 0.9 to ensure stationary solutions. So φ 1 ≡ 0.9 for all AR(1) cases. For p = 2, 3, 4, φ i ≡ 0.9/ p for the equal AR coefficients scenario and as per Table I for the other cases. Finally, σ 0 = 1200, 800, 600 to correspond to very low to moderate CNR = 0.50, 0.75, and 1.0. By design, our SNRs were 10 times our CNRs. Time series images were simulated using (1) and the setup of Fig. 3 and Table I .
For each pixel, we fit (1) withp chosen from {0,1,2,3,4,5} using BIC. SPMs were generated as per Section II-A. To more fully understand performance, we replicated our experiment 25 times for each simulation setting. Figure S6 shows performance in estimating p, with overestimation and mild under-estimation for large and small values of the true AR order. The pattern broadly holds at all CNRs and φs. We now discuss performance of activation detection methods on SPMs obtained upon fitting AR(p). Our threshold α has a role, with smaller values performing better at higher CNRs and conversely. We suggest α ≈ 0.05 for low-CNR tasks and α ≈ 0.01 for high-CNR tasks. We suggest determining low or high CNR scenarios accordingly as whether the upper percentile of the estimated voxel-wise CNRs is less than the standard normal upper percentile (2.33) or not: the upper percentile of the estimated CNRs is chosen to include an activated voxel (if such exists) in the CNR determination. In our studies, ALL-FAST required more Step 2 iterations, but was computationally faster than AM-FAST or AR-FAST and had lower TPR, FPR and J , especially at low CNRs. Regardless, our methods were the fastest among all methods.
C. Performance in Null Activation Scenarios 1) Resting-State Dataset: A reviewer's suggestion led us to apply our FAST algorithms on SPMs obtained upon fitting (1) to a resting state dataset [59] , [60] , with no activation identified even at α = 0.05. This zero FPR (when CNR=0) as opposed to the small FPR in low-CNR experiments may be due to earlier termination in Step 3 with more initial smoothing in Step 2 to attenuate stray high-valued SPM voxels -this smoothing is less in the low CNR cases given the spatially located weaker-signal peaks. For higher CNRs, Step 3 again adaptively admits more smoothing iterations that dampen stray high values in the SPM without substantially degrading the true high-signal peaks.
2) Null-Simulated SPMs: Another reviewer was concerned about multiple significance. Our use of α is to set a threshold and not as a significance level: still, experiments on simulated null SPMs (Section S2) indicate no practical concerns.
IV. ACTIVATION DURING PERCEPTION OF NOISY SPEECH
The dataset, provided as data6 in the AFNI tutorial [55] , is originally from an fMRI study [30] where a subject heard and saw a female volunteer speak words, separately, in two different formats. The audio-reliable setting had the subject clearly hear the spoken word but see a degraded image of the speaker while the visual-reliable case had the subject clearly see the speaker vocalize the word but the audio was of reduced quality. There were three experimental runs, each consisting of a randomized design of 10 blocks, equally divided into blocks of audio-reliable and visual-reliable stimuli. T * 2 -weighted images with volumes of 80 × 80 × 33 (with voxels of dimension 2.75 × 2.75 × 3.0 mm 3 ) from echo-planar sequences (TR=2s) were obtained over 152 time-points. Our interest was in determining activation corresponding to the audio (H 0 : β a = 0) and visual (H 0 : β v = 0) tasks. At each voxel, we fitted AR models for p = 0, 1, 2, 3, 4, 5 and chose p with the highest BIC. Figure 6 uses AFNI and Surface Mapping (SUMA) to display activated regions obtained using AR-FAST on the SPM: see Figure S13 for maps drawn with ALL-FAST, AS, AWS and CT. We used α = 0.01 because of the high (greater than 4) upper percentile of the voxel-wise estimated CNRs. Most of the activation occurs in Brodmann areas 18 and 19 (BA18 and BA19) which comprise the occipital cortex and the extrastriate (or peristriate) cortex. In humans with normal sight, this area is for visual association where feature-extraction, shape recognition, attentional and multimodal integrating functions occur. We also see increased activation in the STS, which recent studies [61] have related to distinguishing voices from environmental sounds, stories versus nonsensical speech, moving faces versus moving objects, biological motion and so on. ALL-FAST performs similarly as AR-FAST, while the other methods also identify the same regions but they identify a lot more activated voxels, some of which appear to be false positives. Although a detailed analysis of the results of this study is beyond the purview of this paper, we note that AR-FAST finds interpretable results even when applied to a single subject high-level cognition experiment.
V. DISCUSSION
We propose a new fully automated fast adaptive smoothing and thresholding algorithm suite called FAST with the ability to detect activation in low-signal settings. Three variants -ALL-FAST, AM-FAST and AR-FAST -are proposed with AR-FAST generally recommended because of its consistent good performance across a range of low-CNR experiments and real datasets. AM-FAST's performance, while good, is more variable, while ALL-FAST appears to undersmooth but performs better in two-sided activation detection scenarios. Our methodology realistically accounts for both spatial correlation structure and is also developed under more accurate extreme value theory. Our algorithm suite is implemented in a R package RFASTFMRI available at https://github. com/ialmodovar/RFASTfMRI and is fully automated with one threshold choice for which we provide easily-implemented guidance. This contrasts with AS and AWS that require setting maximum smoothing bandwidths related to the expected diameter of activated regions [39] -a determination that may require considerable dexterity and is ambivalent when different-sized activation regions are expected.
A reviewer has pointed to the joint detection-estimation literature [62] , [63] where estimation of the HRF and activation detection occur jointly. The FAST, AS and AWS algorithms can be placed in a related framework, with the distinction that the estimation step is of a more spatially consistent (smoothed) SPM. We also agree with another reviewer on other ways of ensuring spatial contiguity such as through Markov Random Field priors [64] and on the need to incorporate approaches that also allow for nonhomogeneous smoothing. Our algorithms converge by construction and are guaranteed to terminate. They are also seen to have good overall performance but, as observed by a reviewer, establishing the optimality properties and conditions and assumptions governing such properties may provide more solid theoretical grounding for FAST and improve its understanding and widen its applicability. Developing FAST for more sophisticated time series and spatial models, including in the context of complexvalued fMRI [65] as well as increased use of diagnostics in understanding activation and cognition are other important research directions that would benefit from further attention.
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