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A  Wind  power  forecasting  method  based  on the  use  of  discrete  time  Markov  chain  models  is developed
starting  from  real wind  power  time  series  data. It  allows  to directly  obtain  in  an  easy  way  an  estimate
of  the  wind  power  distributions  on a very  short-term  horizon,  without  requiring  restrictive  assumptions
on  wind  power  probability  distribution.  First  and  Second  Order  Markov  Chain  Model  are  analytically
described.  Finally,  the  application  of  the  proposed  method  is  illustrated  with  reference  to  a  set  of  real
data.eywords:
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. Introduction
Wind power forecasting methods can be divided into two main
roups: physical and statistical methods [1,2]. The former [3–6]
re based on physical considerations to provide estimates of future
ind power output starting from meteorological predictions. The
atter [7–10] consist of emulating the relationship between his-
orical values of wind power, historical and forecasted values of
eteorological variables and future wind power output, whose
arameters have to be estimated from data, without making any
ssumption on the physics of the phenomenon under study.
Both approaches are used to provide wind power forecasts on
ery short-term (up to 30 min  ahead), short-term (from 30 min  up
o 6 h ahead), medium-term (from 6 h to 1 day ahead) and long-
erm (from 1 day up to 1 week ahead) [11–13]. Very short-term
orecasting models are usually statistically-based [1].
In the case of short or longer term forecasts, statistical methods
eed Numerical Weather Predictions to provide an acceptable fore-
ast accuracy. On the contrary, for a very short-term, pure statistical
ethods, including the sole autoregressive part, exhibit good per-
ormances [2]. Combinations of physical and statistical approaches
nd combinations of different time-scale models (short-term and
edium-term) are referred to as hybrid approach [12–17].
The main limitation of many of the abovementioned models
onsists in the fact that their use only enables to perform point
∗ Corresponding author. Tel.: +390815010205; fax: +390815010463.
E-mail address: roberto.langella@unina2.it (R. Langella).
ttp://dx.doi.org/10.1016/j.epsr.2014.12.025
378-7796/© 2015 The Authors. Published by Elsevier B.V. This is an open access article unforecast of the random variable of interest (i.e. the wind power
generated in a future time), whereas they do not allow to formu-
late its probability distribution. In fact, decision making processes
in electrical power systems management [18] and electricity mar-
ket trading strategies [19,20], generally, require more information
than a point forecast.
Models which allow formulating the probability distribution
functions of the wind power are proposed in [21–28]. Unfortu-
nately, also these models presents some limitations. Indeed, they
adopt generalist methods, that are either too complex to be applied
in practice or based on assumptions that are usually far to be
veriﬁed in the application (e.g. residuals are independent and iden-
tically distributed Gaussian random variables). In addition, all these
models are difﬁcult to calibrate on the basis of the kind of data that
are commonly available in practical settings.
The models proposed in this paper fall in the category of pure
statistical methods. They have been formulated, starting from an
initial idea presented in [29], on the basis of the Markov Chain
(MC) theory, a kind of approach that have been already used in
relevant literature for the generation of synthetic wind speed and
wind power time series [30–33].
These Markov models are based on few non restrictive hypothe-
ses and can be calibrated and applied on the basis of set of data that
are usually available in practice. Indeed, only past values of wind
power are required for their use. With respect to the models pre-
sented in [29], here, the First Order Markov Chain model (FOMC)
is strongly reformulated while the Second Order Markov Chain
Model (SOMC) is comprehensively formulated by introducing the
concepts of auxiliary transition matrices and auxiliary state vec-
der the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
 Systems Research 122 (2015) 152–158 153
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or probabilities which allow treating SOMC (or even higher order
odels) as an ordinary FOMC from a mathematical point of view.
oreover, interval prediction, which was not considered in [29],
s addressed also discussing in major details point prediction both
or SOMC and FOMC. Finally, a more extensive literature review is
resented.
From the applicative point of view, the main characteristic of
he proposed models is that they allow to estimate the probability
istribution of wind power over future time horizon, deriving from
t point forecasts and other ﬁgures. This gives to the analysts all
he information they need to perform risk analyses and economic
erformances evaluation, which are required in electrical power
ystems management. Of course the proposed statistical model
an be included in a hybrid model that uses numerical weather
redictions.
In what follows, two models are presented, one based on the
se of First Order Markov Chain, and the other on the use of Second
rder Markov Chain. Then, the probability estimation procedure
s described. In the last section, the application of the proposed
ethod is brieﬂy illustrated with reference to a case-study.
. Proposed method
In order to formulate the proposed models, the time axis
s divided into contiguous and equispaced intervals of length
t = 10 min. Moreover, the state variable is discretized deﬁning
 ﬁnite set of (representative) values {s1, s2, ..., sN}, where N is
 calibration parameter. Finally, the average power generated by
he wind farm over the time interval [th−1, th], where th = h · t,
s considered as state variable of the process, SP(th). So stated, let
SP(th), h = 0, 1, 2, ...
}
denote a discrete time Markov Chain that
escribes the evolution of the state variable over the time.
In order to deﬁne the set {s1, s2, ..., sN} it is to consider that,
ery often wind farm output equals zero, because the individual
urbines deliver no output outside the so-called cut-in and cut-out
ind speed interval. Moreover, very frequently, the output equals
he nominal wind farm power, Pn, because the turbines deliver their
ominal power when the nominal wind speed is reached, and cut-
ut conditions do not apply.
For this reason, the minimum and maximum values, s1 and sN,
f the state variable are set to 0 and Pn, respectively. The remaining
alues s2, s3, ..., sN−1 are set to the centers of the N-2 classes of equal
ength deﬁned on the interval]0, Pn [.
.1. First Order Markov Chain
A FOMC satisﬁes the following equality:
Pr
{
SP(th+1) = sj
∣∣SP(th) = sih , SP(th−1) = sih−1 , ..., SP(t1) = si1}
= Pr
{
SP(th+1) = sj
∣∣SP(th) = sih } ,
for each j, i1, i2, ..., ih ∈
{
1, ..., N
} (1)
Eq. (1) states that, in a FOMC, the probability that SP(th+1) at th+1
s sj, given the state of the process at th, does not depend on the
revious history of the process.
Hence, in order to completely deﬁne the process it is necessary
o formulate the one-step transition matrix P (th),  whose generic
lement, pij(th), represents the probability that the state of process
t th+1 is sj, given that the state at th is si:
ij(th) = Pr
{
SP(th+1) = sj
∣∣SP(th) = si} . (2)
Since, in general, the evolution over the time of power generated
rom a wind farm cannot be modeled via an homogeneous Markov
rocess (i.e. a process with a stationary transition matrix, P (th)), it
s necessary to deﬁne the one step transition matrix for each h.1−N,N N,N
Fig. 1. First order one-step transition matrix.
In order to obtain an estimate, Pˆ(th), of the transition matrix
at time step th, the (most recent) data, collected in the time
window, [th−ws, th], that slides with th, can be used, where the
sliding window size, ws,  is a calibration parameter.
In particular, an estimate for pij(th) can be (easily) obtained as:
pˆij(th) =
nij(th)∑
j
nij(th)
∀i, j, with
N∑
j=1
pˆij(th) = 1 ∀i, (3)
where nij(th) indicates the number of transitions from state si to
state sj observed in the sequence of wind power data contained
in the sliding window [th−ws, th]. Estimates (3) are the maximum
likelihood estimates of the transition probabilities [30].
If for a given i it is nij(th) = 0 ∀ j = 1, 2, ..., N, then it is assumed:
pˆij(th) =
{
1 j = i,
0  ∀j /= i. (4)
Estimates of the transition probabilities at time th+1 can be easily
obtained updating those performed at time th, by means of recur-
sive algorithms.
For N states, the ﬁrst order transition matrix is an N × N matrix.
According to the representation reported in Fig. 1, each row of the
matrix corresponds to the current state of the process, while each
column corresponds to one of the N possible states at next time
step. The elements of each row of the matrix sum up to 1, since this
sum corresponds to the probability of a transition from a current
state to any possible state (i.e. P(th) is a stochastic matrix).
2.2. Second Order Markov Chain
For a SOMC it results:
Pr
{
SP(th+1) = sj
∣∣SP(th) = sih , SP(th−1) = sih−1 , ..., SP(t1) = si1}
= Pr
{
SP(th+1) = sj
∣∣SP(th) = sih , SP(th−1) = sih−1}
for each j, i1, i2, ..., ih ∈
{
1, ..., N
} (5)
Eq. (5) states that, in a SOMC, the probability that the process is
in the state sj, at th+1, given the state of the process at th and th−1
does not depend on the previous history.
This implies that a SOMC can be modeled as a FOMC introducing
composite states
{
11,  12, ..., 1N, 21,  ..., 2N, ..., N1, ..., NN
}
[34].
Hence, in order to completely deﬁne the SOMC it is necessary to
formulate the auxiliary one-step, N2 × N2, transition matrix, P(th,
th−1), of this “auxiliary” FOMC, where the term “one-step” refers
to the number of steps elapsed from the current epoch, th, to the
subsequent epoch, th+1.
154 A. Carpinone et al. / Electric Power Syste
yj 
11 22 21 12 
li 
P11 11,11 P11,12 0 0  
P0 0 12 12,21 P 12,22
P21 21,11 P 21,12 0 0  
P0 0 22 22,21 P 22,22
Fig. 2. Second order auxiliary one-step transition matrix (N = 2).
yj 
11 22 21 12 
li 
11 211,11p 11,1211,11 pp ⋅ 12,2111,12 pp ⋅ 12,2211,12 pp ⋅
12 21,1112,21 pp ⋅ 21,1212,21 pp ⋅ 22,2112,22 pp ⋅ 22,2212,22 pp ⋅
21 11,1121,11 pp ⋅ 11,1221,11 pp ⋅ 12,2121,12 pp ⋅ 12,2221,12 pp ⋅
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Fig. 3. Second order auxiliary two-step transition matrix (N = 2).
For example, in the case N = 2 the, 22 × 22, auxiliary one-step
ransition matrix, P(th, th−1), is reported in Fig. 2:
The generic element, pli,yj(th−1, th), of the auxiliary one-step
ransition matrix, P(th, th−1), represents the probability that the
tates of process at th+1 and th are sj and sy, respectively given that
he state at th is si and the state at th−1 is sl, indeed it results:
pli,yj(th−1, th)
= Pr
{
SP(th+1) = sj, SP(th) = sy
∣∣SP(th) = si , SP(th−1) = sl} . (6)
It is worthwhile to note that, due to the adopted representation,
t results:
pli,yj(th−1, th)
=
{
Pr
{
SP(th+1) = sj
∣∣SP(th) = si , SP(th−1) = sl} , i = y
0 otherwise.
(7)
It is also useful to note that, the elements of a generic k-step
ransition matrix, P(th, th−1), obtained as:
(k)(th, th−1) = [P(th, th−1)]k, (8)
ith k >1, could be all different from zero.
For example, in the case N = 2 the, 22 × 22, auxiliary two-step
ransition matrix, P(2)(th, th−1), (reported in Fig. 3) is obtained as:
(2)(th, th−1) = [P(th, th−1)]2, (9)
here the generic element, p(2)
li,yj
(th−1, th), represents the probabil-
ty that the state of process at th+2 is sj and at th+1 is sy, given that
he state at th is si and the state at th−1 is sl:
p(2)
li,yj
(th−1, th)
= Pr
{
SP(th+2) = sj, SP(th+1) = sy
∣∣SP(th) = si , SP(th−1) = sl} , (10)
Estimates (i.e. Maximum likelihood estimates) of the (non-zero)
lement of the auxiliary one-step transition matrix probabilities
an be obtained as follows:
ˆ li,ij(th−1, th) =
nli,ij(th−1, th)∑
nli,ij(th−1, th)
∀ l, i, j,j
N∑
j=1
pˆli,ij(th−1, th) = 1, ∀ l, i, (11)ms Research 122 (2015) 152–158
where nli,ij(th−1, th) is the number of times that this sequence of
wind power states is observed in the sliding window used to cali-
brate the model.
If it results nli,ij(th−1, th) = 0 ∀ l, i, j, then it is assumed:
pˆli,ij(th−1, th) =
{
1 i = j,
0 elsewhere.
(12)
Estimates of the transition probabilities at time th+1 can be easily
obtained updating those performed at time th, by means of recur-
sive algorithms.
2.3. Predictor modeling
In this section, it is described how models results are obtained
in the case of FOMC and SOMC.
FOMC
Indicating with  (th) the state probabilities vector at time th:
(th) = [1(th), 2(th), ..., N(th)] , (13)
whose generic i-th element, i (th),  represents the probability that
the wind power SP(th) at time th equals si:
i (th) = Pr
{
SP(th) = si
}
, (14)
it is possible to obtain the state probabilities vector at time th+1, as
follows:
 (th+1) =  (th) ·  P (th) . (15)
Given the measured wind power data necessary to evaluate the
transition matrix, P(th), at time th, it is possible to obtain an estimate
ˆ (th+1) of the state probability vector,  (th+1),  as follows:
ˆ (th+1) =  (th) · Pˆ (th) , (16)
where Pˆ(th) is the transition matrix whose elements are given by
equation (3) and 0 (th) is the observed state probability vector,
whose elements are all zero but the element corresponding to the
state sih the process is at time th, which is set equal to 1.
An estimate, ˆ (th+k),  of the state probability vector  (th+k) for
every k = 1,2,. . . can be obtained (on the basis of the same data) via
the following formula:
ˆ (th+k) = 0 (th) ·
[
Pˆ (th)
]k
. (17)
SOMC
In the case of a SOMC the elements of the state probabilities
vector  (th) at time th, can be computed as:
i (th) =
N∑
l=1
l,i(th−1, th), i = 1, 2, ..., N, (18)
where:
li(th−1, th) = Pr
{
SP(th) = si, SP(th−1) = sl
}
, ∀ l, i (19)
is the generic element of the auxiliary state probability vector,
(th−1, th).
On this basis, analysis of a SOMC can be easily performed adopt-
ing the following recursive equation:
(th, th+1) = 0(th−1, th) · P(th−1, th). (20)
Hence, given the measured wind power data necessary to evalu-
ate the auxiliary transition matrix, P(th−1, th), it is possible to obtain
an estimate ˆ(th, th+1) of the auxiliary state probability vector, (th,
th+1), via the following formula:
ˆ(th, th+1) = 0(th−1, th) · Pˆ(th−1, th), (21)
 Systems Research 122 (2015) 152–158 155
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here 0(th−1, th) is a vector whose elements are all zero but the
lement corresponding to the values SP(th−1) and SP(th) assumes at
h−1 and th, respectively, which is set equal to 1.
The state probability vector can be estimated via the following
elationship:
ˆ j (th+1) =
N∑
i=1
ˆij(th, th+1), j = 1, 2, ..., N. (22)
Finally, an estimate, ˆ(th+k), of the state probability vector
(th+k), for every k = 1,2,. . . can be obtained (on the basis of the
ame data) via the following formulas:
ˆ j (th+k) =
N∑
i=1
ˆij(th+k−1, th+k), j = 1, 2, ..., N, (23)
here:
ˆ (th+k−1, th+k) = 0(th−1, th) ·
[
Pˆ(th−1, th)
]k
. (24)
.4. Predictor calibration
The term calibration in this section refers to the setting of the
umber of wind power classes, N, and the size of the sliding win-
ow, sw, to use to implement the proposed FOMC and SOMC models.
Setting of N involves a tradeoff between model accuracy and
odel complexity. Indeed, for a rth-order Markov chain, the num-
er of independent parameters to estimate for evaluating the
ransition matrix is Nr(Nr − 1).
The parameter sw corresponds to the amount of data it can be
sed to estimate the transition matrix. Nonetheless, as sw increases,
veraging over the sliding windows can produce poor estimates of
he (non stationary) transition probabilities.
In this paper, calibration is performed setting N and sw to the val-
es that minimizes the k-step-ahead Normalized Root Mean Square
rror, NRMSE [35]. Minimization is accomplished on the basis of
redictions performed over an appropriately chosen time interval
alled training period.
For a given time horizon k, and for a given N, the prediction error
s deﬁned as:
th+k|th :=SP(th+k) − SˆP(th+k
∣∣th ). (25)
eing SˆP (th+k|th) the predictor used that will be deﬁned in the fol-
owing section.
The normalized prediction error, εth+k|th , is then computed as:
th+k|th :=
1
Pn
eth+k|th , (26)
here Pn is the Wind Farm Nominal Power.
Finally, the NRMSE (Normalized Root Mean Square Error) is
eﬁned as:
MRSE(sw, N) =
⎡
⎣1
L
swM+L∑
h=max(sw)
ε2th+k|th (sw, N)
⎤
⎦
1/2
, (27)
here max(sw) is the largest value considered for the sliding
indow length and L = TP − max(sw) − k + 1 is the number of pre-
ictions performed over the training period (those used to compute
he NMRSE).
In [29] a sensitivity analysis has been conducted to show how
he optimal parameters of FOMC and SOMC have to be selected.
he NRMSE obtained adopting FOMC and SOMC predictors versus
he window size, for a time horizon of 2 h and different numbersofFig. 4. Application of methods to determine point forecasts and interval forecasts.
power classes, N, is reported and compared in Figs. 4 and 8 of [29].
The main outcomes of the analysis were the following:
- the number of power classes that allows to obtain a satisfying
accuracy for both FOMC and SOMC was resulted to be equal to
102;
- the optimal size of the sliding window was resulted to be almost
30 days and 90 days for FOMC and SOMC, respectively.
3. Probability distribution estimation
The proposed method allows to directly obtain an estimate,
ˆ(th+k), of the entire probability distribution (th+k) (i.e., the state
probability vector), of the wind power generated over the time
interval [th+k−1, th+k].
ˆ(th+k) is given by equation (17) in the case of FOMC and equa-
tion (23) in the case of SOMC.
The estimated probability distribution may  then be used as such
or to formulate point or interval conditional (i.e. given SP(th) in the
case of FOMC and given SP(th) and SP(th−1) in the case of SOMC)
predictors.
In particular, the following conditional point predictors can be
obtained:
Mean
SˆP(th+k|th)Mean =
∑N
i=1
siˆi (th+k) , (28)
Mode
SˆP(th+k|th)Mode = sj : max
i=1,...,N
[
ˆi (th+k)
]
= ˆj (th+k) , (29)
Quantile
SˆP(th+k|th) = sj :
{∑j
i=1ˆi (th+k) ≥ ∑j−1
i=1ˆi (th+k) < 
0 <  < 1 (30)
The conditional median prediction can be obtained from (30)
setting  = 0.5. The “k-step” point forecast, SˆP(th+k
∣∣th ), is generally
set by equation (28). It can be shown that this estimator is optimal
in the sense that it minimizes the root mean square prediction error
over the power data set used to calibrate the model.
Starting from the estimated probability distribution it is also
possible to formulate conditional (i.e. given SP(th) in the case of
FOMC and given SP(th) and SP(th−1) in the case of SOMC) interval
predictors. An interval forecast Iˆ(˛)
th+k|th , estimated at time th for a
time horizon th+k is the range of values within which the actual
156 A. Carpinone et al. / Electric Power Systems Research 122 (2015) 152–158
F  inter
w
v
d
F

Sig. 5. Results obtained in terms of 1-step-ahead Wind Power point forecasts and
s  = 4 × 103.
alue SP(th+k) is expected to lie with a certain probability (1–˛),
enoted as nominal coverage rate [36–38]:
Pr
{
SP(th+k) ∈ Iˆ(˛)th+k|th
}= Pr
{
SP(th+k) ∈
[
Lˆ(˛)
th+k|th , Uˆ
(˛)
th+k|th
]}
= 1 − ˛,
(31)
ig. 6. Wind speed far from extreme values: Wind power measured values and
ˆ (th+k) (N = 72) for k = 1,. . .,20 consecutive look-ahead time steps: (a) FOMC, (b)
OMC.val forecasts centered on the point forecasts, in the case of FOMC with N = 72 and
where Lˆ(˛)
th+k|th and Uˆ
(˛)
th+k|th indicate, respectively, the lower and the
upper bounds.
If prediction intervals are central interval forecasts, there is the
same probability (˛/2) to observe the future outcome lying below
or above the interval bounds:( )
Pr SP(th+k) < Lˆ
(˛)
th+k|th
= Pr
(
SP(th+k) > Uˆ
(˛)
th+k|th
)
= ˛/2.
(32)
Fig. 7. Wind speed near to cut-out condition: Wind Power measured values and
ˆ(th+k) (N = 72) for 20 consecutive look-ahead time steps: (a) FOMC, (b) SOMC.
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[ig. 8. Cut-out condition: Wind power measured values and ˆ(th+k) obtained by
eans of SOMC (N = 72) for 20 consecutive look-ahead time steps.
Interval forecasts can be alternatively constructed in the form
f intervals Iˆ(˛)
Cth+k|th , which is centered (when it is possible) on the
oint forecast itself:
(˛)
Cth+k|th =
[
Lˆ(˛)
Cth+k|th , Uˆ
(˛)
Cth+k|th
]
. (33)
In this case there is the same probability to observe the actual
utcome lying in the interval forecasts below or above the point
orecast:
Pr
{
SP(th+k) ∈
[
Lˆ(˛)
Cth+k|th , SˆP(th+k
∣∣th )]}
= Pr
{
SP(th+k) ∈
[
SˆP(th+k
∣∣th ), Uˆ(˛)Cth+k|th
]}
= (1 − ˛)/2.
(34)
For a nonlinear and bounded process such as wind power gener-
tion, wind power probability distributions can be strongly skewed.
or this reason point forecasts can result very close to wind power
inimum or maximum values: (i) intervals (32) could not include
he point forecast itself; (ii) it could be not possible to formulate
ntervals like (33) unless setting a very large  ˛ with small associated
robabilities.
. Application
The application of both proposed models (FOMC, SOMC) is illus-
rated in Fig. 4.
The dataset utilized is obtained from data reported in [39]. It
efers to average values over 10 min  measurements of wind power
or 28 months. Datasets containing average values over smaller
ime intervals, i.e. 5 min  or 1 min, will lead to more accurate results
ut currently the majority of the dataset available from measuring
ampaigns are taken on 10 min  base. The available dataset has been
ivided in two parts: a training period, going from 01/01/2003 to
8/31/2004, and a veriﬁcation period, going from 09/01/2004 to
5/01/2005.
In Fig. 5 some results are reported in terms of 1-step-ahead Wind
ower point forecasts and interval forecasts centered on the point
orecasts, obtained applying the FOMC model in the case of a num-
er of power classes, N, equal to 72. The gray scale reported on the
ight side of the ﬁgure indicates the coverage rates associated to
he interval forecasts.
In Fig. 6 the Wind Power measured values (red line) and the
stimates of state probabilities vector (N = 72) made at time for 20
onsecutive look-ahead time steps are reported for both FOMC (6.a)
nd SOMC (6.b) models in the case of wind speed far from extreme
alues. The state probabilities vector is represented indicating the
robability associated to each of N values the state can assume, by
eans of a proper color. The adopted scale is reported on the right
ide of the ﬁgure. It is possible to observe, as expected, that the
[ms Research 122 (2015) 152–158 157
dispersion of the estimated probability distributions increases as k
values increase. This reﬂects on the uncertainty associated to the
obtainable point predictions (see (28) and (29)).
Fig. 7 is the analogous of Fig. 6 in the case of wind speed near
to cut-out conditions. FOMC and SOMC results seem to reproduce
correctly the abovementioned conditions. Moreover, Fig. 8 reports
the results obtained with SOMC in cut-out conditions. It is possible
to observe that the proposed model allows to predict the so-called
cut-out event.
5. Conclusions
A Wind power forecasting method based on the use of discrete
time Markov chain models has been developed starting from wind
power time series analysis. It allows to directly obtain in an easy
way an estimate of the wind power distributions on a very short-
term horizon, without requiring restrictive assumptions on wind
power probability distribution. First and Second Order Markov
Chain Model have been analytically described. Finally, the appli-
cation of the proposed method has been illustrated with reference
to a set of real wind power data.
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