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Abstract
Civil infrastructure systems deteriorate in time due to several environmental and loading
conditions. It is important to monitor the state of health of these systems continuously
and take necessary actions in a timely and cost efficient manner. Nondestructive testing
(NDT) techniques are particularly convenient for use in condition assessment of civil
infrastructures due to their non-intrusive nature and their potential for use in combination
with the inversion algorithms to reconstruct quantitative images of the material's interior.
The primary objective of this research work is the identification and implementation of
imaging algorithms suitable for use in microwave imaging of concrete structures. The
focus is placed on transform based algorithms that take diffraction effects into
consideration. Based on the scalar wave equation, derivations of wavefield
backpropagation and diffraction tomography algorithms are provided as solutions to the
inverse source and inverse scattering problems respectively. The backpropagation
algorithm is applied to data obtained from numerical simulation of microwave scattering
by concrete targets. A finite difference-time domain technique is used for the simulations.
Significance of the electromagnetic properties of concrete in microwave scattering and
imaging is explained. A total of six simulations are performed for three different moisture
levels of concrete cylinders with and without a rebar at the center. A Gaussian pulse
plane wave is used as the excitation source. The reflected and transmitted fields are
recorded along two measurement lines. Application of the inversion procedure is
demonstrated and the reconstructed images are displayed. A performance evaluation of
the backpropagation algorithm is made based on the imaging results.
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Chapter 1
INTRODUCTION
Civil infrastructure systems deteriorate in time due to several reasons including aging,
environmental effects, loading conditions, and improper design, maintenance and
management. Deteriorated systems become less resistant to catastrophic failures
particularly when earthquakes, floods, hurricanes, and other natural hazards strike.
Therefore, it is of utmost importance that the state of health of these systems are
continuously monitored and necessary actions are taken in a timely and cost efficient
manner [1,2,3]. This requires development of reliable and quantitative condition
assessment technologies applicable to construction materials and large structural systems.
Nondestructive testing (NDT) techniques, due to their non-intrusive nature and potential
for providing quantitative information, are particularly convenient for use in condition
assessment of civil structures. Furthermore, combining the NDT techniques with the
imaging algorithms that have long been used in other areas such as medical diagnostics
and geophysics can be used to reconstruct pictorial images of the material's interior,
leading to more accurate condition assessment. However, there is a need for research in
this area to adopt and further develop the existing NDT techniques and imaging
algorithms to meet the challenges associated with evaluation of construction materials
and large structural systems. The focus of the research work presented in this thesis is to
identify and apply the inversion algorithms suitable for imaging of reinforced concrete
using diffracting sources such as microwaves. Two transform based algorithms, namely,
wavefield backpropagation, and diffraction tomography, are identified and a detailed
derivation of each algorithm is provided. The wavefield backpropagation algorithm is
applied to data obtained from numerical simulation of microwave scattering by concrete
cylinders with and without a rebar at the center. A finite difference-time domain (FD-TD)
technique is used for the simulation studies. In addition, to give a broader picture of the
current state of the art in concrete NDT, a critical review of the basic principles and
imaging capabilities of the NDT techniques currently used in testing of reinforced
concrete structures is provided with application examples.
1.1 Problem Statement
NDT of concrete structures is becoming increasingly important due to the aging and
deterioration of infrastructure such as bridges, roadways, water and sewer systems, ports,
harbors, airports, and buildings [4]. Scarcity of funds needed for repair or replacement of
all structurally deficient or functionally obsolete concrete structures forces the state
agencies to search for advanced NDT techniques which will facilitate rapid, cost
efficient, and reliable condition assessment of existing infrastructure to ensure public
safety. Incorporation of the quantitative results of standardized NDT techniques in
infrastructure management systems is expected to provide the needed feedback in
monitoring for detection and identification of deficiencies, and setting up priorities for
repair, retrofitting, or replacement actions.
Deterioration of concrete is a time dependent process that severely affects the
service lives, safety, and maintenance costs of concrete structures. Various environmental
effects cause concrete to deteriorate. Cracking in concrete is one of the major factors
contributing to its deterioration. Cracks that exist in concrete at early stages later expand
and widen during service conditions through various mechanisms including mechanical
and environmental effects leading to excessive damage, and even to a breakdown of the
concrete structure. Corrosion of steel reinforcement, and reinforcing bar (rebar) is another
major deterioration mechanism of concrete. Corrosion process of the reinforcement
doubles the volume of the original steel and applies pressure to the surrounding material
resulting stress levels greater than the tensile strength of concrete. As a result, concrete
fractures and rebar separation takes place [5].
1.1.1 NDT Techniques
The primary goal of any nondestructive evaluation technique is to detect and locate the
anomalies within an optically opaque medium through interpretation of the measured
responses. In the case of reinforced concrete, such techniques are expected to provide
information about thickness variations as well as the inclusions such as the reinforcing
bars, cracks, voids and delaminations, deteriorated zones, and moisture.
Several Nondestructive Evaluation (NDT) techniques which are known in
medical diagnostics, aerospace and geophysical applications, and in NDT of metals have
been adopted, and further developed for use in the condition assessment of concrete
systems. General NDT methods include x-ray and gamma-ray radiography, computerized
radioactive tomography based on x-rays and gamma-rays, infrared thermography, radar
(microwave), and acoustic (stress wave) techniques [6,7,8]. These techniques are all
applicable to concrete within certain limitations.
In recent years, numerous studies have been reported, giving application examples
of NDT techniques in detecting and locating anomalies in concrete. Recent advances in
speed and memory of computers combined with efficient imaging algorithms have led to
the processing of measured responses from NDT to determine the spatial extent of the
anomalies in two or three dimensions as well as the nature of such anomalies.
1.1.2 Imaging
Imaging of concrete structures for nondestructive testing purposes can be defined in a
broad sense as obtaining a representation of certain physical properties of the concrete
material and characteristics of the physical system using techniques that will not damage
the structure, or permanently impair its serviceability. Imaging concrete is a challenging
task since concrete is a highly nonhomogeneous material. It is generally produced in the
field with limited quality control. Grain size distribution is highly variable and the
properties of the constituent materials are greatly varied making it difficult to obtain
accurate images. Other sources of difficulties in imaging concrete structures include the
generally complex physical geometry, existence of inclusions, restricted accessibility of
the object, and the problems related to the sensitivity of the method used to the
inhomogeneities in concrete.
An image can be described as a representation of an object that is indirectly or
remotely sensed. Imaging is the reconstruction of this representation using the scattered
fields either in transmission or reflection mode, obtained by illuminating the object from
many directions. This is generally achieved through appropriate inversion methods which
are referred to as inverse scattering methods or identification methods [9,10,11]. The
difficulty of image reconstruction depends on the complexity of the concrete target. For
example, the thickness of a homogeneous concrete slab with known material properties
can be determined by a single pulse-echo experiment through multiplying the velocity of
waves inside the slab with the time difference between the front and backsurface
reflections. On the other hand, if the material properties of the slab are unknown and if it
contains various local inhomogeneities, as in the case of pavements and bridge decks, a
more involved experimental setup and an advanced imaging technique is necessary.
Image reconstruction from scattered data can be performed using either iterative
algorithms or transform-based algorithms which involve entirely different approaches
[12,13]. Iterative algorithms consist of assuming the object cross-section as an array of
unknowns, and then solving for those unknowns in terms of the measured projected data.
Commonly used iterative techniques are the Algebraic Reconstruction Technique (ART)
and Simultaneous Iterative Reconstructive Technique (SIRT). The main shortcoming of
iterative algorithms are that they do not consider diffraction which can be defined as the
interference effects giving rise to illumination beyond the geometrical shadow [7].
Diffraction becomes important when the dimensions of the inhomogeneities are
comparable to the wavelength of the radiation which is generally the case for microwave
and ultrasound NDT of concrete. Transform-based methods involves processing of the
scattered data partially or completely in the Fourier domain depending on the algorithm.
After coherently superposing multi-frequency and/or multidimensional measurement
data, the object is reconstructed be an inverse Fourier transform. The advantage of
transform-based algorithms is that diffraction effects can be taken into consideration.
Disadvantages include large computation and memory requirements, difficulty in
incorporating a priori information into reconstruction, and the requirement for linearizing
approximations [12]. The scope of this thesis is restricted to transform-based algorithms
since they provide an intuitive understanding of the reconstruction and consider
diffraction, while examples of both types of algorithms will be given.
1.2 Objectives of the Research
The main objective of this research is to identify and implement the inversion algorithms
suitable for microwave imaging of concrete structures. This requires a multidisciplinary
research including civil engineering, electrical engineering, geophysics, and medical
diagnostics. Imaging is commonly used in these fields for different type of problems. For
example, electrical engineers are mainly interested in far field imaging of structures such
as missiles and planes for identification whereas in civil engineering we are interested in
imaging the interior of an object from near field measurements. Geophysical imaging is
very similar to imaging of concrete since it involves imaging of earth for subsurface
characterization and accessibility is limited; however, assessment of concrete requires
relatively higher resolution images to be able to detect the inclusions and defects of
interest such as small delaminations. Medical imaging requires high resolution images
like concrete imaging but the target in medical imaging, which is the human body, is
relatively small in size, accessible from all directions, and imaging can be performed in
laboratories using fixed heavy equipment. Thus, imaging of concrete structures requires
gathering of algorithms from these disciplines and further developing them for imaging
of inclusions in concrete accurately.
The secondary objective of this research work is to review the capabilities and
limitations of the existing NDT techniques in imaging of concrete structures in view of
the type of sources and equipment involved, existence of accurate and efficient imaging
algorithms, and cost efficiency.
1.3 Research Approach
A flowchart of the research approach taken is given in Figure 1. Modeling of the targets
to be used in simulation and imaging studies are modeled in terms of geometry and
electromagnetic properties. Scattering of EM waves by these targets is simulated using
FD-TD method. The scattered data measured along finite measurement surfaces are used
as inputs to the inverse scattering algorithms. A transform based imaging algorithm is
used for inversion. The output of this operation is a 2-D image of the original targets. The
reconstructed geometry is compared to the original target used as an input for simulation
study.
1.4 Thesis Organization
Chapter 1 of this thesis provides a general background information about the problems
associated with aging and deterioration of infrastructure and need for nondestructive
evaluation techniques and imaging algorithms.
Chapter 2 reviews the principles of the NDT techniques currently used for
assessment of concrete structures including the type of sources and equipment involved,
how imaging is performed, capabilities and limitations, cost efficiency, and necessary
developments.
In Chapter 3, numerical simulation of electromagnetic (EM) wave propagation
and scattering is discussed. Finite difference-time domain (FD-TD) technique is used to
discretize Maxwell's curl equations and constitutive relations. The computation domain,
boundary conditions, implementation of excitation sources, and stability and accuracy
conditions are described. A comparison of the FD-TD technique with other simulation
techniques is made and examples of EM wave scattering are provided.
In Chapter 4, the transform based imaging algorithms using diffracting sources
are discussed in a systematic approach. The wave model that forms the basis for the
inversion algorithms is introduced and the nonlinearity of the solution to the wave
equation is shown. Linearizing approximations to the wave equation are discussed. The
two basic inversion problems, the inverse source and inverse scattering problems are
illustrated and the derivations of the corresponding imaging algorithms, namely,
backpropagation of wavefields and diffraction tomography algorithms are given for both
plane wave and monostatic point sources. The procedures for image reconstruction from
scattered data are described.
Chapter 5 discusses the electromagnetic properties of concrete and their
significance in microwave imaging. Effects of dielectric constant and conductivity on
imaging are described and corrections that can be applied to the imaging algorithms for
imaging of lossy and dispersive media are given.
In Chapter 6, the backpropagation algorithm derived in Chapter 4 is applied to
data obtained from FD-TD simulations of microwave scattering by dry, saturated, and
wet concrete cylinders with and without a rebar at the center. Simulation results and the
reconstructed images are shown and the application procedure of image reconstruction is
explained including the utilized signal processing tools.
In Chapter 7, a summary of the thesis is provided and conclusions are made.
Performance of the applied imaging algorithms in imaging of concrete is discussed and
the recommended future work is stated.
Electromagnetic
Properties of
Concrete
FD-TD
Simulation of
EM Wave
Scattering
Figure 1: Flowchart of the research approach
Chapter 2
PRINCIPLES AND IMAGING CAPABILITIES OF
NDT TECHNIQUES
General NDT methods used for NDT of concrete can be classified into two broad
categories as electromagnetic techniques and acoustic techniques. Electromagnetic
techniques include x-ray and gamma-ray radiography, computerized radioactive
tomography based on x-rays and gamma-rays, infrared thermography, and radar
(microwave). Acoustic techniques include impact-echo, acoustic emission, and
ultrasonics. These techniques are all applicable to concrete within certain limitations.
2.1 Radiography
Radiography is one of the earliest NDT techniques which is used to obtain a shadow
image of a solid using penetrating radiation such as x-rays or gamma-rays generated by
x-ray tubes or radioactive isotopes respectively [7]. X- and gamma-rays are forms of
electromagnetic radiation such as visible light and microwaves, but their wavelengths are
so small that they can penetrate all materials with some absorption and scattering during
closedFilament Targetclosed
(Cathode) Target(Anode) source
open
Electrons y -rays
X-rays
Figure 2: X- and gamma-ray sources
transmission [8]. X-rays are generated when an electron beam impinges on a solid target
whereas gamma-rays are x-rays of high energy emitted by the disintegration of a
radioactive isotope as shown in Figure 2.
X- and gamma-rays propagate through the material along straight paths without
any significant diffraction. The intensity of the beam in the material is decreased
exponentially by the following relationship:
L
L, (1)I = Ioexp(-J (x, y, z) dL)
0
where Io is the intensity of the incident beam, p(x, y, z) is the attenuation coefficient of
the material as a function of the spatial coordinates, and L is the path length within the
material. The transmitting rays strike the detector which is generally a photographic film
and expose it the same way light exposes the film in a camera. The image obtained is in
the form of a 2-D projection that provides information about the physical characteristics
of concrete such as density, composition, and inclusions through the degree of attenuation
as shown in Figure 3. One disadvantage is that the image does not provide any
information about the depth of inclusions in the material.
X and gamma-ray methods are capable of producing accurate 2-D images of the
concrete interior. However, their use in concrete testing is generally limited due to their
high initial costs, relatively low speed, heavy and expensive equipment, need for
extensive safety precautions and highly skilled operators, and perhaps the most important
of all, the requirement of accessing both sides of the structure.
rebar
x-ray/y-ray radiograph
radiographsource (2-D image)
hole delamination
Figure 3: Radiographic experiment and the resulting shadow image
A recent application of x-ray radiography involves a system called Scorpion
developed in France [14]. The system includes a linear accelerator x-ray generator
mounted on a crane used to evaluate prestressed bridge girders. Gamma radiography has
more field applications since the source is compact and easy to transport, independent of
electrical and water supplies, and low cost. This technique has been used in the field to
determine the location and condition of reinforcements, to detect voids and
delaminations, and to inspecting the grouting of post tensioned concrete.
2.2 Computerized Radioactive Tomography
Computerized radioactive tomography, also called computerized tomography (CT) is the
reconstruction of a cross-sectional image of an object from line integrals (2), i.e. its
projections.
P () = f( line O(x,y) dL (2)
In other words, it is a coherent superposition of projections obtained using a scanner to
reconstruct a pictorial representation of the object. Mathematical formulation of CT was
performed by Radon in 1917, and was first used in medicine as a diagnostic tool after the
invention of the X-ray computed tomographic scanner by Hounsfield in 1972 [12]. A
schematic representation of the basic parallel beam computerized tomographic image
reconstruction is shown in Figure 4. Fourier slice theorem states that the Fourier
transform of a parallel projection of an image at an angle 0 shown as P () in the figure
gives the 2-D spatial Fourier transform of the object O(K x , K, ) along a line at an angle
0 with the Kx axis. This line is shown as a solid line in the frequency domain. By
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Figure 4: Fourier slice theorem
rotating the source and the detector 360 degrees around the object, the Fourier space is
filled as shown by the dash lines. At this point, the object can be reconstructed by a
simple 2-D inverse Fourier transform. A better way of object reconstruction is performed
by the filtered backprojection algorithm. This algorithm reconstructs the final image by
first filtering each projection in frequency domain, and then adding together the two-
dimensional inverse Fourier transform of each weighted projection. Similar
reconstruction techniques exist for different sources such as point sources which generate
fan-shaped beams.
In 1980, Morgan et al. [15] developed a CT system which used an isotopic source
to generate photon beams, and tested 6 inch diameter concrete cylinders to determine the
density variations inside the cylinders, to locate the reinforcement and voids, and
determine their sizes. Image reconstruction was made using 100 projections obtained by
rotating the source 360 degrees around the cylinders. The exposure time for each
projection was 40 minutes due to low source intensity. The system was able to identify
the density within 1 percent. Results of scans of two concrete cylinder specimens are
shown in Figure 5. In Figure 5(a) the reconstructed image of a concrete cylinder with a
3/8 inch diameter rebar is shown. As seen from the figure, the rebar and the voids in the
cylinder are accurately detected. Figure 5(b) shows the image of a cylinder loaded to
failure. The failure plane is clearly identified in the image.
(a) (b)
Figure 5: Computerized tomographic imaging of (a) a concrete cylinder with a rebar at
the center, (b) a plain concrete cylinder loaded to failure [15]
A more recent application of CT to concrete is reported by Martz et al. [16]. They
developed an x-ray CT system to quantitatively inspect small concrete samples for
density variations with a spatial resolution of about 2 mm. Figure 6 shows an image of a
20 cm diameter hollow cylinder with a 4.4 cm central hole reconstructed from 45
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Figure 6: Tomographic image of a concrete cylinder with a hole at the center and 1-D
profile of attenuation coefficient along the white line [16]
projections at 4 degree intervals over 180 degrees. On the right of the cylinder image is a
1-D attenuation profile extracted along a diagonal white line indicated on the image. The
central hole and a smaller void of about 5 mm size are clearly identified both on the
image and the 1-D profile.
Computerized tomography is capable of producing highly accurate images of
millimeter or sub-millimeter resolution. However, application of computerized
tomography to concrete is generally limited to laboratory studies since the scanners are
expensive, measurements take a long time and are limited to small sizes, and accessibility
to both sides of the object is required. Image reconstruction from limited views have been
the subject of several studies [17], however, such reconstruction still requires
accessibility to both sides. Further research is needed in this area before the technique can
be applied in the field.
2.3 Infrared Thermography
Infrared (IR) techniques are commonly used in military applications, NDT of materials,
and medical diagnosis. Within certain limitations, infrared thermography is a remote,
fast, and cost efficient NDT method with qualitative or quantitative information potential.
It can be used to locate and determine the extent of voids, delamination, and debonding in
reinforced concrete. Civil engineering applications of this technique include
thermography of bridges and highways, asphalt pavements, sewer systems and
wastewater pipes, canals and aqueducts, and indoor and outdoor thermography of
buildings [18]. Infrared thermography is based on the principle that subsurface anomalies
in a material result in localized differences in surface temperature caused by different
rates of heat transfer at the defect zones. Thermography senses the emission of thermal
radiation from material surface and produces a visual image from this thermal signal
which can be related to the size of an internal defect. Most infrared thermography
applications use a thermographic camera in conjunction with an infrared-sensitive
detector which images the heat radiation contrasts. Thermographic imaging may involve
active or passive sources such as a flash tube or the solar radiation [8].
Heat transfer takes place in three modes called conduction, convection, and
radiation. The mode which interests us most from the NDT point of view is radiation
since IR cameras detect the radiated heat. However, the other modes have to be
understood clearly to assess the limitations of IR thermography.
Radiation: All materials at a temperature above absolute zero continuously emit energy,
and the energy thus emitted, called thermal radiation, is transmitted in the space in the
form of electromagnetic waves [19]. Infrared waves constitute a part of the
electromagnetic spectrum like microwaves or x-rays. The energy exchange between the
material and its environment through thermal radiation contributes to the thermal
equilibrium between the material and its environment. Figure 7 shows the effect of
radiation on a concrete slab with delamination.
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Figure 7: Schematic representation of heat radiation from sound and
delaminated parts of concrete.
The radiant flux qp per unit surface area of the material is related to the forth power of its
absolute temperature T by the Stefan-Boltzman law:
qp = eoT 4  (3)
where o is the Stefan-Boltzman constant, and E is the emissivity of the material.
Conduction: Temperature of a material, in a macroscopic level is related with the rate of
movement of the microscopic particles, such as molecules, averaged over a large number.
If some amount of energy is introduced at a given location of a material, the particles at
that location will undertake more movements and will increase the temperature. The
energy given to the system will gradually diffuse into the whole material and the
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Figure 8: Schematic representation of heat transfer by conduction
temperature of the body will tend to homogenize at a higher value than its initial
temperature as shown in Figure 8. This mechanism of heat transfer is called conduction
[20].
Conduction is formulated by Fourier's law which relates the thermal flux p
through a unit area to the local temperature gradient and to the material's thermal
conductivity k:
9 = -k i grad T (4)
where T is the temperature and i is a unit vector perpendicular to the flux surface.
Significance of conduction in civil engineering applications of infrared thermography is
that if the defects are located deep in concrete or if their diameter is small compared to
their depth, the thermal contrast at the surface will be very small due to conduction. Thus,
such defects may stay undetected by IR thermography.
Convection: Convection is the mode of heat transfer between the material and a volume
of fluid, at a temperature different from that of the material, flowing along the surface of
the material. Heat transfer through convection is illustrated in Figure 9.
-T
Figure 9: Schematic representation of heat transfer by convection
Although the mathematical formulation of convection is complex, it is often
satisfactory to express it by Newton's law which relates the heat flux p transferred
through a solid surface of unit area in contact with the flowing fluid to the temperature
difference between the solid (Ts ) and the fluid (Tf), and to the material's convection
coefficient, h [20]:
p = h(Ts - Tf) (5)
Effect of convection in NDT of concrete structures is important since a majority
of the measurements take place in the field. If the wind speed is high at the time of the
measurement, heat transfer due to convection affects the heat radiation from the concrete
surface, resulting in false images.
The most critical survey parameters which affect the success of infrared
thermography technique are solar radiation, surface emissivity, and wind speed. For
quantitative assessment of concrete structures, corrections can be applied to the
measurement data considering the effects of emissivity, sky temperature, wind velocity,
and radiation from the surrounding objects. Still, IR thermography surveys are restricted
to certain weather conditions. Surveys should be performed at certain times of the day,
the concrete surface must be dry and free of obstacles, the wind velocity must by under a
certain value, the sky must be open and the temperature must be within a specified range.
Another limitation of IR thermography is that it provides no information about the depth
of the defects since it images the radiation from the concrete surface. To remedy this
shortcoming, it can be combined with ground penetrating radar.
Recent developments in IR thermography including a new short and long wave
infrared systems with high thermal and geometrical resolution, modern video techniques
and computer based interactive image analysis systems have improved the success of IR
thermography surveys. However, further improvements are needed in the equipment and
operational use of infrared systems. Systems capable of imaging a large temperature level
(a) (b)
Figure 10: (a) A picture of the end wall of the building, (b) a computer enhanced
tomogram of a part of the picture in (a) [21]
and range are needed as well as advanced signal processing and image enhancement
techniques to utilize the full information potential of this technique [18].
Stanley and Balendran [21] applied IR thermography on the exterior of a building
to detect the debonded areas. Figure 10(a) shows the repaired areas and the sections cut
out and prepared for repair. Figure 10(b) shows a computer-enhanced thermogram of the
wall. The newly repaired areas appear dark in the image because of the moisture. Other
dark areas are indicative of the debonded sections of the wall.
2.4 Radar (Microwave) Imaging
Radar technique, also known as Ground Penetrating Radar (GPR) has been extensively
used in geophysical applications since 1960's to determine the thickness of glaciers,
finding petroleum deposits, locating sewer lines and buried objects such as hazardous
waste containers, to assess the bed profile of lakes and rivers, and for subsurface
characterization. Civil engineering applications of the radar technique include inspection
of highways and bridge decks [22], detection of cavities behind concrete tunnel linings
[23], and detection and quantification of local scour around bridge piers [24, 25].
Applications of the radar method to structural concrete elements such as beams, columns,
and walls are still at early stages.
The principle of radar method is to generate and transmit electromagnetic short
pulses or time harmonic waves through a transmitter antenna towards a target medium
and record the scattered signals at the receiver antenna. When the transmitted
electromagnetic waves encounter an object or another medium with different EM
properties, some portion of the transmitted energy is reflected from the boundary and the
rest is transferred into the new medium undergoing some refraction depending on the
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Figure 11: Reflection, refraction, and transmission of an incident wave
propagating through an object
material properties of the new medium and the angle of incidence. Figure 11 illustrates
the reflected, refracted, and transmitted waves originated from the encounter of an
incident wave with a scatterer. These waves are collectively called the scattered waves.
The scattered signals recorded at the receiver contain some information about the
target's EM properties which can be extracted by processing and interpreting the recorded
signals [26, 27]. The scattered signals can be acquired either in a bi-static setup (offset
experiment, pitch-catch experiment) in which the transmitter and the receiver antenna are
separate, or monostatic setup (zero offset experiment, pulse-echo experiment) in which
both units coincide. Monostatic antennas can only record the backscattered signals
whereas bi-static antenna receiver can be positioned to receive the scattered signals at an
angle to the incident waves provided that accessibility is not a problem. Measurements
with fixed transmitter and receiver locations, monostatic or bi-static, are referred to as
stationary. An alternative approach, so called synthetic aperture experiment, is achieved
by moving the observation point within a prescribed aperture either in monostatic or bi-
static mode [28]. Interpretation of data obtained from stationary arrangements of antenna
units depend on the experience of the operator or general system identification
procedures and pattern recognition systems, whereas synthetic aperture data can be used
to reconstruct spatial images of the target through imaging algorithms. In the radar
method, the detectability of an object inside concrete and the penetration capability of a
wave into concrete are affected by a variety of measurement parameters: Center
frequency, frequency bandwidth, polarization of the wave, measurement distance and
angle, and geometric and material properties of the target [29, 30]. Imaging buried
inclusions in concrete such as rebars and delaminations requires understanding of
concrete as a dielectric material and incorporating these properties in the imaging
algorithms.
Inversion of scattered electromagnetic waves to reconstruct an image is generally
based on the scalar wave equation, or Helmholtz equation, which implies that there is no
depolarization as the electromagnetic wave propagates through the medium. Solution of
the Helmholtz equation is nonlinear and yet has no analytical solutions, therefore,
linearizing approximations are necessary to obtain a solution. The commonly used
imaging algorithms based on the solution of the Helmholtz equation, linearized by
approximations, involve either backpropagation or tomographic processing. Microwave
holography involves coherent backpropagation of the recorded wavefields towards the
object in the frequency range of the measurement. Then reconstruction of the object over
a line (plane in 3-D) is achieved by Fourier inversion. This is repeated for incremental
depths of the object to obtain its 2-D image. An alternative algorithm, diffraction
tomography, is based on Fourier diffraction theorem. This theorem states that if an object
is illuminated with a plane wave, the spatial Fourier transform of the forward scattered
field recorded along the measurement surface gives the values of the 2-D spatial Fourier
transform of the object along a semicircular arc in the spatial frequency domain. The
algorithms for imaging with microwaves are discussed in detail in Chapter 4.
Success of transform-based algorithms in imaging concrete is limited for several
reasons. The main limitation is the use of linearizing approximations. For a lossy,
conductive medium such as concrete, linear inversion methods perform poorly and result
in inaccurate or distorted images. Another limitation stems from the use of the scalar
wave equation as a basis for inversion. By using the scalar wave equation for inverse
scattering, it is assumed that there is no depolarization effects as the wave propagates in
the target medium. This approach simplifies the algorithms considerably at the expense
of losing some information which could be obtained by inverting the vector wave
equation. It was verified by Biiytikiztiirk and Rhim [31] through numerical and
experimental studies that more information can be obtained from the scattered fields by
considering polarization of electromagnetic waves.
An application of microwave imaging was performed on laboratory size concrete
slab specimens with 9-11 GHz waveforms at a range of 20 meters [32]. An ultra-
wideband stepped frequency imaging radar was used for the measurements. The radar
system used was a mobile, ground based system that is capable of two- and three-
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Figure 12: (a) Plan and cross section dimensions of the slab, (b) image of the slab
without the rebar, (c) image of the slab with the rebar [32]
dimensional imaging both at close and distant ranges. The radar was fully coherent from
0.1 to 18 GHz and had been used for target imaging and for foliage penetration
measurements. An imaging algorithm was developed motivated by array antenna theory
considerations for focusing a real array at an arbitrary field point in space [33]. Range
profiles are constructed by performing a Fast Fourier Transform (FFT) over frequency for
each antenna position. The range profiles are then summed with appropriate range delays
to focus at each image point. The dimensions and the reconstructed images of the
specimen with and without a rebar are shown in Figure 12.
Mast and Johansson [34] used multi-frequency diffraction tomography imaging
technique to reconstruct a 3-D image of a concrete slab shown in Figure 13(a). The test
slab was 1.8 m square and is 30 cm thick, and its relative permittivity to air was
experimentally determined as 9. The slab contained fixed and removable reinforcing bars,
two teflon cylindrical objects, three small hollow plastic spheres to simulate voids, and
two teflon plates to simulate delaminations. The depths of the objects ranged from 6 cm
to 25 cm. The measurements were performed using a non-coupled monostatic antenna
over a 2-D synthetic aperture, at approximately 9 cm from the concrete surface, with a
signal having frequency content from approximately 500 MHz to 3.5 GHz. A 3-D
rendered image of the slab is shown in Figure 13 (b). The rebars, delaminations, and
cylindrical objects are visible in the image. The slanted rebar is visible only at shallow
depths due to shielding effect of the above reinforcing bars and the limited penetration
depth.
(a) (b)
Figure 13: (a) A picture of the test slab before placing of concrete and
(b) reconstructed image of the inclusions [34]
More recently, Langenberg et al. [35] performed imaging of a metal duct in a
concrete slab with mesh reinforcement extended over only half the specimen. They used
a commercial pulse radar, customized for the experiment. The antenna was a butterfly
antenna with a center frequency of 900 MHz and a bandwidth of 1 GHz. Imaging was
based on linear physical optics approximation. The specimen and the reconstructed 3-D
image is shown in Figure 14. It can be seen from the figure that the metal duct was
reconstructed successfully over the half without the reinforcement whereas the other half
of the duct is missed in the reconstruction due to the shielding effect of the top
reinforcement.
metal duct mesh reinforcement
i , I I
Y 30 _ _- -I - -
cm .-
20 I "-.. I
10 r i r r 
.
0 10 20 30 40 50 60 70 80
x in cm(a) (b)
Figure 14: (a) Plan view of the test slab showing the metal duct and the mesh
reinforcement, and (b) reconstructed image of the slab [35]
Davidson et al. [24] and Bungey et al. [25] used subsurface radar to detect scour
holes around bridge piers. Both studies involved laboratory and field surveys using
commercially available antenna systems. Imaging was performed using the wavefield
migration (backpropagation) technique used in geophysics. Bungey et al. performed
numerical modeling of the problem which were validated by additional laboratory
experiments. Field surveys were performed by mounting the antenna unit to the side of a
boat, close to the water surface. Both studies concluded that subsurface radar has high
potential for detecting bridge scour. Frequencies at 300-500 MHz range were found to be
most successful for scour surveys. The main advantage of subsurface radar against other
scour detection techniques such as sonar is that microwaves can penetrate below the
riverbed as shown in Figure 15. Thus, they can provide information about the true depth
of the scour holes even if they are backfilled by silt. The main problems with the use of
radar for bridge scour is the high attenuation of microwaves in water due to high
conductivity, and interference of the bridge columns to the image.
Water Surface
Figure 15: Image of a river bed profile showing the scour hole and the
underlying layers [24]
2.5 Acoustic Imaging
Acoustic techniques impact-echo (IE), acoustic emission (AE), spectral analysis of
surface waves (SASW) and ultrasound techniques. In principle these methods are based
on elastic wave propagation in solids. Propagation of sound in solids takes place forms of
compression (P) waves, shear (S) waves, and surface waves or Rayleigh (R) waves as
illustrated in Figure 16. Inhomogeneities in concrete cause scattering of sound waves
which can be recorded and interpreted to extract information about the material [36].
Impact-echo technique involves transmission of a transient pulse into concrete by
a mechanical impact, and analysis of the reflected waves recorded at the concrete surface.
This technique is not used for imaging but detection because of the low frequency range,
however, impact-echo is briefly reviewed here since this method is useful for a rapid
preliminary survey of the area for locating the anomalies. Images of these anomalies may
then be performed using more comprehensive ultrasonic testing methods [37].
Acoustic emission (AE) technique is a passive condition monitoring technique
which allows continuous testing of a structure while in service rather than at regular
intervals [36]. Acoustic emission refers to the pulses due to the change in the elastic
strain energy, which occurs locally in the material as a result of deformation and fracture.
Part of this energy propagates through the material which can be detected by highly
sensitive transducers placed on the surface of the structure. Advantages of the technique
include large area coverage, locating and monitoring of growing discontinuities, ability to
detect discontinuities in inaccessible areas, and real time monitoring. Disadvantages of
this technique are: not all discontinuities emit detectable AE, signals can be obscured
from the sensor by geometry, noise or attenuation, and imaging of discontinuities are not
Pier
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Figure 16: Modes of sound propagation in solids
possible [8]. Acoustic Emission technique is not reviewed in detail in this paper since
imaging capability of the technique is very limited. It is generally used for detection of
internal cracks.
Ultrasonic testing of concrete consists effectively of the propagation of low
amplitude waves through concrete to measure either or both the time of travel and any
change of intensity for a given distance. The data obtained from ultrasonic experiments
can be used to reconstruct an image of the inclusions and inhomogeneities in concrete
using both iterative and transform based tomographic imaging algorithms. The imaging
approach outlined for microwave imaging is directly applicable to ultrasound imaging
when elastic properties are used instead of electromagnetic properties.
2.5.1 Impact-Echo (IE) Technique
Impact-echo is a technique based on the use of low frequency transient stress waves for
nondestructive testing of concrete [38]. The technique is used for detecting internal flaws
and determining the location and extent of cracks, voids, delaminations, honeycombing,
and debonding in plain, reinforced and post tensioned concrete structures. An impact-
echo test system is composed of an impact source, a receiving transducer, and a portable
computer for waveform analysis. A low frequency transient stress pulse is introduced into
a structure by a mechanical impact on the surface. The resulting P and S waves
propagating inside concrete are scattered by the internal cracks, voids, delaminations, or
the back surface of the target. The reflected waves produce displacements on the surface
of the concrete which are detected by the receiving transducer. The thickness or location
of the inclusions are determined through frequency analysis of the waveform. This
technique uses the resonance condition caused by the multiple reflections of the P waves
between the surfaces of the concrete target. For a point in the vicinity of the impact point,
the P-wave travel path can be approximated as twice the thickness of the plate or the
depth of the inclusion, and the period is equal to the travel path (2T) divided by the P-
wave speed (C). Knowing that frequency is the inverse of period, the thickness T can be
found by the following relation:
C (6)T-
2f
Therefore, provided that the wave speed in concrete is known, the thickness or depth of
inclusions can be found by substituting the resonance frequencies in (6) which is the
fundamental tool for interpreting impact-echo results using frequency analysis. A
schematic illustration of the impact-echo technique is given in Figure 17.
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Figure 17: (a) Impact-echo measurement technique, (b) frequency plot at a test point, (c)
spectral peak plot along the scan line [38]
Accuracy of impact-echo method is largely affected by the velocity of waves
inside concrete which is often variable at different locations of the structure. Many
applications of impact-echo method involved determination of wave speed in concrete by
an impact-echo test on an area of known thickness. Same wave speed is then used for the
other parts of the structures which results in errors in interpretation. To overcome this
problem, an independent method of determining the wave speed using direct P-wave
speed measurements was developed. This method enables determination of the wave
speed at any point in a structure, resulting in more accurate thickness and depth
determinations.
2.5.2 Ultrasound Techniques
Ultrasonics refers to the study and application of ultrasound which is sound of a pitch too
high to be detected by the human ear, i.e. of frequencies greater than about 18 kHz [36].
The technique involves transmission of ultrasound waves into concrete generally using a
piezoelectric transducer which converts electrical energy into acoustic energy. The
technique requires the transducer be coupled to the surface of concrete. The scattered
signals are then recorded and interpreted. The data obtained from ultrasonic experiments
can be used to reconstruct an image of the inclusions and inhomogeneities in concrete
using tomographic imaging algorithms. Applications of this technique to concrete
condition assessment include thickness determination [39], and detection and imaging of
cracks, voids and delaminations [40]. Since the technique involves stress waves, it can
also be used to determine the elastic modulus and strength of concrete [8].
The ultrasonic wave propagation in concrete is affected by several parameters
including relative concentration of the constituent particles, presence of admixtures,
curing conditions and age, the degree of compaction, and the nature and amount of
defects present. Other factors independent of the properties of concrete are: temperature
of concrete, roughness of the contact surface with the transducer, moisture content, path
length, size and shape of the structure, level of stress, and presence of reinforcing steel
[41]. The effect of reinforcement on wave velocity depends on the angle of orientation of
the steel bars with respect to direction of ultrasonic propagation. If the bar is transverse to
the pulse path, its effect to the pulse velocity can be neglected provided that the bar
diameter is less than 20 mm whereas a correction to the velocity is necessary if the bar is
in the direction of the pulse path. Still, the effect of reinforcement in ultrasound NDT is
not significant when compared with radar technique.
Maximum aggregate size is one of the dominating parameters which affect the
success of ultrasound NDT experiments. The presence of coarse aggregates, often
exceeding 10 mm in diameter requires that ultrasonic testing in concrete be conducted at
relatively low frequencies in order to avoid excessive attenuation caused by scattering. In
practice, the chosen frequencies are generally between 50 to 300 kHz for structural
concrete. Since the transducer is unlikely to be more than a few centimeters in diameter,
the ultrasonic beam has virtually no directional characteristics which makes it difficult to
locate the defects.
Imaging with ultrasound is generally performed considering ultrasound as a scalar
acoustic wave phenomenon. Therefore, the imaging approach outlined for microwave
imaging is directly applicable to ultrasound imaging. The only difference is that the
elastic properties of the material are used in ultrasound imaging instead of
electromagnetic properties. Parameters used in the inversion algorithms for ultrasound
imaging are given in Chapter 4. Image reconstruction can be performed using
transmission or reflection data obtained using ultrasonic pulse velocity techniques or
ultrasonic pulse-echo techniques, respectively.
2.5.2.1 Ultrasonic Pulse Velocity (UPV) Techniques
In an ultrasonic experiment, the surface wave component of the incident wave and
reflections from large aggregates in the concrete tends to obscure internal flaw echoes.
For this reason, where possible, the probes should be located directly opposite each other
on either side of the test sample. This measurement technique which is the most desirable
and most satisfactory is called direct transmission method (Figure 18a). When access to
the opposite surface is not possible, the use of either the semi-direct transmission method
(Figure 18b) or the indirect or surface transmission method (Figure 18c) can be used.
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Figure 18: Transmitter and receiver arrangements for ultrasonic
pulse velocity techniques
The semi-direct transmission method can be applied successfully provided that
the path length is not too long. The surface method is the least satisfactory method since
the amplitude of the received signals may be as low as 3 percent or less than that received
from direct transmission method [41].
An application of imaging using direct transmission data is performed by Jalinoos
et al. [37] They performed imaging of a concrete wall with voids inside as shown in
Figure 19(a) by combining the impact echo (IE) and ultrasonic pulse velocity (UPV)
methods with the crossmedium tomography (CMT) technique used in geophysics. The
location of the voids was found using an IE scanner which allowed rapid scanning of the
wall. Then UPV tests were carried out at the void locations for image reconstruction. The
image was reconstructed using an iterative approach. The reconstructed image is shown
in Figure 19(b).
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Figure 19: (a) Cross Section of the Wall, and (b) Reconstructed Velocity
Tomogram [37]
2.5.2.2 Ultrasonic Pulse-Echo Techniques
Pulse-echo method involves introduction of a stress pulse into concrete at an accessible
surface by a transmitter. The pulse propagates into concrete and is reflected by cracks,
voids, delaminations, or material interfaces. The reflected waves, or echoes, is recorded
at the surface either by the transmitter acting as a receiver (true pulse-echo) or by a
separate transducer located at a distance from the transducer (pitch-catch). The receiver
output is displayed on an oscilloscope. There are several methods of examining a test
specimen using pulse-echo technique [41].
The A-scan or A-scope method is a one dimensional view of the defects in
concrete. The oscilloscope display shows the pulse amplitude versus the pulse transit
time, as shown in Figure 20(a). The B-scan or B-scope method involves a series of
parallel A-scans and produces a two dimensional view of the defects in concrete. This
method is shown in Figure 20(b). The output is either x-versus time, or x versus y
provided that the wave velocity in concrete is known. The C-scan or C-scope method
involves a series of parallel A-scans performed over a surface. The resulting display is a
graph of x versus y at particular time, or depth if wave velocity is known. This is
equivalent to examining the structure in two dimensions at a particular depth, therefore
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Figure 20: Ultrasonic pulse-echo test and display techniques
by changing the time or depth, one can examine the structure in three dimensions. This
method is shown in Figure 20(c).
For high frequency ultrasound imaging applications which can be used for NDT
of metals, display of B- or C-scans can provide significant information about the interior
defects due to the high directivity of the waves. Since applications of this technique to
concrete is limited to low frequencies which implies low directivity, the data obtained
from B- or C-scans need to be further processed to extract useful information about the
size of the inhomogeneities.
Schickert [40] performed ultrasonic imaging of a laboratory size test specimen
with two holes using pulse-echo technique. For imaging, Synthetic Aperture Focusing
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Figure 21: (a) Dimensions of the test specimen
SAFT [40]
in mm, (b) reconstructed image using
Technique (SAFT) was used. SAFT can be considered as a backpropagation technique
which produces an image of the object interior by focusing the recorded data [42]. The
measurements were performed over a linear aperture (line-SAFT) and the reconstruction
was performed in the time domain. Imaging was performed for three specimens of same
geometrical shape but different maximum aggregate sizes to demonstrate the effect of
aggregate size on ultrasonic imaging. Figure 21(a) shows the test specimen and Figure
21(b) shows the reconstructed image of the specimen with maximum aggregate sizes of 8
mm. Same procedure was repeated for specimens having maximum aggregate sizes 16
mm and 32 mm respectively. A significant decrease in the image quality was observed
for the larger aggregate sizes.
2.6 Evaluation of NDT Techniques for Assessment of Concrete
Structures
Imaging of concrete structures presents many challanges due to the fact that concrete is a
nonhomogeneous material. Variable grain size distribution and different properties of the
constituent materials make it difficult to produce accurate images. In addition, the
generally complex physical geometry of the structure, restricted accessibility, and
existence of reinforcement and prestressing tendons further complicate the problem.
Imaging of concrete structures may be achieved using techniques such as
radiography, radioactive computerized tomography, infrared thermography, radar
imaging and acoustic imaging. Radioactive techniques generally result in high resolution
images due to the use of nondiffracting sources with high penetration capability, but they
are limited by the factors related to safety, and the equipment and operation costs. Also,
the method requires accessibility to both sides of the object which is a severe limitation
for the NDT of concrete structures. Infrared thermography enables remote, rapid, and
accurate imaging. Its limitations are the sensitivity of the results to weather and surface
conditions. Also, thermographic imaging does not provide information about the depth of
the anomalies. Radar and ultrasound techniques do not pose any danger during the
measurements, but their imaging capability is limited compared to the radioactive
techniques due to diffraction effects and lack of exact inversion algorithms. Radar
technique is effective in locating and imaging subsurface defects and inclusions. It allows
a rapid and non-contact measurement and imaging of large areas. Imaging limitations
include loss of polarization information due to scalar inversion, high attenuation of EM
waves in moisture, and total reflection from metals which make it difficult to image areas
beneath closely spaced reinforcement meshes. Ultrasound is not affected by the presence
of reinforcements and moisture but is highly sensitive to the maximum aggregate size.
Also, the requirement of surface coupling makes it time consuming to perform imaging
of large areas.
Chapter 3
SIMULATION OF ELECTROMAGNETIC WAVE
PROPAGATION AND SCATTERING
Condition assessment of concrete structures using microwaves involves illumination of
the concrete target with an incident field using a transmitter antenna and recording of the
scattered fields at the receiver antenna. The recorded data is then interpreted to infer the
material properties and inherent inhomogeneities in concrete such as voids, cracks,
delaminations, rebars, and deteriorated zones. Interpretation of the measurement data can
be performed in many ways. The simplest and least expensive way is a visual analysis of
the raw data to identify the waveforms pertaining to known defects and inhomogeneities
in concrete. More complex and accurate methods involve computer processing of the
measurement data to obtain quantitative information, or even a pictorial image of the
concrete's interior using imaging algorithms. Regardless of the method used, it is obvious
that the accuracy of the condition assessment of concrete structures depends on the
quality of the recorded data and measurement parameters. Using data from field
applications for research on condition assessment methodologies has the advantage of
representing the real life applications and the actual engineering problem. However,
performance of parametric studies and fundamental research using field data is difficult
due to the variability of material and measurement parameters, capabilities of the
equipment used, and the noise present in the data. An alternative way of obtaining
measurement data is through numerical simulation of electromagnetic wave scattering.
Provided that the accuracy of the simulation is ensured, use of simulation data in NDT
studies offer several advantages: (1) Noise-free data obtained from simulation allows
accurate evaluation of proposed inversion algorithms; (2) parametric studies can be
performed easily to optimize the hardware and measurement parameters; (3) case
scenarios which are difficult to obtain in field applications can be created through
modeling of electromagnetic properties of concrete.
Study of the interaction of electromagnetic waves with a target that has known
geometric and material properties is called the forward problem. In this chapter, the
formulation of a numerical simulation scheme called the finite difference-time domain
(FD-TD) technique is introduced. FD-TD solution of electromagnetic wave scattering
involves numerical solution of Maxwell's equations which govern the behavior of
electromagnetic waves in media.
3.1 Introduction to the FD-TD Technique
The finite difference-time domain technique is an accurate method of simulating the
propagation and scattering of electromagnetic waves. Since its first introduction by S.K.
Yee in 1966 [43], this technique has been applied to many problems in electromagnetics
[44] and has become more and more popular with the advancements in speed and
memory of computers. FD-TD technique involves numerical solution of the Maxwell's
time dependent curl equations (Section 3.2) in differential form. Maxwell's curl equations
are discretized in time and space using center differences and the electric and magnetic
fields interlaced on a spatial grid. Typical grid shapes used for 2-D problems are
rectangular and triangular although it is possible to implement grids in spherical
coordinates or generalized non-orthogonal grids. Generally a rectangular grid is used due
to its simplicity and ease of implementation. However, the problem with rectangular grids
is that curved or slanted lines are approximated with staircases which, depending on the
problem, can cause errors due to unwanted scattering from staircases. The fields are
calculated everywhere in the computational domain in a leap-frog manner as a function
of time, i.e. first the electric fields are calculated, then the magnetic fields are calculated
and the sequence is repeated at each time step. The grid spacing is set to the one tenth of
the shortest wavelength of interest and the time step is determined by the stability criteria.
To simulate the unbounded space at the outer boundary of the computational domain, an
approximate absorbing boundary condition is applied at the boundaries. Given the
excitation source, scattering of microwaves by one or more objects defined within the
computation domain is calculated by marching in time.
3.2 Maxwell's Equations and Constitutive Relations
Propagation of electromagnetic waves in free space and in media can is governed by a set
of coupled partial differential equations called Maxwell's equations named after James
Clerk Maxwell who combined Faraday's law of induction, Ampere's law, Gauss's
magnetic field law, and Gauss's electric field law [45]. These equations basically describe
the relation of electric and magnetic fields to each other and to the position and motion of
electromagnetic sources. Maxwell's equations are written in differential form for an
isotropic and homogenous dielectric material as:
dB(F, t)Vx E(, t)- = t (7)
dD(7, t) (8)Vx H(F, t) = + E(F, t)
V -D(T, t) = p(F, t) (9)
V B(, t)=0 (10)
where E is the electric field strength, B is the magnetic flux density, H is the magnetic
field strength, D is the electric flux density, a is the electric conductivity, and p is the
electric charge density. All field values except the scalar charge density p and electric
conductivity o are vector fields defined by a magnitude and a direction in space (7) and
time (t). It must be noted that the complete expression for (7) includes a (-o-,H) term
added to the right hand side of the equation where am denotes the magnetic conductivity.
This term is deliberately excluded from (7) considering that most common non-
conducting materials including concrete have magnetic properties very close to free space
in which the magnetic conductivity is zero. Equations (7) and (8) are known as Maxwell's
curl equations and (9) and (10) are called Maxwell's divergence equations. In a typical
forward problem, the charge and current sources which give rise to electric and magnetic
fields are known and the field quantities are determined using the Maxwell equations and
appropriate boundary conditions. Thus, there are four vector unknowns E, B, H, and
D equivalent to twelve scalar unknowns, one for each vector field in x, y and z
directions. Accordingly, twelve scalar equations can be written from the four Maxwell
equations. However, these twelve equations are not all independent since Maxwell's
equations are coupled; equations (9) and (10) can be derived from (8) and (7) respectively
[46, 47]. Thus, six independent scalar equations can be written from the Maxwell's
equations. Additional relationships between the field quantities are needed. These
additional equations, known as the constitutive relations arise from physical
consideration of the material interacting with the fields. The constitutive relations are
given by:
D = E(F)E = Er (F)EoE (11)
B = (F)H = Pr (7) oH (12)
where e and p are the electromagnetic properties of the material called electrical
permittivity and magnetic permeability respectively; Eo is the free-space permittivity
(8.854x10 - 12 F/m), u0 is the free-space permeability (47Cx10 -7 H/m) and Er and Pr
are the relative permittivity and permeability of the media with respect to free space
respectively. Incorporating the electromagnetic properties of the target and applying the
appropriate initial and boundary conditions that satisfy Maxwell's divergence equations, a
unique solution of the forward problem can be obtained using Maxwell's curl equations.
In a rectangular coordinate system, Maxwell's curl equations (7), (8) and the
constitutive relations (11), (12) can be written as the following set of scalar equations [48,
49]:
OaH x  aEy aEy (13)
Bt az ay
bH,y DEz  bEx  (14)
at ax az
aH z _ aE, DEy (15)
rPo z
at By Bx
BE H z  H Y (16)ErE, - OExat By az
aE - H aHz (17)
St z ax E,
raE H H -H E (18)E, , z _ y x  Eat Bx y
Equations (13)-(18) describe the behavior of EM waves in 3-D. For 2-D problems, the
computational domain and the objects are assumed to be uniform and infinite in the y
direction. Thus, the partial derivatives with respect to y in (13)-(18) are equal to zero.
Substituting this into equations (13)-(18), Maxwell's equations for homogenous and
isotropic media in 2-D become:
H _ aEz dEx (19)
at ax az
BaEX aH (20)
rO t t
Er E = aH E (21)
at ax
E0 aH x  H z  (22)
at az ax
Y H x EY (23)
at 0z
JHz _ Ey (24)
at ax
Note that equations (19)-(24) are written in a different order than (13)-(18). which is done
on purpose to separate the equations into H-field polarization and E-field polarization
equations respectively. H- and E-field polarizations are discussed in section 3.3.
In free space, the relative permittivity Er and relative permeability Mr are equal
to one, and the conductivity (C is equal to zero. Substituting these in equations (19)-(24),
the free space Maxwell's equations in 2-D are written for the H-polarization as:
oHy aEZ  aEx  (25)
0 -
at Ox Oz
OEx  aHy (26)E -
aEz OHy (27)
3t ax
and for E-polarization as:
Ey, H x  DHz  (28)
Sat az ax
oH x aEy (29)Mo
at Dz
oH z  aEx EY (30)
at ay ax
zH Ey
E,
;j,; --- ---- -- . H
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Figure 22: Positions of the field components on a 3-D unit cell
3.3 Discretization of Fields and Finite Difference Equations in Media
In the FD-TD technique, Maxwell's curl equations are discretized in time and space using
center differences and the electric and magnetic fields interlaced on a spatial grid [50].
The position of the field components on a 3-D unit cell of the grid is shown in Figure 22.
The electric and magnetic field vector components are spatially interlaced a half grid cell
apart, i.e. each magnetic/electric field vector field component is surrounded by four
circulating electric/magnetic field components at a half grid cell apart. In 2-D, the
computational domain is assumed to be uniform and infinitely long in the y direction,
thus, discretization of fields in 2-D is obtained considering the x-z plane only as shown in
Figure 23(a). In this figure, four circulating electric field components in x and z directions
surround the magnetic field component in the y direction Hy directed into the page. This
configuration of field positions represents magnetic field polarization or parallel
polarization since the electric field will be everywhere parallel to the plane of incidence
at the object boundary. Alternatively, when the electric field is directed into the page and
surrounded by four magnetic field components, it is called electric field polarization or
perpendicular polarization. This positioning of fields shown in Figure 23(b) can be
obtained by defining a different 3-D unit cell by sliding the reference axes half a grid
distance in x, y and z directions.
I X X
------- ---- -------
(i,k) Ex (i,k) Hx
(a) H-field polarization (b) E-field polarization
Figure 23: Field positions on a 2-D rectangular grid for H- and E- field
polarizations
The following notation is used for the finite-difference discretization of Maxwell's curl
equations in time and 2-D space:
f (iAx, kAz, nAt)= fn (i, k) (31)
and the partial derivatives in space and time in Maxwell's equations are approximated
using the center differences:
af () f ( + AA/ 2) -f (- A/ 2) (32)
The finite difference equations for dielectric media and free space can be obtained by
applying center differences to equations (19)-(24) and (25)-(30) respectively. In the
following two sections the difference equations for free space and dielectric media will
be given for H-field polarization only. The equations for E-field polarization can be
obtained through the use of duality principle which uses the symmetry properties of
Maxwell's equations. Difference equations for E-field polarization can be obtained from
those for the E-field polarization by the following replacement of variables [48]:
E -H (33)
H -4-E (34)
o -- Eo (35)
E, * /, (36)
7o - 1/ 7r0  (37)
Er -> Mr = 1 (38)
9 o, = 0 (39)
3.3.1 Finite Difference Equations in Free Space
The finite difference equations in free space for H-field polarization are obtained by
discretizing equations (28)-(30) through replacement of the derivatives with center
differences:
Hn+1/2 Hn-1/2
y(i+1/2,k+1/2) - y(t+1/2,k+1/2)
rE EE)(40)
A Ez(1+l,k+1/2) - Ez(t,k+1/2) x(i+1/2,k+l) - Ex(i+l/2,k)
+10 11oX AZ
En+I n AT [n+1/2 n-n+1/2 (41)
x(i+l,k) - y(i+1/2,k) - 770 y(t+1/2,k+1/2) - Hy(i+1/2,k-1/2)
En+l - E AT [Hn+1/12 n+1/2 1 (42)z(i,k+1/2) z(i,k+1/2) - 70 y(it+/2,k+1/2) - y(t-1/2,k+1/2)
where
o = -0- = 120r (43)
7Co
AT = ct = At (44)
3.3.2 Finite Difference Equations for Dielectric Media
The finite difference equations for homogenous, isotropic, and dielectric media for the H-
field polarization are obtained by discretization of equations (19)-(21). Similar to free
space finite difference equations, the derivatives in these equations are replaced by center
differences. In addition, the electric field terms that involve conductivity are found by
taking an average of the field values at a half time step before and after the time of
interest. These equations are given by:
Hn+1/2 - Hn-1/2
y(i+1/2,k+1/2) - y(i+1/2,k+1/2)
At- nE n E[ n -E n (45)
E702 l jx r)
E n+1 = E n-1/2  2r - oA)
x(i+1/2,k) y(i+l/2,k) r + ~-~ (46)
2H n+11H /
-70 z(2Er + 7oA) y'+1/2,k+1/2) - Hy+1/2,k-1/2)
En+1 _ n-1/2 2Er - o70 Az(i,k+1/2) Ez(i,k+1/2) 2Er + 0770OA (47)
+ (2 2A )H n+1/2 - n+H/2
+ 7 x(2Er + .070Ac)I yOi+12,k+l/2) Hy(t-l/2,k+l/ l2)
3.4 Initial and Boundary Conditions
The FD-TD technique is based on Maxwell's curl equations (7) and (8), and the
constitutive relations (11) and (12). However, Maxwell's divergence equations must also
be satisfied through appropriate initial and boundary conditions. To begin the simulation,
the fields are initially set to zero everywhere within the computational domain to satisfy
the divergence equations. Boundary conditions are enforced at the outer boundary of the
computational domain as well as at all dielectric and conducting interfaces. These
boundary conditions enforce continuity of the electric and magnetic fields at the
interfaces between dielectric materials, vanishing of the tangential electric field at the
surface of perfect electric conductors, and absorption of the scattered waves at the outer
boundaries of the computational domain by utilizing an absorbing boundary condition.
3.4.1 Finite Difference Equations for Interfaces Between Two Media
FD-TD technique allows definition of multiple objects of arbitrary shapes and different
electromagnetic properties in the computational domain. Thus, there may be several
interfaces between two dielectric media, or free space and media. Interfaces between
media require a different treatment in terms of the finite difference equations than those
for a single media. Figure 24 shows the position of field components in y-z plane at the
interface between two dielectric media for H-field polarization.
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Figure 24: Interface between two dielectric media for H-field polarization [48]
It is seen from the figure that the tangential electric field component Ex is surrounded by
normal components of the magnetic field Hy positioned in different media, thus, the
finite difference equation for Ex must be treated carefully. Difference equation for Ex is
based on the integral form of the Ampere's law (8). Integrating both sides of (8) over a
surface S yields:
a (48)j(VxH)-d9 =s -+aEt dS (48
Applying Stoke's theorem which allows transformation of open surface integrals to
closed contour integrals [47], and noting that in Figure 24 the integration surface
S = S, + S2 , (48) becomes:
H -d- = 
- 
+E d9 (49)
where C is the contour enclosing the integration surfaces shown in Figure 24. Separating
the integral on the right hand side and substituting the expression for D from (11), (49)
takes the form:
at 2 E (50)RH-dlJ = - + JE d9 + s 2  + 2 E -(d5
Finally, transforming (49) into a finite difference equation and rearranging to obtain an
expression for Ex yields:
n+1 En 2(1erl + Er2 ) 1 - 02)i0A
x(i+l/2k) _ x(i+l/2,k)
x(+k) 2(Erl + Er2) + (a 1 + 2 )7 0 ATj (51)[ 4AT/Az . [Hn+1/2 n+1/2
-2(rl + r2) + (I + x [H y(i+1/2,k+1/2) - y(i+1/2,k-1/2)]
2(Ert + Er2 ) + 0
3.4.2 Treatment of Perfect Electric Conductors
Modeling of perfect conductors in FD-TD simulation is particularly important for civil
engineering applications since a major concern in NDT of concrete is the location, size,
and condition of reinforcing bars. Penetration or skin depth of microwaves into rebars is
negligibly small due to very high electrical conductivity of steel, therefore rebars can
safely be modeled as perfect electric conductors. Treatment of perfect electric conductors
in FD-TD technique is considerably different for H- and E-field polarizations. Regardless
of the polarization, the boundary condition at the surface of a perfect electric conductor
states that the tangential electric field is equal to zero. The mathematical representation of
this boundary condition is given by:
ixE =0 (52)
For H-field polarization, implementation of perfect electric conductors is very
straightforward. It is shown in Figure 23(a) that the electric field components calculated
on the surface of the conductor are always tangential to the surface. Therefore, setting the
electric field components equal to zero at each time step easily satisfies the boundary
condition given by (52).
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Figure 25: (a) Fields at the interface between media and perfect electric conductor,
(b) equivalent image problem
For E-field polarization, the electric field component E. is not tangential to the
interface as shown in Figure 23(b). Therefore, treatment of perfect electric conductors for
E-field polarization requires a more sophisticated procedure to satisfy the boundary
condition given by (52). Figure 25(a) shows the position of field components at the
interface between media and an electric conductor. To satisfy (52), the magnetic field
component H x at the surface of the conductor must be evaluated. This can be performed
by simplifying the problem using the image theory as illustrated in Figure 25(b).
In the image problem, the conducting media is replaced by an equivalent negative
electric field component simulating the effect of the perfect conductor. This problem is
similar to that in section 3.3.2 except for the reverse (E-field) polarization and the
negative electric field component. Thus, the finite difference equation for H x at the
interface between a perfect electric conductor and a media can be written from (46) by
making the replacement of variables given by Equations (33)-(38) to convert the equation
from H- to E-field polarization and incorporating the negative electric field (- E,). The
resulting equation has the form:
H H+ + AT (2Hn+1/2 (53)
x(+/2,k) = H (+1/2,k)   oAz y(i+1/2,k+1/2)
3.4.3 Absorbing Boundary Condition
The solution domain of the FD-TD technique is unbounded or infinite since it is based on
the Maxwell's equations in differential form. For a practical problem, however, the size
of the computational domain must be limited, in other words, the solution domain must
be truncated. Thus, an artificial boundary condition called the absorbing boundary
condition (ABC) or the radiation boundary condition is needed at the outer boundary of
the limited or truncated computational domain to simulate the infinite domain or the
unbounded space [47, 49]. There are a number of different absorbing boundary
conditions [51-54]. Ideally, there should be no reflection from an absorbing boundary,
however, since all ABCs are approximate, there is always some reflected waves due to
imperfect absorption depending on the type of absorbing boundary used and the order of
approximation [55]. In this study, the ABC used is the second-order approximation
derived by Engquist and Majda [56]:
a2+ a2 0 a2 (54)
LnaT + 2 2 aT2
where w is a field quantity tangential to the absorbing boundary, i is the normal
direction, T is the tangential direction, and z is the time normalized with respect to the
speed of light. The absorbing boundary condition is applied to the magnetic field
component HY and electric field component Ey for H-field and E-field polarizations
respectively. For H-field polarization, application of the absorbing boundary condition to
the +z boundary (k = K+ +1/2) can be obtained by applying center differences to (54)
and using temporal and spatial averages for calculation of HY:
H n+112  = -H n-3/2  + A - (Hn+1/2 + H n- 3 /2y(i+1/2,K++1/2) y(t+1/2,K+-1/2) AT + A )(t+1/2,K+-1/2) y(i+1/2,K++1/2)
2A (H n-1/2 +H n-1/2+--
AT + A HY(i+1/2,K +1/2 ) + Hy(i+1/2,K+-1/2) (55)
+ AT 2  (H n-1/2 - 2Hn-1/2  +H n-1/2
2A(AT+ A) y(i+3/2,K++1/2) y(i+1/2,K++1/2) y(i-1/2,K++1/2)
S AT 2  (Hn-1/2 - 2H n-1/ 2  +Hn-1/2
2A(AT+ A) y(t+3/2,K+-1/2) y(t+1/2,K+-1/2) y(i-1/2,K+-1/2)
Application of the absorbing boundary condition to other three edges of the
computational domain can be written in a similar form to (55).
For finite scatterers, the second-order ABC can be applied at all edges of the
computational domain except for the corners where the second-order ABC cannot be
used since the normal and tangential directions are not defined. Instead, an alternative
formulation is used based on the time derivative of the first-order ABC. The first-order
ABC is given by:
+ 0 (56)
an aT
and its time differential, which puts (56) in the form of (54) and simplifies its
implementation, is given by:
a 2na T 2  (57)+ --T =0. 57)
ana 2
For treatment of the corners, an average of the two first-order ABC equations written for
the normals of the adjacent edges at the corner:
+- + w= (58)
2 an, aT an2  a
where i, and n2 are the normal directions of the adjacent edges at the corner. Equation
(58) is also differentiated with respect to time to put it in a form similar to the second-
order ABC for ease of implementation. Time differential of (58) is given by:
1L ?:2 2 2 2
-+ + - + w=O (59)
2 ni/ a T an2a 2
For H-field polarization, the finite difference equation for H, at the +x, +z corner
(i = I+ 1/2,k = K + +1/2) satisfying the ABC given by (59) can be written as:
Sn+1/2 n+1/2 + n+1/2
(I +1/2,K +1 /2) 2 y(I+1/2,K +1/2) A Y(I+1/2,K+-1/2)
Hn-3/2 2A Hn-1/2n-/2
y(I+1/2,K+ ) + A y(I +1/2,K++1/2) Hy(I +/2,K+-1/2) (60)
SHn-3/2 A (Hn+/2 n-3 /2 )
(A (-1/2,K+y(I-1 +/2),K y(I +1/2,K++1/2)
+ 2A H n- 1/2  + Hn-12
A+ A y(I++1/2,K+12) y(I+-1/2,K++1/2)
The finite difference equations for the absorbing boundary condition at the other three
corners of the computational domain can be written in a similar form to (60). Use of first-
order ABC at the corners of the computational domain does not introduce any significant
errors in the FD-TD algorithm since there are only four corners in a computational
domain as opposed to many points on the edges.
3.5 Implementation of Excitation Sources
In 2-D FD-TD technique, illumination of the objects modeled within the computational
domain can be performed using the two basic types of sources, plane waves or point
sources (line current sources in 3-D). These two types of sources are considerably
different from their numerical implementation point of view. A plane wave can be
characterized by its waveform and direction of propagation whereas a line source is
characterized by its waveform and point of origin. Thus, implementation of these two
types of sources in the FD-TD technique requires different approaches [48].
For plane wave sources, the computational domain is separated into two regions
as shown in Figure 26. Within the inner region, which encloses the finite scatterer(s)
modeled, the total fields are calculated whereas in the outer region, only the scattered
fields are calculated. The scattered fields are found by subtracting the incident field from
the total field:
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Figure 26: The inner and outer regions in the computational domain for
plane wave sources
Hs (x, z, t) = H, (x, z, t) - Hi (x, z, t) (61)
Es (x, z, t) = Et (x, z, t)- E, (x, z,t) (62)
Since the FD-TD technique involves calculation of the fields at a particular node
as a function of the fields at the neighboring nodes, calculation of the field values at the
interface shown in Figure 26 is a problem. This is due to the fact that the field in the outer
region is the scattered field whereas the field in the inner region is the total field. As a
remedy, when calculating the fields just beyond the inner region, the incident fields are
subtracted from the fields at the neighboring nodes in the inner region. Similarly, when
calculating the fields just within the inner region, the incident fields are added to the
fields at the neighboring nodes in the outer region. In Figure 27 part of the interface
between the corners A and B in Figure 26 is given and the field positions at this interface
are shown in x-z and y-z planes for H-field polarization. The finite difference equations
for the scattered magnetic field component in y direction Hsy , the scattered total
tangential electric field component in x direction Etx, and the scattered electric field
component in the z direction are given by the Equations (63)-(65) respectively.
Hn+1/2 Hn-1/2 + A [Ei n E
sy(i+1/2,k/22) 12 ,k+1/2) 0 sz(i+l,k+ 2) - E (,k+1/2) (63)
AT Esnx(i+l/2,k+l) - [Ex(+l/2,k) - E(i+/2,k)
rlo+ ix(i+l/ 2,k)
E n+1 =Etx(i+1/2,k) tx(i+1/2,k) (64)
770AT'H n+1/2 + n+1/2 ]_Hn+1/2
AZ I sy(i+l/2,k+1/2) sy(i+l /2,k+ /2) -H ty(i+1/2,k-1/2)
En+1, E 0 A [H n+1/2 -Hn+1/
2  (65)
sz(i,k+/2) = Esz(i,k+1/2) + s)(+/2,k+1/2) sy(i-1/2,k+1/2)
In the case of point sources, the total fields are calculated within the entire
computational domain. An electric or magnetic line source in y direction is defined at the
point of interest within the computational domain for E- or H-field polarizations
respectively, and the fields are either updated or imposed at this point depending on the
waveform. For sinusoidal excitation, the value of the source is added at each time step to
the E, or H, field component at the source location depending on the polarization. An
advantage of adding the fields instead of imposing is that because the field value at the
source location is not fixed, the fields can propagate through the current source. For a
Gaussian pulse excitation, on the other hand, the value of the appropriate field at the
source location is set to be equal to the line current source value. This creates a problem
when simulating monostatic scattering experiments in which the transmitter and the
receiver are the same unit. Obviously, recording the scattered fields at the source location
is not possible when the fields at this point are fixed to the line current source, therefore,
one has to set a different point in the vicinity of the point source as the receiving point
and approximate the experiment as a monostatic experiment.
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Figure 27: Position of field components in x-z and y-z planes at the interface A-B for
H-field polarization
When a localized source region is present in the computational domain, a reactive
field is generated in the close vicinity of the source. Thus, the fields near the line source
in FD-TD technique are singular and can adversely affect the accuracy of the fields
calculated near the line source. These reactive fields decay rapidly further away from the
source. Therefore, to ensure an accurate simulation of the interaction between a line
source and media, one must make sure that the distance between them is far enough not
to be affected by the reactive fields generated by the line source.
3.6 Stability and Accuracy Criteria
The FD-TD technique is an accurate technique for simulation of EM wave propagation
and scattering and is applicable to a variety of problems in electromagnetics. However,
the technique involves several inherent approximations that could cause serious
degradation in the accuracy of the algorithm if appropriate measures are not taken. The
approximations inherent in the FD-TD technique are the finite difference discretization of
fields, discretization of scatterer geometry on a rectangular grid, and the approximate
absorbing boundary condition.
Discretization of fields is a major factor affecting the stability and accuracy of the
algorithm. The center difference approximations used for discretization of the Maxwell's
equations have second order accuracy, i.e. the error is related to the square of the grid
size. Thus, the choices of the grid sizes Ax and Az, and the time increment At are
limited by the stability and accuracy criteria [50]. In general, a sufficient accuracy can be
achieved by choosing the size of the grid in both x and z axes less than one tenth of the
smallest wavelength expected in the model or the minimum scatterer dimension. This is
to insure that the fields cannot change significantly over one space increment. In addition,
to ensure the stability of the time-stepping algorithm, the time increment must satisfy:
At = _A1 +1 2 (66)
c c Ax Az)
where c is the speed of EM waves in free space.
Similar to the electric and magnetic fields, the scatterers model within the
computational domain in the FD-TD technique are discretized on a rectangular grid.
Thus, the sizes of the scatterers are restricted to integer multiples of the grid size, and
curved surfaces as well as slanted lines must be approximated with staircases. Depending
on the problem, accuracy of the simulation can be reduced by unwanted scattering from
the staircases. To keep the error at a minimum, the grid dimensions must be kept
sufficiently small so that the scatterer can adequately be modeled on rectangular grids.
Ideally, there should be no reflection of waves from the absorbing boundaries,
however, some reflection will always occur at the outer boundaries since all available
absorbing boundary conditions are approximate. The second-order ABC works
successfully for the waves that are approximately perpendicular to the boundaries, but not
as well for waves that are at grazing angles. These reflections can be kept tolerable by
locating the outer boundaries of the computational domain at least half a wavelength
away from the scatterer [48].
3.7 Comparison of the FD-TD Technique with Other Simulation
Techniques
Simulation EM wave propagation and scattering can be performed using several
numerical techniques other than FD-TD. These methods include the finite element
method [57] and method of moments [52, 58]. All three techniques are exact methods
that solve the Maxwell's equations numerically, thus the major source of error stems from
the discretization of the problem. The FD-TD technique has several advantages over
finite elements and method of moments in terms of flexibility and ease of application.
First and most important, it is simple to implement for complicated scatterers because
arbitrary dielectric parameters may be assigned to each lattice point. It also allows
handling of multiple frequencies simultaneously since it is a time domain technique.
The finite element method is very similar to the FD-TD technique, in fact, the FD-
TD technique is a subset of the finite method obtained by assuming that the fields are
constant over a single cell rather than having a pre-defined spatial dependence. Both
techniques are based on the differential form of Maxwell's equations and their
computational domains are unbounded, thus, an artificial absorbing boundary condition is
necessary to limit the size of the computational domain. Absorbing boundary conditions
are applied to the boundaries of the computational domain to simulate the unbounded
space. The main advantage of the FD-TD technique over finite element method is its
relative ease of implementation. This, obviously, is achieved at the expense of reduced
accuracy relative to the finite elements.
The FD-TD technique differs from the method of moments in the sense that the
former is based on the differential form of Maxwell's equations in the time domain and
the latter is based on the integral form of Maxwell's equations in the frequency domain.
One particular advantage of the method of moments over both FD-TD and finite element
methods is that its computational domain is bounded since the method is based on
integral equations. Thus, the numerical errors are only due to the discretization of
currents since there is no need for approximate absorbing boundary conditions. A second
advantage is that calculation of scattered fields due to different excitation sources is
relatively easy since the calculations are performed in the frequency domain. Thus, this
method is more suitable for simulation of the scattering of single frequency waves.
3.8 Examples to FD-TD Simulation of EM Wave Scattering
The FD-TD simulations in this study are performed using a software previously
developed by Li [49]. The software includes three different computer programs
developed for modeling of the geometry and material properties of the scatterers,
definition of the excitation source, and performing the simulation of microwave
scattering. Several basic geometrical shapes can be modeled and illuminated by either
plane or point sources. Figure 28 shows four snapshots of scattering of a plane wave by a
dielectric slab (concrete) and three perfectly conducting circles (rebars) placed in the
slab.
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Figure 28: Scattering of a plane wave by a concrete slab with 3 rebars
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Chapter 4
TRANSFORM BASED IMAGING TECHNIQUES
USING DIFFRACTING SOURCES
The discussion in Chapter 2 on the NDT techniques currently used for imaging of
concrete shows that the procedure for imaging largely depends on the nature of the
energy with which the target is illuminated. Even though the type of sources discussed in
Chapter 2 are similar that they can be generalized in two broad categories as
electromagnetic and acoustic techniques, their nature may require different approaches to
the imaging problem. Diffraction of sources, which can be defined as the interference
effects giving rise to illumination beyond the geometrical shadow, becomes important
when the dimensions of the target are comparable to the wavelength of radiation. Since
X- and Gamma-rays have very small wavelengths, they propagate in materials along
straight paths (geometric propagation) without any significant diffraction. Therefore,
imaging with nondiffracting sources can be performed using straight ray tomography that
is based on the Fourier Slice Theorem. When the wavelength of the source used is
comparable to or larger that the size of inhomogeneities in the target object, which is the
case for microwave and ultrasonic waves, laws of geometric propagation no longer apply.
Ray theory is replaced by wave theory and it is necessary to use diffraction based
techniques for imaging. (59-64, 12).
In this chapter, the underlying theory and derivations of scalar imaging with
diffracting sources are discussed with emphasis on radar imaging. Two different
inversion algorithms are derived for both plane wave and point sources in 2-D.
4.1 Wave Model
Imaging with diffracting sources is generally based on the scalar wave equation. The
homogenous scalar wave equation or Helmholtz equation which can be derived from
Maxwell's equations, given in Chapter 3, has the following form for an electromagnetic
field in free space [12, 62]:
1 2( , t)
V 2 C (, 2  = 0 (67)
where V2 = d 2/dx 2 +±2/y 2 +d2/z 2 , C(F,t) is the scalar electric potential, and c is
the velocity of the electromagnetic waves in free space given by:
c= 1/ '-o - 3x10' m/s (68)
go and eo in (68) are the magnetic permeability and the electric permittivity of the free
space respectively. The wave equation (67) can be written in a simpler and more
convenient form by removing its time dependency through a Fourier transformation with
respect to time t. The temporal Fourier transform equation can be written as:
f (w) = f (t)ej"dt (69)
where 0o is the angular temporal frequency and j = V-I . Generally the sign convention
for the radical of (69) is negative, however, as will be discussed in section 4.2.6.1, use of
a positive radical in temporal Fourier transforms is more convenient for the derivation of
inversion algorithms in this chapter. The temporal Fourier transformed wave equation
(67) has the form:
[V2 + k0 2] (7,)= 0 (70)
where ko is the wave number or spatial angular frequency given by the dispersion
relation:
o9 27c
k = - 2r (71)
A representing the wavelength. The homogenous wave equation (70) describes the wave
motion in a source free homogenous medium. For imaging, the interest is in a medium
with inhomogeneities, thus the more general form of the wave equation is written as:
IV2+k 02] D(r,) = -q(F, o) (72)
The source function or forcing function q(F, w) in (72) can be either a primary source
such as transmitter antenna which is independent of the total wave field, 1(?, w) or a
secondary source such as a scatterer which is dependent on F(F). Secondary sources can
be explained by Huygen's principle which treats the target and the inherent
inhomogeneities as secondary sources induced by the incident energy. To obtain an
expression for the source function q(-, w), (70) can be generalized for inhomogeneous
media by:
IV2 +k(r)2] ((F, o) = 0 (73)
Since the polarization effects are ignored, k(F) can be considered as a scalar function
representing the refractive index of the medium; therefore, it can be written as:
k(F) = kon(F) (74)
where n(F) is the refractive index given by:
n() = )  c (75)
It should be noted at this point that the formulation up to this point is also valid for
ultrasound imaging except that the refractive index in (75) is given by:
CO (76)
n(F) )
where co is the sound propagation velocity in the medium in which the material is
immersed and c(F) is the propagation velocity in the target. The remaining formulation
describes the math involved in imaging with diffracting sources independent of the
energy used to illuminate the object.
A general wave equation for an inhomogeneous medium is obtained by
substituting (74) into (73):
[V2 +k 2 ] Q(F,) = -k 2 0(r)(7,wo) (77)
where O(7), called the object function, is given by:
O(F) = [n2( )- 1]. (78)
Thus, the source function q(F, co) can be expressed as:
q(F, w) = ko 20(F)((,) (79)
For imaging, the object function O(F) in (77) is to be determined. Considering D(r,co)
as the sum of the incident field (Di (T, o) and the scattered field s (F, w) :
((F, ) = (i (, ) + s (F, ())
and knowing that the incident field 0, (F,C o) is the solution to the homogeneous wave
equation (70), that is the field without any inhomogeneities present in the medium, (77)
can be rewritten for the scattered field as:
[V2 +k 02] ( (,w) = -k20(T)((,) (81)
(81) can not be solved for I s (F,w) directly, but a solution can be written in terms of the
Green's function as:
0, (T, o) = f ko2 0 ((')(, wo)G(Fr - ', w)dF' (82)
Green's function is a solution to the differential equation:
IV2 + ] - ) = - - (83)[2+ko2] G(r -r',)=-3(r-r') (83)
and can be written in 3-D as:
e
j k O Fr-F'l
G(r - F', ) = (84)
4tl - F'
and in 2-D as:
G(F - F'w) = H) [ko I F - '] (85)
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where H0  is the zero order Hankel function of the first kind. Physical significance of
Green's function is that it gives the field distribution in space due to a point source (line
source in 2-D). Therefore, the field resulting from a finite source can be expressed as a
superposition of fields from point sources using Green's function.
The solution to the inhomogenous wave equation, given by (82), shows that the
scattered field is dependent on the total field, which includes the scattered field.
Therefore, the inverse scattering equation is nonlinear with respect to the scattered field,
i.e. adding scatterers does not linearly add their scattered fields because of the multiple
interactions between the scatterers. Due to this nonlinearity, (82) does not have a direct
solution; in order to proceed further, approximations are necessary to linearize the
problem.
4.1.1 Linearizing Approximations to the Wave Equation
Approximations commonly used to linearize the inverse scattering equation with
respect to the scattered field include the weak scatterer approximations and the pysical
80)
optics approximation. Nearly all presently used algorithms applied to inverse problems
utilize one of these assumptions. The commonly used weak scatterer approximations are
Born and Rytov approximations applicable to penetrable (dielectric) scatterers. The
physical optics approximation is used for impenetrable scatterers. Generally, weak
scattering approximations are used for imaging of civil engineering structures, therefore
emphasis is placed on these approximations, specifically on the Born approximation [65].
Physical optics approximation is not included in this thesis since its use in civil
engineering is limited to specific applications such as imaging of metal prestressing ducts
[28], and it requires a different theoretical treatment than what is included in this thesis.
4.1.1.1 Born Approximation
Born approximation, or to be more precise, the first order Born approximation, is more
commonly used for linearizing the inverse scattering equation due to its relative
simplicity and general applicability [66, 67]. Born approximation assumes that the
scatterered field is small compared to the incident field and that the total field inside the
scatterer can be approximated to the incident field. In other words, Born approximation
treats the scatterer as a secondary source but not as a scatterer and ignores the
dependency of the scattered field on itself. This can be shown mathematically by
substituting (80) into (82):
s (F, w) = fko2O(F')Q(, (F', )G(F - F', o)dF' + fko2O(7')s (F',)G(F - F',c )d ' (86)
Assuming that the scattered field is small compared to the incident field, the second
integral on the right hand side of (86) can be ignored to arrive at the approximation
S(F, )= f (F, ) = Jko2O(F')? I(F', w)G(F - F', o)dF'. (87)
Better approximations can be obtained by using higher order Born series but
reconstruction algorithms based on higher order series are still under research.
The validity of the Born approximation is restricted to the cases where the
magnitude of the scattered field is smaller than that of the incident field. Another
necessary condition is that the change in phase between the incident field and the wave
propagating through the object must be less than t. It is possible to express this condition
as a function of the size and refractive index of a homogenous cylinder. For a
homogenous cylinder of radius R, the total phase shift of a plane wave propagating
through the cylinder is given by [12]
R (88)Phase Shift = 4n 
~A
where ng is the refractive index deviation of the cylinder from the background medium.
Equating this phase shift to t and solving for radius,
R < A (89)
4n5
Thus, for a cylinder with a refractive index deviation ng, the validity of Born
approximation is limited to sizes given by (89).
4.1.1.2 Rytov Approximation
Another weak scatterer approximation, called Rytov approximation considers the total
field as [63]
D(r,o) = D i(F,w)eas (FW) (90)
where as (-, o) is a complex phase function of the scattered field. Substituting (90) into
the inhomogeneous wave equation (81)
V 2 [,as ]+ ko2 [,Ias]= -k 20 (F)i - ,, [Vas ]2  (91)
where Va s is the change in complex scattered phase per unit distance. Under Rytov
approximation, the higher order phase variation [Vas ]2 is assumed to be small and a
solution to (91) is written as
as (, ) = k0o O(Fr)( (F', )G(F - F', o)d' (92)
(D)i (F, CO) f
The necessary condition for the Rytov approximation to hold is
k020(F) >> [Vas (,o)]2  (93)
To put this condition in a similar form with the one for Born approximation, consider the
refractive index in an alternative form
n(7) = 1+ ns(F). (94)
Where n5 is the deviation in refractive index. Inserting (94) into (78) and ignoring the
higher orders of ng (F)
O(F) = 2ng (F) (95)
Substituting (95) into (93) and rearranging, one can obtain the validity condition in terms
of the deviation in refractive index as
nj >> 1 21r " (96)
4.1.1.3 Comparison of Born and Rytov Approximations
Equation (92) has a similar integral representation as (87) except that it is for the phase
term of the total field, a(T), instead of the scattered field itself. The relation between
them can be found by substituting (87) into (92)
s (F, )_ s (97)
Inversion of both (87) and (92) with respect to the secondary sources are mathematically
equivalent but their physical meanings and validity conditions are different. In Born
approximation, the size of the object is a factor in validity of this approximation whereas
in Rytov approximation, the change in the complex phase of the scattered field over one
wavelength in the object is the important factor [66]. A study was performed by Keller
[67] on accuracy and validity of the Born and Rytov approximations for plane waves.
This study revealed that for fixed scatterer size x, the relative errors of both the nth order
Born and Rytov approximations increase like rn+1 where r is a measure of the magnitude
of the inhomogeneity. For constant r it was found that the relative error of the nth order
Born approximation increases like xn+1 as x increases while that of the nth order Rytov
approximation increases like x, which is a much slower rate of increase. Thus, the Rytov
approximation is valid over a larger range of scatterer size than the Born approximation.
However, Born approximation is more commonly used due to its simplicity and more
general applicability.
4.2 Inversion Models and Reconstruction Algorithms for Plane Wave
Sources
In the preceding sections, a definition of the imaging problem is made based on the
inhomogeneous Helmholtz equation and Huygen's secondary sources principle, its
nonlinearity is displayed and the linearizing approximations are introduced. In this
section, two basic models which involve different approaches to the solution of the
imaging problem will be discussed. The first model, called the inverse source problem
can be described as determining a primary source from its radiated fields. Solution of the
inverse source problem involves backpropagation of the scattered waves towards the
target to obtain an image. The second model is called the inverse scattering problem.
Solution of this problem involves reconstruction of a target from the wave field it
scatters. The measured scattered fields are related to the spatial Fourier transform of the
object by the Fourier diffraction theorem and an image is formed through processing of
the data in the Fourier domain [68].
4.2.1 Inverse Source Problem
The inverse source problem aims to determine a primary source q(F, o) from its radiated
wavefields ((F,w), which are measured over a surface outside the source region (Figure
29). The measurement surface is chosen to be a line for this is generally the case for the
real life applications. The true definition of a primary source describes a source region
which is independent of the field ((r,wo) that it generates. Examples of primary sources
can be microwave antennas, ultrasonic transducers, thermal radiators, or crack
propagation which generates acoustic waves. Obviously, a target illuminated by an
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Figure 29: Inverse source problem
incident field does not fit in this definition since it is not a primary but a secondary source
which makes the problem an inverse scattering problem. However, assuming that the
Born (or Rytov) approximation holds, which eliminates the dependency of the scattered
field on the total field, i.e.
q(, ) = q B(F,) = kO()( i (F, o) (98)
and considering the waves scattered by the target as a re-radiated version of the incident
field [69], one can treat the problem as an inverse source problem. Therefore, the
procedure can be described as application of inverse source approach to the inverse
scattering problem. Solution to this problem involves backpropagation of wavefields
recorded along the measurement line towards the source region to obtain the shape of the
source region.
4.2.2 Forward and Backward Propagation of Wavefields
According to Huygen's principle, the scattered wave fields measured on a line can be
propagated further into space or to another line by means of its time harmonic plane wave
spectral decomposition. This decomposition is accomplished by finding the Fourier
transform of the fields with respect to time. The final solution is obtained by
superposition of the solutions for the constituent temporal frequencies due to the linearity
of Fourier transform operation. For this reason, the angular frequency variable wo will be
dropped hereafter when deriving the basic algorithms to simplify the notation and
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Figure 30: Forward propagation of homogenous wavefields
mathematical manipulation. w will be included in the general inversion equations for
multi-frequency scattered fields. For a measurement line LM outside the source region
(Figure 29), the scattered wave fields satisfy the homogenous wave equation
[V2 +k0 2 ](F) = 0. (99)
A solution to (99) as a function of x can be obtained by applying a Fourier transform with
respect to y [62]:
As(x,Ky)= Jf s(x,y)e-JK)Ydy (100)
where Ds(x, Ky) denotes the spatial Fourier transform of s (x, y) with respect to y, the
symbol '^' showing that the variable is partially Fourier transformed, and K is the spatial
frequency variable. Substitution of (100) into (99) yields
(101)
-KY,2)s = 0
which has a general solution
1 Jk 2-K 2 x
s (x,K )= (x,K,)e
(102)
where &(x, K,,) is the Fourier amplitude. We choose the positive sign of the exponential
in (102) to consider the waves propagating to the right only. Rearranging (100) for the
scattered field
(103)DOs(x, y) = (s(x, Ky)eJKyYdKy
and substituting (102) into (103), an expression for the scattered field is obtained as
(104)j (xKy)e - x + j K y
a(x, K)e dKMY
An expression for the scattered field at x=0 is determined from (104) as
1
Ds(x = O,y) = -
27
(105)I L(x, K)eJKyYdK, 
.
From (105), it is seen that the Fourier amplitude d(x, Ky ) is in fact the one dimensional
spatial Fourier transform of the wavefield distribution on the measurement line, i.e.
d(x, Ky,) = s (x = O, Ky). (106)
Thus, (104) can be rewritten for x>0 as
(107)
s (x >0, y) = (x =0, Ky)e k 2 Kx+jKdK
2 y
0-0
or equivalently
(108)
Ss (,x > 0, Ky) = (2s (x = , K, ) 2e
jJk02 -K E2x
where e is called the forward propagator. Equation (108) tells us that the
scattered fields measured on the y-axis can be forward propagated to any parallel line by
the following procedure: (i) take the Fourier transform of the measured fields
s (x = 0, y) to find its Fourier decomposition as a function of y, (ii) multiply it with the
2+ (2
-+(ko:
dX2
1(s (X, y) = I f21r
-oo
-o0
propagator e _K2, (iii) take its inverse Fourier transform with respect to Ky to find
the field at the new position. In geophysics, this procedure is called wavefield migration.
An important phenomenon which takes place during forward propagation of
wavefields is that at spatial frequencies Ky > ko, the propagator in (108) becomes a real
expression which causes attenuation of these frequencies exponentially with increasing x
[12]. At a few wavelengths, the spatial frequencies greater than ko vanish from the
propagated field. These waves are called evanescent waves. Thus, forward propagation of
wavefields result in loss of some spectral information at high frequencies depending on
the frequency ko for which the field is propagated. Equivalently, forward propagation
procedure can be interpreted as a spatial low-pass filter. In order to save the frequency
content of the propagated field, a large ko is necessary. From NDE point of view, this
can be possible by illuminating the target with sources having small wavelengths such as
X- and Gamma-rays. When diffracting sources are used such as radar and ultrasound,
some spectral loss will always take place, decreasing the reconstructed image resolution.
Similar to the forward propagation of wavefields, it is also possible to
backpropagate the fields measured along a line towards the source region simply
substituting a negative x value in the propagator. However, there are some important
differences between forward and backward propagation of fields. First, it must be kept in
mind that the formulation for forward and backward propagation of fields is based on the
homogenous wave equation, which is valid for regions outside the source. Therefore, as
soon as the backpropagated fields reach the source region, the problem changes and
derivations in this section become invalid. However, since our source is in fact a
scatterer, one can still continue backpropagation and 'hope' to obtain some more
information about the inclusions in the scatterer. Second difference is that, during
propagation of fields from the source to the measurement line, attenuation of frequencies
Ky > ko (evanescent waves) will take place and it may not be possible to recover all the
attenuated frequencies through backpropagation. Also, if some spectral noise is present in
the measured fields, which is the case for all NDE applications, this noise will be
magnified exponentially during backpropagation and cause degradation and instability in
image reconstruction. For this reason, the backpropagation is generally limited to
frequencies Ky < ko and higher frequencies are not backpropagated as given by:
s (x<,K)= s(X =0, Ky)e ° - x ,  Ky < ko (109)
O, K, 2 ko
The procedure for wavefield backpropagation can be described similar to forward
propagation as follows: (i) Take the Fourier transform of the measured fields
Ds (x = O0, y) to find its Fourier decomposition as a function of y, (ii) multiply it with the
propagator e /k z- x for frequencies K, < ko, and with 0 for K, > k o (iii) take its
inverse Fourier transform with respect to Ky to find the field at the new position.
4.2.3 Image Reconstruction Using Backpropagation of Wave Fields
The backpropagation procedure discussed in the previous section can be used to form an
algorithm to reconstruct an image of the scatterer. This algorithm, called Rayleigh-
Sommerfeld holography, basically involves backpropagation of the scattered fields
measured along a measurement line (planar surface in 3-D) towards the scatterer at
incremental depths to obtain an image. For the case of multi-frequency experiments
(ko = ko (w)), the procedure can be repeated for each temporal frequency (or
wavelength) and superimposed since the procedure is linear. The final image is obtained
by taking the inverse Fourier transforms of the superimposed fields at each depth. This
procedure is illustrated in Figure 31. In a radar experiment, the measured data can be
either in time or frequency domain depending on the equipment used. Assuming the field
at the measurement line is recorded in the time domain, the algorithm can be described
step by step as follows:
1. Take the Fourier transform of the field recorded along the line s (x = 0, y,t) with
respect to time t to obtain O, (x = 0, y, w) .
2. Take the spatial Fourier transform of ~s (x = 0, y, o) with respect to y to obtain
s (X = 0, Ky, ).
3. To obtain the field distribution at (x = -di), backpropagate the transformed field
s (x = 0, Ky,, ) to this position for each ac using
COmax
D,(x= -d,, K,)= (x=O0,K,,o)P(x =-d,K,,ko)l= - d (110)
where, P, the backward propagator, is given by
e jxJko-K 2  <(111)
P(x, KyKko)= < k
0 K, 2 ko
4. Take the inverse Fourier transform of D (x = -d,,K,) with respect to Ky to find
the field distribution Ds (x = -d,, y) at this new position.
5. Repeat 3 and 4 at incremental depths to form a 2-D image of the scatterer.
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Figure 31: Image reconstruction using backpropagation of wavefields
4.2.4 Inverse Scattering Problem
The inverse scattering problem differs from the inverse source problem in the sense that it
deals with the secondary sources instead of primary sources. Secondary sources are the
target and the inherent inhomogeneities induced by the incident wavefield D, (,w ),
generated by a primary source, through the scattering process (Figure 32). The goal of the
inverse scattering problem is to characterize the secondary source O(F) from the
measurement of scattered field data , (F,co) obtained in one or more scattering
experiments [68].
A commonly used imaging algorithm based on the solution of the inverse
scattering problem is called diffraction tomography. When deriving the imaging
algorithm based on the inverse source problem in section 4.2.3, the approach is based on
the backpropagation of the measured wavefields to the source and superposition of the
backpropagated fields within Born approximation. This algorithm has advantage of being
simple and easy to apply, however, its validity is restricted to the region outside the
source and, in theory, the algorithm has to be stopped when the source is reached. This
restriction makes the backpropagation algorithm relatively inconvenient for NDT
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Figure 32: Inverse scattering problem
applications since the primary objective is to image the inhomogeneities inside the source
region. Diffraction tomography overcomes this restriction and provides results well
defined in every spatial region. This algorithm involves tomographic processing of the
measured data completely in the Fourier space, therefore, it is more complex and
computationally intensive compared to backpropagation algorithm.
4.2.5 Fourier Diffraction Theorem
Fourier diffraction theorem, or Fourier diffraction slice theorem, forms the fundamental
basis to diffraction tomography. This theorem relates the measured scattered fields to the
spatial Fourier transform of the object. A schematic illustration of Fourier diffraction
theorem and tomographic processing is shown in Figure 33. Fourier diffraction theorem
states that if an object O(x, y) is illuminated with a plane wave having a wave number
ko, the spatial Fourier transform of the forward scattered field sD, () recorded along the
measurement surface gives the values of the 2-D spatial Fourier transform of the object
O(Kx, K,) along a semicircular arc shown by a solid line in the spatial frequency
domain. If the source and the measurement surface are at the same side of the target, i.e.
if the reflected waves are measured, then the Fourier transform of the backscattered fields
gives the values of O(K x , Ky,) over a different semicircular arc which completes the one
shown with a solid line to a full circle as shown by the dotted line. The radius of the
circle in the spatial frequency domain is equal to the wave number of the incident plane
wave.
Fourier diffraction theorem can easily be extended to 3-D scattering experiments.
If the scattered fields are measured over a plane instead of a line, then a 2-D spatial
Fourier transform of the measured fields yields the 3-D spatial Fourier coefficients of the
object over a half sphere with a radius equal to the wave number of the incident field.
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Figure 33: Fourier diffraction theorem and tomographic processing approach
Comparing the Fourier diffraction theorem with the Fourier Slice theorem illustrated in
Figure 33, it can be seen that the Fourier slice theorem is a specialized version of the
Fourier diffraction theorem for very high wave numbers such that they can be
approximated to straight lines. The wave numbers corresponding to very small
wavelengths of x- and gamma-rays are so large compared to the wave numbers of
microwaves and ultrasound waves that the semi-circular arcs corresponding to their
wavelengths can accurately be approximated to straight lines.
A mathematical derivation of the Fourier diffraction theorem can be performed
using the wave model presented in section 4.1. A solution to the scalar wave equation or
Helmholtz equation is given by (82) and this solution is linearized assuming the target is
a weakly scattering object. The solutions to the Helmholtz equation linearized using the
Born and Rytov approximations are given by (87) and (92) which are related by (97).
Solution to the Helmholtz equation for a time harmonic plane wave within the Born
approximation is:
f (r) = ko20(')()i (F')G(F - -')dT'. (112)
In spatial Fourier space, (112) is given by:
D B (k) = a() 2(k)* i(/) (113)
where K(K, K,,) is the Fourier space variable and * is the convolution operator. To
calculate (113), expressions for G(K) and (i (K) must be found first. An expression for
G(K) can be obtained by taking a spatial Fourier transform of (83):
(-K 2 + k 2 )G( I F) = -e-J K '  (114)
and setting F'= 0:
(-K 2 +k02)(K )= -1 (115)
rearranging (115), G(K) can be obtained as:
= 1 (116)
K 2 
- k0 2
which is singular for values of K such that K2 = Kx2 + Ky2 = k02 . This singularity has
to be accounted for when taking the inverse spatial Fourier transform of G(K). To find
an expression for ii (K), we assume that the incident field D, (7) is a sinusoidal plane
wave which can be expressed in phasor [46] representation as:
4,(F) = ejko (117)
Although scattering experiments can be performed using waveforms different
than sinusoidal plane waves such as pulse plane waves or point sources, plane wave
assumption does not impose any restrictions to image reconstruction applications since
any source form can be decomposed into its plane wave components through Fourier
transformation. Spectral information from single plane waves can be coherently
superimposed to form the final image. Once the plane wave assumption is made,
I, (K) can be obtained by taking the Fourier transform of (117):
D, (K) = 26( K - ko)(118)
Substituting (116) and (118) into (113), the spatial Fourier transform of the scattered field
within the Born approximation can be obtained as:
2 0(K -ko0 ) (119)
, (K) = 27rkO 2 2
Equation (119) shows that the scattered field recorded along the measurement surface is
related to the object function shifted in the spatial frequency domain by the wave number
of the incident wave. Spatial inverse Fourier transform of (119) is the scattered field
yx=-d x=d
,i (Kx,K,. )
,I LM /
'Iko O (x, y) I ko
I
Figure 34: Scattering experiment in transmission and reflection modes and resulting
Fourier space coverage
measured along the measurement line y = f(x). To simplify the derivation by avoiding
axis transformations, the measurement line is taken at x=d as shown in Figure 34.
Taking the inverse Fourier transform of (119), the wavefield at the measurement line can
be written as:
1 "B( jR. (120)
O (x = d, y) = f 42B (K)e jKdKxdKy .41C 2 _S
Substituting (119) into (120):
BO(Kxko,K) (121)
OB (x =d,y)= 2 O(Kx -ko, K,) ej(Kxd+Ky)dKxdK2
47 2  Kx 2 + Ky 2 - ko 2  Y
In order to find an expression for the scattered field recorded at the measurement line
(x=d), (121) must be integrated with respect to Kx. For any Kx, (121) is singular for
Kx = + ko - K , therefore a contour integration must be used bypassing the points of
singularity [12]. Performing such integration, (121) becomes:
O (x= d, y)= r  l(x=d,K)e jKY dKx + 1  F2(x= d, K)e jKYdKx (122)
± jko 2 
- 
K, 2 - ko, K) +jk 02-K d (123)
FI,2 (x = d, Ky) = e
The positive signs in F, represent the waves are travelling outwards from the source
while the negative signs in F 2 represent the waves travelling towards the source.
Therefore, the positive sign must be selected to satisfy the radiation condition. A general
expression for the scattered field can now be written as:
(DB (x, y) = I2 JF(x; K,,)e jK' dK,s \, 27rY (124)
Substituting x=d and taking the Fourier transform of both sides with respect to y:
Of (x= d, y)e-JKdK, = F(x= d,Ky,) (125)
which is given by (123). Thus, one dimensional spatial Fourier transform of the scattered
field recorded along the measurement line is related to a shifted version of the object
function in two dimensional spatial Fourier space along a semicircular arc.
It was explained in Section 4.2.2 that for values of Kx > ko, kO2 - K 2 in the
exponential term of (123) becomes imaginary causing exponential decay of waves. These
waves are called evanescent waves and are neglected in the algorithm to avoid
instabilities. The final form of the expression for the waves at
neglecting the evanescent waves can be written as:
the measurement line
4B (x = d, K) = ko2
2
7( kko 
-
-ko, K,) de/k 02 - Ky 2 e
As Ky varies from -ko to ko, (126) O( k02 -Ky 2 - ko,K )
arc and maps the measured field onto the spatial Fourier space.
reflection mode, (126) becomes:
traces a semi-circular
For an experiment in
s (x=-d,K,) = 2k os 2
O(-ko - K - ko, K,) jd 2
k0 2 -Ky2
and gives the spectral coefficients of the object over the arc shown by dashed line in
Figure 34.
4.2.6 Superposition of Frequency Diversity and Angular Diversity Scattering Data
Fourier diffraction theorem proves that when a target is illuminated with a plane wave at
a certain frequency, the scattered fields provide some information about the scatterer.
However, it also clearly states that the information obtained from such an experiment is
not enough to obtain a unique solution for the object function since only the spectral
I K, I< ko (126)
I K, I< ko (127)
coefficients along a circle can be recovered (Figure 33). To increase the spectral
information pertaining to the scatterer, one must utilize frequency diversity (multi-
frequency) or angular diversity (multi-directional) experiments and appropriately
superimpose the information obtained from these experiments in the frequency domain. It
must be noted that superposition of frequency or angular diversity experiments could not
be possible if the general solution to the wave equation (82) was not linearized using the
weak scattering approximations (Section 4.1.1). Due to the field dependency of (82), the
Fourier coefficients of the object function is different for each scattering experiment and
without Born or Rytov approximations it is not possible to map the coefficients obtained
from multiple experiments into the same Fourier space.
4.2.6.1 Frequency Diversity Scattering Experiments
Using multi-frequency waves in a scattering experiment is a very efficient way of
increasing the spectral information about the scatterer since this method does not require
multiple experiments. In Figure 35, a target O(x, y) is illuminated with a plane wave
obtained by a superposition of three sinusoidal waves with wave numbers k1, k2 , and
k3 . The resulting Fourier space information through processing of the measured data
(either transmitted or reflected) along a line parallel to the y-axis is shown at the right
hand side of the figure. From a single scattering experiment, the Fourier coefficients of
the object along three different semi-circular arcs with diameters equal to the constituent
wave numbers of the incident plane wave are recovered. As usual, the information
obtained from transmission and reflection data are shown by solid and dash lines
respectively.
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Figure 35: Multi-frequency scattering experiment and resulting K-space coverage
The Fourier diffraction theorem can be generalized to include multi-frequency
incident waves without much difficulty by decomposing the measured fields into their
time harmonic plane wave components by a Fourier transformation with respect to time.
Temporal Fourier transform of the scattered field D, (F, t) is given by:
s (, o ) = (,t)eO "dt (128)
where a positive radical is used in the exponential due to the convention given in (69).
After finding the time harmonic plane wave spectra of the measured field, Fourier
diffraction theorem can be applied to each frequency (or wave number) and mapped in
the spatial Fourier space. One dimensional spatial Fourier transform of the time harmonic
plane wave spectra of the scattered field along the measurement line at x=d is given by:
,s(x=d,K,,w)= s(,t)e-j YeJ" dy dt. (129)
The reason for the choice of different signs in the exponentials of the temporal and spatial
Fourier transforms is to make sure that every temporal spectral component of the plane
wave is travelling into positive k direction [62]. Equation (129) states that a two
dimensional Fourier transform of the data recorded at the measurement line is necessary
for frequency diversity scattering experiments as opposed to a one dimensional Fourier
transform for single frequency experiments. Generalizing the Fourier diffraction theorem
for multi-frequency waves, (126) can be revised for a single time harmonic plane wave
component as:
J O( k-K y 2 -2kKY) eJd k°2-K 1K <k0 (130)DB(x= d, K,,w)=-ko2F(o) IK 1<ko (130)
2 kO2 - K 2
where F(c) is the Fourier amplitude. This equation has to be applied each temporal
frequency component of the incident wave and mapped in the spatial Fourier space.
A serious limitation to the maximum amount of information that can be obtained
from frequency diversity scattering experiments stems from the fixed incidence and
measurement angles. It is shown in Figure 35 that regardless of the frequency content of
the incident wave, the resulting spectral information is limited to a region for both
forward and backward scattering. A better illustration is given in Figure 36. Assuming
that the target is illuminated with a pulse plane wave which has a time harmonic plane
wave spectra between kmin and kmax, the maximum spectral information that can be
obtained from this experiment for transmission and reflection modes are shown. If the
object function O(-) is real valued, then its Fourier transform will be symmetric and the
frequency domain coverage in Figure 36 will be symmetric for both transmission and
Transmission Reflection
Figure 36: Fourier space information obtained from multi-frequency scattering
experiment using transmission and reflection data
reflection modes. However, even for a real valued object function, it is not possible to
obtain a full coverage of the object's spectral coefficients. Thus an alternate method must
be employed to recover the missing information.
4.2.6.2 Angular Diversity Scattering Experiments
A common approach to increase the spectral information about the scatterer is to
illuminate it with time harmonic plane waves from different directions and superimpose
the Fourier space information obtained from each experiment. Each experiment gives the
spectral coefficients of the object along a circle (transmission and reflection). The radius
of this circle is a vector equal in magnitude to the wave number of the incident wave and
opposite in direction. Therefore, superposition of these experiments increases the spectral
information pertaining to the object. A schematic illustration of angular diversity
scattering experiments is given in Figure 37. The scatterer O(x, y) is illuminated by three
time harmonic plane waves from different directions and the resulting spectral
coefficients along three semi-circular arcs are mapped in K-space.
Angular diversity scattering experiments result in a more uniform spatial Fourier
space coverage compared to frequency diversity scattering experiments. However, this
technique is more laborious since many experiments are needed from all directions to
obtain a full coverage of the spatial Fourier space. Thus, problems may arise due to
restricted accessibility to the object which is generally the case in Civil engineering and
Geophysical applications.
\\
X
I
'I
\I
I \
Figure 37: Angular diversity scattering experiment and resulting K-space coverage
In Figure 38, K-space coverage resulting from 24 experiments at 15' increments
is shown. Transmission mode experiments provide the Fourier coefficients of the object
over a circular disk with a radius R = -2k 0 which is the maximum spatial frequency that
can be reached in a forward scattering experiment using diffracting sources. Due to loss
of high frequency information, transmission mode experiments produce a low pass image
Ky R = 2k°
R = ko
F
Transmission Reflection
Figure 38: K-space coverage in transmission and reflection modes after 24
experiments at 15' increments
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of the object. On the other hand, a band pass image of the object is obtained from the
reflection mode experiments. These experiments provide the Fourier coefficients of the
object over a hollow circle with an outer diameter equal to 2ko and inner diameter equal
to 2k0o. Thus, higher frequencies are recovered compared to transmission mode
resulting in greater spatial resolution, but low frequency information is lost. The
frequency domain coverage in both transmission and reflection modes can be improved
within their limits by increasing the number of experiments.
4.2.6.3 Combination of Frequency and Angular Diversity Experiments
The discussions in Sections 4.2.6.1 and 0 show that use of frequency and angular
diversity experiments is essential in obtaining a better representation of the target object.
Frequency diversity experiments has the advantage of producing spectral coefficients of
the object along multiple arcs in a single experiment (Figure 35), however, its K-space
coverage is limited (Figure 36). Angular diversity experiments provide more uniform K-
space coverage, but this method requires many experiments to fill the regions as shown in
Figure 38. To benefit from the advantages of both methods, a combination of frequency
and angular diversity experiments can be employed; i.e. the target can be illuminated
from different directions with a multi-frequency plane wave. This way, an improved K-
space coverage can be achieved at a reduced number of experiments.
4.2.7 Image Reconstruction Using Diffraction Tomography
Image reconstruction in diffraction tomography involves a 2-D inverse Fourier
transformation of the spectral coefficients mapped in the K-space through Fourier
diffraction theorem and angular and/or frequency diversity experiments. Mapping of the
Fourier coefficients in the K-space, however, is not a very straightforward operation.
Fourier diffraction theorem maps the data over a circular arc but the inverse Fourier
transform operation requires the data be presented over a rectangular grid, which
obviously presents a computational difficulty. This is illustrated in Figure 39. For an
arbitrary K4, the corresponding K, = kO - K 2 - k0 , which does not fall on the
rectangular grid. Therefore, the coefficients over the arc must somehow be approximated
and superimposed over the rectangular coordinates before taking an inverse Fourier
transform of the data.
Two different approaches have been proposed for the solution of this problem:
frequency domain interpolation and filtered backpropagation. In frequency domain
interpolation, each circular arc is approximated over (Kx, KY) coordinates through
bilinear interpolation and superposition is performed in the spatial Fourier domain. The
final image is obtained by a 2-D inverse Fourier transform of the interpolated and
superimposed data. In the filtered backpropagation approach, each circular arc is
transformed into the space domain by a 2-D inverse Fourier transform and interpolation
and superposition is performed in the space domain. In this thesis, frequency domain
interpolation approach is explained due to its flexibility and general applicability. The
reader is referred to [63, 70] for a theoretical derivation of the filtered backpropagation
algorithm.
4.2.7.1 Frequency Domain Interpolation
The function of the frequency domain interpolation is to establish a relationship between
the circular grid over which the data is generated by the Fourier diffraction theorem, and
the rectangular grid which is suitable for inverse Fourier transform operation and image
reconstruction. The objective is to derive the transfer functions that will map the data
given by (126) directly on the rectangular grid. When deriving (126), the wave number
vector k0 was assumed to be on the x-axis and the measurement surface was assumed
parallel to the y-axis for simplicity. At this point, this equation must be generalized for an
arbitrary angle of incidence to enable superposition of the data obtained from multiple
experiments. Figure 40 shows the circular arc in the K-space generated by a time
harmonic plane wave in transmission mode with an angle of incidence 0 with respect to
K x -axis (x-axis in space domain). Defining a new set of axes Kg - K7 rotated around
the origin by r - 0, and expressing the 2-D Fourier transform of the object function
K 7 o (K g ,K )
X (K4,K = ko2 -K 2 -k o)
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 000 0 0 0 00 0 0 0 0 0 0 0 0
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Figure 39: Mapping of K-space data over a rectangular gridO O° O] O O O ° O O O O O O O°
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O(Kx,K,) as a function of Kg and the angle of incidence 0 as O(Kg,0), (126) can be
rewritten as:
DB j 2 O(K0 ) jdko 2
2s,(Kg)= ko e I Kg IK< k0  (131)2 kO2 K4 2
When the object is illuminated over 360 degrees, i.e. the angle of incidence varies
between 0 and 27r , superposition of the arcs generated provide double coverage of the
spatial frequency domain (Figure 38). Therefore, one can sweep the K-space using one
half of the arcs only, arc OB shown by a solid line in Figure 40. Discarding the part AO
of each arc enables a one to one transformation between the (Kx , Ky) coordinates and
(Kg, 0) parameters. Considering the point C shown in Figure 40, one can find the
relation between (Kx,K,) and (Kg, 0) as [12]:
Kg = ko sin 2sin -  K x K 2 (132)
2ko
and
= tan- j K +sin - ! + (133)
Kx 2ko 2
Using the transformation equations (132) and (133), any point (Kx, K) can be
converted into corresponding (Kg, 0). However, equation (131) generates the values of
O(Kg, 0) over a uniform set of (Kg, 0) values and these points may not match with
those found from (132) and (133). This problem can be overcome by using a bilinear
interpolation scheme. For a given data set composed of (N4 x NO) samples of
O(Kgi,oj) obtained from No scattering experiments, the value of O(Kg,O) for the
parameters (Kg, Q) obtained from (132) and (133) can be obtained by:
N No
O(K4 , ) = O(K4, J )h1(KK - K4,)h 2 ( -) (134)
1=1 j=1
where
h(K AK4 o AK
0 otherwise
hi (0) = A
0
(135)
(136)
101e A
otherwise
Using equations (131)-(136), the spectral data obtained from multiple scattering
experiments and processed by the Fourier diffraction theorem can be appropriately
mapped in the (Kx,K,) coordinate system over a rectangular grid. Following this
operation, an image of the object can be obtained by taking a 2-D inverse Fourier
transform of the data.
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Figure 40: Schematic representation of axis transformations and change of
variables for frequency domain interpolation [12]
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4.3 Inversion Models and Reconstruction Algorithms for Point Sources
In this section, inversion models and reconstruction algorithms discussed in Section 4.2
will be modified for inverse scattering of electromagnetic fields generated by point
sources. Although time harmonic plane waves are mathematically convenient for the
derivation of inversion algorithms, most NDT applications in the real life are carried out
using mono-static antennas for which the appropriate model would be a point source. A
mono-static antenna is a single unit that is both a transmitter and a receiver. Therefore,
scattering experiments using these antennas can only be performed in reflection mode.
For this reason, the derivations in this section will be restricted to reflection mode
experiments.
Derivation of imaging algorithms for point sources require a different approach
than those for plane waves but the resulting algorithms are quite similar. The wave model
discussed in Section 4.1 is valid for point sources with a slight modification. To
determine the modified wave equation, we will start with rewriting the solution to the
wave equation within the Born approximation and then substitute the field generated by a
point source for the incident field. The solution to the wave equation within the Born
approximation has the form:
DBsi (F, D) = kO2O(F')( i(', o)G(r - ', w)dF'. (137)
In section 4.1, it was stated that the Green's function (84) gives the field distribution in
space due to a point source. Therefore, the incident field in (137) for mono-static
experiments is nothing but the Green's function scaled by the Fourier amplitudes of the
constituent frequencies:
D, (Fo)= F(m)G(- (138)(138)
Substituting (138) into (137), the expression for the scattered field becomes:
of (,w ) = ko2 F(co) O(7)G 2 (- ',w)dr' (139)
Thus, the solution for the scattered field involves square of the Green's function.
Substituting the expression for the Green's function (84) into (139):
(r,  ) 
= k 2F() O() d7' (140)(417) 2  I F 12
Unfortunately, there is no closed form solution for (140) since the inversion of this
equation requires Fourier transform of the square of the free space Green's function
which is not known explicitly [71, 62]. Alternatively, a modified scattered field
Dm (F, w) is defined given by:
(,) = 2 k F( (141)
which involves differentiation of (DB with respect to the wave number ko. Performing
this differentiation, (141) yields:
1 c e2jko l -F'I(, ) O(F') dF' (142)s ( ) 4r I r - '
At this point, a modified free space Green's function Gm (F, CO) can be defined as:
e jko l-'l
G m (F - ',) = e (143)
4r 1 F - '1
which satisfies the wave equation (83) when ko is replaced by 2ko0 :
(144)
[V2 +4ko2] G m (r - r', ) = -(r - r'). (144)
Thus, the mono-static scattered field will satisfy the following inhomogeneous wave
equation which is a modified version of (81):
[V2 +4k2 ] (Dm (,) = O(F) (145)
From (142)and (143), the solution to the modified wave equation (145) is given by:
m(F,,o) = O(r')Gm(r - r',co)dT' (146)
Using the modified wave equation, the inverse source and inverse scattering problems
discussed in section 4.2 can directly be applied for the monostatic case and the
corresponding algorithms can be reformulated for the inversion of monostatic scattered
fields. Since transmitter and the receiver are the same unit, the measurements are
performed along synthetic apertures rather than measurement lines. A synthetic aperture
is a predefined path along which the antenna is moved and measurements are performed
at uniform intervals. Different synthetic aperture shapes can be utilized depending on the
geometry of the target and accessibility conditions provided that the inversion algorithm
used is consistent with the aperture shape. Common synthetic aperture shapes are the line
aperture for targets accessible from only one side such as pavements, and a circle for
those accessible from all directions such as a bridge column.
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Figure 41: Inverse source problem for monostatic experiments
4.3.1 Inverse Source Problem
Application of the inverse source problem to monostatic measurements shown in Figure
41 involves backpropagation of the monostatic scattered fields recorded along an aperture
to the scatterer to obtain a representation of the scatterer. The approach is very similar to
the one followed in section 4.2.1 except that the formulation is based on the modified
wave equation (145). For a synthetic aperture Ls outside the source region, the modified
monostatic field satisfies the modified homogenous wave equation:
(147)V2 +4k 02] (m(F, o) =0.
Taking the same approach followed through equations (99) to (108), the forward
propagation equation for monostatic fields is obtained as:
m(x >0,K, , o)= m (x= O,K,,()e x4k° 2-K 2Sn/vI Y S \r-V' c (148)
Equation (148) states that the spatial frequency limit over which the waves become
evanescent is 2ko for monostatic scattered fields. Therefore, the spatial resolution that
can be achieved from monostatic measurements is twice the resolution that can be
achieved by using plane waves. Neglecting the evanescent waves to avoid instabilities,
the backpropagation of monostatic scattered fields can be formulated as:
1 4k 0 -K, x
s(x<, K,)= m(x=O, Ky,(o)e K, <2koO, 
Ky 22k
(149)
(D's(x = o, y,(o)
Using (149), the scattered fields recorded along the synthetic aperture Ls can be
backpropagated to the scatterer at incremental distances to obtain an image of the object
and the inherent inhomogeneities. A 3-D image can be obtained by forming a 2-D
synthetic aperture over a plane surface. The image obtained will have a higher resolution
compared to that can be obtained using plane waves. However, it should be noted that the
inversion is based on the homogenous wave equation. Thus, in theory, the
backpropagation has to be stopped as soon as the scatterer is reached since the inversion
must be based on the inhomogeneous wave equation after this point. However, as stated
in section 4.2.2, one can continue backpropagation after the scatterer is reached and hope
to obtain some information about the inherent inhomogeneities at the expense of reduced
image quality.
4.3.2 Monostatic Rayleigh-Sommerfeld Holography
Image reconstruction through backpropagation of monostatic scattered fields measured
over line apertures (planar surfaces 3-D) can be formulated as an imaging scheme called
monostatic Rayleigh-Sommerfeld holography. This imaging scheme is called Ko -
migration in Geophysics [62, 72]. A step by step procedure of this algorithm is as
follows:
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Figure 42: Image reconstruction using backpropagation of monostatic scattered fields
1. Take a temporal Fourier transform of the scattered field ' (x = 0, y, t) along the line
synthetic aperture with respect to time t to obtain its time harmonic plane wave
spectra ( ' (x = 0, y, c).
2. Take a spatial Fourier transform of the scattered field (m' (x = 0, y, co) with respect to
y to determine m (x = 0, K, o)
3. To find the field distribution D (x = -d,, K), backpropagate and superimpose the
transformed field Q'(x = 0, K,,o) to this position for each temporal frequency co
using:
COmax
'7m(x=-di, K)= J '(x=O,K ,o)P(x=-d,Kko) c dco  (150)
where P is the backward propagator given by:
eJ4kox 
-K'2P(x, K,, ko) = K < 2ko (151)
0 K, > 2ko
4. Take the spatial inverse Fourier transform of (D (x = -d,, K,) with respect to K, to
find the field distribution (Dm (x = -d, , K) at this new position.
5. Repeat 3 and 4 at incremental depths to form a 2-D image of the scatterer.
4.3.3 Inverse Scattering Problem
The inverse scattering problem applied to monostatic experiments leads to an imaging
algorithm that relates the 1-D spatial Fourier transform of the measured field to the 2-D
spatial Fourier transform of the object. Unlike the inverse source problem where the
scattered fields are backpropagated towards the scatterer, solution to the inverse
scattering problem involves tomographic processing of the spatial Fourier transformed
fields completely in the Fourier space. Spatial Fourier transform of the scattered field for
each temporal frequency is mapped on the K-space along a circular arc called the Ewald
semicircle (Ewald hemisphere in 3-D). By the use of frequency and/or angular diversity
experiments, K-space coverage is increased as much as possible and the final image is
obtained by a 2-D spatial inverse Fourier transform.
It was stated in section 4.3 that the fundamental difference between the inversion
of fields due to plane wave sources and monostatic point sources is that the inverse
scattering of the latter is based on a modified wave equation given by (145). The solution
to this equation is given by (146) which can be written for a time harmonic (single
frequency) wave as:
Dm(F) = O(F')Gm ( - F')dF' (152)
Equation (152) is a modified version of (112) that was used as a starting point for the
derivation of Fourier diffraction theorem. Starting with (152) and following a similar
procedure presented in section 0 through equations (112) to (126), an expression for the
Fourier diffraction theorem for monostatic fields can be derived. The monostatic Fourier
diffraction theorem which is as a modified version of (126) can be written as:
J 0( 4k02 - Ky 2 ,Ky)) 2jd4ko2K,
S(x , = 4ko e I K, <2k (153)2 4kO2 -K 2
From (153) it is seen that the spatial resolution achieved monostatic Fourier diffraction
theorem is twice as good as the Fourier diffraction theorem given by (126). A schematic
illustration of the monostatic scattering experiment and the resulting K-space coverage is
shown in Figure 43. As Ky varies from - 2ko to 2ko, (153) generates the spatial Fourier
coefficients of the object function and maps these coefficients over a semi-circular arc
with a radius equal to 2ko which is consistent with the monostatic Rayleigh-Sommerfeld
holography discussed in the previous section.
An important difference between the plane wave and monostatic Fourier
diffraction theorems is that the former generates data pertaining to a shifted version of the
object function in the spatial frequency domain (see (127) and Figure 34) whereas in the
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Figure 43: Monostatic Fourier diffraction theorem
latter the object function is centered at the origin (see (153) and Figure 43). The reason
for this contradiction can be conveniently explained by a graphical illustration. In Figure
34, the K-space coverage obtained over the Ewald circle due to a plane wave in
transmission and reflection modes is shown. This circle is redrawn in Figure 44
Assuming that the measurement is done in monostatic mode, only a single point in the K-
space can be obtained which is shown by an x on the Ewald circle. Repeating this
experiment in clockwise direction and assuming the synthetic aperture is very long, the
points obtained from each experiment trace a semi-circular arc with a radius equal to
2ko, which is given by the monostatic Fourier diffraction theorem. In fact, if the
monostatic source is far enough from the object, the generated waves can be
approximated to a plane wave and each experiment can directly be mapped in the K-
space without using the monostatic Fourier diffraction theorem. Thus, by performing far
field monostatic measurements around the object along a circular aperture, objects spatial
Fourier coefficients over a full circle can be obtained. Far field monostatic measurements
are not within the scope of this thesis, the reader is referred to [63, 64] for further
reference.
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Figure 44: Relation between plane wave and monostatic Fourier diffraction theorems
4.3.4 Monostatic Diffraction Tomography
Image reconstruction using monostatic diffraction tomography involves mapping and
superposition of the arcs obtained from all experiments followed by a 2-D inverse Fourier
transform. Equation (153) and Figure 43 provide a mathematical and graphical
illustration for the monostatic Fourier diffraction theorem for a time harmonic wave
generated by a point source. Obviously, it is not possible to obtain an accurate image of
the target from a single arc. In order to increase the K-space coverage, one has to use
multi-frequency waves and superimpose the circular arcs obtained from each frequency
component within the Born approximation. According to the definition made in (141), the
monostatic Fourier diffraction theorem (153) takes the following form for a multi-
frequency incident wave generated by a point source:
j 6(I4ko2 - Ky 2 , Ky) jd4k02-K ,
S2(x=d,K,,)= e I K, < 2k o . (154)
2 4k02 - K,
Supposing that the incident field has a frequency content between kmin and kmax, the K-
space coverage possible from monostatic experiments in shown in Figure 45.
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Figure 45: Multi-frequency monostatic experiments and corresponding K-space coverage
If the object function O(x, y) is real valued, its spatial Fourier transform will be
symmetric with respect to Kx and K,, thus the circles in Figure 45 can be completed to
full circles which leads to a K-space coverage over a hollow disk. Upon 2-D inverse
Fourier transformation, a band-pass image object will be obtained.
In section 4.2.7 it is stated that mapping of the data generated by the Fourier
diffraction theorem on the K-space presents a computational difficulty. The frequency
domain interpolation approach is introduced in section 0 as the preferred method for
performing the transfer of circular arcs over a rectangular grid. The same method will be
used in this section for the monostatic scattered data. Fortunately, all the arcs generated
by the monostatic Fourier diffraction theorem are centered at the origin of the K-space
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Figure 46: Mapping of monostatic K-space data over a rectangular grid
since there is no shifting. Thus, mapping of the arcs over the K-space will be less
involved than in section 0. Since multi-frequency waves are used to increase K-space
coverage, the frequency coefficients obtained from (154) are frequency (co) dependent.
Expressing the object function O(Kx, K,) as O(Kx, w) and noting that
ko = k (co) given by (71), equation (154) can be rewritten for the arc shown in Figure 46
as:
S(Kx,) O(K,) e Jd4k2 ()-Kx2
2 4k2(()-Kx2
J ~~~o~~~
I Kx 1< 2k o (155)
Considering a point on the arc and noting that the radius of the circular arc is equal to
2k o which is related to o by (71), the relation between (Kx , K,) and (Kx , co) is given
by:
2  20=- K +Ky
2 (156)
Thus, an arbitrary point in (Kx, K,) coordinates can be converted to (Kx, c) using
(156). However, the O(Kx,oo) values generated by (155) are defined over a uniform set
of (Kx,wm) coordinates which may not match those given by (156). An interpolation
function is necessary to appropriately map the data on K-space. For a given monostatic
data set composed of (Nx x N,) samples of O(Kx,, o) obtained from N x monostatic
experiments along a synthetic aperture, the Fourier coefficient of the object at an arbitrary
point on the K-space, O(Kx, Ky), can be obtained from the following bilinear
interpolation function:
Nx No
O(Kx, K,) = O(Kxi, Oj) hi (K x - K x, ) h 2 (- ) (157)
i=1 j=1
where
h, (Kx) = K Kx AKx (158)
0 otherwise
h2A (159)
0 otherwise
Using equations (155)-(159), the data obtained from monostatic scattering
experiments can be mapped on the K-space over a uniform rectangular grid in the form of
a semi-circular band. If the target is real valued, this semi-circular band can be completed
to a hollow disk since the Fourier transform of the object is symmetric. The last step to
reconstruct an image of the target is a 2-D inverse Fourier transform of the K-space data.
Chapter 5
ELECTROMAGNETIC PROPERTIES OF
CONCRETE AND THEIR SIGNIFICANCE IN
MICROWAVE SCATTERING AND IMAGING
5.1 Introduction
Application of microwave imaging to concrete structures requires an in depth
understanding of the electromagnetic properties of concrete and how these properties
affect its interaction with the EM waves. Various aspects EM wave scattering such as the
amount of reflection from the concrete target, the velocity and wavelength of waves
inside concrete, and the degree of attenuation are all related to the material properties and
must be properly taken into account in the inversion algorithms for accurate imaging.
Significance of the EM properties of concrete within the research work presented in this
thesis is twofold. First, the data to be used in imaging studies is obtained from numerical
simulation of EM wave scattering which requires the EM properties of concrete as input
parameters. Second, inversion of the scattered data often requires the EM parameters of
the concrete medium as a priori information for imaging and/or characterization of the
inherent inhomogeneities.
The numerical simulation of EM wave scattering using the FD-TD technique
discussed in Chapter 3 involves solution of the Maxwell's curl equations and constitutive
relations. The constitutive relations arise from physical consideration of the material
interacting with the fields, in other words, describe the material in terms of its EM
properties. Therefore, for the simulation to represent scattering from real concrete targets,
the material properties assigned to the objects modeled within the computational domain
must represent those of real concrete targets. This requires priori knowledge about the
typical values of EM properties of concrete. Unfortunately, the knowledge available on
EM properties of concrete is very limited compared to the amount of information
available on its mechanical properties. So far, very few research studies have been
conducted investigating the EM properties of hardened concrete. The previous research
studies in this area have generally been focused on monitoring the hydration process and
strength development at early ages through measurement of EM properties at limited
frequency bands [73, 74]. More recently, there has been an attempt to develop a database
for the electromagnetic properties of hardened concrete for different moisture conditions
and over a wide frequency range (0.1-20 GHz) to be used for nondestructive testing of
existing concrete structures [75, 29, 30]. In this thesis, modeling of concrete targets is
based on the measured EM properties of concrete reported by Rhim [75].
The imaging algorithms discussed in Chapter 4 involve inversion of the scattered
fields measured along a measurement line to obtain a representation of the target object
and inherent inhomogeneities. The output image obtained from these algorithms is
expected to show the EM properties of both the target and the inherent inhomogeneities
relative to those of the surrounding medium. To simplify the derivations presented in
Chapter 4, the surrounding medium is taken to be the free space and the scatterer is
assumed to be spatially finite. This way, the unknown material properties in the imaging
problem is restricted to those of the target object since the EM properties of the free space
are well known. For this imaging problem, there is no need for priori knowledge on
material properties of the concrete target to obtain a solution; but such knowledge is very
useful in characterization of the inhomogeneities that appear in the output image.
Unfortunately, imaging problems in civil engineering applications often do not fit in
problem definition presented in Chapter 4. For example, in the problem of imaging below
the pavements, the concrete medium is not spatially finite. Nevertheless, this problem can
be put in the form of imaging of finite scatterers by a slight modification in the problem
definition. By changing the surrounding medium from free space to a homogenous
concrete medium, the inhomogeneities inside the pavement become finite scatterers.
Thus, the algorithms presented in Chapter 4 become valid provided that the parameters
used in the algorithms correspond to the surrounding concrete medium instead of free
space. The problem with this approach is that the unknowns in the imaging problem are
no longer limited to the scatterers; the material properties of the surrounding concrete
medium are also unknown. The solution requires incorporation of the material properties
of the concrete medium in the inversion algorithm. These properties can be obtained
either from a previously developed database, or from in situ property measurements. The
problem gets more complicated when the data acquisition is performed using air coupled
antenna, i.e. at a certain height from the surface of the pavement. In this case, the solution
requires application of boundary conditions at the air-pavement interface.
The discussion above clearly shows that the EM properties of concrete have a
great significance in the solution of both forward and inverse problems. In this chapter,
the EM properties of concrete and the effects of these properties in microwave scattering
and imaging is discussed in detail. The imaging algorithms presented in Chapter 4 are
modified to incorporate material properties of concrete to increase the accuracy of the
inversion.
5.2 Constitutive Relations and Definition of EM Properties
The constitutive relations describe the relationship between the electromagnetic fields in
a medium that are determined by the material properties of the medium. These relations
enable the solution of the forward problem by providing the additional set of equations
needed to solve Maxwell's coupled differential equations which are media independent.
In general, the constitutive relations for a medium depend on its detailed physical
structure, which may further depend on direction, temperature, frequency, or other
parameters [46]. In this thesis, when characterizing the EM properties of concrete, it is
assumed that its physical structure is homogenous and isotropic, and the errors caused by
these assumptions are neglected. Concrete is treated as a polarizable (dielectric),
dispersive (frequency dependent), and lossy (conducting) medium and focus is placed on
the effects of these properties in microwave scattering and imaging.
The constitutive relations characterize a homogenous and isotropic medium by its
complex permittivity E (farads/m) and complex permeability p (henries/m) as follows:
D = EE (160)
B=/uH (161)
where D is electric flux density (Coulombs/m 2), E is electric field intensity (V/m), B is
magnetic flux density (webers/m 2), and H is magnetic field intensity (ampres/m).
Theoretically, both the permittivity and permeability must be determined to characterize a
homogenous and isotropic dielectric material. However, most common dielectric
materials including concrete are nonmagnetic, meaning that the permeability Y is very
close to the free space permeability o0 (47 x 10- 7 Henry/meter). Therefore,
determination of its complex permittivity is sufficient to characterize a concrete medium.
5.2.1 Dielectric Constant
When a medium is subjected to an electric field, a rearrangement takes place in the
internal charge distribution of the atoms and molecules in the medium. In the microscopic
scale, application of an electric field causes the electrons in the atoms be displaced from
the nucleus and align with the applied field. Media in which such separation of charges
can be induced are called polarizable. Modeling the charged particles in the medium by
an equivalent mechanical mass-spring system, separation of charges through polarization
upon application of an electric field results in storage of some energy in the medium. The
amount of energy stored depends on how tightly the charged particles are bound, and is
described by the constitutive relations.
The permittivity for a polarizable medium is written in terms of a parameter
called the electric susceptibility Xe as:
E = E(1+ Xe) (162)
The electric susceptibility, which is a complex quantity, is a measure of how much
polarization takes place in a medium under the influence of an electric field. For a
medium in which the charged particles are tightly bound, the value of electric
susceptibility will be low since it is difficult to polarize such a medium. Equation (162) is
often written in a more explicit form as:
E = E'-jE" (163)
where e' and e" are the real and imaginary parts of the complex permittivity
respectively. Dividing both sides of (163) by the free space permittivity
Er (8.854x 10- 12 Farad/m) which is a real quantity, the complex permittivity of concrete
can be expressed in a dimensionless form:
Er = Er '--jEr " (164)
where the subscript r means relative to the free space permittivity. The real part of the
relative permittivity is referred to as the dielectric constant. The dielectric constant
provides a physical indication of how polarizable a medium is, or alternatively, how
much energy is stored the medium when subjected to an electric field.
5.2.2 Conductivity, Loss Factor, and Loss Tangent
In contrast to the dielectric constant, the imaginary part of the relative permittivity er " in
(164) is a measure of how lossy or dissipative a medium is to an external electric field,
and is referred to as the loss factor. In this section, the mechanism of energy dissipation
in lossy media is explained and an expression is derived for the conductivity of the media
in terms of the imaginary part of its complex permittivity. This is followed by the
definition of a very useful parameter called the loss tangent that gives an indication of the
lossyness of media in a dimensionless form.
The rearrangement of the internal charge distribution of the atoms and molecules
in media upon application of an electric field was discussed in detail in the previous
section. If the media is conductive, the initial internal charge distribution in the media
imposed by the electric field decays away to zero at a rate depending on the conductivity
of the medium. The internal charges eventually end up on the boundaries of the
conducting medium as surface charge and arrange itself in such a way as to eliminate the
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electric field inside the conductor [46]. This movement of charges in the conducting
media give rise to currents in the medium which are related to the electric field by Ohm's
law:
J = oE (165)
where J (amperes/m 2) is the electric current density, a is the conductivity of the media
measured in siemens/m, where a siemen is equivalent to an inverse ohm, and E (volts/m)
is the electric field intensity. Ohm's law simply states that the flow of charges per unit
area induced by the applied electric field is dependent on the conductivity of the media.
For a dynamic problem, the relationship between fields and currents are described in a
more general form by Maxwell's equations given in Chapter 3. For the discussion in this
section, only one of Maxwell's equations, the Ampere's law will be used. The time
harmonic (single frequency) form of Ampere's law is given by:
Vx H = jcD + J (166)
where H (amperes/m) is the magnetic field, co is the angular frequency of the wave, and
D (coulombs/m 2) is the electric flux density. Substituting the expression for J from
(165) and for D from (160) in terms of the real part of the permittivity, (166) becomes:
Vx H = je' E + aE (167)
and can be rewritten in terms of the complex permittivity E as:
VxH = jweE (168)
where the complex E is given by:
. (169)
Equating equation (169) to (163), an expression for the conductivity is obtained as:
o = e"Co. (170)
The ratio between the imaginary and real parts of the complex permittivity is called the
loss tangent of the medium which is a measure of how successfully the medium conducts
in a dimensionless form:
E" U
tan8 = (171)
Mathematically, a medium is called a good conductor if tan >> 1 and a good insulator
if the reverse is true.
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5.3 EM Properties of Concrete
Knowledge on the typical values of the electromagnetic properties of concrete is essential
in modeling of concrete targets for numerical simulation of microwave scattering. The
performance of the algorithms presented in Chapter 4 largely depends on the material
properties due to the inherent approximations, thus, for the scattering of microwaves by
concrete and inversion of these scattered waves to produce realistic results, appropriate
values of material properties must be used. Recently, Buyukozturk and Rhim [29]
measured the EM properties of hardened concrete and its constituent materials as a
function of frequency and moisture over a wide frequency range from 0.1 to 20 GHz to
be used in NDT of existing concrete structures. In this thesis, modeling of concrete
targets is based on the experimentally measured EM properties of concrete reported in
[75]. The reader is referred to this report for a detailed description of calibration and
application of the measuring technique (open-ended coaxial probe method) and the
concrete specimens they used for the measurements. Additional information on other
laboratory and in-situ EM property measurement techniques can be obtained from [76]
and [72] respectively.
When defining the material properties in section 5.2, dielectric constant is defined
in one section (5.2.1) and the conductivity, loss factor and loss tangent are defined
altogether in a separate section (5.2.2). This is simply because the former is an indication
of how much energy is stored in the medium, and the latter three are indications of how
much energy is lost in the medium. In this section, however, these properties are
presented according to a new classification as measured and derived properties. The
coaxial probe method measures the real and imaginary parts of the relative complex
permittivity E giving the dielectric constant and the loss factor. Using the measured
properties, the conductivity and the loss tangent can easily be derived using equations
(170) and (171) respectively.
5.3.1 Dielectric Constant and Loss Factor
The measured values of the dielectric constant er' and loss factor er" of cylindrical
concrete specimens for four different moisture conditions are shown in Figure 47 and
Figure 48 respectively. It appears from Figure 47 that the dielectric constant of concrete
increases drastically with the increasing level of moisture. The dielectric constant of
saturated concrete is about twice as much of dry concrete and the ratio is more than three
for wet condition. The increasing effect of moisture on the dielectric constant can be
explained by the very high dielectric constant of water which varies somewhat linearly
between eighty and forty in the frequency range from 0 to 20 GHz.
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Figure 48: Loss factor of concrete
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A second important observation from Figure 47 is the frequency dependency of
the dielectric constant for the same moisture level. It appears that the dielectric constant
of concrete is not frequency dependent in dry condition, therefore no dispersion takes
place in dry concrete. With the increasing moisture level, however, change of the
dielectric constant with frequency becomes significant and concrete becomes dispersive.
The slope of the change with frequency depends on the moisture level, and thus, is
indicative of the moisture condition of concrete.
The measured values of the loss factor for concrete shown in Figure 48 are quite
illustrative of the potential and the major limitation of microwave NDT of concrete. The
figure shows that the loss of energy in dry concrete is not very significant up to relatively
high frequencies, providing a reason to be optimistic about the applicability and success
of the technique. However, it also draws attention to the problems due to moisture in
terms of significant energy loss. The loss factor of concrete in saturated and wet
conditions is significantly higher than in air and oven dry conditions. Change of the loss
factor with frequency seems to occur more in air dried condition than at other moisture
levels at which the increase is not significant.
5.3.2 Conductivity and Loss Tangent
Given the experimentally obtained values of the relative permittivity er, determination of
conductivity and loss tangent values of concrete is straightforward. The conductivity is
obtained by multiplying the imaginary part of permittivity with the measurement
frequency according to equation (170). The imaginary part of complex permittivity can
easily be obtained by multiplying the loss factor with the free space permittivity E0 . The
loss tangent is determined simply by dividing the loss factor by the dielectric constant.
The calculated values of conductivity and loss tangent of concrete are shown in Figure 49
and Figure 50 respectively. It appears from the figures that both parameters are sensitive
to the moisture level and are frequency dependent. Conductivity of concrete at low
frequency range is not significant for all moisture levels. With increasing frequency,
effect of moisture becomes significant and conductivity of saturated and wet concrete
shows a sharp increase. Conductivity of oven dried concrete stays close to zero over the
entire measurement frequency range while air dried concrete shows a slight increase with
increasing frequency. Still, this increase is insignificant up to 8 GHz, which is more than
four times the typical frequency range currently used in NDT of concrete. Loss tangent of
concrete is very similar in form to the loss factor shown in Figure 48 except that its
frequency dependency is increased due to the division with the dielectric constant.
Significance of the loss tangent together with the other material properties in microwave
scattering is the subject of the next section.
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5.4 Significance of EM Properties in Microwave Scattering
Interaction of a material with electromagnetic fields is affected in every aspect by its
electromagnetic properties. Elements of microwave scattering that are determined by the
EM properties include the amount of reflection and transmission at the material
boundaries, the velocity and wavelength of the waves inside the material, and the degree
of attenuation the waves undergo inside the material.
Before going into the description of microwave behavior inside and at the
boundaries of concrete, a set of simple expressions describing the propagation of
microwaves in free space are given here since the aforementioned elements of microwave
scattering by concrete are based on generalized versions of these expressions.
Maxwell's equations can be simplified for uniform plane waves in free space to
obtain the wave equation given in Chapter 4. For a time harmonic plane wave
propagating in the z direction with the electric field E pointing in x direction, the
solution to the wave equation has the form:
E = iE 0 cos(ct - koz) (172)
where Eo is the magnitude of the electric field, and ko is the wave number which can be
determined using a relation called the dispersion relation obtained by substitution of
(172) into the wave equation. The dispersion relation for free space is as follows:
ko 2  0)2U0E (173)
The spatial period of the wave is called the wavelength X given by:
27, 2ir21 - 2 (174)ko
It is clear from (172) that the wave is periodic both in space and in time. Thus, to follow a
certain point on the wave, one has to move in space at a velocity such that the electric
field is constant, i.e. ot - koz =constant. An expression for the wave velocity in free
space can now be written differentiating the displacement with respect to time:
dz co
v - (175)dt ko
where the right hand side of (175) can be obtained from the dispersion relation (173) as:
ko 1
The velocity of microwaves in free space is given a special symbol c = 2.998 x 108 m/s.
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5.4.1 Velocity and Wavelength of Microwaves Inside Concrete
Electromagnetic waves travel in media with velocities lower than c depending on the
material properties of the media. Correspondingly, their wavelengths are also lower than
their free space wavelengths. Expressions for microwave velocity and wavelength inside
concrete can be obtained by replacing the free space properties in (174), (173) and (176)
by the EM properties of concrete which are complex quantities. The dispersion relation
for concrete medium is presented first since the changes in velocity and wavelength in
concrete can easily be explained based on this relation.
The free space dispersion relation (173) can be generalized for arbitrary media by
dropping the subscript zero in all parameters:
k 2 = c2YE (177)
Calculating the square root of (177), substituting the complex permittivity E from (169),
and noting that the permeability of concrete is close to free space permeability ,o
(Section 5.2), an expression for the complex wave number k in concrete can be written in
terms of its real k' and imaginary k" parts as:
k = k'-jk"= co oe ,il -J (178)
or using (171):
k = oE'1- j tan (179)
Applying the Taylor expansion - x - 1- x / 2 for small x, (179) can be approximated
as follows for small loss tangent values[46]:
-o( tan Sk c 1- j (tan 6 << 1) (180)
Based on this approximation, the velocity of microwaves in concrete, given by replacing
k0 in (175) by the real part k' of the complex wave number, can be approximated as:
Co
v=
(181)
1- (tan << 1)
and can be expressed more conveniently in terms of the free space velocity c and the
dielectric constant of concrete er' using (164) and (176) as follows:
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cS- (tan 8 << 1) (182)
Similarly, the wavelength of microwaves in concrete is given by replacing ko in (174) by
k' and can be approximated using (180) as:
S21
k' (183)
27G
2 (tan 3 << 1)
Again, using (164) and (176) and noting that w = 27f where fis the frequency in Hz, the
wavelength can be expressed in terms of c and er' as:
27c cA 2- - C (tan8<< 1) (184)
-,r f ,r'
5.4.2 Attenuation and Penetration Depth
Concrete is a lossy material especially at high moisture levels as shown in Figure 48.
Microwaves travelling in a lossy medium experience a decrease in amplitude due to the
internal energy lost as surface charges. The rate of decrease in amplitude is dependent on
the conductivity of the concrete. For better demonstration of microwave attenuation in
concrete, the time harmonic plane wave solution to the wave equation given by (172) is
written in an alternative form in terms of a phasor E as:
E = cEoe -J kz (185)
where the underbar is used to indicate the phasor form. Convenience of phasor
representation is that the electric field can be expressed independent of time to simplify
mathematical manipulation. When necessary, the time harmonic expression for the
electric field can be obtained in exponential form using E = Re {ee i" }.
The imaginary radical of the exponential in (185) describes a sinusoid if the wave
number k is real. For complex wave numbers, (185) is written in terms of the real and
imaginary parts of the wave number as follows:
E = cEoe- jkz- k "z = cEoe - Jkz e-k"z (186)
While the first exponential on the right hand side of (186) describes a sinusoid, the
second exponential with a real radical indicates an exponential decay in the direction of
wave propagation, which describes the attenuation of microwaves in lossy media.
108
The significance of microwave attenuation in concrete NDT is that the
inhomogeneities buried at a certain depth in concrete may stay undetected since the
reflections from these inhomogeneities decay away to or below noise level. Degree of
wave attenuation in lossy media is often expressed in terms of a parameter called the
penetration depth dp. Penetration depth is defined as the distance over which the wave
amplitude decays by l/e and is obtained from (178), (180), and (186) as:
1
k" (187)
2 1e'
- - (tan 6 << 1)
Attenuation and penetration depth of microwaves in concrete are both functions
of the conductivity a which changes with frequency. Thus, penetration of microwaves in
concrete is frequency dependent and, as indicated by Figure 49 and Equation (187),
decreases with increasing frequency. This suggests that there is a limit to the maximum
frequency range that can be used in a microwave or radar experiment for a desired depth
of penetration in a certain material. Use of frequencies higher than this limit will not
provide any additional information due to attenuation. On the other hand, when
describing the inversion algorithms in Chapter 4, it was stated that the maximum
resolution that can be obtained from a microwave experiment is directly proportional to
the maximum frequency and frequency bandwidth. Thus, there is a trade-off between the
measurement frequency and the penetration depth. The frequency range used in a
scattering experiment must be optimized to obtain the highest penetration depth together
with the highest image resolution.
5.4.3 Reflection and Transmission of Microwaves at Boundaries
When a uniform plane wave impinges on the boundary at an oblique angle, the normal of
the boundary and the incident ray form a plane called the plane of incidence. The
mismatch between the dielectric constants at the boundary of the two different media
causes some of the incident waves to reflect and the rest to be transmitted into the new
medium. This interaction permits the nondestructive inspection of the material's interior
for property determination and the detection of anomalies. Mathematical expressions of
the reflected wave can be written as
RTE = cosi - r2 cosO t  (188)
TE rl COSOi + r2 COSO t
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where RTE is reflection coefficient for perpendicular polarization or Transverse Electric
(TE), er1 is dielectric constant for medium 1 (for air, erl = 1), Er2 is dielectric constant
for medium 2 (for concrete, Er2 = 4-15), Oi is the angle of incidence, and Ot is the
angle of transmission. And,
RT r2 cosOi - Cr1 CosO t  (189)
TM = cos0i + C- r cosOt
where RTM is the reflection coefficient for parallel polarization or Transverse Magnetic
(TM).
The term polarization refers to the direction of the electric field. If the electric
field of the wave is perpendicular to the plane of incidence, it is called perpendicular
polarization or Transverse Electric (TE) for the reason that the electric field is transverse
to the plane of incidence. Similarly, if the electric field is parallel to the plane of
incidence, it is called parallel polarization or Transverse Magnetic (TM) for the reason
that the magnetic field is transverse to the plane of incidence. It is beneficial to have
different polarizations because any anomalies inside concrete as steel reinforcing bars
(rebars) oriented parallel to the polarized direction of the electric field will show strong
response and may be easily detected.
In Equations (188) and (189), dielectric constants for media 1 and 2 are assumed
to be known as well as the angle of incidence 8i . To obtain the angle of transmission Ot ,
a relationship from the Snell's law is needed, which states
sin 0i = fcr2 sin 0 t  (190)
Square of reflection coefficient IR2 is called reflectivity and denoted as r. The
transmissivity t is obtained as
t=l-r (191)
Thus, the energy is conserved at the interface of the two media.
For parallel polarization (TM), there is always an angle Ob such that when the
angle of incidence Oi = 0 b the wave is totally transmitted to a dielectric material and the
reflection coefficient RTM is zero. For perpendicular polarization (TE), however, there is
no such an angle. This angle is called Brewster angle of the dielectric material.
Ob = tan - 1  r2  (192)
where Ob is Brewster angle, eCr is the dielectric constant of medium 1 (for air, 1), and
Er2 is the dielectric constant of medium 2 (for concrete, 4-15).
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The use of Brewster angle of concrete can improve the detectability of objects by
minimizing the backscattering from the concrete. If the angle of incidence of the antenna
coincides with the Brewster angle of the concrete, nearly all of the incident power is
transmitted into the medium with no surface reflected field other than a rough surface
backscatter, while the magnitude of reflection from the embedded targets, e.g., rebars, do
not change. This allows to maximize the possibility of imaging the objects embedded
inside concrete by separating the reflection from the targets from the reflection from the
concrete itself. Brewster angle depends on the dielectric constant of concrete. This
justifies again the necessity of establishing EM properties of concrete at different
frequencies, which is essential to many aspects of forward and inverse scattering of
microwaves.
5.5 Significance of EM Properties in Microwave Imaging
Effects of material properties on microwave scattering may play a significant role in the
success of the imaging algorithms presented in Chapter 4. Change in the velocity and
wavelength of microwaves as they enter concrete is a very useful aspect of scattering
since microwave NDT is based on these changes. However, the approximations (Born
and Rytov) used to linearize the solution to the scalar wave equation in Chapter 4 assume
that the target is weakly scattering, i.e. the contrast of the target object in terms of EM
material properties compared to the surrounding medium is low. Considering the
dielectric constant of concrete shown in Figure 47, it is safe to say that the weak scatterer
assumption for concrete will introduce a certain error in the image reconstruction.
Treatment of this problem is only possible through the use of nonlinear inversion
algorithms, which are currently under research. The necessity of using nonlinear
inversion algorithms is not a threat to the validity of the algorithms given in Chapter 4,
since the nonlinear algorithms being developed are in fact iterative versions of the linear
algorithms. Other difficulties related to the material properties of concrete can generally
be taken into account by incorporating the material properties of concrete in the imaging
algorithms.
5.5.1 Imaging of Finite Scatterers in a Concrete Medium
When deriving the imaging algorithms in Chapter 4, both inverse source and inverse
scattering problems are defined for a spatially compact concrete target located in free
space which may be valid for imaging of concrete columns. This way, the unknown
material properties in the imaging problem is restricted to those of the target object since
the EM properties of the free space are well known. For this imaging problem, a priori
knowledge on material properties of the concrete target is not needed to obtain a solution;
but such knowledge is very useful in characterization of the inhomogeneities that appear
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in the output image. Quite often, civil engineering applications require imaging of
concrete media that cannot be modeled as finite scatterers. For example, in the problem
of imaging below the pavements or bridge decks, the concrete medium is not spatially
finite. In this case, the problem can be put in the form of imaging of finite scatterers by
changing the surrounding medium from free space to a homogenous concrete medium.
Thus, the inhomogeneities inside the pavement become finite scatterers and the
algorithms presented in Chapter 4 become valid provided that the parameters used in the
algorithms correspond to the surrounding concrete medium instead of free space. Since
the material properties enter the wave model through the wave number, the formulations
in Chapter 4 can be used for imaging inside a homogenous concrete medium by using the
real part of the wave number k' from (180):
k'=a /Ooe'  (193)
instead of ko. Recalling from Chapter 4 that the image resolution obtained from
inversion algorithms is a direct function of the wave number, and considering the
dielectric constant values of concrete shown in Figure 47, theoretically, one would expect
to at least double the resolution when the background medium is changed from free space
to concrete. Although this is partly true, increase in image resolution is generally much
less due to dispersion and attenuation effects.
The problem with incorporating the EM properties of concrete in the algorithms is
that the unknowns in the imaging problem are no longer limited to the scatterers; the
material properties of the surrounding concrete medium are also unknown. These
properties can be obtained either from a previously developed database, such as the one
shown in Figure 47 and Figure 48 [75], or in situ from the measurement data [72]. Use of
pre-developed databases from laboratory measurements is advantageous due to its higher
accuracy relative to the in situ techniques. On the other hand, in situ techniques have the
advantage of providing material properties of the concrete structure being evaluated.
5.5.2 Correction for Dispersion Effects
A medium is called dispersive if its EM properties change as a function of frequency.
Figure 47 shows that the dielectric constant of concrete is frequency independent in the
air and oven dried conditions. Thus, dry concrete will show little or no dispersion
provided that the approximation made by (180) holds. As the moisture level increases,
however, change in EM properties becomes significant as a function of frequency, and
dispersion effects take place during propagation of microwaves in concrete. The physical
significance of dispersion is that waves at different frequencies travel at different
velocities in concrete. Since both the velocity v and the wave number k are functions of
the dielectric constant, the wave number is also a function of frequency. The Fourier
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diffraction theorem explained in Section 4.2.5 states that a scattering experiment at a
certain frequency provides the spectral coefficients of the scatterer in the spatial
frequency domain over a semi-circular arc with a radius equal to the wave number of the
incident wave. When the surrounding medium is concrete, the wave number is a function
of frequency and so is the radius of the circular arc in the spatial frequency domain. To
eliminate the dispersion effects in the reconstructed image, the wave number for each
frequency component must be calculated from (193) to map the spectral coefficients over
a circular arc with the proper radius.
5.5.3 Correction for Attenuation Effects
Attenuation of microwaves in concrete is one of the major source of inaccuracies in
image reconstruction since part of the scattered waves are attenuated below the noise
level before they reach the receiver and the information content of others are decreased. It
is shown by (186) that the degree of attenuation depends on the imaginary part of the
wave number which is a function of the conductivity. From Figure 49, it is seen that the
conductivity is a function of frequency and increases significantly with increasing
frequency. Thus, it is the high frequencies that are attenuated most in a scattering
experiment. Since high frequencies determine the resolution of an image, microwave
attenuation in concrete results in a low image resolution.
Recovery of the information lost to attenuation has been a major issue in
inversion studies, especially in Geophysics [72]. Generally a time dependent exponential
scaling is applied to the measured fields to compensate for the attenuation. Alternatively,
wave attenuation can be included in the wave model and taken into account in the
imaging algorithms. Using the wave number given by (178), the scalar wave equation
explained as the wave model in Section 4.1 has the form:
[V2 +(k' 2 _j ocr)] (D(r,w) = 0 (194)
The details of the derivation of inversion algorithms based on (194) are not given here.
Following the procedure presented in Chapter 4, the inversion formula for the inverse
source problem can be derived as:
-Omax
0
minwhere, P (x=-d,K the backward propagator, is)(x d, Kk') (195)
where, /3, the backward propagator, is given by
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P(x,K,,,ko)= e K < ko  (196)P0 KY > k0
The propagation velocity v and the wavelength A in (195) and (111) can be obtained from
(182) and (184) respectively.
Similarly, the Fourier diffraction theorem derived for the inverse scattering
problem can be derived as:
(( k'2 K - k', KY) jdk'- 2 0rA
2 k'2 -K 2
From (111) and (197), it is seen that the additional term in the exponentials magnifies the
scattered fields exponentially as a function of the frequency and material properties in
order to eliminate the attenuation effects. A potential problem with this method is the
magnification of the noise in the measured data together with the scattered fields. Special
care must be taken when applying magnification to the measured data, otherwise, this
method may decrease the accuracy of the inversion instead of improving it.
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Chapter 6
APPLICATION OF IMAGING TO SIMULATION
DATA
In this chapter, numerical simulation of microwave scattering by concrete targets is
performed and the images reconstructed through inversion of the scattered fields are
presented. The FD-TD technique explained in Chapter 3 is used for simulation of
microwave scattering by cylindrical concrete specimens with and without a rebar at the
center and for different electromagnetic properties. A Gaussian pulse plane wave is used
as the excitation source. The scattered fields are recorded along a measurement line and
inversion of these fields are performed using the wavefield backpropagation technique
explained in Chapter 4. Due to time constraints and the computational intensity of the
inversion procedures, application of diffraction tomography algorithm is not included and
left as future work.
6.1 FD-TD Simulation of Microwave Scattering by Concrete
Simulation of microwave scattering by concrete targets requires a careful design of the
simulation parameters to ensure the accuracy of the results. The first step is the
determination of the computational domain grid size which is dependent on the frequency
content of the excitation source by the accuracy and stability criteria explained in Section
3.6. Thus, the excitation source is presented in the following section to analyze its
frequency content and determine the grid size.
6.1.1 Incident Field
A Gaussian pulse plane wave excitation is used as the incident field in the simulations.
The advantage of using a Gaussian pulse is the ability to perform multi-frequency
experiments simultaneously in one time domain simulation. The Gaussian pulse plane
wave has the form:
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D, (t) = e - 2(t - t ) 2 T 2 (198)
where D, (t) (V/m) is the electric field amplitude of the incident wave, t is time, to is the
time delay, and T is the pulse width. The Gaussian pulse used in the simulations is shown
in Figure 51 both in time and frequency domains. A pulse width T = 0.5e -9 (s) is
chosen for the excitation source which corresponds to a maximum frequency of 1.5 GHz
as shown in the figure. This frequency range is chosen for the reason that it represents the
currently used frequency range in Civil Engineering NDT applications. A narrower pulse
can be used to increase the frequency content of the incident field and to increase the
information content of the scattered fields.
1
S0.8
7 0.6
S0.4
.- 0.2
0L
0
120
E 100
O
60
- 40
20
0
0.5 1 1.5 2
Time (s)
2.5
x 10- 9
0.5 1 1.5 2 2.5 3
Frequency(Hz) x 109
Figure 51: The excitation source in time and frequency domain
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6.1.2 Grid Size and Time Increment
Based on the excitation source to be used in the simulation, the computational domain
grid size can be determined according to the accuracy and stability criteria given in
Section 3.6. It is stated in this section that to ensure the accuracy of the simulation, the
grid size must be chosen at least one tenth of the smallest wavelength expected in the
model or the minimum scatterer dimension. Considering that the wavelength of
microwaves is smaller in concrete, the smallest wavelength in the model must be
calculated using Equation (184) by substituting the maximum value of dielectric constant
of concrete (-15) from Figure 47 and the maximum frequency (-1.5 GHz) from Figure
51. Thus, the minimum wavelength in concrete is given by:
min= C
fmax Er'mmax (199)
3x10 8
= 0.05 (m)
1.5x109V5
Defining the grids square in shape (Ax = Az = A) and setting their size conservatively to
one twentieth of the minimum wavelength, the grid dimension is calculated as 0.0025 m
and approximated to 0.1 in (0.00254 m). Once the grid size is known, the time increment
necessary for stability can easily be calculated using Equation (66) as:
A 0.0025412At - 0.2(3x10) 2 = 4.989 x 10 - 0.005 ns (200)
1.2c,1 1.2(3x 10s),r
where the constant 1.2 is introduced as a safety factor.
6.1.3 Modeling of Concrete Targets
The concrete targets used in the simulations are modeled as cylindrical concrete
specimens with and without a rebar at the center. The concrete cylinders are assumed to
be infinite in the y direction, allowing circular models in 2-D x-z plane. The diameter of
the concrete cylinder and the rebar are chosen as 6 inches (15.24 cm) and 1 inch (2.54
cm) which correspond to 60 A and 10A respectively. The geometry and dimensions of
the concrete and rebar models are shown in Figure 56.
For each concrete model, a consistent set of electromagnetic properties are used
that correspond to dry, saturated, and wet conditions obtained from Figure 47 and Figure
49 respectively. The dielectric constant and conductivity values used to model these
moisture conditions are given in Table 1.
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Figure 52: Geometry and dimensions of the concrete and rebar models
Table 1 Electromagnetic properties of concrete models
Dry Saturated Wet
Dielectric constant (Er ') 4 8 15
Conductivity (or siemens/m) 0 0.1 0.2
6.1.4 Computational Domain Size and Measurement Line
The concerns in defining the size of the computational domain are the size of the
scatterers and their distance to the boundaries of the computational domain. The
absorbing boundaries, due to their approximate nature, may cause some reflections from
the boundaries. Thus, the scatterers must be placed away from the boundaries to ensure
the accuracy of the simulation. Furthermore, the length of the measurement line is an
important factor in imaging since the information content of the measured data increases
with increasing lengths of the measurement line. On the other hand, as the size of the
computational domain increases, the computation time increases significantly since the
fields are computed over the entire computational domain at each time step. Considering
these factors, the size of the computational domain is defined as 600x300 in the x and z
directions respectively and the origin is placed at the center. The size in x direction is
defined larger since the measurement lines are placed parallel to the x-axis, at z=+50A to
measure both the reflected and transmitted waves. The length of the measurement line is
taken as 512A (-255A to 256A). Figure 53 shows the size of the computational domain,
concrete scatterer, and measurement lines in meters.
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Figure 53: The computational domain, concrete scatterer, and measurement lines
6.1.5 Simulation Results and Comparison
A total of six simulations are performed for two models and three moisture levels
described in the previous sections. The concrete targets are illuminated by the Gaussian
pulse plane wave from +z direction and the scattered fields are measured at the
measurement lines above and below the scatterer in Figure 53 in reflection and
transmission modes respectively. Each simulation is performed for two thousand time
steps (-10 nanoseconds). It is seen from the results that the scattered fields in each data
file is confined between 2.5-7.5 nanoseconds. Thus, in order to reduce the data to a more
manageable size, each matrix is cropped between the time steps 500 and 1523 and left
with a 1024x512 matrix. The sizes of the matrices are deliberately chosen as powers of
two for easier Fourier transformation. The results of the simulations are shown in Figure
54 to Figure 59. It is seen from the figures that the transmitted and reflected fields
measured over a line form hyperbolic arcs. Reflection from the concrete surface given by
the upper dark hyperbolic arcs increases with increasing moisture level. On the contrary,
the back surface reflection shown by the lower dark hyperbolic arcs decreases with
increasing moisture and almost vanishes for the wet concrete cylinder due to excessive
attenuation. Presence of rebars is clearly indicated by two additional arcs for dry
concrete. With increasing moisture, however, reflections from the rebar decrease
significantly.
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Figure 54: Scattered fields by the dry concrete cylinder without a rebar
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Figure 55: Scattered fields by the dry concrete cylinder with a rebar
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Figure 57: Scattered fields by the saturated concrete cylinder with a rebar
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Figure 58: Scattered fields by the wet concrete cylinder without a rebar
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Figure 59: Scattered fields by the wet concrete cylinder with a rebar
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6.2 Inversion of the Scattered Fields
Inversion of the scattered fields obtained from the FD-TD simulations are performed
through application of the wavefield backpropagation algorithm formulated in Chapter 4.
Wavefield backpropagation algorithm, which is the solution to the inverse source
problem, involves processing of the scattered fields partially in the Fourier space. Spatial
Fourier transform of the scattered fields for each temporal frequency are backpropagated
to the scatterer at incremental depths using a frequency dependent propagator given by
Equation (111). For a particular depth, the backpropagated fields for each temporal
frequency are superimposed and the image at this depth is obtained by an inverse Fourier
transform.
Before going into the details of the inversion procedure, some fundamental signal
processing tools that have been used in this study are presented first since the success of
the image reconstruction is completely dependent on understanding and appropriate use
of these tools.
6.2.1 Fundamental Signal Processing Tools
In this section, one and two dimensional discrete Fourier transforms and some basic
properties of Fourier transformation such as the resulting frequency domain information,
effects of data sampling, Nyquist frequency, and improvement of frequency resolution by
zero padding are discussed.
The discrete Fourier transform is a basic operation used in many different signal
processing applications to transform an ordered sequence of data samples into the
frequency domain to obtain spectral information about the sequence. For a real data
sequence consisting of N samples of a signal x(t):
x(t) =[xk] (201)
= [Xo, X1X2 ..... XN-1]
the computed discrete Fourier transform of the sequence consists of N complex values, of
which only N/2+1 are independent (provided that N is even) given by:
[Xm ] = [Xo, X, X2,......, XN/21,XN2, XN/2-,"..... X2, X ]  (202)
where the superscript * denotes complex conjugate. Thus, for real [xk], Xm = XNm. In
fact, the samples XN/ 2 ,.... , X 2, X1 correspond to the negative frequency values
X_(N2-1),....,X- 2, X_. Thus, if the data [Xm] is divided into two halves and just
swapped, the new sequence [Xm ]s is a shifted version of [X, ] in the frequency domain,
and is given by:
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[Xm ]s = [X-N/ 2 ,X(N/ 2 -1) ,..... X-2,X Xo, 1 ,X2, ...... , XN/2-1] (203)
If the values of [xk] are initially complex, then the resulting [X m ] is composed of N
independent complex values. The relationship between [Xk] and [Xm] is given by the
discrete Fourier transform formula written as:
N-1
Xm = xke-j(2mnkIN) m= 0,1, 2,....,N-1 (204)
k=O
The inverse Fourier transform is used to obtain a data sequence [xk] from its complex
spectrum [X m ] and is given by:
N-1
Xk X Xmej(2nk/N) k =0,1,2,....,N-1 (205)
m=0
If the time step between the samples of [xk ] is AT, the sampling frequency of
[xk ] is 1/AT and the frequency of the final independent frequency component [XN/2],
called the Nyquist frequency fmax is given by:
1 (206)
fmax = 2AT
according to the sampling theorem. The frequency step between the samples of [Xm],
denoted by Af can be written as:
1 (207)
NAT
The Nyquist frequency fmax and the frequency step Af are important parameters since
they determine the bandwidth and the resolution of the frequency domain data
respectively.
Computer implementation of the discrete Fourier transform is usually performed
using the fast Fourier transform (FFT) algorithm. The FFT algorithm eliminates most of
the repeated complex products in discrete Fourier transform, resulting in a much shorter
execution time, particularly when N is a power of two. For this reason, the sizes of the
scattered field data sets obtained from FD-TD technique are set to 1024x512.
It is often the case that either the number of samples in the sequence [Xk ] is not a
power of two, or the display resolution of the frequency domain data [Xm] is very low.
In the former case, it is of interest to increase the number of samples to a power of two
prior to Fourier transformation and in the latter case, the interest is in decreasing the
127
sampling of the frequency domain data to achieve better display resolution. Both
problems have a common solution which involves addition of a desired number of zeros
at the end of the sequence [xk ]. Supposing that the original real data sequence is consists
of M samples and it is desired to increase the number of samples to N either to decrease
the execution time of the Fourier transformation or to increase the display frequency.
Appending N-M zeros to the end of the sequence [Xk] does not affect the Nyquist
frequency since the time step T is not changed, but the frequency step Af given by (207)
is decreased. A decrease in Af means a higher sampling rate for [Xm] and hence, an
improved display resolution.
The forward and inverse Fourier transform of a two dimensional sequence [xk]
whose samples make up a rectangular matrix with M rows and N columns can be
performed in terms of one dimensional forward and inverse transforms due to linearity of
the Fourier transform. The 2-D discrete Fourier transform of [x,k ] is given by:
M-1 N-1
X,,m = xike-J(2rkniN+2im/M) 0 m < M, O n <N (208)
i=0 k=0
where [Xmn] is the frequency spectrum. Similarly, the 2-D inverse discrete Fourier
transform is used to obtain [xik ] from its 2-D frequency spectrum [Xmn ] and is given by:
M-I N-1
Xik = I IX mne-(2n1kn/N+2im/M) 0 <m<M, 0<n<N (209)
m=o n=0
It is seen from (208) and (209) that the row and column operations are commutative,
thus, the 2-D forward and inverse Fourier transform can be computed by taking row
transforms and then column transforms, or vice versa.
6.2.2 Image Reconstruction
A step by step description of image reconstruction using wave field backpropagation
algorithm, or Rayleigh-Sommerfeld holography, was given in Section 4.2.3. Unlike
diffraction tomography, the procedure of backpropagation algorithm is same for both
transmission and reflection mode scattering experiments. Thus, this procedure is applied
to the scattered fields, both in reflection and transmission mode, obtained from FD-TD
simulations. The signal processing tools explained in the previous section are utilized to
transform the time and space domain data into temporal and spatial frequency domain, as
well as to maximize the information that can be extracted from the scattered fields. As the
same procedure is applied to each scattered field data set, the imaging procedure is
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demonstrated in detail for one case in this section and the reconstructed images are given
in the next section.
The backpropagation algorithm is applied to reflection mode data obtained from
simulation of microwave scattering by a dry concrete cylinder shown in Figure 54. The
data gives the magnitudes of the reflected waves over the measurement line in time
domain. To be consistent with the derivation of the algorithm, the axis of the
measurement line is considered as the y-axis. The first step of the algorithm according to
the description in Section 4.2.3 is to take the Fourier transform of the data with respect to
time to obtain the time harmonic spectrum of the fields. Before performing this operation,
however, an optimization of the sampling frequency and the Nyquist frequency of the
data according to the measurement parameters is necessary. In Chapter 4, it was pointed
out that the maximum frequency information that can be obtained from a scattering
experiment depends on the maximum frequency of the incident wave. The frequency
content of the excitation source used in the simulations is shown in Figure 51. It is seen
from the figure that the maximum frequency of the incident wave is about 1.5 GHz. Thus,
the frequency content of the scattered waves will be concentrated in the 0-1.5 GHz range.
The Nyquist frequency and frequency step for the scattered data can be calculated from
the simulation parameters without performing the Fourier transform. The time step At
used in the simulations is calculated in (200) as approximately 0.005 nanoseconds
(5 x 10-12 s). Substituting this for T in (206), the Nyquist frequency is calculated as
fmax - 100 GHz. In addition, the size of the scattered data is given in Section 6.1.5 as
1024x512. Substituting the number of time samples 1024 for N in (207), the frequency
step is obtained as Af - 0.2 GHz. Considering that the frequency content of the
scattered data is in the 1.5 GHz range, both the Nyquist frequency fmax and the
frequency step Af are so high that taking the Fourier transform of the data as it is will
result in loss of a significant amount of information. Same situation is also valid for the
second step of the algorithm where the data is Fourier transformed along the
measurement line to obtain the spatial frequency spectrum.
The problem described in the previous paragraph can be remedied using the signal
processing tools explained in the previous section. It is well understood that the size and
the sampling frequency of the scattering data are the primary factors which determine the
information content of the frequency domain data. The main objective here is to decrease
the frequency step Af to obtain a higher frequency domain resolution. According to
(207), this can be achieved by increasing either T or N. A combination of the two is
applied in this study and both T and N are increased in time and space axes. The scattered
data is resampled both in time and along the measurement line by a factor of eight, which
is performed without much difficulty since the original size of the data along both axes
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was powers of two. Through resampling, the size of the scattered data is reduced from
1024x512 to 256x128 and T is increased by a factor of eight. In addition to resampling,
the data is zero padded to a size of 512x256 before Fourier transformation. By this, the
frequency step Af is decreased by a factor of two, while T is kept constant. As a result,
through resampling and zero padding, the size of the data used in the Fourier transfrom is
reduced from 1024x512 to 128x64 excluding the appended zeros, the time frequency step
is decreased from 0.2 GHz to about 0.1 GHz, and the Nyquist frequency is decreased
from 200 GHz to about 25 GHz, which is still satisfactorily large compared to the
frequency content of the data. Figure 60 shows the resampled data for reflected fields
from the dry concrete cylinder and the corresponding 2-D Fourier transform along time
and space axes. In the figure, ko denotes the wave number and K, denotes the spatial
frequency variable which are both defined in Chapter 4. It is seen that the resolution of
the frequency domain data is satisfactory.
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Figure 60: The resampled section and its 2-D Fourier transform
After taking the Fourier transforms of the scattered data with respect to time and
space, backpropagation of the fields is performed at incremental depths d according to
(150) for values of Ky < ko for all ko. At a particular depth, all backpropagated fields
are superimposed and the image at this depth is determined by a 1-D inverse Fourier
transform.
6.2.3 Imaging Results and Comparison
The procedure described in the previous section is applied to each scattered data
set, both in reflection and transmission modes, obtained from FD-TD simulations. The
reconstructed images are shown in Figure 61 to Figure 66 for different moisture
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conditions of the concrete cylinders with and without a rebar at the center. A comparison
of the figures shows that transmission mode experiments generally result in more
accurate images. Except for the reflection image of the dry concrete cylinder with a rebar
in Figure 62, all images show the concrete cylinder. The size of the cylinder, however, is
larger than the actual model in all images especially in the images of the dry cylinder
without a rebar in Figure 61. The presence of the rebar resulted in a distorted image in
Figure 62, which was expected since the rebar severely violates the weak scatterer
approximation explained in Chapter 4. The distortion due to rebar disappears in saturated
and wet conditions due to attenuation. All the transmission images appear to be
insensitive to the presence of a rebar in concrete. This is most probably due to the large
pulse width of the incident wave.
A general conclusion that can be drawn from the images shown in Figure 61 to
Figure 66 is that the backpropagation algorithm essentially collapses the hyperbolic arcs
that appear in the images of the scattered data shown in Figure 54 to Figure 59. The
reconstructed images are easier to interpret compared to the scattered data, but their
advantage in terms of the information they provide is questionable.
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Figure 61: Images of the dry concrete cylinder without a rebar
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Figure 62: Images of the dry concrete cylinder with a rebar
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Figure 63: Images of the saturated concrete cylinder without a rebar
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Figure 64: Images of the saturated concrete cylinder with a rebar
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Figure 65: Images of the wet concrete cylinder without a rebar
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Figure 66: Images of the wet concrete cylinder with a rebar
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Chapter 7
SUMMARY, CONCLUSIONS, AND FUTURE WORK
7.1 Summary
The research work presented in this thesis aims to identify, formulate and
implement the imaging techniques that are suitable for use in microwave NDT of
reinforced concrete structures. Within this framework, this study is a continuation of the
previous research on microwave NDT at the Civil and Environmental Engineering
department of M. I. T. The author has greatly benefited from the experience and
resources developed during the previous studies such as a database of measured
electromagnetic properties of concrete and a computer program that performs numerical
simulation of microwave scattering. These resources and tools are incorporated in this
study and combined with the identified inversion techniques to obtain images of
reinforced concrete targets.
In Chapter 2, a critical investigation of the basic principles and imaging
capabilities of the NDT techniques that are currently used in infrastructure condition
assessment is presented. It is concluded that the imaging capability of a particular NDT
technique strongly depends on whether the energy used is diffracting or non-diffracting.
Radiographic techniques that use non-diffracting sources can produce accurate and
detailed images of the target. However, this advantage is largely offset by the safety
concerns, and equipment and operator costs. Therefore, improving the imaging
capabilities of the NDT techniques that use diffracting sources such as microwaves and
ultrasound has been a major research area particularly in the last decade. In this study,
focus is placed on transform based inversion techniques that take diffraction effects into
account.
The measurement data to be used in imaging applications is obtained from
numerical simulation of microwave scattering by concrete targets. A finite difference-
time domain (FD-TD) technique is used for simulation studies. In Chapter 3, the FD-TD
technique is explained in detail and application examples are presented.
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Two transform based imaging algorithms, namely wavefield backpropagation
algorithm or Rayleigh-Sommerfeld holography, and diffraction tomography are found
particularly suitable for use in Civil Engineering applications. Both algorithms are based
on the same wave model, the scalar wave equation, but are solutions of two different
inversion problems called the inverse source and inverse scattering problems. In Chapter
4, the scalar wave equation is solved and its nonlinearity is shown. The solution is
linearized using the Born approximation. Definitions of the inverse source and inverse
scattering problems are made and a detailed derivation of the algorithms are provided for
both plane wave and point sources. A mathematical description of the diffraction
phenomena is given and the limitations of the algorithms are explained.
Electromagnetic properties of concrete have a great significance in both
microwave scattering and inversion since they determine the way concrete interacts with
the electromagnetic waves. In Chapter 5, definitions of the electromagnetic properties are
given and their significance in forward and inverse scattering of microwaves is explained.
The measured electromagnetic properties of concrete are presented as a function of
moisture level and are used as a basis for modeling of the concrete targets in simulation
studies.
A total of six simulations are performed for three different moisture levels of
concrete cylinders with and without a rebar at the center. The simulation parameters and
results are displayed in Chapter 6. In each simulation, the transmitted and reflected fields
are recorded over two measurement lines. The backpropagation algorithm derived in
Chapter 4 is applied to the twelve sets of scattered data obtained from the simulations.
The imaging procedure is described in detail and the signal processing tools utilized
during inversion are explained. The reconstructed images are shown and comparisons are
made to investigate the effects of moisture condition and presence of rebar on the image
quality and resolution.
7.2 Conclusions
Based on the results of imaging applications, the following conclusions are drawn:
1. Microwave imaging shows promise for use in civil engineering applications provided
that its limitations are well understood. The imaging applications performed on
concrete cylinders were successful in reconstructing the geometry of the concrete
target. The reconstructed images are easier to interpret than the raw scattered data.
However, the size of the reconstructed image is generally larger than the size of the
target. In addition, presence of reinforcement in concrete results in distortions in the
reconstructed image. Further improvements in the algorithms are necessary for
improved accuracy of the reconstructed images.
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2. Material properties of concrete have significant effects in forward and inverse
scattering of microwaves. Attenuation of waves takes place in concrete at high
moisture levels and results in weak reflections from back surface of the concrete
target and the rebar. Images of concrete cylinders with and without a rebar show no
significant difference at saturated and wet conditions, which implies that the
reflections from rebar vanishes before they reach the measurement line.
3. The frequency content of the excitation pulse used in the simulations is representative
of the frequency range currently used in civil engineering NDT applications. The
imaging results clearly show that the frequency range must be increased in order to
improve the resolution. Images obtained from transmission data are insensitive to the
presence of a rebar regardless of the moisture content. This is due to the large pulse
width of the incident field. A narrower pulse is more likely to provide more
information about the geometry of the concrete target and the inclusions such as
rebars and voids.
Microwave imaging is still at its infancy and is yet far from a satisfactory solution. More
research effort is needed to develop improved equipment, more accurate inversion
algorithms and improved measurement techniques.
7.3 Recommendations for Future Research
The recommended research activities are classified into the following three areas:
1. Numerical simulation of microwave scattering: Simulation of microwave scattering in
two dimensions is often not sufficient for an accurate description of real life
microwave NDT applications. Implementation of computer programs for simulations
in 3-D are needed. The program can be further improved by modeling the material
properties as a function of frequency so that the dispersion effects are included in the
simulation.
2. Development of a database for electromagnetic properties of concrete: Very few
research studies have been conducted investigating the electromagnetic properties of
hardened concrete for use in NDT applications. More research is needed in this area
to develop a database for the material properties of concrete as a function of type,
constituent materials, moisture, deterioration, and chemical composition.
3. Development of improved inversion algorithms: Currently used imaging algorithms
are generally based on the scalar wave equation which ignore the depolarization of
scattered electromagnetic waves. There is a need for development and
implementation of imaging algorithms based on the vector wave equation to increase
the information that can be obtained from the scattered fields. Another important
source of error in imaging is the lack of nonlinear inversion algorithms. This can be
remedied through iterative implementation of the linear inversion algorithms.
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