Instrumental conditioning is considered to involve at least two distinct learning systems: a goal-directed system that learns associations between responses and the incentive value of outcomes, and a habit system that learns associations between stimuli and responses without any link to the outcome that that response engendered. Lesion studies in rodents suggest that these two distinct components of instrumental conditioning may be mediated by anatomically distinct neural systems. The aim of the present study was to determine the neural substrates of the goal-directed component of instrumental learning in humans. Nineteen human subjects were scanned with functional magnetic resonance imaging while they learned to choose instrumental actions that were associated with the subsequent delivery of different food rewards (tomato juice, chocolate milk, and orange juice). After training, one of these foods was devalued by feeding the subject to satiety on that food. The subjects were then scanned again, while being re-exposed to the instrumental choice procedure (in extinction). We hypothesized that regions of the brain involved in goal-directed learning would show changes in their activity as a function of outcome devaluation. Our results indicate that neural activity in one brain region in particular, the orbitofrontal cortex, showed a strong modulation in its activity during selection of a devalued compared with a nondevalued action. These results suggest an important contribution of orbitofrontal cortex in guiding goal-directed instrumental choices in humans.
Introduction
Instrumental conditioning involves learning to perform a particular action in response to a stimulus to obtain rewards or avoid punishments. Evidence from animal learning studies suggests that this operates via two distinct processes, a goal-directed component that involves learning of associations between responses and the incentive value of outcomes (response-outcome or stimulus-response-outcome learning), and a habit learning component that involves learning associations between stimuli (or context) and responses (stimulus-response learning) (Dickinson, 1985) . Substantial neurobiological evidence supports the existence of distinct goal-directed and habit learning systems in rats, implicating the prefrontal cortex and dorsomedial striatum in the former and the dorsolateral striatum in the latter (Balleine and Dickinson, 1998a; Corbit and Balleine, 2003; Killcross and Coutureau, 2003; Yin et al., 2004 Yin et al., , 2005 . However, to our knowledge, no study has yet attempted to differentiate between the neural systems involved in goal-directed or habit learning in the human brain.
The canonical assay for distinguishing between goal-directed and habitual processes is the outcome-devaluation paradigm (Dickinson, 1985) . In the typical study, a hungry animal is trained to perform an instrumental response for a particular food outcome. After this training, the outcome is devalued by feeding the animal on the food to induce a state of specific satiety for that food (Balleine and Dickinson 1998b) . The animal is then tested for its propensity to perform the instrumental action in extinction. If performance is mediated by response-outcome learning, and therefore goal-directed learning, responding should be reduced relative to a condition in which the outcome has not been devalued. In contrast, if the habitual stimulus-response process controls responding, performance should be impervious to outcome devaluation.
To determine the brain regions involved in goal-directed learning in the human brain, we trained subjects to perform two different instrumental actions to obtain two different food outcomes. We then devalued one of the two food outcomes by feeding subjects to satiety on that food, whereas the values of other foods not eaten remained high. This technique has been used in previous functional magnetic resonance imaging (fMRI) studies to determine brain regions involved in representing the value of olfactory or food stimuli, as well as in encoding the value of Pavlovian conditioned stimuli (O'Doherty et al., 2000; Gottfried et al., 2003; Gottfried and Dolan, 2004) . However, this technique has never been used before to establish brain regions involved in implementing goal-directed instrumental action selection as op-posed to Pavlovian conditioning that, in contrast, involves passive learning of stimulus-outcome associations. Here, after devaluation, we scanned subjects while they performed both actions in extinction, and tested for brain areas responding during action selection that showed sensitivity to the change in value of the associated outcomes, as such area(s) would be candidate regions for implementing goaldirected instrumental learning in humans. We focused in particular on the orbitofrontal cortex and amygdala, because these regions have been implicated previously in mediating instrumental outcome devaluation effects in nonhuman primates (Baxter et al., 2000; Izquierdo et al., 2004) .
Materials and Methods
Subjects. Nineteen healthy right-handed individuals (eight females, 11 males; mean age, 28.8 Ϯ 2.89; range, 18 -66) participated in the experiment. An additional four subjects were scanned, but were excluded from any additional analysis, three because of the absence of learning (choosing the low-probability action Ͼ75% of the time), and one because of reported confusion at test. The subjects were preassessed to exclude those with a previous history of neurological or psychiatric illness. The eating attitudes test (EAT-26) (Garner et al., 1982) was administered and indicated no eating disorders in any of the subjects (mean score, 3.7 Ϯ 0.92; range, 0 -17; all scores were under the 20 point cutoff). Before participation in the experiment, the subjects were prescreened to ensure that they found tomato juice, chocolate milk, and orange juice to be pleasant, and to ensure that they were not overweight, on a diet, or planning to go on a diet.
Subjects were asked to fast for at least 6 h before their scheduled arrival time at the laboratory, but were permitted to drink water. All subjects gave informed consent and the study was approved by the Institutional Review Board of the California Institute of Technology.
Stimuli. The three liquid-food rewards were chocolate milk (Nestle, Vevey, Switzerland), tomato juice (Campbell's, Camden, NJ), and orange juice (Sunny-Delight, Cincinnati, OH). The criteria for selecting these liquid-foods were to be administrable in liquid form, palatable at room temperature, and distinguishable in their flavor and texture to help facilitate sensory-specific satiety effects and minimize the likelihood of the subjects developing a generalized satiety to all liquid foods. In addition, we also used an effectively neutral control tasteless solution, which consisted of the main ionic components of human saliva (25 mM KCl and 2.5 mM NaHCO 3 ). The food rewards were delivered by means of separate electronic syringe pumps (one for each liquid) positioned in the scanner control room. These pumps transferred the food stimuli to the subject via ϳ10 m long polyethylene plastic tubes (6.4 mm diameter), the other end of which were held between the subject's lips like a straw while they lay supine in the scanner.
Task. The task consisted of three trial types: chocolate, tomato, or neutral, whose occurrence was fully randomized throughout the experiment (Fig. 1 A) . On each trial, subjects were faced with the choice between two possible actions. Each trial type had unique pairs of images representing those actions. On the chocolate and tomato trials, one action delivered the respective reward with a probability of p ϭ 0.4. In addition, both actions delivered a common outcome of orange juice with an overall probability of p ϭ 0.3 with the constraint that the orange juice and the chocolate or tomato rewards could not be delivered on the same trial. Therefore, the overall probability of a food outcome was p ϭ 0.7 for the high-probability action, but p ϭ 0.3 for the low-probability actions for each trial type. To provide a control condition against which to assess the effects of the rewards on neural activity, the neutral solution was delivered with the probabilities of p ϭ 0.7 and p ϭ 0.3 after the two actions on neutral trials.
Each action was uniquely signified by a specific arbitrary, effectively neutral fractal stimulus, which was presented in one of four locations on the screen: top left, top right, bottom left, or bottom right. Subjects could choose a given action by selecting one of four button presses on a response pad corresponding to each of the four locations on the screen. Subjects were trained to select all of the locations with ease by pressing one of the four buttons in a row with the following correspondence: 1, top left; 2, top right; 3, bottom left; 4, bottom right. Each stimulus-action pair was randomly assigned to one of the four positions at the beginning and remained constant throughout the experiment. A unique spatial location was assigned to the high-probability action in all three trial-type pairs. The specific assignment of arbitrary fractal stimuli and spatial position to each particular action was fully counterbalanced across subjects. The subjects' task on each trial was to choose one of the two possible The different actions available in the tomato, chocolate, and neutral conditions were signified by different arbitrary stimuli placed in one of four different locations. On each trial, subjects had to choose between two possible actions, one leading to a high probability of a food outcome ( p ϭ 0.7) and the other a low probability ( p ϭ 0.3). Depending on the condition, the high-probability action yielded tomato juice or chocolate milk with p ϭ 0.4, a common outcome (orange juice) with p ϭ 0.3, or else nothing. The low-probability action yielded the common orange juice outcome with p ϭ 0.3. Once an action was chosen, the stimulus signifying that action was illuminated, and 4 s later the outcome was delivered. B, Illustration of the experimental design. Subjects were trained in the scanner to choose two high-probability actions, one that led to chocolate milk, and one that led to tomato juice. They were then removed from the scanner and invited to consume either tomato (illustrated here) or chocolate to satiety, resulting in a selective decrease in the pleasantness of that food (selective satiation). They then underwent the same instrumental choice procedure in the scanner in extinction (the tomato or chocolate outcomes were no longer delivered, although the orange juice outcome continued to be delivered to maintain some degree of responding on both actions). At test, the condition involving the food eaten (in this example tomato) is designated "devalued" and the other is called "valued." available actions. If a response was not registered before 1.5 s, a response omission was indicated to the subject, and the trial was aborted. When an action had been selected, the stimulus signaling that action increased in brightness and 4 s later the screen was cleared. Immediately after this, 0.75 ml of liquid food reward or neutral control solution was delivered or else no liquid stimulus was delivered (according to the reward schedule associated with the particular action chosen). This delivery was followed by an intertrial interval drawn from a Poisson distribution with a mean of 4 s.
Experimental design. The outcome-devaluation paradigm was the critical manipulation in this study, whereby the value of one outcome associated with a particular instrumental action is selectively decreased while the value of the other outcome associated with another particular instrumental action is maintained. The technique used to achieve this outcome manipulation was selective satiation, whereby the value of one food reward is decreased by feeding a subject to satiety on that food, while the value of other foods not eaten to satiety remain high. Subjects were required to come into the experiment hungry as a result of the 6 or more hours of fasting. Before starting the experimental task, we collected behavioral ratings, including hunger level (0, full; ϩ10, starving) and pleasantness of the liquid foods (Ϫ5, very unpleasant; ϩ5, very pleasant). Subjects underwent two 30 min scanning sessions, training and test, each consisting of 150 trials (50 trials per condition: chocolate, tomato, and neutral). There was a break in between the two sessions during which subjects were fed to satiety on one of the two foods outside of the scanner. All three trial types were pseudorandomly intermixed throughout both of the sessions. Before the experiment, subjects were told that there were three pairs of fractal patterns, and on each trial, one of these pairs would be displayed. They were instructed to select one of the possible actions on each trial. They were told that after their choices they could receive 0.75 ml of liquid food, the same quantity of a neutral tasteless solution, or nothing. They were not told which action was associated with which particular outcome, but they were told that one of each pair of actions was associated with a higher probability of obtaining an outcome than the other. For the first training session subjects were instructed to learn to choose the actions that led to high probabilities of pleasant liquid foods, including chocolate milk and tomato juice. Choosing this action led to a chance of obtaining chocolate milk ( p ϭ 0.4) or orange juice ( p ϭ 0.3) in the chocolate condition, and tomato juice ( p ϭ 0.4) or orange juice ( p ϭ 0.3) in the tomato condition. After the subjects had learned to preferentially choose the actions that gave them the best chance of obtaining a juice reward, they were then removed from the scanner and invited to eat either tomato soup (example indicated in Fig. 1 B) or chocolate ice-cream to satiety (selective satiation), until they did not want to eat any more, and the pleasantness rating for that food had decreased (devaluation). The specific food used for devaluation (tomato or chocolate) was fully counterbalanced across subjects. This selective outcome devaluation procedure served to devalue one of the outcomes associated with a particular instrumental action, although leaving the value of the outcome associated with the other action intact. Behavioral ratings of hunger level and pleasantness of the liquid foods were collected before the next session of the experiment. To test the effects of the devaluation procedure, subjects were then placed back into the scanner to resume the task, in which they were invited to choose between the actions that led to different food outcomes at training. During the test session, they were presented with the same trial types involving the same actions and once again had to select whichever action they preferred. The chosen stimulus increased in brightness as it did during training; however, on this occasion, the chocolate or tomato outcomes were no longer presented (i.e., the subjects were tested in extinction for these outcomes). That is, the devalued and nondevalued outcomes were never presented again to the subjects during the test. To maintain some degree of responding on both actions (even the devalued one), we still presented the nondevalued orange juice outcome so that the overall outcome was now available with equal probability on the two available actions ( p ϭ 0.3 each), just as this orange juice outcome had been available with equal probability during training. The use of an extinction procedure ensured that the subjects only use information about the value of the outcome by making use of the previously learned associations between that outcome and a particular action, as otherwise, if the tomato and chocolate outcomes were presented again at test, subjects could relearn a new association, thereby confounding stimulus-response and response-outcome contributions. Moreover neural responses related to extinction per se are not a confound in this study, because both valued and devalued actions are presented in extinction and therefore, a direct comparison between the two actions controls for the overall effects of extinction (which will be present during selection of both actions).
Decreased responding to the action associated with the devalued outcome compared with the action associated with the valued outcome is the indication of goal-directed performance. After the test, behavioral ratings for hunger level and pleasantness of the liquid foods were again collected.
fMRI data acquisition. The functional imaging was conducted by using a Siemens (Erlangen, Germany) 3.0 Tesla Trio MRI scanner to acquire gradient echo T2*-weighted echo-planar images (EPIs) with BOLD (blood oxygenation level-dependent) contrast. To optimize functional sensitivity in the orbitofrontal cortex (OFC), we used a tilted acquisition in an oblique orientation of 30°to the anterior-posterior commissure line . In addition, we used an eight-channel phased array coil which yields a 40% signal increase in signal in the medial OFC over a standard head coil. Each volume comprised 32 axial slices. A total of 900 volumes (30 min) were collected during the experiment in an interleaved-ascending manner. The imaging parameters were as follows: echo time, 30 ms; field of view, 192 mm; in-plane resolution and slice thickness, 3 mm; repetition time, 2 s. Whole-brain high resolution T1-weighted structural scans (1 ϫ 1 ϫ 1 mm) were acquired from the 19 subjects and coregistered with their mean EPI images and averaged together to permit anatomical localization of the functional activations at the group level. Image analysis was performed using SPM2 (statistical parametric mapping software, Wellcome Department of Imaging Neuroscience, Institute of Neurology, London, UK). Temporal normalization was applied to the scans, each slice being centered to the middle of the scan. To correct for subject motion, the images were realigned to the first volume, spatially normalized to a standard T2* template with a resampled voxel size of 3 mm, and spatially smoothed using a Gaussian kernel with a full width at half maximum of 8 mm. Intensity normalization and high-pass temporal filtering (using a filter width of 128 s) were also applied to the data (Friston et al., 1994) .
fMRI data analysis of testing session. The event-related fMRI data were analyzed by creating regressors composed of sets of ␦ (stick) functions at the time of action selection. Separate regressors were created for different actions to model activity at the time of the response to devalued highprobability actions (H-DEV), devalued low-probability actions (L-DEV), valued high-probability actions (H-VAL), valued low-probability actions (L-VAL), neutral high-probability actions (H-NEU), and neutral low-probability action s (L-NEU). Regressors for the receipt of the orange juice and neutral outcomes were also created. All of these regressors were convolved with a hemodynamic response function. In addition, the six scan-to-scan motion parameters produced during realignment were included to account for residual effects of movement. These regressors were then entered into a regression analysis against the fMRI data for each individual subject. Linear contrasts of regressor coefficients were computed at the single subject level to enable comparison between the H-VAL, L-VAL, H-DEV, L-DEV, H-NEU, and L-NEU actions. The results from each subject were taken to a random effects level by including the contrast images from each single subject into a one-way ANOVA with no mean term. The main contrast used to test for the effects of goaldirected learning is as follows:
, which tests for those areas which respond differently to the high-compared with the low-probability action choices in devalued compared with nondevalued trials.
The structural T1 images were coregistered to the mean functional EPI images for each subject and normalized using the parameters derived from the EPI images. Anatomical localization was performed by overlaying the t maps on a normalized structural image averaged across subjects and with reference to an anatomical atlas.
Only activations in areas of a priori interest are featured in the results. Our a priori regions of interest (ROIs) are the orbital and medial pre-frontal cortex, dorsolateral prefrontal cortex, anterior cingulate cortex, ventral and dorsal striatum, and amygdala, because these areas have been implicated previously in reward-related processing and learning (O'Doherty et al., 2004) .
For the time course plots, we located functional ROIs within an individual subject's medial and central OFC and extracted event-related responses from the peak voxel for that subject. These single-subject time courses were then averaged across subjects.
In addition to the analysis of the test session data, we also conducted an analysis of goal-directed learning during the training session by contrasting action choices associated with reward (tomato and chocolate) and action choices associated with neutral outcomes. We performed a smallvolume correction using the resulting image from the main contrast at test. Figure 2 shows learning curves for the high-probability actions associated with tomato juice and chocolate milk outcomes over the course of training. In the last 10-trial block of training, subjects chose the high-probability action significantly more often than the low-probability action in both the chocolate (t (18) ϭ 6.29; p Ͻ 0.0005, one-tailed) and the tomato (t (18) ϭ 6.06; p Ͻ 0.0005, one-tailed) conditions. This indicates that subjects learned to choose the instrumental action associated with the most food reward in both conditions. On the contrary, subjects did not learn to choose the high-probability action more than the low-probability action in the last block of the neutral condition (t (18) ϭ Ϫ0.25; p ϭ 0.809, two-tailed), indicating that subjects were indifferent as to whether they obtained the effectively neutral control solution. In addition, we found no significant difference in the number of high-probability action choices made in the tomato and chocolate condition in the last 10 trials, indicating that the instrumental actions associated with these two food rewards were learned equally well (t (18) ϭ 1.58; p ϭ 0.132, two-tailed).
Results

Behavioral results
Effects of training during instrumental conditioning
Effects of devaluation procedure on the subjective value of the food outcomes
Subjects showed a significant reduction in subjective hunger ratings after the selective satiation procedure (t (18) ϭ 11.59; p Ͻ 0.0005, one-tailed). Mean hunger ratings were 7.34 (Ϯ0.25 SEM) before satiety, but dropped to 1.79 (Ϯ0.41 SEM) after satiety. Subjective pleasantness ratings for the three different food rewards before and after feeding to satiety with one of the foods are plotted in Figure 3 . Consistent with specific satiation, the subjective pleasantness of the food eaten (devalued) decreased markedly, whereas the pleasantness of the foods not eaten did not show any such decrease. This effect was statistically significant as shown by a significant interaction effect in a repeated-measures two-way ANOVA with one factor food type (valued vs devalued) and the other factor time (before and after feeding; F (1,18) ϭ 8.63; p Ͻ 0.001). Figure 4 A shows that during the test, the valued high-probability response was performed more frequently than the devalued response. However, this devaluation effect was most prominent during the first 10-trial block before the participants had the opportunity to learn that the chocolate and tomato outcomes were no longer presented, which led to a convergence of the valued and devalued actions across the test. Consequently, to assess the devaluation effect, we compared the performance on the first trial block of testing with that on the last block of training (Fig. 4 B) . A two-way ANOVA with one factor condition (valued vs devalued) and the other factor session (training vs test), revealed a significant condition by session interaction (F (1,18) ϭ 9.642; p Ͻ 0.01). Expressing the number of high-probability responses in the first 10 trials of test as a percentage of the number of high-probability responses in the last 10 trials of training also yields a significant difference between valued (87.7%) and devalued (55.3%) conditions (t (18) ϭ Ϫ3.04; p Ͻ 0.005, one-tailed). Learning curves. Total number of high-probability action choices over five 10-trial blocks shown averaged across 19 subjects during training. Over the course of training, subjects increasingly favored the high-probability actions associated with tomato juice or chocolate milk over their low-probability counterparts, but this was not the case for the neutral condition where subjects were indifferent between the high-and low-probability actions (*p Ͻ 0.0005, one-tailed). Error bars indicate SEM. More specifically, after devaluation, subjects no longer favored choice of the high-probability action in the devalued condition (t (18) ϭ Ϫ1.25; p ϭ 0.227, two-tailed), whereas, subjects still favored choice of the valued action (t (18) ϭ 2.02; p Ͻ 0.05, onetailed). Moreover, the devalued action was chosen less frequently than the valued one (t (18) ϭ 1.93; p Ͻ 0.05, one-tailed). These results show that subjects were able to modulate their instrumental responses as a function of a change in the value of the associated outcome, thereby providing direct behavioral evidence of goal-directed learning in our paradigm.
Effects of devaluation procedure on instrumental responding during test
Effects of devaluation on reaction times
We analyzed the effects of the devaluation procedure on reaction times (RT) for the different actions during the 10 trials of test using a two-way ANOVA with one factor condition (valued vs devalued) and the other factor action type (high vs low probability). We found no significant effect of condition and no significant interaction between condition and action type on RTs during test, suggesting that RTs were not modulated as a function of the devaluation procedure.
Neuroimaging results
Identifying the neural correlates of goal-directed learning
To identify brain regions involved in mediating the goal-directed component of instrumental conditioning, we looked for a significant condition (valued vs devalued) by action (high vs low probability) interaction during the test period (in extinction). This analysis revealed significant effects in the medial OFC (x ϭ 0, y ϭ 33, z ϭ Ϫ24 mm; Z ϭ 3.33; p Ͻ 0.001) ( Figure 5A ). Activity in this region survived correction for small volume at p Ͻ 0.01 with an 8 mm sphere centered on coordinates derived from previous studies that reported medial OFC responses during instrumental conditioning [x ϭ 0, y ϭ 33, z ϭ Ϫ18 mm and x ϭ Ϫ6, y ϭ 30, z ϭ Ϫ21 mm from Kim and O'Doherty (2006) ; x ϭ 3, y ϭ 30, z ϭ Ϫ21 mm from Daw and O'Doherty et al. (2006) ]. Other areas showing significant effects in this contrast were the right central OFC (x ϭ 24, y ϭ 45, z ϭ Ϫ6 mm; Z ϭ 3.23; p Ͻ 0.001) ( Figure  5C ) and an area in the left lateral OFC bordering on the inferior prefrontal cortex [x ϭ Ϫ39, y ϭ 30, z ϭ Ϫ15 mm; Z ϭ 3.11; p Ͻ 0.001; p Ͻ 0.05 when corrected for small volume using a sphere of 8 mm centered on the coordinates x ϭ Ϫ36, y ϭ 27, z ϭ Ϫ21 mm (from Kim and O'Doherty, 2006) ]. We also extracted trial averaged time-course data from the peak voxels in the medial and central OFC from each subject and then averaged across subjects ( Fig. 5 B, D) . These areas showed an increase in activity when subjects chose the high-probability action in the valued condition, but a decrease in activity when subjects chose the highprobability action in the devalued condition, suggesting that these regions are sensitive to the incentive value of the associated outcomes associated with particular instrumental actions (even in extinction). Moreover, these areas showed an increase in activity on trials in which subjects chose the low-probability action in the devalued condition, suggesting that the incentive value of the alternative action that was not associated with the devalued outcome was increased as a result of the devaluation procedure.
To further exclude the possibility that activity in these areas was specific to the extinction context during the test phase, we examined responses during action selection of the rewarding outcomes during the last 20 trials of the learning phase, once subjects had learned the action-outcome associations, but before extinction occurred. This analysis revealed significant effects in the medial OFC (Fig. 6 ) that survived correction for small volume [family-wise error (FWE)-corrected, p Ͻ 0.05] within an ROI defined by areas showing significant effects in the main interaction contrast of goal-directed learning during test at p Ͻ 0.001, described above. These results indicate that activity in the medial OFC is not specific to the extinction context during test, but rather is involved in goal-directed instrumental action selection more generally.
Testing for effects of habit learning
Next, we looked for regions that did not show modulation in their activity as a function of devaluation of the associated instrumental outcomes, to address the possibility that, although habits are not controlling behavior in the present paradigm (because of the limited training used), some brain regions may still manifest neural responses consistent with habitization (as would be consistent with a gating hypothesis of goal-directed vs habit-learning) (Killcross and Coutureau, 2003; Daw et al., 2005) . To do this, we performed a conjunction analysis, testing for regions that showed significant effects during test on trials involving choice of the valued and on trials involving choice of the devalued high actions compared with the action choices in the neutral condition. Total number of high-probability action choices over five 10-trial blocks averaged across subjects during extinction testing. The number of choices of the high-probability action in the first block was significantly greater in the valued compared with the devalued condition, indicating that subjects modulated their instrumental responses as a function of the change in value of the associated food outcomes (*p Ͻ 0.05, one-tailed). B, After devaluation, subjects reduced their choices of the high-probability action associated with the devalued food significantly more than that of the valued food (interaction with p Ͻ 0.01). Error bars indicate SEM.
Regions showing similar response profiles to actions associated with the valued and devalued actions in extinction would be candidate areas for mediating the habit component of instrumental conditioning. We found no significant effects at p Ͻ 0.001 in any of our regions of interest, consistent with habit learning, although weak effects bordering significance at p Ͻ 0.001 were found in a region of far posterior caudate (tail of caudate) suggestive of a possible contribution of this area to the habit learning component (x ϭ Ϫ27, y ϭ Ϫ36, z ϭ 12 mm; Z ϭ 3.08). Because the effects in this region did not quite reach our criteria for significance, we refrain from drawing strong conclusions. Nevertheless, this area may warrant additional study as a possible contributor to habit learning processes in humans.
Discussion
Here, we provide evidence with fMRI that both medial and lateral regions of the orbitofrontal cortex show neural responses during performance of instrumental actions that reflect the incentive value of an associated outcome. Critically, these effects were demonstrated using a reinforcer devaluation procedure that was tested in extinction, which allows us to disambiguate goal-directed response-outcome (or stimulus-response-outcome) learning processes from stimulus-response learning. The finding that responses in the orbitofrontal cortex are sensitive to the incentive value of instrumental actions indicates that this region is likely to be involved in the goal-directed component of instrumental learning.
Our finding of a prefrontal locus for goal-directed learning in humans resonates with similar findings implicating the prefrontal cortex in this function in rats (Balleine and Dickinson, 1998a; Killcross and Coutureau, 2003; Ostlund and Balleine, 2005) . Our present findings are also consistent with previous reports of a role for the ventromedial prefrontal cortex in behavioral choice in humans, as evidenced by significant responses in orbitofrontal cortex related to subsequent behavioral choice during reversal learning , and reports of expected value signals in these areas during performance of instrumental choice tasks (Tanaka et al., 2004; Daw et al., 2006; Kim et al., 2006) . Furthermore, single neurons in orbitofrontal cortex have been found to flexibly encode the value of expected outcomes during instrumental reversal learning in both rats and nonhuman primates (Thorpe et al., 1983; Schoenbaum et al., 2003; Schoenbaum and Roesch, 2005) whereas neurons in medial prefrontal cortex have been found to encode response-reward associations (Matsumoto et al., 2003) . The results shown here are also compatible with lesion studies in nonhuman primates that indicate that orbitofrontal cortex-lesioned animals are unable to flexibly adapt instrumental responding after reinforcer devaluation (Baxter et al., 2000; Izquierdo et al., 2004 ).
An alternative account of our results is that modulation of activity in orbitofrontal cortex as a function of reinforcer devaluation is driven by stimulus-outcome and not response-outcome or stimulus-response-outcome associations. showed that a region of the midcentral OFC tracked changes in the value of a pavlovian conditioned stimulus after devaluation of associated food odors. O'Doherty et al. (2002) reported a region of central OFC responding during expectation of a pleasant taste stimulus, as signaled by the previous presentation of an arbitrary conditioned stimulus. These findings certainly implicate the OFC in stimulus-outcome learning even in the absence of instrumental choice behavior. However, other studies clearly show that responses in orbitofrontal cortex are sensitive to instrumental contingencies. O'Doherty et al. (2003) showed that activity in this region is significantly enhanced when subjects are performing instrumental actions to obtain reward as opposed to passively receiving rewards (thereby involving only stimulus-outcome associations). Furthermore, Arana et al. (2003) demonstrated increased activity in medial orbitofrontal cortex during a menu preference task in which subjects had to choose specific high incentive menu items from the menu as opposed to passively viewing these items. Moreover, lesions of orbitofrontal cortex produce robust impairments on instrumental choice tasks in both humans and nonhuman primates (Bechara et al., 1994 (Bechara et al., , 2000 Rolls et al., 1994; Hornak et al. 2003; Fellows and Farah, 2003) . In addition, a recent single-unit recording study in rats found evidence for the encoding of response-related information in OFC neurons, whereby some neurons responded selectively according to the direction in which the rat moved to attain reward (Feierstein et al., 2006) . Response-related value encoding was also clearly found in rat OFC in a study by Roesch et al. (2006) . These studies suggest that the orbitofrontal cortex contributes to instrumental as well as pavlovian learning processes.
It is interesting to note that in a previous pavlovian devaluation study by Gottfried et al. (2003) , modulatory effects of reinforcer devaluation were found in central, but not medial OFC areas, whereas in the present study we found significant effects of instrumental devaluation in both central, lateral, and medial areas. This raises the possibility that the medial OFC may be more involved in the goal-directed component of instrumental conditioning whereas the central OFC may be more involved in pavlovian stimulus-outcome learning (as this area was found in both the present study and in the previous pavlovian devaluation study). This speculation is consistent with the known anatomical connectivity of these areas in which lateral and central areas of OFC (Brodmann areas 12/47, 11, and 13) receive input primarily from sensory areas, consistent with a role for these areas in stimulus-stimulus learning, whereas the medial OFC (areas 14 and 25) receives input primarily from structures on the adjacent medial wall of prefrontal cortex such as cingulate cortex, an area often implicated in response selection and/or reward-based action choice (Carmichael and Price, 1996; Walton et al., 2004) . It is also notable that although the majority of single-unit studies in monkeys have reported stimulus-related activity and not responserelated selectivity in the OFC (e.g., Thorpe et al., 1983; Tremblay and Schultz, 1999) , the majority of these studies have tended to record from lateral and central areas of the OFC (Brodmann areas 12/47 and 13, respectively), and not from more medial areas, with the possible exception of PadoaSchioppa and Assad (2006) . The direct homologues of human medial and central OFC in rats are also not clear. It is plausible that the more medial sectors of the OFC in humans correspond to regions considered part of medial prefrontal cortex in rats that have been more conclusively linked to goaldirected learning in rat lesion studies. Additional research will be needed to reach more definitive conclusions about the distinct contributions of subregions of the human orbitofrontal cortex to pavlovian and instrumental learning. Nevertheless, the results of the present study, when taken together with previous findings, strongly suggest that the orbitofrontal cortex (especially its medial aspect) plays a role in the goaldirected component of instrumental choice.
The "actor" in the actor/critic model uses afferent prediction errors to modify stimulus-response associations and could therefore correspond to the habit learning component of instrumental conditioning (Dayan and Balleine, 2002; Daw et al., 2005) . However, when probing directly for habit learning signals during test, we did not find strong evidence of such signals in the dorsal striatum or elsewhere, apart from a weak and inconclusive effect in a far posterior region of dorsal striatum (corresponding to the tail of the caudate nucleus). The absence of clear habit-learning signals during the test could be accounted for by the fact that, behaviorally, subjects exhibited goal-directed and not habitual responding. This finding accords with previous studies of behavioral habitization. Not only is overtraining usually required for resistance to outcome revaluation (Adams, 1982; Dickinson et al., 1995; Holland, 2004) , but when the actions are trained in the context of a choice between different outcomes, as in the present experiment, performance remains goal-directed even in the case of extensive overtraining (Colwill and Rescorla, 1985; Colwill and Rescorla, 1988) .
Even so, the failure to find strong evidence of habit signals could have important implications for understanding how the goal and habit systems may interact during conditioning. One possibility is that neural circuits involved in implementing both forms of learning are always engaged during instrumental responding, regardless of which system is currently controlling behavior. Alternatively, the system controlling behavior at a particular time may dominate (in activity), while the other system remains silent. Our findings lend some support toward the latter possibility, suggesting that brain regions involved in habit learning are not manifest at least to the extent that they can be reliably detected with fMRI at the point when behavior is being controlled by the goal-directed system. The goal of the present study was to determine brain regions involved in implementing goaldirected learning and not to directly address brain regions involved in habit learning. As a consequence, subjects were exposed to only moderate training, a manipulation that successfully produced goal-directed learning in our subjects. Given that habit learning is suggested to control behavior after an instrumental action has been performed extensively, an important direction for future research will be to train subjects extensively on a given action before scanning in an attempt to induce habitization at the behavioral level.
To conclude, in the present study we have implicated the orbitofrontal cortex, particularly its medial aspect in mediating goal-directed instrumental learning in humans. By using a selective devaluation procedure in extinction, we have been able to provide the first direct evidence of response-outcome learning in the human brain, by successfully disambiguating neural activity related to the goal-directed component of instrumental conditioning from that pertaining to habitual or stimulus-response learning. Although we were able to uncover neural correlates for goal-directed learning, we did not find compelling evidence for regions involved in habit learning. Because subjects were exposed to only moderate training in the present study, these findings raise the possibility that the habit learning system may become more engaged after extensive training, when behavior is more directly under the control of the habit system. More generally, this study highlights the utility of using constructs and experimental methodologies derived from animal learning theory to gain insight into the neural mechanisms underlying human behavior.
