Here the entries a; b; c; d; e; f; g; h can come from a eld, such as the real numbers, or more generally from a ring, commutative or not. Indeed, if F is a eld, then the set R = n F n of all n n matrices over F forms a ring non-commutative if n 2, because its elements can be added, subtracted and multiplied, and all the ring axioms associativity, distributivity, etc. hold. If a ; b ; : : : ; h are taken from this ring R, then M;N can be thought of either as members of 2 R 2 2 2 matrices over R or as members of 2n F 2n . It is well-known fact, which we leave the reader to investigate, that whether we compute with these matrices as 2n 2n matrices, or as 2 2 block" matrices where the blocks a ; b ; : : : are n n matrices, i.e., elements of R makes no di erence as far as addition, subtraction and multiplication of matrices is concerned. See for example 2 , p. 4, or 6 , pp. 100 106. In symbols, the rings 2 R 2 and 2n F 2n can betreated as being identical:
The main point of this article is to look at determinants of partitioned or block matrices. If a; b; c; d lie in a ring R, then provided that R is commutative there is a determinant for M, which we shall write as det R , thus: det R M = ad , bc, which of course lies in R. If R is not commutative, then the elements ad , bc, ad , cb, da , bc, da , cb may not be the same, and we do not then know which of them if any might b e a suitable candidate for det R M. This is exactly the situation if R = n F n , where F is a eld or a commutative ring and n 2; so to avoid the di culty we take R to be,not the whole of the matrix ring n F n , but some commutative subring R n F n . The usual theory of determinants then works quite happily in 2 R 2 , or more generally in m R m , and for M 2 m R m we can work out det R M, which will be an element o f R. But R n F n , so det R M is actually a matrix over F, and we can work out det F det R M, which will be an element o f F. On the other hand, since R n F n , w e h a ve M 2 m R m m n F n m = mn F mn , so we can work out det F M, which will also be an element of F. Our main conclusion is that these two calculations give the same result: 2 Theorem 1 will beproved later. First, in section 2 we shall restrict attention to the case m = 2 and give some preliminary and familiar results about determinants of block diagonal and block triangular matrices which, as a by-product, yield a proof by block matrix techniques of the multiplicative property of determinants. In section 3 we shall prove something a little more general than Theorem 1 in the case m = 2 ; and Theorem 1 itself, for general m, will be proved in section 4. In order to prove 4 we need to assume something about determinants, and we shall assume that adding a multiple of one row respectively, column to another row respectively, column of a matrix does not alter its determinant. Since multiplying a matrix on the left respectively, right by a unitriangular matrix corresponds to performing a numberof such operations on the rows respectively, columns, it does not alter the determinant. A unitriangular matrix is a triangular matrix with all diagonal entries equal to 1. We shall also assume that det F I n = 1 , where I n is the n n identity matrix. So Here the second matrix on the left is unitriangular, so taking determinants and using 5 and the rst part of 8, we have det F Adet F D = det F I n det F AD; and since det F I n = 1 , the multiplicative l a w 4 for determinants in n F n follows.
Determinants of 2 2 block matrices
Since we now know that det F A det F D = det F AD, then also det F ,C det F B = det F B det F ,C = det F B,C = det F ,BC. From 5, 6 and 8, we obtain: We proved 4 in n F n for all n, so we can apply it in 2n F 2n to get, via 5 and 6, 
Determinants of m m block matrices
In this section we shall prove Theorem 1, but rst we do some preliminary calculations. Adjoin As an application, we can obtain the formula for the determinant of a tensor product of matrices rather easily. Then, by Theorem 1, and the exercise took its inspiration from the theory of Dieudonn e determinants for matrices over skew elds. See, for example, 1 , chapter IV. It was a small step to notice that, if also CD = DC, then 13 holds; but 13 does not mention D ,1 , and so the natural question to ask was whether 13 would hold even if D were not invertible but still CD = DC. I eventually found a proof of this, when F is a eld, by using the principle of the irrelevance of algebraic inequalities. See 3 , chapter 6. I passed this around friends and colleagues, and Dr W.
Stephenson showed me how to use monic polynomials to shorten the argument, and extend it from elds to rings. At the same time, Dr A. D. Barnard suggested it might be possible to extend the result to the m m case by assuming all the pairs of blocks commute. I am grateful to both of them for their help, and their interest. I also wish to thank the referee for directing my attention to some of the early literature on this subject, mentioned below. Theorem 1 is not, I think, a new result, and I have seen what appears to be an abstract version of it without proof at a much more advanced level. I have not been able to nd an elementary statement and proof, as given above, in the literature. The block matrix proof of the multiplicative property of determinants is essentially that given in 2 , chapter 4. The formula for the determinant of a tensor product rst appears in the case m = 4 , n = 2 in 11 , and indeed is referred to in 7 as Zehfuss' theorem. The rst proof of the general case is probably that in 8 , p. 117, though in 5 , p. 82, the proof is attributed to 4 , 9 and 10 . See also the references to these articles in 7 , volume 2, pp. 102 104, and volume 4, pp. 42, 62 and 216.
