Abstract. The well-known fact that tropical sea level can be usefully simulated by linear wind driven models recommends it as a realistic test problem for data assimilation schemes. Here we report on an assimilation of monthly data for the period 1975-1992 from 34 tropical Pacific tide gauges into such a model using a Kalman filter. We present an approach to the Kalman filter that uses a reduced state space representation for the required error covariance matrices. This reduction makes the calculation highly feasible. We argue that a more complete representation will be of no value in typical oceanographic practice, that in principle it is unlikely to be helpful, and that it may even be harmful if the data coverage is sparse, the usual case in oceanography. This is in part a consequence of ignorance of the correct error statistics for the data and model, but only in part. The reduced state space is obtained from a truncated set of multivariate empirical orthogonal functions ( We also compare the Kalman filter theoretical error estimates with the actual errors of the assimilations. Features agree on average, but not in detail, a reminder of the fact that the quality of theoretical estimates is limited by the quality of error models they assume. We briefly discuss the implications of our work for future studies, including the application of the method to full ocean general circulation models and coupled models.
Introduction
The product of the work reported here is a sequence of maps of sea level in the tropical Pacific. The intense interest in satellite altimetry is but the most expansive of many testimonies to the importance of sea level as a diagnostic of the ocean state.
Beginning with the seminal studies of Wyrtki [1973, 1975] , sea level measurements have played a crucial role in developing our understanding of the tropical Pacific and E1 Nifio. Its importance for E1 Nifio prediction is al. [1985] , for example, parameterize the error covariance in terms of a few parameters that, multiply fixed, specified error structures. Dee [1991] reduces the state space by a factor of 3 by assuming a geostrophic relation between velocities and pressure. The long wave approximation in the tropical model we use [Cane and Patton, 1984] would allow a similar strategy. but a more general approach is taken here. Our method employs a relatively small set of basis functions assumed able to capture the significant structure. In principle, this set is arbitrary, but here we use multivariate empirical orthogonal functions (EOFs). A similar approach was taken by Hernandez and Calderon [1991] , who used a severely truncated set of spherical harmonics in their application of the KF to an atmospheric model. The oceanographic work most similar to what is done here is that of Fukumori and Malanotte-Rizzoli [1995] (FMR hereafter), who reduced the KF state space by using a grid coarser than that of the primary model for the KF. They used EOFs to guide the choice of grid but did not use the EOFs as a basis for the KF updates as is done here. They also differ in using the asymptotic filter, as given by Fukumori et al. [1993] . They justify the reduction by computational necessity, whereas we believe that the full KF would not be worthwhile even if it were affordable. Nonetheless, the parallels between their work and ours are strong, and the success of the reduced state space approach in two very different oceanographic contexts (ours is a linear, large-scale tropical assimilation of real tide gauge data; FMR's is a nonlinear eddy rich simulation of an idealized midlatitude jet) builds confidence in the soundness of the general approach. Furthermore, our methods generalize to more complex models, including incorporation of diabatic physics in the error estimation procedure.
The plan of the paper is as follows. In the next section we quickly review the KF and present our case that the full KF would be undesirable even if feasible. Section 3 explains our general methods and section 4 their implementation for the tropical Pacific sea level problem: our procedures for reducing the state space, for performing the covariance updates and combining model forecast and data, and for generating an estimate of the system noise. Section 5 introduces the data we use and compares our approach to a full grid point KF. The main body of results is given in section 6. We conclude by discussing some of the implications of our work, including possible extensions to more complex situations.
A Brief Review of the Kalman Filter
To establish notation and to attempt to justify our approach, it is first necessary to review some aspects of the KF. Our thinking on this subject has been strongly conditioned by the pioneering work adapting the KF to geophysical fluids by M. Ghil 
where the brackets denote the expected value of the ensemble.
Minimizing (3) yields a "best" analysis that may violate desirable dynamical or smoothness constraints. If the latter are desired, they must be imposed, as is often done in variational data assimilations. We return to this point below. 
where pa is the analysis error covariance, i.e., pa= <(w a -wtrue) (w a -wtrue)T> which may be found from the formula pa= (I-KH) Pf.
Q is the single step "system noise" recognition that the model is not perfect: Q(t) = <q(t) q(t)r> (6) the covariance,
where q(t) is the error tl/e model makes in the transition from time t to time t+l:
wtrue(t+l) = qswtrue(t) + (I:) q: (t) + q(t).
Note that q includes the influence of wind errors. We further assume that the system noise is uncorrelated in time [cf. Dee, 1995 ;] (FMR, section 3.2):
<q(t) q(t')r> = 0 if t •: t'.
It remains to specify the system noise spatial covariance Q.
The KF might be said to trade the problem of specifying pt', which is essentially what is done in optimal interpolation (OI) schemes, for that of specifying Q. This trade is quite favorable. Pf evolves as the system evolves and changes according to the quantity and quality of the observational data assimilated as well as the model dynamics (see (5) and (6)). Q is a property of the system independent of the data and the assimilation process, which makes it easier to determine. The method we use below to specify it clearly relies on this independence.
Nonetheless, a detailed specification of Q remains a formidable task. In principle, it requires us to specify Nx(N+ 1)/2 independent numbers, where N is O(105) or more.
It is questionable whether we know that many meaningful numbers about the ocean, let alone its differences from an ocean model. Any meaningful Q we could write down would have to be specified by a far smaller number of parameters.
For the moment, let us suppose that we somehow possess a complete and precise Q. We then face the famous problem of the KF's insupportable expense: calculating the P from (5) and (6) requires several times N 3 multiplications per time step.
Let us go a step further and assume that the calculation is feasible, though expensive. We now argue that carrying out the detailed calculation is unlikely to be much help.
The crux of the argument is the mismatch between the very short duration of oceanographic time series and the very slow convergence of the covariance matrices with sample size. (Note that this is not the issue of the convergence of the KF equations (2), (5), and (6), which is fast.) There are very few oceanographic time series spanning more than a few decades. For the problem addressed in the present study only a handful of tropical tide gauge records exists before the 1980s. Since only monthly data are meaningful for our purpose of mapping the climatically important variations, the sample over which we will be assimilating data consists of fewer than 300 time points. We plan to work with Q, the expected system noise covariance for the ensemble, whereas we would do better to use Qs, the expected noise statistics for the sample we are working on. (Of course, it would be best to know the precise sequence of errors q(t), but then all this machinery would be unnecessary.) Since we don't know Qs, we use the best estimate we have for it, which is Q.
Unfortunately, since the convergence of a sample covariance to the true ensemble covariance is quite slow, like the square root of the sample length, it is unlikely that Q is very close to Qs for samples so small compared to N. A nice illustration of this point relevant to the tropical sea level problem appears in Figure 1 of Miller [1990] . The major structures of Q and Qs (e.g., the largest-scale eigenfunctions) are likely to be close, but it is statistically unlikely that the two will agree in detail. We conclude that the expensive calculation required to compute the P in great detail is unlikely to pay off in a great improvement in the average analysis over the necessarily short duration of oceanographic assimilations.
Thus far we have argued that we can't fill the system noise covariance fully with meaningful numbers and that even if we could the fine details are statistically unlikely to help over the relatively short duration of our assimilations. We are thus encouraged to reduce the number of degrees of freedom in the covariance calculation to reflect what error information we can know and to avoid expending computing resources on details unlikely to be useful.
We further argue that the analysis will actually be better if error covariance detail is omitted: because oceanographic data are too sparse to support it, the detail creates mischief. The sketch in Figure 1 illustrates this. In the usual circumstance where the distance between data points is large compared to error decorrelation scales, the minimization (3) overfits the data locally, resulting in a solution that is not smooth and generally not consistent with expected dynamical constraints such as geostrophy; the "bump" in Figure 1 is a unphysical feature, and most of us would be unhappy with it. A smoother analysis would be preferable, even though it would have a larger error at the data points, and thus not be "optimal" in the usual KF sense of minimizing the least squares error (3). This is essentially the issue of regularity discussed by Bennett and Budgell [1987] . They showed that difficulties arise if Q is insufficiently red. In the common case where the model does poorly at small scales, the true system noise Q will have appreciable power at small scales. If this is not altered, the analysis puts no credence in the model at small scales, so it "draws to the data" as in Figure 1 . The remedy is to insist that Q be red or to impose a smoothness constraint in some other way. Dee [1991] and Jiang and Ghil [1993] effecti vely reddened Q by insisting that the system noise obey a geostrophic relation between pressure and velocity errors. Imposing smoothness constraints is a long-standing strategy in variational assimilation procedures [e.g., Sasaki, 1970] . Provost and Salmon [1986] dealt with the sparsity of data by restricting the analysis to a limited set of (trigonometric) basis functions. Removing small-scale variability from the basis set obviously makes local overfitting impossible. With any of these strategies, Q is being forced to have fewer significant degrees of freedom than its full size would allow.
The arguments presented above prompt the strategy described in the next section. For purposes of specifying Q and calculating the P we· reduce the state space to the small number of degrees of freedom adequate to carry what little we know about the system noise,' while maintaining enough of the KF's ability to use the dynamics to propagate error information. Inter alia, this reduction ensures a satisfactory degree of smoothness. The procedure may also be viewed as a parameterization of the large matrices Q and P in terms of a relatively small number of parameters. Our version of (5)
propagates these parameters in time rather than the full model error covariance. Full covariance matrices can be reconstituted from the parameters.
General Method
We 
The equality in (9) 
and u' accounts for the influence of the discarded modes at time t on the retained ones at time t+ I. As in FMR, we assume that u' is negligible. For our sea level simulations it is easy to make this true by retaining enough MEOFs. As appears below, it is more problematic for error propagation.
There is a straightforward way to calculating the transition matrix A (cf. FMR or Xue et al. (submitted manuscript, 1996) for details). With A in hand we find the error covariances P in the reduced representation from reduced state space versions of (5), (6), and (2):
(15)
While these equations are formally identical to the earlier ones (apart from the change from 'I' to A), the meanings of the symbols have changed. Here
and Q is the system noise appropriate to the reduced system. There is a relation between the new reduced mapping matrix H and the original full state space one Ht (17) which shows that the observational data are now approximated in terms of the M retained structures instead of the original N variables. The analogs of (17) for the statistical matrices, i.e., Q = ErQYE ß P = ErPYE; K = ErK *' (18) need not hold if the influence of the discarded modes on the retained ones is significant. The full system allows errors in modes omitted in the reduced system to propagate "upscale" into the retained modes. If this happens, then Q, the effective system noise in the reduced space, is not just a truncated version of the full Q* but should be modified to account for it.
The second equality shown in (18) holds only if this accounting is precise. We return to this issue below when we consider the construction of the system noise covariance. Even if the first two equalities in (18) hold, the relation between the Kalman gain matrices in (18) need not be true. To see this, first write P* = EPE r + P'.
P' contains all the entries in P* related to the truncated modes.
We will assume that P is correct so that the elements of P'
representing the covariance of retained modes are all zero.
which allows us to write K* = EPH r(HPHr+ R'+ R) -1 + P'H *r(HPHr+ R'+ R) -1
The second gain matrix K' does not project onto the retained modes at all (EK' = EP' = 0); it is the part of the full gain matrix that puts the innovations into the discarded scales. As discussed in section 2, we consider it desirable to eliminate it to avoid overfitting to the data. K" differs from the K defined in ( Fortunately, as will be seen shortly, the truncated MEOF set we obtained appears to be adequate for the work reported here.
Tide Gauge Data and Error Structure
The data to be assimilated are the monthly mean sea level at the 34 tide gauge stations in the tropical Pacific shown in The error covariance for the tide gauge data is as discussed by Miller and Cane [1989] . Each station is taken to be accurate to 3 cm, and the errors at different stations are assumed to be uncorrelated: R = (3 cm)2I.
4.4.
Modeling the System Noise Our starting point for constructing a model system noise covariance matrix is the same as given by Miller and Cane [1989] and Miller [1990] . The basic assumptions are (1) the dominant source of model error is in the wind stress and (2) the wind errors are statistically homogeneous. As discussed in those papers, not only is the first assumption quite reasonable, but those unhappy with it are free to interpret it merely as a device for generating a structure for errors due to other sources.
The second assumption ignores the inhomogeneities in the variability of the wind field and in the distribution of ship tracks and so cannot be strictly correct. Nonetheless, it is a reasonable starting point, and since an important purpose here is to compare with those earlier KF due to procedural differences, the most important of which is that they generate new random wind field three times per month while we do it once per month. We will not reprise the discussion in these earlier papers but concentrate on the new issue of determining the system noise covariance in the reduced space, taking (22) The noise model we use is the following. Using the time series p(t) we find A', the model that is the best fit to (26) in a least squares sense:
A'= <p(t+l) p(t)r> t <p(t) p(t)r>t -1.
(This is a standard procedure for constructing a multivariate AR(1) model; for a related example see Blumenthal [1991] ).
We then calculate the system noise Q' from the appropriate version of (27):
We have now effectively parameterized the "sub grid scale" (truncated mode) influence in two ways. First, we added A'-A to the model in an attempt to capture influences going from a retained mode to the set of discarded modes and then back to retained modes. Second, the noise covariance Q was changed to Q' to try to capture the direct influence of the discarded modes.
To best maintain the form ( 
The first term on the right is the error covariance matrix Pø = <h(t)h(t)r> of the model produced sea level at the observation points (the locations of the tide gauges), estimated from the Monte Carlo P run. We will further assume that all the correlated structure in Pø is captured by the P term; that is, by the retained modes. Then R' is diagonal. The only systematic difference we discern is a tendency for the grid point filter to be closer to the data at the assimilated stations and farther from it at the withheld stations. It would be consistent with the discussion of section 2 to suggest that the "higher-resolution" grid point filter tends to overfit the data locally, perhaps causing it to underweight more remote connections. Figure 4 illustrates results at a point where data are assimilated and one where they are withheld. These systematic differences are slight. More important, both assimilations improve markedly on the unfiltered simulation. At the withheld point, Yap, the two filtered runs do tend to be closer to each other than either is to the observations. However, they are about as far from the unfiltered run as they are from the data. The only important difference between the two filtered runs is that the reduced space version better captures the low at the end of 1982. stations. We will pursue this issue in the next section, where more tide gauge stations are used in the assimilation. The reduced KF runs use a finer grid for the dynamical model. Presumably, this is advantageous (although it is not evident in the two no assimilation (Unf) columns of Table 1 ). We think it is a fair advantage, since our underlying philosophy is to simplify the filter without sacrificing the complexity of the model, which would lose numerical accuracy and perhaps physical verisimilitude. Nonetheless, we reran the reduced KF experiment with the same coarse grid model used by Miller et al. [1995] for the grid point KF. Results were quite similar to those for the fine grid.
Principal Results

Comparison With Tide Gauge Data
In this section we report the results of assimilation experiments for the period 1975 to 1992 using 34 of the 36 tide gauge stations shown in In each case the data compared to were withheld in the assimilation. The reduced KF assimilations were run with 93, 32, 17, 9, and 5 EOFs retained in the representation of the error covariance matrices. "Unf" indicates the unfiltered (no data assimilation) results. included in our standard data source, the Integrated Global Ocean Services System (IGOSS) Sea Level Program in the Pacific, which is maintained at the University of Hawaii SLDC. We chose not to use Fanning and Jarvis because the available time series were very spotty after 1983 and we were not confident of the data quality. Not all of the retained stations have continuous records for the entire period. Table 2 presents comparisons with observations at the 34 tide gauge stations in terms of rms differences. Each column for the KF assimilations presents the results of 34 separate runs, in each of which one station is withheld. All comparisons are against withheld data, as is usual in a cross-validation procedure. The data assimilation clearly helps: at almost every location the rms error is reduced by I cm or more and the correlation is improved by 0.1 or more. The filtered results are worse than the unfiltered run at only one station, Rarotonga, far from the equator in the data sparse South Pacific.
There is some tendency for errors to be largest at stations close to 20øN or 20øS (also see Figure 7 ). This may be due to the phase speed errors of our model at such extra-equatorial latitudes [Cane and Patton, 1984] , an explanation suggested to us by Mitchum [1994] . In a comparison of tide gauges with TOPEX data, he deduced a dominance of Rossby wave propagation at these latitudes.
Consequently, small inaccuracies in propagation speeds result in sizable errors in sea level. A surprising and disconcerting feature revealed in Table 2 and By a slight (and surely insignificant) margin the best overall performance, measured either by rms difference or correlation, was obtained for just 17 EOFs, which account for 80% of the variance in the original model run. The 17 seem to provide enough structure to capture whatever information from the 34 tide gauges our KF procedures manage to use effectively. Using fewer EOFs makes the analyzed fields smoother in space and time; smoothing out noise will raise correlations and lower rms errors. Apparently, not enough information is added by increasing the number of EOFs to do more than merely compensate for this smoothing effect. Since it represents local structure more completely, increasing the number of EOFs does bring the analysis closer to assimilated observations. However, the results of Table 2 clearly caution that this does not guarantee improvement elsewhere.
6.2.
Error Estimates Figure 5 illustrates the results at a few selected stations. Shown are Nauru, in the equatorial waveguide, where a mediocre simulation in the unfiltered run is greatly improved; Kwajalein, where the improvement in a somewhat better unfiltered result is less substantial; Pago Pago, where the assimilation makes only a slight improvement in a mediocre unfiltered result; and Yap, where a good unfiltered simulation is hardly changed. An examination of these figures and similar ones for the remaining 30 gauge sites disclose few universal rules. Generally, the results with data withheld (solid line) appear to be close to those with all data assimilated (dashed line). The model rarely reaches the extremes of the observed fluctuations, though Yap is an exception. Table 2 shows a tendency for better results at stations closer to the equator and for the worst results to be at stations poleward of 15 ø. (Isla Cedro, in the coastal extension of the waveguide, is a notable exception.) The possible reasons are legion. To begin with, the wind-driven simulation shows little skill in these higher latitudes. The nature of the dynamics means that the correlation scales are shorter in higher latitudes, so points there are less influenced by remote data than are low-latitude locations. Furthermore, there are fewer stations in these higher latitudes, so there are fewer neighboring observation points to influence the assimilation.
A putative virtue of the Kalman filter of which we are particularly enamored is its ability to supply error estimates. An estimate of the analysis error covariance pa at each time is readily obtained in the course of the assimilation (compare (6)). However, these estimates are theoretical and are based on the assumptions we made in modeling the data error R and system noise Q.
So before examining the maps of the estimated error variance, diag(pa), we first verify these estimates against the actual differences obtained at the observation points. There are a number of differences one might consider:
1. On the basis of the unfiltered (no assimilation) state u u and the observations w ø we may estimate the difference covariance AU= < (w ø -Hu u) (w ø -Huu)r> t We have demonstrated the reduced state space Kalman filter as a feasible data assimilation procedure in a real oceanographic problem.
The Kalman filter is generally acknowledged as a potentially optimal data assimilation procedure, but one that is prohibitively costly because it calls 25N  20N  15N  1ON  5N  EQ   5S  10S  15S  20S  25S   140E  160E  180  160W 140W 120W 100W  80W for the quite imperfect simulation models available for largescale oceanography. Even if this were not true• it is hard to conceive of a real oceanographic problem where we know enough to fill the requisite system and observational noise matrices. Even if we did, the length of oceanographic assimilations is so short that detailed error models are unlikely to help much. This is a consequence of the Slow convergence of the error covariance matrices with sample size, which makes it unlikely that even the correct long-term error statistics will match in any detail the statistics for the relatively brief periods we work with. Finally, we argued that the detail may actually be harmful, because it encourages the assimilation to locally overfit the too sparse data. The deleterious effects of too much structure have been pointed out by many authors of data assimilation studies. Bennett and Budgell [ 1987] showed that the Kalman for the calculation of error covariance matrices whose dimension is the square of the size of the model state space. Our approach is to reduce the size of the space used for the covariance matrices needed to compute the Kalman gain. The work reported here required literally hundreds of experiments, each assimilating data once a month for 18 years. It is perfectly feasible to run them on a workstation in a week's time. It is true that while the model we used had a fairly high resolution (2 ø x 0.5ø), it is far simpler and faster than an ocean GCM. Nonetheless, there is nothing about our procedure that does not carry over to models of arbitrary complexity. The limiting cost factor would be the ability to run the model itself, not the KF procedure. While the method is quite general, it is true that the tropical oceans are an especially favorable environment since, as is well known, variability there is dominated by a relatively few large-scale structures. However, we believe the approach will prove broadly applicable in oceanography. An encouraging example is FMR's application of a similar method to an idealized midlatitude jet.
We argued that the reduction in the size of the filter matrices is driven by more compelling considerations than computational cost. Dee [1995] Figure 6 ) and some possible fixes (e.g., reducing R'). It is beyond the scope of this paper, but the subject of tuning error estimates merits a comprehensive study. Though it cannot automatically correct systematic model biases, the Kalman filter framework is useful for analyzing model errors, an essential step toward model improvement.
One of the oft cited virtues of the Kalman filter is that it produces estimates of analysis errors. In this work we were able to compare the theoretical error estimates produced by the KF machinery against actual errors. Agreement did not extend to the details; only the gross features matched. FMR also reported some discrepancies between error estimates and actual error. Discrepancies ought to be expected given that the KF estimates of analysis errors rely on specifications of poorly known observational and model system noise covariances. Our experience raises the question of how far one should trust aspects of the theoretical estimates that have not been verified in some way. This has to be done carefully, since it is likely that obvious discrepancies between theoretical and actual errors will be eliminated by being "used up" to tune specifications of the noise structure.
Our approach to the Kalman filter opens up a number of avenues that should be pursued. Learning how to use assimilations to improve the specification of error models is at the top of the list [cf. Chan et al., 1996] . In the near future we plan to apply this methodology to the coupled ocean atmosphere E1 Nifio-Southern Oscillation forecasting model of Cane et al. [1986] . We would like to demonstrate the feasibility of using it with an ocean general circulation model, especially to assimilate altimetric sea level data. As with tide gauge measurements, altimetry provides no direct information 
