This paper presents a simple, efficient algorithm to compute the covering graph of the lattice generated by a family B of subsets of a set X. The implementation of this algorithm has O((|X| + |B|) · |B|) time complexity per lattice element. This improves previous algorithms of Bordat (1986), Ganter and Kuznetsov (1998) and Jard et al. (1994) . This algorithm can be used to compute the Galois (concept) lattice, the maximal antichains lattice or the Dedekind-MacNeille completion of a partial order, without increasing time complexity.
Preliminaries
Lattices are mathematical structures which are used for many applications in computer science [1,4,8-11, 15,17] . For example, Wille's group in Darmstadt [17, 18] has built a theory, and software, for knowledge representation using the concept lattice (also known as the Galois lattice). Concept lattices are also used for data mining (i.e., discovering knowledge in databases) [19] .
Many authors have considered the construction problem for the concept lattice, the Dedekind-MacNeille completion and the maximal antichain lattice of a partially ordered set [2, 3, 7, 14, 16] .
In this paper, we will reformulate the problem of building these lattices as a more general problem. We propose an efficient algorithm which improves algorithms in Ganter [7] for building the Dedekind-MacNeille completion and that of Jard et al. [14] for the maximal antichains lattice. More generally, the proposed algorithm can be used whenever we have a closure operator.
To do this, we assume that the reader is familiar with standard definitions for partially ordered sets. For definitions and proofs not given here, we refer to [5] .
Let X be a set. A basis B is a set of subsets of X. We denote by F B the family generated by union from the basis B, i.e.,
We also say that B is a generator of F B . The family F B is said to be closed under union, and it is well known that when ordered by inclusion F B is a sup-sublattice of the powerset lattice 2 X and thus a complete lattice. When B is understood, we use F instead of F B for simplicity.
The family F = {{}, {134}, {14}, {234}, {1234}, {25}, {12345}, {1245}, {2345}} generated by the ba- 
is shown in Fig. 1 .
We consider the following problem:
Building Lattice Problem. Given a basis B, compute the covering graph G = (F , ⊆) of the family F B generated by B, when ordered by inclusion.
Remark 1.
In practice, a basis is often given by a bipartite graph G = (B, X, E) where
We present an algorithm with O((|X| + |B|) · |B| · |F |) time complexity to compute the covering graph of (F , ⊆). Our implementation generalizes and improves algorithms of Chein [3] , Norris [16] , Ganter and Kuznetsov [7] , Bordat [2] , and Jard et al. [14] . For more details on the improvement see Section 4.
Our algorithm uses a two-step approach: (1) Generate the family F represented in a lexicographic tree. (2) Compute the covering relations of elements of F using Theorem 2. This paper is structured in four sections. Section 2 deals with the family generation and the lexicographic tree. Section 3 gives the covering properties of lattice elements. In Section 4 we discuss the connection between the family F and the concept lattice of a binary relation, maximal antichains lattice and Dedekind-MacNeille completion of an ordered set. We also give here the comparison of our algorithm with related work. 
A naïve algorithm to generate F B from B
The following naïve algorithm computes the lexicographic tree T F representing the family F generated from B. The lexicographic tree was described by Habib and Nourine [13, 12] .
Let B be a basis and σ a total ordering of X.
For the purposes of describing the algorithm it is useful to view each set F ∈ 2 X as a word on the alphabet X, with the symbols in increasing order. Clearly there is a bijection F = {a 1 , a 2 , . . . , a k } → a 1 a 2 . . . a k with a 1 < a 2 < · · · < a k . We can therefore, abuse notation and speak of a set a 1 a 2 . . . a k . Fig. 2 shows the lexicographic tree corresponding to the family in Fig. 1 .
Let us now show how to build the lexicographic tree from B = {B 1 , B 2 , . . . , B m }. We denote by F i the union-closed family generated by
• The root corresponds to the empty set, i.e., F 0 .
• At step i, we compute the union-closed family F i from F i−1 , by setting
Clearly F = F m .
Algorithm 1. Tree(B).

Data: A basis B.
Result: The lexicographic tree T of F . Since the internal for is repeated |B| times, we obtain the announced result. Now let us show how this tree can be used to compute the covering graph of the lattice (F , ⊆), without increasing the time complexity.
Computing the covering graph
First let us state the covering theorem for (F , ⊆). Let F and F ∈ (F , ⊆) be such that F ⊆ F . We define ∆(F , F ) = γ (F ) \ γ (F ). We denote by ≺ the covering relation.
Theorem 2. Let F and F
Proof. Let F, F ∈ F with F ⊂ F . Then F could be written as
(1) Assume that F is covered by F . Let us show that for all B 1 and B 2 in ∆(F , F ) we have
(2) Conversely, suppose that for all
The following corollary is a direct consequence of Theorem 2.
Corollary 1. Let F and F ∈ F with F ⊆ F . Then
F ≺ F iff F = F ∪ B for all B ∈ ∆(F, F ).
Let us now describe how to compute the covering graph of (F , ⊆).
We consider the family F B generated by a basis B using Algorithm 1. The strategy of our algorithm is to compute the set of covering elements, denoted by ImSucc(F ) of each F in the family F B . Clearly F ∈ F B is a candidate if F ⊂ F and F can be computed as F ∪ B for some B in B \ γ (F ). Let us denote by S = {F ∪ B | B ∈ B \ γ (F )} the multi-set of candidates for covering F (S can have redundant sets).
The algorithm explores the set S and decides that F ∈ S is a covering of F if and only if F is found |∆(F , F )| times in S. To do so, we compute the set S and maintain the number of occurrences of each element F in S in a counter COUNT(F ).
Then, for each element F ∈ S we check if the cardinal of ∆(F , F ) is equal to COUNT(F ); if so then F covers F , by Corollary 1. Now, given a lexicographic tree of a family F B the following algorithm will build the covering graph of (F B , ⊆).
Algorithm 2. Covering-Graph(F B ).
Data:
The lexicographic tree of F B , and γ (F ) for each F ∈ F B . Result: The Adjacency lists ImSucc of the covering graph of the lattice (F B , ⊆) In line 2, we need to compute |γ (F )| and |γ (F )|, which can be done in time O(|X| + |B|), using a search in the tree. So the total complexity of the internal for is O((|X| + |B|) · |B|).
Resetting COUNT to all elements computed by line 1; this can be done in O(|B|) by keeping them in a linked list.
It is clear now that the total complexity of our algorithm is O((|X| + |B|) · |B| · |F B |).
Applications
We will show in this section the use of our algorithm for computing the covering graph for several lattices. To do so, we define, for an ordered set P = (X, ), A u = {x ∈ X | a x, a ∈ A}, A l = {x ∈ X | a x, a ∈ A} and ↓x = {y ∈ X | y x}.
Lattice of ideals of a poset
Let P = (X, ) be a poset. Let I be a subset of X, I is an ideal of P if y ∈ I and x y implies x ∈ I . We denote by I (P ) the set of ideals of P . The set of ideals of a poset when ordered by inclusion forms a distributive lattice (lattice of ideals of P ) denoted by I (P ) = (I (P ), ) .
Corollary 2.
Let P = (X, <) be a poset and B = {↓x, x ∈ X} a basis. Then I (P ) is isomorphic to (F B , ⊆).
Proposition 1. Algorithm 3 computes the adjacency lists of the covering graph for the lattice of ideals
Proof. Clearly |B| = |X|.
The algorithm in [12] has linear time complexity in the size of the lattice I (P ). This is due to regularities of the tree and the lattice of ideals which is distributive.
Dedekind-MacNeille completion
Let P = (X, ) be a poset. A cut of P is a pair (A, B) with A, B ⊆ X with A u = B and A = B l . It is well known that the cuts, ordered by
form a complete lattice, the Dedekind-MacNeille completion of P , denoted by DM(P ) [5] . It is the smallest complete lattice containing P as a suborder.
Corollary 3. Let P = (X, <) be a poset and B
= {X \ ↓x | x ∈ X} a basis. Then DM(P ) is isomorphic to (F B , ⊇).
Proposition 2. Algorithm 3 computes the adjacency lists of the covering graph for the Dedekind-MacNeille completion DM(P
The algorithm in [7] has time complexity O(|X| 3 · |F B |).
Lattice of maximal antichains
Let P = (X, ) be a poset. We denote by AM(P ) the set of maximal antichains of P . The lattice of maximal antichains of P , AM(P ) = (AM(P ), ) is defined by
Corollary 4. Let P = (X, <) be a poset and B = {↓x \ {x} | x ∈ X} a basis. Then AM(P ) is isomorphic to (F B , ⊇).
Proposition 3. Algorithm 3 computes the adjacency lists of the covering graph for the lattice of maximal antichains AM(P
The algorithm in [14] has time complexity O(|X| 3 · |F B |). 
Galois lattice
Conclusion
Our method leads to algorithms whose complexity is lower than that of those in [2, 7, 14] . One open question is the enumeration of the family generated by a basis (without computing the tree or the lattice) with the same complexity. A fast enumeration algorithm uses O(|X| 3 ) per element [6] .
