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Interactions of transcription factors with chromatin are highly dynamic. Now Voss et al. (2011)
demonstrate that two transcription factors with identical DNA-binding specificities do not compete
for occupancy at a given DNA element, but instead, one factor can even facilitate the binding of
another. This assisted loading probably involves chromatin-remodeling machines.Sequence-specific transcription factors
are the primary regulators of tissue-
specific and temporally gated expression
of genes during development. For a long
time, researchers believed that their inter-
actions with cognate binding sites were
rather stable and long lasting. For ex-
ample, early in vitro studies estimated
a half-life of 108min for the glucocorticoid
receptor (GR) on DNA (Perlmann et al.,
1990). However, this view has dramati-
cally changed over the last decade, as
the development of in vivo systems re-
veals highly dynamic interactions of tran-
scription factors with their binding sites
on the timescale of seconds (Bosisio
et al., 2006; Karpova et al., 2008; McNally
et al., 2000). Now, in this issue of Cell,
Voss et al. (2011) address another impor-
tant aspect of transcription factor binding:
whether a given, functional DNA response
element is occupied most of the time or
only infrequently. This was assessed by
examining to what extent two factors
with identical DNA-binding specificities
compete for occupancy at the same site
in vivo.
Although prior techniques, such as fluo-
rescence recovery after photobleaching
(FRAP), clearly demonstrate that tran-
scription factors exchange quickly with
specific sites of chromatin (i.e., fast ex-
change), these techniques cannot esti-
mate the steady-state occupancy at a
given site. If the time between the dissoci-
ation and the subsequent reassociation
of a transcription factor was sufficiently
short, a site would virtually always be
occupied, despite the transient interac-
tion of individual factors with DNA. Andthus, one transcription factor would pre-
vent another factor from binding to the
same element.
To investigate the occupancy of
nuclear receptor-binding sites in chro-
matin of living cells, Voss et al. take
a very elegant approach. They use a cell
line harboring a tandem array of mouse
mammary tumor virus (MMTV) gene
copies that contain glucocorticoid re-
sponse elements (GREs). In these cells,
they coexpress two fluorescently tagged
receptors that both bind specifically to
these GREs: the glucocorticoid receptor
linked to GRP (GFP-GR) and a mutated
version of the estrogen receptor linked
to mCherry (mCh-ER pBox). Voss et al.
then monitor the association of these
receptors to the array by fluorescence
microscopy, in the presence of Dexa-
methasone alone (which activates GFP-
GR), Estradiol alone (which activates
mCh-ER pBox), or both hormones to-
gether. These receptors surprisingly fail
to compete for binding to the GREs in
the presence of both ligands, as steady-
state levels of DNA-bound GFP-GR are
virtually unchanged in cells treated with
Dexamethasone alone or with both Dexa-
methasone and Estradiol. Intriguingly, the
association of mCh-ER pBox with its
cognate DNA element is even enhanced
in cells exposed to both agonists, a
phenomenon the authors refer to as
‘‘assisted loading.’’
The occurrence of this assisted loading
and the lack of competition between
GFP-GR and mCh-ER pBox lead the
authors to conclude the following: (1) the
GREs are largely unsaturated duringCell 14hormone-induced transcriptional activa-
tion, and (2) the local chromatin structure
is implied in the regulation of the noncom-
petitive binding of the two receptors.
Importantly, using FRAP, Voss et al.
show that the association of mCh-ER
pBox with the array is extremely transient
(i.e., in the timescale of seconds), as has
been previously observed for the GFP-
GR/MMTV association (McNally et al.,
2000).
The authors then use chromatin
immunoprecipitation (ChIP) to examine
receptor-chromatin interactions at two
endogenous GR target genes, Lipocalin-2
(Lcn2) and Solute carrier family 5 (Slc5a5).
These results support the initial data ob-
tained by fluorescence microscopy, in
that they fail to reveal competition of tran-
scription factor binding in the presence of
both ligands. Interestingly, however, as-
sisted loading of mCh-ER pBox is ob-
served only at the Lcn2 locus. Previous
experiments identified a site in Lcn2 as
hypersensitive to DNase digestion in iso-
lated nuclei, indicating that it is in an
accessible chromatin conformation. How-
ever, the site becomes accessible only
after Dexamethasone treatment. Previous
experiments have suggested that ligand-
bound (and thus activated) GR opens up
the chromatin around its binding sites
by recruiting the chromatin-remodeling
machine Swi/Snf (Nagaich et al., 2004).
This type of DNase hypersensitive site is
called ‘‘de novo.’’ In contrast, a site in
Slc5a5 was found to be hypersensitive
before hormone treatment, supposedly
because other transcription factors, and
the chromatin-remodeling machines they6, August 19, 2011 ª2011 Elsevier Inc. 497
Figure 1. The Glucocorticoid Receptor Is a Pioneer Factor
As a pioneer transcription factor, the glucocorticoid receptor (GR) can asso-
ciate with sites that are embedded in a closed chromosomal structure and,
thus, are not sensitive to DNase 1 digestion. GR can then recruit the Swi/Snf
remodeling machinery to the chromatin (Nagaich et al., 2004), which subse-
quently renders the surrounding chromatin region hypersensitive to DNase 1.
Because the lifetime of the remodeled open chromatin state exceeds the short
residency time of GR on chromatin, the site now becomes accessible for ER
pBox binding after the dissociation of GR (Voss et al., 2011). Unlike GR, ER
pBox alone is unable to recruit the chromatin-remodeling machine Swi/Snf.recruit, have already rendered
it accessible. This site is thus
called ‘‘preprogrammed.’’
Here Voss and colleagues
perform similar ChIP analysis
on several endogenous loci
from both classes of hyper-
sensitive sites. They observe
assisted loading exclusively
on the de novo loci, strongly
suggesting that the initia-
tion of chromatin-remodeling
events by GR at these sites
underlies the assisted loading
of mCh-ER pBox (Figure 1). It
shouldbenoted in this context
that, in contrast to GR, mCh-
ERpBox is incapableofgener-
ating de novo sites and, thus,
can only occupy preprog-
rammed response elements
already made accessible by
other transcription factors.
Finally, the authors apply
mathematical modeling to
simulate ER pBox-dependent
competition of GR. With their
algorithms, it becomes clear
that GRE occupancy upon
GR activation needs to be
rather low (i.e., less than 10%
occupancy over time) for
binding of GR and ER pBox




were not necessarily antici-
pated, a quick ‘‘back-of-the-
envelope’’ calculation is
consistent with them. The
genome of a diploid mamma-lian cell has an estimated 63 109 nonspe-
cific binding sites for a transcription
factor, as each base pair can be consid-
ered to be the first base pair of a different
nonspecific element. Even if only 1% of
these elements are accessible in chro-
matin, the concentration of binding sites
is still 1.5 mM in a spherical nucleus
with a diameter of about 5 mm. Assuming
an equilibrium dissociation constant in the
lowmicromolar range for the affinity of the
transcription factor for the nonspecific
sites, virtually all transcription factors are
bound nonspecifically by DNA at any
given moment. Indeed, it has been shown
in living Escherichia coli cells that a lac498 Cell 146, August 19, 2011 ª2011 Elsevierepressor spends roughly 90% of its
time nonspecifically bound to chromatin
during its search for the lac operator (Elf
et al., 2007).
Thus, given the vast excess of nonspe-
cific sites in the mammalian genome,
specific sites are likely to be occupied
rather infrequently due to the long search
time required for transcription factors to
actually find them. Transient interactions
between a transcription factor and chro-
matin may, therefore, represent a neces-
sity for fast induction of a gene in
response to a stimulus, as long-lasting
interactions would result in an almost
complete sequestration of transcriptionr Inc.factors by nonspecific or
functionally irrelevant high-
affinity sites.
In the past year, the tran-
scription of many genes, in
both prokaryotic and eukary-
otic systems, has been de-
scribed to occur in short, dis-
continuous episodes, called
‘‘bursts.’’ In particular, two
recent studies uncovered the
existence of refractory pe-
riods between individual tran-
scriptional bursts of a given
gene (Harper et al., 2011;
Suter et al., 2011). Although
the mechanisms creating
these refractory periods re-
main to be elucidated, the
results of Voss and colleagues
suggest that the low occu-
pancy of specific sites by
transcription factors may be
involved in shaping the tran-
scriptional kinetics of indi-
vidual genes.
In this context, Singer and
colleagues recently showed
that the search time of Mbp1p
(an essential activator of cell-
cycle-specific pol1 transcrip-
tion) is likely to dictate the
stochastic firing rate of the
pol1 promoter in yeast (Larson
et al., 2011). In spite of this
stochasticity, the transcrip-
tional bursting pattern is
highly gene specific when re-
corded over extended time
periods (Suter et al., 2011).
Indeed this may explain why
the concentrations of mRNAsof different genes are highly accurate
when measured in a large cell population.
The experimental approaches presented
by Voss and colleagues in this issue of
Cell, combined with the simultaneous
recording of transcriptional bursts in
the same cells, should contribute to the
elucidation of whether temporally sparse
transcription factor occupancy can ac-
count for the discontinuous bursting
patterns of genes. Such experiments will
be technically challenging, but if success-
ful, they may provide answers to the
fascinating question of how stochastic
events can lead to highly precise gene
outputs.
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Accurate chromosome segregation during mitosis and meiosis is essential for cell viability. Two
papers in this issue ofCell (Kitajima et al., 2011;Magidson et al., 2011) describe chromosomemove-
ments during cell division with unprecedented accuracy, revealing previously unrecognized
features of chromosome spindle alignment and paving the way to quantitative phenotypic and
mechanistic analyses of chromosome alignment during prometaphase.Like any operation, the surgical separation
of chromosomes is not for the faint-of-
heart. In the turmoil of mitotic and meiotic
cells, the surgery rooms,aneutral observer
might be induced to conclude that the frail
chromosomes are doomed for carnage.
As one chromosome is pulled wildly in
one direction, another one is forced to
oscillate furiously about the metaphase
plate, and yet another one stands in rigor,
apparently lifeless. But despite every
appearance, there is order in this process.
And when the surgeon’s scalpel finally
makes its appearance, chromosomes are
almost invariably accurately divided and
delivered in good shape to daughter cells.
Two papers in this issue of Cell by the El-
lenberg and Khodjakov groups report
a comprehensive recording, at high spatial
and temporal resolution, of the movement
ofchromosomes thatprepare theirdivision
in mammalian cells, uncovering a logic in
this process that had so far escaped the
observers’ attention (Kitajima et al., 2011;
Magidson et al., 2011).Mitosis is about dividing the sister chro-
matids, i.e., the replicated chromosomes
created during the preceding S phase of
the cell cycle. The sisters retain cohesion
until the endofaprocessnamed ‘‘congres-
sion’’ or ‘‘alignment,’’ whose ultimate goal
is to gather all chromosomes on the spin-
dleequator, themetaphaseplate (Figure1).
Only then, a feedback control mechanism
that responds to the state of chromosome
alignment licenses a ‘‘surgeon’’ protease
for activation, eventually promoting the
separation of sister chromatids.
Contrarily to mitosis, the sisters retain
cohesion during the first meiotic division
(meiosis I). What become separated in-
stead are the homologous chromosomes
(e.g., the maternal and paternal chromo-
somes 10). This requires their previous
pairing and subsequent alignment at the
cell’s equator. Mitosis and meiosis have
in common that in both cases the chro-
mosomes (the sister chromatids inmitosis
and the homologs in meiosis I) must
achieve a configuration, known as bio-rientation, on the mitotic spindle before
they become separated (Figure 1).
The spindle is a complex dynamic
structure consisting of tubulin polymers,
microtubules, and microtubule-associated
proteins, including several molecular
motors that harness chemical energy to
carry out mechanical work. In 1986, Mitch-
ison and Kirschner hypothesized that the
morphogenesis of the mitotic spindle
results from the selective stabilization of
spindlemicrotubules by the chromosomes
themselves, a hypothesis generally known
as ‘‘search and capture’’ (S&C) (Kirschner
and Mitchison, 1986). This hypothesis
incorporated a crucial property of microtu-
bules earlier discovered by the same
authors and baptized ‘‘dynamic instability’’
(Mitchison and Kirschner, 1984). Dynamic
instability is the ability of microtubules to
undergo repeated cycles of rapid growth
and shrinkage over a wide range of tubulin
monomer concentrations. Through con-
tinuous polymerization and depolymer-
ization, microtubules can continuously6, August 19, 2011 ª2011 Elsevier Inc. 499
