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Sunspot sangat penting untuk diteliti karena bilangan sunspot menunjukkan tingkat 
aktivitas di matahari. Tujuan dari penelitian ini adalah untuk memprediksi bilangan sunspot 
menggunakan algoritma Gated Recurrent Unit (GRU) agar dapat mengetahui informasi dini 
mengenai bilangan sunspot pada masa yang akan datang, sehingga jika terjadi peningkatan 
yang signifikan bilangan sunspot dapat diinformasikan akibat fisis lain yang mungkin akan 
ditimbulkan. GRU merupakan modifikasi dari metode Long short-term Memory (LSTM), 
informasi dari memory sebelumnya diproses melalui dua gate, update gate dan reset gate, 
kemudian output yang dihasilkan akan menjadi input untuk proses selanjutnya. Data yang 
digunakan yaitu data bilangan sunspot per bulan diperoleh dari website SILSO. Penelitian ini 
menggunakan pembagian data dan parameter berdasarkan uji coba dan akan dibandingkan 
dengan LSTM. Nilai MAPE terbaik yang didapatkan adalah 7.171% dengan pembagian data 
70:30, hidden layer 150, batch size 32, and learning rate drop 100 menggunakan GRU dan 
9.9557% dengan pembagian data 70:30, hidden layer 150, batch size 128, dan learning rate 
drop 150 menggunakan LSTM. Prediksi bilngan sunspot menggunakan algoritma LSTM 
mendapatkan akurasi yang sangat bagus karena nilai MAPE kurang dari 10%, tetapi GRU 
lebih baik dari LSTM dengan selisih nilai MAPE 2.7847%. 
 
Kata kunci— prediksi, bilangan sunspot, time series, GRU, LSTM. 
 
Abstract 
Sunspot is very important to be researched because sunspot numbers present the level of 
solar activity. This research was conducted to predict sunspot numbers using Gated Recurrent 
Unit (GRU) algorithm to find out the information of sunspot numbers early, so that if there is a 
significant increase of sunspot numbers, it can inform other physical consequences that may be 
caused. GRU is modification of Long short-term Memory (LSTM) method: the information from 
the previous memory is processed through two gates, those are update gate and reset gate, then 
the output generated will be input for the next process. The data used was the data of monthly 
sunspot numbers obtained from SILSO website. This research uses data division and 
parameters based on trials then will be compared by LSTM. The best MAPE value obtained was 
7.171% with 70:30 data division, 150 hidden layers, 32 batch size, and 100 learning rate drop 
using GRU and 9.9557% with data division 70:30, 150 hidden layers, 128 batch size, and 150 
learning rate drop using LSTM. Sunspot number prediction using LSTM algorithm was very 
good because it obtained MAPE value less than 10% but GRU is better than LSTM with 
difference MAPE value 2.7847%. 
 
Keywords— prediction, sunspot numbers, time series, GRU, LSTM. 
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The sun is the center of the solar system which controls the solar system environment. 
The sun has several main activities, for example sunspot, solar flare, and Corona Mass Ejection 
(CME). Sunspot is very important to be researched because the bigger sunspot number, the 
higher level of solar activity and the smaller sunspot number, the lower level of solar activity. 
The impact of sunspot is not only on the space, but also on the climate and the weather on earth 
[1]. The phenomena of the sunspot impact can be minimized by early information obtained from 
the prediction results, so that if there is a significant increase in sunspot numbers, it can inform 
other physical consequences that may be caused. Based on the background of the problem, this 
research will discuss sunspot number prediction. 
A previous research related to sunspot number prediction was a research that predicted 
sunspot number using Fuzzy Time series Markov Chain Model. The research resulted in MAPE 
of 9.5% [2]. Furthermore, another research used Support Vector Regression (SVR) algorithm 
obtained 35.32 MSE, 5.94 RMSE, and 0.12 MAAPE so it can be said that the prediction results 
were quite accurate [3]. Then, a research that predict sunspot number using statistical method 
Autoregessive Integrated Moving Average (ARIMA) obtained 96.5% correlation confection 
between the proposed result and ARIMA result [4]. 
In other problems, there are several previous researches which used GRU algorithm for 
predictions, including a research that predicted the number of train passengers using the GRU 
method. This research conducted experiments up to 15000 iterations, the smallest number of 
MSE was obtained at 14000 iterations with a combination of parameters of 0.01 learning rate, 
100 batch size, 512 hidden layer, and 30 windows size, and resulted in the MAPE value of 
4.84% [5]. Furthermore, a research that predicted cargo demand used the GRU method. The 
best parameters obtained were  learning rate, 32 hidden layer, 16 batch size, 100 epoch. 
The ratio of data splitting was 70% for training, 10% for validation, and 20% for testing. The 
RMSE result was 247.395 [6]. Then, a research compared the performance between LSTM, 
GRU, and ARIMA methods in predicting traffic flows. The average of MAE with GRU was 
reduced at about 10% than the ARIMA method and 5% than LSTM method [7].  
We know that GRU is good for prediction from several previous researches which used 
GRU algorithm, but the architecture can be improved by finding optimal parameters and data 
division, and using the best optimization [8]. One of optimization algorithms is Adaptive 
Moment Estimation (ADAM) [9]. ADAM was proven can improve the performance of deep 
neural network [10]. So, in this research will use ADAM optimization to improve the 
performance of GRU.  
Based on several phenomena due to sunspot impacts and the previous researches which 
prove that GRU can predict well with a good level of accuracy. This research will compare the 
performance of GRU and LSTM algorithm to predict sunspot numbers using ADAM 
optimization to improve the model. The data division, hidden layer, batch size, and learning rate 
drop parameters used based on trial, so that we can know the best parameter for the prediction 
model. It is expected that the GRU and LSTM algorithm can be implemented for predicting 
sunspot numbers so that it can help minimize the phenomena due to sunspot impacts and knows 
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2.1 Data Collection 
The data used in this research was the data of monthly sunspot numbers. The data was 
obtained from SILSO (Sunspot Index and Long-Term Solar Observation) website with .csv file 
format. There were 3240 data, from January 1750 to December 2019. The data sample of 
sunspot numbers is shown in Table 1. 
Table 1 The Data Sample of Sunspot Numbers 
Year Month Sunspot Numbers  
1750 1 148.4 
1750 2 150.3 
1750 3 153.9 
: : : 
2019 12 1.8 
2.2 Sunspot 
Sunspot is a dark area on the photosphere layer [10]. Sunspot’s color is dark because the 
temperature of the sunspot ranges from 4000º K to 4500º K while the sun’s temperature is 6000º 
K [3][11]. The sunspot number determines the level of solar activity [11], the greater the 
sunspot number, the higher solar activity and the smaller the sunspot number, the lower the 
solar activity. The number of sunspots has increased and decreased in approximately 11 years, 
known as the solar activity cycle [12]. Sunspot can be counted using formula in equation (1). 
(10 )R k g n       (1) 
Where R  is sunspot number, k  is correction factor which value is 0.65, g is the number which 
identifies observed sunspot group, and n is the number of spots. 
2.3 Technical Research 
 
Figure 1 The Technical Research of Sunspot Numbers Prediction Using GRU Algorithm 
The first step of predicting sunspot numbers is collecting sunspot number data, next the 
data is normalized using equation (2).  After the data is normalized, the data is divided into the 
training and testing process. Then the data structure is formed into time series data. After that 
the parameters used in the training process are initialized. In this training process, ADAM 
optimization is used to obtain the best GRU model. The GRU model generated from the training 
process will be used to predict sunspot numbers in the testing process. Then the data is 
denormalized using equation (12). The last step is calculating the error value to measure the 
prediction accuracy using equation (13). The steps of predicting sunspot numbers can be seen in 
Figure 1. 
            ISSN (print): 1978-1520, ISSN (online): 2460-7258 
IJCCS  Vol. 15, No. 2,  April 2021 :  141 – 152 
144 
2.3.1 Data Normalization 
There are several data normalization method, one of them is min-max normalization. 
Min-max normalization is a method that uses linear transformations on the actual data to 
produce a balanced comparison of values between data before and after normalization [12]. The 
purpose of data normalization is to reduce the far data range because the data range affects the 









     (2) 
Where x  is the normalized data, x  is the actual data, minx  is the minimum value of the actual 
data, and maxx  is the maximum value of the actual data. 
2.3.2 Gated Recurrent Unit (GRU) 
GRU was first introduced by Kyunghyun Cho et al in 2014 [14]. GRU is an algorithm 
developed from Recurrent Neural Network (RNN) method which is similar to Long Short-Term 
Memory (LSTM) [15][16]. GRU has more simple architecture than LSTM [17]. The basic 
architecture of the RNN generates Vanishing and Exploding Gradient Descent problem [18]. 
This problem occurs because of continuous multiplication at Backpropagation Through Time 
(BPTT) result. GRU uses gates to solve this problem [19]. GRU has two gates, namely update 
gate and reset gate [20] which can be seen in Figure 2. 
 
Figure 2 GRU Architecture 
The first step of building a GRU model is calculating the update gate ( tz ) using the 
formula in equation (3) which is used to determine how much previous information should be 
retained [21]. 
 ( ) ( ) 1z zt t tz w x u h b        (3) 
Where w  and u  are the weight, tx  is the input, 1th   is the hidden state, and b  is the bias. 
The next step is calculating reset gate ( tr ) using formula in equation (4) which is used 
to determine how much previous information should be removed and how to combine the new 
input and the previous information. 
 ( ) ( ) 1r rt t tr w x u h b        (4) 
Then calculating hidden state candidate ( 'th ) which will use reset gate to save relevant 
information from the past. Hidden state candidate can be seen in equation (5). 
 1' tanht t t th wx r uh       (5) 
Where  is the hadamard product. 
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The last step is calculating hidden state (
th ) using formula in equation (6). The hidden 
state is also output (
ty ). 
 1 1 't t t t th z h z h      (6) 
GRU has several parameters which can affect the prediction result including hidden 
layer, batch size, dan learning rate drop. Hidden layer is the number of calculations in the 
training process. The batch size is how often the weights will be updated. Learning rate drop is 
the number of iterations in determining the learning rate [22]. 
2.3.3 ADAM 
Adam or Adaptive Moment Estimation was introduced by Diendik Kingma and Jimny 
Lei Ba [23]. ADAM is an optimization algorithm for gradient optimization on neural networks 
based on training data [5]. ADAM is a combination of the advantages of two popular methods, 
such as AdaGrad and RMSProp [24]. Some of the advantages of this algorithm are: it is easy 
and efficient, it does not require large memory, and it is suitable for problems that have a lot of 
data and parameters [25]. The estimation of the first moment and the second moment can be 
calculated using equation (7) and equation (8). 
1 1 1(1 )t t tm m g        (7) 
2
2 1 2(1 )t t tv v g        (8) 
Where tm is the estimation of the first moment and tv  is the estimation of the second 
moment. Both of them are initialized as vectors 0. It can affect the values are biased toward zero 
when the decay values are small [26]. That problem can be solved by calculating the bias 




















     (10) 
Where the value of 1 is 0.9, 2 is 0.999 






   

     (11) 
Where is epsilon which value is 810 . 
2.3.4 Data Denormalization 
After obtaining the predicted value from the testing process, then proceed with data 
denormalization. Data denormalization is to return the data to its original range before being 
normalized [27]. Denormalization formula is shown in equation (12). 
max min min( )ix x x x x       (12) 
Where ix  is the denormalized data, x  is the normalized data, maxx  is the maximum value of the 
actual data, and minx  is the minimum value of the actual data. 
2.3.5 Performance Measurement 
Mean Absolute Percentage Error (MAPE) is a calculation used to measure the accuracy 
of a prediction system [28]. MAPE formula can be seen in equation (13). 
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     (13) 
Where 
iy  is the actual data, iy is the predicted value, while n is the amount of the data. The 
smaller MAPE value, the better accuracy prediction [29]. The criteria of MAPE are shown in 
Table 2. 
Table 2 The Criteria of MAPE [30] 
MAPE Value Criteria 
MAPE < 10% High accuracy prediction 
10% ≤ MAPE ≤ 20 % Good prediction 
20% ≤ MAPE ≤ 50% Reasonable prediction 
50% ≥ MAPE Inaccurate prediction 
 
  
3. RESULTS AND DISCUSSION 
 
In this research, the number of data used was 3240 data consisting of 70% of the data 
obtained from January 1750 to July 1938 used for the training process totaling 2263 months and 
30% of the data obtained from August 1938 to December 2019 used for the testing process 
totaling 970 months. The data division used is based on trials which can be seen in Table 5. The 
training and testing data sample is shown in Table 3. 
 
Table 3 The Normalized Data Sample for Training and Testing Process 
Training Testing 
Year Month Sunspot numbers Year Month Sunspot numbers 
1750 1 0.521 1938 8 0.622 
1750 2 0.527 1938 9 0.606 
1750 3 0.540 1938 10 0.603 
: : : : : : 
1938 7 0.637 2019 12 0.006 
 
Table 4 The Normalized Data Sample of Time Series 
6tx   5tx   4tx   3tx   2tx   1tx   tx  1tx   
0.521 0.527 0.540 0.541 0.516 0.490 0.487 0.478 
0.527 0.540 0.541 0.516 0.490 0.487 0.478 0.460 
0.540 0.541 0.516 0.490 0.487 0.478 0.460 0.441 
: : : : : : : : 
0.014 0.013 0.012 0.012 0.011 0.009 0.007 0.006 
 
Based on Table 4, this research used seven input variables and an output variable. It was 
aimed to obtain the prediction results for the next one month, and it would take seven months 
earlier. The time series data sample is shown in Table 4. The parameters used were based on the 
results of the trials that resulted in the smallest MAPE value in order to obtain the optimal 
model [31]. Table 5 shows a comparison of MAPE values based on several parameters, those 
are hidden layer, batch size, and learning rate drop and data division of 70:30 and 80:20 using 
GRU method.  
Based on Table 5, it can be seen that the more hidden layer, the lower average MAPE 
value. The average MAPE value of 70:30 data division was lower than that of 80:20 data 
division. The highest average MAPE value was obtained at 80:20 data division and 50 hidden 
layers, while the lowest average MAPE value was obtained at 70:30 data division and 150 
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hidden layers. The highest MAPE value was 21.3408% with 50 hidden layers, 256 batch size, 
and 50 learning rate drop while the lowest MAPE value was 7.1705% with 150 hidden layers, 
32 batch size, 100 learning rate drop. Based on Table 1, it can be concluded that the GRU 
algorithm was suitable for long-term prediction of sunspot numbers because the MAPE value 
was less than 10%.  






















100 13.470 18.590 
150 10.371 9.260 
64 
50 18.484 11.143 
100 8.626 11.895 
150 7.584 9.936 
128 
50 11.184 18.174 
100 12.965 13.105 
150 7.800 13.921 
256 
50 15.075 21.341 
100 10.922 16.384 







100 9.301 10.879 
150 7.614 9.541 
64 
50 15.389 13.476 
100 9.185 9.791 
150 8.917 8.375 
128 
50 14.155 15.629 
100 11.979 13.265 
150 8.370 9.989 
256 
50 18.294 17.215 
100 9.495 9.152 







100 7.171 11.354 
150 8.251 8.036 
64 
50 15.339 13.991 
100 8.912 9.981 
150 8.346 8.566 
128 
50 15.306 13.928 
100 10.247 9.320 
150 7.849 8.777 
256 
50 13.658 15.408 
100 9.313 9.678 
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100 20.2017 16.3147 
150 13.0826 17.06 
64 
50 18.5321 24.8176 
100 15.5388 14.8375 
150 12.2765 15.0114 
128 
50 17.6357 22.8205 
100 12.9658 17.4439 
150 12.3641 17.2459 
256 
50 17.484 20.5128 
100 12.6985 13.9126 







100 12.7523 13.3516 
150 11.3958 12.2994 
64 
50 15.3529 20.4243 
100 11.7269 16.8872 
150 11.3604 13.3657 
128 
50 17.6675 18.906 
100 11.7738 15.0475 
150 10.1493 10.7346 
256 
50 17.1457 22.4632 
100 11.9452 14.2591 







100 11.2499 13.5321 
150 10.3571 12.4605 
64 
50 14.8364 17.9773 
100 11.4634 13.1043 
150 11.8909 11.5085 
128 
50 16.5047 17.8684 
100 11.5239 13.0508 
150 9.9557 11.4351 
256 
50 15.9415 16.6958 
100 10.9616 12.9823 
150 10.0369 12.0289 
 
Table 6 shows a comparison of MAPE values based on several parameters, those are 
hidden layer, batch size, and learning rate drop and data division of 70:30 and 80:20 using 
LSTM method. It can be seen that LSTM is good for predicting sunspot number but GRU is 
better than LSTM. The average of MAPE values obtained by LSTM are bigger than GRU. The 
smallest MAPE value is 9.9557% with 150 hidden layers, 128 batch size, learning rate drop 
150, and data division 70:30. Same as Table 5, the more hidden layer, the lower average MAPE 
value. 
Visualization of actual data and predicted result can be seen in Figure 3 and Figure 4. 
Figure 3(a) and Figure 4(a) shows a graph of the predicted results and actual data from March 
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1939 to December 2019, while Figure 3(b) and Figure 4(b) shows a graph of the predicted 
results and actual data from May 1991 to December 2019. It can be seen from Figure 3 that the 
results of the prediction and the actual data are pretty similar than Figure 3(b), Figure 4(a), and 
Figure 4(b). The sunspot number in Figure 3(a) and Figure 4(a) axceeds 250. The increase of 
sunspot number can cause flare or explotion of CME [32]. 
 
 
(a )     (b) 
Figure 3 The best MAPE value of GRU (a) Data division 70:30 (b) Data division 80:20 
 
 
(a )     (b) 





Based on the results of the research on the prediction of sunspot numbers using GRU 
and LSTM algorithm, the best MAPE value obtained was 7.171% with 70:30 data division, 150 
hidden layers, 32 batch size, and 100 learning rate drop using GRU and 9.9557% with data 
division 70:30, 150 hidden layers, 128 batch size, and learning rate drop 150 using LSTM. 
Therefore, it can be said that sunspot number prediction using LSTM algorithm was very good 
because it obtained MAPE value less than 10% but GRU is better than LSTM with difference 
MAPE value 2.7847%. 
 
5. FUTURE WORKS 
 
This research did not not pay attention to the outliers in the time series data. These 
outliers can be detected by various methods [33]. One of  the examples is a research which 
detected outliers quickly using Local Correlation Integral (LOCI) [34]. It is expected that further 
research will use variations of the GRU method, such as BiGRU which results in MAPE values 
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smaller than GRU [35] or can use other deep learning methods and pay attention to the presence 
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