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THE LAW OF EXCLUDED MIDDLE AS A NO-GO THEOREM
SAM SANDERS
Abstract. The aim of Reverse Mathematics is to find the minimal axioms
needed to prove theorems of ordinary, i.e. non-set theoretic, mathematics. This
development generally takes place in the language of second-order arithmetic
in which uncountable objects are represented via countable ‘codes’. Hence, it
is paramount that this ‘coding practise’ of RM does not change the logical
strength of a given theorem, lest the wrong minimal axioms be identified.
We show that the coding of (continuous) functions fundamentally distorts
the logical strength of Ekeland’s variational principle and Tietze’s extension
theorem. The latter are quite elementary compared to e.g. theorems from
measure theory or topology where the coding practise may be claimed (or
even expected) to be problematic. Another novelty is that -to the best of our
knowledge- all previously known problems with coding arise from the class of
coded objects being ‘smaller’ than the class of actual objects in weak systems
of higher-order arithmetic; by contrast, the problems with coding identified in
this paper seem to emerge from the class of coded objects being ‘larger’ than
the class of actual objects. Finally, we obtain our results via a so-called no-go
theorem that seems to essentially depend on the law of excluded middle.
1. Introduction
The aim of Reverse Mathematics (RM hereafter; see Section A.2) is to find
the minimal axioms needed to prove theorems of ordinary, i.e. non-set theoretic,
mathematics. Now, the framework for RM is provided by the language of second-
order arithmetic in which uncountable objects are represented via countable ‘codes’.
Hence, it is paramount that this ‘coding practise’ of RM does not change the logical
strength of a given theorem, lest the wrong minimal axioms be identified.
In this paper, we establish a -to the best of our knowledge- hitherto unknown
problem with regard to coding: we identify two theorems, namely Ekeland’s vari-
ational principle and the Tietze extension theorem, for which the coding of (con-
tinuous) functions greatly distorts the logical strength of the theorems, and hence
the RM classification. It would perhaps not come as a surprise that the coding of
topologies or measurable sets has its problems (see [15,22]), but the aforementioned
theorems are quite elementary in comparison. In particular, we show the following.
(1) Versions of Ekeland’s variational principle equivalent to ACA0 and Π
1
1-CA0
are studied in [8]. These become provable in conservative extensions of
resp. WKL0 and ACA0 when formulated in higher-order arithmetic.
(2) Versions of Tietze’s extension theorem equivalent to WKL0 and ACA0 are
studied in [2,25]. These become provable in the base theory of higher-order
arithmetic when expressed in the latter using one of Tietze’s formulations.
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To the best of our knowledge, all known problems with coding in RM are generally
due to the ‘class of objects X that also have a code/representation’ being smaller
than the ‘class of objects X ’ itself in weak systems of higher-order arithmetic. The
results in this paper are different in kind : for the Tietze extension theorem, the class
of coded objects is too large in that not all such objects give rise to a higher-order
object in weak systems of higher-order arithmetic.
We assume basic familiarity with RM, in particular Kohlenbach’s higher-order
RM, introduced in [17]. We do provide a brief introduction in Appendix A, including
all required definitions and notations pertaining to higher-order RM.
Next, as to the title of this paper, our proofs seem to be based on the law of
excluded middle in an essential way, as is clear from Theorem 1.1 below. Moreover,
a ‘no-go theorem’ is a mathematical result that is claimed to imply that a certain
state of the (physical) world is impossible. Theorem 1.1 is a ‘mathematical’ no-go
theorem, as it implies that dropping a continuity condition cannot increase the
logical strength of certain theorems. The proof of this theorem hinges on the law of
excluded middle, as is readily apparent. Note that ‘f ∈ C(R)’ means that f : R → R
satisfies the usual ‘epsilon-delta’ definition of continuity on R.
Theorem 1.1. If RCAω0 proves (∀f ∈ C(R))A(f) and ACA
ω
0 proves (∀f : R →
R)A(f), then RCAω0 proves (∀f : R → R)A(f). The same holds for RCA
ω
0 replaced
by RCA
ω
0 +WKL or ‘R → R’ replaced by ‘[0, 1]→ R’ or ‘N
N → NN’.
Proof. Let A(f) be as in the theorem. We prove the first part: the other parts are
similar. Note that in case (∃2) we have a proof of (∀f : R → R)A(f) by assumption
as (∃2) → ACA0. In case ¬(∃
2), all functions on R are continuous by [17, §3], and
(∀f : R → R)A(f) reduces to (∀f ∈ C(R))A(f), which has a proof by assumption.
We have proved (∀f : R → R)A(f) in both cases, and the law of excluded middle
(∃2) ∨ ¬(∃2) finishes the proof, within RCAω0 . 
It is essential that we explain why Theorem 1.1, trivial as it seems, is interest-
ing at all. As it happens, Theorem 1.1 applies to (various versions of) the Tietze
extension theorem and Ekeland’s variational principle, which have been studied in
second-order RM (see e.g. [8, 28]). As a result, the RM of these theorems will be
seen to be very different when working in higher-order rather than second-order
arithmetic. We study Ekeland’s variational principle in Section 2 and Tietze’s ex-
tension theorem in Section 3. In some cases, our higher-order versions are provable
in a conservative extension of WKL0. According to Simpson ([28, IX.3.18]), this
contributes to a ‘very important direction of research’, namely a partial realisation
of Hilbert’s program for the foundations of mathematics.
2. Ekeland’s variational principle
We first consider Ekeland’s variational principle, as it is the most straightforward
result. In a nutshell, we show that the equivalences for fragments of this principle
involving ACA0 and Π
1
1-CA0 disappear when we formulate this principle in higher-
order arithmetic.
2.1. At the level of arithmetical comprehension. We show that the equiva-
lence between ACA0 and a fragment of Ekeland’s variational principle disappears
when we formulate this principle in higher-order arithmetic.
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First of all, the RM-properties of Ekeland’s principle are studied in [8] inside the
framework of second-order arithmetic; Ekeland’s weak variational principle from
[6] is called ‘FVP’ in [8]. The following results are obtained regarding FVP in [8].
(a) Over RCA0, ACA0 is equivalent to FVP restricted to total honestly coded
potentials on [0, 1] (or 2N).
(b) Over RCA0, WKL0 is equivalent to FVP restricted to total continuous
potentials on [0, 1] (or 2N).
Now let FVPωtot and FVP
ω
tot,cont be some higher-order versions of FVP for total (and
continuous in the second case) potentials on [0, 1], i.e. the versions of FVP from
respectively items (a) and (b), but not involving codes. To be absolutely clear,
FVP
ω
tot has the form (∀f : [0, 1] → R)A(f), while FVP
ω
tot,cont has the form (∀f ∈
C([0, 1]))A(f), which is readily expressed in the language of higher-order arithmetic.
The exact formulation does not matter, as long as the aforementioned syntactical
form is available. Moreover, since we could also use 2N instead of [0, 1], none of
what follows has anything to do with the coding of real numbers.
Evidently, these higher-order principles cannot satisfy the same properties as in
items (a) and (b) above, as the following two items would already imply that FVPωtot
is provable in RCAω0 +WKL by Theorem 1.1.
(a′) The system ACAω0 proves FVP
ω
tot.
(b′) The system RCAω0 +WKL proves FVP
ω
tot,cont.
To be absolutely clear, we do not claim that anything is wrong with the RM of FVP
as in items (a) and (b) above. We do claim that no higher-order version of FVP can
satisfy the same properties. Indeed, items (a′) and (b′) are enough to make FVPωtot
provable in RCAω0 +WKL by Theorem 1.1, and hence FVP
ω
tot cannot imply ACA0.
The discrepancy between the second- and higher-order RM is (presumably) caused
by the use of codes in second-order arithmetic, in particular the concept of ‘honest
code’ from item (a). Note that every continuous function on NN has an RM-code
on 2N given WKL ([16, §4]), i.e. item (b′) seems rather natural.
The observation from this section is not an isolated incident, as we will see next.
2.2. At the level of hyperarithmetical comprehension. We show that the
equivalence between Π11-CA0 and a fragment of Ekeland’s variational principle dis-
appears when we formulate this principle in higher-order arithmetic.
The following results are also obtained regarding FVP in [8], both over RCA0.
(c) Π11-CA0 is equivalent to FVP restricted to total potentials on N
N.
(d) ACA0 is equivalent to FVP restricted to total continuous potentials on N
N.
Now let FVPωtot(N
N) and FVPωtot,cont(N
N) be some higher-order versions of FVP for
total (and continuous in the second case) potentials on NN, i.e. the versions of
FVP from respectively items (c) and (d), but not involving codes. To be absolutely
clear, FVPωtot(N
N) has the form (∀f : NN → NN)A(f), while FVPωtot,cont has the
form (∀f ∈ C(NN))A(f), which is readily expressed in the language of higher-
order arithmetic. Evidently, these higher-order principles cannot satisfy the same
properties as in items (c) and (d) above: the following two items already imply that
FVP
ω
tot(N
N) is provable in a conservative extension of ACA0 by Theorem 2.1 below.
(c′) The system ZΩ2 proves FVP
ω
tot(N
N).
(d′) The system RCAω0 + ACA0 proves FVP
ω
tot,cont(N
N).
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To be absolutely clear, we do not claim that anything is wrong with the RM of
FVP as in items (c) and (d) above. We do claim that no higher-order version of
FVP can satisfy the same properties. Indeed, items (c′) and (d′) are enough to
make FVPωtot(N
N) provable in a conservative extension of ACA0 by Theorem 2.1,
and hence FVPωtot(N
N) cannot imply Π11-CA0. The discrepancy between the second-
and higher-order RM is (presumably) caused by the use of codes in second-order
arithmetic. What is left to prove is a version of Theorem 1.1 tailored to Π11-CA0;
note that RCA0 + ACA0 + (κ
3
0) is conservative
1 over ACA0 by [17, Prop. 3.12].
Theorem 2.1. If RCAω0 + ACA0 proves (∀f ∈ C(R))A(f) and Z
Ω
2 proves (∀f :
R → R)A(f), then RCAω0 + ACA0 + (κ
3
0) proves (∀f : R → R)A(f). The same
generalisations as for Theorem 2.1 hold.
Proof. As mentioned in [19, §6] or [24], RCAω0 proves (∃
3) ↔ [(∃2) + (κ30)], which
was communicated to us by Kohlenbach in a private communication. Now use
(∃2) ∨ ¬(∃2) as in the proof of Theorem 1.1. 
Note that we use RCAω0 +ACA0 in the theorem and item (d
′), rather than ACAω0 .
This does not really constitute a weakening as the former system already proves
that every continuous functional on Baire space has an RM-code (see [16, §4]).
Furthermore, there is nothing special about ACA0 in the previous, as we have
the following corollary. Fix any sentence X ∈ L2 provable in Z2 and note that
RCA
ω
0 +X+WKL+ (κ
3
0) is conservative over RCA0 +X+WKL by [17, Prop. 3.12].
Corollary 2.2. If RCAω0 + X proves (∀f ∈ C(R))A(f) and Z
Ω
2 proves (∀f : R →
R)A(f), then RCAω0 + X+ (κ
3
0) proves (∀f : R → R)A(f).
In light of the previous corollary, item (a′) above can be strengthened consid-
erably, namely to ‘ZΩ2 proves FVP
ω
tot’, and one still obtains that a conservative
extension of WKL0 proves FVP
ω
tot.
The results in Theorem 2.1 and its corollary are also foundationally significant
as follows: item (d) above could lead one to claim that the associated version of
Ekeland’s variational principle is not available in predicativist mathematics (see
[28, I.11.9] or [7]). Such a claim is debatable as Theorem 2.1 provides a way of
‘pushing down’ theorems to predicatively reducible mathematics.
A possible criticism of Theorem 2.1 is that the axiom (κ30) is somewhat ad hoc
and not that natural. One can replace this axiom by more natural theorems as
follows: the Lindelo¨f lemma for Baire space together with (∃2) proves Π11-CA0,
while the Heine-Borel theorem for uncountable covers of Cantor space yields ATR0
when combined with (∃2) (see [20,21] for these results). Thus, one readily modifies
Theorem 2.1 and its proof to work with the aforementioned theorems rather than
(κ30). Note that in the case of the Lindelo¨f lemma, the resulting theorem still applies
to item (c) and Π11-CA0 in particular.
3. Tietze extension theorem
3.1. Introduction. We discuss the Tietze extension theorem, which has been stud-
ied in RM in e.g. [2, 12, 25, 28]. In the latter references, it is shown that there are
versions of Tietze’s extension theorem provable in RCA0, equivalent to WKL0, and
1The system RCAω
0
+MUC from [17, Prop. 3.12] readily proves (κ3
0
), and hence the associated
conservation result for the latter follows.
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equivalent to ACA0. We show that a slight change to the formulation of the Tietze’s
extension theorem makes all the aforementioned versions provable in RCAω0 . This
slight change definitely has historical antecedent, in that it can be found in Tietze’s
paper [30], and is actually the dominating formalism therein. Moreover, we show
that the ‘actual’ strength of the second-order Tietze extension theorem comes from
the fact that it can extend certain codes into actual higher-order functions.
First of all, we discuss the exact formulation of Tietze’s extension theorem, which
expresses that for certain spaces X, if a function f is continuous on a closed C ⊂ X,
there is a function g, continuous on all of X, such that f = g on C. There are
at least two ways of formulating the antecedent of the previous theorem, say for
R → R-functions, namely as follows.
(A) The function f is defined and continuous on C; undefined on R \ C.
(B) The function f is defined everywhere on R and continuous on C.
Tietze proves three theorems in [30], called Satz I, II, and III. The first two are
formulated using (B), while the third one is formulated as a corollary to the first
and second theorem, and is formulated using (A). Tietze explicity mentions that f
can be discontinuous outside of C in [30, p. 10]. When treating Tietze’s extension
theorem, Carathe´odory uses both (A) and (B) in [4, §§541-543], while Hausdorff
explicitly states that (B) is used in [13].
Secondly, in light of the previous observation, it seems reasonable to study a
version of Tietze’s extension theorem based on (B). We study Tietze’s extension
theorem on separably closed sets in Section 3.2, while we study a version for closed
sets and uniform continuity in Section 3.3.
3.2. Separably closed sets and the Tietze extension theorem. We study a
version of Tietze’s extension theorem for separably closed sets as in [2, 12]. Intu-
itively, separably closed sets are closed sets represented by a countable dense sub-set
(see e.g. [2, 3] for details).
Theorem 3.1 (TIE2). For f : C → R RM-continuous on the separably closed
C ⊆ R, there is RM-continuous g : R → R such that f(x) =R g(x) for x ∈ C.
It is known that TIE2, is equivalent to ACA0 (see [2, Theorem 1.35] or [12,
Theorem 6.9]). The exact choice of domain (e.g. R versus [0, 1]) does not matter
for this equivalence. The higher-order version of TIE2 is as follows.
Theorem 3.2 (TIEω). For f : R → R continuous on the separably closed C ⊆ R,
there is continuous g : R → R such that f(x) =R g(x) for x ∈ C.
To be absolutely clear, we use ‘continuous’ in the sense of the usual ‘ǫ-δ’ defini-
tion, while ‘RM-continuous’ refers to the coding used in RM (see [28, II.6.1]). In
contrast to ACA0 ↔ TIE
2, the higher-order version is trivial.
Theorem 3.3. The system RCAω0 proves TIE
ω.
Proof. We use the law of excluded middle as in (∃2) ∨ ¬(∃2). In case ¬(∃2), all
functions on R are continuous by [17, §3], and we may use g = f to obtain TIEω.
In case (∃2), we use [2, Theorem 1.10] to guarantee that any seperably closed set
C ⊆ R is also closed in the sense of RM, i.e. given by a Π01-formula in L2. Note
that ∃2 can decide such formulas. By [16, §4], we can obtain an RM-code for f on
C. Applying TIE2 to the RM-code of f , there is (code for) a continuous function g
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such that f =R g on C. Apply QF-AC
1,0 to the totality of the latter code to obtain
the required continuous function. 
The previous result can also be obtained from Theorem 1.1 by letting A(f)
be TIEω without the leading ‘(∀f : R → R)’ quantifier and noting that (∀f ∈
C(R))A(f) is trivial, while (∀f : R → R)A(f) is provable in ACAω0 in the same way
as in the proof of the theorem.
We now study a ‘coding principle’ that allows one to obtain a (higher-order)
continuous function from certain codes. Note that a total RM-code of a continuous
R → R-function trivially2 yields a higher-order function with the same values.
Theorem 3.4 (RCAω0 ). The axiom ACA0 follows from: for a RM-code f defined on
a separably closed set C ⊆ R, there is g : R → R such that (∀x ∈ C)(g(x) =R f(x)).
Proof. The coding principle from Theorem 3.4 combined with Theorem 3.3 yields
a version of TIEω for f given by RM-codes, but where g : R → R is not given by a
code. However, the proof of TIE2 → ACA0 in [12, Theorem 6.9] still goes through
when g : R → R is not given by a code but is only continuous on R. Note that
RCA
ω
0 proves separation for Π
0
1-formulas with type two parameters in the same way
as RCA0 proves Π
0
1-separation for L2-formulas (see [28, IV.4.8]). 
We also have the following somewhat strange corollary.
Corollary 3.5. The following are equivalent over RCAω0 to ACA0:
(a) TIE2
(b) for a RM-code f defined on a separably closed set C ⊆ R, there is g : R → R
such that (∀x ∈ C)(g(x) =R f(x)).
(c) for a RM-code f defined on a separably closed set C ⊆ R, there is continuous
g : R → R such that (∀x ∈ C)(g(x) =R f(x)).
Proof. Since TIE2 ↔ ACA0 by [12, Theorem 6.9], we only need to prove (b) → (c)
in light of the theorem. In case ¬(∃2), all functions on R → R are continuous
by [17, §3]. In case (∃2), we also have ACA0, and hence TIE
2 yields a code for a
continuous g : R → R as in item (c). This code in turn readily yields the function
required for item (c). The law of excluded middle now finishes the proof. 
In light of the previous, the ‘real’ strength of TIE2 comes from the fact that (in
the higher-order framework) it can extend a code defined on a separately closed set
to an ‘actual’ R → R-function, i.e. converts a (potentially) partial representation
into a total object.
3.3. Uniform continuity and the Tietze extension theorem. Tietze’s ex-
tension theorem is studied in [25] for functions that are ‘RM-continuous with a
modulus of uniform continuity’ and are defined on closed sets in [0, 1]; ‘closed’ is
meant in the RM-sense as in [28, II.5.12]. This version, called sTET[0,1] in [25],
is equivalent to WKL0. Let TIE
ω
u be the associated version of TIE
ω, i.e. with an
additional modulus of uniform continuity and for RM-closed sets in [0, 1].
Theorem 3.6 (TIEωu ). For f : [0, 1]→ R uniformly continuous with a modulus on
some closed C ⊂ R, there is a uniformly continuous with a modulus g : [0, 1] → R
such that f(x) =R g(x) for x ∈ C.
2Just apply QF-AC1,0 to the formula ‘α(x) is defined for all x ∈ R’.
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It goes without saying that ‘continuous’ in the previous theorem is meant in the
usual ‘ǫ-δ’ sense. We have the following Corollary to Theorem 3.3.
Corollary 3.7. The system RCA
ω
0 proves TIE
ω
u .
Proof. Similar to the proof of Theorem 3.3. 
The previous corollary also holds for the other variations of sTET[0,1] from [12, 25]
that are equivalent to WKL0. We obtain the following version of Theorem 3.4.
Theorem 3.8 (RCAω0 ). The axiom WKL0 follows from: for a RM-code f with
modulus of uniform continuity defined on a closed set C ⊆ [0, 1], there is g : R → R
such that (∀x ∈ C)(g(x) =R f(x)).
Proof. As in the proof of Corollary 3.4, the coding principle from the corollary
combines with TIEωu to yield a version of sTET[0,1], and the latter implies WKL0
as shown in [25]. To obtain a code as in the consequent of sTET[0,1], note that a
modulus of uniform continuity (valid on the entire unit interval) suffices to define
a code by (the proof of) [16, Prop. 4.4]. 
We also have the following version of Theorem 3.5.
Corollary 3.9. The following are equivalent over RCAω0 to WKL0:
(a) sTET[0,1]
(b) for a RM-code f with modulus of uniform continuity defined on a closed set
C ⊆ [0, 1], there is g : R → R such that (∀x ∈ C)(g(x) =R f(x)).
(c) for a RM-code f with modulus of uniform continuity defined on a closed set
C ⊆ [0, 1], there is continuous g : R → R such that (∀x ∈ C)(g(x) =R f(x)).
Proof. Similar to the proof of Theorem 3.5. 
The previous obervations necessitates the following conceptual remark.
Remark 3.10 (Codes come to a head). Kohlenbach proves in [16, §4] that for
continuous type two functionals, the existence of a RM-code is equivalent to the
existence of a continuous modulus of continuity. Thus, RM-codes constitute a
constructive enrichment as follows: when interpreted in higher-order arithmetic,
a second-order theorem about RM-continuous functions only seems to apply to
higher-order functionals that also come with an RM-code (or the aforementioned
modulus). In particular, it is not clear whether such a theorem applies to all
continuous functionals: ‘out of the box’ it only seems to apply to the sub-class
‘continuous functionals with a continuous modulus’. To remove this uncertainty,
note that WKL suffices to show that continuous functionals have an RM-code on 2N
([16, §4]), i.e. the RM of WKL does not change if we replace any leading universal
quantifier over RM-codes by a quantifier over higher-order functionals that are
continuous in the relevant theorems.
The observation in the previous paragraph gives rise to the concept of coding
overhead of a given theorem T , which is the minimal axioms(s) needed to prove
(over RCAω0 ) that T formulated with codes implies T formulated without codes,
whenever the former seems less general than the latter. Theorems 3.4 and 3.8
suggest we also define the notion of coding underhead of a theorem T , which is the
minimal axioms(s) needed to prove (over RCAω0 ) that T formulated without codes
implies T formulated with codes, and this whenever the former seems less general
than the latter.
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Next, we note that that item (A) above is rather strong when the associated
notions are interpreted in second-order RM.
Theorem 3.11 (RCAω0 ). Let C ⊂ [0, 1] be a closed set and let f : C → R be a
RM-code for a continuous function. Then (∀x ∈ [0, 1])(x ∈ C ↔ f(x) is defined)
implies that ‘x ∈ C’ is decidable.
Proof. Note that ‘x ∈ C’ is Π01 while ‘f(x) is defined’ is Σ
0
1. Applying QF-AC
1,0 to
the forward implication yields a decision procedure for ‘x ∈ C’. 
Finally, we note that the Tietze extension theorem for RM-closed sets is provable
in RCA0, while the version for separably closed sets is equivalent to ACA0 (see
[2, Theorems 1.33 and 1.35]). This is to be expected as ACA0 is equivalent to the
fact that separably closed sets are RM-closed (see [2, Theorem 1.12]). Hence, a
more general notion of closed set, e.g. given by uncountable unions of open balls,
is expected to give rise to a ‘stronger’ version of the Tietze extension theorem.
However, Theorem 2.1 applies to any such theorem involving a notion of closed set
of which ZΩ2 proves that this notion coincides with that of RM-closed set. It is
therefore hard to imagine a reasonable notion of closed set for which Theorem 2.1
does not apply.
We finish this section with a conceptual remark.
Remark 3.12 (Similar results). There are a number of generalisations of the Tietze
extension theorem (see e.g. [5]) and one could treat these in the same way. One
other ‘extension’ theorem that requires mention is the Hahn-Banach theorem. The
latter can be given a formulation as in item (B) above, and similar results can
perhaps be obtained.
Helly’s selection theorem was first proved in [14, p. 283], dealing with the (point-
wise) convergence of sequences of functions of bounded variation. One readily
obtains a discontinuous function from the limit provided by Helly’s theorem for a
nice sequence of continuous functions; as noted above, (∃2) now follows by [17, §3].
A version of Helly’s theorem involving codes and L1-convergence is equivalent to
ACA0 ([18]). In light of these results, Helly’s theorem does not suffer from the
coding problems identified above.
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our gratitude towards this institution. We thank Anil Nerode and Paul Shafer for
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Appendix A. Reverse Mathematics
We introduce Reverse Mathematics in Section A.1, as well as its generalisation
to higher-order arithmetic, and the associated base theory RCAω0 . We introduce
some essential axioms in Section A.2.
A.1. Reverse Mathematics. Reverse Mathematics is a program in the founda-
tions of mathematics initiated around 1975 by Friedman ([9, 10]) and developed
extensively by Simpson ([28]). The aim of RM is to identify the minimal axioms
needed to prove theorems of ordinary, i.e. non-set theoretical, mathematics. In
almost all cases, these minimal axioms are also equivalent to the theorem at hand
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(over a weak logical system). The reversal, i.e. the derivation of the minimal axioms
from the theorem, is often proved based on recursive counterexample to the latter
(see [26, p. 1368]).
We refer to [29] for an introduction to RM and to [27,28] for an overview of RM.
We expect basic familiarity with RM, but do sketch some aspects of Kohlenbach’s
higher-order RM ([17]) essential to this paper, including the base theory RCAω0
(Definition A.1).
First of all, in contrast to ‘classical’ RM based on second-order arithmetic Z2,
higher-order RM uses Lω, the richer language of higher-order arithmetic. Indeed,
while Z2 is restricted to natural numbers and sets of natural numbers, higher-order
arithmetic can accommodate sets of sets of natural numbers, sets of sets of sets of
natural numbers, et cetera. To formalise this idea, we introduce the collection of
all finite types T, defined by the two clauses:
(i) 0 ∈ T and (ii) if σ, τ ∈ T then (σ → τ) ∈ T,
where 0 is the type of natural numbers, and σ → τ is the type of mappings from
objects of type σ to objects of type τ . In this way, 1 ≡ 0→ 0 is the type of functions
from numbers to numbers, and where n + 1 ≡ n → 0. Viewing sets as given by
characteristic functions, we note that Z2 only includes objects of type 0 and 1.
Secondly, the language Lω includes variables x
ρ, yρ, zρ, . . . of any finite type
ρ ∈ T. Types may be omitted when they can be inferred from context. The
constants of Lω include the type 0 objects 0, 1 and <0,+0,×0,=0 which are intended
to have their usual meaning as operations on N. Equality at higher types is defined
in terms of ‘=0’ as follows: for any objects x
τ , yτ , we have
[x =τ y] ≡ (∀z
τ1
1 . . . z
τk
k )[xz1 . . . zk =0 yz1 . . . zk], (A.1)
if the type τ is composed as τ ≡ (τ1 → . . . → τk → 0). Furthermore, Lω also
includes the recursor constant Rσ for any σ ∈ T, which allows for iteration on type
σ-objects as in the special case (A.2). Formulas and terms are defined as usual.
One obtains the sub-language Ln+2 by restricting the above type formation rule to
produce only type n+ 1 objects (and related types of similar complexity).
Definition A.1. The base theory RCAω0 consists of the following axioms.
(a) Basic axioms expressing that 0, 1, <0,+0,×0 form an ordered semi-ring with
equality =0.
(b) Basic axioms defining the well-known Π and Σ combinators (aka K and S
in [1]), which allow for the definition of λ-abstraction.
(c) The defining axiom of the recursor constant R0: For m
0 and f1:
R0(f,m, 0) := m and R0(f,m, n+ 1) := f(n,R0(f,m, n)). (A.2)
(d) The axiom of extensionality: for all ρ, τ ∈ T, we have:
(∀xρ, yρ, ϕρ→τ )
[
x =ρ y → ϕ(x) =τ ϕ(y)
]
. (Eρ,τ )
(e) The induction axiom for quantifier-free3 formulas of Lω.
(f) QF-AC1,0: The quantifier-free Axiom of Choice as in Definition A.2.
3To be absolutely clear, variables (of any finite type) are allowed in quantifier-free formulas of
the language Lω: only quantifiers are banned.
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Definition A.2. The axiom QF-AC consists of the following for all σ, τ ∈ T:
(∀xσ)(∃yτ )A(x, y)→ (∃Y σ→τ )(∀xσ)A(x, Y (x)), (QF-ACσ,τ )
for any quantifier-free formula A in the language of Lω.
We let IND be the induction axiom for all formulas in Lω.
As discussed in [17, §2], RCAω0 and RCA0 prove the same sentences ‘up to lan-
guage’ as the latter is set-based and the former function-based. Recursion as in
(A.2) is called primitive recursion; the class of functionals obtained from Rρ for all
ρ ∈ T is calledGo¨del’s system T of all (higher-order) primitive recursive functionals.
We use the usual notations for natural, rational, and real numbers, and the
associated functions, as introduced in [17, p. 288-289].
Definition A.3 (Real numbers and related notions in RCAω0 ).
(a) Natural numbers correspond to type zero objects, and we use ‘n0’ and
‘n ∈ N’ interchangeably. Rational numbers are defined as signed quotients
of natural numbers, and ‘q ∈ Q’ and ‘<Q’ have their usual meaning.
(b) Real numbers are coded by fast-converging Cauchy sequences q(·) : N →
Q, i.e. such that (∀n0, i0)(|qn − qn+i| <Q
1
2n ). We use Kohlenbach’s ‘hat
function’ from [17, p. 289] to guarantee that every q1 defines a real number.
(c) We write ‘x ∈ R’ to express that x1 := (q1(·)) represents a real as in the
previous item and write [x](k) := qk for the k-th approximation of x.
(d) Two reals x, y represented by q(·) and r(·) are equal, denoted x =R y, if
(∀n0)(|qn − rn| ≤ 2
−n+1). Inequality ‘<R’ is defined similarly. We some-
times omit the subscript ‘R’ if it is clear from context.
(e) Functions F : R → R are represented by Φ1→1 mapping equal reals to equal
reals, i.e. satisfying (∀x, y ∈ R)(x =R y → Φ(x) =R Φ(y)).
(f) The relation ‘x ≤τ y’ is defined as in (A.1) but with ‘≤0’ instead of ‘=0’.
Binary sequences are denoted ‘f1, g1 ≤1 1’, but also ‘f, g ∈ C’ or ‘f, g ∈ 2
N’.
Elements of Baire space are given by f1, g1, but also denoted ‘f, g ∈ NN’.
(g) For a binary sequence f1, the associated real in [0, 1] is r(f) :=
∑
∞
n=0
f(n)
2n+1 .
(h) Sets of type ρ objects Xρ→0, Y ρ→0, . . . are given by their characteristic
functions F ρ→0X ≤ρ→0 1, i.e. we write ‘x ∈ X ’ for FX(x) =0 1.
Next, we mention the highly useful ECF-interpretation.
Remark A.4 (The ECF-interpretation). The (rather) technical definition of ECF
may be found in [31, p. 138, §2.6]. Intuitively, the ECF-interpretation [A]ECF of a
formula A ∈ Lω is just A with all variables of type two and higher replaced by count-
able representations of continuous functionals. Such representations are also (equiv-
alently) called ‘associates’ or ‘RM-codes’ (see [16, §4]). The ECF-interpretation
connects RCAω0 and RCA0 (see [17, Prop. 3.1]) in that if RCA
ω
0 proves A, then RCA0
proves [A]ECF, again ‘up to language’, as RCA0 is formulated using sets, and [A]ECF
is formulated using types, namely only using type zero and one objects.
In light of the widespread use of codes in RM and the common practise of iden-
tifying codes with the objects being coded, it is no exaggeration to refer to ECF as
the canonical embedding of higher-order into second-order RM. For completeness,
we also list the following notational convention for finite sequences.
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Notation A.5 (Finite sequences). We assume a dedicated type for ‘finite sequences
of objects of type ρ’, namely ρ∗. Since the usual coding of pairs of numbers goes
through in RCAω0 , we shall not always distinguish between 0 and 0
∗. Similarly, we
do not always distinguish between ‘sρ’ and ‘〈sρ〉’, where the former is ‘the object
s of type ρ’, and the latter is ‘the sequence of type ρ∗ with only element sρ’. The
empty sequence for the type ρ∗ is denoted by ‘〈〉ρ’, usually with the typing omitted.
Furthermore, we denote by ‘|s| = n’ the length of the finite sequence sρ
∗
=
〈sρ0, s
ρ
1, . . . , s
ρ
n−1〉, where |〈〉| = 0, i.e. the empty sequence has length zero. For
sequences sρ
∗
, tρ
∗
, we denote by ‘s∗t’ the concatenation of s and t, i.e. (s∗t)(i) = s(i)
for i < |s| and (s∗t)(j) = t(|s|−j) for |s| ≤ j < |s|+|t|. For a sequence sρ
∗
, we define
sN := 〈s(0), s(1), . . . , s(N − 1)〉 for N0 < |s|. For a sequence α0→ρ, we also write
αN = 〈α(0), α(1), . . . , α(N−1)〉 for any N0. By way of shorthand, (∀qρ ∈ Qρ
∗
)A(q)
abbreviates (∀i0 < |Q|)A(Q(i)), which is (equivalent to) quantifier-free if A is.
A.2. Some axioms of higher-order RM. We introduce some functionals which
constitute the counterparts of some of the Big Five systems, in higher-order RM.
We use the formulation from [17, 20]. First of all, ACA0 is readily derived from:
(∃µ2)(∀f1)
[
(∃n)(f(n) = 0)→ [(f(µ(f)) = 0) ∧ (∀i < µ(f))f(i) 6= 0] (µ2)
∧ [(∀n)(f(n) 6= 0)→ µ(f) = 0]
]
,
and ACAω0 ≡ RCA
ω
0 +(µ
2) proves the same sentences as ACA0 by [15, Theorem 2.5].
The (unique) functional µ2 in (µ2) is also called Feferman’s µ ([1]), and is clearly
discontinuous at f =1 11 . . . ; in fact, (µ
2) is equivalent to the existence of F : R → R
such that F (x) = 1 if x >R 0, and 0 otherwise ([17, §3]), and to
(∃ϕ2 ≤2 1)(∀f
1)
[
(∃n)(f(n) = 0)↔ ϕ(f) = 0
]
. (∃2)
Secondly, Π11-CA0 is readily derived from the following sentence:
(∃S2 ≤2 1)(∀f
1)
[
(∃g1)(∀n0)(f(gn) = 0)↔ S(f) = 0
]
, (S2)
and Π11-CA
ω
0 ≡ RCA
ω
0 + (S
2) proves the same Π13-sentences as Π
1
1-CA0 by [23, The-
orem 2.2]. The (unique) functional S2 in (S2) is also called the Suslin functional
([17]). By definition, the Suslin functional S2 can decide whether a Σ11-formula as in
the left-hand side of (S2) is true or false. We similarly define the functional S2k which
decides the truth or falsity of Σ1k-formulas; we also define the system Π
1
k-CA
ω
0 as
RCA
ω
0 +(S
2
k), where (S
2
k) expresses that S
2
k exists. Note that we allow formulas with
function parameters, but not functionals here. In fact, Gandy’s Superjump ([11])
constitutes a way of extending Π11-CA
ω
0 to parameters of type two. We identify the
functionals ∃2 and S20 and the systems ACA
ω
0 and Π
1
k-CA
ω
0 for k = 0.
Thirdly, full second-order arithmetic Z2 is readily derived from ∪kΠ
1
k-CA
ω
0 , or from:
(∃E3 ≤3 1)(∀Y
2)
[
(∃f1)Y (f) = 0↔ E(Y ) = 0
]
, (∃3)
and we therefore define ZΩ2 ≡ RCA
ω
0 + (∃
3) and Zω2 ≡ ∪kΠ
1
k-CA
ω
0 , which are con-
servative over Z2 by [15, Cor. 2.6]. Despite this close connection, Z
ω
2 and Z
Ω
2 can
behave quite differently, as discussed in e.g. [20, §2.2]. The functional from (∃3) is
also called ‘∃3’, and we use the same convention for other functionals. Note that
(∃3)↔ [(∃2) + (κ30)] (see [19, 24]) where the latter expresses comprehension on C:
(∃κ30 ≤3 1)(∀Y
2)
[
κ0(Y ) = 0↔ (∃f ∈ C)Y (f) = 0
]
. (κ30)
Other ‘splittings’ are studied in [24], including (κ30).
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