Verbal width in anabelian groups by Nikolov, Nikolay
ar
X
iv
:1
40
1.
35
52
v2
  [
ma
th.
GR
]  
26
 Ju
n 2
01
5
Verbal width in anabelian groups
Nikolay Nikolov
Abstract
The class A of anabelian groups is defined as the collection of finite
groups without abelian composition factors. We prove that the commuta-
tor word [x1, x2] and the power word x
p
1
have bounded width in A when
p is an odd integer. By contrast the word x30 does not have bounded
width in A. On the other hand any given word w has bounded width for
those groups G ∈ A whose composition factors are sufficiently large as
a function of w. In the course of the proof we establish that sufficiently
large almost simple groups cannot satisfy w as a coset identity.
1 Introduction
The study of word values and verbal width of groups has received considerable
attention recently, see for example [14] and the survey [15]. We say that a word
has width at most m in a group G if every element of the verbal subgroup w(G)
is a product of at most m values of w. It turns out that finite nonabelian simple
groups have bounded word width: in fact by [5] any given word has width at
most 2 in every sufficiently large finite simple group. For general finite groups
it was proved in [10] and [11] that the commutator word [x1, x2] and the power
word xq1 have bounded width in the class of d-generated finite groups. We could
ask if the above statements hold true without the condition on the number of
generators of the finite groups. It is not too hard to see that [x1, x2] and x
p
1
have unbounded width even in the class of finite p-groups.
More generally we have the following result. A word w in the free group F
is called silly if w = 1 or if w(F ) = F .
Theorem 1 Let w be word which is not silly. Then w has unbounded width in
the class of all finite groups.
However the situation is different when one considers finite groups without
abelian composition factors. We will call such groups anabelian. This class is
a natural place to try to apply and extend the current knowledge about word
values in finite simple groups. Our next result is a relatively straightforward
consequence of Proposition 11.1 from [10].
Theorem 2 There is a constant D ∈ N such that every element of a finite
anabelian group is a product of D commutators.
The author is grateful for the support of an EPSRC grant.
1
The affirmative resolution of Ore conjecture [7] proved that every element in a
finite nonabelian simple group is a commutator. We expect that the constant
D in the above Theorem can be taken to be equal to 1. Some explicit upper
bounds for D can be found in [6].
The corresponding question for powers has a more complicated answer.
Theorem 3 Given an odd integer p there is an integer l = l(p) ∈ N such that
every element of an anabelian group G is a product of at most l p-th powers.
Theorem 4 Given integer m ∈ N there is an anabelian group G and an element
g ∈ G = G30 which is not a product of less than m 30-th powers.
The integer 30 in the above theorem can be replaced with the exponent of any
nonabelian finite simple group.
In fact the presence of small composition factors is the only reason verbal
width is unbounded in anabelian groups.
Theorem 5 Given a group word w there are integers f = f(w) and c = c(w) ∈
N such that w has width at most f in any anabelian group whose composition
factors have size at least c.
We conjecture that the number f in Theorem 5 does not depend on w and can be
taken to be a small constant less than 10. For example the proof of Proposition
6 can be modified to show that in the special case when G is an iterated wreath
product of semisimple groups with sufficiently large simple factors then f can
be taken to be 5.
The proof of Theorem 5 follows by induction on |G| from the following
general result.
Proposition 6 Given a group word w = w(x1, . . . , xd) there are integers f =
f(w) and c = c(w) ∈ N with the following property. Let G be a finite group with
a normal semisimple subgroup N = S(k) and let a1, . . . , af ∈ G(d) be arbitrary
d-tuples in G. The map ψ : Ndf → N defined by
ψ(z1, . . . , zf ) =
(
f∏
i=1
w(aizi)
)(
f∏
i=1
w(ai)
)−1
is surjective provided |S| > c.
Note that we do not require that G is anabelian in the above Proposition.
Its proof depends among other things on the following result which may have
independent interest.
Proposition 7 Let w(x1, . . . , xd) be a group word. There is an integer c0 =
c0(w) with the folllowing property:
Let G be a finite group with semisimple normal subgroup N = S(m) and let
g1, . . . , gd ∈ G. Assume that |S| > c0. There exist a1, . . . , ad ∈ N such that
w(g1a1, . . . , gdad) does not centralize any simple factor of N .
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This proposition implies that a given coset identity cannot hold in any large
enough almost simple group.
Corollary 8 Given a group word w(x1, . . . , xd) let c0 = c0(w) be the integer
proved by Propostion 7 above. Then if G is an almost simple group with socle
S of size greater than c0 and g1, . . . , gd ∈ G then w(g1S, . . . , gdS) 6= {1}.
2 Proofs
Generally the proofs of Theorems 1, 2, 3 and 4 follow quickly from results in
[10]. On the other hand Propositions 6 and 7 require some new technical results
on product decompositions and equations in almost simple groups.
2.1 Proofs of Theorems 1 and Theorem 4
Let us prove Theorem 4 first. Let L be an anabelian group such that L30 = L
and which cannot be generated by m elements, for example we can take L =
A
(N)
6 where N > |A6|
m. For each m-tuple y = (y1, . . . , ym) ∈ L(m) let Ωy :=
L/〈y1, . . . , ym〉 be set of right cosets of the proper subgroup 〈y1, . . . , ym〉 in L.
Let Ny = A
Ωy
5 and define action of L on Ny by permuting the factors according
to the transitive action of L on the coset space Ωy. Let K =
⊕
y∈L(m) Ny and
take G := K ⋊ L. Since K is a product of the minimal normal subgroups Ny
and L = L30 we have that G = G30. On the other hand let κ ∈ K be any
element with nontrivial projections on every factor A5 in every Ny.
Suppose that κ = g301 · · · g
30
m for some gi ∈ G. Write gi = kili with ki ∈
K, li ∈ L and let a = (l1, . . . , lm), ω = 〈l1, . . . , lm〉 ∈ Ωa. Note that the direct
factor A ≃ A5 of K labelled by ω in Na = A
Ωa
5 is centralized by all li.
Let us denote by u(ω) the projection of any element u ∈ K onto the direct
factor A. We have κ(ω) = k1(ω)
30 · · · k1(ω)30. Since A30 = 1 we conclude that
κ(ω) = 1, contradiction. 
The proof of Theorem 1 is similar. Let w = w(x1, . . . , xk) be a word in the
free group Fk with basis x1, . . . , xk. For i = 1, . . . , k let ci be the exponent sum
of the occurences of the letter xi in w. Note that since w is not silly there is a
positive integer d > 1 which divides each ci. Let C be the cyclic group of order
d, we have w(C) = 1. There is a finite simple group B such that w(B) 6= 1 and
hence w(B) = B.
Let n ∈ N. We will exhibit a finite group G such that w has width at least
n+ 1 in G. Choose an integer m such that L := B(m) cannot be generated by
nk of its elements. For y ∈ L(nk) let Ωy = L/〈y1, . . . , ynk〉 and let Ny = CΩy .
As before we take K =
⊕
y∈L(nk) Ny and define G = K ⋊ L. Since L = w(L)
and K is a product of minimal normal subgroups of G with trivial centralizers
in G, we deduce that G = w(G).
Let κ ∈ K be an element with nontrival projections onto every factor C of
each Ny. We claim that κ is not a product of n values of w. Suppose that
κ =
∏n
i=1 w(zi) where zi = (zi,j)
k
j=1 with zi,j ∈ G. Write each zi,j = ki,j li,j
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with ki,j ∈ K, li,j ∈ L and let l be the nk-tuple of the elements {li,j | i =
1, . . . , n, j = 1, . . . , k}. Since w(C) = 1 the argument at the end of the proof of
Theorem 4 gives that κ must have at least one trivial coordinate in the subgroup
Nl corresponding to l. Therefore w has width at least n+ 1 in G. 
2.2 Proof of Theorem 2.
Our proof of Theorem 2 is a straighforward consequence of Proposition 9 below.
First we need to intruduce some notation: For automorphisms α, β of a
group G and x, y ∈ G define Tα,β(x, y) = x−1y−1xαyβ. For two n-tuples a =
(α1, . . . , αn),b = (β1, . . . , βn) in Aut(G)
(n) let Ta,b(x,y) =
∏n
i=1 Tαi,βi(xi, yi)
for xi, yi ∈ G. Define
Ta,b(G,G) = {Ta,b(x,y) | ∀x,y ∈ G
(n)}
Finally define [α,G] := {[α, g] | g ∈ G}.
We will use the following result from [10], Proposition 11.1.
Proposition 9 There is a constant D ∈ N with the following property. Let
N be a semisimple group, i.e. a product of finite simple groups and let a,b ∈
Aut(N)(D). Then Ta,b(N,N) = N .
We can now prove Theorem 2 by induction on the size of the anabelian group
G. When G is simple the Theorem follows from the validiy of Ore’s conjecture
which states that every element of G is a commutator.
In general consider a minimal normal subgroup N of G and an element
g ∈ G. By the induction hypothesis we may assume that there are elements
ui, vi ∈ G, i = 1, . . .D such that g =
∏D
i=1[ui, vi]κ for some κ ∈ N . Now we
search for elements xi, yi ∈ N such that g =
∏D
i=1[xiui, yivi]. Lemma 4.6 of [10]
gives that
(
D∏
i=1
[xiui, yivi])(
D∏
i=1
[ui, vi])
−1 =
D∏
i=1
Tai,bi(x
σi
i , y
ρi
i )
for certain elements ai, bi, σi, ρi ∈ G which depend only on u1, . . . , uD, v1, . . . , vD.
By Proposition 9 the equation
∏D
i=1 Tai,bi(x
σi
i , y
ρi
i ) = κ has a solution in xi, yi ∈
N and the induction step is complete. 
2.3 Proof of Theorem 3.
We will need the following result which may have independent interest.
Proposition 10 Let G ≤ Aut(S) be an almost simple group with simple socle
S. For any a ∈ G and an odd integer n there is some g ∈ S such that (ag)n 6= 1.
Proof:
We will use [2] as a reference for information on the finite simple groups
and their automorphisms. In particular for a finite simple group of Lie type S
defined over a field F we shall denote by DS,ΦS the subgroups of Aut(S) of
diagonal, field, and a subset ΓS of graph automorphisms. (ΓS is a subgroup
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of Aut(S) unless S is a Suzuki or Ree group). We will omit the subscript S
and write D,Φ and Γ when the simple group S is clear from the context. We
have Aut(S) = Inn(S)DΦΓ. For a prime power q we denote by [q] ∈ Φ the field
automorphism of S induced by the automorphism x 7→ xq of F.
Suppose that the statement of the proposition is false, i.e there is some a ∈ G
such that (ag)n = 1 for all g ∈ S. In the first place note that an = 1 and since
every finite simple group has an elements of even order we conclude that a 6∈ S.
Therefore a has order odd order at least 3 in G/S.
This implies that S cannot be a sporadic or an alternating simple group,
because in this case Out(S) has exponent 2. So S must be simple group of Lie
type. By replacing a with as for appropriate s ∈ S we may assume that a acts
on S as an element of the subgroup DΦΓ ≤ Aut(S) generated by the diagonal,
field and graph automorphisms.
Suppose first that S is not of type 2B2. We claim that S contains a subgroup
S0 isomorphic to (P )SL(2, q) such that S
a
0 = S0. The subgroup Aut0(S) :=
Inn(S)DΦ has index 2 in Aut(S) unless S = D4(q) and since the order of a in
G/S ≤ Out(S) is odd we conclude that in this case a acts on S as an element of
Aut0(S) i.e. without a graph automorphism component. Therefore a preserves
all root subgroups of S and in particular a stabilizes a quasi-simple subgroup
S0 of S of type A1. If S has type D4 it is evident that DΦΓ preserves the
central root subgroup of the Dynkin diagram and again a preserves a copy S0
of (P )SL2(q) inside S.
In the equation (aa)n = 1 we restrict g ∈ S0 and by considering 〈S0, a〉
acting on itself by conjugation we are reduced to the case when S = PSL2(q).
Now the subgroup Inn(S)ΦS generated by all inner and field automorphisms is
a normal subgroup of index at most 2 in Aut(S). Using again that a has odd
order in G/S ≤ Out(S) we conclude that a ∈ Inn(S)Φ. Again, replacing a by
appropriate as with s ∈ S we may assume that a is a field automorphism of
S. Now consider the equation (ag)n = 1 with g ∈ PSL2(q0) where Fq0 is the
ground field of Fq. Since a centralizes g we deduce that g
n = 1, and therefore
PSL2(q0) has exponent n. This is a contradiction since |PSL2(q0)| is always
even.
Finally, if S = 2B2 then S has no outer diagonal automorphism and we
may assume that a ∈ Φ. If g ∈ 2B2(2) < S then a centralizes g and therefore
(ag)n = an = 1 implies gn = 1 for all g ∈2 B2(2). However 2B2(2) is a Frobenius
groups of size 20 and does not have odd exponent. 
The following are Propositions 10.1 and 9.1 of [10].
Proposition 11 For every integer q there is an integer C = C(q) with the
following property. Let N be a semisimple normal subgroup of a group G and
let h1, . . . hm ∈ G. Assume that m > C and each finite simple factor of N has
size at least C. The mapping ψ : N (m) → N defined by
m∏
i=1
(xihi)
q = ψ(x1, . . . , xm)
m∏
i=1
hqi
is surjective.
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Proposition 12 Let S be a finite simple group and let T = S(n). Let f1, . . . , fm ∈
Aut(T ) and let c(fi) denote the number of cycles of fi on the n simple factors of
T . Assume that 〈f1, . . . , fm〉 induces a transitive permutation group on the sim-
ple factors of T . There is a constant D such that if
∑m
i=1 c(fi) ≤ n(m−2)−2D
the map φ : T (n) → T defined by
φ(x1, . . . , xm) =
m∏
i=1
[fi, xi], xi ∈ T
is surjective.
We will also need the following.
Proposition 13 Let N = S(k) be a semisimple normal subgroup of a group G,
let h ∈ G and let p be an odd integer. There is an element b ∈ N with the
following property: (hb)p does not centralize any simple factor of N .
Proof. Without loss of generality we may assume that h acts by conjugation
on the k simple factors of N = S1 × · · ·Sk as the k cycle Shi = Si+1 for i =
1, . . . , k (where Sk+1 = S1). If k does not divide p then h
p does not stabilize any
factor of N and we take b = 1. So suppose p = kp1 where p1 ∈ N. Let h1 = hk
and note that h1 stabilizes each Si. Let ai ∈ Aut(Si) be the automorphism of
Si induced by conjugation by h1.
It is sufficient to find b ∈ N such that (hb)p does not centralize S1: Since hb
permutes the factors Si cyclically and commutes with (hb)
p it will then follow
that (bh)p does not centralize any of the Si.
Let u ∈ S1 be the element such that (a1u)p1 6= 1 provided by Proposition
10. Let b = (u, 1, 1, . . . , 1) ∈ S(k) = N and note that
(hb)k = hkbh
k−1
· · · bhb
acts on S1 as the automorphism h
ku = a1u Therefore (hb)
n = ((hb)k)p1 acts on
S1 as (a1u)
p1 which is a nontrivial automorphism of S1 by the choice of u. 
We are going to prove Theorem 3 by induction on the size of the anabelian
group G. When G is simple the theorem follows from the results in [13] and [8]
as well as the stronger result in [5]. Let N be a minimal normal subgroup of
G isomorphic to S(n) where S is a simple group. Let C and D be the number
provided by Propositions 11 and 12 and take l > 4 + C + 4D.
Let g ∈ G assume that we have found elements h1, . . . , hl ∈ G such that g =
hp1 · · ·h
p
l κ for some κ ∈ N . Suppose first that |S| > C. Since l > C Proposition
11 now implies that there exist xi ∈ N such that g = (x1h1)p · · · (xlhl)p and we
are done.
Suppose now that |S| < C. According to Proposition 13 we may replace
hi with hibi for appropriate bi ∈ N and assume that h
p
i do not centralize any
simple factor of N . We are now searching for elements yi ∈ N such that g =
(hp1)
y1 · · · (hpl )
yl , i.e.
κ = (hp1 · · ·h
p
l )
−1(hp1)
y1 · · · (hpl )
yl
This equation is equivalent to
κ =
l∏
i=1
[fi, zi] (⋆)
where fi = (h
p
i )
σi , zi = x
τi
i for specific elements ρi, τi ∈ 〈h
p
1, . . . , h
p
l 〉. Note that
each the elements fi cannot centralize any simple factor of N .
We proceed to solve (⋆) independently in
∏
U∈Ω U ≤ N for each orbit Ω of
〈f1, . . . , fl〉 on the simple factors of N . Therefore we may assume without loss
of generality that the action of 〈f1, . . . , fl〉 on the simple factors is transitive.
Let ni be the number of fixed points of fi on the simple factors of N and
ci = c(fi) be the number of cycles. We have ci ≤ (n+fi)/2. Suppose
∑l
i=1 ni <
C. In that case
l∑
i=1
ci ≤
1
2
l∑
i=1
(n+ fi) <
nl + C
2
≤ n(l − 2)− 2D,
where the last inequality holds because l > 4 + C + 4D. So by Proposition 12
we can solve (⋆) in zi ∈ N and we are done.
Finally, suppose that
∑l
i=1 ni > C. We can write the action of fi on a =
(aj) ∈ S
(n) = N as afi = b where bj = a
ui,j
πi(j)
for a permutation πi ∈ Sym(n)
and automorphisms ui,j ∈ Aut(S). Writing κ = (kj) ∈ N and zi = (z(i))j the
equation (⋆) becomes a system E of n equations in z(i)j ∈ S:
Ej : kj =
l∏
i=1
(z(i)πi(j))
−ui,j · z(i)j
Note that by our assumptions the permutations π1, . . . , πl generate a transitive
subgroup on {1, . . . , n}. Also each variable z(i)j appears exactly twice in all
equations of E . We proceed to solve E by successively eliminating some of the
elements z(i)j to reduce it to a single equation in S:
At each step if we have more than one equation remaining we find a symbol
z(i)j which appears in two different equations, say Er and Es. We solve Er for
z(i)j and substitute this value in Es. The transitivity of π1, . . . , πl implies that
this process will continue until we are left with a single equation Et : kt =W .
Note that we have not eleimitated the letters z(i)j for those (i, j) such that
πi(j) = j. Denoting A := {(i, j) | πi(j) = j} we find that the final equation has
the form
Et : kt =
∏
(i,j)∈A
Xi,j [ui,j , z(i)j] · Yi,j (1)
for some ordering of the set A and some expressions Xi,j and Yi,j which don’t
involve z(i)j with (i, j) ∈ A. Now choose at random and fix the values for the
remaining variables in the expressions Xi,j , Yi,j In this way Xi,j , Yi,j become
equal to some constants di,j , ei,j ∈ S. Let Tij = [ui,j , S] := {[ui,j, s] | s ∈ S}.
By assumption ui,j ∈ Aut(S) is not the identity and hence |Ti,j | > 1. The
existence of solutions z(i)j ∈ S to the final equation Et now follows from
S =
∏
(i,j)∈A
di,jTi,jei,j ,
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which in turn is a direct consequence of the fact that |A| > C > |S| together
with the following
Proposition 14 Let S be a finite simple group. Let vi ∈ Aut(S)\{1} and
ri, r
′
i ∈ S for i = 1, . . . ,m. Assuming that m > |S| we have
S =
m∏
i=1
ri[vi, S]r
′
i.
Proof:
For r ∈ S, v ∈ Aut(S) we have [v, S]r = rv[v, S]. By collecting the ele-
ments ri to the left we may therefore assume that ri = r
′
i = 1. Put Mj =
[v1, S] · · · [vj , S] and note that M1 ⊂M2 ⊂ · · · ⊂Mm. As m > |S| there is some
j > 1 such that Mj−1[vj , S] = Mj = Mj−1. This implies that Mj−1H = Mj−1
where H = 〈[vj , S]〉. We claim that H = S and therefore Mj−1 = S. To prove
the claim choose g ∈ S such that gvj 6= g and for an element s ∈ S consider
[vj , s]([vj , gs])
−1 ∈ H . Since
[vj , s]([vj , gs])
−1 = s−vj (g−1gvj )svj
and s ∈ S is arbitrary we see that (g−1gvj )S ⊂ H and therefore H = S. The
Proposition follows. 
We summarise some of the arguments in the proof in the following Proposi-
tion which we shall use later.
Proposition 15 Let G be a finite group with a semisimple subgroup N = S(k).
For integers d and m let g1, . . . gd ∈ G generate a transitive group acting on the
set O of simple factors of G. Assume that either condition (1) or condition (2)
below hold.
Condition (1): Suppose that C is subset of Aut(S) with the property that
S =
∏m
i=1[αi, S] for any α1, . . . αm ∈ C and assume that
|{(gi, S) | 1 ≤ i ≤ d, S ∈ O, S
gi = S, ∃α ∈ C (ugi = uα ∀u ∈ S) }| ≥ m.
Condition (2): Suppose that there exists S ∈ O, s ∈ N, automorphisms
β1, . . . , βs ∈ Aut(S) and indices 1 ≤ i1 < i2 < · · · . . . is ≤ d such that for all
u ∈ S we have ugij = uβj for j = 1, 2, . . . , s and in addition
∏s
j=1[βj , S] = S.
Then N =
∏d
i=1[gi, N ].
2.4 Proof of Proposition 6
The proof of Proposition 6 relies on the following Lemma whose proof occupies
the next section.
Lemma 16 Given a word w ∈ Fd there are integers c(w), f(w) ∈ N with the
following property:
Suppose G is a finite group with a semisimple normal subgroup N = S(k) with
S simple and |S| > c(w). Given any d-tuples ai ∈ G(d) for i = 1, 2, . . . , f(w) we
can find some other d-tuples bi ∈ G(d) such that
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1. ai ≡ bi mod N (d) and
2. For gi = w(bi), the map φ : N
c → N defined by
φ(x1, . . . , xf ) = [g1, x1][g2, x2] · · · [gf , xf ]
is surjective.
Assuming this for the moment we can complete Proof of Proposition 6:
For tuples ri ∈ N (d) and elements yi ∈ N we have
f∏
i=1
w(airi)
yi =
f∏
i=1
w(airi) ·
f∏
i=1
[w(atii r
ti
i ), y
ti
i ]
where ti :=
∏f
j=i+1 w(ajrj). Define a
′
i := a
∏f
j=i+1 w(aj)
i and observe that the
map ξ : (a1, . . . , af )N
(fd) → (a′1, . . . , a
′
f )N
(fd) defined by
ξ(a1x1, . . . , afxf ) = (a
t1
1 x
t1
1 , . . . , a
tf
f x
tf
f ) xi ∈ N
(d), i = 1, 2, . . . f
is a bijection. We can now apply Lemma 16 to the d tuples a′1, . . . , a
′
f ∈ G
(d) to
deduce the existence of some ri ∈ N (d) such that if bi = a
ti
i ri
ti then the map
φ : N (f) → N
φ(y1, . . . yf ) =
f∏
i=1
[w(bi), y
ti
i ]
is surjective.
We set now zi = a
−1
i (airi)
yi so that
ψ(z1, . . . , zf ) =
f∏
i=1
w(airi) ·
f∏
i=1
[w(atii r
ti
i ), y
ti
i ]
(
f∏
i=1
w(ai)
)−1
=
=
f∏
i=1
w(airi) · φ(y1, . . . , yf ) ·
(
f∏
i=1
w(ai)
)−1
.
The surjectivity ot φ now implies the surjectivity of ψ. 
2.5 Proof of Lemma 16.
2.5.1 Preliminaries
Let r(G) denote the minimal degree of a non-trivial real representation of a
finite group G. We refer to the following lemma as ’the Gowers trick’.
Lemma 17 ([1]) Suppose that X1, . . . , Xn are n ≥ 3 subsets of a finite group
G each of size at least |G|r(G)−
n−2
n . Then X1 · · ·Xn = G.
The following proposition summarises some basic results about the sets
[α,G].
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Proposition 18 For automorphisms αi of a group G and element g ∈ G we
have
1. [αnαn−1 · · ·α1, G] ⊆ [α1, G][α2, G] · · · [αn, G],
2. [α,G]g = gα[α,G],
3. [α,G]G = {h−1[α,G]h | h ∈ G} ⊆ [α,G][α−1, G] and
4. If α is the inner automorphism of G given by conjugation by g then
[α,G] = g−1gG.
The following Lemma is a special case of [12], Lemma 4.25. Similar version
holds for any universal cover of a simple group of Lie type but we won’t need
this result in full generality.
Lemma 19 Let φ be a field automorphism of order k of S = SL(n, q) and let
g ∈ S. Put G = SL(n, q1/k) and z = ggφ · · · gφ
k−1
. Then
|{a ∈ S | ag = aφ}| = |CG(z
′)|
where z′ ∈ G is a conjugate to z−1 over the algebraic closure K of Fq.
Proof: Let σ be the Steinberg automorphisms of the algebraic group SL(n,K)
induced by the field automorphism x 7→ xq. We have that φk = σ. By Lang’s
theorem there is some u ∈ SL(n,K) such that g = uu−φ. Put b = au,
then ag = aφ is equivalent to b = bφ i.e. b ∈ G. Moreover a = aσ im-
plies that bu
−1
= bu
−σ
and so b commutes with z′ = u−1uσ. Note that
g = uu−φ = gσ implies that (z′)φ = z′ i.e. z ∈ G. Finally observe that
u(z′)−1u−1 = uu−σ = ggφ · · · gφ
k−1
= z. 
Proposition 20 Let G be a group and B a finite subgroup of Aut(G). Let
n > |B| and α1, . . . , αn ∈ B\{1}. Then
∏n
i=1[αi, G] contains some nontrivial
conjugacy class of G.
Proof: Observe that for some 1 ≤ i < j ≤ n we have αjαj−1 · · ·αi = 1. The
result now follows from Proposition 18 (1) and (3).
Proposition 21 For every integer l there is d = d(l) ∈ N such that if C1, . . . , Cd
are d nontrivial conjugacy classes in a finite simple group of Lie type S of rank
at most l then C1C2 · · ·Cd = S.
Note that this implies that Proposition 23 holds with f(l) = d(l) whenever all
automorphisms αi are inner.
The following Proposition can be deduced from Theorem 1 and Lemma 2
from [9].
Proposition 22 Let S be a classical finite simple group of (untwisted) Lie rank
r > 10. There exists a subgroup S0 isomorphic to SL(n, q) with n ≥ r/2 − 3
such that the following hold.
1. S is a product of at most 1000 conjugates of S0,
2. S0 is invariant under DSΦSΓS,
3. For any automorphism α ∈ Aut(S) there is an inner automorphism g
such that (αg)|S0 ∈ ΦS0 .
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Proposition 23 There is a function f0 : N → N with the following property:
Let l ∈ N, let n = f0(l) and let S be a finite simple group of Lie rank at most l.
For i = 1, . . . , n let αi ∈ Aut(S)\{1}. Then S = [α1, S] · · · [αn, S].
Proof:
Note that Inn(S)DΦ is a subgroup of index at most 6 in Aut(S). Using
Propostion 18 (1) implies that each product [αi, S][αi+1, S] · · · [αi+5, S] contains
either a nontrivial conjugacy class or a set [β, S] where 1 6= β ∈ Inn(S)DΦ.
Therefore, putting f0(l) = 6f1(l) we aim to prove Proposition 23 under the
assumption that all automorphisms αi ∈ Inn(S)DΦ. Let α = aφ where a is an
inner-diagonal automorphism of S and φ ∈ Φ has order k. The argument in the
proof of Lemma 19 shows that |CS(α)| ≤ |CL(φ)| for the adjoint algebraic group
L asociated to S. In particular |CS(α)| < |S|
c/k for some absolute constant
c > 0. Now |S| < r(S)C for some number C > 0 depending on l only. We
deduce that there exists an integer N = N(l) such that if the order k of φ is
greater than N then |[α, S]| > |S|
r(S)1/3
.
LetM = N ! and let Γ0 be the subgroup of Γ of elements of order dividingM .
Since Γ is a cyclic group |Γ0| ≤M . Let f1 = 3+ (l + 1)Md(l) where d(l) is the
integer from Proposition 21. If at least three of the automorphisms α1, . . . , αf0
lie outside Inn(S)DΓ0 then we have [αj , S] >
|S|
r(S)1/3
for at least three of the αi
and we are done Lemma 17. Otherwise at least (l+1)Md(l) of the α1, . . . , αf0 lie
in Inn(S)DΓ0. Since [Inn(S)DΓ0 : Inn(S)] ≤ M(l + 1) repeated applications
of Proposition 18 (1) and (4) give that
∏f0
i=1[αi, S] contains a product of some
d nontrivial conjugacy classes of S and therefore is all of S by Proposition 21.

Let us denote by Pn the subgroup of permutation matrices in SL(n, q) and
by jn the permutation matrix corresponing to the involution (1n)(2, n− 2)... of
Sn. Define
A =
{
{diag(x, xjm ) | x ∈ Pm} ⊂ SL(2m, q) if n = 2m
{diag(x, 1, xjm) | x ∈ Pm} ⊂ SL(2m+ 1, q) if n = 2m+ 1
Note that A ≃ Alt([n/2]) commutes with all field automorphisms of SL(n, q)
and with the graph automorphism x 7→ (x−T )jn .
Proposition 24 For every word w there are integers l,m and m0 with the
following property: Let n > l and S = SL(n, q).
(a) There exists an element a ∈ A < S such that for any m0 automorphisms
φi ∈ ΦΓ ⊂ Aut(S) we have
S =
m0∏
i=1
[aφi, S].
(b) There exist word values g1, . . . , gm ∈ A < S such that for any m auto-
morphisms φi ∈ ΦΓ ⊂ Aut(S) we have
S =
m∏
i=1
[giφi, S].
Proof: We need the following theorem from [5].
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Theorem 25 Given a word w there is an integer k such every element of a
nonabelian finite simple group of size at least k is a product of two word values.
The proof of the following Proposition is elementary.
Proposition 26 Let V be a vector space with V = V1 ⊕ V2 ⊕ · · · ⊕ Vk+1 for
subspaces Vi with dimVi = ni. Let A ∈ End(V ) be a matrix which preserves
each Vi and acts on Vi as a permutation matrix ai with mi cycles. Suppose
that a1, . . . , ak have pairwise coprime orders and have no fixed points, while
ak+1 = 1. Then
dimCEnd(V )(A) ≤ n
2
k+1 +
k∑
i=1
mi(ni + nk+1).
Let us first show how (a) implies (b) with m = 2m0. By Theorem 25 there is
some l = l(w) such that if n > l then any element of A ≃ Alt([n/2]) is a product
of two word values. Let g1, g2 ∈ A be the word values such that a = g2g1 and
note that by Proposition 18 [g1φ1, S][g2φ2S] ⊇ [g2g1φ2φ1, S] since g1, g2 are
fixed by φ1, φ2.
So it remains to prove part (a). Choose l > 103 so large that there are at
least three distinct primes in the interval (33n200 ,
n
6 ) for each n > l. Let p1, p2, p3
be such three primes and let a ∈ A be the permutation matrix with two cycles
of lengths p1, p2, p3, x each, where x is the largest odd integer not exceeding
[n/2]− p1− p2− p3. Note that a fixes a subspace of Fnq of dimension at most 3.
We claim now that if the order v of φ ∈ Φ is at least 6 then |CS(aφ)| <
r(S)3/4. Note that r(S) = qn−1 − 1 when n > 1 by [4]. If v is divisible
by at least two of the primes pi then v ≥ pipj > n2/72 > 2n and therefore
|CS(aφ)| ≤ |SL(n, q1/v)| < qn
2/v < qn/2 ≤ r(S)3/4.
On the other hand if v is divisible by exactly one prime from pi, say by p1
then av has two cycles of length p2 and p3 each and has remaining cycles of
total length n− 2p2 − 2p3 < (1− 33/50)n. By Proposition 26 the centralizer of
av in Mn(F ) has dimension at most 2(n− 2p3) + 2(n− 2p2) + (
17
50n)
2 and so
|CS(aφ)| < q
4n+( 17
50
n)2
v ≤ q3(n−1)/4 − 1 < r(S)3/4
since v > 33n/200 and n > 103.
On the other hand if v is divisible by none of the primes pi then a
v has at
most 2v+3 cycles of total length at most n/100 in addition to the six cycles of
length pi. Therefore by Proposition 26 the dimension of CMn(F )(a
v) is at most
(2v + 3)n/100 +
∑3
i=1 2(2pi + n/100) and again using Lemma 19 we have
|CS(aφ)| < q
(2v+3)n+6×35n
100v ≤ q3(n−1)/4 − 1 ≤ r(S)3/4
as v ≥ 6.
Notice that if b = a60 ∈ A then b has two cycles of length pi for each
i = 1, 2, 3. Therefore since |bS | >
√
|S| there is a small constant c0 such that S
is a product of c0 conjugacy classes b
S .
Letm1 = 300c0+8 and suppose that all automorphisms φi ∈ Φ. I claim that∏m1
i=1[aφi, S] = S. Suppose first that are at least 8 indices i such that the order
12
of φi is at least 5. We proved above that in this case |[aφi, S]| > |S|r(S)−3/4
and the claim follows from Lemma 17 with n = 8.
Otherwise there will be at least 60c0 automorphisms φi which are equal to
each other and of order at most 5. Therefore since [aφi, S]
60 ⊇ [a60, S] = b−1bS
the claim follows from the choice of c0.
Finally we can prove the Proposition in full generality by observing that
when φi ∈ ΦΓ then [aφ1, S][aφ2S] contains either [aφ, S] or [a2φ, S] for some
φ ∈ Φ and noting that a2 is a conjugate to a in A. 
2.5.2 Proof of Lemma 16
Let l = l(w) and m = m(w) be the integer in proposition 24. We will divide
the proof into three cases depending on the simple factors of N being
1. Lie groups of rank at most 10l,
2. Alternating groups, and
3. Classical groups of rank at least 10l.
Case 1: When S is a group of Lie type and rank at most l. Let
c0 = c0(w) be the number from Proposition 7 and suppose |S| > c0. Take
f > 4 + 4D + 4f0(10l) where f0 = f0(10l) is the function from Proposition 23.
By Proposition 7 can choose d-tuples bi ∈ aiN
(d) such that the word values
gi := w(bi) do not centralize any simple factor of S. We now show that the
map φ is surjective following the same argument from the proof of Theorem 3.
Without loss of generality we may assume that 〈g1, . . . , gf〉 generates a tran-
sitive group on the set O of direct factors of N . Let ni be the number of fixed
points of gi on O. If
∑
ni < f0 then the elements gi satisfy the conditions
of Propostion 12 and therefore φ is surjective. Now assume that
∑
i ni ≥ f0.
Proposition 23 gives that S =
∏f0
i=1[αi, S] for any nontrivial automorphisms of
S. We can therefore apply Propostion 15 with C = Aut(S)\{1} in Condition
(1) to conclude that φ is surjective.
Case 2: When S is an alternating group
Let ai = (ai,1, . . . , ai,d) ∈ G(d). Let us deal first with the situation when the
action of ai onN is given by permutation of the factors, i.e. when (s1, . . . , sk)
ai,j =
(sπi,j(1), sπi,j(2), . . . , sπi,j(k)) for a permutation πi,j ∈ Sym(k). We note that in
this situation whenever ai,j preserves a simple factor ofN then it fixes it. Choose
now elements x1, . . . , xd ∈ S such that the conjugacy class vS of the word value
v := w(x1, . . . , xd) ∈ S is such that (vS)3 = S. Define now bi = aix where
x = (x¯1, x¯2, . . . , x¯d) ∈ N
(d) with x¯i = (xi, xi, · · · , xi) ∈ S
k = N . Note that
Sj ∈ O is any simple factor of N preserved by w(bi) then gw(bi) = gv for any
g ∈ Sj .
It is enough to take f ′ = 4 + 4D+ 12 and argue as above noting that if the
sum
∑f
i=1 ni of fixed points of w(bi) on O is at least 3 then the surjectivity
of φ follows from [v, S]3 = v−3(vS)3 = S and Proposition 15 with C = {u 7→
uv ∀u ∈ S}.
Now we can deal with the general case without the retrictions on the ai,j .
Suppose S = Alt{1, 2, · · · , n} and let A1 = A3 = A5 = Alt{1, 2 . . . , n−2}, A2 =
A4 = A6 = Alt{3, 4, . . . , n}. It is easy to see that S = (A1A2)3 = A1 · · ·A6.
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Define further Ni = A
(k)
i ≤ N .
Let T1, T2 be the subgroups of order 2 in Aut(S) generated by conjugation
with the transposition (n − 1, n) and (12) respectively. Note that T1Inn(S) =
Aut(S) = T2Inn(S). Let us put f = 6f
′ and relabel the tuples ai as ai,j with
i = 1, . . . , 6, j = 1, . . . , f ′. We can of course replace each ai,j by any member
of its coset ai,jN
(d) and in this way we can ensure that for i = 1, 3, 5 the
constutuents of each ai,j act on N as elements of T1 ≀Sym(k) while for i = 2, 4, 6
they acts as elements of T2 ≀ Sym(k).
This ensures that each ai,j acts on Ni by permutation of its simple factors
Ai. By the special case above we can find d-tuples bi,j ≡ ai,j mod N such that
the maps φi : N
(f ′)
i → Ni
φi(y1, . . . , yf ′) =
f ′∏
j=1
[w(ai,j), yj ] yi ∈ Ni
are surjective. Therefore φ = φ1 · · ·φ6 is surjective onto N and this case is
completed.
Case 3: When S is a classical group of rank at least 10l(w).
Proposition 22 gives that S = A1 · · ·A200 where each Ai is isomorphic to
SL(n, q) with n > l(w) and invariant under DΦΓ. Following the same argument
as in the previous case we can set f > 103f ′′ provided we prove the Lemma
with f ′′ in the case S = SL(n, q) and the automorphisms ai act on N = S
(k)
as elements of ΦΓ ≀ Sym(k).
As before let ni be the number of fixed points of w(bi) on the set O of simple
factors of N . Define ci to be the number of orbits of w(ai) on O. Since w(ai)
and w(ai) act in the same way on O we have ci ≤ (k + ni)/2.
Suppose first that
∑f ′′
i=1 ni ≤ (1−m
−1)kf ′′. Then
f ′′∑
i=1
ci ≤
f ′′∑
i=1
(k + ni)/2 ≤ kf
′′ −
kf ′′
2m
< kf ′′ − 2k − 2D,
since f ′′ > m(4 + 4D) and we may apply Proposition 12 to deduce that φ is
surjective for any choice of bi ≡ ai mod N .
Now suppose that
∑f ′′
i=1 ni ≤ (1 −m
−1)kf ′′. This implies the existence of
some simple factor S ∈ O such that the set of indices
P := {1 ≤ i ≤ f ′′ | Sw(ai) = S}
has cardinality |P | ≥ f ′′(1 −m−1). Without loss of generality we may assume
that S = S1. Now divide the interval [1, f
′′] into m equal consecutive subin-
tervals I1, . . . Im. As |P | ≥ f ′′(1 −m−1) we deduce that P ∩ Is 6= ∅ for every
s ∈ {1, . . . ,m}.
Let g1, . . . , gm be the word values in the subgroup A provided by Proposition
24 (2). For s = 1, . . . ,m suppose that gs = w(vs,1, . . . , vs,d). Define vs =
(v¯s,1, v¯s,2, · · · , v¯s,d) ∈ N
(d) where v¯s,i = (vs,i, vs,i, · · · , vs,i) ∈ S
(k) = N . Note
that for any simple factor S ∈ O we have uw(vs) = ugs for all u ∈ S.
For any index i ∈ Is we define xi := vs, bi = aixi and observe that if i ∈ P
and u ∈ S = S1 then uw(bi) = ugsφi where φi ∈ ΦΓ is the action of ai on S.
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Now Proposition 24 ensures that S =
∏m
s=1[giφi, S]. The sequence of sets
{[w(bi), S] | i ∈ P} contains at least one occurence of [gsφs, S] for every 1 ≤
s ≤ m because P ∩ Is 6= ∅. Therefore the map φ is surjective by Proposition 15.
The proof of Lemma 16 is complete.
2.6 Proof of Proposition 7
We will need several standard results about polynomial rings.
For a commutative ring R let u+(a) ( respectively u−(a)) denote the upper
( respectively lower) unitriangular 2 by 2 matrix with entry a ∈ R in SL(2, R).
The following Proposition is a standard application of the Ping-Pong Lemma,
cf [3][II.B, Lemma 24].
Proposition 27 Let R be a polynomial ring and let I be the ideal of R con-
sisting of polynomials with constant term 0. Let U+(I) = {u+(a) | a ∈ I} ≤
SL(2, R) and U−(I) = {u−(a) | a ∈ I}. The group generated by U+(I) and
U−(I) in PSL(2, R) is isomorphic to the free product U+(I) ⋆ U−(I).
For a field F and a set X we denote by F [X ] the polynomial ring in commut-
ing variables from X . We will say that two non-zeoro polynomials f, g ∈ F [X ]
are disjoint if they have disjoint variables, i. e, if f ∈ F [X1] and g ∈ F [X2] for
disjoint subsets X1, X2 ⊂ X . More generally two finite subsets P1, P2 ⊂ R\{0}
of polynomials are called disjoint if there are disjoint subsets X1, X2 ⊂ X such
that Pi ⊂ F [Xi] for i = 1, 2. This is equivalent to the condition that
∏
f∈P1
is
disjoint from
∏
f∈P2
.
Corollary 28 Suppose R = F [X ] with ideal I as above and for any nonzero
polynomials f1,s, f2,s, f3,s ∈ I ⊳ F [X ] with s = 1, . . . , k let
xi = u−(f1,i)u+(f2,i)u−(f3,i) ∈ SL(2, R).
Suppose that f3,s and f1,s+1 are disjoint for all s = 1, . . . , k−1. Then x1x2 · · ·xk
is not central in SL(2, R).
Lemma 29 Let f ∈ F[t1, . . . , tn] be a non-zero polynomial with coefficients in
a finite field F, such that the degree of f in each variable ti does not exceed
N ∈ N. Assuming that F0 is a subfield of F such that |F0| > N there exist
y1, . . . , yn ∈ F0 such that f(y1, . . . , yn) 6= 0.
Proof of Proposition 7.
We can replace the d-tuple g = (gi) with any gn where n ∈ N (d). Suppose
first that S = Alt(n) is an alternating group. We may assume that each gi
acts on N = S(m) as an element of C ≀ Sym(m) where C < Aut(S) is the
group generated by conjugation with fixed transposition t ∈ S. Let A0 be the
subgroup of CS(t) ismorphic to Alt(n − 2). For an element v ∈ A0 < S let us
write v¯ = (v, v, . . . , v) ∈ S(m) = N . It is clear that v¯ ∈ A
(m)
0 is centralized by
each gi and therefore for any vi ∈ A we have w(g1v¯1, · · · , gdv¯d) = w(g1, . . . gd)z¯
where z = w(v1, . . . , vd) ∈ A0. Now if n is sufficiently large compared to w
we can find vi ∈ A0 such that z 6= 1. Finally note that if w(g1v¯1, · · · , gdv¯d)
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preserves some factor S of N then it acts on it as conjugation by either z or zt
and so cannot centralize this factor.
We will now deal with the main case when S is of Lie type. In this case
we may assume that each gi acts on N = S
(m) as an element of the subgroup
T = (DΦΓ) ≀ Sym(m) ⊂ Aut(S) ≀ Sym(m) = Aut(N). If S has large Lie rank
as some function of w then Proposition 22 gives a subgroup S0 = PSL(n, F )
invariant underDΦΓ and therefore S
(m)
0 ≤ N is invariant under T . By restricing
the elements ai to vary over S
(m)
0 we may assume that S = S0 and the rank n−1
of S0 is large in terms of w. Now use the argument above with the subgroup A
from Proposition 24 in place of A0.
It therefore remains to deal with the case when the rank of S is bounded
in terms of w. Therefore the field of definition F of S can be assumed to be
sufficiently large.
We can make a further reduction. If the type of S is not G2, B2,
2B2 or F4
then S has a quasisimple subgroup S1 of type A1 which is preserved by DΦΓ.
When S has type G2 or F4 then S hasDΦΓ- invariant semisimple subgroup S1 of
type A1 if Γ = {1}, or of type A1×A1 if S has exceptional graph automorphisms
(which exist only in characteristic 3 for G2 and characteristic 2 for F4). When
S = B2(q) and q is odd then Γ = 1 and therefore there is a DΦ-invariant
subgroup S1 of type A1. Finally if q is even then every diagonal automorphism
of S is inner and we can take S1 =
2B2(q) < S which is invariant under
ΦΓ. By restricting ai ∈ N to range over S
(m)
1 we may now reduce to the case
when S = S1 is of type A1 or
2B2. Moreover we may continue to assume that
gi ∈ T0 := (DΦ)S ≀ Sym(m) < Aut(N).
I: When S = PSL(2,F).
We need to introduce some notation. Suppose w =
∏k
s=1 x
ǫs
is
where es ∈
{±1} and i1, . . . , ik ∈ {1, . . . , d}. We have
w(g1a1, . . . , gdad) = w(g1, . . . , gd)
k∏
s=1
aǫsfsis
for some automorphisms fs ∈ T0 < Aut(N). Set w0 := w(g1, . . . gd) and let
J ⊆ {1, . . . ,m} be the set of indices j such that Sw0j = Sj and such that w0
induces an the inner automorphism on each Sj . For j ∈ J let hj ∈ Sj be the
element such that uw0 = uh
−1
j ∀u ∈ Sj . Note that w(g1a1, . . . , gdad) cannot
centralize any Sj with j 6∈ J for any choice of ai ∈ N .
Let us write ai = (ai,1, . . . ai,m) ∈ N with ai,j ∈ Sj and let fs act on N by
(τ1, . . . , τm)
fs = (τ
rs,1
πs(1)
, τ
rs,2
πs(2)
, . . . , τ
rs,m
πs(m)
), τi ∈ S, i = 1, 2, . . . ,m
for some permutations πs ∈ Sym(m) and automorphisms rs,j ∈ DΦ < Aut(S).
Denote by
uj =
k∏
s=1
a
ǫsrs,j
is,πs(j)
∈ Sj (2)
the projection of the element
∏k
s=1 a
ǫsfs
is
onto Sj . We need to prove the existence
of some a1, . . . ad ∈ N such that for every j ∈ J we have hj 6= uj . We will
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prefer to work with ai,j , uj and hj taking values in the universal covering group
SL(2,F) of S and treat this problem as a system of polynomial inequations in
the matrix coefficients of as,j ∈ SL(2, q). Note that hj 6= uj in S becomes
equivalent to proving that h−1j uj is not central in SL(2,F).
Subcase I(a): Suppose that the characteristic p of F is large compared to
the length k of w. More precisely let us assume that p > 3k.
For α = 1 . . . , d, β = 1, . . . ,m and l = 1, 2, 3 let R be the polynomial ring
F[{tα,β}] in 3dm commuting indeterminates tα,β,l. Put
Aα,β = Aα,β(tα,β) := u−(tα,β,1)u+(tα,β,2)u−(tα,β,3) ∈ SL(2, R),
where tα,β = (tα,β,1, tα,β,2, tα,β,3). In this subcase we are going to search for
values yα,β,l ∈ Fp and specialise the indeterminates tα,β,l 7→ yα,β,i to lie in Fp,
so that each aα,β := A(yα,β) is going to be fixed under any field automorphism
of F. Under this restriction we define each r ∈ DΦ ⊂ Aut(S) to acts on Aα,β
as a diagonal automorphism, in particular there are elements λα,β,ri ∈ F which
do not depend on tα,β such that
(Aα,β)
r = u−(λ
α,β,r
1 tα,β,1)u+(λ
α,β,r
2 tα,β,2)u−(λ
α,β,r
3 tα,β,3).
We observe that the coefficients of A±rα,β are polynomials of degree at most 1 in
each of tα,β,l. Put
Uj =
k∏
s=1
A
ǫsrs,j
is,πs(j)
∈ SL(2, R).
For each α ∈ {1, . . . , d} and β ∈ {1, . . . ,m} define
Cα,β = {(j, s) | 1 ≤ j ≤ m, 1 ≤ s ≤ k, (α, β) = (is, πs(j))}. (3)
The set Cα,β simply lists all all pairs (s, j) such that Ais,πs(j) from (2) is a
matrix whose coefficients are polynomials in F[tα,β ]. Note that each coefficient
has degree at most 1 in each of tα,β,l.
Proposition 30 For each α ∈ {1, . . . , d} and β ∈ {1, . . . ,m} we have |Cα,β | ≤
k.
Proof: Given α, β there are at most k choices for s such that is = α and
then j is determined from πs(j) = β. 
Now consider the element h−1j Uj ∈ SL(2, R). We claim that h
−1
j Uj is not a
central element of SL(2, R).
Suppose for the sake of contradiction that h−1j Uj is central in SL(2, R).
We can set all indeterminates tα,β,l of R to be 0, when clearly Uj vealuates to
1 ∈ SL(2,F) which implies that hj is in the centre of SL(2,F). So actually we
must have that Uj is a central element of SL(2, R). However it is immediate
to check that the matrices xs = A
ǫsrs,j
is,πs(j)
satisfy the conditions in Corollary 28
therefore Uj cannot be central. This proves the claim.
Suppose that
(
a b
c d
)
is the matrix representing h−1j Uj in SL(2, R). Since
h−1j Uj is not a scalar, at least one of the polynomials b, c, a− d is not zero, let
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us denote this non-zero polynomial by fj ∈ R. Note that since hj ∈ SL(2,F)
each fj is a F-linear combination of the coefficients of Uj =
∏k
s=1A
ǫsrs,j
is,πj(s)
and
moreover each A
ǫsrs,j
is,πj(s)
has matrix coefficients from F[tis,πs(j)] having degree at
most 1 in each of the three variables of tis,πs(j),l, l = 1, 2, 3. Consider now the
non-zero polynomial f =
∏
j∈J fj ∈ R. The above observation and Proposition
30 show that the maximal degree of any variable tα,β,l ocurring in f is at most
k. Therefore since p > k Proposition 29 provides elements yα,β,l ∈ Fp such that
f(y) 6= 0. Set aα,β := Aα,β(yα,β) ∈ SL(2,F) and let uj be defined from (2).
Out choice of yα,β,l ensures that uj 6= hj in PSL(2,F) for every j ∈ J and
therefore w(g1a1, . . . , gd, ad) does not centralize the factors Sj of N .
Subcase I(b): We now examine the case when |F | = pL with L large, more
precisely assume that L > k2. For 1 ≤ s ≤ k and 1 ≤ j ≤ m let ns,j be defined
as the integer from {0, 1, . . . , L − 1} such that rs,j ∈ DΦ has field component
[pns,j ]. We extend the automorphism [pn] of F to an endomorphism of R with
the same name defined by f 7→ fp
n
for each f ∈ R.
Let us assume first assume that
ns,j ≤ L− k for all s = 1, . . . , k, j = 1, . . . ,m.
Then arguing exactly as in Case I(a) we deduce that every A
ǫsrs,j
is,πj(s)
is a
matrix with coefficients which are polynomials from F[tis,πs(j)] of degree at
most ns,j ≤ pL−2k in each of the variables tis,πs(j),l.
As before since |Cα,β | ≤ k we deduce that the non-zero polynomial f ∈ R
defined in the same way as above has degree at most kpL−k in any variable
tα,β,l. Proposition 29 and the fact that kp
L−k ≤ k2−kpL < pL = |F| for any
k ∈ N give the existence of elements yα,β,l ∈ F such that f(y) 6= 0 and again
we set aα,β := Aα,β(yα,β).
To deal with the general case define V ⊂ Aut(F) by
V = {[pn] : F→ F | L− k < n < L}.
Given any α, β recall that Cα,β defined in (3) is the number of pairs (s, j)
such that a
ǫsrs,j
is,πj(s)
∈ SL(2, R) has coefficients which are polynomials in F[t
ns,j
α,β ],
moreover these polynomials have degree at most 1 in each of t
ns,j
α,β,l. Given any
(s0, j0) ∈ Cα,β the number of integers 0 ≤ n < L such that [p
n+ns0,j0 ] ∈ V
is at most k. Since |Cα,β | ≤ k and L > k2 by the pigeonhole principle we
concude that there is some integer, denoted n′α,β ∈ {0, 1, . . . , L − 1} such that
[pn
′
α,β+ns,j ] 6∈ V for any (s, j) ∈ Cα,β . Now define
A′α,β := Aα,β(t
n′α,β
α,β ) = u−(t
p
n′α,β
α,β,1 )u+(t
p
n′α,β
α,β,2 )u−(t
p
n′α,β
α,β,3 ) ∈ SL(2, R).
For each (s, j) ∈ Cα,β we have (A
′
α,β)
ǫsrs,j is a matrix with coefficients which
are polynomials from F[tp
n′α,β+ns,j
α,β ] of degree at most 1 in each of t
p
n′α,β+ns,j
α,β,l .
From the choice of n′α,β it folows that there is an integer n
′′
s,j ∈ {1, . . . , L− 2k}
such that xp
n′′s,j
= xp
n′
α,β
+ns,j
for every x ∈ F. Now replace each occurrence
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of tp
n′α,β+ns,j
α,β,l in the coefficients of (A
′
α,β)
ǫsrs,j by tp
n′′s,j
α,β,l obtaining the matrix
A˜s,j(tα,β). Each coefficient of A˜s,j is now a polynomial in tα,β of degree at
most pL−k in each variable tα,β,l. For every y0 = (y1, y2, y3) ∈ F(3) we have
A˜s,j(y0) = (A
′
α,β(y0))
ǫsrs,j = (A′is,πj(s)(y0))
ǫsrs,j . Moreover just as in Case I(a)
Proposition 28 gives that
∏k
s=1 A˜s,j ∈ SL(2, R) is noncentral. Again we find
yα,β,l ∈ F such that
h−1j
k∏
s=1
A˜s,j(yis,πj(s)) = h
−1
j Uj(y), y = (yα,β,l)α,β,l ∈ F
3dm
is not in the centre of SL(2,F) for every j ∈ J and we set aα,β = A′α,β(yα,β).
II: When S is the Suzuki group 2B2(2
2L−1).
We will need a version of Proposition 28 which will apply to a specific linear
4-dimensional linear representation of 2B2.
Let R be a polynomial ring and as usual let deg f be the maximal degree of
the monomials of f ∈ R. Let I be the ideal of polynomials with constant term
zero. Define the subset D+ ⊂ SL(4, R) to consist of those upper unitriangular
matrices g = (gi,j) with deg g1,4 > max{deg gi,j | (i, j) 6= (1, 4)}, and set D− =
DT+.
Proposition 31 Let U1 and U2 are two subgroups of SL(4, R) such that U1 ⊂
D+ ∪ {1} and U2 ⊂ D− ∪ {1}. Then U1 and U2 generate their free product
U1 ⋆ U2 in PSL(4, R).
Proof: Consider the natural action of PSL(4, R) on the projective space
P(R4) and define two subsets V+, V− ⊂ P(R4) as follows:
V+ = {[f1, f2, f3, f4] ∈ P(R
4) | deg f4 > max{deg f1, deg f2, deg f3}},
V− = {[f1, f2, f3, f4] ∈ P(R
4) | deg f1 > max{deg f2, deg f2, deg f4}}.
It is immediate that g(V+) ⊂ V− for all g ∈ D+ and g(V−) ⊂ V+ for all g ∈ D−.
The proposition follows from the Ping-Pong Lemma [3][II.B, Lemma 24]. 
Suppose now that S = 2B2(2
2L−1). Set F = F22L−1 define θ = 2
L noting
that [θ]2 = [2] ∈ Aut(F). We assume that L > 4k2. Define
e−(t1, t2, v1, v2) =


1 0 0 0
t1 1 0 0
v1 + t1t2 t2 1 0
t1v1 + v2 + t
2
1t2 v1 t1 1


and set e+(t1, t2, v1, v2) = u−(t1, t2, v1, v2)
T . We have that {e−(τ, τθ , ν, νθ) | τ, ν ∈
F} is a parametrisation of a Sylow 2-subgroup of S.
Lemma 32 Let R be a polynomial ring and let f1, f2, g1, g2 ∈ I be non-zero
polynomials such that {f1, f2} is disjoint from {g1, g2}. Then
deg(f1g1 + g2 + f
2
1 f2) = max{deg(f1g1), deg g2, deg(f
2
1 f2)} >
> max{deg f1, deg f2, deg g1, deg(f1f2)}.
As a consequence we have e−(f1, f2, g1, g2) belongs to D− ⊂ SL(4, R) and
e−(f1, f2, g1, g2) belongs to D− ⊂ SL(4, R).
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Lemma 32 and Proposition 31 together give the following Corollary.
Corollary 33 Let R be a polynomial ring and for i = 1, . . . , k, j = 1, 2 and l =
1, . . . , 3 let fi,j.l, gi,j,l ∈ I be nonzero polynomials with the following properties:
1. For every 1 ≤ i ≤ k and 1 ≤ l ≤ 3 the set {fi,1,l, fi,2,l} is disjoint from
{gi,1,l, gi,2,l}.
2. For every i = 1, . . . , k − 1 the set ∪2j=1{fi+1,j,1, gi+1,j,1} is disjoint from
∪2j=1{fi,j,3, gi,j,3}.
Define
xk = e−(fi,1,gi,1)e−(fi,2,gi,2)e−(fi,3,gi,3)
with fi,l = (fi,1,l, fi,2,l) and gi,l = (gi,1,l, gi,2,l).
Then x1 · · ·xk is not central in SL(4, R).
Indeed condition (2) ensures that in the product x1 · · ·xk there is no cancella-
tion between the last term e−(fi,3,gi,3) of xi and the first term e−(fi+1,1,gi+1,1)
of xi+1.
For α = 1, . . . , d, β = 1, . . . ,m and l = 1, 2, 3 let R be the polynomial ring
over F in 6dm distinct variables tα,β,l, vα,β,l. As before let ns,j be the integers
such that [2ns,j ] is the field automorphism component of rs,j ∈ DΦ ⊂ Aut(S)
in the expression (2).
Define V ⊂ Aut(F) by
V = {[pn] : F→ F | 2L− 2k < n < 2L− 1}
and for 1 ≤ α ≤ d, 1 ≤ β ≤ m let Cα,β be the set defined in (3).
Given any (s, j) ∈ Cα,β the number of integers 0 ≤ n < 2L − 1 such that
[2n+ns,j ] ∈ V or [2n+ns,j+L] ∈ V is at most 2k + 2k = 4k. Since |Cα,β | ≤ k
and L > 4k2 by the pigeonhole principle we concude that there is some integer,
denoted n′α,β ∈ {0, 1, . . . , L− 1} such that [2
n′α,β+ns,j ] 6∈ V and [2n
′
α,β+ns,j+L] 6∈
V for any (s, j) ∈ Cα,β .
Let
E±(t, v) := e±(t, t
θ, v, vθ) ∈ SL(4,F[t, v])
and define
E±,α,β,l = E±(t
2
n′α,β
α,β,l , v
2
n′α,β
α,β,l ) ∈ SL(4, R)
Aα,β = Aα,β(tα,β ,vα,β) := E−,α,β,1E+,α,β,2E−,α,β,3 ∈ SL(4, R),
where tα,β = (tα,β,1, tα,β,2, tα,β,3) and vα,β = (vα,β,1, vα,β,2, vα,β,3). Observe
that each coefficient of E±,α,β,l is can be written as polynomial over F of degree
at most two in each of variables
t2
n′
α,β
α,β,l , t
2
n′
α,β
+L
α,β,l , v
2
n′
α,β
α,β,l , v
2
n′
α,β
+L
α,β,l .
As before we consider for j ∈ J
Uj =
k∏
s=1
A
ǫsrs,j
is,πs(j)
∈ SL(4, R)
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and we are looking for field elements yα,β,l, zα,β,l ∈ F such that if uj is the evalu-
ation of Uj at tα,β,l 7→ yα,β,l, vα,β,l 7→ zα,β,l then hj 6= uj. Since Z(Sp(4,F)) = 1
it is enough to prove that h−1j uj is not central as an element of SL(4,F).
It is immediate that each E
±rs,j
±,is,πs(j)
is a matrix in SL(4, R) with coefficients
which are polynomials of degree at most two in terms of the four monomials
Kα,β,l :=
{
t2
n′α,β+ns,j+b
α,β,l , v
2
n′α,β+ns,j+b
α,β,l | b ∈ {0, L}
}
.
From the choice of V and n′α,β it follows that there are integers mα,β, kα,β
from {0, 1, . . . 2L− 1 − 2k} such that x2
n′α,β+ns,j
= x2
mα,β
and x2
n′α,β+ns,j+L
=
x2
kα,β
for each x ∈ F.
Now let E˜±,s,j , A˜s,j be the matrices in SL(4, R) obtained from their con-
terparts E
ǫsrs,j
±,is,πs(j)
, A
ǫsrs,j
is,πs(j)
by substituting each monomial from Kα,β,l by the
corresponding monomial in the set
K˜α,β,l =
{
t2
b
α,β,l, v
2b
α,β,l | b ∈ {mα,β, kα,β}
}
.
We have
A˜s,j(y, z) =
(
Ais,πs(j)(y, z)
)ǫsrs,j
(4)
for each y = (y1, y2, y3), z = (z1, z2, z3) ∈ F(3).
Now define
U˜j :=
k∏
s=1
A˜s,j ∈ SL(4, R).
Every E˜±,s,j,l is matrix with entries which can be written as polynomials
from F[K˜α,β,l] of degree at most 2 in each variable from K˜α,β,l. As |Cα,β | ≤ k
we deduce that the degree of any coefficient of U˜j in any variable tα,β,l or vα,β,l
is at most
2kmax{2kα,β , 2mα,β} ≤ 2k22L−1−2k = 2k · 4−k|F| < |F|.
At the same time since the elements A˜s,j satisfy the conditions from Corollary
33 we deduce that U˜j is not central in SL(4, R). The argument from Case I
therefore applies and we find elements yα,β,l, zα,β,l ∈ F such that h
−1
j U˜j(y, z)
is not central in SL(4,F). We observe that (4) implies Uj(y, z) = U˜j(y, z) =
uj ∈ S where y = (yα,β,l), z = (zα,β,l) ∈ F(3dm). Therefore as before we can
set aα,β = Aα,β(yα,β , zα,β). This completes the last case and the proof of
Proposition 7. 
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