In this paper, we discuss the geometric integration of hamiltonian systems on Poisson manifolds, in particular, in the case, when the Poisson structure is induced by a Lie algebra, that is, it is a Lie-Poisson structure.
Introduction
Many applied dynamical systems often display a variety of geometric structures in their mathematical description. For instance, you can think in the standard autonomous mechanical systems given by kinetic energy minus potential energy (that is, a mechanical Lagrangian system) (see Abraham and Marsden [1978] and references therein). It is easy to show that these classes of systems are preserving at least a constant of the motion, the total energy, and moreover they also preserve a volume form or, even more precisely, a symplectic structure. Other constants of motion may arise if we are in presence of additional symmetries of the Lagrangian as, for example, the preservation of the angular momentum in the case of mechanical systems in a central force field (see Marsden and Ratiu [1994] , Marmo, Saletan, Simoni, and Vitale [1985] ).
As a short introduction, the Lagrangian formulation of mechanics can be based on the variational principles founded by Euler and Lagrange given a mathematical interpretation of Newton's fundamental law of force balance F = ma. The first element is the configuration space Q, which describes all the possible positions of the mechanical system. In more mathematical terms, the configuration space is geometrically described by a manifold, finite or infinite dimensional. For clarity on the exposition, we will assume in the sequel that our configuration space is finite dimensional, dim Q = n, and locally described by a set of coordinates denoted by (q i ), i = 1, . . . , n, that prescribe the admissible configurations of the system under study. Since the Newton's fundamental law implies a system of second order differential equations, then the dynamics of a mechanical system is described by a special vector field on the phase space of positions and velocities. Geometrically, one must introduce the velocity phase space T Q, the tangent bundle of Q, with induced coordinates (q i ,q i ), i = 1, . . . , n and canonical projection τ Q : T Q → Q, given by τ Q (q i ,q i ) = (q i ). Therefore, any vector v q ∈ T q Q is expressed in local coordinates as v q = v i ∂ ∂q i q and an arbitrary second order differential equation is now geometrically described as an special class of vector field of T Q:
One of the most important properties of variational calculus is that the dynamics is completely specified by an unique function, the lagrangian L : T Q → R. In mechanical systems, L is the kinetic minus the potential energy of the system. Hamilton's principle states that the variation of the action is stationary:
In this principle, one chooses curves q : [0, h] → Q joining two fixed points in Q, q(0) = q 0 and q(h)) = q 1 . The extremals are characterized by the solutions of the Euler-Lagrange equations:
which is a implicit system of second order differential equations. For Lagrangians that are purely kinetic energy, then the Lagrangian is completely defined by a riemannian metric and the solutions of the Euler-Lagrange equations are the riemannian geodesics.
Of course these equations can be generalized in many ways, for instance, it is possible to add external forces introduced on the right hand side of the Euler-Lagrange equations (see, for instance, Bloch, Krishnaprasad, Marsden, and Ratiu [1996] ); but also is possible to add constraints introducing the study of the so-called nonholonomic and vakonomic mechanics (see Neimark and Fufaev [1972] , Arnold [1988] ).
In many cases is interesting to pass to the Hamiltonian formalism introducing the conjugate momenta p i = ∂L ∂q i , 1 ≤ i ≤ n. Geometrically, it corresponds to change the tangent bundle T Q by its dual bundle T * Q with coordinates (q i , p i ), 1 ≤ i ≤ n, given by the Legendre transformation which in canonical coordinates is defined by
The Lagrangian is called regular when this change of variables is invertible, then we can expressq i =q i (q, p) and introduce the Hamiltonian
One shows that the Euler-Lagrange equations are equivalent to Hamilton's equations:
In T * Q it is more transparent to explore the qualitative properties of mechanical systems. For instance, on T * Q is defined the canonical symplectic 2form ω Q = dq i ∧ dp i , and the Hamiltonian equations are written as
The integral curves of X H are solutions of the Hamilton's equations. This implies that the flow Φ : 
Of course, since typically is impossible to explicitly integrate a given dynamical systems it is useful to use computational schemes preserving as much as possible the geometric structures inherently associated to the original system, mainly if you are interested in long-term predictions. See Hairer, Lubich, and Wanner [2010] , Sanz-Serna and Calvo [1994] , Blanes and Casas [2016] .
A good example of these geometric integrators are symplectic schemes for a hamiltonian system determined by H : R 2n → R. The Hamilton equations of motion are written as
A second-order symplectic integrator for this system is given by the mid-point rule
The mid-point rule was studied by Austin, Krishnaprasad, and Wang [1993] for the more general situation of hamiltonian systems defined by Poisson manifolds (see Section 2) where now the structure is defined by a Hamiltonian function H : R m → R and the Poisson tensor is determined by a matrix Π = (Π ij ) 1≤i,j≤m satisfying
• Skew-symmetry Π = −Π T .
The hamiltonian equations in this more general case are written aṡ
The flow Φ t of the dynamical system (1.3) is a Poisson transformation and moreover due to the skew-symmetry of the matrix Π, the energy is preserved, that is
All them are important qualitative properties of the Hamiltonian vector field on a Poisson manifold.
As an interesting example showing the difficulties to preserve structures in cases different to the explored in Austin, Krishnaprasad, and Wang [1993] , they studied the mid-point rule applied to (1.3), that is,
It is trivial to check that if Π is constant, that is Π(z) = Π constant, then the mid-point rule is a Poisson automorphism. However, in 1993, Austin, Krisnaprasad and Wang showed that the mid-point rule is an "almost-Poisson integrator", in the sense that preserves the Poisson structure up to second-order
where Φ h H : R n → R n is the map implicitly defined by Equation (1.4), that is, z n+1 = Φ h H (z n ). In this paper, we will study some recent developments on geometric integration on Poisson manifolds and more specially in Lie-Poisson systems, that is, when the Poisson bracket is linear on a vector space. This particular case is specially interesting since is close related with invariant mechanical systems defined on Lie groups, as for instance, equations of the rigid body, heavy top and fluids as special cases. His background led to Poincaré (see Poincaré [1901] ) and the equations are determined giving a Lagrangian on a Lie algebra (see Holm, Marsden, and Ratiu [1998] for more details). The corresponding hamiltonian description is determined using the Lie-Poisson bracket as we will see.
The paper is structured as follows. In Section 2 we will introduce some basic notions of Poisson manifolds with an spatial emphasis in Lie-Poisson brackets. In Section 3 we will describe the Euler-Poincaré equations and Lie-Poisson equations. Finally, in Section 4 we will summarize some modern methods to numerically integrate the Lie-Poisson equations using geometric integrators, presenting some original results to this topic.
Poisson manifolds
Poisson manifolds appears as a natural generalization of symplectic manifolds. As we will see along this paper, Poisson manifolds occur as phase spaces for classical mechanics but moreover it is a concept relevant in quantum mechanics (see, for more information, Weinstein [1983] , Lichnerowicz [1977] , Libermann and Marle [1987] , Bhaskara and Viswanath [1988] , Vaisman [1994] , Cannas da Silva and Weinstein [1999] ).
We recall that a Poisson structure on a differentiable manifold P is given by a bilinear map
called the Poisson bracket, satisfying the following properties: for all f, g, h ∈ C ∞ (P ).
The situation for Poisson manifolds is in some sense similar to the case of a riemannian manifold where, after one has fixed a riemannian metric, each function determines the corresponding gradient vector field.
Given a Poisson manifold with bracket { , } and a function f ∈ C ∞ (P ) we may associate a unique vector field X f ∈ X(P ), the Hamiltonian vector field:
Moreover, on a Poisson manifold there exists a unique bivector field Π, a Poisson bivector (that is, a twice contravariant skew symmetric differentiable tensor) such that {f, g} := Π(df, dg), f, g ∈ C ∞ (P )
The bivector field Π is called the Poisson tensor and the Poisson structure is usually denoted by (P, Π). The Jacobi identity in terms of the bivector Π is written as [Π, Π ] = 0 where here [ , ] denotes the Schouten bracket.
Typical examples of Poisson manifolds are:
• Symplectic structures, that is, if P is equipped with a non-degenerate closed 2-form ω on P , then its inverse is a Poisson bivector.
• The dual of a Lie algebra g * . If g is a Lie algebra with Lie bracket [ , ], then it is defined a Poisson bracket on g * by
where ξ and η ∈ g are equivalently considered as linear forms on g * , and α ∈ g * . This linear Poisson structure on g * is called the Kirillov-Kostant-Souriau Poisson structure.
Taking coordinates (x i ), 1 ≤ i ≤ dim P = m and Π ij the components of the Poisson bivector, that is
Observe that the m × m matrix (Π ij ) verifies the following properties:
Because of the skew-symmetry of Π, we know that the rank of Π at a point p ∈ P is an even integer.
Fixed a function H ∈ C ∞ (P ), the hamiltonian function, we have the corresponding Hamiltonian vector field:
Therefore, on a Poisson manifold, a function determines the following dynamical system:
In other words, if X H (f ) = 0 or, equivalently, {H, f } = 0. In particular, the hamiltonian is a conserved quantity since {H, H} = 0 by the skew symmetry of the bracket. For any Poisson manifold (P,
Additionally, it is easy to show that if f 1 and f 2 are first integrals of X H then so is {f 1 , f 2 }. The proof is a direct consequence of the Jacobi identity since:
Example 2.1. Consider the Lie algebra g = so(3) of 3×3-skew symmetric matrices, that it is also identified with R 3 with the vector product ×. Also so (3) Observe that the function C = 1 2 (x 2 + y 2 + z 2 ) is a Casimir function for this bracket. Now, considering the typical hamiltonian for the rigid body H(x, y, z) = 1 2
then the hamiltonian vector field X h gives the following system of equations:
One can show that Im(♯ Π ) ⊆ T P is an involutive generalized distribution called the characteristic distribution. Then, given a Poisson structure Π we have that the differentiable manifold P is foliated by leaves (that is, immersed submanifolds of varying dimensions) such that their tangent spaces are given by Im
We derive an isomorphism
and, in consequence, a linear symplectic form ω p on Im (♯ Π p ). This shows that each leaf is equipped with a symplectic form, that is, a Poisson structure defines a symplectic foliation on P .
Theorem 2.2. Darboux-Weinstein coordinates. Let p ∈ P be an arbitrary point in a Poisson manifold (P, Π) of dim P = m with rank of Π at p is 2k. There is a system of local coordinates (U, (q 1 , . . . , q k , p 1 , . . . , p k , y 1 , . . . , y s )) centered at p such that:
are functions that depend only on the (y 1 , . . . , y s ) and vanish at p.
Observe that locally a Poisson bracket splits into two pieces: an standard Poisson bracket on R 2k and a singular Poisson bracket vanishing at p.
In particular, if (P, Π) is a Poisson manifold of constant rank 2k, then for every point p ∈ M , there exists a system (U, (q 1 , . . . , q k , p 1 , . . . , p k , y 1 , . . . , y s )) of local coordinates such that:
Let (P 1 , Π 1 ) and (P 2 , Π 2 ) be two Poisson manifolds and ϕ : P 1 → P 2 be a differentiable map. We say that ϕ is a Poisson morphism if for all f, g ∈ C ∞ (P 2 ),
It is easy to show that this property is equivalent to
where f, g ∈ C ∞ (P ) are arbitrary smooth extensions off ,g ∈ C ∞ (N ). Then, the inclusion i N is a Poisson morphism. It is possible to show that N is a Poisson submanifold if and only if for each each point p ∈ N
In other words, if all the Hamiltonian vector fields X H ∈ X(P ) are tangent to N .
Two interesting examples are precisely the extreme cases:
• (♯ Π )(T N 0 ) = 0, these are exactly the Poisson submanifolds;
• (♯ Π )(T N 0 ) = T N , these submanifolds are called Lagrangian submanifolds.
Let (P 1 , Π 1 ) and (P 2 , Π 2 ) be Poisson manifolds, then
is a submanifold of P 2 , then f (N ) is a coisotropic submanifold of (P 2 , Π 2 );
• Denote by (P 1 × P 2 , Π P 1 ×P 2 ), the Poisson manifold on P 1 × P 2 where the Poisson structure Π P 1 ×P 2 is given by:
for any α 1 , β 1 ∈ T * P 1 and α 2 , β 2 ∈ T * P 2 . Then, it is easy to check that ϕ : P 1 → P 2 is a Poisson map if and only if
This last property is important for constructing geometric integrators for Poisson systems.
A symplectic realization of a Poisson manifold (P, Π) is a Poisson map J : M → P from a symplectic manifold (M, ω) to P . If J is a surjective submersion we say that it is a full symplectic realization. We have that J : M → P maps local Lagrangian submanifolds to coisotropic submanifols of (P, π). In particular recovering the graphs of Poisson morphisms. If (M, ω) = (T * R n , dq i ∧ dp i ) then (q i , p i ) are called canonical or Clebsch variables for (P, Π). See McLachlan, Modin, and Verdier [2014] for the application of this concept to design Poisson integrators from symplectic integrators.
Another interesting geometric concept is the notion of dual pair. A dual pair is a pair of smooth Poisson maps (Ψ 1 : M → P 1 , Ψ 2 : M → P 2 ) where (M, ω) is a symplectic manifold and (P 1 , Π 1 ) and (P 2 , Π 2 ) are Poisson manifolds, such that for each point x ∈ M , then:
In many cases, the Poisson maps Ψ i are momentum mappings associated to Lie algebra actions on M . For this reason dual pairs are a fundamental ingredient to construct Poisson integrators (see Ge [1991] , Zhong and Marsden [1988] , Ferraro, de León, Marrero, Martín de Diego, and Vaquero [2017] ).
Example 2.3. Action of a Lie group on its cotangent bundle. Consider a Lie group G and its cotangent bundle π G : T * G → G. For each g and h in G we have the corresponding left and right translations
Denote byL g : T * G → T * G andR g : T * G → T * G the canonical lifts of L g and R g , respectively, defined by
These two actions are Hamiltonian and have as momentum maps, respectively, the maps J L : T * G → g * and J R :
where g is the Lie algebra of G.
As we have said on g * we have the bracket:
where µ ∈ g * and δf δµ : g * → g stands for the functional derivative of f and where [ , ] is the Lie algebra bracket on g.
The map J L : T * G → g * is a Poisson map where T * G is equipped with the canonical Poisson bracket and g * with the Poisson structure induced by { , }. Also, J R : T * G → g * is a Poisson map between (T * G, ω G ) and (g * , −{ , }). 
Euler-Lagrange equations when the configuration is a Lie group
Let G be a Lie group. The left multiplication L g allows us to trivialize the tangent bundle T G and the cotangent bundle T * G as follows
where g = T e G is the Lie algebra of G and e is the neutral element of G.
Given a lagrangian L : T G → R then in left trivialized coordinates the classical Euler-Lagrange equations are given by
that is, l is the restriction of L to g. In this case, the corresponding Euler-Lagrange equations d dt δl δξ = ad * ξ δl δξ are known as the (left-invariant) Euler-Poincaré equations (see Marsden and Ratiu [1994] , Holm [2011] , Holm, Schmah, and Stoica [2009] ). From these equations we can reconstruct a solution t → g(t) of the Euler-Lagrange equations with initial condition g(0) = g 0 andġ(0) = v 0 as follows. First we solve the first order differential equation d dt δl δξ = ad * ξ δl δξ with initial condition ξ(0) = g −1 0 v 0 and then with the solution t → ξ(t) we must solve the reconstruction equation: For instance, it is easy to show that the canonical structures of the cotangent bundle: the Liouville 1-form θ G and the canonical symplectic 2-form ω G , are now rewritten using this left trivialization as follows:
Euler-Arnold equations
with (g, α) ∈ G × g * , where ξ i ∈ g and ν i ∈ g * , i = 1, 2 and we have used the previous identifications. Observe that we are identifying the elements of T αg T * G with the pairs (ξ, ν) ∈ g × g * .
Therefore, given the Hamiltonian H :
since δH δα (g, α) ∈ g * * = g. We now derive the Hamilton's equations which are satisfied by the integral curves of the Hamiltonian vector field X H on T * G. After left-trivialization, X H (g, α) = (ξ 1 , ν 1 ) where ξ 1 ∈ g and ν 1 ∈ g * are elements to be determined using the Hamilton's equations
Therefore, from expressions (3.4) and (3.5), we deduce that
In other words, takingġ = gξ 1 we obtain the Euler-Arnold equations:
( 3.7) If the Hamiltonian is left-invariant, that, is there exists h : g * → R such that H(g, α) = H(e, α) = h(α) then we deduce that: Of course, both Equation (3.1) and Equation (3.7) are related by the Legendre transformation when the Lagrangian L is regular. This Legendre transformation is given by
As we know g * is equipped with the Lie-Poisson bracket { , , } which exactly corresponds to the reduced bracket by standard Poisson reduction from
where π(µ g ) = [µ g ] ≡ T * e L g (µ g ). Given α ∈ g * then it is defined the codjoint orbit by
is the solution of the initial value problemα = ad * δh/δα α with α(0) = α 0 then we can define the curve t → g(t) ∈ G as the unique solution of the following first order system of differential equations:
given a preservation property of the continuous system that it would be important to consider in a numerical method. Therefore, since we know that coadjoint orbits are conserved quantities of the Lie-Poisson system it is natural to look for geometric integrators of the form µ k+1 = Ad * g k µ k . where g k is an appropriate element of the Lie group G (see Engøand Faltinsen [2001] ).
It Π is the Lie-Poisson structure on g * , it is easy to check that
Given a hamiltonian function h : g * → R we derive the equations of motion by the equationsμ (t) = ♯ Π (dh(µ(t))) (3.8) or, in other words,μ (t) = ad * ∂h/∂µ µ(t) . It is well known that the flow Ψ t : g * → g * of X h verifies some properties:
(i) It preserves the linear Poisson bracket, that is
(ii) It preserves the hamiltonian h • Ψ t = h .
(iii) If all the coadjoint orbits are connected, Casimir functions are also preserved along each coadjoint orbit.
Lie-Poisson geometric integrators
In this section, we will present some of the available techniques to find numerical integrators preserving as much as possible the relevant geometric structure associated to the Lie-Poisson bracket (symplectic foliation, Lie-Poisson bracket, hamiltonian, etc).
Discrete Lagrangian formalism
(See for more details Moser and Veselov [1991] , Zhong and Marsden [1988] , Marsden, Pekarsky, and Shkoller [1999] , Ma and Rowley [2010] , Marrero, Martín de Diego, and Martínez [2006] ).
Fixed g ∈ G, we define the set of admissible pairs
A tangent vector to the manifold C 2 g is a tangent vector at t = 0 of a curve in C 2
where c i (t) ∈ G, c 1 (t)c 2 (t) = g and c 1 (0) = g 1 and c 2 (0) = g 2 All this type of curves are given by
for an arbitrary h(t) ∈ G with t ∈ (−ǫ, ǫ) and h(0) = e, where e is the neutral element of G.
Fixed a discrete lagrangian l d : G → R, we define the discrete action sum by
Definition 4.1. Discrete hamilton's principle Given g ∈ G, then (g 1 , g 2 ) ∈ C 2 g is a solution of the discrete lagrangian system determined by l d : G → R if and only if (g 1 , g 2 ) is a critical point of S l d .
We characterize the critical points using the curves defined in (4.1) as follows
where ξ =ḣ(0).
Alternatively, we can write these equations as follows
which are called discrete Euler-Poincaré equations. Here ← − ξ (g) = T e L g (ξ) and − → ξ (g) = T e R g (ξ) are the left-and right-invariant vector fields.
Also it is possible to define the two Legendre transformations by F l − d : G → g * and F l + d : G → g * by
which in this case are called discrete Lie-Poisson equations. Then, it is defined an implicit map µ k → µ k+1 preserving the Lie-Poisson structure. If the discrete Lagrangian function l d : G → R is regular, that is, the Legendre transformation F l − d : G → g * is a local diffeomorphism (or, equivalently, F l + d : G → g * is a local diffeomorphism) then the implicit map µ k → µ k+1 is, in fact, an explicit map.
To obtain a numerical integrator for the dynamics determined by a continuous lagrangian l : g → R it is necessary to know how closely the trajectory of the proposed numerical method matches the exact trajectory of the Euler-Poincaré equations. For variational integrators, an important tool for simplifying the error analysis is to alternatively study how closely a discrete Lagrangian matches the exact discrete Lagrangian defined by l : g → R. In our case, the exact lagrangian is given by l e h (g) = h 0 l(ξ g (t))dt, for g ∈ U,
where ξ g : I ⊆ R → g is the unique solution of the Euler-Poincaré equations for l : g → R such that the corresponding solution (g,ġ) : I ⊆ R → T G of the Euler-Lagrange equations for L(g,ġ) = l(g −1 g) satisfies g(0) = e, g(h) = g.
In Marrero, Martín de Diego, and Martínez [2016] we show that if the we take as a discrete Lagrangian an approximation of order r of the exact discrete Lagrangian then the associated discrete evolution operator is also of order r, that is, the derived discrete squeme is an approximation of the continuous flow of order r. A discretization of this Lagrangian is given by the discrete lagrangian l d : SO(3) → R:
where we take the following approximation
and g k = R T k R k+1 . To find the critical points of S l d is equivalent to extremize Sl d wherel d (g k ) = Tr(g k J). Applying discrete variational calculus, we have that
Therefore, then discrete Euler-Poincaré equations are
Also it is possible to write the rigid body equations as discrete Lie-Poisson equations (see Moser and Veselov [1991] ):
Methods based on Generating functions
In this section we introduce the use of generating functions based on approximations of the Hamilton-Jacobi equation to produce Lie-Poisson integrators. Let G be a Lie group and g its Lie algebra. We know than the cotangent bundle τ G : T * G → G is equipped with two natural maps J R : T * G → g * and J L : T * G → g * .
Let H : g * → R be a hamiltonian and let S : R × G → R be a function ( a generating function) such that the following conditions hold (see Feng and Qin [2010] , Zhong and Marsden [1988] , Ferraro, de León, Marrero, Martín de Diego, and Vaquero [2017] ):
(i) Hamilton-Jacobi equation: ∂S ∂t (t, g)+H(J L •dS t ) = 0, where S t is defined by S t (g) = S(t, g).
(ii) Non-degeneracy condition: let ξ a be a basis of g. Then we assume that ← − ξ a ( − → ξ b (S t )) is a regular matrix.
The idea of geometric integrators based on generating functions for a hamiltonian system determined by H : g * → R is to consider approximations to the generating function. First, given the identity element e ∈ G take the set π −1 G (e) which is called the set of identities of T * G. It is easy to show that π −1 G (e) is a Lagrangian submanifold of (T * G, ω G ). Take local coordinates in G around the identity π −1 G (e), say (g i ), i = 1, . . . , n and let (g i , p i ) be the associated natural coordinates on T * G. Assume that g i (e) = 0. In those coordinates
We express the Hamilton-Jacobi equation in those coordinates:
Now, we approximate the solution taking the Taylor series in t of S up to order k,
, where S 0 is the generating function of the identity (see Channell and Scovel [1990] , Ferraro, de León, Marrero, Martín de Diego, and Vaquero [2017] ). Now, the equations for the S i , i ≥ 1 can be solved recursively. For instance, we get for the three first terms
Each term can be obtained from the previous one by differentiating with respect to t and evaluating at t = 0. Taking all the terms obtained up to order k,
we get an approximation of the solution of the Hamilton-Jacobi equation. It is easy to see that the transformation induced implicitly µ 1 → µ 2 , µ i ∈ g * by
that gives that the transformation is an approximation of order k of the flow and so the numerical method is of order k.
Collective integrators
The geometric integrators previously proposed are general but in some cases are extremely complicated since they usually involve solving implicit equations in Lie groups, or using an excessive number of degrees of freedom or to calculate a computationally expensive number of derivatives. In Verdier [2014, 2015] , the authors propose the use of collective integrators.
Let (P, Π) be a Poisson manifold and H : P → R a Hamiltonian function. Let J : M → P be a a realization of P where (M, ω) is a symplectic manifold. The function H • J : M → R is called the collective Hamiltonian. We say that a map Ψ : M → M is collective if there is a map ϕ : P → P such that J • Ψ = ϕ • J.
A collective symplectic integrator for a hamiltonian system H : P → R on a Poisson manifold (P, Π) consist of a full realization of P , by a symplectic manifold (M, ω), J : M → P together with a symplectic integrator for H • J that descends to a Poisson integrator for H.
For instance in McLachlan, Modin, and Verdier [2015] the authors consider the map J : T * R 2 → R 3 defined as
which can be used to lift a Hamiltonian function H : R 3 → R to a collective Hamiltonian H • J : T * R 2 → R with its canonical symplectic structure. To obtain a Lie-Poisson integrators, it is only necessary to integrate the Hamiltonian vector field X H•J with a symplectic Runge-Kutta method and to use the map J to project the result back to obtain a integrator of X H which preserve the Lie-Poisson structure on R 3 defined by the Lie-Poisson bracket on so(3) * ≡ R 3 .
A geometric construction of Lie-Poisson equations from a hamiltonian function
In this section, we propose a new possibility of constructing Lie-Poisson integrators based on the continuous hamiltonian function and a retraction map.
Let M 1 and M 2 be n-dimensional manifolds and f : M 1 → M 2 a diffeomorphism, then there is a natural diffeomorphism f ♯ : T * M 1 → T * M 2 , the cotangent lift defined by
However, there exist more general symplectomorphisms than the cotangent lift, for instance, the translations along the cotangent lifts on (T * M, ω M ). More generally, given a smooth function f : M → R then the map τ f :
is also a symplectomorphism.
Consider now the cartesian product of two cotangent bundles T * M 1 × T * M 2 equipped with the twisted 2-form Ω 12 = −pr * 1 ω M 1 + pr * 2 ω M 2 , where pr i is the projection from T * M 1 × T * M 2 onto T * M i , i = 1, 2.
As we have commented any Lagrangian submanifold L of T * M 1 × T * M 2 being the graph of a diffeomorphism F : M 1 → M 2 guarantees that F is a symplectomorphism. This determines a method for producing symplectomorphisms between two manifolds.
Observe that the mapping
is a symplectomorphism between (T * (M 1 × M 2 ), ω M 1 ×M 2 ) and (T * M 1 × T * M 2 , Ω 12 ).
As is known in the literature, the most typical way to obtain a Lagrangian submanifold of T * (M 1 × M 2 ) consists of taking the image of dG for a function G : M 1 × M 2 → R. Then, the Lagrangian submanifold is given by
Introducing the notation
where D i denotes the derivative with respect to q i , then it is easy to see that
is a Lagrangian submanifold of (T * M 1 × T * M 2 , Ω 12 ).
Consider a Lagrangian submanifold L of (T * M 1 × T * M 2 , Ω 12 ) which is the graph of a symplectomorphism F : T * M 1 → T * M 2 , that is, L = graphF , then if there exists a function G on M 1 × M 2 such that L Φ G = L we will say that F is the symplectomorphism generated by G and G is the generating function of F .
General Lagrangian submanifolds of (T * M 1 × T * M 2 , Ω) are called canonical relations when they are thought as generators of implicit symplectomorphisms between T * M 1 and T * M 2 .
Let (g * , Π) be a linear Poisson bracket on the dual of a Lie algebra g, then given a Hamiltonian H : g * → R we have the corresponding Lie-Poisson equations:
These equations define the flow of the hamiltonian vector field X h :
which obvioulsy is a Poisson morphism or, equivalently, Graph Ψ t is a coisotropic submanifold of (g * × g * , Π g * ×g * ).
A geometric integrator for the Hamiltonian vector field X h consists of a coisotropic submanifold (g * × g * , Π g * ×g * ) "near of" Graph Ψ t .
Example 4.4. Our objective is to generate a Lagrangian submanifold L of (T * G, ω G ). We will obtain this Lagrangian submanifold from a hamiltonian H : g * → R and a retraction map τ : g → G, which is an analytic local diffeomorphism around the identity such that τ (ξ)τ (−ξ) = e, where ξ ∈ g. Thereby τ provides a local chart on the Lie group.
Given a retraction map τ , the right trivialized tangent dτ ξ : g → g and the inverse dτ −1 ξ : g → g are defined for all η ∈ g as follows T ξ τ (η) = T e R τ (ξ) (dτ ξ (η)) ≡ dτ ξ (η) τ (hξ),
Consider as a particular example τ : g → G defined by
Then, τ ♯ : T * g ≡ g × g * → T * G is a symplectomorphism. It is given by τ ♯ (ξ, µ) = (g = exp ( hξ 2 ), (T g exp −1 ) * µ) = (g = exp ( hξ 2 ), h 2 R * g −1 ((d hξ/2 exp −1 ) * µ))
Consider now the following full realization J : T * G → g * × g * (g, η) −→ (R * g η, L * g η) Therefore, J • τ ♯ (ξ, µ) = ( h 2 (d hξ/2 exp −1 ) * µ), h 2 Ad * g ((d hξ/2 exp −1 ) * µ))
where g = exp ( hξ 2 ).
Lagrangian mechanics.
Given a lagrangian l : g → R, then Im dl is a Lagrangian submanifold of T * g:
Im dl = {(ξ, δl δξ (ξ)) | ξ ∈ g} Therefore, Jτ ♯ (Im dl)
is a coisotropic submanifold of g * × g * . This coisotropic submanifold implicitly defines the Poisson map µ k → µ k+1 defined by µ k = h 2 (d hξ/2 exp −1 ) * δl δξ µ k+1 = h 2 Ad * g ((d hξ/2 exp −1 ) * δl δξ )
where g = exp ( hξ 2 ). Therefore, the Lie-Poisson geometric integrator is µ k = h 2 (d hξ/2 exp −1 ) * δl δξ µ k+1 = Ad * g µ k g = exp ( hξ 2 )
Hamiltonian mechanics.
Given a hamiltonian H : g * → R not necessarily regular. Then Im dH is a Lagrangian submanifold of T * g * . Using the canonical antisymplectomorphism between T * g * = g * × g and T * g = g × g * given by ϕ(µ, ξ) → (ξ, µ). 
where x ′ = x. See Itoh and Abe [1988] , McLachlan, Quispel, and Robidoux [1999] for more details
We define an energy-preserving integrator by
whereΠ is an approximation of Π, that isΠ(x, x, h) = Π(x). This integrator preserves the Hamiltonian but, in general, it is not preserving the Poisson structure.
