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A RAMSEY THEOREM FOR PARTIAL ORDERS
WITH LINEAR EXTENSIONS
S LAWOMIR SOLECKI AND MIN ZHAO
Abstract. We prove a Ramsey theorem for finite sets equipped with a partial
order and a fixed number of linear orders extending the partial order. This is
a common generalization of two recent Ramsey theorems due to Sokic´. As a
bonus, our proof gives new arguments for these two results.
1. The theorem
In recent years, there has been a renewed interest in Structural Ramsey Theory
sparked by the discovery in [4] of connections between this area and Topological
Dynamics. Paper [5] gives a survey of these developments. In this context, some
attention was directed towards the so-called mixed structures obtained by superim-
posing a number of simpler structures that are known to be Ramsey; see [5, Section
5.7]. A general Ramsey theorem for such structures was proved in [1] (see also [9])
under the additional assumption that the superimposed structures are independent
from each other. The present work contributes a particular structural Ramsey the-
orem to this area, where the superimposed structures are not independent, but
rather are interconnected in a natural way.
In this paper, all orders are strict orders.
For the rest of the paper, we fix a natural number p > 0.
By a structure we understand a set X equipped with a partial order P and p
linear orders L0, . . . , Lp−1 each of which extends P . We write
~L
for (L0, . . . , Lp−1) and
(X,P, ~L)
for the whole structure. A structure is called finite if X is a finite set. Given two
structures X = (X,PX , ~LX) and Y = (Y, P Y , ~LY ), a function f : X → Y is an
embedding if for all x1, x2 ∈ X
x1P
Xx2 ⇐⇒ f(x1)P
Y f(x2)
and, for each i < p,
x1L
X
i x2 ⇐⇒ f(x1)L
Y
i f(x2).
By a copy we understand the image of an embedding.
For a natural number d > 0, a d-coloring is a coloring with d colors.
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Theorem 1. Let d > 0, and let X = (X,PX , ~LX) and Y = (Y, P Y , ~LY ) be finite
structures. There exists a finite structure Z = (Z, PZ , ~LZ) with the following prop-
erty: for each d-coloring of all copies of X in Z, there exists a copy Y ′ of Y in Z
such that all copies of X in Y ′ have the same color.
The theorem above gives a common generalization of the following two of its
known special cases.
The first one is the case p = 1, that is, the case when structures are equipped
with a partial order and a single linear order extending it. This case was proved by
Sokic´ [7, Theorem 7(6)] using results of Paoli, Trotter and Walker [6] and Fouche´ [2].
Because of certain peculiar features of Sokic´’s argument (for example, the usage of
the ordering property to prove the Ramsey property), there has been some interest
in finding a more direct proof. Our argument for Theorem 1 specialized to the case
p = 1 gives just such a short and direct proof.
The second case is the case of finite sets endowed only with p linear orders. This
situation corresponds to PX = P Y = ∅ (when one can obviously make PZ = ∅)
in Theorem 1. It was proved by Sokic´ in [8, Theorem 10]. Our proof here also
specializes to an argument different from the one in [8].
In our proofs, we use some ideas from [2] and [6]. We connect them with a special
case of the main theorem from [10].
The proof of Theorem 1 is structured as follows. In Section 2, we prove a product
Ramsey theorem that is the Ramsey theoretic core of Theorem 1. In Sections 3
and 4, we make explicit certain canonical structures and morphisms important to
the proof. Once these structures are properly defined and their natural properties
are established, the theorem is proved by appropriately interpreting the objects
involved in it and applying the product Ramsey theorem from Section 2. This is
done in Section 5. Section 6 has an explanatory character. In it, we make precise
the relationship between the product Ramsey theorem and Theorem 1 using general
notions introduced [11].
2. A product Ramsey theorem
As promised in Section 1, we prove here a product Ramsey result, Proposition 2,
needed in our proof of Theorem 1. We establish it as a consequence of two known
Ramsey theorems.
We adopt the notational convention that each natural number is equal to the set
of its predecessors, that is,
m = {i : i < m}.
In particular, 0 = ∅. The set m is considered to be linearly ordered with its natural
order inherited from N. For a set X and a natural number k,(
X
k
)
is the family of all k element subsets of X . The set X can itself be a natural number
m and then
(
m
k
)
is the family of all k element subsets of m.
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We formulate all our results in terms of rigid surjections, rather than partitions,
as this form fits the applications better; see Lemma 5 and the proof of Lemma 6(ii).
Let A, B be two finite linearly ordered sets. A function r : B → A is a rigid
surjection if it is a surjection and the images of initial segments of B are initial
segments of A, in other words, if for all a1, a2 ∈ A, with a1 preceding a2 in A,
we have that a1 is first attained by r before a2 is first attained by r. See [11] for
information on the language of rigid surjections.
Recall that we have fixed a natural number p > 0. A sequence ~a = (a0, . . . , ap−1)
of length p of elements of A is called anchored if a0 is the smallest element of A.
We will be considering linearly ordered sets A and B with anchored sequences
~a = (a0, . . . , ap−1) in A and ~b = (b0, . . . , bp−1) in B. Let
(
B,~b
A,~a
)
rs
be the set of all rigid surjections r : B → A such that r(bi) = ai for all i < p. Note
that having anchored sequences ~a = (a0, a1, . . . , ap−1) and ~b = (b0, b1 . . . , bp−1)
is equivalent, in this context, to having arbitrary sequences (a1, . . . , ap−1) and
(b1 . . . , bp−1) since r automatically maps the smallest element of A to the small-
est element of B. However, in view of our applications in Section 4, it will be
notationally convenient to keep the elements a0 and b0 in the sequences.
Let m be a natural number. Let ~i = (i0, . . . , ip−1) be an anchored sequence of
elements of m. For finite subsets S0, . . . , Sm−1, T0, . . . , Tm−1 of N and s ∈
(
m,~i
A,~a
)
rs
and t ∈
(m,~i
B,~b
)
rs
, we write
(S0, . . . , Sm−1, s)≪ (T0, . . . , Tm−1, t)
if for each i < m, Si ⊆ Ti and there is r ∈
(
B,~b
A,~a
)
rs
with s = r ◦ t.
Proposition 2. Assume we are given d > 0, finite linearly ordered sets A,B,
anchored sequences ~a and ~b of length p of elements of A and B, respectively, and
two natural numbers k, l. Then there exist natural numbers m,n and an anchored
sequence~i of length p of elements of m such that for each d-coloring of
(
n
k
)m
×
(
m,~i
A,~a
)
rs
there exists (T0, . . . , Tm−1, t) ∈
(
n
l
)m
×
(m,~i
B,~b
)
rs
such that
{(S0, . . . , Sm−1, s) ∈
(
n
k
)m
×
(
m,~i
A,~a
)
rs
: (S0, . . . , Sm−1, s)≪ (T0, . . . , Tm−1, t)}
is monochromatic.
Proposition 2 is a quick consequence of two known Ramsey statements, which
we now recall. The first statement is the product of the classical Ramsey theorem,
see [3]. For S0, . . . , Sm−1, T0, . . . , Tm−1 finite subsets of N, we write
(S0, . . . , Sm−1) ≤ (T0, . . . , Tm−1),
if for each i < m, Si ⊆ Ti.
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Product Ramsey Theorem. Given d > 0 and natural numbers k, l,m, there exists a
natural number n such that for each d-coloring of
(
n
k
)m
there exists (T0, . . . , Tm−1) ∈(
n
l
)m
such that
{(S0, . . . , Sm−1) ∈
(
n
k
)m
: (S0, . . . , Sm−1) ≤ (T0, . . . , Tm−1)}
is monochromatic.
The following result is a particular case of [10, Theorem 1]. (One considers [10,
Theorem 1] for the language consisting of p − 1 constants, that is, p − 1 function
symbols of arity 0.) The case p = 1 of this result is just the dual Ramsey theorem.
Dual Ramsey Theorem with Constants. Assume we are given d > 0 and finite
linearly ordered sets A,B with anchored sequences ~a and ~b of length p in A and
B, respectively. Then there exist a natural number m and an anchored sequence
~i of length p of elements of m such that for each d-coloring of
(
m,~i
A,~a
)
rs
there exists
t ∈
(m,~i
B,~b
)
rs
with
{s ◦ t : s ∈
(
B,~b
A,~a
)
rs
}
monochromatic.
Proof of Proposition 2. Choose (m,~i) in terms of d, p, (A,~a), (B,~b) so the Dual
Ramsey Theorem with Constants holds for (m,~i). Let n be large in terms of
A, d, k, l, m so the Product Ramsey Theorem with d|(
m,~i
A,~a)rs| colors holds for n.
Let φ be a coloring with d colors of
(
n
k
)m
×
(
m,~i
A,~a
)
rs
. Let ψ be a coloring with
d
|(m,
~i
A,~a)rs| colors of
(
n
k
)m
such that for each (S0, . . . , Sm−1), (S
′
0, . . . , S
′
m−1) ∈
(
n
k
)m
ψ(S0, . . . , Sm−1) = ψ(S
′
0, . . . , S
′
m−1)⇐⇒
∀s ∈
(
m,~i
A,~a
)
rs
φ(S0, . . . , Sm−1, s) = φ(S
′
0, . . . , S
′
m−1, s).
Then by the choice of n, there exists (T0, . . . , Tm−1) ∈
(
n
l
)m
, such that ψ is constant
on
{(S0, . . . , Sm−1) ∈
(
n
k
)m
: (S0, . . . , Sm−1) ≤ (T0, . . . , Tm−1)},
which implies for (S0, . . . , Sm−1) ∈
(
n
k
)m
with (S0, . . . , Sm−1) ≤ (T0, . . . , Tm−1),
the color φ(S0, . . . , Sm−1, s) only depends on s. Then by the choice of (m,~i), there
exists t ∈
(m,~i
B,~b
)
rs
such that φ is constant on the set from the conclusion of the
proposition. 
3. Linear orders and a twisted product Ramsey theorem
The point of this section is to obtain a reformulation of Proposition 2 that
introduces a twist to the product.
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First, we need to define new objects. Let K be a linear order on a set X , as
usual assumed to be a strict order, and let x ∈ X . Put
(1) (K)x = ({y ∈ X : yKx},K ↾ {y ∈ X : yKx}).
Let L be a linear order on a finite set Y . By
(2) linL
we denote the set of all linear orders on Y , which we order as follows. Let L1, L2 ∈
linL. We put L1 below L2 if there exist x, y ∈ Y such that (L1)x = (L2)y and xLy.
(By (L1)x = (L2)y here we mean the literal equality, not just an isomorphism.) In
other words, let |Y | = n and let (xi)i<n and (yi)i<n be enumerations of Y in the
L1- and L2-increasing order, respectively. We put L1 below L2 if (xi)i<n is smaller
than (yi)i<n in the lexicographic order with respect to L.
The proof of the following lemma is straightforward.
Lemma 3. linL is linearly ordered by the above defined relation and L is its smallest
element.
Assume we are given a natural number m and B ⊆ linL. Let ~i, ~b be anchored
sequences of length p of elements of m and B, respectively. For
(3) τ = (T0, . . . , Tm−1, t) ∈
(
N
|Y |
)m
×
(
m,~i
B,~b
)
rs
and i < m, let
(4) πτi : (Y, t(i))→ (Ti, <↾ Ti)
be the unique isomorphism. Assume we are additionally given a linear order K on
a finite set X , A ⊆ linK , and an anchored sequence ~a of length p of elements of A.
Let τ be as in (3) and let
σ = (S0, . . . , Sm−1, s) ∈
(
Y
|X |
)m
×
(
B,~b
A,~a
)
rs
.
Define
(5) τ · σ = (πτ0 (S0), . . . , π
τ
m−1(Sm−1), s ◦ t) ∈
(
N
|X |
)m
×
(
m,~i
A,~a
)
rs
.
If n is a natural number taken with the linear order <↾ N inherited from N, we
let
linn = lin<↾n.
Consider the situation when (X,K) is the natural number k with the natural order
and (Y, L) is the natural number l with the natural order. Note that directly from
(5), τ ·σ ≪ τ , so the following result is an immediate consequence of Proposition 2.
Assume we are given d > 0, and natural numbers k, l. Let A ⊆ link and B ⊆ linl,
and let ~a, ~b be anchored sequences of length p of elements of A and B, respectively.
Then there exist natural numbers m,n and an anchored sequence ~i of length p of
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elements of m such that for each d-coloring of
(
n
k
)m
×
(
m,~i
A,~a
)
rs
there exists τ0 ∈(
n
l
)m
×
(m,~i
B,~b
)
rs
such that
{τ0 · σ : σ ∈
(
l
k
)m
×
(
B,~b
A,~a
)
rs
}
is monochromatic.
Since arbitrary finite linear orders (X,K) and (Y, L) can be identified with k
and l, respectively, the result above can be restatement as Proposition 4 below.
Proposition 4. Assume we are given d > 0, and linear orders K, L on finite
sets X and Y , respectively. Let A ⊆ linK and B ⊆ linL, and let ~a, ~b be anchored
sequences of length p of elements of A and B, respectively. Then there exist natural
numbers m,n and an anchored sequence ~i of length p of elements of m such that
for each d-coloring of
(
n
|X|
)m
×
(
m,~i
A,~a
)
rs
there exists τ0 ∈
(
n
|Y |
)m
×
(m,~i
B,~b
)
rs
such that
{τ0 · σ : σ ∈
(
Y
|X |
)m
×
(
B,~b
A,~a
)
rs
}
is monochromatic.
4. Certain canonical structures
In this section, we define certain concrete structures and prove their basic prop-
erties. These structures are essentially the ones we need for the conclusion of
Theorem 1.
For the remained of this section, P is a partial order on a finite set Y , and L is
a linear order on Y extending P . Let
linL(P ) ⊆ linL
be the set of all linear orders of Y extending P . The set linL(P ) is equipped with
the linear order inherited from linL. Let X ⊆ Y . Note that the linear order L ↾ X
extends the partial order P ↾ X . Define
resX : linL(P )→ linL↾X(P ↾ X), resX(L
′) = L′ ↾ X.
Now, in addition to Y , P , and L, we fix linear orders L1, . . . , Lp−1 on Y that
extend P , and let
~L = (L,L1, . . . , Lp−1).
By Lemma 3, ~L is an anchored sequence in linL(P ). We set
~L ↾ X = (L ↾ X,L1 ↾ X, . . . , Lp−1 ↾ X).
The following lemma is essentially [6, Lemma 14]. We include a proof of it for
completeness.
Lemma 5. resX is an element of
( linL(P ),~L
linL↾X (P ↾X),~L↾X
)
rs
.
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Proof. By the definition of resX , it suffices to show that resX is a rigid surjection
from linL(P ) to linL↾X(P ↾ X). Recall (1).
Fix L1, L2 ∈ linL(P ), M1 ∈ linL↾X(P ↾ X), and x, y ∈ Y with (L1)x = (L2)y.
Assume that L1 is the smallest element of linL(P ) such that L1 ↾ X = M1.
Claim 1. If y 6∈ X , then xLy or x = y.
Proof of Claim 1. Towards a contradiction, assume that yLx. Define a linear order
L′1 on Y by
(a) L′1 ↾ (Y \ {y}) = L1 ↾ (Y \ {y});
(b) y is the L′1-immediate predecessor of x.
Note that L′1 extends P . Indeed, since L1 extends P , condition (a) is compatible
with P . Also we have
(L′1)y = (L1)x = (L2)y.
So for z 6= y, if z ∈ (L′1)y, then z ∈ (L2)y, and if z 6∈ (L
′
1)y, then z 6∈ (L2)y,
therefore, since L2 extends P , condition (b) is compatible with P . Thus, L
′
1 ∈
linL(P ). We have that L
′
1 is below L1 in linL(P ) since (L
′
1)y = (L1)x and yLx.
Since y 6∈ X , X ⊆ Y \ {y}, so by (a)
L′1 ↾ X = L1 ↾ X = M1,
contradicting the choice of L1 and proving the claim.
Claim 2. If x 6∈ X , xL1y, and there is no z ∈ X with xL1zL1y, then xLy.
Proof of Claim 2. Note that by assumption x 6= y, so if the conclusion fails, then
yLx. There are z1, z2 such that
(i) (xL1z1 or x = z1) and z1L1y;
(ii) z1 is an L1-immediate predecessor of z2;
(iii) z2Lz1.
To get such z1 and z2, let x = v0, v1, . . . , vk = y be such that vi is the L1-immediate
predecessor of vi+1 for i < k. If for each i < k, viLvi+1, then we would have xLy
contradicting yLx. So for some i < k, vi+1Lvi, and we take z2 = vi+1 and z1 = vi.
Note that, by (i) and by our assumptions, z1 6∈ X .
Define a linear order L′1 on Y by
(a) L′1 ↾ (Y \ {z1}) = L1 ↾ (Y \ {z1});
(b) z2 is the L
′
1-immediate predecessor of z1.
The linear order L′1 extends P . Indeed, since L1 extends P , condition (a) is
compatible with P ; by (ii) and (iii), condition (b) is compatible with P as L and
L1 extend P . So L
′
1 ∈ linL(P ). Since (L
′
1)z2 = (L1)z1 and z2Lz1, L
′
1 is below L1.
Since z1 6∈ X , we get L
′
1 ↾ X = L1 ↾ X = M1 contradicting our choice of L1 and
proving the claim.
Now assume that x 6= y. Let M2 = L2 ↾ X and assume that M1 is below M2 in
linL↾X(P ↾ X). We need to show that L1 is below L2 in linL(P ).
If y 6∈ X , by Claim 1, we have xLy, so L1 is below L2, as required.
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So assume y ∈ X . If x ∈ X , then (M1)x = (M2)y and x 6= y. So xLy by our
assumption that M1 is below M2. Thus, L1 is below L2 as required.
So assume that y ∈ X and x 6∈ X . Let y′ ∈ X be such that xL1y′ and z 6∈ X
for all xL1zL1y
′. Such a y′ exists since xL1y (as (L1)x = (L2)y and x 6= y) and
y ∈ X . By Claim 2, xLy′. If yLx, then yLy′. Note that (M1)y′ = (M2)y since
(L1)x = (L2)y . So we have that M2 is below M1, contradiction. Thus, xLy and L1
is below L2, as required. 
The set N is equipped with its natural linear order, which we denote by <. Let
m be a natural number. We define a partial order <pr on N
m by letting
(k0, . . . , km−1) <pr (l0, . . . , lm−1)
if and only if ki < li for each 0 ≤ i < m. For i < m, let <lx,i be the linear order in
N
m defined by letting
(k0, . . . , km−1) <lx,i (l0, . . . , lm−1)
if and only if there exists j ≥ 0 such that ki+mj < li+mj and ki+mj′ = li+mj′ for
all 0 ≤ j′ < j, where +m stands for addition modulo m. In particular, <lx,0 is the
usual lexicographic order. Note that each <lx,i extends <pr.
Fix an anchored sequence
~i = (i0, . . . , ip−1).
of elements of m. Let
~<lx,~i = (<lx,i0 , . . . , <lx,ip−1).
Then
(Nm, <pr, ~<lx,~i)
is a structure.
Let τ ∈
(
N
|Y |
)m
×
( m,~i
linL(P ),~L
)
rs
. Recall (4) and define
(6) πτ : Y → Nm, πτ (y) = (πτ0 (y), . . . , π
τ
m−1(y)).
Lemma 6. (i) πτ is an embedding from (Y, P, ~L) to (Nm, <pr, ~<lx,~i).
(ii) Let X ′ ⊆ πτ (Y ). Then, for X = (πτ )−1(X ′), we have
X ′ = πτ ·σ(X),
for some σ ∈
(
Y
|X|
)m
×
( linL(P ),~L
linL↾X (P ↾X),~L↾X
)
rs
.
Proof. (i) Since each partial order is the intersection of all the linear orders con-
taining it, we have that, for y1, y2 ∈ Y ,
y1Py2 ⇐⇒ y1t(i)y2 for all i < m.
It follows that πτ preserves P . Since
t(0) = L, t(i1) = L1, . . . , t(ip−1) = Lp−1
we see that πτ preserves each linear order in ~L.
(ii) Let
σ = ((πτ0 )
−1(p0(X
′)), . . . , (πτm−1)
−1(pm−1(X
′)), resX)
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where pi, i < m, is the i-th projection from N
m to N. By Lemma 5, we have
σ ∈
(
Y
|X|
)m
×
( linL(P ),~L
linL↾X(P ↾X),~L↾X
)
rs
. The remainder of the conclusion, follows from the
observation, made by a direct computation, that for i < m
πτ ·σi = π
τ
i ↾ X. 
5. Proof of Theorem 1
Let X = (X,PX , ~LX) and Y = (Y, P Y , ~LY ) be given. We assume, as we can,
that X is a substructure of Y. Fix the number of colors d. Set K = LX0 , L = L
Y
0 ,
A = linLX0 (P
X), B = linLY0 (P
Y ), ~a = ~LX and ~b = ~LY . Apply Proposition 4 to this
data obtaining m,n and ~i. We claim that the structure
(nm, <pr↾ n
m, ~<lx,~i ↾ n
m)
does the job. Color with d colors all substructures of this structure isomorphic to
(X,PX , ~LX). By Lemma 6(i), this induces a coloring of all σ ∈
(
n
|X|
)m
×
(
m,~i
A,~a
)
rs
by coloring σ with the color of the structure πσ(X). By our choice of m, n, and ~i,
there exists τ0 ∈
(
n
|Y |
)m
×
(m,~i
B,~b
)
rs
such that all τ0 · σ, with σ ∈
(
Y
|X|
)m
×
(
B,~b
A,~a
)
rs
, get
the same color. Consider the structure
πτ0(Y ) ⊆ nm.
By Lemma 6(i), it is isomorphic to (Y, P Y , ~LY ). By Lemma 6(ii), each substructure
of πτ0(Y ) that is isomorphic to (X,PX , ~LX) is of the form πτ0·σ(X) for σ ∈
(
Y
|X|
)m
×(
B,~b
A,~a
)
rs
. So all of them have the same color.
6. On the relationship between Propositions 2 and 4 and Theorem 1
The arguments in Sections 4 and 5 show that Theorem 1 is, in a sense, a trans-
lation of Proposition 4, which is, in a sense, a particular case of Proposition 2. In
the present section, we make the notion of translation mathematically precise using
a variation of the concept of interpretation from [11]. Even though this material is
not necessary for understanding the proof of Theorem 1 as presented in the previous
sections, it seems worthwhile to place this proof in a broader context.
As argued in [11], many particular Ramsey statements are instances of a gen-
eral Ramsey statement formulated for certain algebraic structures. Interpretation
is a precise notion of “homomorphism” that allows one to transfer the Ramsey
statement from one such algebraic structure to another. We explain details of this
setup below. Further, we define such algebraic structures for the statements in
Proposition 4 and Theorem 1 and show that the first one interprets the second
one. So Propositions 2 and 4 are the Ramsey theoretic essence of the main result
Theorem 1.
Consider a set A with a partial function from A × A to A: (a, b) → a · b. Let
F and R be families of subsets of A. Let (F,R) → F • R be a function whose
domain is a subset of F × R, whose values are subsets of A, and which is such
that whenever F • R is defined, then f · r is defined for all f ∈ F and r ∈ R and
F •R = {f ·r : f ∈ F, r ∈ R}. We say that (F ,R, •) is a pair of families over (A, ·).
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Let (F ,R, •) and (G,S, •) be pairs of families over (A, ·) and (B, ·), respectively.
We say that S ∈ S is interpretable in (F ,R) if there exists R ∈ R and a function
α : S → R such that if F • R is defined for F ∈ F , then there exists G ∈ G with
G • S defined, and a function φ : F → G such that for f1, f2 ∈ F and s1, s2 ∈ S,
(7) f1 · α(s1) = f2 · α(s2) =⇒ φ(f1) · s1 = φ(f2) · s2.
Now, we formulate the Ramsey condition for a pair of families. Let (F ,R, •) be
a pair of families and let d > 0. We say the d-Ramsey condition holds for (F ,R, •)
if for each R ∈ R, there exists F ∈ F such that for each d-coloring of F •R, there
exists f ∈ F with {f · r : r ∈ R} is monochromatic.
The following proposition can be checked without difficulty.
Proposition 7. Let (F ,R, •) and (G,S, •) be pairs of families, and let d > 0.
If the d-Ramsey condition holds for (F ,R, •) and each S ∈ S is interpretable in
(F ,R, •), then the d-Ramsey condition holds for (G,S, •).
From now on, we fix d, the number of colors.
A pair of families for Proposition 4. Let A1 consist of all τ belonging to(
N
l
)m
×
(C,~c
B,~b
)
rs
for some natural numbers l and m, B ⊆ linl, a linearly ordered set
C, and anchored sequences ~b and ~c of length p of elements of B and C, respectively.
If σ, τ ∈ A1, then τ · σ is defined precisely when σ ∈
(
l
k
)m
×
(
B,~b
A,~a
)
rs
and τ ∈(
N
l
)m
×
(m,~i
B,~b
)
rs
, and τ · σ is defined by formula (5).
Let F1 consist of all sets of the form F =
(
n
l
)q
×
(
q,~i
C,~c
)
rs
for some natural numbers
l ≤ n and q, C ⊆ linl, and anchored sequences ~i and ~c of length p of elements of q
and C, respectively. Let Sd1 consist of all sets of the form S =
(
r
k
)m
×
(
B,~b
A,~a
)
rs
for
some natural numbers k ≤ r, m, A ⊆ link and B ⊆ linr and anchored sequences
~a, ~b of length p of elements of A and B, respectively, where m is large enough so
that the Dual Ramsey Theorem with Constants, as stated in Section 2, holds with
d colors for m, (A,~a) and (B,~b). For F ∈ F1 and S ∈ Sd1 as above, F •S is defined
when r = l, q = m, and (B,~b) = (C,~c), and is then equal to {τ · σ : τ ∈ F, σ ∈ S}.
Following the proof of Proposition 4 one gets Proposition 8 below.
Proposition 8. The d-Ramsey condition holds for (F1,Sd1 , •).
A pair of families for Theorem 1. Let A2 consist of all embeddings between
structures of the form (X,PX , ~LX) as in Section 1. For f, g ∈ A2, f · g is defined
precisely when the domain structure of f is equal to the range structure of g and
then we let f · g = f ◦ g.
Let F2 consist of all sets F =
(nm,<pr,<lx,~i
Y,PY ,~LY
)
, and let S2 consist of all S =(Z,PZ ,~LZ
X,PX ,~LX
)
. For F ∈ F2 and S ∈ S2 as above, F • S is defined precisely when
(Y, P Y , ~LY ) = (Z, PZ , ~LZ) and is then equal to {f · g : f ∈ F, g ∈ S}.
Proposition 9. For each d > 0, each S ∈ S2 is interpretable in (F1,Sd1 , •).
Proof. Let S ∈ S2 be
(Y,PY ,~LY
X,PX ,~LX
)
. Set k = |X | and l = |Y |. Observe that we
can assume (X,PX , ~LX) = (k, P k, ~Lk) and (Y, P Y , ~LY ) = (l, P l, ~Ll) where P k, P l
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are partial orders on k, l and ~Lk, ~Ll are sequences of linear orders of length p
extending P k, P l with Lk0 =<↾ k, L
l
0 =<↾ l, respectively. Fix m such that R =(
l
k
)m
×
( lin
Ll
0
(P l),~Ll
lin
Lk
0
(Pk),~Lk
)
rs
is in Sd1 . Define α : S → R by letting, for s ∈ S,
(8) α(s) = (s[k], . . . , s[k], r ◦ ress[k])
where r : linLl0↾s[k](P
l ↾ s[k])→ linLk0 (P
k) is the unique isomorphism. By Lemma 5,
α(s) ∈ R.
Assume F • R is defined. Then F =
(
n
l
)m
×
( m,~i
lin
Ll
0
(P l),~Ll
)
rs
for some n and an
anchored sequence ~i of length p of elements of m. Let G =
(nm,<pr,<lx,~i
l,P l,~Ll
)
. So G • S
is defined. Define φ : F → G by φ(τ) = πτ , where πτ is as in (6). Note that by
Lemma 6(i), πτ ∈ G.
If τ = (T0, . . . , Tm−1, t) ∈ F and s ∈ S, then by (5) and (8) we have
τ · α(s) = ((πτ0 ◦ s)[k], . . . , (π
τ
m−1 ◦ s)[k], r ◦ ress[k] ◦ t).
Now, one checks, using (6), that πτ ·α(s) = φ(τ)·s, which implies (7), as required. 
By Propositions 7, 8 and 9, the d-Ramsey condition holds for (F2,S2, •), so
Theorem 1 follows.
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