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Abstract – Recommender systems provide a promising way to address the information overload
problem which is common in online systems. Based on past user preferences, a recommender
system can ﬁnd items that are likely to be relevant to a given user. Two classical physical processes,
mass diﬀusion and heat conduction, have been used to design recommendation algorithms and a
hybrid process based on them has been shown to provide accurate and diverse recommendation
results. We modify both processes as well as their hybrid by introducing a parameter which can
be used to enhance or suppress the weight of users who are most similar to the target user for
whom the recommendation is done. Evaluation on two benchmark data sets demonstrates that
both recommendation accuracy and diversity are improved for a wide range of parameter values.
Threefold validation indicates that the achieved results are robust and the new recommendation
methods are thus applicable in practice.
Introduction. – The amounts of data made available
by modern World Wide Web sites far exceed the infor-
mation capability of any individual. As the user base
of these sites expands and increasing part of our lives
is monitored and stored online, the problem of informa-
tion overload becomes more and more acute. Informa-
tion ﬁltering tools thus have become essential to online
users. Recommender systems represent an eﬀective ap-
proach to information ﬁltering where patterns in past
user actions are analyzed to choose a small number of
items that are likely to be appreciated by a given target
user [1,2]. Approaches to recommendation include collab-
orative ﬁltering [3], content-based analysis [4], dimension-
ality reduction techniques [5], tag-aware algorithms [6],
trust-aware algorithms [7] and algorithms based on social
impact [8]. An extensive review of various methods and
their performance is presented in [9].
Information ﬁltering has recently attracted the atten-
tion of physicists who have used network representations
of the data, bipartite user-item networks in particular,
to devise new recommendation algorithms motivated by
heat conduction [10] and mass diﬀusion [11]. The hybrid of
these two algorithms was shown to simultaneously improve
recommendation accuracy and diversity [12]. This hybrid
has been extended in multiple directions by modifying the
(a)E-mail: yi-cheng.zhang@unifr.ch
initial conﬁguration [13], introducing a ground node [14],
and personalizing the hybridization parameter [15]. Net-
work manipulation has been shown to solve the cold-start
problem in recommendation [16]. A method for the re-
moval of redundant links has been proposed to increase
the eﬃciency of the recommendation process [17]. Prefer-
ential diﬀusion towards low-degree items has been shown
to further enhance diversity and novelty of recommenda-
tions [18]. The issue of long-term inﬂuence of recommen-
dation on the evolution of information systems has been
recently studied [19]. See [20] for a review of recommender
systems from a physicists’ perspective.
Unlike the works above which alter the original hybrid
method [12] by either manipulating the underlying bipar-
tite network or by changing the hybridization procedure,
we propose here to modify the diﬀusion process itself. In
particular, we introduce an additional model parameter
which makes it possible to increase the inﬂuence of users
who are most similar to a target user for whom the rec-
ommendation is computed. We demonstrate that the re-
sulting algorithm can improve recommendation accuracy
and diversity, while increasing novelty of the recommended
items (i.e., decreasing their average degree). The optimal
value of the newly introduced parameter strongly varies
with data sparsity with sparse data requiring that lesser
preference is given to similar users or, even, that their
weight is made more equal to the weight of less similar
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users. The parameter range over which the recommenda-
tion performance improves is broad which simpliﬁes the
new method’s application in practice.
Recommendation algorithms. – Data produced by
many e-commerce systems can be modeled by a bipar-
tite network where users and objects are modeled by two
distinct kinds of nodes and links represent the interac-
tions of users with contents. We assume that there are I
item nodes and U user nodes in total. A particular bipar-
tite network can be represented by an adjacency matrix
A, where the element aiα equals 1 if user i has collected
(or otherwise interacted with) item α, and 0 otherwise.
For the sake of clarity, we label users and items with Latin
and Greek letters, respectively. ki and kα thus denote the
degree of user node i and item node α, respectively.
We ﬁrst describe the similarity-preferential mass diﬀu-
sion (SPMD) method. For a target user i for whom recom-
mendation is done, each of the originally collected objects
is assigned with one unit of resource. The resource of
each object is then evenly distributed to all the neighbor-
ing users who have collected this object who receive 1/kα
each. User j receives contribution from item α only if both
i and j are connected to this item which is equivalent to
aiαajα = 1. The ﬁnal resource received by user j can be
thus written as
f
(SPMD)
ij =
I∑
α=1
aiαajα
kα
. (1)
The obtained fij value can be used to measure the sim-
ilarity between users i and j (see, for example, [21]). In
the original mass diﬀusion method [11], recommendation
scores of distinct items are obtained by evenly distribut-
ing fij to all items connected with user j. As a result, the
weight of user i is directly proportional to the similarity
value fij .
To further boost the weight of the most similar users,
we modify the similarity value from fij to fθij which is
then evenly distributed to neighboring items as before.
Here θ is a tunable parameter which results in the original
mass diﬀusion (MD) method when θ = 1, enhances the
weight of similar users when θ > 1, and suppresses the
weight of similar users when θ < 1 (note that θ < 0 would
lead to user weight decreasing with similarity which is not
reasonable). The ﬁnal amount of resource on item β is
obtained by summing over all users who may send resource
to it and therefore
f
(SPMD)
iβ =
U∑
j=1
ajβf
θ
ij
kj
(2)
The whole SPMD process is illustrated in ﬁg. 1(a). To pre-
vent recommendation of items that have been already col-
lected by the target user i, we set fiβ to zero ∀β : aiβ = 1.
The recommendation list for this user is then obtained
by sorting all items according to fiβ in a descending or-
der. From the community structure point of view, using
0
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Fig. 1: (Color online) An illustration of two similarity-
preferential processes: the initial conﬁguration (left), the ﬁrst
step (middle) and the second step (right). Users and items are
marked with circles and squares, respectively. Shaded circles
indicate the target user for whom recommendation is done. To
obtain the ﬁnal resource values in the second step, θ = 2 is
used as an example.
θ > 1 means that the target user is more likely to be rec-
ommended items collected by the users from i’s commu-
nity. This is in line with [22] which shows that clustering
can emerge through common interests of users in online
bipartite networks. A study of improving the link pre-
diction performance by community structure information
can be found in [23]. In addition to addressing a diﬀerent
problem (recommendation instead of link prediction), our
approach is simpler because it does not require prior com-
munity analysis which is computationally expensive and
often unreliable [24].
The similarity-preferential heat conduction (SPHC)
method is similar to SPMD but follows a heat-conduction
motivated formula for user similarity
f
(SPHC)
ij =
I∑
α=1
aiαajα
kj
. (3)
In the second step, normalization is again with respect to
the target node β instead of the initial node j, and thus
f
(SPHC)
iβ =
U∑
j=1
ajβf
θ
ij
kβ
. (4)
The whole SPHC process is illustrated in ﬁg. 1(b). When
θ = 1, this new method simpliﬁes to the original heat
conduction (HC) method [12].
Finally, we consider the same nonlinear hybridization of
the two algorithms as in [12]. The user similarity becomes
f
(SPHY)
ij =
I∑
α=1
aiαajα
kλαk
1−λ
j
. (5)
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and the ﬁnal resource values are
f
(SPHY)
iβ =
U∑
j=1
ajβf
θ
ij
kλj k
1−λ
β
. (6)
The parameter λ ∈ [0, 1] adjusts the relative weight of the
two algorithms with λ = 0 and λ = 1 corresponding to
SPHC and SPMD, respectively. When θ = 1, the hybrid
method of [12] is recovered (we label it as HY).
Data. – To evaluate the performance of the new meth-
ods, we use two benchmark data sets. The MovieLens
data [25] is available at http://www.grouplens.org/.
It contains 1682 movies and 943 users who rated the
movies using the integer scale from 1 (worst) to 5 (best).
The original data contains 105 ratings. To obtain an
unweighted bipartite network, we represent all ratings
of 3 or more as a link between a respective user and
item. The resulting number of links is 82520. The Net-
ﬂix data is a subset of the original data set released
for the purpose of the NetﬂixPrize [26] and available at
http://www.netflixprize.com/. The subset contains
3000 users and 3000 movies chosen from the original data
at random and all links among them. Since the rating
scale is the same as in MovieLens, we applied the same
coarse-graining procedure and obtained 197248 links.
Evaluation. – We apply the standard evaluation pro-
cedure based on randomly dividing the data into two
parts: a training set ET containing 90% of all links (unless
stated otherwise) and a probe set EP containing the rest.
Performance of a given algorithm is then assessed based on
the position of hidden links from EP in recommendation
lists based only on the data in ET . Results presented here
are obtained by averaging over 10 independent EP /ET
divisions. A more cautious evaluation based on threefold
validation is presented at the end of the following section.
Ranking score (RS) measures the average rank of EP
entries in recommendation lists. If rank of item α in the
recommendation list of user i is riα, we say that its ranking
score is RSiα = riα/I. By averaging this quantity over all
probe entries (i, α), we obtain the ranking score
RS =
1
|EP |
∑
(i,α)∈EP
RSiα. (7)
The lower the value, the better the recommendation
method.
In real online systems, only the top part of a recom-
mendation list is shown and even when users can usually
inspect the rest, they rarely go far down the list [27]. We
thus accompany the ranking score with another accuracy
measure, precision, which considers only top-L items in
each user’s recommendation list. For user i, precision is
computed as
Pi(L) =
di(L)
L
(8)
where di(L) is the number of i’s probe set entries that are
present in the top-L recommendation list (they correspond
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Fig. 2: (Color online) SPMD’s ranking score vs. θ for Movie-
Lens (a) and Netﬂix (b). SPHY’s ranking score vs. θ and λ
for MovieLens (c) and Netﬂix (d). In panels (c) and (d), the
dashed line marks the region where RS is better than the RS
value achievable with θ = 1.
to successful recommendations). The precision P (L) for
the whole system can be obtained by averaging Pi(L) over
all users with at least one entry in the probe set. We use
L = 20 in all L-dependent metrics presented here. While
absolute results change with L, the relative comparison of
methods is largely independent of L.
Along with accuracy, diversity of recommendations is
also important for a recommender system [28]. We use
two diﬀerent diversity metrics here. Personalization mea-
sures the average diﬀerence between recommendation lists
of distinct users. Denoting the number of items that oc-
cur in top L places of recommendation lists for both user
i and user j as Cij(L), the Hamming distance of the lists
is
Hij(L) = 1− Cij(L)
L
. (9)
The extreme values of 0 and 1 correspond to identical
and entirely dissimilar lists, respectively. By averaging
Hij(L) over all user pairs to obtain H(L), one obtains
the personalization value of a recommendation method.
The higher the value of H(L), the more personalized the
recommendation.
A good recommendation method should not place only
high-degree items at the top of the resulting recommenda-
tion lists because those popular items are likely to be al-
ready known to the users and thus of little practical value.
To this end, we measure recommendation novelty which
focuses on the average degree of recommended items. De-
noting the set of items in top L places of user i’s list as
OiL, novelty can be computed as
N(L) =
1
UL
U∑
i=1
∑
α∈OiL
kα. (10)
The lower the value, the more novel the recommendation.
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Fig. 3: (Color online) SPHY’s precision, personalization and novelty vs. θ and λ for MovieLens (top) and Netﬂix (bottom).
In each panel, the dashed line marks the region where the original HY method (with λ that optimizes the ranking score) is
outperformed by the SPHY method.
Table 1: Results achieved by diﬀerent recommendation meth-
ods. Parameter values (if any) were always set by maximizing
the ranking score for each individual method. Standard de-
viation values obtained by independent training set-probe set
divisions are negligible with respect to diﬀerences among the
methods.
Data Method RS P (20) H(20) N(20)
M
ov
ie
L
en
s
MD 0.096 0.115 0.703 278
SPMD 0.084 0.129 0.837 238
HC 0.135 0.006 0.862 7
SPHC 0.122 0.013 0.904 14
HY 0.075 0.129 0.903 179
SPHY 0.072 0.141 0.917 174
N
et
ﬂi
x
MD 0.056 0.099 0.551 1169
SPMD 0.053 0.106 0.632 1116
HC 0.113 0.000 0.763 1
SPHC 0.108 0.001 0.830 2
HY 0.052 0.112 0.667 1058
SPHY 0.045 0.123 0.759 955
Results. – We ﬁrst assess the one-parametric SPMD
method. As shown in ﬁg. 2(a), (b), the best ranking score
is obtained with θ > 1 for both data sets. The optimal
value and relative improvement with respect to the origi-
nal MD method is θ∗ = 2.6 and 12.4% (for Movielens) and
θ∗ = 1.9 and 6.4% (for Netﬂix), respectively. SPHC can
be studied in the same way but as mentioned in [12], rec-
ommendations obtained purely with heat diﬀusion are too
peculiar to be actually useful (their accuracy is very low).
The resulting values are nevertheless reported in table 1.
As can be seen in ﬁg. 2(c), (d), the ranking score of
the two-parametric SPHY method outperforms the best
result achievable under θ = 1 in a broad region. The opti-
mal parameter values and the relative improvement with
respect to the θ = 1 case is θ∗ = 2.0, λ∗ = 0.32 and 5.0%
(for MovieLens) and θ∗ = 3.0, λ∗ = 0.40 and 12.0% (for
Netﬂix). Precision values achieved with SPHY for diﬀer-
ent parameter settings are shown in ﬁg. 3 (left column).
Using the optimal parameter values determined from the
ranking score, relative precision improvement is 9.0% and
10.5% for Movielens and Netﬂix, respectively. These re-
sults conﬁrm that introducing the similarity preference in
the diﬀusion process can indeed improve the accuracy of
recommendations.
Figure 3 (middle and right column) shows that the
impact of θ on recommendation diversity is strictly
monotonous: as θ grows, personalization increases and
novelty improves. The increase of personalization with θ
is a direct consequence of eﬀectively relying on fewer users
in producing recommendation for a target user. Since
this small group can easily diﬀer for one target user to
another, the resulting recommendations are also diﬀerent
and thus personalization is high. The connection between
θ and novelty is less direct but equally apparent. By us-
ing the optimal parameters determined from the ranking
score, personalization and novelty are improved by 1.6%
and 2.4% (for MovieLens) and 13.8% and 9.7% (for Net-
ﬂix), respectively.
Table 1 reports detailed results for all four metrics and
all recommendation methods. One can see that for both
data sets and all metrics, the previously known methods
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Fig. 4: (Color online) The optimal ranking score RS∗ of HY
and SPHY vs. p in MovieLens (a) and Netﬂix (b). SPHY’s op-
timal parameter values vs. p in MovieLens (c) and Netﬂix (d).
(MD, HC, and HY) are outperformed by their variants
employing similarity-preferential diﬀusion. Even in the
case of HC, which is a widely known diversity-favoring
method, SPHC achieves signiﬁcantly higher personaliza-
tion for both MovieLens and Netﬂix data. We also exam-
ine the performance of our methods in the delicious.com
data which is very sparse and features a hierarchically or-
ganized social network. Compared to the results in the
Movielens and Netﬂix data, the advantage of SPHY over
HY is smaller in the Delicious data.
We further investigate the eﬀect of data sparsity on the
HY and SPHY method. To this end, we move fraction p
of all links to the probe set and use the remaining 1 − p
links as the training set (the previously reported results
are recovered by setting p = 0.1). As p increases (cor-
responding to sparser input data), the optimal ranking
score naturally increases and the diﬀerence between HY
and SPHY decreases (see ﬁg. 4). The latter observation is
no surprise as with very sparse data, information on user
similarity is scarce and noisy and enhancing user weight
based on this similarity thus yields smaller beneﬁts. In-
terestingly, the optimal parameter values (again obtained
by maximization of the ranking score) depend strongly on
the data sparsity. In particular, as data gets very sparse
(p  0.8 for both data sets), λ∗ = 1 (corresponding to us-
ing only mass diﬀusion) and θ∗ becomes smaller than one.
Both observations are understandable: when the data is
sparse, it is better to rely on popular items (hence SPMD
instead of SPHY) and make the weight of all users more
equal (with θ < 1) as opposed to making it more unequal
when the data is dense. In summary, there is a crucial dif-
ference in how recommendation methods behave on dense
and sparse data sets.
As we have seen above, the parameter values under
which SPHY yields the best ranking score strongly de-
pend on the input data. This means that no universally
Table 2: Performance of the HY and SPHY method obtained
under the threefold data division. The standard deviation of
the results is again negligible with respect to the used numeric
precision and the observed diﬀerences between HY and SPHY.
Data Method RS P (20) H(20) N(20)
MovieLens HY 0.081 0.113 0.88 179SPHY 0.078 0.120 0.90 168
Netﬂix HY 0.054 0.103 0.61 996SPHY 0.048 0.113 0.75 862
applicable values exist and to employ the recommendation
method in practice, one has to learn the optimal parame-
ter values from the data. To mimic this process in evalua-
tion of recommender system, one typically uses a so-called
threefold validation where a small part (usually 10% of all
data) is moved from the previously introduced testing set
to a learning set EL. By comparing the recommendations
based on the remaining training set with the learning set,
one can determine the optimal parameter values that op-
timize a given aspect of recommendation (here we stick
with the previously used RS minimization as the only cri-
terion). The learned optimal values are then used to pro-
duce recommendations based on ET ∪EL which are then
compared with entries in EP to ﬁnally measure the rec-
ommendation performance. In this way, recommendation
methods with diﬀerent number of free parameters can be
evaluated and compared. Note that while introducing an
additional parameter results in improved or at least un-
changed performance in the usual train-probe approach,
this is not necessarily the case in the threefold valida-
tion approach. From the machine learning point of view,
threefold validation helps to avoid model over-ﬁtting [29].
Table 2 demonstrates that the superiority of SPHY over
HY is preserved also under threefold validation.
We ﬁnally analyze computational complexity of the
studied recommendation methods. Among them, MD and
HC are parameter free and thus need no learning step.
Since they are based on three steps of diﬀusion on a bi-
partite network, the computational complexity per user
is O(k2uko) where ku and ko are, respectively, the mean
degree of users and objects. SPMD, SPHC and HY have
all one parameter each. Their computational complexity is
O((n+1)k2uko), where n is the number of evaluation points
of their respective parameters in the learning process.
SPHY has two parameters, which results in computational
complexity O((n2 + 1)k2uko), The number of evaluations
points n, however, is essentially independent of the data
size and thus does not impairs scalability of methods that
require the learning step (or steps).
Conclusion. – Spreading processes on networks have
been extensively used in recommendation [12]. To in-
crease the diversity of recommendations, we proposed
two new processes: similarity-preferential mass diﬀu-
sion (SPMD) and similarity-preferential heat conduction
(SPHC). These processes contain a tunable parameter
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which makes it possible to gradually vary the preference
given to similar users. Our results obtained on two stan-
dard data sets (MovieLens and Netﬂix) show that the hy-
brid of these two processes improves both diversity and
accuracy of the produced recommendations. Our study of
the optimal parameter values showed that they strongly
depend on sparsity of the input data. When the data is
relatively dense, a substantial increase of the weight of
similar users produces the best results. With extremely
sparse data, user weights are best to be made more equal
by θ < 1. We tested the new hybrid method also by
threefold data division and showed that the observed im-
provement is not only an artifact caused by introducing an
additional parameter but a real eﬀect which can be used
in practice.
The presented modiﬁcation in essence resembles K-NN
collaborative ﬁltering methods which are based on con-
sidering only K most similar users (K nearest neighbors
—hence the abbreviation) in the user-based collaborative
ﬁltering [30]. For suitably chosen K, these methods tend
to perform better than unconstrained collaborative ﬁlter-
ing where all users contribute proportionally to their sim-
ilarity value. Note that by introducing the θ-parameter in
the previously known MD, HC, and HY methods, we in-
creased the weight of highly similar users at the expense of
less similar users, thus eﬀectively decreasing the number
of users who contribute to the resulting recommendation
scores. One can make the similarity closer by consider-
ing only K most similar users in MD, HC, and HY but
our results show that the thus-achieved improvements are
smaller than those of the presented similarity-preferential
methods. Moreover, the generalization based on θ is very
easy to implement and does not substantially increase the
methods’ computational complexity.
Our work can lead to many applications. For exam-
ple, the link prediction in directed networks depends on
a so-called “Bi-fan” structure [31]. The similarity pref-
erence can be introduced as a weighting strategy in this
structure and improve the prediction precision. More gen-
erally, similarity-preferential diﬀusion can be applied to
any multi-step diﬀusion process on networks. There are
actually many diﬀerent global and local diﬀusion based
methods to estimate the similarity between nodes [20,32].
We believe that the similarity preference mechanism can
improve them.
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