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Antarctica holds enough landlocked ice to raise the global sea level by
nearly 60 m in the event of wholesale ice sheet collapse. In East Antarctica, the
Aurora Subglacial Basin is drained by Totten Glacier and is one of the world’s
largest and most rapidly-changing ice catchment systems. In recent decades, Totten
Glacier has exhibited variability in its flow rate, mass balance, and ice thickness,
each led by changes at the ice sheet margin. Totten Glacier dynamics are linked to
processes in the Totten Ice Shelf, which buttresses the flow of grounded ice while
being subjected to variable ocean forcing from below. Understanding the stability
of the Aurora Subglacial Basin in a changing climate requires an understanding
of how Totten Ice Shelf responds to changes in its environment. This dissertation
investigates ice shelf processes on spatial scales of 1 km to 100 km, that act on
sub-annual to decadal time scales. The independent roles of channelized basal melt
and large-scale basal melt resulting from a variable supply of oceanic heat content
are examined using surface elevation changes measured by airborne laser altimetry,
satellite laser altimetry, and a new method of photometry applied to satellite images.
vi
A new method of satellite image template matching is also developed to understand
ice shelf velocity response to several environmental forcing mechanisms. On the
interannual time scale, Totten Ice Shelf is seen accelerating in response to nearby
upwelling of warm circumpolar deep water that enhances basal melt rates. On the
subannual time scale, Totten Ice Shelf exhibits winter slowdown as buttressing from
seasonal landfast sea ice at the ice shelf front slows the flow of the glacier. These
findings show that the Totten Glacier catchment is sensitive to changes in its envi-
ronment, and may be susceptible to changes in the coastal wind stress projected for
the 21st century.
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Chapter 1
Introduction
A complete collapse of the Antarctic Ice Sheet would raise the global sea
level by 58 m (Fretwell et al., 2013), putting many of the world’s major cities and
vast regions of agricultural lands under water. Such a catastrophic event is unrealis-
tic on the hundred-year timescale, but even centimeter-level changes in sea level are
likely to cost billions of dollars for infrastructure adaptations (Hinkel et al., 2014)
and have untold human costs (Ericson et al., 2006; Marzeion and Levermann, 2014).
Sea level rise is underway and will continue throughout the next hundred years, but
uncertainty remains in its rate and magnitude, due primarily to a poor understand-
ing of ice sheet sensitivity to climate change (Stocker et al., 2013; Bamber and
Aspinall, 2013). To better constrain projections, this work focuses on the climate
sensitivity of the Totten Glacier catchment in East Antarctica, which holds enough
ice to raise the global sea level by at least 3.5 m (Greenbaum et al., 2015).
1.1 Ice shelves in Antarctica
The∼2 km thick ice sheet resting on the Antarctic continent is fed by snow-
fall and continuously spreads toward the sea, driven by gravity as it deforms under
its own weight. Where the ice sheet spills into the ocean, sections the size of U.S.
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Figure 1.1: Profile diagram of an ice shelf, cavity, and landward-sloping continental
shelf that allows warm, dense circumpolar deep water to flow toward the ice shelf
base. Source: British Antarctic Survey.
states form ice shelves that go afloat while remaining attached to the grounded ice
inland (c.f. Figures 1.1 and 2.2). Most of Antarctica’s glaciers terminate in ice
shelves, and these large floating features act as plugs in the drain to slow the flow of
ice from land to sea. Ice shelves also play a role in coupling the ice sheet to thermal
forcing from the ocean (Walker et al., 2009; Joughin et al., 2010, 2012; Hattermann
et al., 2012; Pritchard et al., 2012; Rignot et al., 2013; Depoorter et al., 2013; Hol-
land et al., 2008b; Jacobs et al., 2011). With a primary focus on Totten Glacier,
this work is aimed at understanding how ice shelves respond to oceanic and other
forcing mechanisms.
1.1.1 Ice shelf buttressing
Antarctic ice shelves lose mass partly by calving icebergs into the ocean,
but a majority of ice shelf mass is lost through ocean-driven melting from below
(Rignot et al., 2013; Depoorter et al., 2013). When basal melt thins an ice shelf
sufficiently to affect is ability to buttress the seaward flow of ice, the ice shelf speeds
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up, and the thinning and acceleration can propagate inland (Scambos et al., 2004;
Dupont and Alley, 2005, 2006; Felikson et al., 2017). Where inland ice is grounded
below sea level, such as in the Aurora Subglacial Basin, which is drained by Totten
Glacier (Young et al., 2011), glacier thinning can lead to large-scale destabilization
of the ice basin (Weertman, 1974; Schoof, 2007). Thus, understanding the basal
mass balance of ice shelves is of critical importance for understanding the stability
of the Antarctic Ice Sheet.
1.1.2 The ice pump mechanism
Figure 1.1 shows a profile of a typical landward-sloping continental shelf
that has deformed under the weight of the Antarctic Ice Sheet. Melt is often con-
centrated near the deep grounding line1, where the in situ melting temperature of
ice is suppressed below -3◦C due to the overlying pressure of ∼2000 m of seawa-
ter (McDougall and Barker, 2011). At the grounding line, the ice sheet loses basal
traction and quickly spreads and thins, resulting in a basal elevation profile that has
a characteristic exponential decay as seen in Figure 1.1. Steep basal slopes near the
grounding line allow buoyant, fresh meltwater to rise along the ice shelf base, and
the rising plume of water has an effect of further increasing basal melt by contribut-
ing convective heat transfer to the process. Concentrated melt at the deep grounding
line and the rising plume of meltwater are the first steps in a cycle known as the ice
1The grounding line represents a boundary between ice resting on bedrock and ice floating as
an ice shelf. In some cases, this thesis uses the generalized term grounding zone, referring to the
hinge-like area between the seawardmost line along which ice exhibits no effects of tidal flexure to
the landwardmost line along which the ice shelf is in hydrostatic equilibrium.
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pump (Lewis and Perkin, 1986; Jenkins and Doake, 1991).
Latter steps of the ice pump cycle vary depending on the temperature, salin-
ity, and pressure regime of the ice shelf cavity. The cold cavities of the Ross Ice
Shelf and Amery Ice Shelf favor accretion of basal marine ice near their ice fronts,
where, after rising to shallow depths, cold, fresh meltwater can refreeze due to re-
duced hydrostatic presssure (Neal, 1979; Fricker et al., 2001). Warmer cavities such
as the ice shelves of the Amundsen Sea in West Antarctica are unlikely to support
large-scale refreezing (Rignot et al., 2013). In warm cavities, rising plume water
may follow the ice shelf base fully to the glacier terminus and can create regions
of open water (polynyas) where sea ice would otherwise be present (Mankoff et al.,
2012). Alternatively, rising plume water may follow the ice shelf base until reach-
ing a density equilibrium, at which point the meltwater detrains mid-depth in the
water column and cannot be detected from the ocean surface. By focusing melt near
the grounding line and in some cases redistributing ice closer to the ice front, the ice
pump mechanism has a complex influence on the structural stability and longevity
of ice shelves.
1.1.3 Ice shelf fracture
A changing ice shelf can affect the flow of the grounded ice it restrains either
by broad-scale thinning (or thickening) and associated small changes in buttressing,
or by wholesale fracture or disintegration of the ice shelf. Large-scale disintegration
events have been observed around the Antarctic Peninsula and have been attributed
to hydrofracture from surface water that accumulates in response to atmospheric
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warming (Doake and Vaughan, 1991; Scambos et al., 2009; Banwell et al., 2013).
Ice tongues are vulnerable to other processes. In 2010, Mertz Glacier Tongue lost
half its length as a result of shear-induced fracture from interaction with the sea bed
and collisions with passing icebergs (Massom et al., 2015). A similar-sized calving
event occurred at Drygalski Ice Tongue in ca. 1957, which is suspected to have
resulted from a violent winter storm (Frezzotti and Mabin, 1994) that propagated
bottom crevasses to the point of failure.
Ice shelf fractures tend to initiate where stress is concentrated and where
ice is thinner than its surroundings. For example, Vaughan et al. (2012) found that
bottom crevasses in Pine Island Ice Shelf initiate at the centers of basal channels
(see Chapter 3) and surface crevasses align over keels between basal crevasses.
Ice shelf crevasses can extend hundreds of meters through an ice shelf and have a
significant effect on the overall stability of an ice shelf (Hughes, 1983). Notably, it
has been found that the ice pump mechanism described above can operate within
the confines of a deep basal crevasse and can have the effect of structurally repairing
the ice shelf (Khazendar and Jenkins, 2003). Mechanisms for crevasse formation
and the effects that crevasses may have on the structural integrity of an ice shelf
vary, but their presence must be considered in assessments of ice shelf stability.
1.2 Totten Ice Shelf
Totten Glacier is located along the Sabrina Coast in East Antarctica at
(67◦S,116◦E) (Fig 1.2). It drains a 550,000 km2 region (Mouginot et al., 2016) of
the Aurora Subglacial Basin, is grounded primarily below sea level (Young et al.,
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Figure 1.2: Totten Glacier drains a 550,000 km2 region of grounded ice that has
a mean thickness of 3240 m. The IMBIE refined ice basin outline of the Totten
catchment from Mouginot et al. (2016) is shown in dark blue. Surface velocities are
from Rignot et al. (2011c) version 2. The background image is from the MODIS
Mosaic of Antarctica (Haran et al., 2014b).
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2011), and holds enough ice to raise global sea level by at least 3.5 m (Greenbaum
et al., 2015). Just south of Law Dome, Totten Glacier goes afloat to form a∼140 km
long, 6200 km2 ice shelf that has exhibited considerable interannual variability in
recent decades (Paolo et al., 2015; Li et al., 2016; Roberts et al., 2017).
1.2.1 Circumpolar deep water
The water column thickness beneath Totten Ice Shelf is known from air-
borne surveys which have measured ice thickness using ice-penetrating radar and
the underlying seafloor bathymetry has been estimated from airborne gravimeter
data. Gravity inversion does not provide a direct measurement of seafloor to-
pography and estimates are inherently spatially lowpass filtered, but the available
gravimetry has been sufficient to resolve deep submarine troughs leading into the
Totten Ice Shelf cavity (Greenbaum et al., 2015). Due to ocean dynamics in a
rotating Earth, continental shelf bathymetry can be critical in throttling water cir-
culation into an ice shelf cavity (Ka¨mpf, 2005; Klinck and Dinniman; St-Laurent
et al., 2013), so until a 2015 shipborne survey it was unclear what water masses
have the ability to reach the Totten Ice Shelf front. In that survey, a stratified water
column was observed in the troughs close to the ice shelf front, containing warm
modified circumpolar deep water (MCDW) at depths below∼600 m (Rintoul et al.,
2016). The MCDW found at the Totten Ice Shelf front likely has a significant im-
pact on basal melt rates, as it exceeds the local freezing point at the grounding line
by 3.2◦C.
Circumpolar Deep Water is sourced in the deep ocean beyond the conti-
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nental shelf break, and it is a warm, salty blend of water masses including North
Atlantic Deep Water and Antarctic Bottom Water. It has been detected on the con-
tinental shelf break near the Sabrina Coast (Wakatsuchi et al., 1994; Bindoff et al.,
2000; Williams et al., 2011) and on the continental shelf near Totten Ice Shelf (Sil-
vano et al., 2017) but its delivery mechanisms and pathways to the Totten Ice Shelf
front have not been well understood. Chapter 6 describes wind-driven upwelling as
a cause of variability in the supply of MCDW to the Totten Ice Shelf cavity.
1.2.2 Polynyas
Antarctica is fringed by a seasonally varying halo of sea ice, which forms
directly from freezing the ocean’s surface waters, and the presence or absence of
sea ice has been linked to ice shelf stability. Recent work has brought attention
to polynyas for their role in sub-ice-shelf circulation and their possible link to ice
shelf basal melt (Galton-Fenzi et al., 2012; Mankoff et al., 2012; Gwyther et al.,
2014; Khazendar et al., 2013). From a Russian term for “ice hole”, polynyas are
locations of recurring open water within sea ice that can exceed 100,000 km2 in
area, and can result from focused outflow of subglacial meltwater (Motyka et al.,
2011; Alley et al., 2016) or by topographically-focused katabatic winds (Massom
et al., 1998; Williams et al., 2007; Barber and Massom, 2007). Where cold winds
scour the surface of the coastal ocean, heat is lost to the atmosphere and sea ice
production increases. Newly-formed sea ice is exported northward by the strong
winds, while the dense, briny, cooled seawater rejected in the ice formation pro-
cess sinks to the seafloor. This dense water may spill over the continental shelf to
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form Antarctic Bottom Water or it may flow down a landward-sloping continental
shelf toward nearby ice shelf grounding lines. Ice-ocean-atmosphere modeling sim-
ulations suggest that increased activity of the Dalton polynya (66°S,120°E) could
produce enough cold, dense water to displace MCDW and have a significant impact
on the basal melt rate of Totten Ice Shelf (Gwyther et al., 2014; Khazendar et al.,
2013); however, oceanographic observations within the polynya have not confirmed
high rates of cold, dense water production (Silvano et al., 2017).
1.2.3 Seasonal effects
Sub-annual variability in dynamics of Totten Ice Shelf is not well under-
stood. Short-term increases or decreases in ice discharge may result from variations
in driving stress linked to seasonal snow accumulation and/or ablation; the seasonal
cycle of firn compaction as snow solidifies into ice (Munneke et al., 2014); or ice
shelf weakening due to effects of percolating surface melt (Doake and Vaughan,
1991). Chapter 6 of this thesis links longer timescales of ice shelf thinning to loss
of lateral shear stress and subsequent acceleration in Totten Ice Shelf, but this pro-
cess has not been seen on subannual timescales. Chapter 5 discusses the possible
role of seasonal rigid landfast sea ice in contributing to Totten Ice Shelf velocity
variability by providing temporary buttressing over the winter months.
1.3 Wind-driven ocean circulation
Ocean circulation near the Sabrina Coast is characterized by two primary
wind-driven systems. North of the continental shelf break, strong eastward winds
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drive the eastward-flowing Antarctic Circumpolar Current (ACC; Orsi et al., 1995).
Along the continental shelf break and close to the coast, westward winds drive the
westward-flowing Antarctic Coastal Current2 (ACoC). The impacts of the interplay
of these two wind-driven systems is the focus of Chapter 6 of this thesis.
1.3.1 Southern Annular Mode
The Southern Annular Mode (SAM) is a climate index which can be defined
as a difference in normalized mean zonal pressure between 40°S and 65°S (Mar-
shall, 2003). This simple metric describes the primary driver of climate variability
in the southern hemisphere, where the SAM accounts for about 35% of climate
variability (Marshall, 2007). Most notably, a high SAM index is associated with
an intensification and southward migration of the westerly surface winds which
drive the ACC (McLandress et al., 2011). This intensification pushes surface wa-
ters northward through Ekman transport3, resulting in compensatory upwelling of
warm CDW south of the ACC (Hall and Visbeck, 2002; Thompson et al., 2011).
A high SAM index is associated with weakened easterly winds close to the East
Antarctic coast, and thus a weakening of the ACoC (Heil et al., 2009; Mathiot
et al., 2011). When strong, the ACoC depresses isopycnals (surfaces of constant
potential density) and thereby acts as a dynamic barrier to the influx of CDW onto
2Deacon (1937) identified an East Wind Drift as the wind-driven westward flow along the coast of
Antarctica. This current has more recently been termed the Antarctic Slope Current (ASC), which is
often indistinguishable from the ACoC due to coincidence (Mathiot et al., 2011). Following A˚rthun
et al. (2012), this thesis refers to the ASC/ACoC system collectively as the ACoC.
3Ekman (1905) described an effect of Earth’s rotation whereby the net transport of surface water
is 90° to the left of surface wind direction in the southern hemisphere.
10
the continental shelf (Jacobs, 1991; Nu´n˜ez-Riboni and Fahrbach, 2009; Wang et al.,
2012; A˚rthun et al., 2012; Hayakawa et al., 2012), whereas an ACoC weakened by
a sustained high-index SAM could lead to a relaxation of this effect. In short, a sus-
tained high-index SAM could enhance delivery of CDW onto the continental shelf
through a combination of upwelling (Ekman pumping) and simultaneous relaxation
of the dynamic barrier along the continental slope.
In recent decades, the SAM has trended toward high values in the spring and
early summer due to a depletion of stratospheric ozone over Antarctica (Thompson
et al., 2011). As a result of a global reduction in use of ozone-depleting substances,
the spring and summer bias has already begun to wane; however, greenhouse gases
are expected to bias the SAM to record highs by the middle of this century (Thomp-
son et al., 2000; Arblaster and Meehl, 2006; Fyfe et al., 2007; McLandress et al.,
2011; Sigmond et al., 2011). The SAM is likely to trend positive throughout the
coming century, so understanding how the SAM affects the Southern Ocean, and
understanding how these oceanographic changes may propagate to Antarctica’s
floating ice shelves are essential steps toward accurate projections of Antarctica’s
grounded ice response to changes in atmospheric greenhouse gas.
In the Amundsen Sea region of Antarctica, it has been suggested that the
SAM is positively correlated with upwelling of relatively warm, dense CDW onto
the continental shelf (Jacobs, 2006). Nearby in the eastern sector of Getz Ice Shelf,
however, no such link was found between the SAM and CDW layer thickness (Ja-
cobs et al., 2013). In the neighboring trough leading to Pine Island Embayment,
Assmann et al. (2013) found intrusions of unmodified CDW were driven by zonal
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wind stress, and these winds have been linked to tropical forcing (Steig et al., 2012;
Dutrieux et al., 2014). Melt variability may be driven by changes in CDW de-
livery resulting from a fluctuating SAM, by changes in polynya activity linked to
local meridional winds, or by redirection of coastal currents driven by longer-term
changes in oceanic wind stress (Hellmer et al., 2012; Timmermann and Hellmer,
2013). The common thread among these mechanisms is the wind that drives them,
and this work seeks to elucidate the link between changing wind fields and changing
ice shelf dynamics.
1.4 Structure of the dissertation
This dissertation is organized into a series of separate investigations, the
results of which have been published, are in review, or are in preparation for publi-
cation in peer-reviewed journals.
The focus of this dissertation is on the interplay of environmental forces
acting on a wide range of spatial and temporal scales. Understanding how such
processes work together first required the development of a standard computational
framework for pairing modeled and observed geospatial data collected by various
shipborne, airborne, and satellite platforms. Chapter 2 describes Antarctic Mapping
Tools for MATLAB (Greene et al., 2017b), which is a toolbox for analyzing, com-
paring, exploring, and displaying Antarctic geospatial data. The toolbox has gained
widespread use among the polar research community and the paper describing it,
published in the journal Computers and Geosciences, is presented in Chapter 2.
Chapter 3 describes ice shelf basal channels, how they form, and their role
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in the stability of ice shelves. It includes a review of literature on basal channels and
my contribution to a paper titled “Basal channels drive active surface hydrology and
transverse ice-shelf fracture,” which is currently in review (Dow et al., in review).
Given the importance of basal channels to the stability of ice shelves, de-
tecting small-scale surface elevation changes linked to channelized basal melt is a
critical part of understanding ice sheet dynamics and Antarctica’s sensitivity to en-
vironmental changes. Chapter 4 uses the computational tools developed for Antarc-
tic Mapping Tools and borrows some of the DEM (digital elevation model) devel-
opment techniques described in Chapter 3 to develop a new method of satellite
image analysis for detecting small-scale surface elevation change. The new method
of repeat photoclinometry finds signals of channelized surface elevation change by
taking advantage of hundreds of satellite images that have until now been consid-
ered of insufficient resolution or quality for scientific use. The paper presented in
Chapter 4 titled “A method of repeat photoclinometry for detecting kilometer-scale
ice sheet surface evolution” has been accepted to the journal IEEE Transactions on
Geoscience and Remote Sensing (Greene and Blankenship, in press).
Chapter 5 continues analysis of the MODIS satellite image dataset described
in Chapter 4, but focuses on short-term velocity variability of the Totten Ice Shelf.
As in Chapter 4, this work makes use of the long record and superior temporal
resolution of the MODIS image dataset to develop a subannual surface velocity
record assessed by feature tracking applied to hundreds of image pairs. Springtime
acceleration is observed within 50 km of the glacier terminus, and is attributable
to breakup of landfast sea ice at the ice shelf front. Chapter 5 is in preparation for
13
publication in a peer-reviewed journal.
This dissertation has been primarily motivated by a need to understand the
Antarctic Ice Sheet’s sensitivity to a changing climate. Chapter 6 of this thesis
presents a paper titled “Wind causes Totten Ice Shelf melt and acceleration” (Greene
et al., 2017a), which finds interannual variability of Totten Ice Shelf linked to wind-
driven upwelling of warm water from the deep ocean north of the continental shelf
break. Velocity variability is assessed using techniques of MODIS image analysis
developed in Chapters 4 and 5. The paper presented in Chapter 6 has been accepted
to the journal Science Advances.
Concluding remarks and directions of future work are provided in Chapter 7.
14
Chapter 2
Antarctic Mapping Tools for MATLAB
This chapter describes Antarctic Mapping Tools package, an open-source
MATLAB toolbox for analysis and plotting of Antarctic geospatial datasets. This
toolbox is designed to streamline scientific workflow and maximize repeatability
through functions which allow fully scripted data analysis and mapping. Data ac-
cess is facilitated by several dataset-specific plugins which are freely available on-
line. An open architecture has been chosen to encourage users to develop and share
plugins for future Antarctic geospatial datasets. This toolbox includes functions for
coordinate transformations, flight line or ship track analysis, and data mapping in
georeferenced or projected coordinates. Each function is thoroughly documented
with clear descriptions of function syntax alongside examples of data analysis or
display using Antarctic geospatial data. The Antarctic Mapping Tools package is
designed for ease of use and allows users to perform each step of data processing
including raw data import, data analysis, and creation of publication-quality maps,
The contents of this chapter have been published as C. A. Greene, D. E. Gwyther, and D. D.
Blankenship. Antarctic Mapping Tools for MATLAB. Computers & Geosciences, 104:151–157,
2017b. doi: 10.1016/j.cageo.2016.08.003. URL http://www.sciencedirect.com/science/
article/pii/S0098300416302163. The work presented here was conceived of and carried out
primarily by the author of this dissertation.
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wholly within the numerical environment of MATLAB.
2.1 The need for development of AMT
MATLAB is a powerful numerical analysis program which is widely used
in the Antarctic research community, but its mapmaking capabilities are rarely ex-
ercised due to lack of accessibility and a common perception that MATLAB can-
not produce high-quality graphics. MATLAB offers an add-on Mapping Toolbox,
but it lacks many of the mapping capabilities and functions necessary for common
Antarctic geospatial analyses. Mapping programs such as ArcMap and Generic
Mapping Tools (GMT, Wessel and Smith (1991); Wessel et al. (2013)) excel at the
task of generating high-quality graphical displays of geospatial data, but their nu-
merical analysis capabilities are limited and difficult to access. Recent development
of the Quantarctica mapping program (www.quantarctica.org) has addressed a need
for user-friendly Antarctic mapping software, but most users continue to rely on
separate programs such as MATLAB for numerical analysis. Thus, a workflow gap
exists between data analysis and data display. This gap introduces room for error in
transferring data between programs and reduces scientific repeatability by increas-
ing the number of manual steps users must take to present their data. In this paper
we present the Antarctic Mapping Tools (AMT) package for MATLAB, designed
for a streamlined workflow, ease of use, production-quality graphics, thorough doc-
umentation, and expandability through new plugins.
Geospatial data analysis and mapmaking in MATLAB are hindered by a
shortage of intuitive, useful data analysis tools, by an absence of many common
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mapping features, and by the difficulty users experience when attempting to import
and properly georeference public datasets found in myriad formats. MATLAB lacks
essential mapping features such as the ability to simply zoom a map to a region of
interest, or the ability to create inset maps for geospatial context. Seemingly trivial
tasks such as the placement of a graticule or graphical reference scale using inbuilt
functions involves multiple convoluted and time-consuming steps. Problems asso-
ciated with map generation in MATLAB are particularly acute for maps of Antarc-
tica because inbuilt coordinate transformation libraries do not readily support the
standard southern hemisphere polar stereographic projection. MATLAB’s inbuilt
documentation offers little guidance to users who wish to use Mapping Toolbox
functions for geospatial data analysis, and documented examples of data mapping
are not readily adaptable to polar datasets. Moreover, most publicly-available po-
lar datasets provide little guidance to users who wish to import data into MATLAB.
AMT fills MATLAB’s usability gaps with a set of well-documented functions tai-
lored for analysis and display of Antarctic geospatial data. AMT consists of a set of
core data analysis and mapmaking functions and utility of the toolbox is extended
by data-specific plugins which are developed to handle data import on a per-dataset
basis.
The intent of AMT is to streamline the scientific process by letting simple,
intuitive commands perform common types of Antarctic data analysis and mapping.
AMT is designed to reduce peripheral analytical steps, increase readability of code,
increase scientific clarity of thought, enable fully repeatable scientific analysis, and
encourage user development of new data-specific plugins as datasets are released.
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This paper provides an overview of the AMT architecture, a summary of AMT core
functions, and a description of plugins currently available for AMT.
2.2 AMT architecture
The AMT package is an open-architecture collection of MATLAB functions
designed to enable simple, computationally-efficient, repeatable analysis of com-
mon Antarctic glaciology, oceanography, and climatology datasets. Data analysis
and plotting functions in the AMT package are generic by nature, allowing them to
be employed by a wide array of dataset-specific plugins. Coordinate transformation
functions allow seamless transitions between georeferenced and projected coordi-
nates. A crossovers function is also included in AMT to assist in analysis of data
collected along intersecting ship-, satellite-, airborne-, or ground tracks.
2.2.1 Coordinate transformations
Data analysis tools in the AMT package include coordinate transformation
functions, an arbitrary path distance calculator, feature location database lookup
functions, and a robust, computationally-efficient path crossover location solver.
Functions described in this section are summarized in Table 2.1. In keeping with
the design philosophy of the AMT package, data analysis functions require minimal
inputs, yet allow a variety of optional inputs to increase flexibility of the functions.
An example of the easy-to-use nature of AMT is seen in the coordinate transform
functions ll2ps and ps2ll, which convert between georeferenced coordinates and
polar stereographic coordinates. By default, ll2ps and ps2ll use the formula
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given by Snyder (1987) for coordinate transformation with the IceBridge (Center,
2015) and Scientific Committee on Antarctic Research (SCAR; SCAR Secretariat,
1992, updated 2015) standard 71◦S as the latitude of true scale and the prime merid-
ian in the grid north location. To convert georeferenced coordinates to polar stere-
ographic eastings (x) and northings (y) in meters using default settings, syntax is
simply
[x,y] = ll2ps(lat,lon);
where lat and lon can be any point, line, grid, or N-dimensional arrays of equal-
size georeferenced coordinates. For non-standard polar stereographic coordinate
transformations of user-specified Earth radius, eccentricity, meridian longitude, or
latitude of true scale, optional input arguments may be included in the ll2ps and
ps2ll function calls as property name-value pairs. For example, to transform geo-
referenced coordinates to polar stereographic coordinates with 70◦S as the latitude
of true scale and 45◦E as the meridian longitude, syntax is
[x,y] = ll2ps(lat,lon,'TrueLat',-70,'Meridian',45).
2.2.2 Crossover analysis
Crossover analysis is a technique in which geophysical measurements col-
lected from a moving platform are compared at the intersections of survey tracks.
In Antarctica, crossover methods have been applied to a variety of altimetry and
potential field measurements collected from several types of moving platforms
(e.g., Spikes et al. (2003); Davis and Ferguson (2004); Young et al. (2015); Diehl
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et al. (2008); Catala´n et al. (2006); Shuman et al. (2006); Holt et al. (2006);
Mun˜oz Martı´n et al. (2005)). For each of the two tracks which constitute a
crossover, measurements are one-dimensionally interpolated to the location of in-
tersection. If the elapsed time between two intersecting tracks is small relative to the
natural rate of change of the physical quantity under investigation, the difference be-
tween measurements at the crossover location may be used to assess measurement
precision. If time separating two intersecting tracks is large, measured differences
at the crossover location may be taken as measure of change in the physical quantity
under investigation.
The mathematics of crossover analysis are not complex, but manual im-
plementations can be time intensive for large datasets and scripted implementa-
tions are difficult to write in a generalized, robust, computationally-efficient man-
ner. Whether solutions are automated or calculated manually per intersection, the
task of finding crossover locations, interpolating, and winnowing results based on
criteria such as interpolation distance or temporal separations can become an un-
wieldy exercise in bookkeeping. AMT offers a crossovers function which lets
users enter a simple array of measurements and returns intersection locations along
with interpolated values for both legs of each intersection. The user may specify
a preferred interpolation method, maximum interpolation distance, and minimum
or maximum temporal separation between intersecting tracks. To find intersection
locations, crossovers takes advantage of MATLAB’s left divide operator to solve
the system of equations which describes endpoints and intersections of each line-
segment pair. For very large datasets which may overload the memory of some
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workstations, crossovers splits the domain into tiles, solves for the intersections
within each tile, and then combines solutions from all tiles into a final solution for
the full domain.
2.2.3 Data mapping tools
Table 2.2 lists AMT functions which have been developed to support plot-
ting with or without MATLAB’s Mapping Toolbox. When using only the functions
provided in MATLAB’s Mapping Toolbox, simply initializing a standard-orientation
map of the southern hemisphere is an unintuitive, multi-step process. AMT solves
this problem with the antmap function, which initializes a georeferenced south
polar stereographic projection map and places the prime meridian oriented at the
standard twelve o’clock position. Nonstandard orientations may be achieved man-
ually by setting desired rotation with MATLAB’s view command.
To plot georeferenced data without MATLAB’s Mapping Toolbox or to
pair data with other datasets plotted in polar stereographic eastings and northings,
AMT provides plotps, pcolorps, surfps, plot3ps, patchps, scatterps,
contourps, and textps. Plotting functions with the ps suffix are equivalent to
their corresponding standard MATLAB plotting functions, but perform coordinate
transformations before plotting in Cartesian coordinates. For example,
plotps(lat,lon,'rp')
places red pentagrams at the georeferenced locations given by lat,lon on Carte-
sian axes after polar stereographic coordinate transformation. The plotps call
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above is equivalent to
[x,y] = ll2ps(lat,lon);
plot(x,y,'rp').
To plot georeferenced data in a nonstandard polar stereographic projection, simply
pair the ll2ps function with any standard MATLAB plotting function.
To plot vector fields such as wind, ocean currents, or ice flow in georef-
erenced coordinates, AMT offers quivermc. MATLAB’s quiverm function pro-
duces erroneous vector scaling in such a manner that a uniform velocity field is
represented by arrows which shrink to zero length near the poles. The AMT func-
tion quivermc produces appropriately-sized arrows and also offers color scaling,
reference size arrows, and automatic field densification or thinning for legibility.
AMT is intended to allow users to easily plot data in a proper geospatial
reference frame and in context of complementary geospatial datasets. To help con-
textualize data, mapzoom centers maps of user-specified width on any location.
Locations may be given by georeferenced coordinates, or by any of the more than
25,000 feature names listed in the SCAR database (SCAR Secretariat, 1992, up-
dated 2015). A mapzoom function allows customizable map insets for spatial ref-
erence. To refine the appearance of maps and further provide context, scarlabel
may be used to label any feature listed in the SCAR database. The scalebar
function places a simple, customizable graphical reference scale on maps, and the
shadem applies topographic relief shading.
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2.2.4 Documentation
AMT has been developed with a focus on thorough documentation. Each
function header contains descriptions of syntax and examples of usage. A function
header may be viewed within the MATLAB environment by opening the function
or by typing help followed by the function name in the command window. Ex-
panded documentation with step-by-step tutorials and inline figures is provided for
each function as a formatted HTML file and can be viewed online or by typing
showdemo followed by the function name and documentation, e.g.,
showdemo plotps documentation.
Similarly, a list of core functions and plugins with links to formatted documentation
may be viewed by typing
showdemo List of Functions
into the Matlab command window.
2.3 Plugins
The open architecture of AMT is designed to encourage user development
and sharing of data-specific plugins. Plugins are intended to enable direct compar-
ison of various datasets and multilayered data plotting. Several plugins have been
developed to facilitate data access and allow easy plotting of various data types in-
cluding digital elevation models, satellite images, grounding zone structures, sea
ice concentrations, and hydrographic data. Most plugins include automated data
25
download and installation. A selection of plugins currently available is given in
Table 2.3.
2.3.1 Data access and interpolation functions
Importing various geospatial products and data types into MATLAB can
often be a time-consuming and difficult task. TIFF, GeoTIFF, GeoJP2, shape-
files, HDF, NetCDF, GRD, binary files, and specially-formatted text data files each
present their own unique challenges when importing into MATLAB. Data import is
further complicated by the host of georeferencing and gridding algorithms currently
in use by various data providers. Minor issues such as whether a raster dataset is
referenced to pixel centers or pixel corners can cause errors, and quite often users
are given no method to verify whether they have properly georeferenced a dataset.
As part of the design of AMT, data import and georeferencing issues are addressed
per dataset by thoroughly-tested plugin functions designed to efficiently operate on
each native data type. To date, plugins have been designed to facilitate access to
bed elevation, surface elevation, and ice thickness data from Bedmap2; ice veloc-
ity components from MEaSUREs; bed elevations from International Bathymetric
Chart of the Southern Ocean (IBCSO); station data and gridded hydrographic data
from the Southern Ocean Database; and near-real-time daily sea ice concentration
grids.
For gridded datasets, source data may be accessed as raw gridded data with
corresponding latitude and longitude grids or polar stereographic easting and nor-
thing grids. Alternatively, values may be interpolated to an arbitrary point, ar-
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ray, or grid. Function names for raw data access take the form bedmap2 data,
ibcso data, etc., and these functions allow partial loading of large datasets, which
can be downsized by resolution or by regional data loading. Function names for data
interpolation take the form bedmap2 interp, ibcso interp, etc., and interpo-
lation methods may be specified by the user. A simple method of comparing two
datasets of differing resolution or grids is to interpolate values of one dataset to the
grid of another. For example, the Bedmap2 bed elevation dataset may be compared
to the IBCSO DEM by interpolating the IBCSO DEM to the Bedmap2 grid. This
can be accomplished in two steps—First, Bedmap2 bed elevation data are loaded
with corresponding geographic coordinates of each pixel center, then IBCSO data
are interpolated to the Bedmap2 grid:
[lat,lon,z bedmap2] = bedmap2 data('bed','res','5 km');
z ibcso = ibcso interp(lat,lon);
With z bedmap2 and z ibcso the two datasets may then be compared by
simple subtraction or histogram, as shown in Figure 2.1.
2.3.2 Data plotting functions
All of the AMT plugins listed in Table 2.3 offer simple data plotting com-
mands. For example, calling modismoa, lima, or ramp without any arguments
plot mosaic images of Antarctica. The bedmap2 function plots pseudocolor grid-
ded elevation data, contoured elevation data, or inferred grounding lines or coast-
lines. The measures function plots ice surface speed as pseudocolor data or ice
surface velocity as formatted vector fields via the quivermc function. A seaice
28
Figure 2.1: Despite differences in grids, a comparison of Bedmap2 and IBCSO bed
elevations is easily obtained with bedmap2 data and ibcso interp. DEMs are
compared here with a pcolorm map and a histogram of differences.
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function plots daily sea ice concentration grids for any user-specified date in the
satellite era. Plugins are also available to plot polygons such as grounding lines,
hydrostatic lines, coastlines, and ice drainage basin boundaries. The SODB plu-
gin allows mapping of the Southern Ocean Database (SODB; Orsi and Whitworth,
1998) by plotting hydrographic station locations, gridded fields of oceanographic
variables, and vertical profiles along any user-specified transect. This SODB plugin
also contains an sodb inpolygon function which enables easy production of θ-S
diagrams for SODB stations within any user-specified polygon.
2.3.3 Methods employed by plugins
Several AMT plugins share methods for data loading and plotting. Among
these methods are automatic determination of plotting coordinate systems, local
data loading, and automatic map zooming to locations by feature name. Before
data are plotted, each plugin determines whether the user holds a license for MAT-
LAB’s Mapping Toolbox and whether map axes are open and current. To take full
advantage of features offered by MATLAB’s Mapping Toolbox, plugins use geo-
graphical coordinates by default. If no Mapping Toolbox license is found, if polar
stereographic Cartesian coordinates are current, or if the user requests data plotting
in Cartesian coordinates, data coordinates are automatically transformed to polar
stereographic Cartesian coordinates via the ll2ps function before plotting.
Performing numerical analysis on a digital elevation model (DEM) dataset
which represents an entire continent and surrounding ocean can be computationally
expensive and unnecessary for researchers who are interested in a specific geo-
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graphic region. Plugins with data loading functions are designed to load only the
data necessary to encompass the user’s region of interest. For example, users who
are interested in the Thwaites Glacier catchment may wish to load and operate on
only DEM data surrounding basin 21 identified by Zwally et al.. To load only
the data of interest, users may enter georeferenced arrays of an arbitrarily-shaped
perimeter of interest, and a rectangular grid surrounding the region will be loaded
into MATLAB. That is,
[∼,lat,lon] = basins('grounded',21);
loads georeferenced arrays lat and lon which define the perimeter of ice drainage
basin 21, then
[latgrid,longrid,z] = ibcso data(lat,lon)
loads only a 1343×1119 DEM grid—just 0.8% of the datapoints found in the full
∼178-million-point IBCSO dataset. Similarly, users may specify a buffer in kilo-
meters of extra data to load surrounding coordinates of interest. Therefore, a cen-
terpoint may be entered with a buffer region to load a dataset of specified half-width
centered on any arbitrary location. To load a 500-km-wide grid of DEM data sur-
rounding Thwaites Glacier (75.5◦S,106.75◦W), the user may specify
[latgrid,longrid,zgrid] = ibcso data(-75.5,-106.75,250).
Benefits of regional data loading are twofold: First, manual steps required
of the user are minimized, thus reducing chances of human error. Second, AMT
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data-loading functions do not internally load then cull large datasets. Rather, pixel
regions are determined before data are loaded and MATLAB’s imread function
is called with the 'PixelRegion' option. Thus, data loading is expedited and
memory usage is minimized. Data interpolation functions exploit this capability by
only loading data sufficient to interpolate to user-specified points and data plotting
functions only load data sufficient to fill the extents of a current map. Therefore,
users are advised to zoom to a region of interest before calling any functions which
plot large gridded datasets.
To streamline workflow and enable easy data exploration, some AMT plu-
gins call the AMT core function mapzoom before loading or plotting data. The
mapzoom function accepts geocoordinates or feature name strings as inputs, so
viewing a MODIS Mosaic of Antarctica image of Recovery Glacier is as simple
as
modismoa 'recovery glacier'.
A similar syntax is seen in the modismoa call used to create Figure 2.2.
2.4 Examples
Two examples of data plotting with AMT are provided below. The first
example shows a labeled map of ice surface motion and surface elevation contours
overlain on a satellite image of Recovery Glacier and surrounding area. The second
example combines IBCSO, Bedmap2, and SODB data to generate a map and a
hydrographic profile of a transect near Getz Ice Shelf.
32
2.4.1 Layered data map
AMT is designed to allow layering of multiple datasets in a single map. For
example, ice motion can be shown in the context of visible surface features and
surface elevation contours along with extents of a grounding zone. The commands
modismoa('recovery glacier','contrast','lc')
measures('speed','recovery glacier',...
'colormap',brewermap(256,'blues'),...
'facealpha',0.2,'colorbar','off')
measures('vel','recovery glacier',...
'color',[0.03 0.19 0.42],...
'arrowdensity',3,...
'inset','se')
bedmap2('surfc');
asaid('gl','color',[0.90 0.33 0.05],'linewidth',3)
asaid('hl','color',[0.99 0.75 0.52],'linewidth',3)
scalebar
scarlabel({'Bailey Ice Stream',...
'Recovery Glacier','Slessor Glacier'})
begin by creating a low-contrast MODIS Mosaic of Antarctica image centered on
Recovery Glacier. Semitransparent ice speed is overlain with the measures func-
tion. The measures function is called again to create ice motion vectors of speci-
fied color and density and to place an inset map in the lower right-hand corner of the
figure. The asaid function is called twice to show the span of the grounding zone
from break-in-slope to the hydrostatic line. A graphical reference scale is placed
with scalebar and features of interest are labeled with scarlabel. The resulting
layered-data map is shown in Figure 2.21.
1Some examples in this paper use the brewermap function (Cobeldick, 2015) to generate col-
ormaps developed by Brewer (2015).
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Figure 2.2: Example of a layered data map. MEaSUREs ice motion data, Bedmap2
surface elevation contours, and orange ASAID grounding zone extents are overlain
on a MODIS Mosaic of Antarctica image. Features of interest are labeled with the
scarlabel function which queries the SCAR Composite Gazetteer of Antarctica.
The code to produce this figure is described in Section 2.4.1.
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2.4.2 Hydrographic profile
Hydrographic profiles of SODB data are easily obtained with the
sodb profile function included in the SODB Toolbox plugin for AMT. The fol-
lowing sections of code plot the hydrographic profile near Getz Ice Shelf shown in
Figure 2.3. A map of the area is created by
mapzoom('getz ice shelf',1000,'inset','ne')
ibcso
sodb('stations','r.','MarkerSize',12)
bedmap2 'patchshelves'
bedmap2 'patchgl'
scalebar('location','se')
scarlabel('Getz Ice Shelf','fontangle','italic',...
'fontweight','bold'),
which calls mapzoom to center a 1000 km wide map on Getz Ice Shelf and place
an inset map in the upper right-hand corner of the map. The ibcso function plots
bathymetry and the sodb function shows hydrographic station locations as red dots.
The bedmap2 function is called to overlay ice shelves and grounded ice as patch
objects and the scalebar function places a graphical reference scale in the lower
right-hand corner of the map. With a map open, coordinates for a hydrographic
transect may be defined by calling sodb profile and using mouse clicks to define
a path. Alternatively, a transect may be defined with vector arrays of georeferenced
or polar stereographic coordinates. For the purposes of this example, a transect is
defined by 400 equally-spaced polar stereographic eastings from -1604 km to -1263
km and northings from -1411 km to -978 km:
x = 1000*linspace(-1604,-1263,400);
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Figure 2.3: Example of a hydrographic profile. Panel a shows a map view of the
region surrounding Getz Ice Shelf, West Antarctica. Bathymetry from the IBCSO
DEM is shown in blue tones; ice shelf and grounded ice extents from Bedmap2
are shown as light and dark gray, respectively; red filled circles indicate SODB
hydrographic station locations; a yellow line defines the transect of the potential
temperature profile in panel b. Panel b is created with the sodb profile function
which plots SODB hydrographic data in context with Bedmap2 bed and ice surface
elevations. The code to create this figure is described in Section 2.4.2.
y = 1000*linspace(-1411,-978,400);
The transect defined by x and y is shown on a georeferenced map by transforming
coordinates with the AMT core function ps2ll before plotting with the MATLAB
function plotm. The following places the yellow line which defines the transect in
Figure 2.3a:
[lat,lon] = ps2ll(x,y);
plotm(lat,lon,'y-','linewidth',3)
With a transect defined in polar stereographic or georeferenced coordinates, the
profile of potential temperature seen in Figure 2.3b is created by
sodb profile('ptm',lat,lon,'contourf','label').
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2.5 Conclusions
AMT provides simple geospatial data analysis functions and mapping tools
along with a host of documentation files containing thorough, Antarctica-specific
examples. A distance calculation function easily determines distance along tran-
sects such as flight lines or ship tracks given by geographic coordinates or polar
stereographic eastings and northings. A crossover function efficiently finds loca-
tions and times of flight or ship track crossovers while allowing the user to specify
conditions for crossover calculation. A feature name database lookup function re-
turns geographic or polar stereographic coordinates of any feature identified in the
SCAR Composite Gazetteer of Antarctica. The tools in AMT provide a common
platform for plugins to import multiple datasets and allow direct comparison, re-
gardless of native data format.
The AMT package provides thoroughly-documented, open-source, open-
architecture tools for analysis and display of Antarctic geospatial data. AMT
streamlines workflow and enables direct comparison of multiple datasets through
common commands and syntax. AMT and several plugins are available free of
charge on the Mathworks File Exchange website. Users are encouraged to develop
and share dataset-specific plugins for the AMT package.
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Chapter 3
A review of ice shelf basal channels
The cold, dark environment beneath Antarctica’s floating ice shelves is
where the Earth’s largest ice sheet meets the global ocean in a complex, constantly-
evolving balance of forces. Under ice shelves, broad-scale changes in water tem-
perature driven by ocean warming or cooling can alter circulation and melt patterns
(Gwyther et al., 2015); localized outflow of buoyant subglacial meltwater can create
areas of intense circulation and increased thermal exchange (Gladish et al., 2012);
and changes in water cavity geometry due to melt, freeze, grounding line migration,
or changes in ice flow can affect water circulation and heat exchange under an ice
shelf (Jenkins et al., 2010; Jacobs et al., 2011). Ice shelves weakened by melt can
result in speedup of nearby grounded ice through lost backstress (Dupont and Al-
ley, 2005; Fu¨rst et al., 2016), which can destabilize vast marine-based areas of the
ice sheet (Weertman, 1974; Goldberg et al., 2009) and lead to global sea level rise
(Alley et al., 2005; Joughin et al., 2012). The processes governing energy exchange
at the ice/ocean interface beneath Antarctica’s ice shelves impact the global climate
Section 3.6 of this chapter contains my contribution to C. Dow, W. Lee, J. Greenbaum,
C. Greene, D. Blankenship, K. Poiner, A. Forrest, D. Young, and C. Zappa. Basal channels drive
active surface hydrology and transverse ice-shelf fracture. in review.
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system, so we must understand these processes to understand how Antarctica will
respond to a changing climate.
3.1 Impact of basal channels on ice shelves
Basal channels form beneath ice shelves where rising plumes of water cause
melt by convective heat transfer. Basal channels are found primarily under the most
rapidly-changing ice shelves in Antarctica (Alley et al., 2016), and are of interest for
their ability to focus melt, transport heat, and perhaps weaken (Vaughan et al., 2012;
Mu¨nchow et al., 2014; Alley et al., 2016; Gourmelen et al., 2017; Dow et al., in
review) or strengthen (Gladish et al., 2012; Millgate et al., 2013) ice shelves. Basal
channels can be thought of as upside-down, underwater rivers which are carved
into the underside of ice shelves and carry buoyant meltwater-laden waters from
the deep ice shelf base toward the open ocean. It is difficult to access or directly
measure processes within ice shelf basal channels, but their presence can be inferred
from altimetry or satellite imagery by characteristic lineations where the ice shelf
surface slumps toward hydrostatic equilibrium (Fahnestock et al., 2000; Fricker
et al., 2009; Alley et al., 2016).
In a number of recent publications, the impact of basal channels on ice
shelves has been framed as an outstanding controversy, whereby we do not currently
understand whether basal channels have a net effect of strengthening or weakening
ice shelves. However, this adversarial approach tends to neglect specific physi-
cal processes in favor of simplification toward a single resolution of whether basal
channels may be deemed to have a net positive or negative impact on ice shelf sta-
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bility. Rather, the evidence shows nuance regarding how different ice shelves are
affected by their basal channels.
Channelized basal melt was first observed on the floating portion of Peter-
mann Glacier in Greenland by Rignot and Steffen (2008), who speculated that the
formation of channels should mechanically weaken the ice shelf. Later, an air-
borne survey of Petermann Glacier provided evidence that channelized thinning
indeed structurally weakened the ice shelf and led to a series of major calving
events (Mu¨nchow et al., 2014). Elsewhere in Greenland, Motyka et al. (2011) found
that increased availability of warm deep water from the Irminger Current (Holland
et al., 2008a) led to enhanced buoyancy-driven convection beneath the ice tongue
of Jakobshavn Isbræ, which formed a single basal channel where thinning rates ex-
ceeded 200 m yr−1, and this enhanced channelized melt has likely contributed to
ongoing speedup and retreat of the glacier.
Around Antarctica, ice shelf basal channels are most densely concentrated
in regions where warm Circumpolar Deep Water (CDW) has at least intermittent
access to ice shelf bases, particularly in the Amundsen and Bellingshausen Sea
sectors of West Antarctica where ice shelves are currently undergoing rapid change
(Alley et al., 2016; Pritchard et al., 2012; Rignot et al., 2013; Depoorter et al., 2013;
Paolo et al., 2015). The correlation between the presence of basal channels and ice
shelf thinning is not an indication that basal channels lead to high rates of thinning;
however, observations do suggest that the presence of basal channels can encourage
mechanical failure within an ice shelf. Vaughan et al. (2012) found that the nonuni-
form ice thickness associated with basal channels in Pine Island Ice Shelf sets up
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Figure 3.1: Profile view of laser surface elevation and radar basal elevation data
collected by NASA IceBridge at Nansen Ice Shelf, Terra Nova Bay, East Antarc-
tica. Note the difference in scales of surface and basal elevation axes. The large,
kilometers-wide basal channel creates a large-scale surface depression, where water
collects into one to two rivers. The water mass of the rivers causes local drawdown
at the ice shelf base.
local hydrostatic imbalances, bridging stresses within the ice, and a resulting tensile
stress field that creates basal crevasses in the crests of basal channels and surface
crevasses between channels. A similar crevasse pattern was reported at Larsen C
Ice Shelf by McGrath et al. (2012a). Basal crevasses can break through a third of
the ice thickness, suggesting mechanical stability may be compromised particularly
within channels, where ice is already thinner than its surroundings. In support of
the idea that basal channels may be preferential paths for mechanical failure, Alley
et al. (2016) showed that Roi Baudouin Ice Shelf has clearly split along the path
of a basal channel. Meanwhile, Dow et al. (in review) link a major calving event
at Nansen Ice Shelf to hydrofracture driven by surface rivers which formed over a
basal channel (Figure 3.1) similar to the surface rivers which form over basal chan-
nels at Amery Ice Shelf (Phillips, 1998; Fricker et al., 2009). As the basal channel
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at Nansen Ice Shelf provided a preferred path for the surface river which led to
the 2016 calving event, it is reasonable to assume a similar process may take place
on other ice shelves around Antarctica which may see increased surface melt in a
warming climate. An alternative hypothesis is put forth by Bell et al. (2017), who
suggest that at Nansen and other ice shelves throughout Antarctica where surface
water systems have been observed (Kingslake et al., 2017), the hydrological sys-
tems may play a role in protecting the ice shelves from hydrofracture by exporting
water from the surface.
Further arguments that basal channels strengthen ice shelves come from two
ocean modeling studies by Gladish et al. (2012) and Millgate et al. (2013). In each
study, an idealized ice shelf geometry similar to Petermann Glacier or Pine Island
Glacier was used to investigate parameters that affect channelized melt. Both stud-
ies found that increasing the total number of longitudinal channels in a 20 km wide
ice shelf domain prevented the formation of major plumes and thereby reduced
overall ice shelf melt. However, two points are worth noting: First, neither study
attempted to model ice mechanics, and instead used total ice shelf melt as a proxy
for overall ice shelf weakening; yet, ice shelves fail due to concentrated stress such
as the elevated stress observed within channels—ice shelves do not fail simply from
area-averaged thinning. Second, both studies concluded that increasing the number
of channels protects an ice shelf by preventing the formation of fewer, larger chan-
nels which are associated with elevated melt rates. Using overall melt as a proxy
for ice shelf stability, one could argue that large channels have an overall effect
of weakening ice shelves. Indeed, when Gladish et al. (2012) attempted to model
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an ice shelf without any channels, a single jet formed and created a megachannel
which melted through the entire thickness of the ice shelf. Gladish et al. (2012) con-
cluded that Petermann’s many narrow channels protect the ice shelf by preventing
the formation of a single, high-melt-rate megachannel.
3.2 Basal channel formation
The presence of a longitudinal basal channel under an ice shelf indicates
focused convection-driven sub-ice melt. Convection can be focused by pre-existing
basal topography, by a persistent jet of buoyant subglacial discharge water circula-
tion within the ice shelf cavity.
3.2.1 Topography as a source of basal channels
Basal channels can sometimes be attributed to topographic undulations im-
parted by the bed before ice goes afloat, where the bed acts as a die in an extrusion
process. Subglacial topographic highs near the grounding line at Roi Baudouin Ice
Shelf in Dronning Maud Land, Antarctica form as eskers which result from sedi-
ment deposition in subglacial water conduits that widen close to the ocean (Drews
et al., 2017). Jenkins et al. (2006) found that a ridge in the grounding zone of Rut-
ford Ice Stream carves out a channel of thin ice, and channelization is then enhanced
by elevated melt rates within the channel compared to its surroundings. Similarly,
modeling efforts by Gladish et al. (2012) and Sergienko (2013) indicate that melt
channels require some topographic undulations to seed channel formation, though
the initial basal topography is not preserved as melt can dramatically reshape an
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initial perturbation.
Channelized melt can be the result of basal topography created by complex
stress fields over grounded ice whereby a ribbon of strain-thinned ice advects down-
stream and manifests as a basal channel and surface trough on an ice shelf. Glasser
et al. (2015) mapped approximately 3600 flow stripes throughout Antarctica, which
primarily originate on land, but are advected downstream and in many cases serve
as basal channels on ice shelves. Fricker et al. (2009) found that channels form in
the suture zones between the ice streams feeding Amery Ice Shelf, and similarly,
Dow et al. (in review) found that the basal channel and surface river system seen at
Nansen Ice Shelf lies at the confluence of Reeves Glacier and Priestly Glacier.
3.2.2 Subglacial discharge as a source of basal channels
Modeling by Sergienko (2013) and Dallaston et al. (2015) indicates that in
the absence of basal topographic features, a rising plume can be sufficiently focused
by localized subglacial freshwater discharge such that its high rate of convection can
melt a channel into the ice shelf base. Locations of subglacial discharge modeled
by Le Brocq et al. (2013) are well aligned with surface troughs visible in satellite
imagery on the Filchner-Ronne Ice Shelf and elsewhere around Antarctica (Marsh
et al., 2015; Alley et al., 2016). Le Brocq et al. (2013) argue that subglacial out-
flows are a more effective means of generating channels than natural convective
heat transfer from the ocean alone, and Langley et al. (2014) showed that even in
the cold waters below Fimbul Ice Shelf a network of basal channels has developed,
likely as a result of subglacial meltwater from Jutulstraumen Glacier (Alley et al.,
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2016).
3.2.3 Cavity circulation as a source of basal channels
In some cases, longitudinal basal channels cannot be attributed to any topo-
graphic or hydrographic features, but seem to form spontaneously. In the absence
of basal topography to steer a rising plume, or of localized subglacial discharge to
focus convection, distributed rising meltwater may converge into a jet and create
a melt channel. The location of the jet may be affected by thermally-driven cir-
culation within the water cavity (Gwyther et al., 2016), but in many cases the jet
will preferentially form on the return-flow side of the ice shelf corresponding to
Coriolis-driven circulation (Gladish et al., 2012). In Antarctica, this corresponds
to the western flank of a northward-flowing ice shelf or the northern flank of an
eastward-flowing ice shelf such as Totten Glacier Ice Shelf (Potter and Paren, 2013;
Holland and Feltham, 2006; Mankoff et al., 2012).
3.2.4 Transverse channels
Discussion has thus far focused on longitudinal channels which approxi-
mately follow the path of ice flow. However, several ice shelves around Antarctica
exhibit transverse features with a surface relief of ∼20 m and corresponding basal
relief of ∼200 m, and in many cases these transverse features crosscut longitudinal
channels. Although the transverse features are not aligned with ice flow, they are
approximately linear and have similar geometry to longitudinal channels. Trans-
verse channels have been observed at Larsen C Ice Shelf (McGrath et al., 2012b),
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Getz Ice Shelf (Alley et al., 2016), Thwaites Glacier (Logan et al., 2013), Pine Is-
land Ice Shelf (Bindschadler et al., 2011b), and Totten Glacier Ice Shelf (Greene
and Blankenship, in press). The transverse channels on Pine Island Ice Shelf were
first attributed to seasonal basal melt at the grounding line modulated by atmo-
spheric forcing of the CDW layer, with the argument that ripples of approximately
annual periodicity must be caused by annual variations in forcing (Bindschadler
et al., 2011b). Annual variability of ice speed was ruled out as a possible cause of
the transverse channels because variations in basal stress should be transmitted to
the surface instantaneously, whereas the transverse channels at Pine Island Ice Shelf
appear a few kilometers downstream of the grounding line.
It is worth noting that the ice thickness amplitudes corresponding to the
transverse channels at Pine Island Ice Shelf exceed 200 m, so by basal melt alone,
melt rates would need to be highly localized and exceed 400 m yr−1 in a narrow
band near the grounding line for part of each year, followed by nearly no melt for
the rest of the year. Such high melt rates are unlikely and the proposed narrow
focusing of melt is contradicted by Stanton et al. (2013) and Dutrieux et al. (2013)
who observe that melt is not limited to the grounding zone of Pine Island Ice Shelf,
but persists for half the length of the ice shelf. An alternative explanation for the
transverse channels at Pine Island Ice Shelf is given by Sergienko (2013), who
shows that periodic transverse variations in ice thickness can form on an ice shelf
in steady state with constant ice flow and constant oceanic forcing as a mechanical
response to lateral shear along the sides of a bounded ice shelf.
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3.3 Longitudinal basal channels after formation
After receiving some initial guidance from topography, water column cir-
culation, or subglacial outflows, basal channels are melted into their form by con-
vective heat transfer driven by theromhaline circulation. Water circulation within
a channel is similar to the ice pump described by Lewis and Perkin (1986), but a
clarification should be made that basal channels do not necessarily involve the ac-
cretion of marine ice toward the ice shelf front. In most models and observations,
channelized melt appears to follow Mode 1 of the ice pump described by Jacobs
et al. (1992), whereby melt is concentrated at the deepest part of the ice shelf base
and tapers with distance from the grounding line. The tendency of melt to be fo-
cused in the region of channel formation has been observed by Rignot and Steffen
(2008) at Petermann Glacier, Jenkins et al. (2006) at Rutford Ice Stream, Stanton
et al. (2013) and Dutrieux et al. (2013) at Pine Island Ice Shelf, Le Brocq et al.
(2013) at Filchner-Ronne Ice Shelf, Marsh et al. (2015) at the Ross Ice Shelf, and
in models by Gladish et al. (2012) and Sergienko (2013).
3.3.1 Focused basal melt where channels form
Channel formation typically occurs near the grounding line, where melt
rates are high because the ice base is deep within the water column where the
pressure-melting temperature is suppressed (Jenkins and Doake, 1991); basal to-
pography is steep, which is associated with high rates of heat entrainment within
the mixed layer (Little et al., 2009); and the deepest part of the water cavity is where
dense, warm CDW is most likely to be present (Thoma et al., 2008; Wa˚hlin et al.,
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2010; Jacobs et al., 2011; Rintoul et al., 2016). In some locations around Antarc-
tica, channels appear to form away from the grounding line (Alley et al., 2016), but
the formation process for such channels is not fully understood.
3.3.2 Plume flow within basal channels
In the ice pump mechanism, the cycle of ice/ocean interaction begins near
the grounding line, where the relative warmth of the ocean water begins the melt
process. As meltwater is entrained into the mixed layer along the ice shelf base,
the mixed layer becomes increasingly buoyant and rises along the ice shelf base
with increasing velocity. Rates of heat transfer and subsequent melt are positively
related to the velocity of water as it interacts with ice (Holland et al., 2008b; Glad-
ish et al., 2012; Gwyther et al., 2015). This creates a positive feedback mechanism
whereby meltwater increases the buoyancy of a rising plume, which increases the
plume velocity, which increases melt and entrains more buoyant meltwater into the
rising plume. However, the addition of cold meltwater into the mixed layer also re-
duces the mixed layer temperature and therefore reduces its capacity to induce melt.
Furthermore, as water rises toward the ocean surface, the local pressure-melting
temperature increases and the water temperature must decrease. This represents
a negative feedback mechanism whereby rising water with an increasing propor-
tion of cold meltwater will have a decreasing capacity to cause melt. Accordingly,
channelized melt is most intense near the grounding line in models (Gladish et al.,
2012; Millgate et al., 2013; Sergienko, 2013; Dallaston et al., 2015) and observa-
tions (Rignot and Steffen, 2008; Dutrieux et al., 2013; Stanton et al., 2013; Le Brocq
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et al., 2013; Marsh et al., 2015).
After inducing melt near the grounding line, a rising channelized plume of
water may become mixed such that it matches the density of the surrounding water
column, at which point the plume may detrain and no longer interact with the ice
shelf base (Jacobs et al., 1992; Gladish et al., 2012). If, however, the plume main-
tains buoyancy relative to its surroundings, it will continue to rise along the channel
and can exit the ice shelf cavity in a focused jet that creates an open-water polynya
at the ice shelf front (Mankoff et al., 2012; Alley et al., 2016). If polynya wa-
ter contains iron-rich subglacial meltwater, it can provide fertilization for plankton
blooms (Death et al., 2014; Herraiz-Borreguero et al., 2016), which are observable
in satellite imagery (Arrigo and Van Dijken, 2003).
If the water cavity is sufficiently cold, rising channelized plume water may
complete the ice pump cycle (Lewis and Perkin, 1986) by generating frazil ice crys-
tals that accrete on the ice shelf base (e.g., Oerter et al., 1992; Holland et al., 2009).
Channelized freeze-on of marine ice has not yet been directly observed in Antarc-
tica, although bands of marine ice at Amery Ice Shelf (Fricker et al., 2001; Craven
et al., 2009) apparently align with flow stripes visible in satellite imagery.
3.3.3 Channels amplitude decay
Marine ice accumulation may act to fill in basal channels away from the
grounding zone, but even in the absence of channelized freezing, other processes
act to smooth basal topography toward the ice shelf front. Away from the ground-
ing line, melt rates within channels decline considerably while the keels between
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channels may descend into deeper, warmer water where melt continues (Dutrieux
et al., 2013). Simple spreading of ice also tends to diminish channel amplitudes as
thickness gradients encourage channels to slowly close by diffusion (Casassa and
Whillans, 1994; Gudmundsson et al., 1998).
3.3.4 Bridging stresses in channelized ice
In addition to gravitationally-driven diffusion, complex stress fields can af-
fect channel shape wherever ice is not in local hydrostatic equilibrium. A basal
channel whose width is on on the order of an ice thickness or less must be sup-
ported at least partly by bridging stresses from the sides of the channel (Vaughan
et al., 2012; Humbert et al., 2015). As a result, the horizontal velocity of the ice
may not be constant with depth as ice tends to converge toward the center of chan-
nels at the surface while diverging from the channel crests at the ice base (Dutrieux
et al., 2013; Drews, 2015). The depth-dependent stress field can produce surface
crevasses between channels and basal crevasses in the crests of channels (Vaughan
et al., 2012; McGrath et al., 2012b).
3.4 Evidence of channels in satellite imagery
Flow stripes have been observed in satellite imagery around Antarctica
(Fahnestock et al., 2000; Glasser et al., 2015). In many cases, flow stripes on ice
shelves correspond to basal channels whose topography can be mapped by photo-
metric methods (Raup et al., 2005) or laser altimetry (Fricker et al., 2009; Mu¨nchow
et al., 2014; Marsh et al., 2015; Alley et al., 2016). The presence of polynyas in
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satellite images can also provide evidence for channelized plume flow. Mankoff
et al. (2012) analyzed a time series of satellite images and found polynyas at the
outlets of three basal channels in Pine Island Ice Shelf. Alley et al. (2016) followed
a similar procedure and determined that ice shelf front polynyas are most often
associated with channels formed by ocean forcing rather than subglacial discharge.
3.5 Temporal evolution of longitudinal basal channels
Where an ice shelf exhibits longitudinal surface depressions that become
more or less pronounced over time, the localized changes can be interpreted as
changes in channelized basal melt, with two exceptions: First, if a channel appears
to become deeper along one flank while becoming shallower along the opposite
flank in an Eulerian measurement, changes in ice flow direction may be responsible
for advecting the channel to one side. A Lagrangian measurement of a laterally-
advected channel should indicate no significant change but requires contempora-
neous velocity measurement rather than a steady-state velocity assumption. Sec-
ond, longitudinal changes in surface elevation can be caused by local surface mass
balance anomalies such as blowing snow or surface meltwater-driven firn collapse
which may align with the channelized surface topography. The spatial resolution of
current atmospheric and firn models is too coarse to account for the kilometer-scale
phenomena of interest (Lenaerts et al., 2012; Ligtenberg et al., 2011) so we must
acknowledge that surface processes may contaminate the assumption that surface
elevation anomalies are caused purely by changes in basal melt.
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3.5.1 A subglacial source moves or changes its discharge rate
Longitudinal surface elevation changes linked to basal melt may be caused
by changes in subglacial discharge, grounding line migration, or a changing water
circulation pattern beneath the ice shelf. In agreement with models by Gladish et al.
(2012) which show that channelized melt rates can be highly sensitive to plume ve-
locity driven by subglacial discharge, Le Brocq et al. (2013) argue that subglacial
outflows are a much more efficient means of incising basal channels compared to
ocean-driven melt alone. Thus, longitudinal changes in surface elevation observed
near the grounding line may be caused by changes in melt driven by subglacial dis-
charge, particularly if channels align with subglacial discharge locations predicted
by water-routing software.
Subtle changes in subglacial discharge rates have not yet been observed by
surface altimetry; however, changes in subglacial discharge locations have been
observed where the advected surface elevation record shows channel shutdown in
concert with the appearance of a neighboring channel (Le Brocq et al., 2013; Marsh
et al., 2015). The appearance of a new basal channel timed with the shutdown of a
neighboring channel implies changes in the pressure gradient beneath grounded ice
which results in subglacial water flow switching. A change in channelized melt rate
aligned with a predicted subglacial discharge location implies changes in subglacial
discharge rate, which may be linked to subglacial lake drainage events.
Given the iron-rich nature of subglacial meltwater, changes in subglacial
discharge may potentially be inferred from biological productivity measurements at
the channel terminus. However, such a detection would require that the subglacial
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discharge rise fully to the surface without detraining from the plume.
3.5.2 Grounding line migration incises new basal topography
Where changes in channelized basal melt near the grounding line cannot be
linked to subglacial discharge, grounding or ungrounding from local topographic
highs could result in basal topographic changes sufficient to change channelized
melt. Grounding line migration has been observed at Totten Glacier (Li et al., 2015),
and airborne radar data (Blankenship et al., 2011) may be available to confirm the
presence or absence of topographic features available to incise basal channels.
3.5.3 Changes in ocean forcing
Gwyther et al. (2016) have shown that the water circulation pattern beneath
an ice shelf can be affected by the large-scale availability of heat in the water cavity.
At the Totten Glacier Ice Shelf, a sufficiently large increase in water temperature
from the ocean could induce increased melt on the southern side of the ice shelf
where a new plume could form a jet, incise a new channel, and deflect ice shelf cav-
ity circulation away from the Coriolis-preferred northern flank of the ice shelf. This
case would require an ocean-driven water temperature increase of several degrees,
which is expected to be paired with large-scale changes in surface elevation and ice
velocity (Christianson et al., 2016).
The shifting water circulation patterns modeled by Gwyther et al. (2016)
were in response to a rather large 2.4◦C increase in ocean temperature. Such reorga-
nization may not occur or be observable from smaller changes in ocean temperature,
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which are expected to induce an approximately quadratic increase in melt rate as a
result of increased thermal forcing (Holland et al., 2008b). If the entire water cavity
experiences a small increase in temperature, melt rates beneath the entire ice shelf
are expected to increase accordingly and be observed as broad-scale surface low-
ering. By an alternative mechanism of ocean forcing, a rising thermocline should
generate increased melt primarily in a band of basal elevations corresponding to the
change in thermal forcing (Padman et al., 2012).
3.5.4 Interpretation of surface elevation change
Chapter 4 presents a method of detecting surface elevation change using re-
peat photoclinometry applied to a fifteen year record of MODIS images. Changes
observed with the repeat photoclinometry technique may be interpreted with the fol-
lowing guidelines. Wherever channelized melt rates change, the resulting surface
elevation pattern is expected to be asymmetric about the centerline of the channel.
At Totten Glacier Ice Shelf, an increase in channelized melt should lead to a thicker
mixed layer and increased plume velocity on northern channel flanks due to Cori-
olis steering (Gladish et al., 2012; Sergienko, 2013). Steeper surface slopes have
been observed on the Coriolis-preferred side of longitudinal channels on ice shelves
around Antarctica (Alley et al., 2016) and are expected at Totten Glacier Ice Shelf.
Millgate et al. (2013) found that when basal channels are narrow, Coriolis effects
are not observed within them and circulation in the channels is fundamentally al-
tered. However, such narrow channels are unlikely to be sufficiently resolved in
surface altimetry due to bridging support within the ice (Humbert et al., 2015) and
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are thus not investigated in this surface-altimetry-based work.
3.6 Nansen Ice Shelf
Research for this dissertation included an investigation of the role played
by a large basal channel in Nansen Ice Shelf, Terra Nova Bay, East Antarctica, in
contributing to a major calving event in April 2016. The full study was led by Chris-
tine Dow at the University of Waterloo, and its findings are that the presence of an
ice shelf basal channel produced a surface depression, where melt water concen-
trated, caused hydrofracture, and lead to calving (Dow et al., in review). The paper
relies on a high-resolution digital elevation model (DEM) to understand surface hy-
drology. The process used to generate the Nansen Ice Shelf DEM and scientific
rationale for each step is discussed below.
3.6.1 Surface DEM generation
To understand the surface hydrology of Nansen Ice Shelf, I generated a 50 m
resolution surface DEM by combining a 1 km gridded elevation dataset by Bamber
et al. (2009), the 1 arc-second ASTER GDEM2, and over 90,000 laser altimetry
measurements from ICESat (Zwally et al., 2014), IceBridge ATM, and IceBridge
Riegl. The custom DEM blends the high precision of ASTER GDEM2 for short-
wavelength topographic features with the superior accuracy of the Bamber et al.
DEM (BDEM) for large-scale features.
A custom surface DEM was developed for this work because all readily-
available DEMs fail to sufficiently replicate the surface water routing behavior
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Figure 3.2: The primary components of our custom DEM for Nansen Ice Shelf are
the 1 km BDEM which contributes topographic features longer than 4250 m, and
the 1 arc-second ASTER GDEM2 which contributes features whose characteristic
wavelength exceed 4250 m. The upper panels show surface elevation in brown
tones and the difference between laser altimetry and interpolated DEM values in a
polar colormap. Lower panels show flow accumulation for each DEM predicted by
TopoToolbox-2. The location of the surface river observed in 2014 appears as a red
line in all panels.
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which has been observed on Nansen Ice Shelf. Several publicly-available DEMs
were directly compared to satellite- and airborne laser altimetry using the data inter-
polation functions in Antarctic Mapping Tools for MATLAB (Greene et al., 2017b).
Of the available DEMs, BDEM exhibited the best fit (zlaser−zDEM = 0.5 m± 3.7 m)
with over 15,000 laser altimetry measurements taken over the ice shelf and ASTER
GDEM2 was the poorest performer (zlaser − zDEM = 10.3 m ± 51.4 m). In addition
to absolute elevation error, DEM accuracy was assessed by estimating surface wa-
ter routing for each DEM with TopoToolbox-2 (Schwanghart and Scherler, 2014).
Each of the 1 km DEMs allow the formation of a surface river in the rough proxim-
ity of the river observed in 2014, but the finer-resolution ASTER GDEM2 produced
clearly nonphysical flow accumulation including apparent landward-flowing rivers.
Absolute error and predicted surface water routing for BDEM, ASTER GDEM2,
and our custom DEM are shown in Figure 3.2.
BDEM was selected as the basis for the large-scale topography of the cus-
tom surface DEM. However, due to the poor performance of contributing radar
altimetry along the steep topography that bounds Nansen Ice Shelf, and due to
uncertain firn depth correction in radar altimetry, we adjusted the BDEM using
all available laser altimetry in the region. The BDEM was produced in part with
ICESat laser altimetry; however we use ICESat data release version 34 (Zwally
et al., 2014), which includes a necessary range correction. ICESat measurements
with any quality flags or gain values exceeding 30 were discarded. We also in-
clude airborne laser altimetry from the IceBridge Riegl (Blankenship et al., 2013)
and ATM (Krabill, 2010, updated 2016) sensors. All laser altimetry measurements
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were given a coefficient of flexure based on ice mechanics using the Antarctic Map-
ping Tools iceflex interp function (Greene et al., 2017b), then corrections were
applied for tides using CATS2008b (Padman et al., 2002) and weatherband-filtered
inverse-barometer effects (Padman et al., 2003) with ECMWF ERA-Interim surface
pressure reanalysis data (Dee et al., 2011). Corrections applied to floating ice mea-
surements were small and contributed very little to the final DEM, but are included
as proper treatment of the data.
A surface was fit to the differences between measured laser altimetry surface
elevations and interpolated BDEM elevations, then the fitted surface was added to
BDEM and interpolated to 50 m resolution. Adjustments to BDEM were minor
(<4 m) within the watershed of the observed surface river, but reached 20 m in a
small area near the north end of Nansen Ice Shelf. After adjusting BDEM with laser
altimetry data, the adjusted BDEM was then converted from a WGS84 ellipsoid
height reference to the GL04-C geoid reference (Fo¨rste et al., 2008).
Despite the large-scale inaccuracies of ASTER GDEM2 and its failure to
produce plausible surface water routing on Nansen Ice Shelf, stereo photogram-
metry offers unparalleled small-scale precision. We employed a 3x3 median filter
on the ASTER GDEM2 to reduce speckle and to serve as an anti-aliasing mech-
anism before interpolation to the 50 m grid. After interpolation, large areas of
missing data were filled with values from the adjusted BDEM, but a 500 m gap
between ASTER GDEM2 values and infilled values was retained, then filled using
an inverse-distance weighting method to smooth the transition between ASTER
GDEM2 values and adjusted BDEM values. Remaining holes in the ASTER
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GDEM2 were filled by an inverse distance weighting algorithm. We do not attempt
to model the surface where the ASTER GDEM2 is missing a large section of data
near the southern seaward edge of Nansen Ice Shelf. ASTER GDEM2 contains an
area of missing data and some likely erroneous pits and spikes due to the presence
of surface snow near (74.8◦S,163.5◦E), but this region has negligible effects on final
water routing predictions.
The custom DEM for Nansen Ice Shelf was created by summing the filled
ASTER GDEM2 and the Gaussian low-pass-filtered adjusted BDEM, then sub-
tracting the Gaussian low-pass-filtered filled ASTER GDEM2. The final product
contains long-wavelength features from the adjusted BDEM and short-wavelength
features from the filled ASTER GDEM2. By this method, 2pi times the standard
deviation of the Gaussian filter effectively represents the crossover wavelength at
which the adjusted BDEM and the filled ASTER GDEM2 contribute equally to the
final DEM.
The crossover wavelength was determined using TopoToolbox-2 to predict
flow paths for many DEM solutions wherein a point source of water was placed at
the headwaters of the surface river observed in 2014. Resulting flow path predic-
tions were then converted to curvilinear coordinates with coordinates of the surface
river picked manually from satellite imagery as the known river centerline. The
best match was found with an effective crossover wavelength of 4250 m, which
reproduced river flow within 347 m rms error of the observed river flow path (Fig-
ure 3.3). It should be noted that the river flow path is relatively insensitive to the
choice of crossover wavelength and is reproduced within 1 km rms error whether
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Figure 3.3: The crossover wavelength determines the relative contributions of
BDEM versus ASTER GDEM2 in the final custom DEM. Low values of the
crossover wavelength toward the left side of the series above favor contribu-
tions from BDEM. The relative contribution of ASTER GDEM2 increases as the
crossover wavelength is increased; end members are shown in Figure 3.2. Lower
panels show a flow accumulation model applied to each DEM. Flow accumulation
predictions were compared to surface river observations to determine the optimum
crossover wavelenth of 4250 m.
the adjusted BDEM is used alone or if it is blended with filled ASTER GDEM2 up
to a crossover wavelength of 12 km. The robustness of the river feature implies it is
driven by underlying large-scale topographic phenomena.
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Chapter 4
Detecting small-scale ice sheet surface evolution by
repeat photoclinometry
Small-scale glaciological processes can drive large-scale ice sheet behavior,
but remain underreported due to a paucity of surface elevation measurements in
remote polar regions. Satellite images provide a relatively long record of spatially
dense surface observations which allow us to investigate changes in ice sheet to-
pography on the spatial scales of 1 to 10 km. Inferring surface topography from
satellite images is an established technique, but in previous efforts strict require-
ments for illumination conditions and image quality have led to a great quantity of
discarded data. Relaxing quality requirements and fitting linear trends to the time
series of image-derived surface topography allows inclusion of more total signal
and enables blending data from multiple platforms. As a proof of concept we com-
bine 121 MODIS images to develop a 250-m resolution map of surface elevation
change at Totten Glacier, Antarctica achieving a 1-σ uncertainty of 0.22m a−1 for
a 15 year period. Our method of repeat photoclinometry agrees with repeat laser
The contents of this chapter are in publication as C. A. Greene and D. D. Blankenship. A
method of repeat photoclinometry for detecting kilometer-scale ice sheet surface evolution. IEEE
Transactions on Geoscience and Remote Sensing, in press. doi: 10.1109/TGRS.2017.2773364. The
work presented here was conceived of and carried out primarily by the author of this dissertation.
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altimetry while revealing clear patterns of surface elevation change associated with
ice advection, channelized ice shelf basal melt, subglacial lake activity, and possible
grounding line migration.
4.1 Historical applications of photoclinometry
In Greenland and Antarctica, surface topography on the order of 1 to 10 km
horizontal scale provides insight into processes occurring below the ice sheet (Gud-
mundsson, 2003; Thorsteinsson et al., 2003; Sergienko et al., 2007; Smith et al.,
2009; Dutrieux et al., 2013). For example, activity in complex networks of sub-
glacial lakes can manifest as choreographed changes in localized surface elevation
(Flament et al., 2014; Smith et al., 2017). Subglacial lakes can affect the flow of
overlying ice (Bell et al., 2007; Stearns et al., 2008; Gudlaugsson et al., 2016) and
their presence has been confirmed throughout Antarctica (Wright and Siegert, 2012)
and in Greenland (Howat et al., 2015; Palmer et al., 2015; Willis et al., 2015).
Where an ice sheet goes afloat to form ice shelves, long, narrow basal chan-
nels can develop by a number of processes (Gladish et al., 2012; Le Brocq et al.,
2013; Sergienko, 2013; Graham et al., 2013; Marsh et al., 2015), may serve to
structurally weaken (Vaughan et al., 2012) or stabilize (Gladish et al., 2012; Mill-
gate et al., 2013) the ice, and can provide a centuries-long record of ice shelf be-
havior (Fahnestock et al., 2000). Surface expressions of basal channels have been
observed around Antarctica (Alley et al., 2016) and in Greenland (Mu¨nchow et al.,
2014). Understanding the respective roles of subglacial lakes and ice shelf basal
channels requires an ability to accurately measure surface topography and monitor
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topographic changes through time.
Photoclinometry1 is a well-established method of extracting topographic in-
formation from a single image such as a satellite photograph. For an image of a
surface of uniform albedo, the brightness of each pixel is assumed to be related
to the target’s surface slope, and topography is generated by integrating along the
inferred slopes. Van Diggelen (Van Diggelen, 1951) applied photoclinometry to
images of the Moon and the technique has since been applied to other astronom-
ical objects (e.g., (Wildey, 1975; Howard et al., 1982)). On Earth, photoclinom-
etry has been used to study land and atmospheric phenomena including volcanic
plume top topography (Glaze et al., 1999). Applications to the cryosphere began
when Dowdeswell and McIntyre (Dowdeswell and McIntyre, 1987) used Land-
sat imagery to characterize Antarctic surface roughness and Rees and Dowdeswell
(Rees and Dowdeswell, 1988) quantified the slope uncertainty for photoclinometry
applied to Landsat images of snowy regions. Bindschadler and Vornberger (1994)
described in detail how to use a Landsat TM image to obtain the surface topography
of Kamb Ice Stream, Antarctica while Cooper (Cooper, 1994) generated a surface
of Rutford Ice Stream, Antarctica from a SPOT 1 image. Scambos and Fahne-
stock(Scambos and Fahnestock, 1998) generated topography from an Advanced
Very High Resolution Radiometer image and the work was later extended to de-
velop a complete elevation map of the Greenland Ice Sheet (Scambos and Haran,
2002). Bindschadler et al. (2002) used photoclinometry to characterize surface do-
1In some texts, photoclinometry may be referred to as shape-from-shading or photometry. The
method of photoclinometry described in this paper and the use of stereo photography to generate
surface topography are different types of photogrammetry.
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lines on Larsen Ice Shelf, Antarctica and Liu (2003) introduced yet another method
of extracting shape from shading in a SPOT image of Crary Ice Rise, Antarctica.
Photoclinometry has proven useful for generating static topography, but has not
gained traction as a tool to investigate surface elevation changes through time, per-
haps due to a conception that the high-noise technique cannot reliably detect small
signals of elevation change.
Small-scale surface elevation changes have been observed by a number of
other remote sensing methods including laser altimetry (e.g., (Fricker et al., 2007;
Fricker and Scambos, 2009; Young et al., 2015)), interferometric synthetic aperture
radar (InSAR) (Gray et al., 2005), and satellite image differencing (Fricker et al.,
2007; Fricker and Scambos, 2009; Bindschadler et al., 2010), but each method
comes with a unique set of limitations. The common thread among all altimetry
in polar regions is a chronic paucity of data in space and time. Large gaps exist
between ground tracks of satellite altimeters and data collection is often limited by
clouds, surface slopes, and relatively short sensor lifespans.
In many locations stereo photogrammetry can provide high-resolution sur-
face topography (Shean et al., 2016), but data coverage is limited by a relative rarity
of satellites with stereo capability and by restrictions on surface conditions and il-
lumination angles for stereo processing. Stereo photogrammetry benefits from high
contrast provided by rock outcrops, blue ice, surface debris, and well-defined sur-
face features, but performance suffers where images appear nearly featureless.
The method of photoclinometry detailed in this paper excels in large re-
gions of uniform albedo, but is limited by a fundamental assumption that all vari-
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ations in image brightness are a function only of variations in surface slope. The
direct relationship between surface slope and pixel brightness breaks down in the
presence of nonuniform snow grain size (Dozier et al., 1981; Kuipers Munneke
et al., 2008), heterogeneously distributed snowpack density (Warren, 1982), sur-
face frost (Scambos and Fahnestock, 1998), shadows (Cooper, 1994), or inclusion
of any materials such as nunataks that do not perfectly match the optical proper-
ties of snow (Hurt, 1991). But in regions of uniform albedo, the satellite image
record can provide decades of small-scale topographical information. Individual
digital elevation models (DEMs) generated by photoclinometry typically contain
appreciable amounts of noise, but by fitting a linear trend to many photoclinomet-
ric DEMs of a region, small-scale surface elevation trends can be measured to a
level of precision which may be useful for glaciological applications. In this pa-
per we describe a method of constructing DEMs by photoclinometry and we use
15 years of MODerate-resolution Imaging Spectroradiometer (MODIS) images of
Totten Glacier, Antarctica as a test case to assess the characteristic noise of the
measurement technique. Uncertainty estimates are validated by comparison to laser
altimetry.
4.2 DEM construction
4.2.1 Preprocess satellite images
Photoclinometry can be applied to airborne or satellite images. For this
analysis we use MODIS images collected from Aqua and Terra satellites in the
band 2 spectral range, which spans 841 nm to 876 nm and has a spatial resolution of
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250 m. The MODIS dataset was selected because it is freely available for research
purposes and offers a consistent 15+ year record with at least 20 images per year of
much of coastal Antarctica and Greenland. We use publicly available images of East
Antarctica’s Sabrina Coast (Scambos et al., 2001, updated 2017) and we manually
discard any images where clouds are visible over Totten Glacier. We rotate each
image such that rows of pixels align with the direction of the sun. Rotation is
performed by the imrotate function in MATLAB, which applies a simple rotation
matrix transformation with bicubic interpolation.
4.2.2 Construct a reference DEM
Before performing photoclinometry, we construct a reference DEM
(RDEM) which will be used to both calibrate the photoclinometric relation for each
image, and to constrain final DEMs to known large-scale topography. To begin,
we evaluated the accuracy of existing gridded DEMs using available laser altime-
try measurements. Surface elevations from three publicly available 1 km resolution
DEMs were referenced to the WGS84 ellipsoid and bilinearly interpolated to the lo-
cations of 399,892 elevation measurements obtained by satellite and airborne laser
altimetry. The procedure by which we processed laser altimetry is described in the
Appendix. Accuracy of each DEM is shown in Figure 4.1. Bedmap2 (Fretwell
et al., 2013) performs poorly, with surface elevation errors exceeding 170 m near
the deep western grounding line of Totten Glacier. A DEM compiled by Bamber et
al. (Bamber et al., 2009) was expected to agree well with laser altimetry because it
was generated in part with ICESat data, but it shows a mean offset of 6.8 m when
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Figure 4.1: Laser altimetry reveals large errors in current publicly available 1 km
Antarctic surface DEMs. Errors are shown as the mean difference between laser
altimetry measurements and interpolated DEM values ± one standard deviation of
differences. We developed a reference DEM (RDEM) by fitting a surface to the
difference between 399,892 laser altimetry measurements and the DEM developed
by Helm et al. (Helm et al., 2014), then added the difference surface to the Helm
et al. DEM. Remaining errors in RDEM are due to small-wavelength features not
captured by the 1 km RDEM and a changing surface over the ∼10 years of ICESat
and ICECAP laser altimetry data collection.
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airborne laser altimetry is included in the comparison. A DEM constructed from
CryoSat-2 data by Helm et al. (Helm et al., 2014) exhibits a substantial mean offset
of 12.4 m, but after accounting for the mean offset the Helm et al. DEM shows the
lowest standard deviation of error.
Inspection of Figure 4.1 reveals that errors are spatially correlated within
each of the 1 km DEMs. The spatial correlation allows us to fit a surface to the
errors and we construct RDEM by adding the fitted surface of errors to the 1 km
DEM provided by Helm et al. (Helm et al., 2014). A smoothing parameter is man-
ually tuned in the surface fitting process to provide the best fit with laser altimetry
while disallowing any surface dips or spikes which would be visible in shaded-relief
imagery of the resulting surface. The resulting difference between laser altimetry
and RDEM is 0.0 ± 6.4 m, which is primarily due to small-scale features not cap-
tured by the 1 km resolution of RDEM, but also reflects a changing surface over the
timespan of laser measurements.
4.2.3 Calibrate photoclinometry equation
To calibrate a relation between each satellite image and RDEM, we linearly
interpolate RDEM values to the geolocation of each pixel in the satellite image
then rotate the interpolated RDEM grid to match the sun-oriented satellite image.
The sun-oriented surface slope of RDEM αRDEM is then taken as the arctangent
of the surface elevation gradient along rows of the sun-oriented RDEM. Following
Raup et al. (Raup et al., 2005), we remove the elevation bulge associated with the
curvature of the Earth before calculating αRDEM. The elevation bulge ze relative to
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Figure 4.2: In regions of uniform albedo, surface brightness is related to surface
slope in the direction of sunlight. Left: Color shows a lowpass filtered MODIS
image from October 11, 2009. An InSAR-derived grounding line is overlaid in
black (Rignot et al., 2011a). Center: Color shows the lowpass filtered surface
slope of RDEM in the direction matching the illumination angle of the left panel.
Color is scaled such that white corresponds to zero slope in the direction of sun-
light. Surface elevation contours at 250 m intervals are overlaid in gray. Right: A
relation between pixel brightness in each MODIS image and surface slope is ob-
tained by a linear fit between all grid cells of the lowpass filtered MODIS image
and the lowpass filtered RDEM. Dipping DN values toward the left of the scatter
plot correspond to a small patch of blue ice.
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a flat plane is approximated as
ze =
√
r2e +
√
(x− xn)2 + (y − yn)2 − re, (4.1)
where re = 6360000 m is the approximate radius of the Earth at 67◦S, polar stere-
ographic coordinates (x, y) correspond to the location of each pixel, and (xn, yn)
describes the sensor’s nadir position in polar stereographic coordinates. Account-
ing for the curvature of the Earth is essential for proper calibration where an image
covers a large area such as the case of MODIS images, in which the Earth’s surface
drops more than 10 km from the center of an image to the edge.
Assuming a diffuse Lambertian surface (Lambert, 1760) of uniform albedo
and no shadows or sensor saturation present in the image, the digital number DN
of each pixel in an image is related to the sun-oriented surface slope α to the first
order by the photoclinometric relation
DN = A cos(θsun − α) +B, (4.2)
where θsun is the solar zenith angle2 and A and B are constants related to sensor
properties, surface reflectance, and atmospheric scattering (Bindschadler and Vorn-
berger, 1994). We calibrate Equation 4.2 in a manner similar to (Scambos and
Fahnestock, 1998) and (Scambos and Haran, 2002) using spatially lowpass-filtered
values of DN and αRDEM to find best-fit values of A and B by least squares. We
tested several images and found that a 2D moving average filter with a block size
2Some photoclinometry texts use the solar elevation angle, which is the complement of the solar
zenith angle.
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of 46 km (184 pixels) on each side provided the best correlation between DN and
αRDEM. Values of A and B are calibrated for each image and a correlation coeffi-
cient R describing the fit of all pixels is logged as a simple measure of goodness
of fit. An example calibration curve is shown in Figure 4.2 along with maps of
lowpass-filtered DN and αRDEM.
4.2.4 Build DEMs by photoclinometry
After calibrating the constants A and B for each image, Equation 4.2 is
rearranged to solve for sun-oriented surface slopes. We generate a surface from
each image as the cumulative sum of surface gradients along each row of the sun-
oriented image. At this point in the process, the initial DEM produced by photocli-
nometry is still rotated in the direction of the sun and its first column contains all
zero-elevation values, because elevation was taken as the cumulative sum of surface
gradients along each row, beginning with zero. It is possible to apply a scalar offset
to each row by constraining a column of elevations to corresponding RDEM val-
ues; however, due to errors that are integrated in the surface building process, the
scalar offset method results in horizontal corrugations that grow in amplitude with
increasing distance from the constraining column. To minimize integrated errors
and to tie DEMs to known large-scale topography we apply a 1D first-order high-
pass Butterworth filter with a cutoff wavelength of 25 km to each row of the DEMs,
then add RDEM values which have been lowpass filtered to the same wavelength.
As described in the Discussion section, the cutoff wavelength should be selected
as the smallest value sufficient to capture the physical phenomena under investi-
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gation. The final step is to rotate each DEM back to standard polar stereographic
orientation.
4.3 Measurement precision and accuracy
The method of DEM consruction presented in Section 4.2 results in a sur-
face which may contain appreciable noise at small scales and offers no information
about features larger than the prescribed cutoff wavelength. However, the long
record available and dense temporal coverage of MODIS data make it possible to
extract useful information about spatial variability of small-scale trends by analyz-
ing many DEMs constructed by repeat photoclinometry. In this section we assess
the characteristic uncertainty of surface elevation trends generated from a time se-
ries of photoclinometric DEMs and we compare to trend estimates obtained by laser
altimetry over Totten Glacier.
4.3.1 Uncertainty estimation by least squares
For a time series of DEMs with the linear trend removed, we find that el-
evation values at any given location typically exhibit a normal distribution with
standard deviation σz, indicating a least-squares trend line fit to N DEMs generated
from images collected at times t will have a characteristic uncertainty σtrend given
by
σtrend = σz
√
N
NΣt2 − (Σt)2 (4.3)
(Taylor, 1997). Equation 3 tells us that while each elevation measurement is charac-
terized by some constant uncertainty σz, uncertainty in the slope of the linear trend
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Figure 4.3: Left: A target level of uncertainty σtrend can be attained by fitting a
linear trend to many low-quality DEMs or fewer high-quality DEMs. This fig-
ure shows the average estimated trend uncertainty σ¯trend for N consecutive DEMs
meeting a correlation coefficient threshold Rthresh. Right: Uncertainty in local sur-
face elevation trend decreases with increasing temporal range because more DEMs
are included when fitting a trend line to each grid cell. Starting with 168 MODIS-
generated DEMs of Totten Glacier, best results are obtained by applying a quality
threshold Rthresh = 0.52, which limits the dataset to 121 DEMs. More stringent
values of Rthresh increase uncertainty by reducing the number of DEMs contribut-
ing to an estimate, while relaxing Rthresh to values lower than 0.52 degrades the
overall signal-to-noise ratio. A power-law fit to σ¯trend (Rthresh = 0.52) is shown as a
thin black curve.
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σtrend decays exponentially with increasing N . Due to variations in illumination
conditions, sensor angle, surface conditions, and partial cloud cover in some im-
ages, noise level varies by DEM, but is closely related to the correlation coefficient
R obtained in the calibration process described in Section 4.2.3. We use R as a
proxy for DEM quality and explore the effects of limiting trend analysis to DEMs
generated with R values exceeding a threshold Rthresh. Overall uncertainty σ¯trend
for a set of DEMs is taken as the mean σtrend for all grid cells within the domain
shown in Figure 4.2, except grid cells within 25 km from the DEM edges or coast,
which have been masked out to eliminate any edge effects of filtering.
The left panel of Figure 4.3 shows the average σ¯trend for all combinations of
N consecutive DEMs meeting a givenRthresh generated from up to 168 MODIS im-
ages of Totten Glacier. For any given Rthresh, σ¯trend decreases monotonically with
increasing N because inclusion of more DEMs allows signal coherence to develop
among self-canceling noise. Higher values of Rthresh can generate a target σ¯trend
with fewer contributing DEMs, but may require many years of data to accumulate a
sufficient number of scenes meetingRthresh. In practice, the most precise trend esti-
mate possible for images collected in a limited time frame is not achieved by highly
stringent quality control; rather, relaxing Rthresh toward a value of 0.5 allows the
additive effects of more signal inclusion to outweigh any degradation from added
noise. The right panel of Figure 4.3 shows that for any temporal range of analy-
sis in this dataset, Rthresh = 0.52 is the optimum value which provides the lowest
measurement uncertainty—higher values ofRthresh result in a dataset with less total
signal whereas the signal in lower-quality DEMs is small and overwhelmed a high
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contribution of noise.
4.3.2 Validation with laser altimetry
An Rthresh of 0.52 applied to our dataset provides a 15 year record of 121
DEMs corresponding to a trend uncertainty of 0.22 m a−1. Using all 121 DEMs
we resolve clear patterns of thinning aligned with visible channels near the deep
western grounding line of Totten Glacier. On grounded ice we detect a nearby
subglacial lake drainage event which was first observed by airborne laser altimetry
(Young et al., 2015). To illustrate how our method compares to laser altimetry we
must limit our dataset to the temporal range corresponding to the dates of complete
repeat-track laser altimetry coverage over Totten Glacier. By limiting the number
of DEMs contributing to the trend analysis we increase uncertainty, but small-scale
surface features can change on rapid timescales, meaning the relatively high values
of σ¯trend associated with reduced N do not preclude detection of change where the
short-term rate of change is large.
Figure 4.4 shows small-scale surface elevation trends obtained from 62
MODIS images collected between September 19, 2003 and February 24, 2011.
Patterns of localized surface elevation trends are evident and correspond primarily
to advection of small-scale surface features on the floating ice shelf. Figure 4.5
shows a photoclinometry-derived elevation trend profile which we compare to laser
altimetry trends along ICESat track 1312. Details of laser altimetry processing are
provided in the Appendix. The laser altimetry trend profile has been highpass-
filtered with a cutoff wavelength of 25 km to match the cutoff wavelength of the
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Figure 4.4: Repeat photclinometry can fill the large gaps between repeat tracks of
laser altimetry. This map of small-scale surface elevation trends was generated from
62 MODIS images taken over 7.4 years. Elevation trends from five tracks of repeat
laser altimetry have been highpass filtered to correspond to the detection limit of
repeat photoclinometry. On this time scale, trends are dominated by surface feature
advection, but patterns of channelized thickening and thinning are subtly visible.
Longer records tend to bring persistent channelized signals into focus while reduc-
ing the effects of trends attributable to advection. Mismatch between repeat-track
laser altimetry and repeat photoclinometry occurs primarily where the laser altime-
try record does not span the full temporal range of satellite imagery contributing
to the underlying trend map. For context, relief shading is applied to the mean of
the 62 contributing DEMs. A profile of track 1312 is presented in Figure 4.5 and
a timeline of data contributing to this map is given in Figure 4.6. Surface velocity
vectors are from InSAR (Rignot et al., 2011b, 2017).
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Figure 4.5: Surface elevation trends measured by repeat photoclinometry agree with
laser altimetry observations within the shaded regions of uncertainty estimated by
Equation 4.3 for both measurement types. The large-magnitude trends between
2273 and 2285 km easting would be difficult to interpret by laser altimetry alone,
but the surrounding pattern observed by repeat photoclinometry suggests a link to
changes in basal shear stress. Absolute elevations are shown from the airborne
ICECAP laser altimeter, the mean of 62 photoclinometry DEMs for which trend
analysis was performed, and Bedmap2.
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photoclinometry DEMs. To be clear, we validate surface elevation trends obtained
by repeat photoclinometry using the same laser altimetry dataset we used to adjust
the RDEM by which the Equation 2 was calibrated. However, RDEM is a static
surface lowpass filtered to a wavelength of 46 km for calibration, whereas the laser
altimetry trends we use for validation provide time-varying information only on
scales shorter than 25 km. In effect, the laser altimetry contribution to the cali-
bration process is independent of the laser altimetry contribution to the validation
discussed here.
By laser altimetry alone, the elevation trend along track 1312 would be dif-
ficult to interpret, but repeat photoclinometry offers spatial context. The pattern
seen in Figure 4.4 resembles observations at Pine Island Glacier (Joughin et al.,
2016) and suggests a link to changes in basal shear stress (Gudmundsson et al.,
1998; Gudmundsson, 2003) associated with Totten Glacier’s recent grounding line
migration (Li et al., 2015).
Small-scale trends measured by repeat photoclinometry along track 1312
agree within uncertainty estimates despite sparse laser altimetry coverage that does
not span the full 7.4 years of MODIS data used for this comparison. The major dif-
ficulty in comparing laser altimetry to repeat photoclinometry is that each satellite
image covers the entire spatial domain, while a spatial distribution of trends from
laser altimetry can only be created by piecing together hyper-local trends measured
at different times, with a variable number of observations available at each posting.
Figure 4.6 illustrates the asynchronous nature of turning incomplete laser altime-
try coverage into an apparent snapshot of spatially-distributed elevation trends, and
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Figure 4.6: Elevation trend maps generated from laser altimetry are inherently
based on asynchronous and incomplete data coverage, whereas repeat photocli-
nometry covers large areas with each measurement. The trend map presented in
Figure 4.4 was generated from data of varying quality collected at scattered times.
Data collection dates are indicated by vertical bars with color scaled as a measure of
data quality—for repeat tracks of laser altimetry, color corresponds to the fraction
of postings in the domain containing valid data while MODIS bars are color-scaled
by their R value obtained in calibrating each image to known large-scale topogra-
phy.
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may explain some of the discrepancies we see between laser altimetry and repeat
photoclinometry.
4.4 Discussion
Our observations support modeling efforts that have found the coarse spac-
ing of ICESat repeat tracks is insufficient to capture the glaciological processes that
control ice flow, and can lead to significant miscalculation of large-scale thinning
rates (Sergienko, 2013).
By the method presented in this paper, σtrend is inversely related to the cutoff
wavelength of the 1D filter applied in Section 4.2.4; consequently, a cutoff wave-
length shorter than 25 km would reduce the uncertainty values seen in Figure 4.3 but
would preclude detection of larger-scale phenomena. To minimize uncertainty, the
cutoff wavelength should be chosen as the shortest wavelength possible to capture
the surface elevation changes under investigation.
By establishing a direct relationship between pixel brightness and surface
slope for individual images, we eliminate the need to rely on laboratory values of
sensor calibrations; we minimize assumptions regarding the reflectance properties
of local snow, which can vary with temperature, snow age, and illumination angle
(Steffen, 1987; Kuipers Munneke et al., 2008); and we minimize the impact of
multiple scattering between snow and atmosphere (Aoki et al., 1999; Mousivand
et al., 2015). But despite the gains made by tailoring the transfer function between
known large-scale surface slopes and pixel brightness for each image, not all images
are adequate for DEM generation.
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Photoclinometry is limited first by long, dark polar nights and second by
persistent cloud cover in many coastal regions. Where a sufficient number of well-
lit, cloud-free images are available for small-scale trend analysis, photoclinometry
may still be complicated by the presence of nunataks, blue ice, surface frost, surface
water, wet snow, crevassing, dust cover, surface debris, or sensor saturation. Re-
gions of an image where pixel brightness is not directly related to surface slope can
be masked before performing the brightness-to-slope calibration; however, masking
introduces a complication when integrating across discontinuous pixels to build a
DEM. In this work, we did not give special treatment to subregions within the do-
main because snow grain size is relatively uniform in the Totten region (116±20 um
(Scambos et al., 2007; Haran et al., 2014a)) and should result in slope errors of less
than 0.2◦ (Kuipers Munneke et al., 2008). The uniformity of albedo is reflected in
the linear nature of the relationship between surface slope and DN , and is included
in the correlation coefficient R. By only considering DEMs whose R value exceeds
Rthresh, DEMs are excluded if the linear relationship breaks down.
The method we present is limited to large, uninterrupted regions of uniform
albedo with known large-scale topography, but computational requirements are low
and measurement uncertainties are well constrained. Photoclinometry performs
best in the nearly featureless environments which often cause stereo photogramme-
try to fail, but suffers in high-contrast environments where stereo photogrammetry
excels. Small-scale elevation trends obtained by repeat photoclinometry can be
readily blended with large-scale trends obtained by other altimeters (e.g., (Paolo
et al., 2016)) to construct high-resolution maps of absolute elevation change. Our
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method does not require a great deal of human expertise or interpretation; rather,
after discarding cloud-contaminated images and tuning the cutoff wavelength to
capture processes of interest, the surface elevation trend measurement technique
and uncertainty estimations can be automated.
Until now, the vast majority of polar satellite images have been left unused
because they do not meet stringent requirements for conventional photoclinometry.
In them we find small, but detectable signals which are fit for science and need not
be discarded. By assessing trends in high-noise photoclinometry-derived DEMs we
are able to resolve and quantify small-scale processes which are directly linked to
large-scale ice sheet dynamics.
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Chapter 5
Seasonal dynamics of Totten Ice Shelf
Previous studies of Totten Ice Shelf have relied upon surface velocity mea-
surements to investigate its mass balance and sensitivities to interannual climate
forcing. However, short-term displacement measurements may not accurately char-
acterize long-term flow rates where ice velocity fluctuates with the seasons. Quanti-
fying annual mass budgets or analyzing interannual changes in ice velocity requires
knowing when, whether, and where observations of glacier velocity may be aliased
by short-term variability. Here, we analyze 16 years of velocity data for Totten Ice
Shelf, which we generate at sub-annual resolution by applying feature tracking al-
gorithms to several hundred MODIS satellite image pairs. We find the ice shelf is
characterized by a seasonal cycle of spring to autumn speedup of more than 100
m/yr close to the ice front. The amplitude of the seasonal cycle diminishes with
distance from the open ocean, suggesting the presence of a resistive backstress at
the ice front that reaches a maximum in winter. Springtime acceleration precedes
summer surface melt and is not attributable to thinning from basal melt. We find
The contents of this chapter are currently in preparation for publication. The work presented
here was conceived of and carried out primarily by the author of this dissertation.
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that the ice shelf accelerates each spring in response to lost buttressing from the
breakup of seasonal landfast sea ice.
5.1 Introduction
Totten Glacier in East Antarctica drains the Aurora Subglacial Basin, which
is grounded well below sea level (Young et al., 2011) and contains enough ice to
raise the global sea level by at least 3.5 m (Greenbaum et al., 2015). Short-term ob-
servations have identified Totten Glacier and its ice shelf (TIS) as thinning rapidly
(Pritchard et al., 2009, 2012) and losing mass (Chen et al., 2009), but longer-term
observations paint a more complex picture of interannual variability (Paolo et al.,
2015; Li et al., 2016; Roberts et al., 2017; Greene et al., 2017a). The current best
estimates of Totten Glacier and TIS mass budgets have been calculated using a mo-
saic of surface velocity measurements collected at different times throughout the
year (Rignot et al., 2013), but the underlying assumption of steady ice flow has
not been validated. It is possible that common methods of velocity measurement
are aliased by subannual fluctuations and may not be suitable for investigations of
steady state mass balance or interannual changes in ice shelf velocity. Furthermore,
many common methods of velocity measurement, such as satellite image feature
tracking or in-situ GPS measurements taken over the course of a field season, are
strongly biased toward summer acquisition and may present an inaccurate measure
of annual ice discharge. Wherever seasonal velocity variability exists, it is impor-
tant to consider how ice velocity is measured, and how the measurements can be
interpreted.
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Seasonal variations in glacier velocity have been observed in Greenland and
Antarctica (e.g., Joughin et al., 2008; Moon et al., 2014; Fahnestock et al., 2016),
and have been attributed to a number of different mechanisms. On grounded ice,
surface meltwater can drain into crevasses or moulins, make its way to the bed,
pressurize inefficient subglacial hydraulic systems, and allow the glacier to speed
up until pressure is reduced (Sohn et al., 1998; Bartholomew et al., 2010; Moon
et al., 2014). On floating ice, surface meltwater may also influence ice shelf velocity
by percolating through and weakening the ice shelf shear margins (Liu and Miller,
1979; Vaughan and Doake, 1996). Observations have shown correspondence be-
tween seasonal advance and retreat of marine-terminating glaciers and the pres-
ence of ice melange at the glacier terminus (Howat et al., 2010). Modeling studies
have shown that the back stress provided by sea ice can be sufficient to completely
shut down calving (Robel, 2017) and have an appreciable effect on glacier velocity
(Todd and Christoffersen, 2014; Krug et al., 2015). At Store Glacier in Greenland,
the buttressing stress of sea ice has been estimated at 30–60 kPa, which is an or-
der of magnitude below the driving stress of the glacier, but is sufficient to produce
observable changes in velocity (Walter et al., 2012; Todd and Christoffersen, 2014).
In Antarctica, marine ice is known to strengthen the Brunt and Stancomb-
Willis ice shelf system (Hulbe et al., 2005), and an ice shelf acceleration event
observed there in the 1970s has been attributed to a reduction in stiffness of the ice
melange that connects the two ice shelves. Similarly, landfast multi-year sea ice
is strongly mechanically coupled to Mertz Glacier Tongue (Massom et al., 2010)
and may have delayed a major calving event that occurred there in 2010 (Massom
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et al., 2015). Closer to TIS, two recent major calving events that each affected
several glaciers in Porpoise Bay (76◦S,128◦E) have been attributed to the breakup
of landfast sea ice at the ice shelf termini (Miles et al., 2017). To our knowledge,
there have been no reports of seasonal variability of TIS or any connection between
sea ice at its front and TIS dynamics.
5.2 Surface velocity observations
For this work, we analyzed surface velocity time series using feature track-
ing algorithms applied to MODIS and Landsat 8 images. The MODIS and Land-
sat 8 images were processed separately, using different feature tracking programs,
and the resulting time series represent two independent measures of TIS velocity.
The MODIS record contains several images per year from 2000 to present; how-
ever, the 250 m spatial resolution of MODIS images limits measurement accuracy
where ice displacements are small between images. The 15 m resolution of Land-
sat 8 permits more accurate velocity measurements of slow-moving ice over short
time intervals, but the relatively short Landsat 8 record provides lower confidence
in the separation of interannual variability from seasonality.
5.2.1 GoLIVE velocity data
With the 2013 launch of Landsat 8 and the development of new algorithms
to perform rapid feature tracking (Fahnestock et al., 2016), sub-annual ice velocity
time series are now available in near-real-time for most of the world’s ice-covered
regions (Scambos et al., 2016). We used the Global Land Ice Velocity Extrac-
86
tion from Landsat 8 (GoLIVE) dataset (Scambos et al., 2016; Fahnestock et al.,
2016), which is processed at 600 m resolution for most of Antarctica. We analyzed
the high-confidence vx masked and vy masked velocity fields from late 2013 to
early 2017 and limited the dataset to 123 image pairs separated by 16≤dt≤112
days. Many of the image pairs overlap in time, providing several redundant, semi-
independent velocity measurements, particularly throughout the summer months
when each image may contribute to multiple image pairs.
To better understand the spatial pattern of TIS seasonality, we calculated
separate velocity maps for spring and autumn. Spring velocity was taken as the
mean of 61 velocity measurements whose image pairs were obtained between June
16 and December 15. Autumn velocity was calculated as the mean of 62 veloc-
ity fields in within the remainder of the year. The difference between spring and
autumn velocities is shown in Figure 5.1.
The terminal ∼50 km of TIS exhibits an annual flow acceleration from
spring to autumn and subsequent slowdown from autumn to spring. Seasonality
is strongest close to the glacier terminus and decays with distance from the open
ocean. The pattern is similar to the 2010−2009 InSAR-derived velocity difference
reported by Li et al. (2016), which may reflect a difference in timing or magnitude
of the 2009 and 2010 seasonal accelerations. Grounded ice of the eastern tributary
accelerates slightly throughout the summer and the seasonal signal reaches at least
20 km upstream of the grounding line. Farther from the open ocean, the inner TIS
shows a weak seasonal cycle that has the opposite phase of outer TIS velocities;
however, the nearly featureless nature of the inner TIS surface greatly reduces the
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Figure 5.1: Toward the ice front, autumn velocity exceeds spring velocity by more
than 100 m/yr. This image shows the difference between the mean of 62 spring
(centered on September 15) and 61 autumn (centered on March 15) GoLIVE veloc-
ity fields. Green vectors indicate the mean velocity, supplemented by MEaSUREs
(Rignot et al., 2011c) InSAR-derived velocity outside the range of Landsat path
102, row 107. A time series of the mean of velocities within the gold polygon is
shown in Figure 5.2.
88
Sep Oct Nov Dec Jan Feb Mar Apr
su
rfa
ce
 v
el
oc
ity
 (m
/yr
)
1650
1700
1750
1800
1850
1900
2013 2014 2015 2016
Figure 5.2: The GoLIVE dataset contains many overlapping TIS velocity measure-
ments captured between September and April of each year. The velocities here are
the mean of all measurements within the gold polygon shown in Figure 5.1. The red
line is a linear least-squares fit to the observations, indicating a typical spring-to-fall
acceleration of 0.8 m/yr per day.
number of high-confidence velocity measurements available and uncertainties here
are high.
Figure 5.2 shows a time series of the summer acceleration of velocity mea-
surements close to the TIS front. The short record of the GoLIVE dataset inhibits
assessment of the timing of the onset of acceleration, but a linear trend fit to all
available measurements indicates an typical acceleration of approximately 0.8 m/yr
per day from late September to early April.
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5.2.2 MODIS velocity data
A MODIS velocity time series was generated from 561 pairs of MODIS im-
ages (Scambos et al., 2001, updated 2017) obtained between 2002 and 2017. Each
image pair was separated by 92 to 182 days and was processed at 500 m resolution
using the ImGRAFT template matching software (Messerli and Grinsted, 2015)
with Antarctic Mapping Tools for MATLAB (Greene et al., 2017b). The present
work represents a reprocessed and extended form of the MODIS dataset described
by Greene and Blankenship (in press), which has previously been processed for
investigations of interannual change by Greene et al. (2017a).
Figure 5.3 shows a time series of the TIS velocity averaged between 20
and 40 km from the TIS front. A one-year moving average has been removed to
retain only subannual velocity anomalies. Because no MODIS band 2 images are
available during the dark winter months, no image pairs separated by 92 to 192
days are centered on any days in April, May, August, or September. However, 46
image pairs span the winter, providing velocity measurements centered on June and
July. A sinusoid fit to the 561 measurements is characterized by an amplitude of
117 m/yr, a maximum on March 21, and a minimum on September 19. The sinusoid
matches observations with a root-mean-square error of 95 m/yr.
5.3 Surface melt
In Greenland, surface melt has been linked to glacier velocity acceleration
where surface water drains to the bottom of the ice sheet, alters the basal water
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Figure 5.3: Velocity anomalies from 561 MODIS image pairs separated by 92 to
182 days. A one-year moving average has been removed for improved interannual
comparison. The time series is replicated, showing two years of data for visual con-
tinuity. Values shown are the mean of all measurements within the green polygon
shown in Figure 6.1.
pressure, and allows the overlying ice to accelerate (Zwally et al., 2002; Schoof,
2010; Bartholomew et al., 2010). The seasonal velocity anomalies we observe at
TIS are strongest near the ice front and do not appear to be driven by grounded
ice processes, so it is unlikely that the seasonal variability of TIS velocity is driven
by subglacial hydrology on nearby grounded ice. However, the presence of liq-
uid water within ice is known to weaken ice (Liu and Miller, 1979), and several ice
shelves around the Antarctic Peninsula have dramatically responded to atmospheric
warming with major breakup events resulting from surface meltwater-induced hy-
drofracture (Doake and Vaughan, 1991; Vaughan and Doake, 1996; Scambos et al.,
2009; Banwell et al., 2013). TIS experiences ∼10 days of surface melt each year,
and thus it is possible that meltwater could percolate into the ice, weaken the ice
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Figure 5.4: Mean surface melt from Picard and Fily (2006).
shelf shear margins, and allow the ice shelf to speed up as a result of reduced but-
tressing.
To assess the possible link between TIS velocity anomalies and surface
melt, we use daily observations of surface melt from passive microwave radiome-
ters (SMMR and SSM/I) gridded to 25 km resolution (Picard and Fily, 2006). We
limit the period of analysis to 2000 through 2015 to roughly coincide with available
MODIS image data. Figure 5.4 shows the spatial distribution of mean annual sur-
face melt. Using the masks developed by Mouginot et al. (2016) with the Antarctic
Mapping Tools for MATLAB dist2mask function (Greene et al., 2017b), we define
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three subdomains of surface melt analysis as
1. Outer TIS: the floating portion of the ice shelf up to 50 km from the ice shelf
front,
2. Inner TIS: the floating portion of the ice shelf more than 50 km from the ice
shelf front, and
3. grounded: all grounded ice within 50 km of the TIS grounding line.
Up to 16 days of surface melt occur per year in the outer TIS, while fewer days
of surface melt are observed farther from the ice front or on grounded ice. For
the full 16 year record, Figure 5.5 shows that although the outer TIS experiences
much more surface melt than the inner TIS or surrounding grounded ice, the timing
of surface melt is roughly the same in all three subdomains, with the typical melt
season lasting from December to February. For the outer TIS, the onset of surface
melt typically occurs on December 23 (±1σ = 12 days), with the earliest surface
melt of any season recorded December 6, 2006. The mean final day of surface melt
occurs on January 23 (±1σ = 9 days), but has been observed as late as February 11
in 2005.
5.4 Basal melt
Both TIS and West Antarctica’s Pine Island Ice Shelf have exhibited veloc-
ity variability in response to interannual changes in ice shelf thickness (Christian-
son et al., 2016; Greene et al., 2017a). For these laterally-bounded ice shelves re-
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Figure 5.5: Probability of surface melt in each of the three subdomains shown in
Figure 5.4. Low-elevation areas near the coast experience more days of surface
melt than high-elevation grounded ice, but the timing of surface melt is roughly
the same throughout the domain. The time series is intentionally repeated above,
showing two years for visual continuity.
strained largely by shear stress at their margins, thinning reduces resistance to flow
and allows ice shelf acceleration. To assess whether this mechanism acts on TIS
at sub-annual timescales, we used the Regional Ocean Modeling System (ROMS;
Shchepetkin and McWilliams, 2005) to simulate ocean-ice shelf interaction at TIS.
A terrain-following vertical coordinate provides enhanced resolution close
to the seafloor and ice shelf interface. Modifications to the code allow thermo-
dynamic interaction between ocean and ice, following Dinniman et al. (2003).
Seafloor topography is based on the RTOPO dataset (Timmermann et al., 2010),
while cavity geometry is inferred, assuming ice elevation (from ICESat) above
flotation and a constant 300 m thick offset along the central flow line. Between
the central flow line and the grounding line, cavity bathymetry is linearly interpo-
lated. The model lateral and surface boundaries are forced over the hindcast period
1992-2012. Lateral forcing is derived from the ECCO2 cube92 reanalysis solu-
tion (Menemenlis et al., 2008); surface forcing is ERA-interim wind stress (Dee
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Figure 5.6: Modeled mean melt rate distribution of TIS. Melt is focused where
ice is deepest, exceeding 80 m/yr near the grounding line of the inner TIS. Melt
anomalies propagate in a clockwise fashion around the cavity, with a characteristic
circulation time of roughly three weeks (not shown).
et al., 2011) and heat and salt fluxes derived from Special Sensor Microwave/Im-
ager (SSM/I) algorithms for sea-ice production (Tamura et al., 2016). The model
was spun-up for 21 model years using 1992–2012 forcing. After spin-up, the 1992–
2012 forcing was repeated and we analyze the mean seasonal cycle of melt from
the second run. The mean spatial distribution of melt throughout the year is shown
in Figure 5.6.
Figure 5.7 shows the time series of modeled melt rates for each subdomain
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Figure 5.7: Two years of 1992–2012 climatological average melt rates from ROMS,
for the TIS subdomains shown in Figure 5.6. Ice thickness anomalies from inte-
grated melt rate anomalies show a small <1 m sub-annual change in thickness,
which is expected to result in a <1 m/yr spring velocity anomaly.
in Figure 5.6. The deepest ice of the inner TIS exhibits the highest average melt rate
and largest seasonal cycle of melt, whereas the shallow ice of the outer TIS experi-
ences only modest basal melt. Using the model given by Greene et al. (2017a) (see
also Joughin et al. (2004)) to estimate velocity anomalies from seasonal changes in
ice thickness, we find that TIS seasonal basal melt anomalies should produce only
slight changes in TIS velocity on the order of 1 m/yr. Somewhat by coincidence,
the large (> 8 m/yr) difference between summer and fall melt rates in the inner TIS
where the ice thickness exceeds 2000 m should affect local ice velocity to roughly
the same degree as the much smaller (∼ 3 m/yr) seasonal melt rate variability in the
outer TIS where ice is much thinner.
The model we use to estimate melt-induced velocity anomalies assumes TIS
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velocity is limited only by lateral shear stress at the ice shelf margins and velocity
anomalies are a function only of local ice thickness. These assumptions vastly
oversimplify the complex stress regime of the TIS, but are used to obtain an order-
of-magnitude approximation of how the TIS should respond to seasonal variability
of ice thickness related to basal melt. By this model, the<1 m/yr velocity variability
resulting from basal-melt-related changes in ice thickness is not sufficient to explain
the >100 m/yr variability of TIS velocity we observe. Moreover, the melt-induced
TIS thickness reaches a maximum in late February, and should correspond to a
velocity minimum at that time; yet, this is precisely when TIS velocity nears its
maximum. Thus, it is unlikely that the seasonal cycle of basal melt could explain
the seasonal cycle of TIS velocity we observe.
5.5 Sea ice
To assess whether sea ice may influence the flow of TIS, we use sea ice con-
centrations from the Scanning Multichannel Microwave Radiometer (SMMR), the
Defense Meteorological Satellite Program (DMSP) -F8, -F11 and -F13 Special Sen-
sor Microwave/Imagers (SSM/Is), and the DMSP-F17 Special Sensor Microwave
Imager/Sounder (SSMIS) (Cavalieri et al., 1996). For 2000–2016, we analyzed
the daily time series of the mean of three 25 km resolution grid cells near the TIS
front (Figure 5.8). We also visually inspected 315 cloud-free MODIS visual band 2
and 164 thermal band 32 images (Scambos et al., 2001, updated 2017; Greene and
Blankenship, in press) to assess the annual cycle of sea ice consolidation near the
TIS front.
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Figure 5.8: Mean annual cycle of sea ice concentration from 2000–2016 passive
microwave data (Cavalieri et al., 1996). The time series begins on day 71 (March
12) to correspond to the typical sea ice minimum. Fast ice forms on or about day
123 (May 3) and begins to break up on or about day 281 (October 8). On day 339
(December 5) begins to form again and reaches a maximum on January 3. Shading
in the time series indicates ±1σ. Five example MODIS images (Scambos et al.,
2001, updated 2017) are shown for context, with dashed quadrangles indicating the
region of ice concentration averaging.
98
Figure 5.8 shows the characteristic annual cycle of sea ice activity near the
TIS front. A minimum concentration of sea ice typically occurs in mid March, cor-
responding to the final days of summer when surface air temperatures are above
freezing (Dee et al., 2011). Sea ice grows rapidly throughout April and appears to
become fastened to the western TIS front by early to mid May. The rigid connec-
tion of landfast ice to the western TIS front holds throughout the winter, although
inspection of thermal band MODIS images suggests a small area of the polynya
that abuts Law Dome (see Alley et al. (2016)) may briefly open some years in July.
Regardless of polynya activity, the majority of landfast ice remains connected to
the TIS front until October. Each year the landfast connection breaks in October
or early November, followed by a visible reduction in sea ice cover that occurs
throughout November. Although air temperatures typically remain above freezing
from late spring through summer, the decline of sea ice is interrupted most years
as unconsolidated sea ice temporarily fills the embayment and reaches a maximum
concentration in early January. From January to March, sea ice melts or is exported
out of the embayment until concentration reaches a minimum in mid March, then
the cycle is repeated.
Comparing visual band MODIS images to concurrent sea ice concentration
data from the passive microwave sensor, it apparent that the available sea ice con-
centration data cannot be used alone to assess the strength of the landfast connection
with the TIS front. Passive microwave data assess the mere presence of ice by in-
ferring a mean skin temperature, and thus can only serve as a rough proxy for the
strength of ice consolidation within a grid cell. Furthermore, no cells in the sea ice
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Figure 5.9: The springtime acceleration of TIS begins with the breakup of land-
fast sea ice and continues through the summer, possibly enhanced by shear margin
weakening from surface melt. Shaded blue areas indicate typical times of land-
fast ice connection with TIS. The black line is sea ice concentration repeated from
Figure 5.8; histograms show probability of surface melt from Figure 5.5. Veloc-
ity anomalies predicted from basal melt are not shown here becuase the ±1 m/yr
amplitude would appear to be a flat line at this scale.
concentration grid overlie the TIS front; thus, the sea ice concentration data do not
provide a direct measure of the connection strength between landfast ice and the
TIS front.
5.6 Discussion
The spatial pattern of the annual TIS acceleration implies that it is governed
by processes at the ice front. The timing of the acceleration implicates the annual
breakup of landfast ice at the TIS front as an influencing factor. Figure 5.9 shows
the relationship between sea ice concentration, surface melt, and TIS velocity. If
the ice shelf is restrained by rigid landfast ice in winter and begins to accelerate
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upon the initial loss of the landfast ice connection in the spring, it is possible that
surface melt may lead to weakened shear margins and continued acceleration later
in summer or into the autumn.
The seasonal cycle of TIS velocity is unlikely to be as simple as a sinusoid,
and the timing and magnitude of spring-to-autumn speedup undoubtedly vary from
year to year. Nonetheless, we have shown that the ice shelf does respond to environ-
mental forcing on sub-annual timescales, the response is significant, and it occurred
in every year of our observations. This seasonal variability must be considered
when interpreting velocity measurements obtained over periods that are not integer
multiples of a year. Specifically, observations that are biased toward the summer
months such as the GoLIVE may not provide an accurate representation of annual
ice shelf velocity. MEaSUREs Annual Antarctic Ice Velocity Maps 2005–2016
(Mouginot et al., 2017a,b) have also recently been made available for assessment
of interannual variability, but each year of data is generated from measurements
obtained at different times throughout the year. The times of observations are not
directly available to the user, but it is suggested that users consider the count and
standard deviation of measurements contributing to each pixel before interpreting
interannual changes.
A number of previous studies have investigated the causes interannual vari-
ability of TIS velocity, and have relied on measurements of TIS velocity taken over
discrete intervals. Li et al. (2016) used subannual velocity observations to investi-
gate long-term velocity variability in the eastern tributary of Totten Glacier where
we observe a weak seasonal signal; however, their primary findings are based on
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the flow of the deep western tributary, where we detect no significant annual cycle.
A similar study by Roberts et al. (2017) investigated interannual variability of TIS
velocity using Landsat image pairs separated by near-integer multiples of years,
and thus, each season is equally represented in each image pair. Well-timed surface
velocity observations used in previous studies of TIS dynamics have led to robust
findings, and future work must consider the seasonal cycle of TIS when interpreting
velocity measurements.
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Chapter 6
Wind causes Totten Ice Shelf melt and acceleration
Totten Glacier in East Antarctica has the potential to raise global sea level
by at least 3.5 m, but its sensitivity to climate change has not been well understood.
The glacier is coupled to the ocean by Totten Ice Shelf, which has exhibited variable
speed, thickness, and grounding line position in recent years. To understand the
drivers of this interannual variability, we compare ice velocity to oceanic wind stress
and find a consistent pattern of ice shelf acceleration 19 months after upwelling
anomalies occur at the continental shelf break nearby. The sensitivity to climate
forcing we observe is a response to wind-driven redistribution of oceanic heat and
is independent of large scale warming of the atmosphere or ocean. Our results
establish a link between the stability of Totten Glacier and upwelling near the East
Antarctic coast, where surface winds are projected to intensify over the next century
as a result of increasing atmospheric greenhouse gas concentrations.
The contents of this chapter have been published as C. A. Greene, D. D. Blankenship, D. E.
Gwyther, A. Silvano, and E. van Wijk. Wind causes Totten Ice Shelf melt and acceleration. Sci-
ence Advances, 3:e1701681, 2017a. doi: 10.1126/sciadv.1701681. The work presented here was
conceived of and carried out primarily by the author of this dissertation.
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6.1 Introduction
Totten Glacier drains a 550,000 km2 ice basin whose base lies primarily
below sea level (Young et al., 2011), indicating potential vulnerability to rapid col-
lapse (Weertman, 1974; Schoof, 2007). The grounding line where Totten Glacier
goes afloat to form Totten Ice Shelf (TIS) has recently retreated (Li et al., 2015)
while the ice shelf velocity and terminus position have been unstable (Li et al.,
2016; Roberts et al., 2017; Miles et al., 2016). The TIS surface showed a dramatic
lowering trend from 2002 to 2008 (Pritchard et al., 2012; Rignot et al., 2013) which
continued through at least 2012 in the grounded part of the glacier (Young et al.,
2015), but longer records of TIS surface elevation suggest sub-decadal trends may
only represent part of a longer-term variability (Paolo et al., 2015; Roberts et al.,
2017).
Observed changes in TIS are thought to be driven by a variable supply of
warm, salty, modified circumpolar deep water (mCDW) (Rignot and Jacobs, 2002;
Li et al., 2016; Miles et al., 2016) which can access the water cavity below TIS
through a network of bathymetric troughs (Greenbaum et al., 2015). Ship-based
observations have repeatedly shown a presence of mCDW along the outer conti-
nental shelf (Wakatsuchi et al., 1994; Bindoff et al., 2000; Williams et al., 2011;
Nitsche et al., 2017), and a recent survey confirmed the ability of mCDW to tra-
verse the continental shelf and fill the troughs near the TIS ice front (Rintoul et al.,
2016; Silvano et al., 2017). Ocean models have linked interannual variability of
the TIS melt rate to sea ice production, which generates cold, dense water that has
the potential to displace mCDW and quench melt (Khazendar et al., 2013; Gwyther
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et al., 2014); however, no such cold, dense water was detected at the time of the only
survey conducted on the continental shelf (Rintoul et al., 2016; Silvano et al., 2017,
2016). Observations and models both suggest the TIS melt rate is modulated by a
variable supply of mCDW, but the mechanism driving mCDW exchange across the
continental shelf break has not yet been explained, and until now, no links between
forcing mechanisms and TIS response have been directly observed.
Insights into the drivers of TIS variability may lie in West Antarctica, where
similar behaviors observed at Pine Island Ice Shelf have been hypothesized as re-
sulting from a variable supply of circumpolar deep water, forced onto the continen-
tal shelf by wind processes at the shelf break (Wa˚hlin et al., 2013; Dutrieux et al.,
2014; Webber et al., 2017; Kim et al., 2017).
We investigate the causes of recent TIS acceleration and deceleration by
comparing a 14 year time series of ice-shelf velocity to oceanic surface wind stress.
We use ice surface velocity as a proxy for melt-driven ice thickness change and
as a direct measure of the response of TIS to variable forcing. The TIS velocity
time series is generated by a template-matching algorithm applied to 629 satellite
image pairs obtained between February 2001 and September 2014 (Appendix B).
Zonal and meridional components of wind stress are calculated from surface wind
and sea-ice reanalysis data (Appendix B). We focus on local regions of upwelling,
which develop where wind causes surface waters to diverge. Due to the effects of
Earth’s rotation, surface water is transported 90◦ to the left of the wind direction in
the southern hemisphere, so surface water divergence is given by the mathematical
curl of wind stress. We define upwelling as the vertical water velocity at the bottom
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of the surface layer, which we estimate from wind stress curl (Appendix B).
6.2 Results
To assess the TIS response to interannual forcing from the ocean, we limit
velocity analysis to a region of the ice shelf laterally bounded by shear margins,
between 20 km and 40 km from the ice front, where we expect minimal influence
from pinning points, calving processes, or velocity anomalies associated with lat-
eral motion near the ice front (Fig. 6.1). Here we see a 5 % increase in surface
velocity from 2001 to 2006 followed by an immediate trend reversal, slowing 6 %
by 2013 (Fig. 6.2). Minor velocity minima occurred in 2005 and 2009 and minor
maxima occurred in 2010 and 2014.
With a 19 month lag, TIS velocity is negatively correlated with zonal wind
throughout the domain (Fig. 6.2), indicating TIS accelerates in response to weaken-
ing of the eastward winds that drive the Antarctic Circumpolar Current or strength-
ening of the westward winds that drive the Antarctic Coastal Current. We assume
TIS velocity is linked to a variable supply of mCDW and lag times are primarily
attributable to the time required for melt rate anomalies to integrate and cause suf-
ficient thinning to produce an observable response in surface velocity (Christianson
et al., 2016). Over the deep ocean north of the continental shelf break, the neg-
ative correlation with zonal wind contrasts with the notion from classical Ekman
dynamics that positive zonal wind anomalies should induce upwelling of warm
deep water near 63◦S. Over the continental shelf, westward winds are expected
to induce southward transport of surface water, depress isotherms, and could there-
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Figure 6.1: Ice flow regime of TIS, 2001 to 2014. A, Mean surface velocity from
2001 to 2014. A green polygon outlines the region of velocity measurements used
in this analysis. A white box outlines the region used in a previous study by Roberts
et al. (2017). Inset map shows the location of TIS. B, Linear trend of surface veloc-
ity indicates an overall slowdown of TIS from 2001 to 2014, while the surrounding
grounded ice accelerated. Accelerations close to the ice front reflect calving pro-
cesses. C, The curl of the mean surface velocity is used to identify shear margins
within TIS. The orange polygon outlines the region of surface velocities plotted in
Fig. B.2. The geographic location of TIS is shown in Fig. 6.2.
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Figure 6.2: Upwelling and ice shelf velocity time series. A, Vertical water velocity
at the bottom of the Ekman layer estimated from surface water divergence caused by
wind stress; plotted is the mean velocity within the gold polygon in Fig. 6.2. Light
and dark lines are lowpass filtered to 12 and 24 months, respectively. B, Dark red
line is ice velocity derived from 629 displacement measurements shown as thin grey
lines (Appendix B) bounded by shaded region of estimated uncertainties (Fig B.1).
Blue lines are from displacement observations published in a previous study by
Roberts et al. Roberts et al. (2017). The horizontal axis of panel ( B) has been
shifted relative to panel ( A) to account for an observed 19 month lag.
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fore prevent mCDW from surmounting the continental shelf (Ohshima et al., 1996;
Hayakawa et al., 2012), yet we provide evidence that competing processes prevail.
Over the continental shelf, prevailing westward winds serve as the southern
component of the wind stress curl which causes upwelling along the continental
slope. Thus, the negative correlation between TIS velocity and zonal wind over the
continental shelf is associated with a positive correlation between TIS velocity and
upwelling along the continental slope. Over the deep ocean, zonal winds maintain
their negative correlation with TIS velocity, particularly where downwelling occurs
in compensation for upwelling along the continental slope. These observations sug-
gest the meridional gradient of zonal wind stress contributes more to TIS velocity
variability than do uniform zonal wind stress anomalies.
The mean coastal wind flow in the region is oriented such that its merid-
ional component is small or nil with the exception of a northward flow diversion
around Law Dome to the west of the TIS front. Throughout most of our region of
study, where the meridional component of the mean velocity field is nearly zero,
TIS velocity shows a weak, but slightly negative relationship with meridional wind
stress (Fig. 6.2). Where coastal wind directs north around Law Dome, TIS shows a
weak (r2 < 0.2) positive correlation with meridional wind (Fig. B.4). TIS velocity
is positively correlated with sea ice concentration throughout much of the domain,
with small regions of negative correlation over the continental shelf and over the
deep ocean (Fig. 6.2). However, the relationship between sea ice concentration
and TIS velocity is quite weak (r2 < 0.15) everywhere in the region (Fig. S4C).
Linear regression of upwelling and TIS velocity reveals that TIS acceler-
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Figure 6.3: Reanalysis fields and ice shelf velocity. Regression coefficients of
linear least squares fits of TIS velocity and A, zonal wind stress (µPa/(m a−1));
B, meridional wind stress (µPa/(m a−1)); c, sea ice concentration ( %/(m a−1));
and D, upwelling ((µm s−1)/(m a−1)). All panels contain grey vectors representing
mean wind velocity, grey 1 km bathymetric contours, and a gold polygon outlining
the region of upwelling referred to in Fig. 6.2. Grey shading denotes statistical
insignificance at the 95 % confidence level. Coefficients of determination are given
in Fig. B.4.
110
ates when upwelling is strong along the continental slope (Figs. 6.2, 6.3). The
relationship roughly follows bathymetric contours, indicating the role of seafloor
topography in blocking mCDW intrusions when upwelling is weak. An upwelling
zone shown bounded by a gold polygon in Fig. 6.2 lies upstream along the Antarc-
tic Coastal Current and exhibits a particularly strong relationship with TIS velocity
(r2 >0.85). This implies that TIS accelerates as a response to increased melt fol-
lowing strong upwelling anomalies along the continental slope. Correlation is max-
imized with a 19 month lag (Fig. B.4), indicating the time required for upwelled
mCDW to traverse the continental shelf, enter the water cavity below TIS, induce
melt, and lead to ice shelf acceleration by reduced lateral shear stress.
6.3 Discussion
Oceanographic observations further implicate upwelling as the primary
driver of mCDW variability on the continental shelf, where between 450 m and
650 m depth, temperature anomalies of 2◦C or more can result from thermocline
shoaling associated with upwelling along the nearby continental slope (Fig. B.3).
The mean depth of the TIS base is 550 m in the region of our velocity time se-
ries observations, at which depth a +2◦C temperature anomaly represents a sixfold
increase in thermal driving potential relative to observed temperature minima of
0.4◦C above the in-situ freezing point. Models indicate ice shelf melt rates scale
superlinearly to quadratically with thermal driving potential (Holland et al., 2008b;
Little et al., 2009; Gwyther et al., 2015), suggesting some areas of the TIS base
can experience more than a tenfold increase or decrease in melt rate depending on
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availability of upwelled mCDW.
Profiling float and ship-based observations show a widespread presence of
mCDW on the continental shelf and the thickness of the mCDW layer is linked to
upwelling along the continental slope. We posit that after mCDW surmounts the
continental slope, the westward winds that drive the coastal current may enhance
the delivery of mCDW to the water cavity below TIS, where the ice shelf base is
highly sensitive to small changes in thermal forcing (Fig. 6.3). Furthermore, a
strengthened coastal current may flush cold meltwater from the cavity below TIS or
intensify cavity circulation and increase melt (Gwyther et al., 2016).
Surface velocity averaged over the main trunk of TIS reached a maximum
in early 2007, corresponding to a reported ice thickness minimum (Roberts et al.,
2017), when the lateral shear stress restraining TIS flow was minimized (Fig. B.2
B. The linear trend of TIS slowdown amidst ongoing acceleration of the surround-
ing grounded ice (Fig. 6.1) is similar to a pattern seen at Pine Island Glacier,
whose ice shelf has shown a response to ocean forcing by accelerating approxi-
mately 9 months after thermal anomalies arrive at the ice front (Christianson et al.,
2016). The 19 month lag we observe from the time of upwelling along the conti-
nental slope to TIS acceleration includes the time required for mCDW to traverse
the continental shelf. On average, TIS is much thicker than Pine Island Ice Shelf,
and is thus expected to respond more slowly to basal melt anomalies (Christianson
et al., 2016).
The region along the continental slope in which upwelling is highly co-
variant with TIS velocity is near a persistent eddy feature where dissolved silicate
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Figure 6.4: Schematic of mCDW upwelling along the Antarctica’s Sabrina
Coast. Around Antarctica, the warmest waters are found in the deep ocean north of
the continental shelf break. Where wind stress (grey vectors) causes surface waters
to part, warm deep water (red arrow) can upwell, surmount the continental shelf,
and melt nearby ice shelves from below. Seafloor colour depicts the covariance
of TIS velocity and local upwelling as in Fig. 6.2, indicating where wind-driven
upwelling is closely linked to TIS velocity.
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measurements have repeatedly revealed upwelling (Wakatsuchi et al., 1994); warm,
saline circumpolar deep water has been detected (Bindoff et al., 2000; Williams
et al., 2011); and upwelling has been shown to be positively correlated with the
Southern Annular Mode (SAM) (Hayakawa et al., 2012). The SAM is the leading
mode of climate variability in the southern hemisphere, it is seasonally influenced
by various natural and anthropogenic drivers (Fogt et al., 2009), and its positive
mode is associated with an intensification of the eastward winds around Antarctica
(Thompson et al., 2011). In summer, the SAM has been trending toward its positive
phase in recent decades primarily due to effects of ozone-depleting substances, but
an increasing influence of atmospheric greenhouse gas is expected to dominate the
SAM in the coming century and continue its positive bias as the ozone hole recov-
ers (Fyfe et al., 2007; Sigmond et al., 2011). Projections show an intensification
of the wind-driven Antarctic Circumpolar Current and an increase in upwelling
particularly along the East Antarctic continental slope (Fyfe et al., 2007; Wang,
2013; Spence et al., 2014). It is possible that westward winds along the coast could
weaken in conjunction with a southward migration of the divergence zone (Spence
et al., 2014), in which case mCDW delivery to TIS could be tempered by a weak-
ened coastal current; however, projections of coastal westward winds near TIS are
few and their relationships to SAM or atmospheric greenhouse gas have not been
validated.
We have confirmed the role of wind-driven upwelling as a primary delivery
mechanism for mCDW on the continental shelf of East Antarctica and we have
shown that mCDW upwelling is directly correlated with the melt-driven velocity of
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TIS. Wind patterns over the Southern Ocean are expected to evolve throughout the
21 st century, and a shifting regime of upwelling could precipitate a marked response
in Totten Glacier, unlocking the door to at least 3.5 m of eustatic sea level potential
(Greenbaum et al., 2015) in the vast ice basin it drains.
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Chapter 7
Synthesis and conclusions
7.1 Process investigations
This dissertation focused on several specific processes that affect ice shelf
dynamics. Various mechanisms of basal channel formation were reviewed in Chap-
ter 3, and a survey of studies of basal channels was included to highlight the com-
plex nature of how basal channels affect ice shelf stability. The examination of
processes at Nansen Ice Shelf added yet another layer of complexity to the story
basal channels.
A surface DEM of Nansen Ice Shelf was developed in Chapter 3, and that
work found that regardless of the formation mechanism, basal channels cause sur-
face depressions in which surface water can collect. Surface rivers incise troughs
in the top of the ice shelf while channelized plume flow at the base thins the ice
shelf from below. The coincident thinning from above and below creates locally
thin, weak areas of the ice shelf that are susceptible to hydrofracture from the sur-
face river. We found that this sequence of events led to the major calving event at
Nansen Ice Shelf which occurred in 2016.
To better understand basal channels before major calving events occur, in
Chapter 4 I developed a new method to observe small-scale changes in ice shelf
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surface elevation using the nearly two-decade record of MODIS satellite images.
The new technique of repeat photoclinometry revealed channelized patterns of melt
and local surface elevation changes likely attributable to changes in basal shear
stress at the Totten Ice Shelf grounding line.
Using the MODIS image dataset described in Chapter 4, I developed the
first-ever Totten Ice Shelf velocity time series to have sub-annual resolution, de-
scribed in Chapter 5. With this new dataset, I found that the terminal∼50 km of the
ice shelf exhibits seasonal variability in velocity. A velocity minimum occurs each
year in September to October, then the ice shelf begins to accelerate in response to
lost backstress at the ice front as wintertime landfast sea ice breaks up. The spring-
time speedup begins before surface melt appears and a ROMS model was used to
show that the seasonal velocity variability is not timed with basal melt. The findings
of Chapter 5 bring a more nuanced understanding of the sensitivities of Totten Ice
Shelf and the host of forces acting upon it.
In Chapter 6, I expanded analysis of the Totten Ice Shelf velocity time series
to investigate interannual variability. This provided the first observational evidence
that Totten is sensitive to variable inflow of warm circumpolar deep water driven by
wind forcing at the continental shelf break. A similar mechanism has been seen in
West Antarctica, where thermal anomalies in Dotson Trough, which leads to Pine
Island Bay, have been attributed to wind forcing at the continental shelf break. This
similarity strengthens the case for comparisons between Totten Glacier and Pine Is-
land Glacier—The past decade of polar research has been driven in part by ICESat-1
data that showed both ice shelves and their grounded basins thinning, apparently in
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Figure 7.1: Repeat photoclinometry can be used to separate dynamic components
of topography from stationary features. On the left, a single MODIS image shows
a snapshot of the Totten Ice Shelf surface. On the right, the mean of 164 images
spanning 14 years clarifies a series of grounding points near the ice front and ice
rumples near the deep grounding line identified by Roberts et al. (2017).
response to oceanic forcing. Now we see that the variability of oceanic heat con-
tent affecting both ice shelves may be linked to wind stress at the continental shelf
break.
7.2 Future work
The methods developed in this work offer much promise beyond that which
has been described in this thesis. For example, I have begun employing repeat
photoclinometry on Totten Ice Shelf to explore the response of channelized melt
rates to subglacial lake activity that has been detected by laser altimetry near the
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grounding line (e.g., Young et al., 2015). In fact, subglacial lake activity itself can
be detected by repeat photoclinometry.
Repeat photoclinometry also offers the ability to separate advected com-
ponents of surface topography from persistent or stationary topography that may
be attributable to basal processes. Akin to leaving a camera shutter open for a
long-exposure photograph, the mean of many DEMs generated from images ac-
quired over decades has a characteristic of smoothing the relief of moving topog-
raphy, while bringing stationary features into crisp focus. Figure 7.2 shows how
this technique can be used to identify ice shelf rumples such as those identified by
Roberts et al. (2017). Taking this further, with known surface velocities and sev-
eral MODIS DEMs acquired each year, it is then possible to artificially advect the
moving components of surface topography from many MODIS DEMs to a common
date, allowing signal-to-noise benefits of averaging without losing topographic in-
formation due to the smearing effect introduced by advection. Early results are
promising, and with this technique I have been able to obtain topographic informa-
tion at spatial scales smaller than the 250 m resolution of the MODIS images from
which the DEMs are generated. These high-resolution DEMs can be generated for
any arbitrary date within the MODIS record and may be used for such purposes as
advective cross-track slope correction of repeat-track laser altimetry.
Chapter 6 showed the impact of wind-driven upwelling on the Totten Glacier
system. I found that on the continental shelf, the thermocline depth is sensitive to
upwelling along a large swath of the continental shelf break near Moscow Univer-
sity Ice Shelf. Thus, investigations of the sensitivity of Moscow University Ice Shelf
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are in order. As the surface altimetry record around Antarctica grows longer and
improves in quality, it may be possible to compare ice shelf elevation time series
to wind-driven processes around the continent. We will likely see regional varia-
tions in the magnitude of upwelling variability, and some ice shelves may respond
to upwelling, while others may have topographic barriers that block intrusions of
MCDW. It is unlikely that wind-driven upwelling dominates interannual variability
of ice dynamics around the continent, but assessing which ice shelves respond to
upwelling will be essential to fully understanding the sensitivities of the Antarctic
Ice Sheet.
7.3 Bringing it all back home
This dissertation was aimed at understanding the interplay of environmental
forces acting on a wide range of spatial and temporal scales. The interdisciplinary
nature of this work warranted the development of a new, generalized computa-
tional toolbox that would allow simple, repeatable analysis of a variety of Antarctic
geospatial datasets. Antarctic Mapping Tools for MATLAB (Greene et al., 2017b)
now provides users worldwide with a well-tested, well-documented, easy-to-use
toolkit and has gained widespread use across disciplines from subglacial volcanol-
ogy to marine biology. The toolbox provides a wide range of general, low-level
functions for mapping, plotting, georeferencing, and performing common types of
basic data analysis. The toolbox was designed to let users develop and share their
own plugins, and in this way, AMT can continue to grow and adapt as new datasets
are introduced into the community.
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Since the first version of AMT was published online, I have received feed-
back from users worldwide who rely on the toolkit for their daily research, have
used it to rapidly generate figures to share with the public when polar science is
in the news, or have begun teaching the toolbox to their undergraduate and grad-
uate students. Students and senior researchers alike have expressed appreciation
for the clear and thoughtfully written documentation that communicates not only
what each given function was designed to do, but why it was created, how to use it,
and when to use particular options. The synchronous nature of how and why in the
documentation has helped users simultaneously develop an intuition for concepts
in both Earth science, and Matlab programming.
Docendo discimus
“By teaching, we learn.” In hindsight, it is clear that the process of writing
and sharing Antarctic Mapping Tools for MATLAB contributed more to my matu-
ration as a scientist than anything else in this dissertation. Designing useful and
user-friendly functions required me to spend the past several years repeatedly ask-
ing myself, “what will users want to accomplish when they seek out this function,
and what kind of data will they be working with?” In other words, “what is the
Earth science question at hand, and what is the most intuitive, computationally ef-
ficient method of solving the problem?” Designing for intuition required designing
with an understanding of glaciological context. When I felt I did not fully under-
stood the glaciological context, I would seek out the relevant literature and spend
hours or days exploring the available data. Designing for computational efficiency
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requires structuring code in a linear, logical sequence of steps. When my functions
were slow or filled with unwieldy code, I found ways to simplify the computational
steps, and in doing so, the underlying physics would also become clear, linear, and
logical in my mind.
I found myself devoting a great deal of time to writing documentation. I
would often spend two to three times as long writing the documentation for a func-
tion as it took to write the working parts of the function itself. I made an effort
to write realistic examples of glaciological analysis, often using AMT to repeat
the findings of well-known papers while teaching function syntax. Throughout the
examples I would guide the user through the scientific decision making process,
explaining each step, and in the process I was also teaching myself these very same
principles. I found great value in documenting my code because it put me in the
role of teaching others how and when to use my functions, and by teaching, we
learn.
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Appendix A
Laser altimetry processing
Chapter 4 uses data from the Ice, Cloud, and land Elevation Satellite (ICE-
Sat) Geoscience Laser Altimeter System release 34 (Zwally et al., 2014) com-
bined with data from the airborne International Collaborative Exploration of the
Cryosphere by Airborne Profiling (ICECAP) Riegl laser altimeter (Blankenship
et al., 2013). Following Fricker et al. (2009), we discard all ICESat measure-
ments with gain values exceeding 30 and we discard measurements with qual-
ity flags elev use flg=1, rng uqf is flg=1, or 3≥sat corr flg≤4. ICESat
inter-campaign biases were removed using values obtained by Gunter et al. (2014)
for East Antarctica. ICESat measurements containing tidal corrections were re-
tided, then de-tided by the CATS2008B tide model Padman et al. (2002). A cor-
rection was applied to remove the inverse-barometer effect (Padman et al., 2003)
using ERA-Interim surface pressure time series (ECMWF, 2009, updated 2016),
bandpass filtered from 0.03 to 0.5 cycles per day to mimic the ice shelf response to
weather-band frequencies (Padman et al., 2003). All floating-ice corrections were
multiplied by a coefficient of flexure as a first-order measure to account for ice
mechanics in the grounding zone (Vaughan, 1995). Flexure is estimated by the
Antarctic Mapping Tools iceflex interp function (Greene et al., 2017b). Alias-
ing effects from surface accumulation and firn layer processes were removed by
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subtracting surface elevation anomalies modelled by the firn densification model
IMAU-FDM (Ligtenberg et al., 2011). This model includes temporal changes of
surface mass balance, firn compaction, and meltwater processes such as percola-
tion, retention and refreezing, and is forced at the surface by 6-hourly climate data
from the regional climate model RACMO2.1 (Lenaerts et al., 2012). For the Totten
region, a similar approach has been used earlier (Khazendar et al., 2013).
For the repeat-track analysis described in Section 4.3.2, observations along
each repeat track were converted to a curvilinear coordinate system using satellite
ground tracks as a centerline reference (Merwade et al., 2005). All measurements
more than 500 m from the centerline were discarded and remaining observations
were migrated to the centerline. We remove cross-track-slope-induced errors by
subtracting the elevation differences between observation locations and correspond-
ing centerline locations in a DEM taken as the mean of all photoclinometry DEMs
in Figure 4.6. Centerline-migrated observations were linearly interpolated to 100 m
postings along each reference track and trend estimates were obtained by linear
least squares fit to the data available at each posting.
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Appendix B
Methods in upwelling estimation
This Appendix describes the methods employed in upwelling estimation in
Chapter 6.
B.1 Ice velocity time series
The ice velocity time series was generated from displacement fields ob-
tained for 363 MODIS band 2 image (Scambos et al., 2001, updated 2017) pairs
separated by 365±29 days (M1 data, herein) and 266 image pairs separated 730±21
days (M2 data, herein). Images were preprocessed with a Gaussian highpass fil-
ter characterised by a two-pixel standard deviation, then supersampled by a factor
of two. Template matching was performed with ImGRAFT (Messerli and Grin-
sted, 2015) for a 500 m resolution grid using a 10x10 pixel template and 20x20
pixel search box centred on displaced locations predicted by InSAR-derived veloc-
ity fields (Rignot et al., 2011b). Displacement fields were postprocessed with a 3x3
pixel median filter and remaining grid cells with missing data were filled using a
spring-metaphor inpainting technique (D’Errico, 2012).
M1 data and M2 data were treated separately to allow direct comparison
of velocity fields obtained over one and two years, respectively. M2 data provides
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lower uncertainty for slow-moving ice whereas M1 data provides superior temporal
resolution and performs best where ice moves fast, where motion is curvilinear, or
where surface effects prevent matches separated by long periods of time.
An averaging technique was used to obtain velocities at monthly postings
from 2001 to 2014. M1 data and M2 data were treated separately, and for each
monthly posting, an average velocity was calculated for all image pairs whose first
image was obtained before the posting and whose second image was obtained after
the posting. At least 14 image pairs contributed to M1 data and M2 data at each
monthly posting (Fig. B.1). Velocity uncertainty σ at each monthly posting t is
estimated as
σ(t) =
σN√
N
, (B.1)
where σN is the standard deviation of all N velocity measurements corresponding
to time t and N is the number of image pairs contributing to each monthly posting
(Taylor, 1997). The continuous ice velocity time series in this work was generated
by the linear combination of lowpass filtered M2 data and highpass filtered M1 data,
where the crossover filtering period is 48 months for both datasets.
B.2 Ice shelf thinning and acceleration
For a laterally-bounded ice shelf under constant driving stress, small pertur-
bations in ice thickness δH lead to changes in ice velocity δU by
δU = U0
[(
H0
H0 + δH
)3
− 1
]
, (B.2)
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Figure B.1: Uncertainty estimates for TIS velocity time series. Surface velocities
are obtained by feature tracking using 629 overlapping image pairs. A, TIS veloc-
ity measurements as in Fig. 6.2. Grey lines indicate velocity measurements from
each image pair; dark red line is obtained by averaging velocity measurements at
monthly postings; the shaded region bounding the velocity curve is the uncertainty
estimate shown in panel (D). B, Number of displacement measurements contribut-
ing to each monthly posting. C, Standard deviation of velocity measurements at
each monthly posting. D Velocity uncertainty estimate from panels (B) and (C).
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where H0 and U0 are the nominal ice thickness and velocity, respectively (Joughin
et al., 2004). Fig. B.2 compares TIS velocity observations to predictions by equa-
tion B.2, where U0 is taken as the mean ice shelf velocity within the orange poly-
gon in Fig. 6.1, H0 = 1163 m is the mean ice thickness along the lateral shear
margins of TIS (Fretwell et al., 2013), and δH is the time-varying ice thickness
anomaly. We use an ice thickness time series derived from surface elevation mea-
surements obtained by radar altimetry (Paolo et al., 2016; Roberts et al., 2017) and
follow an established procedure (Pritchard et al., 2012; Khazendar et al., 2013) to
remove the anomalies associated with accumulation (Lenaerts et al., 2012) and firn
densification (Ligtenberg et al., 2011). Surface elevation is converted to ice thick-
ness assuming hydrostatic equilibrium, where seawater density is 1028 kg/m3 and
column-averaged ice density is 897 kg/m3, including a 22 m mean firn air thickness
(Ligtenberg et al., 2011).
B.3 Profiling float data
Figure B.3 shows a 15 month time series of the T=-0.4◦C isotherm depth
obtained by a profiling float. Geolocation of the profiling float was recorded for 29
surfacing events during data collection. Profile locations (solid green line) shown in
Fig. B.3 indicate surfaced positions with a GPS fix. Linearly interpolated positions
when the float was under ice between 05-Apr-2015 and 27-Dec-2015 are indicated
by the dashed green line. Isotherm depth was determined by linear interpolation
for each profile collected by the profiling float. The isotherm depth time series was
linearly interpolated to daily postings, then a first order lowpass Butterworth filter
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Figure B.2: Ice shelf thinning drives acceleration. A, TIS-averaged surface el-
evation anomaly from a previous study by Roberts et al.(Roberts et al., 2017). B,
orange line shows surface velocity averaged over the main trunk of TIS; blue line
shows ice velocity anomaly predicted from observed ice thickness anomalies. Sec-
ondary peaks in surface velocity observed in 2003 and 2010 are attributed to loss of
basal stress and short-term acceleration observed in the western grounding zone of
TIS. Both time series in panel (B) are lowpass filtered to 24 months.
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Figure B.3: Upwelling brings warm water onto the continental slope. A, Fol-
lowing Fig. 6.2, regression coefficients ((µm s−1)/m) of upwelling as a function of
the T=-0.4◦C isotherm depth by a profiling float, whose westward-drifting path is
depicted in green. Dashed regions indicate interpolated float locations. B, Time
series of upwelling averaged within the gold polygon in panel (A). C, Color-scaled
time series of temperature logged by the profiling float overlaid with the T=-0.4◦C
isotherm depth in white. Heavy and light lines in panels (B,C) are lowpass filtered
to 90 and 45 days, respectively.
was applied to account for the response of the lower layers to surface forcing. Filter
cutoff periods of 45 and 90 days bracket expected response times(Ohshima et al.,
1996), and both filtered time series agree well with upwelling time series filtered to
the same periods.
B.4 Reanalysis data and upwelling estimation
This work uses ERA-Interim monthly means of daily mean (Dee et al.,
2011) sea ice concentration and 10 m zonal and meridional wind components u10
131
and v10 generated at 0.75◦ resolution and regridded to 0.125◦ resolution. It has been
shown that higher-resolution atmospheric models often produce stronger coastal
winds (Bromwich et al., 2005; Dinniman et al., 2015), but ERA-Interim matches
observations well (Bracegirdle and Marshall, 2012; Jones et al., 2016) and is of
sufficient resolution to capture the wind processes of interest to our analysis. Wind
stress τ is calculated as
τ = ρairCD(u
2
10 + v
2
10), (B.3)
where ρair = 1.225 kg/m3 is the density of air and the drag coefficient is CD =
1.25×10−3 in the absence of sea ice (Kara et al., 2007) and is parametrized when
sea ice is present (Lu¨pkes and Birnbaum, 2005). Seasonal cycles are removed and
time series of each grid cell are lowpass filtered with a cutoff period of 24 months
using a first order Butterworth filter. Ekman pumping is calculated as the vertical
velocity of water induced by surface water divergence using the relation
wE = curl
(
τ
ρwf
)
, (B.4)
where ρw = 1028 kg/m3 is the density of seawater and f is the Coriolis frequency
(Kessler, 2002).
B.5 Mapping and figure generation
Data analysis was performed using Antarctic Mapping Tools for MATLAB
(Greene et al., 2017b) and graphics in this paper employ cmocean (Thyng et al.,
2016) colormaps. Background images in Fig. 6.1,6.2 and Fig. B.3,B.4 are from the
MODIS Mosaic of Antarctica (Haran et al., 2014b; Scambos et al., 2007), ground-
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Figure B.4: Regression of upwelling and TIS velocity. A, Correlation coefficient
of 24 month lowpass filtered time series of upwelling and TIS velocity, plotted as a
function of lag time. Lag time corresponding to the correlation maximum (r=0.92)
indicates TIS accelerates 19 months after upwelling occurs within the gold polygon
shown in Fig. 6.2. B, Linear regression relates upwelling to TIS velocity as 0.0125
(µm s−1) /(m a−1).
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Figure B.5: Coefficients of determination. Values of r · |r| indicate the strength
and sign of the relationship between TIS velocity and reanalysis fields for respective
linear regressions in Fig. 6.2.
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ing lines are from MEaSUREs radar mapping (Mouginot et al., 2016), and bathy-
metric contours are from IBCSO (Arndt et al., 2013).
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