Abstract. The recognition of the speaker through machine learning algorithm has become a hot spot of research. On the basis of speaker recognition based on BP and traditional MFCC characteristic parameters, the feature parameters of MFCC are reduced by KPCA algorithm, and the BP neural network algorithm is used as the back-end recognition model to classify the speaker. The improved algorithm is simulated on the MATLAB platform and compared with the traditional PCA algorithm. The experimental results show that the improved algorithm has a great improvement in recognition efficiency and recognition accuracy and has a good research value.
Introduction
The extraction of sound feature parameters has always been the focus of pattern matching research. The quality of feature parameters directly determines the accuracy of recognition [1] . Many scholars have proposed the MFCC to characterize the speech feature information through the study of the auditory mechanism of human ear. This paper will use the MFCC as the characteristic parameter and the BP neural network model as the back-end recognition model for speaker recognition research. The PCA algorithm optimizes the MFCC to reduce the dimension. In order to solve the problem of complex data linear non-separable in the low dimensional space, this paper further introduces the kernel function into the PCA algorithm, uses the KPCA algorithm to reduce the MFCC, and compares it with the traditional PCA algorithm. The recognition rate and robustness of the system are further improved.
MFCC Feature Extraction
Each person's voice has its unique characteristics. Figure 1 shows the contrast analysis of the amplitude frequency characteristics and time frequency characteristics of different speaker sounds. It can be seen from the picture that each person's voice is very different in the feature expression. The MFCC is widely used as a token of speech information because it conforms to the auditory awareness of the human ear [2] . 
Kernel Principal Component Analysis
The core of the PCA algorithm is to calculate the variance in each direction of the data vector separately, take the direction of the maximum variance as the main feature, and make the data in each orthogonal direction unrelated [3] . For M n-dimensional data, we first divide it into columns of n row m column matrix, and the main process of PCA algorithm dimension reduction is as follows: Fig.3 Main flow reduction process of PCA KPCA uses nonlinear transformation to map the input data from low dimensional space to high dimensional space, so that the nonlinear problem is transformed into a linear problem. Then PCA algorithm is used to extract the main component in high dimensional space, and the purpose of reducing the dimension of the data is achieved on the basis of maintaining the data information [4] .In this paper, the RBF kernel function is applied to the PCA algorithm.
BP Neural Network
BP neural network is the error back propagation neural network, its network structure is a multi-level forward feedback network structure, and a simplest BP neural network should contain at least three hierarchies, that is, the input layer, the hidden layer, and the output layer. At each level, there are a lot of small neuron nodes that are used to do some data processing. The number of these small neuron nodes is usually defined by ourselves [5] . The general process of BP neural network for self-learning training is shown in Figure 4 . 
Algorithm Simulation
In this study, the data used in this study was recorded by a mobile phone with a format of wav. The length of each speech was 8 to 10 seconds. A total of 17 students were collected as test data. 30 to 40 voice samples were recorded by each student. The overall test sample contained 521 test data.
MFCC Parameter Extraction and Feature Reduction
When the MFCC parameters are extracted from the test sample, 256 sampling points are taken as one frame, the frame shift is 100, the signal is filtered through 256 Hamming windows, the Mel filter bank is composed of 20 trigonometric filters, the coefficients of second to thirteenth after DCT are taken as the MFCC coefficients. After the MFCC characteristic parameters are obtained, the data are further reduced to 44 dimensions by the PCA and KPCA algorithm. Figure 5 shows the sample data to complete the feature extraction and some data after the dimensionality reduction optimization.
Fig.5 Partial MFCC characteristic parameters

Construction of BP Speaker Recognition Model
First, the BP neural network framework should be established and the BP neural network model should be trained. The number of training sets is 15000, the error threshold is 0.01. The sample data is randomly scattered and selected as the model training data. First, the sample data should be normalized, then the model is trained by the test sample data, and the remaining 321 sample data are used as test data to test the performance of the training model. The figure 6 shows the result statistics of the speaker recognition using MFCC, PCA-MFCC and KPCA-MFCC as the sample characteristic parameters respectively. Table 1 
Conclusion
On the basis of the conventional BP-MFCC speaker recognition system, the kernel principal component analysis algorithm is used to reduce the dimension of the MFCC feature parameters. The parameters of the optimized parameters are simulated by the MATLAB platform, and the performance is compared with the traditional principal component analysis algorithm. The results show that the recognition accuracy of the speaker recognition system based on the optimized parameters and the efficiency of the test are greatly improved, and it has good research and application value. 
