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Kapitel 1
Einleitung
Diese Arbeit befasst sich prima¨r mit der Modellierung und Optimierung von Laufbewe-
gungen fu¨r zwei- und vierbeinige Roboter. Laufende Roboter ko¨nnen sich sowohl in der
ku¨nstlich geschaffenen Umgebung des Menschen als auch in naturbelassener Umgebung
besser und flexibler bewegen als rollende Roboter. Von Menschen strukturierte Umgebun-
gen wie Wohnungen oder Ha¨user, sind auf den Ko¨rper des Menschen angepasst. Treppen
oder auch kleinere Stufen sind fu¨r Menschen leicht zu u¨berwindende Hindernisse, fu¨r Ro-
boter hingegen sind sie sehr schwierig zu erklimmen. Radgetriebene Roboter ko¨nnen zwar
a¨ußerst effektiv auf glatten Fla¨chen, wie z. B. in Lagerhallen, agieren, Stufen ko¨nnen sie
jedoch nur mit weiteren Hilfsmitteln u¨berwinden. Ebenso ko¨nnen bereits kleine Steigun-
gen zu unu¨berwindbaren Hindernissen werden, laufende Roboter hingegen ko¨nnen diese
Hindernisse wie ein Mensch u¨berwinden. Eine geeignete Perzeption vorausgesetzt, ko¨nnen
laufende Roboter sogar Treppen wie ein Mensch steigen [11].
Noch deutlicher wird die U¨berlegenheit der Fortbewegung auf Beinen gegenu¨ber Rollen auf
weichem oder zerklu¨ftetem Untergrund. Auf weichem Untergrund, wie z. B. Sand, ko¨nnen
Ra¨der schnell durchdrehen oder einsinken, die Bewegung auf Beinen ist hier viel effektiver
und unter Umsta¨nden auch energetisch effizienter [57]. Auf unebenem oder zerklu¨ftetem
Boden ist eine Fortbewegung auf Ra¨dern gegebenenfalls gar nicht mo¨glich, wenn Hindernis-
se wie z. B. Lo¨cher oder Felsen den Weg blockieren. Das Laufen hingegen erfordert keinen
kontinuierlichen Bodenkontakt, so dass Lo¨cher im Boden oder kleinere Felsen einfach u¨ber-
stiegen werden ko¨nnen.
Der Fokus dieser Arbeit liegt neben der Modellierung von Laufbewegungen auf dem selb-
sta¨ndigen Laufenlernen der Roboter, so dass der eigentliche Lernprozess vollsta¨ndig au-
tonom von dem Roboter durchgefu¨hrt werden kann. Ein weiterer wichtiger Aspekt, der
in dieser Arbeit untersucht wird, ist die Reduktion der Lerndauer und der dazu no¨tigen
Trainingsla¨ufe.
Zur Fo¨rderung der Forschung auf dem Gebiet (laufender) autonomer Roboter wurde das
Fußballspielen von Robotern als Benchmark definiert. In dem so genannten RoboCup [33]
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sind mittlerweile u¨ber 300 Teams aktiv, die Fußball spielende Roboter entwickeln und
programmieren.
1.1 Roboterfußball
Nachdem es 1996 dem Supercomputer DeepBlue von IBM gelang, gegen den amtierenden
Schachweltmeister Garri Kasparow zu gewinnen, wurde klar, dass Computerschach nicht
mehr als Benchmark fu¨r die Ku¨nstliche Intelligenz dienen konnte. Durch die gestiegene
Rechen- und Speicherleistung von Computern wurden Verfahren entwickelt, die zahlreiche
zuku¨nftige Spielzu¨ge simulieren ko¨nnen und schließlich den vielversprechendsten Zug aus-
wa¨hlen. Dieses Verfahren hat jedoch mit Ku¨nstlicher Intelligenz, fu¨r die Computerschach
lange als Messlatte galt, nicht viel gemein. Daher wurde eine neue Messlatte fu¨r die Ku¨nst-
liche Intelligenz gesucht und schließlich das Fußballspiel von autonomen Robotern als neuer
Benchmark auserkoren.
Zum Vergleich der erreichten Leistungen der zahlreichen Forschergruppen, die sich mit
Roboterfußball bescha¨ftigen, finden seit 1997 ja¨hrlich Roboterfußballturniere statt. In dem
Verband RoboCup wird in zahlreichen verschiedenen Ligen Roboterfußball gespielt. Jede
Liga hat dabei einen eigenen Forschungsschwerpunkt. So gibt es z. B. Simulationsligen, in
denen das gesamte Roboterteam simuliert wird, Ligen mit fahrenden Robotern und Ligen
mit laufenden Robotern. Die beiden in dieser Arbeit genutzten laufenden Roboter nahmen
an der so genannten Four-Legged League und der Humanoid League teil.
Prinzipiell sind die gro¨ßten zu lo¨senden Probleme im Roboterfußball, die aber nicht zwangs-
la¨ufig in allen Ligen anzutreffen sind:
• Erkennung von Objekten auf dem Spielfeld (Sensorik)
• Lokalisierung der eigenen Position (Selbstlokalisierung)
• Modellierung von spielrelevanten Objekten (z. B. des Balles)
• Fortbewegung des Roboters (Aktorik)
• Fertigkeiten auf unterer Verhaltensebene (z. B. Ball schießen)
• Planung von Spielzu¨gen
• Koordination der Handlungen und Spielzu¨ge im Team
Klassischerweise wurden die meisten der obigen Punkte durch reine Programmierung von
entsprechenden Algorithmen gelo¨st. Im Laufe der Zeit wurde erkannt, dass ha¨ufig Lo¨sungen
nicht mehr nur von Hand entwickelt werden ko¨nnen, so dass immer mehr maschinelle Lern-
verfahren zur Unterstu¨tzung in der Entwicklung eingesetzt wurden. Mittlerweile werden in
allen oben genannten Problemen von einigen Forschergruppen Lernverfahren eingesetzt [6].
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1.2 Lernende Roboter
In den letzten Jahren wurde sehr viel an selbsta¨ndig lernenden autonomen Robotern ge-
forscht, so dass diesem Forschungsbereich ein eigener Name Evolutionary Robotics zuteil
wurde. Das Ziel von Evolutionary Robotics ist die Entwicklung von Methoden zum auto-
matischen Generieren von intelligenten Robotersteuerungen, ohne dass eine direkte Pro-
grammierung von Menschen no¨tig ist [43].
Im Folgenden wird ein kleiner U¨berblick u¨ber lernende Roboter in der Doma¨ne Robo-
Cup gegeben. Das Erlernen von Fertigkeiten erstreckt sich dabei u¨ber viele Bereiche. Peter
Stone hat den Begriff Layered Learning gepra¨gt [64], der aussagt, dass Lernverfahren auf
verschiedenen Ebenen sinnvoll eingesetzt werden ko¨nnen und das Lernen auf oberen Ebe-
nen, wie z. B. der Verhaltenssteuerung von den unteren, zuvor erlernten Ebenen, wie z. B.
dem Laufen profitieren. Das Erlernen von Laufbewegungen wird von zahlreichen Teams im
RoboCup, insbesondere in der Four-Legged League, genutzt und wird spa¨ter in Kapitel 2
na¨her betrachtet.
Beispielsweise wurde auf unterer Verhaltensebene fu¨r Aibo Roboter gelernt, den Ball ef-
fektiv zu greifen. Dabei klemmt der Roboter den Ball zwischen Kopf und Boden ein und
kann den Ball so sicher fu¨hren und pra¨zise einen Schuss vorbereiten. Dieses einfache Ver-
halten kann beim Roboterfußball spielentscheidend sein. Das Team, dessen Roboter den
Ball zuerst unter Kontrolle bringt, hat einen großen Vorteil. Insbesondere ab dem Jahr
2005 wurde dieser Spielzug dominant, da mit dem
”
gegriffenen“ Ball dem erkannten Geg-
ner ausgewichen werden konnte. Das reine Programmieren dieser Bewegung von Hand ist
kaum durchfu¨hrbar, da zahlreiche Parameter, wie z. B. die Distanz zwischen Roboter und
Ball, ab der der Kopf gesenkt wird, einzustellen sind. Außerdem sind Anpassungen an den
verwendeten Teppich oder gea¨nderte Laufarten des Roboters durchzufu¨hren. Neben dem
mo¨glichst zuverla¨ssigen Greifen ist auch die Zeitdauer dessen sehr wichtig, da auch hier
das schnellere Team klar im Vorteil ist. Daher wurde von dem RoboCup Team UT Austin
Villa eine durch fu¨nf Parameter beschriebene Greifbewegung aufgestellt, die von Robotern
autonom erlernt wurde [10].
Die RoboCup Simulation League bietet ein großes Spektrum zum Lernen von Verhaltens-
mustern, da hier keine Roboter durch die zahlreichen Trainingsla¨ufe verschleißen und Si-
tuationen einfach mehrfach nachgespielt werden ko¨nnen. Ein Team simulierter Roboter
kann z. B. selbsta¨ndig die Strategie erlernen, den Ball mo¨glichst lange unter Kontrolle zu
halten und dabei ein vorgegebenes Areal nicht zu verlassen. Gleichzeitig versuchen geg-
nerische Spieler, den Ball unter ihre Kontrolle zu bringen. Das Verhalten wird dabei aus
mehreren einfachen vorgegebenen Aktionen, wie z. B. den Ball zu einem Mitspieler passen
oder sich mit dem Ball mo¨glichst weit von den Angreifern entfernen, zusammengesetzt.
Die erlernte Strategie konnte sich dabei gegen alle handgeschriebenen Verhaltensmuster
durchsetzen [63].
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Abbildung 1.1: Der Roboter fa¨ngt einen rollenden Ball ab.
Ebenfalls werden in der Midsize League, einer Liga mit realen fahrenden autonomen Robo-
tern, ha¨ufig Lernverfahren eingesetzt, um eine Spielstrategie zu optimieren. Beispielsweise
kann ein Roboter einen Spielzug erlernen, indem er einen rollenden Ball mo¨glichst effizient
abfa¨ngt. Diese Situation ist in Abbildung 1.1 dargestellt. Um den Ball unter Kontrolle
zu bringen, muss der Roboter auf eine Linie mit dem Ball fahren, muss ihn mit seiner
Frontseite beru¨hren und gleichzeitig eine anna¨hernd gleiche Geschwindigkeit wie der Ball
einnehmen. Zur Reduktion der no¨tigen realen Trainingsla¨ufe wurde die Strategie zuna¨chst
in einem Robotersimulator erlernt und anschließend erfolgreich auf den realen Roboter
angepasst [39].
Das Lernen kann auch auf kognitiver Ebene eingesetzt werden, indem ein Roboter die fu¨r
die Bildverarbeitung no¨tige Farbzuordnung lernt. In der Four-Legged League werden die
spielrelevanten Objekte, wie z. B. der Ball oder die Tore durch eindeutige Farben gekenn-
zeichnet. Die Bildverarbeitung nutzt zur Erkennung dieser Objekte Farbklassen, denen alle
Farbto¨ne der entsprechenden Objekte zugeordnet sind. Ein Ball ist z. B. orange. Je nach
Lichteinfall erscheint seine Farbe mal heller und mal dunkler. Diese mo¨glichen Farbto¨ne
mu¨ssen nun alle der Farbklasse Orange zugeordnet werden, damit der Roboter in mo¨g-
lichst jeder Position den Ball erkennen kann. Dabei muss die Farbklasse mo¨glichst alle
auftretenden Farbto¨ne enthalten, darf aber gleichzeitig nicht Farbto¨ne anderer Objekte,
wie z. B. das Rot anderer Roboter enthalten, da diese ansonsten mo¨glicherweise als Ball
erkannt werden ko¨nnten. Diese Farbzuordnung ha¨ndisch durchzufu¨hren ist sehr zeitauf-
wa¨ndig und muss bei jeder A¨nderung des Lichteinfalls angepasst werden. Daher wurde ein
Verfahren entwickelt, mit dem der Roboter selbsta¨ndig die Farbklassen erlernt und wa¨hrend
eines Roboterfußballspiels mo¨gliche A¨nderungen des Lichteinfalls erkennt und autonom die
Farbklassen anpassen kann [60].
Maschinelle Lernverfahren werden aber nicht nur zur Optimierung der Steuerung der Ro-
boter eingesetzt, sondern ko¨nnen ebenfalls zur Designphase des Roboters unterstu¨tzen. Es
wurde gezeigt, dass durch geeignete Lernverfahren sogar von Grund auf ein Roboter aus zur
Verfu¨gung stehenden Bauteilen, wie z. B. Verbindungselementen oder Antrieben erzeugt
werden kann [37].
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1.3 Struktur der Arbeit
In dieser Arbeit werden zuna¨chst in Kapitel 2 parametrisierte Laufmodelle fu¨r zwei ver-
schiedene Robotertypen hergeleitet. Diese Modelle ko¨nnen Laufbewegungen erzeugen, die
jedoch in ihrer Effektivita¨t stark von den Parametern des Modells abha¨ngen. Ziel der Arbeit
ist, Verfahren zu entwickeln und zu untersuchen, mit denen die Parameter des Modells, die
zu einem mo¨glichst schnellen Laufen fu¨hren, selbsta¨ndig von den Robotern erlernt werden
ko¨nnen. Evolutiona¨re Algorithmen werden als Grundlage fu¨r das Erlernen der Parame-
ter verwendet und werden in Kapitel 3 zusammen mit modellgestu¨tzten Ansa¨tzen na¨her
erla¨utert.
Fu¨r den Vergleich und die Analyse verschiedener Lernverfahren sind sehr viele Testla¨ufe
der Roboter no¨tig. Da dies zu einem sehr hohen Verschleiß des Roboters fu¨hrt und auch
sehr zeitaufwa¨ndig ist, wird in dieser Arbeit teilweise ein physikalischer Robotersimulator
genutzt, der in Kapitel 4 so optimiert wird, dass er sich mo¨glichst a¨hnlich zu einem realen
Roboter verha¨lt.
In Kapitel 5 werden Verfahren vorgestellt, mit denen vier- und zweibeinige Roboter selb-
sta¨ndig Laufen lernen ko¨nnen. Es werden die Ergebnisse der Lernverfahren fu¨r die benutz-
ten Robotermodelle pra¨sentiert und aufgezeigt, welche Lernverfahren sich am besten fu¨r die
Optimierung des Laufens eignen. Abschließend werden in Kapitel 6 die Ergebnisse dieser
Arbeit zusammengefasst.
Kapitel 2
Modellierung von Laufbewegungen
In diesem Kapitel werden parametrisierte Modelle hergeleitet, die Laufbewegungen fu¨r
zwei Arten von Robotern generieren. Die Modelle beruhen dabei auf einem Abfahren von
vorgegebenen Trajektorien, die mittels inverser Kinematik in Bewegungen der Gelenke um-
gerechnet werden. Bei den Modellen liegt die Einfachheit der Berechnung im Vordergrund.
Es wird nicht auf Modelle eingegangen, die dynamisch, abha¨ngig von Stabilita¨tskriterien
wie z. B. dem weit verbreiteten Zero-Moment-Point [67] oder Foot-Rotation-Indicator [14],
die Platzierung der Fu¨ße berechnen.
Das erste Modell wird fu¨r den vierbeinigen Roboter Sony Aibo vorgestellt.
2.1 Sony Aibo
Der Sony Aibo ist ein programmierbarer vierbeiniger Roboter, der erstmals 1999 o¨ffentlich
zum Verkauf angeboten wurde. Im Laufe der Zeit wurden verschiedene Modelle heraus-
gebracht. In dieser Arbeit wurde ausschließlich das letzte Modell, der so genannte Aibo
ERS 7 benutzt.
Der ERS 7 (dargestellt in Abbildung 2.1) ist ein autonomer Roboter, der durch die Heraus-
gabe eines SDK’s von Sony in der Programmiersprache C++ frei programmierbar ist. Der
wichtigste Sensor, mit dem der Roboter seine Umwelt wahrnehmen kann, ist eine CMOS
Kamera mit einer Auflo¨sung von 208 × 160 Pixeln, daneben stehen noch Beru¨hrungs-,
Beschleunigungs- und Abstandssensoren zur Verfu¨gung. Jedes Bein besitzt drei Gelenke,
die u¨ber Servomotoren mit Positionsmessung angetrieben werden. Dank seines 64-Bit MIPS
Mikroprozessors mit einer Taktrate von 576 MHz kann der Roboter alle kognitiven und re-
aktiven Berechnungen in Echtzeit ausfu¨hren. Zur Kommunikation mit anderen Robotern
oder PCs verfu¨gt der ERS 7 u¨ber eine WLAN 802.11 Schnittstelle. Das auszufu¨hrende Pro-
gramm wird auf einen Memorystick geschrieben und schließlich vom Roboter ausgefu¨hrt.
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Abbildung 2.1: Ein Sony Aibo ERS 7 als Torwart beim Roboterfußball
2.1.1 Kinematik
Wie schon erwa¨hnt, wird die Bewegung der Beine durch Trajektorien beschrieben. Der
Fußpunkt (der unterste Punkt des Beines) wird immer auf der Trajektorie gehalten, die
Bewegung der Gelenke des Beines ergeben sich dann automatisch. Bei dem Aibo ERS 7
wird alle 8 ms eine neue Sollposition des Fußes berechnet und die entsprechenden ein-
zunehmenden Gelenkwinkel an die Motoren gesendet. Integrierte PID Regler u¨berwachen
das Anfahren der Position. Die Gelenkpositionen mu¨ssen also mit einer Frequenz von 125
Hz berechnet werden. Aus dieser hohen Frequenz ergibt sich die Forderung nach einer
mo¨glichst effizienten Berechnung.
Zum Abfahren von Trajektorien ist es notwendig, eine Zuordnungsfunktion zu kennen, die
fu¨r einen Punkt ~p = (x y z)T im Raum die entsprechenden Gelenkwinkel ~θ = (θ1 θ2 θ3)
T
berechnet. Diese Transformation wird als inverse Kinematik bezeichnet. Zur Herleitung der
inversen Kinematik wird zuna¨chst die Vorwa¨rtskinematik beschrieben, die aus gegebenen
Gelenkwinkeln den resultierenden Fußpunkt im Raum ausrechnet.
Die Lage des Koordinatensystems, der Gelenkwinkel und die entsprechenden La¨ngen der
Beine sind in der Abbildung 2.2 gezeigt und an die Herleitung in dem Teamreports des
GermanTeams von 2005 angelehnt [51].
8 KAPITEL 2. MODELLIERUNG VON LAUFBEWEGUNGEN
(a) Ansicht in der x-z–Ebene (b) Ansicht in der y-z–Ebene
Abbildung 2.2: Bemaßung und Lage des Koordinatensystems der Beine
Vorwa¨rtskinematik
Die Lage des Punktes ~p wird mit Hilfe von Koordinatensystemtransformationen bestimmt.
Zuna¨chst liegt das Ursprungskoordinatensystem in der Schulter des Roboters. Die x-Achse
zeigt nach vorne, die y-Achse zu der linken Seite und die z-Achse nach oben. Die Lagen
und Richtungen des Ursprungskoordinatensystems und der nachfolgend verwendeten Ro-
tationswinkel sind in Abbildung 2.2 dargestellt. Eine Rotation mit Drehachse n um dem
Winkel θ entgegen dem Uhrzeigersinn wird mit Rot(n, θ) bezeichnet, eine Translation ent-
lang der Achse n mit der La¨nge d mit Trans(n, d).
Die Transformation setzt sich aus fu¨nf Einzeltransformationen zusammen, die in ihrer Rei-
henfolge durch die kinematische Kette der einzelnen Gelenke definiert sind:
1. Rotation um die y-Achse um den Winkel −θ1, Rot(y,−θ1)
2. Rotation um die x-Achse um den Winkel θ2, Rot(x, θ2)
3. Translation entlang der negativen z-Achse mit der La¨nge l1, Trans(z,−l1)
4. Rotation um die y-Achse um den Winkel −θ3, Rot(y,−θ3)
5. Translation entlang der z-Achse mit der La¨nge l2, Trans(z,−l2)
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Die Gesamttransformation ist daher definiert durch
~p = (x y z)T = Rot(y,−θ1) · Rot(x, θ2) · Trans(z,−l1) · Rot(y,−θ3) · Trans(z,−l2). (2.1)
Durch die Einfu¨hrung von homogenen Koordinaten la¨sst sich die Gleichung multiplikativ
aufstellen und der Fußpunkt ~p relativ zur Schulter ist gegeben durch
x
y
z
1
=

cos θ1 0 − sin θ1 0
0 1 0 0
sin θ1 0 cos θ1 0
0 0 0 1
 ·

1 0 0 0
0 cos θ2 − sin θ2 0
0 sin θ2 cos θ2 0
0 0 0 1
 ·

1 0 0 0
0 1 0 0
0 0 1 −l1
0 0 0 1
 ·

cos θ3 0 − sin θ3 0
0 1 0 0
sin θ3 0 cos θ3 0
0 0 0 1
 ·

1 0 0 0
0 1 0 0
0 0 1 −l2
0 0 0 1
 ·

0
0
0
1

=

l1 sin θ1 cos θ2 + l2 cos θ1 sin θ3 + l2 sin θ1 cos θ2 cos θ3
l1 sin θ2 + l2 sin θ2 cos θ3
−l1 cos θ1 cos θ2 + l2 sin θ1 sin θ3 − l2 cos θ1 cos θ2 cos θ3
1
 . (2.2)
Hierbei sei beachtet, dass es sich bei dem Koordinatensystem um ein Rechtssystem han-
delt und die Matrizen zur Drehung des Koordinatensystems durch die Transponierte der
Rotationsmatrix fu¨r Punkte gegeben ist.
Inverse Kinematik
Die inverse Kinematik ist gegeben durch die Umkehrfunktion der Vorwa¨rtskinematik und
berechnet damit fu¨r einen gegebenen Punkt ~p im Raum die zugeho¨rigen Gelenkwinkel
~θ. Nur fu¨r bestimmte Fa¨lle kann die inverse Kinematik durch geometrische Berechnun-
gen geschlossen gelo¨st werden. Dies ist nur bei Robotern mit wenigen Gelenken und nur in
bestimmten Anordnungen der Fall. Ansonsten kann die inverse Kinematik nur u¨ber Appro-
ximationsverfahren gena¨hert werden, wie z. B. u¨ber die Invertierung der Jacobi-Matrix [38].
Die Inverse der Jacobi-Matrix kann, soweit u¨berhaupt existent, nur na¨herungsweise gelo¨st
werden und ist zudem sehr rechenaufwa¨ndig.
Fu¨r dem Aibo la¨sst sich die inverse Kinematik geometrisch lo¨sen. In der Herleitung wird
davon ausgegangen, dass der Punkt ~p innerhalb des erreichbaren Arbeitsraumes liegt. Die
Implementierung der inversen Kinematik hingegen fa¨ngt diese Fa¨lle ab und berechnet ge-
gebenenfalls den Punkt ~p′ mit dem kleinsten Abstand zu ~p.
Zuna¨chst wird der Kniegelenkswinkel θ3 betrachtet. Dieser Winkel definiert eindeutig die
La¨nge d =
√
x2 + y2 + z2 der Strecke von der Schulter zu der Fußposition. Mit Hilfe des
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Kosinussatzes gilt dann die Beziehung
cos(pi − θ3) = l
2
1 + l
2
2 − d2
2l1l2
cos θ3 =
d2 − l21 − l22
2l1l2
θ3 = ± arccos
(
d2 − l21 − l22
2l1l2
)
. (2.3)
Diese Gleichung liefert zwei mo¨gliche Lo¨sungen, anschaulich bedeutet dies, dass das Knie-
gelenk in beide Richtungen eingeknickt werden kann. Da bei dem Aibo die Bewegung in
die gema¨ß Abbildung 2.2 positive Richtung (also mit dem Uhrzeigersinn) einen wesentlich
gro¨ßeren Winkel abdecken kann, wird immer nur mit dem positiven Ergebnis gerechnet,
die endgu¨ltige Gleichung lautet damit
θ3 = arccos
(
x2 + y2 + z2 − l21 − l22
2l1l2
)
.
Durch Kenntnis von θ3 la¨sst sich der abspreizende Schultergelenkswinkel θ2 berechnen, da
laut Gleichung 2.2
y = l1 sin θ2 + l2 sin θ2 cos θ3
gilt und nur θ2 unbekannt ist. Da durch die Bauform des Roboters |θ2| ≤ pi2 garantiert ist,
ist der Winkel θ2 damit eindeutig definiert durch
θ2 = arcsin
(
y
l1 + l2 cos θ3
)
.
Die Berechnung von θ1 kann nun mittels der ersten Zeile aus Gleichung 2.2 erfolgen, es gilt
x = l1 sin θ1 cos θ2 + l2 cos θ1 sin θ3 + l2 sin θ1 cos θ2 cos θ3
= cos θ1 (l2 sin θ3) + sin θ1 (l1 cos θ2 + l2 cos θ2 cos θ3)
= a cos θ1 + b sin θ1 (2.4)
mit den Hilfsvariablen
a := l2 sin θ3
b := l1 cos θ2 + l2 cos θ2 cos θ3.
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Abbildung 2.3: Schematische Darstellung des Roboterbeines im Raum
Die geometrische Interpretation von a und b ist in Abbildung 2.3 veranschaulicht. Basierend
auf dieser Abbildung ko¨nnen die folgenden weiteren Beziehungen aufgestellt werden1:
β = arctan
(a
b
)
d =
√
a2 + b2
a = d sin β
b = d cos β.
Gleichung 2.4 la¨sst sich damit umschreiben zu
x = d sin β cos θ1 + d cos β sin θ1
= d(sin β cos θ1 + cos β sin θ1)
= d sin(θ1 + β). (2.5)
Die Berechnung fu¨r z aus Gleichung 2.2 wird nun herangezogen und analog zu den obigen
1In dieser Arbeit wird fu¨r den Arcustangens keine Unterscheidung bezu¨glich seines Vorzeichens gemacht,
da sich dieses durch eine Fallunterscheidung zuru¨ckrechnen la¨sst
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Umformungen fu¨r x vereinfacht:
z = −l1 cos θ1 cos θ2 + l2 sin θ1 sin θ3 − l2 cos θ1 cos θ2 cos θ3
= sin θ1(l2 sin θ3)− cos θ1(l1 cos θ2 + l2 cos θ2 cos θ3)
= a sin θ1 − b cos θ1
= d(sin β sin θ1 − cos β cos θ1)
= −d cos(θ1 + β). (2.6)
Aus Gleichung 2.5 und Gleichung 2.6 ergibt sich damit
θ1 + β = − arctan
(x
z
)
θ1 = − arctan
(x
z
)
− β
θ1 = − arctan
(x
z
)
− arctan
(
l2 sin θ3
l1 cos θ2 + l2 cos θ2 cos θ3
)
. (2.7)
Damit ist die inverse Kinematik fu¨r den Aibo ERS 7 bekannt, so dass mit den hergeleiteten
Gleichungen die Gelenkwinkel in Abha¨ngigkeit eines anzufahrenden Fußpunktes berechnet
werden ko¨nnen.
2.1.2 Bahnkurven fu¨r die Beinbewegung
Die Fu¨ße des Roboters werden entlang von vordefinierten Bahnkurven bewegt. Abbildung
2.4 zeigt exemplarisch, wie die Fu¨ße des Roboters entlang der Trajektorien gefu¨hrt werden.
Zum einen soll der Roboter so schnell wie mo¨glich laufen, zum anderen soll der resultierende
Lauf aber auch vibrationsarm sein, damit die Kamera des Roboters ein mo¨glichst gutes
Bild liefert. Als Gangart wird hier immer der
”
Trab“ gewa¨hlt, das heißt, dass die diagonal
gegenu¨berliegenden Fu¨ße immer in die gleiche Richtung bewegt werden. Wa¨hrend der Fuß
vorne links und hinten rechts in der Luft sind, halten die anderen beiden Fu¨ße Kontakt
mit dem Boden – und umgekehrt.
Zahlreiche Anstrengungen wurden von RoboCup Teams unternommen, um die
”
optimale“
Bahnkurve zu finden. Die Bahnkurven sind in der Regel u¨ber Parameter beschrieben, die
die Form (Ausmaße) der Trajektorien und die Bahngeschwindigkeit fu¨r verschiedene Ab-
schnitte der Trajektorie beeinflussen. Das Team Austin Villa nutzte eine halb-elliptische
Bahnkurve, die u¨ber 17 Parameter beschrieben wurde [62], das GermanTeam bis 2004
eine rechteckige Bahnkurve [50], definiert u¨ber 14 Parameter, und das Team UPenn der
University of Pennsylvania Vierecke, die mit 19 Parametern beschrieben wurden [8]. Alle
Bahnkurven haben gemein, dass sie auf einer Ebene im Raum liegen. Abbildung 2.5 zeigt
verschiedene ga¨ngige Formen der Bahnkurven.
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(a) (b) (c) (d)
Abbildung 2.4: Bewegung eines Roboterfußes entlang einer halb-elliptischen Trajektorie
(a) Rechteckig (b) Trapezfo¨rmig (c) Viereckig (d) Halb-elliptisch
Abbildung 2.5: Verschiedene Trajektorien fu¨r die Fußbewegung
Eine Untersuchung des resultierenden Laufes anha¨ngig von der Form der Trajektorie wurde
durchgefu¨hrt, um den Effekt der Form der Fußtrajektorie zu verstehen. Dazu lief ein Robo-
ter mit verschiedenen Bahnkurven und aus den tatsa¨chlichen Gelenkwinkeln der Beingelen-
ke wurde u¨ber die Vorwa¨rtskinematik die tatsa¨chliche Fußposition ermittelt [18]. Abbildung
2.6 zeigt die Soll-Trajektorien (gestrichelt) und die tatsa¨chliche Trajektorien (durchgezo-
gene Linie) fu¨r eine viereckige und eine halb-elliptische Ansteuerung jeweils eines Vorder-
und Hinterbeins beim geradeaus Laufen. Die dargestellten Ansteuerungs-Trajektorien un-
terscheiden sich nur in der Phase, in der das Bein in der Luft ist, die La¨nge und Ho¨he
der viereckigen und halb-elliptischen Kurven sind identisch. Ebenso die Phase, in der der
Fuß den Boden beru¨hren sollte. Die tatsa¨chliche Bewegung weicht relativ stark von der ge-
wu¨nschten Bahnkurve ab. Besonders auffa¨llig ist der Unterschied in der Bahnkurve der Vor-
derbeine zwischen der viereckigen Ansteuerung (Abbildung 2.6c) und der halb-elliptischen
Ansteuerung (Abbildung 2.6d). Obwohl die unterschiedliche Ansteuerung nur die Beinbe-
wegung in der Luft beeinflussen sollte, unterscheiden sich die Kurven insbesondere in dem
Bereich, in dem die Fu¨ße den Boden beru¨hren, der von der Ansteuerung her identisch ist.
Die Gru¨nde fu¨r diese starke Abweichung wurden nicht eindeutig identifiziert. Ein Grund
ko¨nnte sein, dass fu¨r die Kinematik eine Vereinfachung getroffen wurde, so dass der
”
Un-
terschenkel“ des Roboters als Linie betrachtet wird. Unter gewissen Gegebenheiten fu¨hrt
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(a) Viereckige Bahnkurve hinten (b) Halb-elliptische Bahnkurve hinten
(c) Viereckige Bahnkurve vorne (d) Halb-elliptische Bahnkurve
vorne
Abbildung 2.6: Vergleich der angesteuerten und tatsa¨chlichen Fußbewegung
dies zu einem Fehler, wie z. B. in Abbildung 2.4c ersichtlich: Der berechnete Fußpunkt,
der den Boden beru¨hren soll, stimmt nicht mit dem tatsa¨chlich tiefsten Punkt des Fußes
u¨berein. Dieser Effekt wird umso mehr versta¨rkt, je mehr der Roboter auf den
”
Ellenbo-
gen“ la¨uft. Als Ausweg wurde von dem Team NuBots die Form des Beines approximiert,
eine eindeutige Verbesserung der Situation konnte aber nicht festgestellt werden [44]. Eine
weitere Erkla¨rung fu¨r die Abweichung liegt in der fehlenden Regelung zur Einhaltung der
Ansteuerungskurve. Wa¨hrend in der industriellen Robotik großer Aufwand zur Einhaltung
der Ansteuerung betrieben wird, existiert bei dem hier betrachteten Robotermodell ledig-
lich der PID-Controller in den Gelenken. Er sorgt jedoch nicht explizit fu¨r eine Einhaltung
der Ansteuerungskurve, sondern vielmehr zum Anfahren einer vorgegebenen Position. Bei
einer Ansteuerung, die an den physikalischen Grenzen der Motoren – oder sogar daru¨ber
– liegt, versagt die Regelung. Um dieses Problem zu umgehen, wurde z. B. fu¨r den Sony
Aibo eine Regelung, basierend auf einem neuronalen Netz, entwickelt, die eine Anna¨herung
der tatsa¨chlichen und der angesteuerten Bahnkurve ermo¨glicht [15].
In dieser Arbeit wird jedoch kein weiterer Aufwand betrieben, damit die Einhaltung der
Soll-Trajektorie gewa¨hrleistet wird, sondern es werden mehr Freiheitsgrade fu¨r die Tra-
jektorien zugelassen und das Problem als
”
Black-Box“ Problem betrachtet und spa¨ter die
Parameter der Trajektorien mit Hilfe von Lernverfahren optimiert. Schließlich ist es nicht
das Ziel, dass die Trajektorien so abgefahren werden, wie sie angesteuert werden, sondern
vielmehr, dass der Roboter schnell damit laufen kann. Die eigentliche resultierende Form
der Trajektorien spielt keine Rolle.
Die Trajektorien werden nun durch 3-dimensionale Polygone beschrieben um mehr Frei-
heitsgrade zu gewa¨hrleisten und es der spa¨teren Optimierung zu u¨berlassen, wie die Pa-
rameter gewa¨hlt werden. Die Parameter, die die Polygone definieren, werden spa¨ter in
Kapitel 5.2.1 genauer beschrieben.
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2.1.3 Omnidirektionale Steuerung
Mit der erla¨uterten Ansteuerung ist es nun mo¨glich, den Roboter mit einer gewissen Ge-
schwindigkeit geradeaus Laufen zu lassen. Gewu¨nscht ist natu¨rlich eine Steuerung der
Geschwindigkeit und auch der Bewegungsrichtung. Daher wird im Folgenden die omni-
direktionale2 Steuerung des Roboters erla¨utert. Diese Arbeit baut auf dem so genannten
Ra¨dermodell auf, das von dem RoboCup Team UNSW entwickelt wurde [24] und sich quasi
als Standard in der Four-Legged-League und somit zur Steuerung der Sony Aibos etabliert
hat. Die Realisierung der Steuerung nimmt na¨herungsweise an, dass die tatsa¨chliche Tra-
jektorie mit der Ansteuerung u¨bereinstimmt.
Steuerung der Geschwindigkeit
Die Laufgeschwindigkeit des Roboters ließe sich zum einen u¨ber die Bewegungsgeschwin-
digkeit des Fußes auf dem Boden steuern, d. h., dass die gesamte Trajektorie fu¨r einen
langsam laufenden Roboter langsamer abgefahren wird. In dem hier vorgestellten Modell
bleibt hingegen die Zeit, die der Fuß zum Abfahren der gesamten Trajektorie beno¨tigt,
konstant. Die Regelung der Geschwindigkeit wird u¨ber eine ra¨umliche Skalierung der Tra-
jektorien realisiert [9]. Soll der Roboter z. B. nur mit halber Maximalgeschwindigkeit (in
x-Richtung) laufen, wird die Trajektorie auf die halbe La¨nge in x-Richtung skaliert, soll der
Roboter auf der Stelle treten, ohne sich zu bewegen, wird ihre La¨nge auf 0 in x-Richtung
skaliert.
Steuerung der Bewegungsrichtung
Die Steuerung der Bewegungsrichtung basiert auf der Annahme, dass sich die Beine des
Roboters auf dem Boden wie Ra¨der verhalten [24]. Abbildung 2.7 zeigt schematisch die
Bewegung der Beine, damit sich der Roboter um den Punkt PICR dreht. Fu¨r Ra¨der, die nur
einen Kontaktpunkt auf dem Boden haben, stimmt diese Annahme. Da sich die Beine aber
nicht exakt auf einer Kreisbahn bewegen, sondern nur tangential dazu auf einer Geraden,
stimmt dieses Modell nur na¨herungsweise. Es hat sich in der Praxis aber als hinreichend
genau erwiesen.
Die gewu¨nschte Bewegung der Beine wird erreicht, indem die bisher entlang der x-Achse
ausgerichteten Trajektorien zuerst auf die gewu¨nschte La¨nge (Geschwindigkeit) skaliert
werden und anschließend um die z-Achse gedreht werden. Die entsprechende Skalierung
und Rotation la¨sst sich einfach durch Vektoraddition berechnen und ist in Abbildung 2.8
veranschaulicht. Die La¨nge der eingezeichneten Vektoren entspricht der La¨nge der Lauf-
trajektorien, die Richtung gibt an, wohin die Trajektorien um die z-Achse gedreht werden
2Omnidirektional bedeutet in diesem Zusammenhang, dass sich der Roboter unabha¨ngig von seiner
Position in jede gewu¨nschte Richtung in der Ebene bewegen kann.
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Abbildung 2.7: Rotation des Roboters um den Punkt PICR
mu¨ssen. Abbildungen 2.8a - 2.8c zeigen Steuerungen, bei denen jeweils nur eine Kompo-
nente der gewu¨nschten Geschwindigkeit ~v = (vx vy vr)
T ungleich Null ist. In Abbildung
2.8d ist die Vektoraddition fu¨r ein Vorwa¨rtslaufen in Kombination mit einer Rotation dar-
gestellt - in diesem Fall wu¨rde der Roboter in einem Kreis laufen. Es sei beachtet, dass zur
Veranschaulichung der Vektorrechnung in diesem Beispiel nur die Draufsicht der halben
La¨ngen der Lauftrajektorien abgebildet sind.
Interpolation von Parametersa¨tzen
Da Trajektorien, die einen schnellen Geradeauslauf gewa¨hrleisten, nicht zwangsla¨ufig (in
rotierter Form) auch einen schnellen Seitwa¨rtslauf oder eine schnelle Rotation bewirken,
werden verschiedene Trajektorien (beschrieben durch Parameter) fu¨r verschiedene Bewe-
gungsrichtungen genutzt [18, 22]. Um einen flu¨ssigen Lauf auch bei A¨nderung der Bewe-
gungsrichtung zu gewa¨hrleisten, wird nicht
”
hart“ zwischen den Trajektorien umgeschaltet,
sondern abha¨ngig von der Bewegungsrichtung zwischen verschiedenen Trajektorien mehr-
stufig linear interpoliert. Abbildung 2.9 zeigt die Interpolation der zur Verfu¨gung stehenden
Parametersa¨tze.
Zuerst werden abha¨ngig von der x-Geschwindigkeit die entsprechenden Parameter aus
Gruppe X interpoliert. Damit der Roboter bei langsameren Bewegungen mo¨glichst vibrati-
onsarm la¨uft, stehen speziell fu¨r diesen Fall weitere Parametersa¨tze zur Verfu¨gung. Soll der
Roboter z. B. mit 75% seiner Maximalgeschwindigkeit vorwa¨rts laufen, wird zwischen den
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(a) Vorwa¨rts (b) Seitwa¨rts (c) Rotation (d) Vorwa¨rts kombi-
niert mit Rotation
Abbildung 2.8: Bewegung der Beine fu¨r verschiedene Laufrichtungen
Parametersa¨tzen fu¨r langsames Vorwa¨rtslaufen und schnelles Vorwa¨rtslaufen linear inter-
poliert – in diesem Fall also gemittelt. Abha¨ngig von der y-Geschwindigkeit wird zwischen
den entsprechenden Parametersa¨tzen aus Gruppe Y +, bzw. Y − interpoliert. Diese beiden
resultierenden Parametersa¨tze wiederum werden abha¨ngig von y miteinander kombiniert.
Schlussendlich wird noch abha¨ngig von der Rotationsgeschwindigkeit der Parametersatz
fu¨r die Rotation proportional eingemischt.
2.2 Zweibeiniger Roboter Kondo KHR-1
Ein weiterer in dieser Arbeit genutzter Roboter ist der in Abbildung 2.10 dargestellte hu-
manoide Roboter KHR-1 von der japanischen Firma Kondo. Dieser Roboter ist als Bausatz
erha¨ltlich mit einer Software, mit der vorgegebene Bewegungen abgespielt werden ko¨nnen.
Damit der Roboter autonom agieren kann, wurde im Rahmen einer Diplomarbeit eine
Steuerungselektronik entwickelt, die Servopositionen u¨ber eine serielle Schnittstelle ent-
gegennimmt und in die servospezifischen Pulsla¨ngen umwandelt, weiterhin sind noch ein
Beschleunigungssensor, ein Gyroskop sowie ein Spannungsregler fu¨r die Servomotoren inte-
griert. Als Recheneinheit wurde ein PDA benutzt, an den eine Kamera angeschlossen wurde
und der wiederum u¨ber die serielle Verbindung mit der Steuerungselektronik kommuniziert.
Der Kondo KHR-1 besitzt 17 rotatorische Freiheitsgrade, die durch die Verwendung von
folgenden Servomotoren (vgl. Abbildung 2.10c) realisiert sind: Einen Servo, um den Kopf
zu drehen, je drei Servos in den Armen und je fu¨nf Servos in den Beinen.
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Abbildung 2.9: Interpolation von verschiedenen Parametersa¨tzen
Eine Einschra¨nkung stellt die Anordnung der Servos in den Beinen dar, da es ist dem
Roboter nicht mo¨glich ist, die Beine um die z-Achse zu drehen. Die Beinservos ko¨nnen die
Fu¨ße des Roboters zwar entlang aller drei Raumachsen unterhalb des Oberko¨rpers bewegen,
die Ausrichtung der Fu¨ße bleibt, bezogen auf den Oberko¨rper, jedoch stets gleich.
2.2.1 Inverse Kinematik
Wie zuvor schon fu¨r den Aibo, wird auch fu¨r diesen Roboter ein Modell, basierend auf dem
Abfahren von Trajektorien, hergeleitet. Daher muss auch fu¨r den KHR-1 eine Rechenvor-
schrift gefunden werden, die aus einem zu erreichenden Punkt im Raum die zugeho¨rigen
Gelenkwinkel fu¨r die Servomotoren berechnet.
Die Berechnung der inversen Kinematik nutzt die Bezeichnungen aus Abbildung 2.11. Die
Mittelpunkte der Gelenke sind mit P1, . . . , P5 bezeichnet, der jeweilige einzunehmende Win-
kel des Gelenks mit θ1, . . . , θ5 und die La¨ngen der Verbindungen zwischen den Gelenkmit-
telpunkten Pi und Pj mit lij. Der Winkel θ2 ist der U¨bersicht halber in Abbildung 2.11b
nicht eingezeichnet und ist gegeben durch die Hilfswinkel α1 +α2. Das Koordinatensystem
des Beines liegt in dem obersten Gelenk P1. Berechnet werden nun die einzunehmenden
Gelenkwinkel θ1, . . . , θ5, damit sich der Referenzpunkt P5 des Fußes mit dem anzufahren-
den Punkt ~p = (px py pz)
T deckt. Es wird bei der Herleitung davon ausgegangen, dass der
Punkt ~p im Arbeitsraum des Beines liegt und somit erreichbar ist. Weiterhin sei gefordert,
2.2. ZWEIBEINIGER ROBOTER KONDO KHR-1 19
(a) Der Kondo KHR-1 im Aus-
lieferungszustand
(b) Der Kondo KHR-1 mit Steue-
rungselektronik
(c) Die kinematische Struktur
des Kondo KHR-1
Abbildung 2.10: Der Kondo KHR-1
dass sich der Fuß des Roboters immer parallel zum Boden bewegt.
Zuna¨chst la¨sst sich der Winkel θ1 berechnen, da er allein bestimmt, wie weit das Bein
seitlich in y Richtung gestreckt wird.
θ1 = arctan
(
py
pz
)
(2.8)
Aus der Forderung, dass sich der Fuß parallel zum Boden befinden soll, ergibt sich der
Winkel θ5 zu
θ5 = −θ1 = − arctan
(
py
pz
)
. (2.9)
Durch die Kenntnis von θ1 und θ5 lassen sich die Koordinaten der Punkte P2 und P4
bestimmen zu
P2 =
 0l12 sin θ1
−l12 cos θ1

und
P4 =
 pxpy
pz
+
 0l45 sin θ5
l45 cos θ5
 =
 pxpy + l45 sin θ5
pz + l45 cos θ5
 .
Zur weiteren Berechnung wird das Dreieck, welches durch die Punkte P2, P3, P4 aufgespannt
wird, betrachtet. Die La¨nge der Seite a des Dreiecks ist gegeben durch
a =
√
(P4x − P2x)2 + (P4z − P2z)2 (2.10)
=
√
p2x + (pz + l45 cos θ5 + l12 cos θ1)
2 (2.11)
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(a) Ansicht in der y-z Ebene (b) Ansicht in der x-z Ebene
Abbildung 2.11: Die Bezeichnungen der Winkel und Abschnittsla¨ngen eines Beines des
Kondo KHR-1
und der Hilfswinkel α1 dementsprechend durch
α1 = arctan
(
P4x − P2x
P4z − P2z
)
= arctan
(
px
pz + l45 cos θ5 + l12 cos θ1
)
.
Mit Hilfe des Kosinussatzes la¨sst sich der Winkel α2 bestimmen zu
α2 = ± arccos
(
l223 − l234 + a2
2l23a
)
.
Die zwei Lo¨sungsmo¨glichkeiten fu¨r α2 bedeuten anschaulich, dass das Knie des Roboters
(Punkt P3) entweder nach vorne oder nach hinten eingeknickt werden kann. Fu¨r den KHR-
1 wird festgesetzt, dass das Kniegelenk wie auch beim Menschen nach hinten, also entgegen
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des Uhrzeigersinns eingeknickt wird. Bei Betrachtung von Abbildung 2.11b wird klar, dass
dann fu¨r den Winkel α2 nur die negative Lo¨sung (Bewegung im Uhrzeigersinn) gu¨ltig ist.
In diesem Fall verbleibt also nur die Lo¨sung
α2 = − arccos
(
l223 − l234 + a2
2l23a
)
.
Der Winkel θ2 kann nun bestimmt werden durch
θ2 =α1 + α2
= arctan
(
px
pz + l45 cos θ5 + l12 cos θ1
)
− arccos
(
l223 − l234 + a2
2l23a
)
. (2.12)
Ebenfalls mittels des Kosinussatzes la¨sst sich der Winkel β ausdru¨cken durch
β = ± arccos
(
l223 + l
2
34 − a2
2l23l34
)
und da θ3 = pi − β gilt, folgt
θ3 =pi ∓ arccos
(
l223 + l
2
34 − a2
2l23l34
)
=∓ arccos
(
a2 − l223 − l234
2l23l34
)
.
Wie schon erwa¨hnt, wird vorausgesetzt, dass das Knie nur entgegen des Uhrzeigersinns
(also im mathematisch positiven Sinn) eingeknickt wird, daher bleibt die Lo¨sung
θ3 = arccos
(
a2 − l223 − l234
2l23l34
)
. (2.13)
Der noch verbleibende Winkel θ4 stellt sicher, dass der Fuß bezu¨glich der x-Achse parallel
zum Boden steht. Da die Winkelsumme im Dreieck stets pi betra¨gt und in diesem Fall, wie
in Abbildung 2.11b dargestellt, die Winkel θ2 und θ4 mit negativen Werten belegt sind (sie
sind im Uhrzeigersinn gedreht), wird θ4 schließlich bestimmt durch
θ4 = −θ2 − θ3. (2.14)
2.2.2 Trajektorien der Roboter-Gliedmaßen
Die Laufbewegung des Kondo KHR-1 wird ebenfalls durch Trajektorien fu¨r die Roboter-
gliedmaßen beschrieben. Hier werden neben den Beinen auch die Arme und der Oberko¨rper
entlang von definierten Bahnen bewegt. Die Fu¨ße werden entlang zweidimensionaler Tra-
jektorien bewegt, die Arme bewegen sich u¨ber jeweils ein eigenes Gelenk entlang eindimen-
sionaler Bahnen. Separat wird noch der Oberko¨rper eindimensional bewegt. Durch diese
Bewegungsmo¨glichkeiten la¨sst sich im Groben die Laufbewegung des Menschen imitieren.
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Es wird nur die Bewegung fu¨r ein Bein, bzw. einen Arm beschrieben. Die Bewegung des
anderen Beines und Armes ergibt sich durch eine Phasenverschiebung analog.
Alle zur Laufsteuerung benutzten Trajektorien werden in der Zeit, die die La¨nge eines
Schrittes definiert, einmal komplett abgefahren. Dabei gibt die Variable t mit 0 ≤ t < 1
an, an welcher Position im Schritt (und somit der Trajektorie) sich die Laufsteuerung
gerade befindet. Der Wert t = 0 beschreibt den der Anfangspunkt der Trajektorie und
stimmt mit dem Endpunkt fu¨r t = 1 wieder u¨berein. Der Parameter tStep definiert die Zeit
fu¨r einen vollen Schritt und stellt somit quasi den Skalierungsfaktor zwischen realer Zeit
und dem Parameter t dar. Bei dem KHR-1 erfolgt die Ansteuerung der Beine mit 50 Hz.
Anders als bei den AIBO Robotern werden die Servos dieses humanoiden Roboters weit
weniger am Limit der Motoren bewegt, so dass die real abgefahrenen Trajektorien den
angesteuerten Trajektorien sehr nahe kommen. Daher werden im Folgenden vier mo¨gli-
che Formen fu¨r die Trajektorien der Fußbewegung in der Luft vorgestellt und diskutiert.
Zuna¨chst werden die Trajektorien fu¨r die einzelnen Gliedmaßen fu¨r geradeaus Laufen mit
konstanter Geschwindigkeit erla¨utert und spa¨ter zur Richtungs-, bzw. Geschwindigkeits-
steuerung erweitert [19].
Trajektorien fu¨r die Fußbewegung
Prinzipiell kann fu¨r die Bewegung der Beine zwischen einer Phase der Bodenberu¨hrung
und einer Phase, wa¨hrend der das Bein durch ein Anheben in Laufrichtung vorgesetzt
wird, unterschieden werden. In der Literatur wird der Zeitpunkt, in dem beide Beine den
Boden beru¨hren mit double support phase und die Zeit, in der der Roboter nur auf einem
Bein steht mit single support phase bezeichnet. Durch die Phase des Voransetzens wird
das Bein, in Bezug auf den Ko¨rper, in die Laufrichtung bewegt und wieder abgesenkt.
Wa¨hrend des Bodenkontaktes bewegt sich das Bein dann entgegen der Laufrichtung, um
den Roboterko¨rper in die Laufrichtung zu bewegen. Fu¨r das hier genutzte Laufmodell wird
festgelegt, dass die Zeit, in der ein Fuß in der Luft ist, gleich der Zeit der Bodenberu¨hrung
ist. Die double support phase ist dementsprechend unendlich kurz und der Roboter befindet
sich (fast) immer in der single support phase. Wa¨hrend die Bewegung des Fußes auf dem
Boden als Gerade im Raum festgelegt wird, ist die Bewegung des Fußes in der Luft beliebig
wa¨hlbar.
Die Bewegung eines einzelnen Fußes findet im dreidimensionalen Raum statt, zwei Di-
mensionen reichen hier aber aus, um die Bewegung zu beschreiben. Die Trajektorie wird
durch zwei Vektoren aufgespannt. Ein Vektor zeigt in die Laufrichtung, der andere Vektor
entgegen der wirkenden Gravitationskraft. Eine dritte Dimension in der Trajektorienbe-
schreibung wu¨rde weder zu einer Fortbewegung in die geplante Laufrichtung, noch zu einer
A¨nderung der Schrittho¨he fu¨hren. Weiterhin wird fu¨r die Trajektorie gefordert, dass sie
einen geschlossenen Pfad beschreibt, so dass der Fuß nach Vollendung des Schrittes zum
Zeitpunkt t = 1 exakt an der Stelle steht, wo der na¨chste Schritt fu¨r t = 0 beginnt. Ab-
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Abbildung 2.12: Bewegung des Fußes entlang einer Trajektorie
bildung 2.12 zeigt schematisch, wie der Roboterfuß entlang einer Trajektorie bewegt wird.
Die einzunehmenden Gelenkwinkel werden u¨ber die inverse Kinematik berechnet.
Die Bewegung beider Fu¨ße wird durch dieselben Trajektorien definiert, sie ist jedoch zeitlich
um den Offset to = 0, 5 verschoben, so dass der eine Fuß gerade in dem Moment angehoben
wird, in dem andere Fuß den Boden beru¨hrt.
Die Unterseite der Trajektorie soll dabei wegen des hier betrachteten ebenen Untergrundes
eine Gerade sein und wird beschrieben durch die Gleichung
~p(t) =
(
x(t)
z(t)
)
=
(
sl
2
− 2sl(t− 0.5)
0
)
. (2.15)
Die Fußbewegung auf dem Boden findet in dem Zeitraum 0, 5 ≤ t < 1 statt. Wie schon
zuvor erla¨utert, werden bei diesem Laufmodell die Fu¨ße stets parallel zum Boden ausge-
richtet, so dass der Fuß beim Aufsetzen den Boden komplett beru¨hrt und ausgeschlossen
wird, dass der Fuß in der Luft durch Abwinkeln den Boden beru¨hren kann.
Bei der Entwicklung des Laufmodells fu¨r den KHR-1 wurden verschiedene Arten von Tra-
jektorien fu¨r die Fußbewegung in der Luft fu¨r den Zeitraum 0 ≤ t < 0, 5 untersucht und
werden im Folgenden kurz erla¨utert.
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(a) Halbkreis (b) Halb-Ellipse
(c) Rechteck (d) Sinusform
Abbildung 2.13: Verschiedene Trajektorien fu¨r die Fußbewegung
Halb-Kreis Exemplarisch ist die Halb-Kreis Trajektorie in Abbildung 2.13a dargestellt.
Als Konsequenz der kreisfo¨rmigen Bewegung ergibt sich, dass die Schrittho¨he die Ha¨lfte der
Schrittla¨nge entspricht. Weiterhin ist sichergestellt, dass die Fu¨ße senkrecht auf den Boden
aufsetzen. Diese Trajektorie wird mit nur einem Parameter, der Schrittla¨nge sl, eindeutig
beschrieben durch die Gleichung
~p(t) =
(
x(t)
z(t)
)
=
(−(cos 2pit) · sl
2
(sin 2pit) · sl
2
)
. (2.16)
Rechteck Fu¨r eine rechteckfo¨rmige Bewegung der Fu¨ße (Abbildung 2.13c) la¨sst sich
die Form der Trajektorie u¨ber die zwei Parameter Schrittla¨nge sl und die Schrittho¨he sh
beschreiben. Fu¨r eine Bewegung, die unterschiedliche Geschwindigkeiten fu¨r das Anheben
und Absenken, sowie der Vorwa¨rtsbewegung des Fußes zula¨sst, mu¨ssen zusa¨tzlich noch
die Zeiten fu¨r diese Abschnitte angegeben werden. Wa¨hrend der Zeit t1 wird der Fuß
angehoben, in der Zeitspanne t2 − t1 wird der Fuß in der Luft in die Laufrichtung bewegt.
Die Zeitdauer zum Absetzen des Fußes ergibt sich dann automatisch durch 0.5 − t2. Es
muss also die Bedingung 0 ≤ t1 ≤ t2 < 0.5 erfu¨llt sein. Diese Trajektorie ist u¨ber die zuvor
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erla¨uterten Parameter schließlich definiert durch
~p(t) =
(
x(t)
z(t)
)
=

(− sl
2
sh
t1
· t
)
fu¨r 0 ≤ t < t1
(− sl
2
+ sl
t2−t1 · (t− t1)
sh
)
fu¨r t1 ≤ t < t2
( sl
2
sh − sh0.5−t2 · (t− t2)
)
fu¨r t2 ≤ t < 0.5
. (2.17)
Halb-Ellipse Die Halb-Ellipse (2.13b) ist quasi eine Erweiterung der halbkreisfo¨rmigen
Bewegung. Sie entkoppelt die Schrittla¨nge sl von der Schrittho¨he sh. Es wird hier wieder
eine konstante Bewegungsgeschwindigkeit festgesetzt, so dass diese Trajektorie durch
~p(t) =
(
x(t)
z(t)
)
=
(−(cos 2pit) · sl
2
(sin 2pit) · sh
)
(2.18)
beschrieben wird.
Sinus Die sinusfo¨rmige Trajektorie nach [1] ist dargestellt in Abbildung 2.13d und wird
definiert durch
~p(t) =
(
x(t)
z(t)
)
=
((
4t− 1− sin(4pit)
pi
)
· sl
2
(sin 2pit) · sh
)
. (2.19)
Die Form der Trajektorie a¨hnelt auf den ersten Blick stark der halbelliptischen Trajekto-
rie. Bei dieser Trajektorie sind wiederum Schrittho¨he sh und Schrittla¨nge sl voneinander
entkoppelt.
Auswahl einer Fuß-Trajektorie
In Experimenten mit den verschiedenen Trajektorien wurden deren Vor- und Nachteile in
Hinsicht auf die resultierende Laufbewegung untersucht. Die Ergebnisse werden hier kurz
erla¨utert.
Die halbkreisfo¨rmige Ansteuerung fu¨hrt insbesondere bei langen Schritten durch die Ab-
ha¨ngigkeit von Schrittla¨nge und Schrittho¨he zu einem unvorteilhaft hohen Anheben des
Fußes. Dies fu¨hrt bei großen Schritten zu einer Instabilita¨t des Roboters, da die angehobe-
nen Beine den Schwerpunkt weit nach oben verlagern und so ein instabiles Laufen erzeugen.
Eine geringe Schrittho¨he hingegen fu¨hrt automatisch auch zu einer geringen Schrittweite,
was dann bei gleicher Schrittdauer in einer langsameren Laufgeschwindigkeit resultiert.
26 KAPITEL 2. MODELLIERUNG VON LAUFBEWEGUNGEN
Vorteilhaft hingegen ist zu erwa¨hnen, dass durch die ruckfreien Bewegungen der Fußbewe-
gung in der Luft und das senkrechte Aufsetzen der Fu¨ße auf den Boden die Laufbewegung
(fu¨r nicht zu große Schritte) prinzipiell einen stabilen Eindruck macht.
Die rechteckfo¨rmige Ansteuerung bietet zwar eine Entkopplung von Schrittho¨he und Schritt-
la¨nge, sowie auch ein senkrechtes Absetzen der Fu¨ße, hat jedoch den gravierenden Nachteil,
dass sich die Fu¨ße in der Luft sehr ruckartig bewegen, was an den rechtwinkligen Ecken
der Trajektorie liegt. In diesen Ecken werden die Fu¨ße in ihrer Richtung stark umgelenkt,
was sich in Erschu¨tterungen des Roboterko¨rpers niederschla¨gt.
Bei der halbelliptischen Ansteuerung werden die Vorteile der halbkreisfo¨rmigen Ansteue-
rung mit den Vorteilen der rechteckigen Bahnkurve kombiniert, so dass die Bewegung
ruckfrei ist, die Fu¨ße senkrecht auf den Boden aufgesetzt werden und die Schrittla¨nge von
der Schrittho¨he unabha¨ngig ist. Nachteile sind bei dieser Ansteuerung nicht zu erkennen.
Wie die halbelliptische Bahnkurve, erzeugt auch die sinusfo¨rmige Trajektorie eine sehr
glatte und natu¨rlich aussehende Beinbewegung, allerdings verursacht sie ein Stolpern des
Roboters, weil die Fu¨ße kurz vor dem Aufsetzen auf den Boden noch leicht in Laufrichtung
bewegt werden. Bei Lauftests auf Teppichboden
”
stolperte“ der Roboter mehr als bei der
elliptischen Bewegung und fiel ha¨ufiger um.
Fu¨r die spa¨tere Optimierung wird aufgrund der genannten Vorteile nur die halbelliptische
Trajektorie verwendet.
Trajektorien der Arme
Die menschliche Laufbewegung zeigt, dass eine mit den Beinen synchronisierte Armbewe-
gung die Laufbewegung unterstu¨tzen kann. Die Arme ko¨nnen zum einen beim Balancieren
helfen und zum anderen auch zur Fortbewegung beitragen, indem sie Momente in die Lauf-
richtung erzeugen. Jogger und La¨ufer machen daher auch ausgiebig Gebrauch der Arme.
Hier wird auf die Definition von Armbewegungen entlang zweidimensionaler Trajektorien
mittels inverser Kinematik verzichtet. Stattdessen werden die Schultergelenke direkt eindi-
mensional im Gelenkraum bewegt. Es werden nur die oberen Schultergelenke (Arm 1/2 aus
Abbildung 2.10c) fu¨r die Bewegung genutzt, das Ellbogengelenk (Arm 3) wird nicht bewegt.
Abbildung 2.14 veranschaulicht die mo¨gliche Armbewegung. Die Gelenke ermo¨glichen eine
Bewegung in der x-z und der y-z Ebene.
Die Geschwindigkeit und die Phasenlage der Armbewegung sind u¨ber den selben Parameter
t fest an die Fußbewegung gekoppelt. Die Zeit fu¨r ein Vor- und Zuru¨ckschwingen der Arme
entspricht dementsprechend der Zeit fu¨r einen Schritt. Als Bewegungsform der Arme hat
sich eine Sinusschwingung als deutlich effizienter als eine lineare Ansteuerung proportional
zu t erwiesen, da, wie schon bei der rechteckigen Fußtrajektorie, die abrupten Richtungs-
a¨nderungen zu Instabilita¨t fu¨hren. Die sinusfo¨rmige Ansteuerung bremst die Bewegung vor
dem Wendepunkt sanft ab, was als Nebeneffekt zur Folge hat, dass die Arme la¨nger die
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Abbildung 2.14: Bewegungsmo¨glichkeiten der Arme in der x-z und y-z Ebene
Funktion von Ausgleichsgewichten fu¨r die Beine erfu¨llen ko¨nnen.
Armbewegung in der x-z-Ebene Der Winkel ωarmxz der Armbewegung in der x-z-
Ebene ist u¨ber die Zeit definiert durch
ωarmxz(t) =
pi
2
xarmmax · sin 2pi (t+ ϕarmxz) (2.20)
mit einem Skalierungsfaktor xarmmax und einem Phasenversatz relativ zu der Beinbewegung
von ϕarmxz , der auf ϕarmxz = 0, 25 festgelegt wird. Das bedeutet, dass (wie beim mensch-
lichen Lauf) der linke Arm nach vorne schwingt, wenn sich das rechte Bein nach vorne
bewegt.
Armbewegung in der y-z-Ebene Da die Bewegung der Arme in der y-z-Ebene durch
den Ko¨rper des Roboters nach innen beschra¨nkt ist, wird die Armbewegung definiert durch
ωarmyz(t) =
pi
4
yarmmax · (sin 2pi(t+ ϕarmyz) + 1) (2.21)
mit einer festgelegten Phase relativ zu der Beinbewegung von ϕarmyz = 0, 5. Der Arm
wird also nur bis zur Waagerechten und damit nicht nicht u¨ber die Schulterho¨he hinaus
angehoben.
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Bewegung des Oberko¨rpers
Um die Schwerpunktverlagerung des Roboters durch das Anheben eines Fußes noch weiter
zu kompensieren als dies alleine durch die Armbewegungen mo¨glich ist, wird zudem eine Be-
wegung des Oberko¨rpers seitlich (in y Richtung) und vorwa¨rts (in x Richtung) modelliert.
Abbildung 2.15 zeigt schematisch diese Bewegungen. Wie schon bei den Armbewegungen
werden die Bewegungen des Oberko¨rpers direkt im Gelenkraum ausgefu¨hrt.
(a) Die Seitwa¨rtsbewegung (b) Die Vorwa¨rtsbewegung
Abbildung 2.15: Schematische Darstellung der Oberko¨rperbewegung
Seitwa¨rtsschwingung Die Seitwa¨rtsschwingung ist gerechtfertigt, um den Schwerpunkt
des Roboters u¨ber den Fuß, der auf dem Boden steht, zu bewegen. Das seitliche Ausstrecken
der Arme beim Laufen hat denselben Effekt, jedoch deutlich geringer, da die Masse der
Arme relativ gering ist. Wenn der Roboter entsprechend große Fu¨ße hat, ist durch diese
Verlagerung des Schwerpunktes sogar ein statisch stabiles Laufen mo¨glich. Realisiert wird
diese Bewegung nur durch die Gelenke Bein 1 (oberstes Beingelenk) und Bein 5 (unteres
Beingelenk) gema¨ß Abbildung 2.10c. Um eine ruhige Bewegung zu gewa¨hrleisten, wird
abermals eine sinusfo¨rmige Ansteuerung genutzt, die u¨ber den selben Parameter t mit der
Beinbewegung gekoppelt ist.
ωbodyy(t) =
pi
2
ybodymax · sin 2pi(t+ ϕbodyy) (2.22)
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Fu¨r eine Phase von ϕbodyy = 0 bewegt sich der Oberko¨rper derart, dass er seine maximale
seitliche Auslenkung erreicht hat, wenn der gegenu¨berliegende Fuß in der Luft ist und
sich gerade in der Mitte der Luftbewegung befindet. In dem Moment, in dem beide Fu¨ße
den Boden beru¨hren, befindet sich der Oberko¨rper in Mittelstellung. Der resultierende
Winkel ωbodyy(t) wird nun einfach zu dem durch die Fußtrajektorie vorgegebenen Winkel des
Gelenkes Bein 1 hinzuaddiert und entsprechend von dem unteren Gelenk Bein 5 subtrahiert.
Vorwa¨rtsschwingung Der Vollsta¨ndigkeit halber wird noch eine Schwingung in x-Rich-
tung realisiert. Vo¨gel beispielsweise schwingen beim Laufen den Ko¨rper fu¨r jeden Schritt
leicht nach vorne. Da diese Bewegung fu¨r jeden Einzelschritt durchzufu¨hren ist, wird sie
im Vergleich zu den anderen Trajektorien mit der doppelten Frequenz betrieben und ist
definiert durch
ωbodyx(t) =
pi
4
xbodymax · (1 + sin 4pi(t+ ϕbodyx)) (2.23)
Der Winkel ωbodyx(t) wird auf den Winkel der Gelenke Bein 2 (bezogen auf Abbildung 2.10c)
addiert, da durch die inverse Kinematik ja sichergestellt ist, dass der Oberko¨rper stets
aufrecht ausgerichtet ist. So kann, unabha¨ngig von der Position der Fu¨ße, mit einer Addition
dieses Winkels die gewu¨nschte Auslenkung des Oberko¨rpers erreicht werden. Die Phase wird
mit ϕbodyx = 0 festgelegt.
2.2.3 Steuerung der Bewegungsrichtung
Die bisher erla¨uterte Bewegung der Beine resultiert in einem Laufen in die x-Richtung,
also geradeaus. Gewu¨nscht ist aber, wie fu¨r den Aibo Roboter auch, eine mo¨glichst omni-
direktionale Steuerung.
Eine translatorische Bewegung in eine Richtung α in der x-y Ebene kann, wie zuvor bei
dem Aibo erla¨utert, einfach durch eine Rotation der Trajektorie mit dem Winkel α um die
z Achse erfolgen. Da die Fu¨ße normalerweise relativ dicht (in y Richtung) beieinander ste-
hen, entsteht hier allerdings fu¨r zu große Seitwa¨rtsschritte ein Problem. Die Fu¨ße wu¨rden
in der Mitte kontinuierlich kollidieren. Daher werden die Beine proportional zu der Seit-
wa¨rtsgeschwindigkeit in y Richtung gespreizt. In Abha¨ngigkeit von der Bewegungsrichtung
α ergibt sich eine Spreizung von
yo =
sl
2
| sinα| (2.24)
mit der Schrittla¨nge sl. Dieser Offset yo wird zu der gewu¨nschten anzusteuernden y Koor-
dinate vor der Berechnung der inversen Kinematik addiert. Der rechte Fuß wird um den
Wert yo verschoben und der linke Fuß entsprechend um den Wert −yo.
Wie zuvor erwa¨hnt, ist der Kondo KHR-1 aufgrund seiner Bauart nicht in der Lage, die
Beine um die z Achse zu drehen. Als Ausweg kann sich der Roboter auf der Stelle drehen,
indem die Beine auseinandergezogen werden (durch einen Halbschritt nach vorne oder
nach hinten), und der Roboter dann mit beiden Fu¨ßen auf dem Boden die Beine wieder
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zusammenzieht. Dadurch dreht sich der Roboter auf einem Boden, der den Fu¨ßen ein
Rutschen gestattet, in die Richtung des Fußes, der zuvor hinten stand. Dies funktioniert
jedoch nur auf rutschigem Boden. Ferner kann nicht genau errechnet werden, wie weit sich
der Roboter drehen wird, da es dabei einen Versatz durch die Bodenreibung gibt.
Die Geschwindigkeit wird, wie fu¨r den Aibo Roboter, u¨ber die (ra¨umliche) Schrittla¨nge
gesteuert. Wenn der Roboter beispielsweise mit halber Maximalgeschwindigkeit laufen soll,
wird die Trajektorie in x Richtung auf die La¨nge sl/2 skaliert. Fu¨r ein Treten auf der Stelle
betra¨gt die Schrittla¨nge entsprechend 0.
Kapitel 3
Optimierung mit Evolutiona¨ren
Algorithmen
Evolutiona¨re Algorithmen geho¨ren zu der Klasse der randomisierten Suchverfahren. Zur
Optimierung von Problemen orientieren sie sich in ihrer Vorgehensweise an der biologischen
Evolution und dem grundlegenden Paradigma survival of the fittest. Durch Nachahmung
grundlegender Evolutionsprinzipien entsteht so ein leistungsfa¨higes Optimierverfahren.
Klassische Optimierverfahren, wie z. B. einfache Gradientenverfahren, scheitern ha¨ufig an
einer oder mehreren der folgenden Eigenschaften der zu optimierenden Zielfunktion [2]:
• Nicht differenzierbare Zielfunktion
• Multimodale oder hochdimensionale Zielfunktion
• Restriktionen in dem Definitionsbereich der Zielfunktion
• Zielfunktion unterliegt stochastischem Rauschen
Schwefel hat gezeigt, dass sich Evolutiona¨re Algorithmen fu¨r die Optimierung von Ziel-
funktionen mit den genannten Eigenschaften eignen [54]. Die Oberklasse der Evolutiona¨ren
Algorithmen gliedert sich auf in Evolutionsstrategien, Genetische Algorithmen [13], Evolu-
tiona¨re Programmierung [12] und Genetische Programmierung [35].
Abbildung 3.1 zeigt das allen evolutiona¨ren Algorithmen zugrunde liegende Prinzip. Eine
Elterngeneration pflanzt sich fort durch Reproduktion. Auf die Gene der Eltern ko¨nnen
dabei folgende Operationen wirken:
• Replikation,
• Mutation und
• Rekombination.
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Abbildung 3.1: Evolutionskreislauf
Auf diese Weise entsteht eine Anzahl von Nachkommen, die sich in der Regel von ih-
ren Eltern in ihren Genen unterscheiden. Andere Gene bedeuten allgemein auch andere
Eigenschaften. Durch die Selektion wird bestimmt, welche Nachkommen in der na¨chsten
Generation zu Eltern werden du¨rfen und schließlich wieder neue Nachkommen erzeugen,
die restlichen Nachkommen sterben aus. Wenn die Selektion nach dem oben genannten
Paradigma survival of the fittest vorgeht und nur die Nachkommen mit den besten Eigen-
schaften zu Eltern werden du¨rfen, findet im Laufe der Generationen eine Optimierung der
Eigenschaften statt. Die Qualita¨t der Eigenschaften eines Elters oder Nachkommens wird
bei evolutiona¨ren Algorithmen als Fitness bezeichnet.
Damit dieses Evolutionsprinzip auf Optimierungsprobleme anwendbar ist, muss die Pro-
blemrepra¨sentation in geeigneter Form vorliegen. Die Eltern– und Nachkommenpopulation
bestehen aus so genannten Individuen. Ein Individuum repra¨sentiert einen Punkt im Such-
raum. Zur Bewertung von Individuen muss eine Fitnessfunktion existieren, die aus den
Eigenschaften eines Individuums die jeweilige Fitness bestimmt. Zur Erzeugung der an-
fa¨nglichen Population der Eltern muss eine Initialisierungsmethode bestehen.
Durch die Reproduktion der Eltern werden die Gene vera¨ndert, was auf das Optimie-
rungsproblem bezogen, einer
”
Bewegung“ im Suchraum entspricht. Daher mu¨ssen fu¨r einen
evolutiona¨ren Algorithmus (genetische) Operatoren existieren, die auf die Individuen an-
wendbar sind.
Durch den Selektionsprozess der Nachkommen wird dem Optimierungsprozess eine Rich-
tung verliehen. Die ausgewa¨hlten Nachkommen, die die neue Elterngeneration bilden, wer-
den abha¨ngig von ihrer Fitness ausgewa¨hlt. Zur Durchfu¨hrung dieser Selektion wird fu¨r
den evolutiona¨ren Algorithmus ein entsprechender Selektionsoperator beno¨tigt.
Generell la¨sst sich ein evolutiona¨rer Algorithmus durch verschiedene Parameter charak-
terisieren. Exogene Parameter bestimmen insbesondere die Populationsgro¨ßen des Algo-
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rithmus, also die Anzahl der Eltern und Nachkommen, und bleiben in der Regel konstant.
Endogene Parameter wirken sich auf die genetischen Operationen aus und ko¨nnen wa¨hrend
eines Optimierungsprozesses variiert werden.
In dieser Arbeit werden zur Optimierung von Laufmodellen fu¨r Roboter nur Evolutions-
strategien verwendet. Daher wird im Folgenden das grundlegende Prinzip der Evolutions-
strategie genauer erla¨utert. Auf die u¨brigen Evolutiona¨ren Algorithmen wird hier nicht
na¨her eingegangen. Ausfu¨hrliche theoretische Abhandlungen der Evolutionsstrategie sind
in den Standardwerken [48, 55] gegeben.
3.1 Die Standard Evolutionsstrategie
Evolutionsstrategien wurden in den sechziger Jahren von Rechenberg und Schwefel entwi-
ckelt [47, 52]. Urspru¨nglich wurden die Evolutionsstrategien als Hilfsmittel zur experimen-
tellen Optimierung eingesetzt, um praktische technische Probleme zu optimieren. Dabei
wurden eine variable Tragfla¨che in einem Windkanal, sowie die Form eines Winkelstu¨cks
eines Rohres fu¨r den Flu¨ssigkeitstransport optimiert.
Evolutionsstrategien eignen sich zum Auffinden von Optima von Funktionen F (x). Fu¨r
den d-dimensionalen Parametervektor x gilt in der Regel x = (x(1) · · ·x(d))T ∈ Rd, aber
auch andere Suchra¨ume sind durch Anpassung der genetischen Operatoren denkbar. Die
einzelnen Komponenten x(l) mit l = 1, . . . , d des Parametervektors x werden als Entschei-
dungsvariable oder als Objektparameter bezeichnet.
Jedes Individuum ak einer Population P beinhaltet neben einer Belegung der Entschei-
dungsvariablen xk auch eine Menge endogener Strategieparameter sk. Die endogenen Stra-
tegieparameter beeinflussen die Sta¨rke des genetischen Mutationsoperators, der auf das
Individuum einwirkt. Auf diese Weise kann die Suche zwischen eher lokaler oder globa-
ler Charakteristik gesteuert werden. Weiterhin entha¨lt jedes Individuum die zugeho¨rige
Fitness Fk := F (xk). Fu¨r jedes Individuum ak gilt also
ak := (xk, sk, Fk). (3.1)
Die Elternpopulation P(t)e der Generation t besteht aus µ Individuen. Aus der Elternpopu-
lation geht die Nachkommenpopulation P(t)n mit λ Individuen hervor. Die Parameter µ und
λ, die die Populationsgro¨ßen bestimmen, geho¨ren zu den exogenen Strategieparametern. Die
exogenen Strategieparameter werden initial in Abha¨ngigkeit der erwarteten Charakteristik
und Dimensionalita¨t des Suchraumes gewa¨hlt und bleiben bei der hier erla¨uterten Stan-
dard Evolutionsstrategie konstant. Eine generelle optimale Einstellung fu¨r µ und λ kann
nicht gegeben werden. Prinzipiell la¨sst sich aber sagen, dass je gro¨ßer die Dimensionalita¨t
der Zielfunktion ist, umso gro¨ßer sollte auch µ gewa¨hlt werden. Der Verha¨ltnis λ/µ wird
in der Literatur als Selektionsdruck bezeichnet. Ein zu geringer Selektionsdruck kann zu
einer sehr langsamen Konvergenz oder sogar zur Divergenz der Evolutionsstrategie fu¨hren.
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Ein zu hoher Selektionsdruck hingegen birgt die Gefahr der fru¨hzeitigen Konvergenz zu
einem lokalen Optimum in sich, da die momentan besten Individuen die Elternpopulati-
on dominieren ko¨nnen und so die Vielfalt in der Population verloren gehen kann. Schwefel
empfiehlt einen Selektionsdruck im Verha¨ltnis λ/µ = 5, . . . , 7, dessen Verha¨ltnis im U¨brigen
keinesfalls ganzzahlig sein muss [55].
1 Begin
2 t:=0;
3 initialisiere P(0)e := {a(0)1 , . . . , a(0)µ };
4 Repeat
5 For k:=1 To λ Do
6 Begin
7 E (t)k :=verheirate(P(t)e , ρ);
8 s˜k:=Strategieparameter_Rekombination(Ek);
9 x˜k:=Objektvariablen_Rekombination(Ek);
10 sk:=Strategieparameter_Mutation(s˜k);
11 xk:=Objektvariablen_Mutation(x˜k, sk);
12 Fk:=F (xk);
13 End;
14 P(t)n :={(x1, s1, F1) , . . . , (xλ, sλ, Fλ)};
15 if (µ , λ)–ES then P(t+1)e :=Selektion(P(t)n , µ);
16 if (µ+ λ)–ES then P(t+1)e :=Selektion(P(t)n ∪ P(t)e , µ);
17 t:=t+1;
18 Until Abbruchbedingung;
19 End
Abbildung 3.2: Pseudo–Code einer (µ/ρ +, λ) Evolutionsstrategie
Bevor auf die Operatoren von Evolutionsstrategien na¨her eingegangen wird, soll die Funk-
tionsweise anhand des Pseudo–Codes aus Abbildung 3.2 verdeutlicht werden. Zuna¨chst
werden die Individuen a
(0)
1 , . . . , a
(0)
µ der ersten Elterngeneration P(0)e initialisiert (Zeile 3).
Diese Initialisierung kann zufa¨llig oder, falls ein Vorwissen u¨ber das Problem vorliegt, mit
aussichtsreichen Belegungen der Objektvariablen geschehen. In der
”
Generationsschleife“
(Zeilen 4–13) werden zuna¨chst λ Individuen der Nachkommenpopulation P(t)n aus jeweils
ρ Eltern erzeugt. Fu¨r jedes Individuum werden sowohl die Strategieparameter als auch die
Objektparameter durch Rekombination der Parameter der Eltern und anschließende Muta-
tion erzeugt. Fu¨r jedes Nachkommen wird in Zeile 12 die Fitness bestimmt und zugewiesen.
Aus der erzeugten Nachkommengeneration P(t)n werden abha¨ngig von dem Selektionstyp
die Individuen der na¨chsten Elternpopulation P(t+1)e bestimmt (Zeile 15 und 16). Ist ein
Abbruchkriterium noch nicht erreicht, wird die na¨chste Generation erzeugt.
Folgende Kriterien lassen sich als Abbruchbedingung nutzen:
• Erreichen eines vorgegebenen Fitnesswertes,
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• Konvergenz von Fitnesswerten,
• Konvergenz von Objektparametern,
• Konvergenz von Strategieparametern,
• Erreichen einer maximal vorgegebenen Generationenanzahl oder
• U¨berschreiten einer vorgegebenen Rechenzeit.
Im Folgenden werden die weiteren Einstellungen der hier genutzten (µ/ρ +, λ) Evolutions-
strategie eingegangen.
3.1.1 Selektion
Der Selektionsoperator bestimmt die Elternpopulation der na¨chsten Generation P(t+1)e aus
den Individuen der Nachkommenpopulation P(t)n . Durch die Auswahl der Individuen aus
P(t)n mit der besten Fitness wird dem Optimierungsprozess durch die Selektion eine Rich-
tung im Suchraum verliehen. Bei Evolutionstrategien werden ha¨ufig zwei Selektionsopera-
toren eingesetzt: die Komma–Selektion oder die Plus–Selektion.
Bei einer Komma–Strategie (µ/ρ, λ) werden aus den λ Nachkommen aus P(t)n die µ Indi-
viduen mit der besten Fitness bestimmt. Diese Auswahl ergibt die Elternpopulation der
na¨chsten Generation P(t+1)e . Fu¨r die Komma–Strategie gilt sinnvollerweise λ > µ.
Die Plus–Selektion (µ/ρ+λ) wa¨hlt die µ Individuen mit der besten Fitness fu¨r die nachfol-
gende Elternpopulation P(t+1)e aus der Nachkommenpopulation P(t)n und der Elternpopula-
tion P(t)e aus. Einschra¨nkungen fu¨r die Gro¨ße von λ und µ existieren bei der Plus–Strategie
wegen µ < µ+ λ nicht.
Da Plus–Strategien das U¨berleben des bislang besten Individuums garantieren, ist die
Gefahr gegeben, dass sie in lokalen Optima
”
steckenbleiben“. Außerdem kann ein fa¨lsch-
licherweise (z. B. durch Messfehler) zu gut bewertetes Individuum sehr lange (oder fu¨r
immer) u¨berleben und so die Strategie in eine falsche, nicht optimale Richtung lenken.
Komma–Strategien lassen im Gegensatz zu einer Plus–Strategie auch Verschlechterungen
von Generation zu Generation zu. Durch diese Eigenschaft des Vergessens der letzten El-
terngeneration ko¨nnen Komma–Strategien auch Berge einer Fitnesslandschaft auf dem Weg
zum (globalen) Optimum u¨berwinden. Zu gute falsch bewertete Individuum stellen fu¨r die
Komma–Selektion auch nur ein kleines Risiko dar, da sie nicht in die na¨chste Elternge-
neration u¨bernommen werden. Eine Kombination aus Plus– und Komma–Strategie wird
geschaffen, indem den Eltern eine maximale Lebensdauer von κ Generationen erlaubt wird.
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3.1.2 Mutation und Anpassung
Die Hauptrolle bei der genetischen Vera¨nderung von Individuen spielt der Mutationsope-
rator. Er sollte die Eigenschaften der Erreichbarkeit, Driftlosigkeit und Skalierbarkeit auf-
weisen [5]. Erreichbarkeit bedeutet, dass jeder Punkt (x˜, s˜) nach einer endlichen Anzahl
von Mutationen von (xe, se) aus erreicht werden kann. Die Driftlosigkeit wird empfoh-
len, da durch die Mutation keine Richtung in dem Suchraum vorgegeben sein soll. Das
Einschlagen einer vielversprechenden Suchrichtung sollte ausschließlich durch den Selek-
tionsoperator geschehen. Die Forderung nach Skalierbarkeit ist no¨tig, um die bevorzugte
Schrittweite der Mutation anpassen zu ko¨nnen.
Fu¨r reellwertige Suchra¨ume erfu¨llt eine normalverteile Zufallsvariable die geforderten Ei-
genschaften. Daher bildet fu¨r diese Suchra¨ume in der Regel eine Normalverteilung
N (ν, σ2) mit Dichte φ(x) = 1√
2piσ
exp
(
−1
2
(x− ν)2
σ2
)
(3.2)
die Basis fu¨r den Mutationsoperator. ν gibt den Erwartungswert und σ die Standardab-
weichung der Normalverteilung an.
Eine Mutation eines Wertes x(i) ∈ R erfolgt durch Addition eines σ · N (0, 1)–verteilten
Zufallswertes z(i), die Standardabweichung σ entspricht der Mutationssta¨rke, d. h.
x˜(i) := x(i) + z(i). (3.3)
Die Normalverteilungsdichte des zufa¨lligen Mutanten x˜(i) lautet dann
φ(x˜(i)) =
1√
2piσ
exp
(
−1
2
(x˜(i) − x(i))2
σ2
)
. (3.4)
Offensichtlich werden bei der Mutation mittels Normalverteilung kleine Vera¨nderungen
in Abha¨ngigkeit von σ gegenu¨ber großen Vera¨nderungen bevorzugt ausgefu¨hrt. Auf die
biologische Mutation bezogen, entspra¨che dies in etwa dem Sprichwort
”
Der Apfel fa¨llt
nicht weit vom Stamm“.
Die benutzte Mutationssta¨rke spielt eine wichtige Rolle bei Evolutionsstrategien im Bezug
auf die Konvergenzgeschwindigkeit. Ist die Mutationssta¨rke zu groß, besteht die Gefahr,
dass die erzeugten Individuen u¨ber das gesuchte Optimum
”
hinausschießen“. Bei zu kleiner
Mutationssta¨rke hingegen ist die Anna¨herung an das Optimum nur sehr langsam mo¨g-
lich. Außerdem besteht die Gefahr, dass durch zu kleine Vera¨nderungen lokale Optima
nicht mehr verlassen werden ko¨nnen. Abbildung 3.3 veranschaulicht dies. Die geschlosse-
nen Linien deuten einen Bereich gleicher Fitness an. Das Optimium ist durch die mittlere
schwarze Fla¨che gekennzeichnet. Der Punkt x wird in Abbildung 3.3a, angedeutet durch die
Pfeile, mit einer kleinen Mutationssta¨rke variiert, in Abbildung 3.3b hingegen mit gro¨ßerer
Varianz. Bliebe die Mutationssta¨rke nun immer groß, wa¨re es sehr schwierig, das Optimum
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(a) Mutation mit kleiner Mutationssta¨rke (b) Mutation mit großer Mutationssta¨rke
Abbildung 3.3: Mutation eines Punktes x im zweidimensionalen Suchraum
zu erreichen, bei zu kleiner Mutation hingegen sind die Schritte in Richtung Optimum sehr
klein und gegebenenfalls kann so ein lokales Optimum nicht mehr verlassen werden.
Eine Mo¨glichkeit zur Einstellung der Mutationssta¨rke ist die so genannte 1/5–Regel [48].
Durch theoretische Analysen der (1+1) Evolutionsstrategie wurde geschlussfolgert, dass in
vielen Suchra¨umen bei einer Erfolgswahrscheinlichkeit von 1/5 die Fortschrittsgeschwindig-
keit und somit die Mutationssta¨rke optimal eingestellt ist. Eine gro¨ßere Erfolgswahrschein-
lichkeit als 1/5 bedeutet, dass die Individuen nah am Optimum sind, die Mutationssta¨rke
muss also verkleinert werden. Der umgekehrte Fall bedeutet, dass das Optimum weiter
entfernt ist, daher muss die Mutationssta¨rke vergro¨ßert werden.
Die 1/5–Regel ist gut geeignet zur Lo¨sung von unimodalen Problemra¨umen. Bei Problemen
mit mehreren (lokalen) Optima hingegen kann es passieren, dass durch das Herunterregeln
der Mutationssta¨rke in einem lokalen Optimum dieses nicht mehr verlassen werden kann.
Einen wesentlich flexibleren Ansatz zur Anpassung der Mutationssta¨rke ist die so genannte
(selbst–)adaptive Schrittweitenregelung [53]. Bei dieser Regelung werden die Strategiepa-
ramter (Mutationssta¨rken) der Individuen ebenfalls dem Evolutionsprozess unterworfen.
Durch die Gu¨te der entstandenen Individuen im Evolutionsprozess werden die so erzeug-
ten Schrittweiten indirekt belohnt. Es sei hier erwa¨hnt, dass diese Selbstanpassung bei
Komma-Strategien prinzipiell besser arbeitet als bei Strategien, die nach der Plus-Selektion
vorgehen.
Nachdem die grundlegenden Hintergru¨nde der Mutation gekla¨rt sind, wird auf die mo¨gli-
chen Realisierungen eingegangen.
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Einfache Mutation
Bei der einfachen Mutation wird zur Mutation aller Objektvariablen eine Mutationssta¨rke
σ benutzt. Fu¨r die Mutation der Objektparameter folgt daher
x˜ := x + z (3.5)
z(l) sind unabha¨ngig N (0, σ2)–verteilt. (3.6)
Bei einer Evolutionsstrategie mit (selbst–)adaptiver Schrittweitenregelung erfolgt eine Mu-
tation σ˜ = cσ der Strategievariablen σ mit einer logarithmisch-normalverteilten Variation
c, d. h.
ln c ist N (0, τ 2)–verteilt. (3.7)
Die Strategieparameter werden lognormalverteilt mutiert, da keine negative Schrittweiten
auftreten du¨rfen.
Der Parameter τ geho¨rt zu den exogenen Strategieparametern und la¨sst sich als Lernpa-
rameter interpretieren. Theoretische und praktische Untersuchungen haben gezeigt, dass τ
von der Gro¨ßenordnung τ = 1/
√
N , bzw. τ = 1/
√
2N fu¨r stark multimodale Fitnessland-
schaften sein sollte [4, 52].
Mutation mit n Einzelschrittweiten
Diese Art der Mutation benutzt zur Mutation jeder Objektvariablen eine eigene Mutati-
onssta¨rke. In der Mutation x˜ := x + z ist dann komponentenweise x˜(l) = x(l) + z(l) und
z(l) sind unabha¨ngig N (0, σl)–verteilt. (3.8)
Durch die verschiedenen Mutationsschrittweiten fu¨r jede Koordinatenrichtung entsteht par-
allel zu den Koordinatenachsen ein Mutationselipsoid. Der Strategieparametervektor s ent-
spricht dementsprechend s = (σ1 · · ·σd)T .
Bei dieser Variante erfolgt die Selbstanpassung der Mutationsschrittweiten durch ein zu-
fa¨lliges s˜ = c0(c1σ1 · · · cdσd)T . Dabei ist
ln c0 N (0, τ 20 )–verteilt (3.9)
sowie
ln cl N (0, τ 2)–verteilt. (3.10)
Die Lernparameter sollten als
τ0 =
c√
2N
und
τ =
c√
2
√
N
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fu¨r große N gewa¨hlt werden [2]. Fu¨r eine (10, 100)–Strategie ist c = 1 eine vernu¨nftige Wahl
[53]. Der Parameter τ wirkt sich auf die Mutabilita¨t der einzelnen Objektvariablen aus.
Damit eine Ausdifferenzierung unterschiedlicher Mutationsschrittweiten nicht behindert
wird, sollte in jedem Falle die Relation τ0 < τ eingehalten werden.
3.1.3 Rekombination
Durch die Rekombination wird ein Nachkomme aus ρ Elternindividuen erzeugt. Der Pa-
rameter ρ gibt somit die Gro¨ße einer Familie an und geho¨rt ebenfalls zu den exogenen
Strategieparametern. Fu¨r den Fall ρ = 1 wird das Elternindividuum geklont. Bei der Re-
kombination werden sowohl die Objektparameter als auch die Strategieparameter der El-
tern miteinander rekombiniert. Unterschieden wird grundsa¨tzlich zwischen diskreter (oder
auch dominanter) und intermedia¨rer Rekombination.
Sei ein Elternindividuum gegeben durch e = (e1 · · · ek)T . Der Vektor e entha¨lt sowohl
die Objekt–, als auch die endogenen Strategieparameter. Die einzelnen Komponenten ni
des Nachkommenindividuums n = (n1 · · ·nk)T werden bei der diskreten Rekombination
bestimmt durch die zufa¨llige Auswahl einer Komponente ei aus allen ρ Eltern e1, . . . , eρ.
Die intermedia¨re Rekombination hingegen bildet ni aus dem arithmetischen Mittelwert der
ei aller Eltern e1, . . . , eρ.
Damit ergeben sich folgende Mo¨glichkeiten zur Rekombination. Die Objekt– und Strate-
gieparameter ko¨nnen auch durch unterschiedliche Varianten rekombiniert werden.
• Keine Rekombination
• Diskrete Rekombination von ρ Eltern
• Intermedia¨re Rekombination von ρ Eltern
3.2 Modellgestu¨tzte Evolutionsstrategien
Evolutiona¨re Algorithmen sind generell ein sehr ma¨chtiges Werkzeug zur Optimierung. Er-
forderlich dazu sind allerdings gegebenenfalls sehr viele Auswertungen der Fitnessfunktion.
Fu¨r jedes Individuum der Nachkommenpopulation muss die Fitness bestimmt werden. In
einigen Fa¨llen ist die Auswertung der Fitness nicht trivial. Sie kann z. B. sehr rechenauf-
wa¨ndig, nur experimentell bestimmbar oder auch im moneta¨ren Sinne teuer sein. Fu¨r die
Optimierung der Parameter des Laufmodells eines Roboters beispielsweise muss der Ro-
boter fu¨r die Bestimmung der Fitness den Lauf mit den entsprechenden Parametern aus-
probieren. Dies ist einerseits sehr zeitaufwa¨ndig, andererseits auch sehr verschleißfo¨rdernd.
Insbesondere Parameter, die in einem stolpernden Laufen oder gar in einem Umfallen re-
sultieren, ko¨nnen den Roboter bescha¨digen.
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Das Problem der vielen Fitnessauswertungen wird mit der Dimensionalita¨t des Suchraumes
noch verscha¨rft. Fu¨r hochdimensionale Suchra¨ume ist eine gute Exploration des Raumes
nur mit einer hohen Zahl von Nachkommen λ mo¨glich. Daher sind hier sehr viele Fitness-
auswertungen zu erwarten, bis ein akzeptables oder globales Optimum erreicht ist.
Als Ausweg bieten sich modellgestu¨tzte Optimierungsmethoden an, die die Fitness von
Individuen, basierend auf Meta-Modellen, scha¨tzen. Wenn die Auswertung der Fitness mit
dem Modell schneller und kostengu¨nstiger zu realisieren ist, kann der Einsatz dieser Modelle
eine Zeit- bzw. Kostenersparnis bedeuten. Da die eingesetzten Modelle aber in der Regel die
tatsa¨chliche Fitnessfunktion nur unzureichend approximieren ko¨nnen, muss eine Regelung
benutzt werden, die mo¨glichst ausschließt, dass die Strategie gegen ein falsches Optimum
konvergiert. Abbildung 3.4 zeigt einen solchen Fall fu¨r eine eindimensionale Fitnessfunktion.
Abbildung 3.4: Die approximierte Funktion (gestrichelt) kann das reale Optimum der echten
Fitnessfunktion (durchgehende Linie) nicht korrekt darstellen
Die reale Fitnessfunktion ist an den eingezeichneten sechs Stellen (mit einem Punkt ge-
kennzeichnet) bekannt und wird durch die gestrichelt dargestellte Funktion approximiert.
Die reale Fitnessfunktion ist mit der durchgehenden Linie dargestellt. Wenn die Fitness-
auswertung nun nur basierend auf dem Modell erfolgt, konvergiert die Strategie gegen ein
falsches Minimum. Andererseits fu¨hrt das Modell aber schon in die richtige Richtung des
realen globalen Minimums.
Um eine Konvergenz gegen ein falsches Optimum der approximierten Fitnessfunktion zu
vermeiden bzw. das Risiko zu minimieren, mu¨ssen offensichtlich einige Individuen, basie-
rend auf der realen Fitnessfunktion, ausgewertet werden. Die Aufgabe des so genannten
Modellmanagements ist nun, die Individuen auszuwa¨hlen, deren Fitness von dem realen
Problem bewertet werden mu¨ssen.
3.2.1 Modellmanagement
Prinzipiell wird zwischen generationenbasiertem [46] und individuenbasiertem Modellma-
nagement unterschieden. Bei dem generationsbasierten Management werden die Individuen
der ersten Generation von der realen Fitnessfunktion bewertet und mit jeder Fitnessauswer-
tung wird ein weiterer Punkt im Suchraum bekannt. Die folgenden Generationen werden
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von dem Modell, basierend auf den bekannten Fitnesswerten, bestimmt, bis eine Kon-
vergenz eintritt. Nachfolgend wird wieder eine Generation von der realen Fitnessfunktion
bewertet, wodurch wiederum mehr Stu¨tzpunkte fu¨r das Modell gesammelt werden. Die
folgenden Generationen werden schließlich wieder von dem nun besseren Modell bewer-
tet. Dieses Verfahren wird abwechselnd durchgefu¨hrt, bis eine zufriedenstellende Lo¨sung
gefunden ist.
Bei dem individuenbasierten Modellmanagement hingegen werden einige Nachkommen von
dem Modell, der Rest von der realen Fitnessfunktion bewertet. Vier Varianten dieser Steue-
rung werden im Folgenden miteinander verglichen und kurz erla¨utert [17].
Best Strategy
Bei der Best Strategy Regelung [31] wird die Fitness aller λ Nachkommen zuerst von dem
Modell bewertet. Die λ∗ ≤ λ Individuen mit der von dem Modell bewerteten besten Fit-
ness werden noch einmal mit der realen Fitnessfunktion bewertet und nachdem diese neu
gewonnen realen Fitnesswerte in das Modell integriert wurden, werden die u¨brigen λ− λ∗
Individuen noch einmal mit dem Modell bewertet. Dies geschieht, da davon ausgegangen
wird, dass das Modell nun durch die Hinzunahme der weiteren Stu¨tzpunkte bessere Fit-
nessapproximationen liefern kann. Die besten µ Individuen werden schließlich aus allen λ
Nachkommen als Eltern fu¨r die na¨chste Generation ausgewa¨hlt. Bei dieser Regelung kann
eine Konvergenz gegen ein falsches Optimum nicht ga¨nzlich ausgeschlossen werden, da die
Selektion aus allen λ Nachkommen erfolgt, ohne Unterscheidung, ob das Individuum real
oder durch das Fitnessmodell bewertet wurde.
Pre-Selection
Bei diesem Verfahren [66] (im Folgenden auch Vorselektion genannt) wird eine gro¨ßere
Anzahl λ′ > λ von Nachkommen erzeugt, die zuna¨chst von dem Modell bewertet werden.
Die λ besten Individuen werden anschließend mit der realen Fitnessfunktion bewertet und
die hier neu gewonnen bekannten Stu¨tzpunkte im Suchraum in das Fitnessmodell inte-
griert, wodurch von Generation zu Generation die Qualita¨t des Modells verbessert wird.
Die Auswahl der µ Eltern erfolgt nur aus den λ Individuen, die von der realen Fitnessfunk-
tion bewertet wurden. Die erhoffte Beschleunigung der Konvergenz erfolgt, da durch eine
gro¨ßere Menge von λ′ Nachkommen der Suchraum besser exploriert werden kann und die
aussichtsreichsten Individuen von dem Modell vorselektiert worden sein sollten. Eine Kon-
vergenz gegen ein falsches Optimum wird bei dieser Variante ausgeschlossen. Der Ablauf
der Evolutionsstrategie mit Vorselektion ist zur Veranschaulichung in Abbildung 3.5 noch
einmal visualisiert.
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Abbildung 3.5: Evolutionskreislauf mit Vorselektion
Clustering Technique
Diese Variante [32] generiert ebenfalls λ Nachkommen, die anschließend mittels des k-means
Algorithmus in λ∗ viele Cluster eingeteilt werden. Die λ∗ Individuen, die am na¨chsten zum
Zentrum des jeweiligen Clusters liegen, werden von der realen Fitnessfunktion bewertet.
Die ermittelten Fitnesswerte werden wiederum in das Modell zur Verbesserung der Qualita¨t
integriert und die Fitness der restlichen λ − λ∗ Individuen von dem Modell approximiert.
Die µ Eltern der Folgegeneration werden aus allen λ Individuen selektiert.
Clustering Technique kombiniert mit Best Strategy
Dieses Modellmanagement stellt eine Variante der zuvor erla¨uterten Clustering Technique
dar. Die λ Nachkommen werden ebenfalls in λ∗ Cluster eingeteilt und basierend auf dem
Modell bewertet. Anstatt der am na¨chsten zum Mittelpunkt des Clusters liegenden Indivi-
duen werden die λ∗ Individuen mit der besten Fitness fu¨r eine reale Bewertung ausgewa¨hlt.
Wie zuvor werden die neuen Stu¨tzpunkte in das Modell integriert und die λ−λ∗ Individuen
neu bewertet. Die Selektion erfolgt ebenfalls aus allen λ Individuen.
Bewertung der Varianten
Die vier Modellmanagement Varianten wurden fu¨r die drei ga¨ngigen jeweils 10-dimensionalen
Testfunktionen Sphere, Rosenbrock und Ackley verglichen [17]. Nach 1200 realen Fitness-
auswertungen wurde die Optimierung der Zielfunktion jeweils abgebrochen. Zur Pra¨dikti-
on der Fitness wurde ein Neuronales Netz nach [27] benutzt und nach Integration neuer
Stu¨tzpunkte jeweils neu trainiert. Die modellgestu¨tzten Varianten konvergieren im Mittel
schneller als die Standard Evolutionsstrategie. Bei u¨ber 20 Testla¨ufen mit verschiedenen
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zufa¨llig gewa¨hlten Startpunkten variierten die Ergebnisse der Varianten Best Strategy, Clus-
tering Technique und Clustering Technique kombiniert mit Best Strategy jedoch jeweils sehr
stark. Sie waren in einigen Durchla¨ufen dem Ergebnis der Standard Evolutionsstrategie un-
terlegen. Einzig das Pre-Selection Modellmanagement wies eine sehr geringe Varianz der
gefundenen Optima auf und konnte nach 1200 Fitnessbewertungen fast immer ein besseres
Ergebnis als die Standard Evolutionsstrategie finden. Aufbauend auf diesen Ergebnissen
wird in dieser Arbeit im Folgenden das Pre-Selection Modellmanagement verwendet.
3.2.2 Modellierung des Suchraumes
Wa¨hrend des Optimierungsprozesses liefern die gemessenen (skalaren) Fitnesswerte Infor-
mationen u¨ber die Struktur des Suchraumes. Basierend auf den zuvor gemessenen Fitness-
werten soll das Modell in der Lage sein, Werte an nicht zuvor gemessenen Stellen vorher-
zusagen. Mathematisch gesehen muss das Modell die Funktion y : Rd → R, basierend auf
n bekannten (gemessenen) Funktionswerten y1 = y(x1), . . . , yn = y(xn) aus der Datenbasis
D = {x1, . . . ,xn} fu¨r jeden Punkt x = (x(1) · · ·x(d))T /∈ D approximieren ko¨nnen. Der von
dem Modell gescha¨tzte Funktionswert wird mit yˆ(x) bezeichnet und soll mo¨glichst nahe an
dem realen (unbekannten) Funktionswert y(x) liegen.
Prinzipiell wird zwischen lokalen und globalen Modellen unterschieden. Globale Modelle
sind fu¨r den gesamten Suchraum gu¨ltig und ko¨nnen den Funktionswert jedes Punktes x
scha¨tzen. Sie mu¨ssen nur neu berechnet werden, wenn neue Stu¨tzpunkte zu der Datenba-
sis D hinzukommen. Bei der Fitnesspra¨diktion fu¨r Evolutiona¨re Strategien wa¨re dies nach
jeder Generation der Fall, in der reale Fitnesswerte bestimmt wurden. Das gro¨ßte Problem
bei globalen Modellen liegt in der meist kleinen Anzahl von Stu¨tzpunkten in D bei ver-
ha¨ltnisma¨ßig großer Dimension des typischerweise multimodalen Suchraumes. Dies fu¨hrt
dann zu einer schlechten Approximation der zugrunde liegenden Fitnessfunktion.
Lokale Modelle sind nur fu¨r einen kleinen Bereich um einen Suchpunkt x gu¨ltig und mu¨ssen
daher fu¨r jedes x (in Abha¨ngigkeit der lokalen Umgebung) neu berechnet werden. Sie
nutzen nur eine Teilmenge von D, da die na¨chsten Punkte die meiste Information u¨ber den
Funktionswert von x liefern. Es sei noch einmal darauf hingewiesen, dass die Datenbasis D
wa¨hrend des Evolutionsprozesses wa¨chst. Jedes Individuum, dessen Fitness real bewertet
wird, wird zu D hinzugefu¨gt.
Na¨chster Nachbar Modell
Das einfachste hier behandelte Modell ist das Na¨chste Nachbar Modell. Der Funktionswert
eines unbekannten Punktes x wird durch seinen na¨chsten Nachbar aus der Menge D der
bekannten Punkte ermittelt. Verschiedene Distanzmaße sind denkbar, beispielsweise die
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Euklidische Distanz, fu¨r die der Abstand ∆ zweier Punkte xi und xj definiert ist durch
∆ (xi,xj) =
√√√√ d∑
l=1
(
x
(l)
i − x(l)j
)2
. (3.11)
Dieses Maß ist sinnvoll, wenn jede Dimension im Suchraum die gleiche Skalierung (d. h.
Maßeinheit) hat und einen vergleichbaren Gradienten aufweist. Bei stark unterschiedlichen
Maßeinheiten der Dimensionen wu¨rde andernfalls die Achse mit den gro¨ßeren Werten das
Abstandsmaß dominieren. In diesem Fall kann jede Dimension beispielsweise standardi-
siert werden, so dass die Werte je Dimension eine Standardabweichung von 1 haben und
somit besser vergleichbar sind. Fu¨r die Abstandsberechnung muss dann jede Dimension
l = 1, . . . , d mit dem Kehrwert der Standardabweichung s(l) der Werte x
(l)
i fu¨r i = 1, . . . , n
skaliert werden. Der Skalierungfaktor ist dann 1/s(l).
∆ (xi,xj) =
√√√√ d∑
l=1
(
x
(l)
i − x(l)j
s(l)
)2
. (3.12)
Der approximierte Funktionswert ist dann fu¨r dieses Modell gegeben durch
yˆ(x) = y(x0) mit x0 = arg min
i=1,...,n
{∆ (xi,x)} . (3.13)
Dieses Modell ist im Bezug auf die Rechenzeit sehr effizient. Es hat aber den Nachteil,
dass es nicht zwischen mehreren Messwerten interpoliert und somit gegebenenfalls meh-
reren Individuen den gleichen Fitnesswert zuordnet, so dass der Selektionsoperator der
Vorselektion ihre Fitness nicht unterscheiden kann.
Polynomielles Modell
Das polynomielle Modell verwendet ein Polynom, das an den ausgewa¨hlten Punkten in
D die zugrunde liegende Funktion anna¨hert. Dadurch wird eine kontinuierliche Funktion
zur Fitnesspra¨diktion geschaffen. Zuerst wird das Prinzip der normalen Polynomregression
erla¨utert und anschließend auf den gewichteten Fall der Polynomregression erweitert.
Ein d-dimensionales Polynom zweiten Grades ist definiert durch
p(x) = a0 +
d∑
l=1
alx
(l) +
d∑
l=1
d∑
m=l
almx
(l)x(m) (3.14)
=
(
1 x(1) · · · x(d) x(1)x(1) x(1)x(2) · · · x(d)x(d)) a (3.15)
mit dem unbekannten Koeffizientenvektor
a =
(
a0 a1 · · · ad a11 a12 · · · add
)T
. (3.16)
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Das Problem der Regression ist nun, die Koeffizienten in a derart zu bestimmen, so dass
p(x) die tatsa¨chliche Funktion y(x) in allen zugrunde liegenden Punkten in D
”
so gut wie
mo¨glich“ approximiert. Dazu wird u¨blicherweise die quadratische Fehlerfunktion
Q(a) =
n∑
i=1
(y (xi)− p (xi; a))2 (3.17)
bezu¨glich a minimiert.
Die bekannten Funktionswerte y(x1), . . . , y(xn) in D werden zu dem Vektor y zusammen-
gefasst. Mit der Matrix
X =
1 x
(1)
1 · · · x(d)1 x(1)1 x(1)1 x(1)1 x(2)1 · · · x(d)1 x(d)1
...
...
...
...
...
...
1 x
(1)
n · · · x(d)n x(1)n x(1)n x(1)n x(2)n · · · x(d)n x(d)n
 (3.18)
gilt dann die Beobachtungsgleichung
y = Xa + v (3.19)
mit dem Fehlerterm v, falls das Polynom die Funktionswerte in D nicht exakt approximie-
ren kann.
Wie zuvor erwa¨hnt, soll Q (a) minimiert werden und Gleichung 3.17 la¨sst sich in Matrix-
schreibweise wie folgt formulieren
Q(a) =
n∑
i=1
(y (xi)− p (xi; a))2 = vTv = (y −Xa)T (y −Xa) . (3.20)
Nullsetzen der partiellen Ableitung nach a ergibt schließlich fu¨r die Koeffizienten die Lo¨sung
aˆ =
(
XTX
)−1
XTy (3.21)
und damit fu¨r den approximierten Funktionswert
yˆ(x) =
(
1 x(1) · · · x(d) x(1)x(1) x(1)x(2) · · · x(d)x(d)) aˆ. (3.22)
Mit dieser Methode la¨sst sich ein globales Modell aufstellen, wenn alle zur Verfu¨gung ste-
henden Punkte aus D zur Bestimmung der Koeffizienten in a herangezogen werden. Ein
multimodaler Suchraum la¨sst sich nur mit einem Polynom ho¨heren Grades gut approximie-
ren. Die Anzahl der no¨tigen Koeffizienten eines Polynom zweiten Grades der Dimension d
betra¨gt bereits (d+1)(d+2)/2 und eignet sich doch nur zur Approximation einer unimoda-
len Funktion. Die zuvor beschriebene Methode der kleinsten Quadrate beno¨tigt mindestens
die gleiche Anzahl von Samples in D wie Koeffizienten existieren.
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Das Problem, dass alle bekannten Stu¨tzstellen mit gleichem Gewicht in die Pra¨diktion
yˆ(x) eingehen, la¨sst sich mit einem lokalen Modell umgehen. Das obige globale Modell
kann in ein lokales Modell u¨berfu¨hrt werden, indem der Einfluss der einzelnen Stu¨tzpunkte
mit dem Abstand zu dem Punkt x gewichtet wird. Dadurch wird der Tatsache Rechnung
getragen, dass Punkte nahe zu x mehr Informationen u¨ber seinen Funktionswert tragen
als Punkte, die weiter entfernt sind. Alle Punkte aus D ko¨nnen dazu genutzt werden, oder
nur eine Teilmenge von k Punkten, da weiter entfernte Punkte ohnehin ein Gewicht nahe
0 bekommen wu¨rden.
Die Gewichtung wi ist eine Funktion der Distanz zwischen x und dem i-ten Punkt xi der
Datenbasis D. Wie in [25] vorgeschlagen, wird das Gewicht u¨ber die Gauß’sche Kernfunk-
tion
wi (∆ (xi,x)) = exp
(−∆2 (xi,x)) (3.23)
bestimmt. Die Distanz wird nach Gleichung 3.12 errechnet.
Fu¨r ein lokales Modell wird ha¨ufig ein Polynom ersten Grades benutzt, welches fu¨r einen
d-dimensionalen Raum durch
p(x) = a0 +
d∑
l=1
alx
(l) =
(
1 x(1) · · · x(d)) a (3.24)
mit dem Koeffizientenvektor
a =
(
a0 a1 · · · ad
)T
. (3.25)
definiert ist. Die Gewichte der k verwendeten Punkte werden in der Diagonalmatrix
W =

w1 0 · · · 0
0 w2
. . . 0
...
. . . . . . 0
0 · · · 0 wk
 (3.26)
abgelegt. Die Fehlerfunktion 3.20 ergibt sich in dem gewichteten Fall durch
Q(a) = (y −X · a)TW(y −X · a) (3.27)
mit
X =
1 x
(1)
1 · · · x(d)1
...
...
...
1 x
(1)
k · · · x(d)k
 und y =
y(x1)...
y(xk)
 . (3.28)
Die optimalen Koeffizienten ergeben sich dann durch
aˆ =
(
XTWX
)−1
XTWy (3.29)
und fu¨r die Approximation gilt
yˆ(x) =
(
1 x(1) · · · x(d)) aˆ. (3.30)
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Gauß’sches Prozessmodell
Ein weiteres verwendetes Modell zur Fitnesspra¨diktion ist der Gauß Prozess [45, 69].
Er tra¨gt dem Umstand Rechnung, dass die Punkte x1, . . . ,xn, an denen y beobacht-
bar ist, und gegebenenfalls weitere Punkte xn+1, . . . , xn+m, an denen y prognostiziert
werden soll, nach einem bestimmten Zufallsprinzip ausgewa¨hlt werden. Daru¨berhinaus
kann die Ermittlung der dazugeho¨rigen Funktionswerte y1 = y(x1), . . . , yn = y(xn) so-
wie yn+1 = y(xn+1), . . . , yn+m = y(xn+m) (mess-) fehlerbehaftet sein. In diesem Sinne sind
die Funktionswerte theoretisch als Zufallsvariable zu interpretieren, die sich nach einem be-
stimmten Zufallsprinzip, also nach einer bestimmten (statistischen) Verteilung realisieren.
Ist diese Verteilung die multivariate Normalverteilung, so wird vom Gauß’schen Prozessmo-
dell gesprochen. Hier wird kurz auf die Grundlagen des Gauß Prozesses zu Prognosezwecken
eingegangen. Ausfu¨hrliche theoretische Details zum Gauß Prozess sind in [45, 61] gegeben.
Die n zu beobachtenden Funktionswerte werden zu dem Zufallsvektor y = (y1 · · · yn)T
zusammengefasst. Die Aufgabe ist nun, eine Prognose fu¨r die m unbekannten Werte zu
bestimmen, die analog in dem Zufallsvektor y0 = (yn+1 . . . yn+m)
T zusammengefasst sind.
Unter der obigen Annahme der Normalverteilung ist die gemeinsame Verteilung von
(
y
y0
)
gegeben durch
N
((
µ
µ0
)
,
(
Σyy Σyy0
Σy0y Σy0y0
))
(3.31)
mit Erwartungswerten µ = E(y), bzw. µ0 = E(y0) und den Kovarianzmatrizen
Σyy = E
(
(y − µ)(y − µ)T ) ,
Σy0y = E
(
(y0 − µ0)(y − µ)T
)
= ΣTyy0 und
Σy0y0 = E
(
(y0 − µ0)(y0 − µ0)T
)
.
Fu¨r die Dichtefunktion von
(
y
y0
)
gilt
g(y,y0) =
1
Z
exp
(
−1
2
(
y − µ
y0 − µ0
)T (
Σyy Σyy0
Σy0y Σy0y0
)−1(
y − µ
y0 − µ0
))
(3.32)
mit Z =
(√
2pi
)n+m√
det
(
Σyy Σyy0
Σy0y Σy0y0
)
.
Fu¨r die bedingte Dichte von y0 bei gegebenem y gilt definitionsgema¨ß nach dem Satz von
Bayes g(y0|y) = g(y,y0)g(y) = g(y|y0)g(y0)g(y) . Einsetzen der Gleichungen fu¨r g(y,y0) und g(y)
ergibt dann
g(y0|y) =
1
(
√
2pi)
n+m
√
det
(
Σyy Σyy0
Σy0y Σy0y0
) exp
(
−1
2
(
y−µ
y0−µ0
)T ( Σyy Σyy0
Σy0y Σy0y0
)−1 (
y−µ
y0−µ0
))
1
(
√
2pi)
n√
det Σyy
exp
(
−1
2
(y − µ)T Σ−1yy (y − µ)
) (3.33)
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Ausrechnen von Gleichung 3.33 unter Verwendung der Formel zur Inversion geteilter Ma-
trizen ergibt schließlich
g(y0|y) = 1(√
2pi
)m√
det Pyˆ0yˆ0
exp
(
−1
2
(y0 − µˆ0)TP−1yˆ0yˆ0(y0 − µˆ0)
)
(3.34)
mit
µˆ0 = µ0 + Σy0yΣ
−1
yy (y − µ) (3.35)
und
Pyˆ0yˆ0 = Σy0y0 − Σy0yΣ−1yy Σyy0 . (3.36)
Die resultierende Prognose
yˆ0 = µ0 + Σy0yΣ
−1
yy (y − µ) (3.37)
ist bei gegebenem y also wieder normalverteilt mit Erwartungswert µˆ0 und Kovarianzma-
trix Pyˆ0yˆ0 .
Zur Bestimmung von yˆ0 mu¨ssen also die Erwartungswerte µ und µ0 und die Kovarianz-
matrizen Σyy, Σy0y und Σy0y0 bekannt sein. Da dies aber in der Regel nicht der Fall ist,
wird im Folgenden ein ha¨ufig genutztes Modell fu¨r die Struktur der Kovarianzmatrix be-
schrieben [45]. Die Erwartungswerte werden in der Praxis durch arithmetischen Mittelwerte
gescha¨tzt, bzw. durch vorherige Standardisierung auf Null gesetzt.
Eine ha¨ufige Wahl fu¨r die Kovarianzfunktion ist eine quadratisch exponentielle Struktur.
Fu¨r die Eintra¨ge in den Kovarianzmatritzen gilt allgemein
σij = σ
2kij(β) + σ
2
0δij (3.38)
mit
kij(β) = exp
(
−
d∑
l=1
(x
(l)
i − x(l)j )2βl
)
= kji(β) fu¨r i, j = 1, . . . , n+m. (3.39)
Die Struktur der Kovarianzmatrix hat den Effekt, dass nahe beieinander liegende Eingaben
zu einer a¨hnlichen Pra¨diktion fu¨hren. Die Parameter σ2, σ20,β = (β1 · · · βd)T der Kovari-
anzmatrix sind nun zu bestimmen. Eine Mo¨glichkeit dazu bietet die Maximum Likelihood
Methode, mit der die Dichtefunktion fu¨r y bezu¨glich der Parameter σ2, σ20,β maximiert
wird.
Vergleich der Modelle
Die d-dimensionale multimodale Funktion
f(x) = 20 + e− 20 exp
−0.2
√√√√1
d
d∑
l=1
x(l)x(l)
− exp(1
d
d∑
l=1
cos(2pix(l))
)
(3.40)
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wird auch als Ackley-Funktion bezeichnet und ha¨ufig als Testfunktion fu¨r Optimierungs-
probleme herangezogen. Die Testfunktion ist fu¨r den zweidimensionalen Fall im Bereich
−5 ≤ x(l) ≤ 5 in Abbildung 3.6 dargestellt. Das Minimum liegt bei f(x) = 0 mit
x = (0 · · · 0)T .
Abbildung 3.6: Die zweidimensionale Ackley Funktion
Approximationen der Ackley-Funktion mit verschiedenen Anzahlen von zufa¨llig ausgewa¨hl-
ten Stu¨tzstellen fu¨r die drei zuvor erla¨uterten lokalen Modelle
• Na¨chster Nachbar,
• abstandsgewichtet polynomiell und
• Gauß Prozess
sind in Abbildung 3.7 abgebildet. Fu¨r die Approximationen in der obersten Reihe standen
25 Stu¨tzpunkte zur Verfu¨gung. Erwartungsgema¨ß entha¨lt das Na¨chste Nachbar Modell
(Abbildung 3.7a) große Plateaus mit gleicher Fitness. Das polynomielle Modell (Abbil-
dung 3.7b) und der Gauß Prozess (Abbildung 3.7c) approximieren den Trend der Funktion
fu¨r die geringe Anzahl von Stu¨tzpunkten hingegen schon recht gut, die kleinen Ta¨ler ko¨nnen
hingegen nicht erfasst werden. Insbesondere der Gauß Prozess fu¨hrt zu einer sehr glatten
Funktion.
Ein a¨hnliches Bild stellt sich bei 100 Stu¨tzstellen dar: Wa¨hrend das Na¨chste Nachbar
Modell nur Plateaus darstellen kann, ist die grobe Struktur gut von dem polynomiellen
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(a) Na¨chster Nachbar mit
25 Stu¨tzpunkten
(b) Polynomiell mit
25 Stu¨tzpunkten
(c) Gauß Prozess mit
25 Stu¨tzpunkten
(d) Na¨chster Nachbar mit
100 Stu¨tzpunkten
(e) Polynomiell mit
100 Stu¨tzpunkten
(f) Gauß Prozess mit
100 Stu¨tzpunkten
(g) Na¨chster Nachbar mit
1000 Stu¨tzpunkten
(h) Polynomiell mit
1000 Stu¨tzpunkten
(i) Gauß Prozess mit
1000 Stu¨tzpunkten
Abbildung 3.7: Approximation der Ackley Funktion mit verschiedenen Modellen und un-
terschiedlicher Anzahl der Stu¨tzstellen
Modell und dem Gauß Prozess wiedergegeben. Die Approximation mit dem Gauß Prozess
ist abermals glatter und regelma¨ßiger als das polynomielle Modell, die Struktur der Ta¨ler
ist noch nicht erfasst.
Bei 1000 Stu¨tzstellen (Abbildungen 3.7g - 3.7i) ist bei allen drei Modellen die Struktur der
Ta¨ler der Ackley-Funktion erkennbar. Sie eignen sich also prinzipiell alle drei zur Approxi-
mation multimodaler Funktionen. Der Gauß Prozess scheint die Ta¨ler jedoch etwas besser
modellieren zu ko¨nnen als das polynomielle Modell.
Welches der drei Modelle sich am besten zur Fitnesspra¨diktion eignet, kann aufgrund der
kurzen Analyse nicht beurteilt werden. Zum einen kann es sinnvoll sein, wenn das Modell
den Suchraum gla¨ttet und somit lokale Optima vermeiden kann, zum anderen kann durch
diese Gla¨ttung auch das Erreichen des globalen Optimums verhindert werden. Prinzipiell
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ha¨ngt die Qualita¨t des Modelles auch von der Struktur des Suchraumes ab. Der Suchraum
der Kugelfunktion f(x) =
∑d
l=1 x
(l)x(l) z. B. ko¨nnte durch ein polynomielles Modell zweiten
Grades exakt approximiert werden. Selbst das augenscheinlich schwa¨chste Na¨chste Nachbar
Modell kann im Falle der Treppenfunktion f(x) =
∑d
l=1 |x(l)| den anderen Modellen u¨ber-
legen sein. Prinzipiell kann festgestellt werden, dass sich das Modell mo¨glichst flexibel an
den Suchraum anpassen ko¨nnen muss. Eine weitere Bewertung der drei Modelle im Bezug
auf die Fitnesspra¨diktion fu¨r das Laufenlernen eines Roboters wird spa¨ter in Kapitel 5.3
vorgestellt.
3.2.3 Bewertung der Modellqualita¨t
Theoretisch konvergiert die modellgestu¨tzte Evolutionsstrategie bereits schneller als die
Standard Evolutionsstrategie, wenn die Vorselektion die Individuen besser als eine zufa¨lli-
ge Selektion auswa¨hlt [66]. Ein Vorselektionsprozess, der hingegen schlechter als eine eine
zufa¨llige Auswahl selektiert, kann zu einer Verschlechterung der Konvergenzgeschwindig-
keit fu¨hren oder sogar ein Erreichen von Optima verhindern, wenn diese real optimalen
Individuen den Vorselektionsprozess nicht u¨berleben.
Abbildung 3.8: Vergleich von der Auswirkung unterschiedlicher Modellqualita¨ten auf die
Optimierung der Kugelfunktion. Blau: Standard ES, Gru¨n: Zufa¨lliges Modell, Rot: Perfek-
tes Modell, Orange: Schlechtes Modell
Der Einfluss der Modellqualita¨t auf die Optimierung ist in Abbildung 3.8 veranschaulicht.
Es wurde jeweils mit drei verschiedenen (ku¨nstlich erzeugten) Modellqualita¨ten eine Opti-
52 KAPITEL 3. OPTIMIERUNG MIT EVOLUTIONA¨REN ALGORITHMEN
mierung der 20-dimensionalen Kugelfunktion
f(x) =
20∑
l=1
x(l)x(l) (3.41)
durchgefu¨hrt. Jede Optimierung wurde 15 mal mit zufa¨llig initialisierten Startwerten durch-
gefu¨hrt. Nach 5000 Fitnessauswertungen wurde die Optimierung abgebrochen. Die darge-
stellten Kurven zeigen den Median der 15 Durchla¨ufe. Die blaue Kurve zeigt das Ergebnis
einer Standard Evolutionsstrategie mit µ = 5 Eltern und λ = 35 Nachkommen ohne Mo-
dellunterstu¨tzung. Fu¨r die u¨brigen Optimierungen wurde das Prinzip der Vorselektion mit
λp = 2λ = 70 genutzt. Die rote Kurve stellt den Verlauf der Optimierung mit einem per-
fekten Modell dar, das die Fitness immer korrekt vorhersagt. Offensichtlich konvergiert
die Strategie wesentlich schneller als die Standard Strategie. In gru¨n ist der Fitnessver-
lauf mit einem zufa¨lligen Modell aufgezeichnet. Wie zu erwarten, ist die Konvergenz gleich
schnell wie die der nicht modellgestu¨tzten Strategie. Die orange dargestellte Kurve zeigt
den Verlauf bei einem denkbar schlechten Modell, das dadurch simuliert wurde, dass die
Vorselektion immer die λ schlechtesten Individuen ausgewa¨hlt hat. Diese Kurve zeigt, dass
im Falle eines (sehr) schlechten Modells die Strategie sogar divergieren kann.
Die Ergebnisse legen daher nahe, dass eine Steuerung vom Einfluss des Modells in Ab-
ha¨ngigkeit der Modellqualita¨t ratsam ist. Bei einem guten Modell kann dem Modell mehr
getraut werden, wa¨hrend bei einem schlechten Modell das Vertrauen in das Modell zu re-
duzieren ist. Strategien zur Regelung des Modelleinflusses werden im na¨chsten Abschnitt
behandelt. Zuna¨chst wird darauf eingegangen, wie die Qualita¨t eines Modells bestimmt
werden kann.
Prinzipiell la¨sst sich die Qualita¨t der Vorselektion u¨ber die Fa¨higkeit definieren, die real
bewertet besten Individuen basierend auf der Prognose von dem Modell auszuwa¨hlen. Die
numerische Differenz zwischen vorhergesagter und realer Fitness ist dabei von geringerem
Interesse. Dies wird z. B. in Abbildung 3.7c deutlich: Das dort abgebildete Modell kann die
tatsa¨chliche Fitness fu¨r das globale Optimum von y(x0) = 0 an der Stelle x0 = (0 . . . 0)
T
nicht korrekt wiedergeben und liefert stattdessen einen Funktionswert von yˆ(x0) ≈ 4.
Wird dieses Modell aber zur Fitnesspra¨diktion fu¨r die zugrunde liegende Ackley-Funktion
benutzt, bewertet es den Wert x0 mit der Fitness von ≈ 4, die (bei Minimierung) beste
Fitness, die u¨berhaupt von dem Modell in dem dargestellten Bereich prognostiziert wer-
den kann. Daher wird dieses Individuum die Vorselektion trotz relativ schlechter absoluter
Approximation ho¨chstwahrscheinlich u¨berleben und nachfolgend mit der realen besten (glo-
balen) Fitness bewertet.
Die Bewertung der Vorselektion mu¨sste nun eigentlich, basierend auf der Fa¨higkeit, die λ
real besten Individuen aus den λp vielen Nachkommen auszuwa¨hlen, vorgenommen werden.
Da die reale Fitness aber nur von den λ vielen Nachkommen bekannt ist, wird vorausgesetzt,
dass die Vorselektion der λ Individuen aus allen λp Nachkommen mit der Selektion der µ
Eltern aus den λ Individuen u¨bereinstimmt, von denen sowohl die prognostizierte Fitness,
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als auch die reale Fitness bekannt ist [30, 66]. Dazu wird u¨berpru¨ft, welche Individuen,
basierend auf der vorhergesagten Fitness, zu Eltern selektiert worden wa¨ren, und in wie
fern sich diese Auswahl mit den tatsa¨chlich besten µ Individuen deckt. Das Qualita¨tsmaß
nimmt dabei eine Gewichtung (λ − i) der Individuen, basierend auf dem Ranking i ihrer
realen Fitness vor, so dass die Qualita¨t der Vorselektion als schlechter bewertet wird, wenn
beispielsweise das real beste Individuum mit Gewichtung (λ−1) nicht vorausgewa¨hlt wurde,
als wenn das zweitbeste Individuum mit Gewichtung (λ−2) nicht vorselektiert worden wa¨re.
Die Qualita¨t der Vorselektion errechnet sich schließlich durch die Summe der Gewichtungen
Q =
µ∑
i=1
gi(λ− i) (3.42)
mit gi = 1, falls das Individuum an der i-ten Stelle im realen Fitnessranking, basierend auf
der vorhergesagten Fitness, ebenfalls selektiert worden wa¨re, andernfalls ist gi = 0.
Offensichtlich gilt fu¨r die schlechtest mo¨gliche Qualita¨t Q(min) = 0. Die beste mo¨gliche
Qualita¨t errechnet sich durch
Q(max) =
µ∑
i=1
(λ− i) = µλ− µ(µ+ 1)
2
. (3.43)
Die Qualita¨t einer zufa¨lligen Vorselektion [66] ist berechenbar durch
Q(rand) =
µ∑
i=1
i
(
µ
i
)(
λ−µ
µ−i
)(
λ
µ
) · 1
µ
µ∑
i=1
(λ− i) = µ
2
λ
2λ− µ− 1
2
. (3.44)
Die mit diesem Verfahren bestimmten Qualita¨tsmaße aus dem obigen Beispiel der Opti-
mierung der 20-dimensionalen Kugelfunktion sind in Abbildung 3.9 als Mittelwerte von 10
Durchla¨ufen fu¨r die verschiedenen Modellqualita¨ten dargestellt. Gema¨ß den Formeln fu¨r
die Modellqualita¨ten ergeben sich fu¨r die Optimierung mit µ = 5 und λ = 35 die Modell-
qualita¨ten Q(min) = 0, Q(rand) ≈ 22, 85 und Q(max) = 160. Die maximale und minimale
Modellqualita¨t wird offensichtlich korrekt eingehalten. Die Qualita¨t des zufa¨lligen Modells
(dargestellt in gru¨n) schwankt wie erwartet um die theoretische zufa¨llige Modellqualita¨t
von Q(rand) ≈ 22, 85. Bei der arithmetischen Mittelung der Modellqualita¨t von mehr (ge-
nau genommen unendlich vielen) Messdurchla¨ufen mit dem zufa¨lligen Modell mu¨sste der
Verlauf der Modellqualita¨t der gestrichelt dargestellten Geraden entsprechen.
3.2.4 Regelung des Modelleinflusses
Wie zuvor motiviert, ist es ratsam, den Einfluss des Modells in Abha¨ngigkeit von der ak-
tuellen Modellqualita¨t zu steuern. Die Qualita¨t der Fitnesspra¨diktion kann sich im Verlauf
der Optimierung a¨ndern. Zum einen werden durch die realen Fitnessauswertungen mit
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Abbildung 3.9: Modellqualita¨ten der Optimierung der Kugelfunktion. Gru¨n: Zufa¨lliges Mo-
dell, Rot: Perfektes Modell, Orange: Schlechtes Modell
jeder Generation mehr Stu¨tzpunkte zum Modell hinzugefu¨gt, wodurch sich die Qualita¨t
verbessern mu¨sste, zum anderen kann es aber auch passieren, dass die Evolution in Re-
gionen des Suchraumes vorsto¨ßt, fu¨r die noch keine oder nur wenige nahe Stu¨tzstellen fu¨r
die Approximation zur Verfu¨gung stehen. Daher werden im Folgenden zwei Ansa¨tze zur
Regelung des Modelleinflusses erla¨utert.
Die Controlled Model Assisted Evolution Strategy
Bei der Controlled Model Assisted Evolution Strategy (C-MAES) [66] wird der Modellein-
fluss durch die Anzahl der λp Individuen, die dem Vorselektionsprozess unterworfen werden,
geregelt. Es wird exemplarisch fu¨r die jeweils 10 dimensionale Kugel– und Rosenbrockfunk-
tion gezeigt, dass bei einem Modell, das besser als ein zufa¨lliges Modell vorselektiert, mit
steigendem λp ebenfalls die Konvergenzgeschwindigkeit steigt. Es wird geschlussfolgert,
dass bei einer Modellqualita¨t, die gro¨ßer als die zufa¨llige Modellqualita¨t Q(rand) ist, ein
gro¨ßeres Vertrauen und damit eine schnellere Konvergenzgeschwindigkeit durch die Erho¨-
hung von λp erzielt werden kann. Bei einer schlechteren Modellqualita¨t muss der Einfluss
des Modells wieder durch die Reduktion von λp gemindert werden. Nach jeder Generati-
on t wird die Qualita¨t Q(t) der Vorselektion bewertet und λp nach den folgenden Regeln
angepasst.
Ist die aktuelle Qualita¨t Q(t) des Modells besser als die Qualita¨t Q(rand) eines zufa¨lligen
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Modells, wird die Anzahl der Nachkommen λp erho¨ht durch
λ(t+1)p = λ
(t)
p +
Q(max) −Q(t)
Q(max) −Q(rand) · δλp , (3.45)
ist die Qualita¨t Q(t) der Vorselektion hingegen schlechter als die Qualita¨t eines zufa¨lligen
Modells Q(rand), wird λp reduziert gema¨ß
λ(t+1)p = λ
(t)
p −
Q(max) −Q(t)
Q(rand)
· δλp . (3.46)
Der Faktor δλp wird als Anpassungsrate bezeichnet und bestimmt die Sta¨rke der A¨nderung.
Das Verhalten dieser Regelung wurde fu¨r vier verschiedene Testfunktionen untersucht,
indem nach einer bestimmten Anzahl von Fitnessauswertungen zu der von dem Modell
approximierten Fitness ein zufa¨lliger Rauschwert addiert und somit die Modellqualita¨t
gemindert wird [66]. Die Ergebnisse zeigen empirisch, dass durch diese Regelung eine Di-
vergenz der Strategie vermieden wird, indem bei schlechter werdender Modellqualita¨t die
Anzahl λp reduziert wird.
Die λ-Controlled Model Assisted Evolution Strategy
Eine alternative Regelung des Modelleinflusses kann u¨ber die Anzahl der λ Nachkommen
erfolgen, die von der realen Fitnessfunktion bewertet werden [25]. Diese Variante wird mit
λ–Controlled Model Assisted Evolution Strategy (λ–CMAES) bezeichnet. Die Anzahl der
λp Nachkommen, die von der Vorselektion bewertet werden, bleibt konstant.
Die Idee hinter dieser Regelung ist, dass bei einer guten Vorselektion nur ein geringerer Teil
der Nachkommen von dem realen System bewertet werden muss. Angenommen, das Modell
bewertet die µ real besten Nachkommen derart, dass sie die Vorselektion u¨berleben, dann
wu¨rde es ausreichen, nur diese µ vielen Individuen real zu bewerten, ohne dass diese ge-
ringe Anzahl von real bewerteten Individuen einen negativen Einfluss auf die Optimierung
hat. Bei einer schlechten Modellqualita¨t hingegen wa¨re eine Erho¨hung der Nachkommen
λ ratsam, um zu vermeiden, dass die real besten Individuen von dem Vorselektionsprozeß
aussortiert werden.
Die Anzahl λ(t+1) der Nachkommen der na¨chsten Generation t+1 wird gema¨ß den folgenden
Regeln gesteuert. Ist die Modellqualita¨t Q(t) besser als ein zufa¨lliges Modell Q(rand), wird
der Einfluss des Modells erho¨ht, indem λ(t+1) reduziert wird durch
λ(t+1) = max
{
λ(t) − Q
(max) −Q(t)
Q(rand)
· δλ, µ
}
. (3.47)
Ist die gegenwa¨rtige Modellqualita¨t Q(t) schlechter als Q(rand), wird der Einfluss des Modells
reduziert, indem die Anzahl der real zu bewertenden Individuen λ erho¨ht wird gema¨ß
λ(t+1) = min
{
λ(t) +
Q(max) −Q(t)
Q(max) −Q(rand) · δλ, λp
}
. (3.48)
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Eine Besonderheit dieser Regelung ist, dass die Bewertung des Qualita¨t des Modells instabil
wird fu¨r kleiner werdendes λ. Fu¨r λ = µ sind schließlich alle Individuen immer korrekt
bewertet. Als Ausweg wird vorgeschlagen, im Falle von λ < 2µ die Qualita¨t durch eine λ/2
aus λ Selektion zu bewerten. Die Formeln 3.43 und 3.44 fu¨r die Berechnung von Q(max)
und Q(rand) mu¨ssen dann modifiziert werden, indem fu¨r den Fall λ < 2µ der Wert von µ
ersetzt wird durch λ/2.
Diese Regelung wird in [25] im Bezug auf die Konvergenzgeschwindigkeit mit der C-MAES
Regelung fu¨r die Optimierung der multimodalen Griewank Testfunktion verglichen. Die
Anzahl der realen Fitnessbewertungen konnten im Vergleich zu der C-MAES nochmals
drastisch reduziert werden.
Kapitel 4
Parameteroptimierung einer
dynamischen Robotersimulation
Bei der Arbeit mit Robotern sind realistische physikalische Simulatoren von hohem Nutzen
fu¨r den Entwickler. Einerseits ko¨nnen mit Hilfe der Simulation Alternativen in Designfra-
gen des Roboters evaluiert werden und somit die Entwicklung schneller erfolgen und Kosten
eingespart werden. Andererseits werden die Entwicklung von Software und Algorithmen un-
terstu¨tzt, da dem Entwickler nicht zwangsla¨ufig ein realer Roboter zur Verfu¨gung stehen
muss. Fehler in der Software ko¨nnen schneller aufgespu¨rt werden, da durch die Simulati-
on ein direktes Debuggen aus der Entwicklungsumgebung mit Breakpoints etc. ermo¨glicht
wird. Bei sehr test- oder rechenaufwa¨ndigen Verfahren ko¨nnen weiterhin – beispielsweise
in einem Rechencluster – mehrere Roboter parallel simuliert werden, wodurch die Zeit zur
Evaluierung des Verfahrens drastisch reduziert werden kann und kein Risiko eingegangen
wird, dass der Roboter bescha¨digt oder verschlissen wird. In dieser Arbeit wird spa¨ter
in Kapitel 5 die Performanz verschiedener Lernalgorithmen fu¨r das Laufenlernen von Ro-
botern verglichen. Da ein fundierter Vergleich nur basierend auf zahlreichen Durchla¨ufen
der Optimierung erfolgen kann, wird in diesem Kapitel zuna¨chst ein Simulatormodell des
verwendeten Roboters angepasst, das anstelle des echten Roboters genutzt wird. Damit
die Aussagekraft erhalten bleibt, muss der simulierte Roboter mo¨glichst den echten Ro-
boter, und somit die Struktur des Suchraumes des spa¨ter zu optimierenden Problems gut
approximieren.
Ein charakteristisches Merkmal aller Simulationen ist, dass sie die reale Welt nur approxi-
mieren ko¨nnen. Sie beinhalten immer ein Defizit, den so genannten Reality Gap [29]. Dieses
Defizit beeinflusst alle Aspekte von Simulationen: Den Detailgrad des Roboters sowie die
Eigenschaften der Sensoren und der Aktoren. Abbildung 4.1 zeigt den hier benutzten echten
Aibo Roboter und das approximierte physikalische Modell.
Fu¨r viele Anwendungen ist die mangelnde Realita¨tstreue der Simulation nicht sonderlich
problematisch, da dies in der Regel dazu fu¨hrt, dass bei der Anwendung von Algorith-
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(a) Realer Roboter (b) Physikalische Approximation
Abbildung 4.1: Der benutzte Aibo Roboter.
men, die in der Simulation entwickelt wurden, Parameter an den echten Roboter angepasst
werden mu¨ssen. Es existieren aber auch verschiedene Verfahren, die in der Simulation ent-
wickelt wurden, auf dem realen Roboter aber aufgrund der mangelnden Simulationsqualita¨t
versagen [42]. Speziell bei der Evaluierung von Laufbewegungen ist eine realistische phy-
sikalische Simulation vonno¨ten. Insbesondere bei Laufbewegungen, die durch maschinelle
Lernverfahren optimiert wurden [22, 23, 49], ist zu beobachten, dass die Motoren in den
Gelenken des Roboters in ihrem Grenzbereich betrieben werden (siehe Kapitel 2.1.2, Ab-
bildung 2.6) und bestimmte Eigenschaften der Umwelt stark ausgenutzt werden. Bei den
Aibo Robotern resultiert dies z. B. in einem Lauf auf den
”
Ellbo¨gen“ der Vorderbeine,
die hauptsa¨chlich u¨ber den Untergrund rutschen, wa¨hrend der Vortrieb hauptsa¨chlich von
den Hinterbeinen erzeugt wird. Eine reale Simulation erfordert insbesondere bei laufenden
Robotern mit vielen Freiheitsgraden eine korrekte Einstellung zahlreicher Parameter.
Im Folgenden wird ein Verfahren erla¨utert, das stufenweise die Lu¨cke zwischen Simulation
und Realita¨t reduziert [20]. Das Verfahren wird auf den Aibo Roboter angewendet, ist aber
nicht spezifisch fu¨r diesen Roboter und kann damit leicht auf andere Robotertypen u¨ber-
tragen werden. Als Grundlage wird der von der Universita¨t Bremen entwickelte Simulator
SimRobot genutzt. SimRobot wurde nicht speziell fu¨r eine Roboterplattform, sondern im
Hinblick auf universelle Verwendbarkeit entwickelt. So existieren beispielsweise sowohl Si-
mulationsmodelle fu¨r die kommerziell verfu¨gbaren Roboter Sony Aibo und die humanoiden
Roboter Bioloid der Firma Robotis und Nao der Firma Aldebaran als auch Modelle fu¨r
Eigenentwicklungen der Universita¨t Bremen, wie ein autonomer Rollstuhl oder Roboter
mit omidirektionalem Antrieb fu¨r die Small-Size-League [36, 58].
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4.1 U¨berblick u¨ber a¨hnliche Arbeiten
Simulatoren werden immer ha¨ufiger eingesetzt, um bestimmte Aufgaben eines Roboters
maschinell zu erlernen. Die Qualita¨t der Simulation ist hierbei besonders wichtig, da die
erlernten Fa¨higkeiten auf dem realen System eingesetzt werden sollen. Zagal et al. be-
schreiben ein simulationsgestu¨tztes Lernverfahren Back to Reality (BTR), das mittels Co-
Evolution sowohl die prima¨re Zielfunktion als auch das verwendete Simulationsmodell op-
timiert [71, 73]. Das Verfahren wird fu¨r einen Aibo demonstriert, der lernt, einen Ball
effizient zu kicken und im anderen Fall sein Laufmuster optimiert. Grundlegend besteht
der BTR Algorithmus aus drei Lernstufen L1, L2 und L3 gema¨ß Abbildung 4.2. Zuerst
wird in der ersten Lernstufe L1 die Zielfunktion, basierend auf der Simulation (in diesem
Fall UCHLSIM [70, 72]) mit einem Genetischen Algorithmus, optimiert. Anschließend wer-
den in Lernstufe L2 einige Individuen der letzten Generationen auf dem realen Roboter
bewertet und fu¨r diese Individuen die Differenz ∆fitness von simulierter und realer Fit-
ness bestimmt. In Lernschritt L3 werden nun die Parameter der physikalischen Simulation
variiert, so dass ∆fitness minimiert wird und somit die Simulation realistischere Fitness-
bewertungen liefern kann. Die drei Lernschritte werden wiederholt, bis auf dem realen
Roboter eine zufriedenstellende Lo¨sung gefunden wird.
Abbildung 4.2: Drei Lernprozesse des Algorithmus Back to Reality.
Iocci et al. gehen einen anderen Weg und beschreiben, wie der Simulator USARSim [7]
einen humanoiden Roboter bei der Laufoptimierung unterstu¨tzt [28]. Wa¨hrend des Lernens
wird die Qualita¨t der Aussagekraft der Simulation verbessert, ohne das Robotermodell [16]
oder andere Simulationsparameter zu variieren. Der Ansatz bewertet wa¨hrend des Lernens
die Individuen abwechselnd mit der Simulation und dem realen Roboter. Die Fitness, die
von dem realen Roboter gemessen wurde, wird anschließend ebenfalls von dem Simula-
tor bestimmt. Aus den Differenzen der Fitnessbewertungen von Realita¨t und Simulation
wird iterativ eine Korrekturfunktion errechnet, die die Differenz der simulierten und realen
Fitness in Abha¨ngigkeit des Punktes im Suchraum modelliert. Bei weiteren Fitnessbewer-
tungen mit dem Simulator wird die Qualita¨t der Fitnessbestimmung erho¨ht, indem zu
der gemessenen Fitness das Ergebnis der Korrekturfunktion des entsprechenden Punktes
addiert wird. Auf diese Weise wird die Aussagekraft des Simulators im Laufe des Optimie-
60 KAPITEL 4. OPTIMIERUNG EINER DYNAMISCHEN ROBOTERSIMULATION
rungsprozesses verbessert. Es konnte die Anzahl der no¨tigen Fitnessauswertungen auf dem
Roboter deutlich reduziert werden.
Die beiden erla¨uterten Ansa¨tze erho¨hen fu¨r die spezifischen Probleme zwar deutlich die
Qualita¨t der Fitnessbestimmung der Simulation, resultieren aber nicht in einer allgemein
gu¨ltigen besseren physikalischen Simulation. Daher wird hier im Folgenden ein Verfahren
vorgestellt, mit dem physikalische Parameter fu¨r die Simulation erlernt werden, die wei-
testgehend allgemeingu¨ltig sind.
4.2 Parameter der Simulation
Fu¨r jede Robotersimulation existieren zahlreiche Parameter, die die Realita¨t und Perfor-
manz der Simulation beeinflussen. Der hier benutzte Simulator SimRobot basiert auf der
frei verfu¨gbaren Open Dynamics Engine (ODE) von Russell Smith [59]. ODE stellt eine
effiziente physikalische Simulation von starren Ko¨rpern zur Verfu¨gung und hat sich als
Standard etabliert.
Die zur Verfu¨gung stehenden Parameter der Simulation werden im Folgenden erla¨utert.
4.2.1 Parameter fu¨r die Motoren
SimRobot stellt ausschließlich rotatorische Motoren zur Verfu¨gung. Jeder (rotatorische)
Motor la¨sst sich insbesondere durch die Eigenschaften
• maximale Geschwindigkeit,
• maximales Drehmoment und
• Parameter des Positionsreglers
charakterisieren. Fu¨r kommerziell verfu¨gbare Servomotoren werden immer die Werte fu¨r die
maximale Geschwindigkeit und das maximale Drehmoment angegeben. Zum Anfahren und
Einhalten der anzusteuernden Position des Motors sind Regler no¨tig, die die Kraft, mit der
sich der Motor in Richtung der Sollposition dreht, abha¨ngig von aktueller und Zielposition
bestimmt. Der Regler soll sicherstellen, dass die Position mo¨glichst schnell und gleichzei-
tig pra¨zise angefahren wird. Am weitesten verbreitet ist bei Servomotoren der so genannte
PID Regler [56]. Er besteht aus drei unabha¨ngigen Reglern, die jeweils einen Anteil zur Ge-
samtregelung leisten. Der P -Anteil ist proportional zu der Regelabweichung, der I -Anteil
proportional zu der aufsummierten (integrierten) Regelabweichung und der D-Anteil pro-
portional zu der A¨nderung (Ableitung) der Regelabweichung. Die Gesamtregelung ergibt
sich aus der Summe der einzelnen Anteile. Die Implementierung von SimRobot sieht fu¨r
jeden Motor eine PID-Steuerung vor und stellt damit insgesamt fu¨nf Parameter fu¨r die
Beschreibung eines Motors zur Verfu¨gung.
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Die Parameter der Motoren haben augenscheinlich den gro¨ßten Einfluss auf den Grad der
Realita¨t der Simulation. Die Angaben in Datenbla¨ttern zu den Motoren (sofern verfu¨gbar)
stellen einen guten Anfangswert fu¨r die Simulation dar, resultieren aufgrund der approxi-
mativen Simulation aber keinesfalls in den gleichen Bewegungen wie in der Realita¨t.
4.2.2 Globale Simulationsparameter
Neben den Parametern fu¨r die Motoren existieren Parameter, die die Interaktion mit der
Umwelt beeinflussen. Einige der hier erla¨uterten Parameter sind spezifisch fu¨r die ODE
Physik-Engine, haben aber a¨hnliche A¨quivalente in anderen Simulatoren.
Die zwei ODE Parameter Error Reduction Parameter (ERP) und Constraint Force Mixing
(CFM) haben kein praktisches Gegenstu¨ck in der realen Welt. Sie dienen dazu, die Simu-
lation mathematisch stabil zu halten. Durch numerische Fehler wa¨hrend der Simulation
kann es passieren, dass sich Ko¨rperteile, die in einem Gelenk verbunden sind, voneinander
entfernen und somit nicht mehr exakt in dem urspru¨nglichen Gelenk miteinander verbun-
den sind, was im Laufe der Simulation zu einem Auseinanderdriften der Teile fu¨hren kann.
Dieser Effekt kann durch den Parameter ERP verhindert werden. Er sorgt dafu¨r, dass in
jedem Simulationsschritt eine Kraft auf die Ko¨rperteile wirkt, so dass sie wieder in das Ge-
lenk zuru¨ckgezogen werden. Ein Wert von 0 schaltet diesen Mechanismus ab, ein Wert von
1 resultiert in einer Kraft, die dafu¨r sorgt, dass die Gelenke im na¨chsten Simulationsschritt
in jedem Fall wieder korrekt sitzen. Ein Wert von 1 ist aber aufgrund von zahlreichen inter-
nen Approximationen vom Entwickler nicht empfohlen. Der Parameter CFM bestimmt, in
welchem Maß gewisse Beschra¨nkungen verletzt werden du¨rfen. In der Regel sind die Teile
des Roboters aus einem harten Material, so dass sie bei einer Kollision nicht ineinander
eindringen ko¨nnen. In der Simulation kann es jedoch sinnvoll sein, ein Eindringen von Ob-
jekten bis zu einem gewissen Grad zu erlauben. Die Sta¨rke der erlaubten Eindringung wird
mit einem Wert von CFM > 0 festgelegt. In SimRobot sind die Parameter ERP und CFM
global realisiert und damit fu¨r alle Gelenke des Roboters identisch.
Die Kollision von Objekten wird in ODE effizient durch ein tempora¨res Einfu¨gen von Ge-
lenken an dem Kontaktpunkt approximiert. Das Verhalten dieser tempora¨ren Gelenke kann
in SimRobot durch 6 ODE Parameter beschrieben werden, die im Folgenden na¨her erla¨u-
tert werden. Die hier beschriebenen Parameter gelten fu¨r Kollisionen von Roboterteilen
mit dem Untergrund.
Der Parameter bounce beschreibt, wie stark der Untergrund federt. Ein Wert von 0 be-
deutet, dass der Boden nicht federt. Durch den zugeho¨rigen Parameter bounce vel kann
eine minimale Geschwindigkeit definiert werden, ab der die zuvor erwa¨hnte Federung des
Bodens stattfindet, unterhalb dieser definierten Kollisionsgeschwindigkeit federt der Bo-
den nicht. Die Coulomb Reibung zwischen den Kontaktpunkten wird durch den Parameter
mu bestimmt. Ein Wert von 0 resultiert in einem reibungslosen Kontakt, ein Wert von ∞
hingegen in einem Kontakt, der unter keinen Umsta¨nden rutscht. Ein zweiter Reibungs-
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parameter slip bestimmt ein kraftabha¨ngiges Rutschen (force-dependent-slip (FDS) im
Original). Der Effekt FDS sorgt dafu¨r, dass sich beru¨hrende Oberfla¨chen mit einer Ge-
schwindigkeit proportional zu der wirkenden Kraft auseinander bewegen. Angenommen,
dass an einem Kontaktpunkt der Reibungskoeffizient mu unendlich ist und eine Kraft ver-
sucht, die Kontaktstellen auseinander zu dru¨cken, bewegen sich – egal wie groß die Kraft
ist – die Punkte nicht auseinander. Der FDS Koeffizient slip sorgt bei einem Wert von
slip > 0 aber dafu¨r, dass die Kontaktpunkte beim Wirken einer Kraft trotzdem mit kon-
stanter Geschwindigkeit auseinander driften. Ein anschauliches Beispiel fu¨r diesen Effekt
ist ein Wagen, dessen Reifen in Fahrtrichtung geradeaus zeigen und mit dem Untergrund
einen unendlichen Reibungskoeffizienten haben. Steht der Wagen still, bewirkt eine Kraft
senkrecht zu der Stellung der Ra¨der keine Bewegung. Fa¨hrt der Wagen hingegen vorwa¨rts
und es wirkt eine Kraft senkrecht zur Fahrtrichtung, wird der Wagen in diese Richtung
abgelenkt - dieser Effekt tritt beispielsweise bei schnell fahrenden Autos und Seitenwind
auf.
Schlussendlich existieren bei den tempora¨ren Hilfsgelenken zur Kollisionsbehandlung noch
die Parameter soft erp und soft cfm, die denselben Effekt wie die zuvor erla¨uterten globa-
len Parameter ERP und CFM haben. Mithilfe dieser Parameter kann beispielsweise eine
Eindringtiefe der Roboterbeine in den Untergrund beim Laufen definiert werden.
4.3 Verfahren zum Lernen der Simulationsparameter
Fu¨r den Aibo Roboter werden im Folgenden die zuvor beschriebenen Parameter fu¨r die
Beingelenke und die globalen Simulationsparameter gelernt. Ein Bein des Aibos besteht
aus drei Gelenken und jedes Gelenk wird mittels fu¨nf Parametern (siehe Kapitel 4.2.1) be-
schrieben. Da die Gelenke an den beiden Vorder- bzw. Hinterbeinen identisch sind, werden
sie symmetrisch behandelt. Daher ergeben sich insgesamt 30 Parameter fu¨r die Beingelen-
ke und 8 globale Parameter. Da einige Parameter unabha¨ngig optimiert werden ko¨nnen,
wird im Folgenden ein stufenweises Lernen der Parameter vorgestellt, um den Suchraum
mo¨glichst klein zu halten.
Zum Lernen der Parameter wurde die in Kapitel 3.1 beschriebene Evolutionsstrategie mit
Selbstanpassung benutzt. Die Nachkommen wurden durch intermedia¨re Rekombination mit
nachfolgender Mutation erzeugt. Fu¨r einige Parameter sind Wertebereiche definiert, auf die
die entsprechenden Objektparameter gegebenenfalls geclippt werden. Die jeweils genutzte
Fitnessfunktion wird zusammen mit der Lernstufe erla¨utert.
4.3.1 Maximale Motorgeschwindigkeit
Im ersten Lernschritt werden die maximalen Geschwindigkeiten der Motoren zusammen mit
vorla¨ufigen PID Werten gelernt. In diesem Schritt wurde ein Aufbau gewa¨hlt, der es ermo¨g-
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licht, die Auswirkung der maximal erreichbaren Geschwindigkeit zu maximieren und den
Effekt der restlichen Parameter zu minimieren. Dazu wurde der Roboter, wie in Abbildung
4.3 gezeigt, auf einem Sockel platziert, so dass die Beine frei in der Luft ha¨ngen. Bei einer
Bewegung der Beine wirkt nun – abgesehen von dem Gewicht der Beine und der no¨tigen
Kraft, um die Massentra¨gheit bei einer Bewegung zu u¨berwinden – keine Kraft. Die ein-
zelnen Beingelenke des realen Roboters werden nun mit Bewegungssequenzen angesteuert,
die es ermo¨glichen, Ru¨ckschlu¨sse auf die maximalen Geschwindigkeiten zu ziehen. Wa¨hrend
der Bewegung zeichnet der Roboter alle 8 ms sowohl die Ansteuerung, als auch den aktu-
ellen Sensorwert jedes einzelnen Gelenks auf. In der ersten Phase der Bewegungssequenz
werden die Gelenke sinusfo¨rmig mit steigender Frequenz angesteuert, in der zweiten Phase
wird eine Rechteckschwingung mit ebenfalls steigender Frequenz eingesetzt. Die Amplitu-
den der Bewegung werden dabei jeweils auf 80% der maximalen Gelenkwinkel in positive
und negative Richtung gesetzt. Es wird nicht die maximale Auslenkung genutzt, da hierbei
der Motor an dem maximalen Winkel anschlagen wu¨rde und so die Charakteristik der PID
Regelung kaum erfassbar wa¨re. Da das Gewicht der Beine bei diesem Roboter gering in
Relation zu der maximalen Kraft der Motoren ist, wird die Bewegung hier hauptsa¨chlich
durch die maximalen Geschwindigkeiten der einzelnen Motoren bestimmt. Abbildung 4.4
zeigt einen Ausschnitt der Ansteuerung und der resultierenden Sensorkurve exemplarisch
fu¨r das rechte vordere Schultergelenk. Die gesamte Bewegungssequenz in dieser Stufe betrug
ca. 60 Sekunden.
(a) Realer Roboter (b) Simulierter Roboter
Abbildung 4.3: Aufbau zum Lernen der maximalen Motorgeschwindigkeiten.
Nachdem die resultierende Bewegungssequenz des realen Roboters aufgezeichnet wurde,
ist nun das Ziel dieser Lernstufe, die Bewegung des simulierten Roboters an die Bewegung
des realen Roboters anzugleichen. Dazu werden die Gelenke des simulierten Roboters mit
der gleichen Bewegungssequenz wie der echte Roboter zuvor angesteuert und seine Sensor-
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kurve mit der des realen Roboters verglichen und ein Maß fu¨r die A¨hnlichkeit der Kurven
berechnet. Fu¨r jedes Gelenk wird fu¨r alle gemessenen Sensorwerte die quadrierte Differenz
zwischen realer und simulierter Sensorkurve aufaddiert. Kleine Werte bedeuten also eine
bessere Qualita¨t der Simulation, daher wird dieses A¨hnlichkeitsmaß als zu minimierende
Fitness benutzt. Da der zeitliche Versatz der Sensorkurven nicht von Interesse ist, werden
die simulierte und reale Sensorkurve bei der Fitnessberechnung in einem kleinen Fenster
gegeneinander verschoben und der kleinste berechnete Wert als Fitness zugewiesen.
(a) Sinusfo¨rmige Ansteuerung (b) Rechteckfo¨rmige Ansteuerung
Abbildung 4.4: Auszug der angesteuerten (blau) und der realen (rot) Bewegungssequenz
zur Ermittlung der maximalen Motorgeschwindigkeiten.
Die in dieser Stufe ermittelten maximalen Geschwindigkeiten werden als endgu¨ltig betrach-
tet. Die ermittelten Werte fu¨r die PID Regler sind jedoch nur ein vorla¨ufiges Zwischener-
gebnis, da sie abha¨ngig von den maximalen Drehmomenten der Motoren sind, die erst in
dem na¨chsten Lernschritt evaluiert werden.
4.3.2 Maximale Drehmomente
Der zweite Lernschritt wird nur als Zwischenschritt benutzt, um die maximalen Dreh-
momente und die PID Werte der Motoren als Startwerte fu¨r den letzten Lernschritt zu
scha¨tzen. In diesem Schritt werden die Ansteuerungs- und Sensorkurven der Gelenke des
realen Roboters aufgenommen, wa¨hrend er Fußball spielt. Die Bewegungssequenz besteht
daher sowohl aus Laufen in verschiedene Richtungen mit verschiedenen Geschwindigkei-
ten, als auch aus Schu¨ssen des Balles oder Aufstehbewegungen. In dieser Lernstufe ist die
Bewegungsphase ca. 3 Minuten lang. Erneut werden die angesteuerten Werte des realen
Roboters auf dem simulierten Roboter abgespielt, der in dieser Lernstufe ebenfalls auf dem
Boden steht. Die Fitness wird, wie in der vorherigen Stufe, aus den quadrierten Differenzen
der realen und simulierten Sensordaten berechnet. Die resultierende Geschwindigkeit des
Roboters wird noch ignoriert. Abbildung 4.5 zeigt exemplarisch die Bewegung des vorderen
rechten Kniegelenkes. Da die in dieser Lernstufe ermittelten Werte zu einem gewissen Grad
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von globalen Parametern, wie z. B. der Reibung mit dem Untergrund abha¨ngen, werden
sie als Startparameter fu¨r die na¨chste Lernstufe genutzt.
Abbildung 4.5: Auszug der angesteuerten (blau) und der realen (rot) Bewegungssequenz
zur Ermittlung der (vorla¨ufigen) maximalen Drehmomente.
4.3.3 Gesamtbewegung
Das Ziel der Optimierung soll sein, dass die Bewegung des simulierten Roboters mo¨glichst
der Bewegung des realen Roboters entspricht. Die Simulation soll mo¨glichst allgemein gu¨ltig
sein und nicht fu¨r eine bestimmte Laufart oder Laufrichtung optimiert werden. Daher
wird in diesem Lernschritt der Unterschied der resultierenden Laufgeschwindigkeit zwischen
realem und simuliertem Roboter minimiert.
Insgesamt wurden die Geschwindigkeiten von 60 verschiedenen La¨ufen mit verschiedenen
Geschwindigkeiten auf dem realen Roboter vermessen. Diese 60 La¨ufe bestehen sowohl aus
erprobten Laufbewegungen mit verschiedenen Geschwindigkeiten, als auch aus suboptima-
len La¨ufen, bei denen der Roboter stark auf dem Boden rutscht oder stolpert. Auf dem
realen Roboter wurden La¨ufe mit maximalen translatorischen Geschwindigkeiten von 480
mm/s und Rotationsgeschwindigkeiten von 220 ◦/s gemessen. Diese Auswahl wurde getrof-
fen, damit der Lo¨sungsraum mo¨glichst gut abgedeckt wird und die optimierten Parameter
nicht nur fu¨r gut funktionierende
”
glatte“ Laufbewegungen gu¨ltig sind. Die Geschwindig-
keit des Roboters wird jeweils als Tripel gemessen, da sie aus einer translatorischen (x und
y Richtung) und rotatorischen (Rotation r) Komponente besteht.
Jeder Lauf dauerte fu¨nf Sekunden, nach der ersten Sekunde wurde die aktuelle Position
des Roboters als Startposition PS gespeichert und nach Ablauf der fu¨nf Sekunden die End-
position PE. Aus Start- und Endposition sowie der Zeitdifferenz von vier Sekunden kann
nun die tatsa¨chliche Geschwindigkeit des Roboters bestimmt werden. In der Simulation
wurde die Roboterposition von einem Supervisor gemessen, der Zugriff auf alle Roboterda-
ten hat. Die Geschwindigkeit des realen Roboters wurde mit einem Deckenkamerasystem
66 KAPITEL 4. OPTIMIERUNG EINER DYNAMISCHEN ROBOTERSIMULATION
vermessen, das mit der Formel fu¨r die Geschwindigkeitsberechnung spa¨ter in Kapitel 5.2.2
genauer erla¨utert wird.
Die Fitnessberechnung in diesem Schritt erfolgte aus der quadrierten Differenz der rea-
len und simulierten Robotergeschwindigkeit. Da die quadrierten Differenzen der einzelnen
Komponenten der Geschwindigkeit aufsummiert wurden, wurde zuvor die Rotation mit ei-
nem Gewichtungsfaktor multipliziert, um sie in einen vergleichbaren numerischen Bereich
wie die Translationsgeschwindigkeiten zu u¨berfu¨hren.
In diesem Schritt werden alle acht zuvor erla¨uterten globalen Parameter optimiert, sowie
die maximalen Drehmomente und PID Einstellungen der Motoren. Die Motorparameter
wurden mit den Werten des letzten Optimierungsschrittes und einer geringen Mutations-
sta¨rke initialisiert.
4.4 Ergebnisse der Lernschritte
Die Ergebnisse der drei einzelnen Lernschritte werden im Folgenden vorgestellt und be-
wertet. Die Fitness jedes Individuums der Evolutionsstrategie kann nur evaluiert werden,
indem mit den Parametern, die das entsprechende Individuum beschreiben, eine Simula-
tion durchgefu¨hrt wird und die Ergebnisse der Simulation mit denen des realen Roboters
verglichen werden. Da eine Vielzahl von Fitnessauswertungen fu¨r die Optimierung erwar-
tet wurde, wurden die Simulationen in einem Cluster mit 60 Rechnern durchgefu¨hrt. Jeder
Rechner war mit einer Intel Pentium 4 CPU mit 2,4 GHz ausgeru¨stet und konnte damit die
Simulation etwas schneller als in Echtzeit durchfu¨hren. Die einzelnen Rechner waren mit
einer Serverapplikation verbunden, die die auszuwertenden Individuen an die verfu¨gbaren
Clients verteilt hat. Wenn ein Client bei der Simulation abgestu¨rzt ist – was fu¨r man-
che Parameterkombinationen vorkommen konnte – wurde der Fitness dieses Indiviuums
der schlechtmo¨glichste Wert zugewiesen, um auszuschließen, dass dieses Individuum einen
Beitrag fu¨r die na¨chste Generation liefert.
Jeder Lernschritt wird auch in Bezug auf die resultierende simulierte Robotergeschwindig-
keit bewertet. Dies war zwar nicht das prima¨re Ziel der ersten beiden Lernschritte, wird
aber hier dazu herangezogen, um zu u¨berpru¨fen, ob die ersten beiden Lernschritte der
Anna¨herung an das Gesamtziel zutra¨glich sind. Die 60 vermessenen La¨ufe wurden rando-
misiert in zwei Gruppen A und B aufgeteilt. Gruppe A bestand aus 40, Gruppe B aus
20 La¨ufen und Gruppe A+B dementsprechend aus allen 60 La¨ufen. In Tabelle 4.1 sind
die Abweichungen zwischen der Geschwindigkeit des realen und des simulierten Roboters
fu¨r alle Lernstufen aufgefu¨hrt. Fu¨r jede Laufrichtung (x vorwa¨rts, y seitwa¨rts, r Rotati-
on) ist der Betrag der maximalen Abweichung und die Standardabweichung der La¨ufe der
entsprechenden Gruppe angegeben.
In der ersten Lernstufe wurden die maximalen Geschwindigkeiten und eine vorla¨ufige PID
Einstellung fu¨r die Motoren gelernt. Dazu wurde eine (5, 25) Evolutionsstrategie eingesetzt.
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Bereits nach 80 Generationen wurde die Optimierung in dieser Stufe gestoppt, da eine kla-
re Konvergenz der Fitness erfolgte. Abbildung 4.6 zeigt zwei Teile der Bewegungssequenz
des rechten vorderen Schultergelenks, jeweils vor und nach der Optimierung. Die simulier-
te Bewegung (gru¨n gezeichnet) kommt in beiden Ausschnitten der realen Bewegung sehr
nahe. Die Optimierung der Geschwindigkeit zeigt auch einen eindeutigen Effekt auf die
Laufbewegung. Alle maximalen Abweichungen und Standardabweichungen wurden signifi-
kant reduziert. Die gro¨ßte Abweichung mit den initialen Parametern betrug noch 1227,47
mm/s und wurde nach der ersten Lernstufe bereits auf 386,70 mm/s reduziert. Die Ge-
schwindigkeiten aus Lernstufe 1 werden als endgu¨ltig betrachtet und dementsprechend in
den folgenden Lernstufen nicht mehr variiert. Die gelernten PID Werte hingegen werden
als Startparameter fu¨r Stufe 2 benutzt.
(a) Sinusfo¨rmige Ansteuerung vor Lernschritt 1 (b) Rechteckfo¨rmige Ansteuerung vor Lernschritt 1
(c) Sinusfo¨rmige Ansteuerung nach Lernschritt 1 (d) Rechteckfo¨rmige Ansteuerung nach Lern-
schritt 1
Abbildung 4.6: Auszug der simulierten (gru¨n) und der realen (rot) Bewegungssequenz vor
und nach dem ersten Lernschritt.
In der zweiten Lernstufe wurden vorla¨ufige maximale Drehmomente und PID Werte der
Motoren gelernt. Die Werte dienen nur als Intialisierungen fu¨r die folgende Lernstufe, da
die maximalen Drehmomente beispielsweise von dem Reibungskoeffizient zwischen Roboter
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und Boden abha¨ngen. Fu¨r diesen Lernschritt wurde eine (6, 30) Strategie gewa¨hlt, die nach
400 Generationen gestoppt wurde, da ab der 200. Generation keine signifikante Verbesse-
rung der Fitness mehr eingetreten ist. Abbildung 4.7 zeigt einen Teil der benutzten Bewe-
gungssequenz vor und nach diesem Lernschritt fu¨r das rechte Kniegelenk. Die Bewegung des
simulierten Kniegelenks folgt dem realen Gelenk nach der Optimierung besser, wenn auch
in einem Teil noch recht große Defizite auftreten. Die Ergebnisse dieses Lernschritts wirken
sich ebenfalls auf die resultierenden Laufgeschwindigkeiten aus. U¨ber alle verfu¨gbaren 60
La¨ufe gesehen (Gruppe A+B) wurden alle maximalen Abweichungen zwischen realen und
simulierten La¨ufen reduziert, die Standardabweichungen fu¨r Seitwa¨rtslaufen und die Rota-
tion wurden ebenfalls reduziert, die Standardabweichung fu¨r das Vorwa¨rtslaufen hingegen
stieg wieder von 80,57 mm/s auf 84,49 mm/s und wurde somit leicht erho¨ht.
(a) Bewegung vor Lernschritt 2
(b) Bewegung nach Lernschritt 2
Abbildung 4.7: Auszug der simulierten (gru¨n) und der realen (rot) Bewegungssequenz des
vorderen rechten Kniegelenks vor und nach dem zweiten Lernschritt.
Fu¨r die letzte Lernstufe wurde eine (9, 50) Evolutionsstrategie gewa¨hlt, da insgesamt 32
Parameter gleichzeitig optimiert wurden (8 globale Parameter und die maximalen Dreh-
momente und PID Werte der 6 Motoren). Die maximalen Drehmomente und PID Werte
wurden aus der vorherigen Optimierungsstufe u¨bernommen und mit verha¨ltnisma¨ßig klei-
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Gruppe A Gruppe B Gruppe A+B
StdAbw MaxAbw StdAbw MaxAbw StdAbw MaxAbw
x [mm/s] 144,51 574,16 273,33 1227,47 198,78 1227,47
Initial y [mm/s] 114,67 610,39 91,81 258,69 107,23 610,39
r [◦/s] 20,63 57,87 40,11 134,07 28,65 134,07
x [mm/s] 92,12 386,70 53,81 131,25 80,57 386,70
Stufe 1 y [mm/s] 48,77 180,27 119,93 372,77 82,01 372,77
r [◦/s] 15,47 37,24 24,06 88,24 18,91 88,24
x [mm/s] 89,78 368,90 72,65 264,94 84,49 368,90
Stufe 2 y [mm/s] 50,10 185,76 82,31 258,55 62,44 258,55
r [◦/s] 17,19 42,97 17,76 57,87 17,30 57,87
x [mm/s] 40,00 113,47 55,55 183,40 45,48 183,40
Stufe 3 y [mm/s] 35,49 150,34 75,69 255,98 52,26 255,98
r [◦/s] 10,31 24,06 15,47 41,25 12,61 41,25
x [mm/s] 123,65 442,58 91,90 199,86 113,01 442,58
Webots y [mm/s] 147,80 421,33 218,06 502,51 173,35 502,51
r [◦/s] 44,12 178,76 42,97 129,49 43,54 178,76
Tabelle 4.1: Absolute maximale und Standardabweichungen der Differenzen der Geschwin-
digkeiten von realem und simuliertem Roboter.
nen Mutationssta¨rken initialisiert. Fu¨r das Lernen der Parameter wurden in diesem Schritt
nur die 40 La¨ufe aus Gruppe A genutzt. Die La¨ufe in Gruppe B dienen in dieser Stufe
nur als Kriterium, um abschließend zu pru¨fen, ob die Optimierung ein allgemeingu¨ltiges
Ergebnis liefert, das ebenfalls auf die La¨ufe aus Gruppe B u¨bertragbar ist. Die Evolution
wurde in dieser Stufe nach 200 Generationen gestoppt. Erneut wurden durch diese Opti-
mierungsstufe alle maximalen Abweichungen und Standardabweichungen klar reduziert -
und dies sowohl in Gruppe A, als auch in der Kontrollgruppe B.
Eine Analyse der La¨ufe, die mit den gelernten Parametern zu den gro¨ßten Abweichungen
fu¨hren, hat eine Schwachstelle in dem genutzten Robotermodell aufgedeckt: Die Simulation
des Aibos nutzt fu¨r alle Ko¨rperteile mit dem Untergrund nur einen Reibungskoeffizienten.
Dies ist problematisch, da viele Laufbewegungen auf den vorderen Ellbo¨gen laufen und die
Beine quasi wie Ski nutzen, da die Reibung zwischen der Kunststoffummantelung der Bei-
ne und dem Boden sehr gering ist. Bei einigen Ru¨ckwa¨rtsla¨ufen hingegen dru¨ckt sich der
Roboter mit den Gummiabdeckungen am Ende der Beine nach hinten ab und nutzt dabei
die gute Haftung des Gummis auf dem Boden aus. Diese zwei unterschiedlichen Reibungs-
koeffizienten sind momentan in dem SimRobot Modell fu¨r den Aibo nicht vorgesehen.
Abschließend wird die Simulation mit den gelernten Parametern noch mit dem kommer-
ziellen Robotersimulator Webots verglichen. Dazu wurde ein Interface implementiert, so
dass die zuvor aufgezeichneten La¨ufe der Gruppen A und B in diesem Simulator abgespielt
und vermessen werden konnten. In [26] wird dem Webots Simulator eine gute Realita¨ts-
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treue bescheinigt, in dem ein Lauf eines realen und eines simulierten Roboters miteinander
verglichen wird. Dieser Lauf ist aber mit 35 mm/s auf dem realen Roboter und 32,5 mm/s
auf dem simulierten Roboter sehr weit von dem Limit des Mo¨glichen (ca. 480 mm/s) ent-
fernt und sto¨ßt damit keinesfalls an die physikalischen Grenzen der Motoren. Die letzte
Zeile in Tabelle 4.1 zeigt die ermittelten Geschwindigkeitsdifferenzen. Wa¨hrend sich der
Webots Simulator in einigen Abweichungen besser schla¨gt als SimRobot mit den initialen
Parametern, wird er von SimRobot bereits nach der ersten Lernstufe in allen Bereichen
u¨bertroffen.
4.5 Mo¨gliche Erweiterungen
Die zuletzt erwa¨hnte Schwa¨che, dass momentan in SimRobot nur eine globale Reibung
realisiert ist, la¨sst offenbar den Schluss zu, dass mit zwei oder mehr Reibungskoeffizienten
die Simulation nochmals realistischer gestaltet werden kann. Weiterhin ist denkbar, in
einer weiteren Lernstufe Gewichte oder Massenschwerpunkte von Ko¨rperteilen ebenfalls zu
optimieren.
Kapitel 5
Optimierung von Laufmodellen mit
der Evolutionsstrategie
Viele Algorithmen der Robotik enthalten parametrisierte Modelle. Die Einstellungen der
Parameter haben typischerweise einen großen Einfluss auf die Qualita¨t des Modells. Das
Auffinden einer Parametereinstellung, die die Qualita¨t des Modelles optimiert, ist ha¨ufig
eine herausfordernde Aufgabe. Insbesondere, wenn das zugrunde liegende Problem nicht
mathematisch beschrieben werden kann. Dann ist ha¨ufig die einzige Mo¨glichkeit, Para-
metervariationen auszutesten und den Effekt so zu beobachten. Wie schon in Kapitel 3
motiviert, eignen sich Evolutionsstrategien sehr gut zur Optimierung dieser Probleme.
(a) Kamerabild (b) Histogramm
Abbildung 5.1: Kamerabild mit Farbverfa¨lschungen
Ein gutes Beispiel fu¨r eine Anwendung dieser
”
Black Box“ Optimierung ist das Auffinden
von Parametern fu¨r die Korrektur von Kamerabildern. Abbildung 5.1a zeigt das Kamera-
bild von einem Aibo ERS 7 Roboter, der auf eine gelbe Farbkarte blickt. Insbesondere in
dem Randbereich weist das Gelb starke Verfa¨rbungen in Richtung Blau. Dieser Effekt wird
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als Vignetteneffekt bezeichnet und tritt insbesondere bei Kameras einfacher Bauart auf.
Da im Roboterfußball die wichtigsten Objekte am einfachsten u¨ber ihre Farbe erkannt wer-
den ko¨nnen, muss eine Methode entwickelt werden, die die Farbe in dem Bild softwareseitig
korrigiert. In Abbildung 5.1b ist das Histogramm der drei Farbkana¨le Y,U und V des zu
korrigierenden Bildes dargestellt. Ein perfektes, nicht farbverfa¨lschtes Bild mu¨sste in dem
Histogramm fu¨r jeden Kanal einen scharfen Peak aufweisen, mo¨glichst nur auf einem ein-
zigen Farbwert. Wie das Histogramm andeutet, sind hier also insbesondere der Y und der
V Kanal von der Sto¨rung betroffen.
In [40] wurde zur Lo¨sung dieses Problems ein Modell aufgestellt, das die einzelnen Kana¨le
des Kamerabilds mit einer Korrekturfunktion u¨berlagert und so das Gesamtbild korrigiert.
Das Modell entha¨lt 23 Parameter, die nur unzureichend von Hand einzustellen sind. Daher
wurde die Optimierung mit einer Evolutionsstrategie durchgefu¨hrt. Als Fitness wurde die
”
Breite“ des Peaks im Histogramm des entsprechenden Farbkanals betrachtet. Je schmaler
der Peak, umso besser ist die Fitness und umso weniger Farbverfa¨lschungen weist das
Kamerabild auf. Das Ergebnis dieser Optimierung ist in Abbildung 5.2 dargestellt. Fu¨r das
menschliche Auge sind in dem korrigierten Kamerabild kaum noch Farbverfa¨lschungen zu
erkennen. Dementsprechend sind auch drei wesentlich scha¨rfere Peaks in dem Histogramm
zu erkennen.
(a) Kamerabild (b) Histogramm
Abbildung 5.2: Korrigiertes Kamerabild
In Kapitel 2 wurden, ebenso wie das Modell zur Farbkorrektur, parametrisierte Modelle
entwickelt, die Bewegungen erzeugen ko¨nnen, mit denen der Roboter Laufbewegungen
durchfu¨hren kann. Wie in diesem Beispiel der Farbkorrektur, ist der direkte Effekt der
Parameter auf das Resultat, also die Qualita¨t (wie z. B. die Geschwindigkeit) des Laufes,
unbekannt. Daher werden im Folgenden ebenfalls Evolutiona¨re Strategien eingesetzt, um
die Parameter der Laufmodelle fu¨r einen zweibeinigen und einen vierbeinigen Roboter zu
optimieren.
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5.1 Optimierung der Laufbewegung eines humanoi-
den Roboters
Das Laufmodell aus Kapitel 2.2 fu¨r den Kondo KHR-1 wird zuerst im Hinblick auf die re-
sultierende Laufgeschwindigkeit optimiert. Eine Besonderheit weist diese Optimierung auf.
Wa¨hrend die Wahl der Fitness als zu maximierende Laufgeschwindigkeit relativ einfach zu
bestimmen ist, kann es bei diesem Roboter passieren, dass durch die Wahl der Laufpara-
meter der Roboter umfa¨llt. Individuen, die zu einem solchen Verhalten fu¨hren, werden mit
einem Fitnesswert von Null bestraft und haben so kaum eine Chance, einen Beitrag fu¨r die
na¨chste Generation zu leisten.
Bevor die eigentliche Optimierung des Laufmodells fu¨r den realen Roboter durchgefu¨hrt
wird, werden in einem physikalischen Simulator dieses Roboters verschiedene Einstellungen,
wie z. B. Populationsgro¨ße oder Selektionsverfahren, fu¨r Evolutionsstrategien miteinander
verglichen. Die vielversprechendste Strategie wird schließlich benutzt, um auf dem realen
Roboter die Parameter zu optimieren.
Zusammenfassend werden noch einmal kurz die zu optimierenden Parameter mit sinnvol-
len Schranken zusammengefasst. Werden die angegebenen Schranken fu¨r einen Parameter
durch die Mutation u¨berschritten, wird der Parameter entsprechend auf den Wert der
Schranke geclippt.
5.1.1 Zu optimierende Parameter des zweibeinigen Laufmodells
Insgesamt wurden fu¨r das Laufmodell 15 Parameter vorgesehen, die noch einmal zusam-
mengefasst vorgestellt werden.
• Schrittdauer
Die Schrittdauer tStep bestimmt die Zeit fu¨r einen kompletten Schritt (beide Beine
fahren ihre Trajektorie jeweils einmal komplett ab). In Millisekunden angegeben, sind
sinnvolle Werte fu¨r die Schrittdauer im Bereich 700 ≤ tStep ≤ 3000 zu finden. Die
untere Grenze von 700 ms ergibt sich aus der maximalen Servogeschwindigkeit und
der Stabilita¨t des Roboters bei zu hohen Servogeschwindigkeiten. Die obere Grenze
von 3000 ms ist gewa¨hlt, da eine zu langsame Beinbewegung nur durch ein statisch
stabiles Laufen erreicht werden kann, das wiederum nur zu sehr langsamen Laufge-
schwindigkeiten fu¨hren kann.
• Schrittho¨he
Die maximale Ho¨he (in z-Richtung) der Halbellipse wird bestimmt durch den Para-
meter sh. Der Parameter bestimmt also, wie hoch der Fuß in die Luft gehoben wird.
Der minimale Wert wird auf 0, der maximale Wert auf 50 mm festgelegt, der sich
durch die La¨nge der Beine ergibt. Es gilt also der Wertebereich 0 ≤ sh ≤ 50 mm.
74 KAPITEL 5. OPTIMIERUNG VON LAUFMODELLEN
• Schrittla¨nge
Die maximale La¨nge der halbelliptischen Trajektorie (in x Richtung) wird durch den
Parameter sl bestimmt. Begrenzt durch die Beinla¨nge sind sinnvolle Grenzen gegeben
durch 0 ≤ sl ≤ 100 mm.
• Arm Amplitude in x Richtung
Die maximale Auslenkung der Arme in der x-z-Ebene wird u¨ber den Parameter
xarmmax bestimmt. Als Wertebereich wird 0 ≤ xarmmax ≤ 1 festgelegt. Ein Wert von
xarmmax = 0 entspricht einem unbeweglichen Arm, xarmmax = 1 hingegen la¨sst den
Arm mit maximaler Amplitude nach vorne und hinten pendeln, so dass sich eine
maximale Auslenkung von insgesamt 180◦ ergibt.
• Phasenlage der Armbewegung in x Richtung
Die Phasenlage der Armbewegung in die Laufrichtung in Bezug auf die Beinbewegung
wird u¨ber den Parameter ϕarmxz bestimmt. Theoretisch ist hier ein Wertebereich
von 0 ≤ ϕarmxz ≤ 1 mo¨glich. Es wird aber eine Phasenlage von ϕarmxz = 0, 25
festgelegt, so dass der linke Arm nach vorne pendelt, wenn sich das rechte Bein nach
vorne bewegt, und umgekehrt. Eine Variation dieses Parameters macht wegen der
symmetrischen Art des Laufens keinen Sinn.
• Arm Amplitude in y Richtung
Die maximale Auslenkung der Arme in der y-z-Ebene wird u¨ber den Parameter
yarmmax definiert. Ein Wertebereich von 0 ≤ yarmmax ≤ 1 ist mo¨glich. Der Wert
yarmmax = 0 entspricht einem unbeweglichen, senkrecht nach unten gerichteten Arm
(Armgelenk 2 um 90◦ nach unten geknickt), die Einstellung yarmmax = 1 la¨sst den
Arm mit maximaler Amplitude zur Seite bis hin zur Waagerechten schwingen.
• Phasenlage der Armbewegung in y Richtung
Die Phasenlage der Armbewegung in der y-z-Ebene relativ zu der Beinbewegung
wird u¨ber den Parameter ϕarmyz bestimmt. Die Phase wird ebenfalls konstant auf
ϕarmyz = 0, 5 gesetzt, so dass der linke Arm nach oben pendelt, wenn sich das rechte
Bein nach oben bewegt und umgekehrt. Eine Variation dieses Parameters macht
wegen der symmetrischen Art des Laufens keinen Sinn.
• Amplitude der Vorwa¨rtsschwingung
Der Parameter xbodymax definiert die maximale Auslenkung des Oberko¨rpers in x-
Richtung. Der Wertebereich betra¨gt 0 ≤ xbodymax ≤ 1. Ein Wert von xbodymax = 0 ent-
spricht einem unbeweglichen, stets senkrecht aufgerichteten Oberko¨rper, xbodymax = 1
ließe den Oberko¨rper um 90◦ nach vorne schwingen.
• Phasenlage der Vorwa¨rtsschwingung
Die Phasenlage der Vorwa¨rtsschwingung in Bezug auf die Beinbewegung wird be-
stimmt u¨ber den Parameter ϕbodyx . Ein Wertebereich von 0 ≤ ϕbodyx ≤ 1 mo¨glich,
wird hier jedoch auf ϕbodyx = 0 festgelegt, so dass der Oberko¨rper mit jedem einzel-
nen Schritt nach vorne wippt, um den Schritt in Laufrichtung mit seinem Schwung
zu unterstu¨tzen.
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• Amplitude der Seitwa¨rtsschwingung
Durch den Parameter ybodymax wird die maximale Amplitude des Oberko¨rpers in y-
Richtung festgelegt. Ein sinnvoller Wertebereich von 0 ≤ ybodymax ≤ 0, 4 ist durch
die Ausmaße der Beine definiert. Die obere Grenze von 0, 4 ergibt sich, da bei Wer-
ten ybodymax > 0, 4 die Beine mit dem Rumpf des Roboters kollidieren. Die Einstel-
lung ybodymax = 0 entspricht wiederum einem unbeweglichen, senkrecht aufgerichteten
Oberko¨rper.
• Phasenlage der Seitwa¨rtsschwingung
Der Parameter ϕbodyy bestimmt die Phase der Seitwa¨rtsschwingung in Relation zu der
Beinbewegung. Ein Wertebereich von 0 ≤ ϕbodyy ≤ 1 ist zwar denkbar, wird hier aber
konstant auf ϕbodyy = 0 gesetzt, so dass sich der Oberko¨rper immer dann nach rechts
verschiebt, wenn das linke Bein angehoben wird und umgekehrt. So verschiebt der
Roboter den Schwerpunkt immer in Richtung des auf dem Boden stehenden Beines.
Die folgenden vier Parameter wurden nicht in Kapitel 2.2.2 erla¨utert und haben nicht
direkt mit der Generierung des Laufmusters zu tun, sondern bestimmen sozusagen
die Referenzposition der Fu¨ße im Stillstand.
• Abstand der Fu¨ße
Der Parameter dy bestimmt, wie weit die Fu¨ße seitlich (in y-Richtung) im Stand
voneinander entfernt sind. Jedes Bein wird also um dy
2
mm nach außen gespreizt. Fu¨r
diesen Parameter wird ein Wertebereich von 8 ≤ dy ≤ 50 mm festgelegt. Werte, die
kleiner als dy = 8 mm betragen, verursachen ein Beru¨hren der Fu¨ße, gro¨ßere Werte
als dy = 50 mm sorgen dafu¨r, dass der Roboter seine Beine so weit spreizt, dass ein
Bein aufgrund der breitbeinigen Lage nicht mehr angehoben werden kann, weil das
Gewicht des Roboters nicht mehr auf das andere Bein verlagert werden kann.
• Einknicken der Beine
Mit dem Parameter dz kann die La¨nge der Beine im Stehen eingestellt und somit
der Roboterschwerpunkt gesenkt werden. Fu¨r einen Wert von dz = 0 sind die Beine
im Stillstand vollsta¨ndig gestreckt. Fu¨r Werte von dz > 0 wird die effektive La¨nge
der Beine in z-Richtung durch ein Einknicken der Kniegelenke realisiert. Ein tieferer
Schwerpunkt ist fu¨r ein stabileres und weniger schwankendes Laufen gegebenenfalls
von Vorteil. Der Wertebereich wird auf 0 ≤ dz ≤ (50 − sh) mm mit der maximalen
Schrittho¨he sh begrenzt, da bei gro¨ßeren Werten als 50 mm die Servos in den Beinen
so weit angewinkelt werden mu¨ssen, dass sie aneinander stoßen.
• Fußneigung um die y-Achse
Der Parameter θ4o bestimmt einen festen Offset, der auf die Fußgelenkwinkel θ4 ad-
diert wird. Dies hat fu¨r positive Winkel θ4o > 0 zur Folge, dass sich der gesamte
Roboterko¨rper nach vorne neigt und fu¨r negative Werte entsprechend nach hinten.
Dieser Wert kann nu¨tzlich sein, um den Roboter aufrecht stehen zu lassen, wenn
beispielsweise der PDA an der Brust des Roboters befestigt wird, da das zusa¨tzli-
che Gewicht den Roboterko¨rper nach vorne kippen la¨sst. Der Wertebereich wird auf
76 KAPITEL 5. OPTIMIERUNG VON LAUFMODELLEN
−pi
2
≤ θ4o ≤ pi2 festgelegt.
• Fußneigung um die x-Achse
Dieser Wert θ5o wird zu den Fußgelenkswinkeln θ5 addiert und neigt so den Roboter
seitlich. Fu¨r positive Werte wird der Roboter nach links und fu¨r negative Werte
nach rechts geneigt. Der Parameter kann Asymmetrien in der Gewichtsverteilung des
Roboters ausgleichen und auch beim Seitswa¨rtslaufen hilfreich sein. Auch hier ist der
Wertebereich auf −pi
2
≤ θ5o ≤ pi2 begrenzt.
Durch das Festlegen der Phasenlagen ergeben sich fu¨r die Optimierung also insgesamt 11
Parameter, die zu bestimmen sind.
5.1.2 Bestimmung der Fitness
Die Bestimmung der Fitness eines Individuums wird durch Ausprobieren der Parameter,
die das Individuum tra¨gt, bestimmt. Dazu la¨uft der Roboter eine vorgegebene Distanz und
misst die dafu¨r beno¨tigte Zeit. Somit kann direkt die Geschwindigkeit des Laufes errechnet
werden und schließlich als zu maximierende Fitness zugewiesen werden. Fa¨llt der Roboter
beim Laufen um, wird dies u¨ber den integrierten Beschleunigungssensor erkannt und die
Fitness des entsprechenden Individuums mit dem Wert 0 bestraft. Der Wert 0 stellt die
schlechtmo¨glichste Fitness dar.
Damit der Roboter beim Loslaufen mit der maximalen Geschwindigkeit nicht stolpert, ist
eine langsame Beschleunigung der Laufgeschwindigkeit implementiert. Der Roboter be-
ginnt mit Treten auf der Stelle und vergro¨ßert langsam die Schrittla¨nge bis hin zur durch
die Parameter maximal vorgegebenen Schrittla¨nge. Erst wenn der Roboter die maximale
Schrittla¨nge erreicht hat, wird mit der Messung begonnen. Beim Abbremsen des Roboters
wird analog mit stetig kleiner werdender Schrittweite verfahren.
Die Bestimmung der Geschwindigkeit bzw. der Start- und Endposition im Simulator wird
u¨ber ein so genanntes Orakel realisiert, das jederzeit die exakte Roboterposition kennt.
Fa¨llt der Roboter um, wird die Simulationsszene zuru¨ckgesetzt, so dass der Roboter sofort
wieder an seiner Ausgangsposition steht und unmittelbar mit der Bestimmung der Fitness
des na¨chsten Individuums begonnen werden kann.
Zur Bestimmung der Fitness des realen Roboters wurde ein Hilfsaufbau gefertigt, der in
Abbildung 5.3 dargestellt ist. Zur Bestimmung der Geschwindigkeit wurden Lichtschran-
ken an der Start- und Endposition der Laufstrecke angebracht. Der Roboter wurde fu¨r die
Laufevolution u¨ber einen externen PC betrieben, an den die Lichtschranken angeschlos-
sen sind. An dem Kopf des Roboters ist ein Drahtbu¨gel angebracht, der wiederum um
die oberen Streben des Aufbaus gefu¨hrt ist. Fa¨llt der Roboter bei dem Laufversuch um,
bleibt er mit dem Bu¨gel an der Strebe ha¨ngen und befindet sich somit in einer definierten
Position, so dass er eine vordefinierte Aufstehbewegung ausfu¨hren kann, um selbsta¨ndig
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wieder aufzustehen und zuru¨ck zu der Ausgangsposition laufen zu ko¨nnen. Der Prozess des
Laufenlernens kann also von dem Roboter vollsta¨ndig autonom durchgefu¨hrt werden.
Abbildung 5.3: Gestell zum autonomen Laufenlernen eines zweibeinigen Roboters
5.1.3 Auswirkungen der Strategieparameter
Die exogenen Parameter der Evolutionsstrategie sind in Abha¨ngigkeit der Dimension und
der Struktur des Suchraumes zu wa¨hlen. In einem unimodalen Suchraum ist das Optimum
sicherlich leichter zu finden, als in einem multimodalen, zerklu¨fteten Raum. Daher werden
im Folgenden die Auswirkungen der Populationsgro¨ße und des Selektionsoperators fu¨r die
Optimierung des Laufmodells fu¨r den humanoiden Roboter untersucht. Diese Untersuchun-
gen wurden zuna¨chst in einem physikalischen Simulator durchgefu¨hrt.
Die (1 + 1) Strategie
Zuerst wurde die einfache (1 + 1) Evolutionsstrategie mit Anpassung der Mutationssta¨rke
u¨ber die 1/5-Regel eingesetzt. Die Strategie hat einen Elter1, der durch Mutation einen
Nachkommen erzeugt. Hat der Nachkomme eine bessere Fitness als der Elter, ersetzt er
1Elter beschreibt die Einzahl von Eltern
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den Elter, andernfalls verbleibt der Elter und erzeugt einen neuen Nachkommen. Die 1/5
Regelung wurde zuvor in Kapitel 3.1.2 erla¨utert.
Mit dieser Strategie war eine sinnvolle Optimierung kaum mo¨glich. Es wurden zwar La¨ufe
gefunden, die etwas besser als die Anfangskonfiguration waren, der Optimierungsprozess
blieb aber sofort in einem lokalen Optimium ha¨ngen und regelte die Mutationsschrittweite
herunter, was die Chance zum Verlassen des lokalen Optimums noch weiter reduziert hat.
Insbesondere die Tatsache, dass La¨ufe, die in einem Umfallen des Roboters resultierten,
mit der Fitness Null bewertet wurden, also immer mit der schlechtesten Fitness, fu¨hr-
te dazu, dass die Strategie die Mutationsschrittweite aufgrund mangelnder Verbesserung
heruntergeregelt hat.
Aufgrund der problematischen Schrittweitenregelung wurde testweise ein
”
Reset“ der Muta-
tionssta¨rke auf ihren urspru¨nglichen Werte durchgefu¨hrt, wenn sie unter einen Schwellwert
geregelt wurde. Diese Implementierung ist mit einem
”
Multi Start“ Ansatz vergleichbar,
bei dem die Optimierung an mehreren Startpunkten im Suchraum neu gestartet wird. Ab-
bildung 5.4 zeigt den Fitnessverlauf dieser Optimierung. Eine maximale Geschwindigkeit
von ca. 110 mm/s wurde nach ungefa¨hr 5000 Generationen (hier bei der (1+1) Strategie
identisch mit Fitnessauswertungen) erreicht.
Abbildung 5.4: Laufoptimierung mit einer (1 + 1) Evolutionsstrategie mit 1
5
Schrittweiten-
regelung
Die (1, 30) Strategie
Um zu vermeiden, dass die Strategie gegen ein lokales Optimum konvergiert, wurde als
na¨chstes eine nicht elita¨re Strategie ausgewa¨hlt, so dass der Elter der na¨chsten Generation
nur aus den Nachkommen ausgewa¨hlt wird. Es wurde eine (1, 30) Strategie gewa¨hlt, also
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eine Populationsgro¨ße von einem Elter und 30 Nachkommen. Die Nachkommen wurden
durch Mutation des Elters erzeugt und die Mutationsschrittweiten durch Selbstanpassung
geregelt. Abbildung 5.5 zeigt den typischen Fitnessverlauf dieser Strategie. Offensichtlich
findet eine Optimierung statt, die jedoch nach ca. 170 Generationen einbricht. Dieses Pha¨-
nomen war in mehreren Testla¨ufen mit dieser Strategie an verschiedenen Stellen erkennbar.
Eine Analyse hat ergeben, dass dieser Einbruch dadurch zustande kommt, dass innerhalb
einer Generation alle Nachkommen nicht fa¨hig waren zu laufen und somit mit einer Fitness
von Null bewertet wurden. Der ausgewa¨hlte Elter der Nachkommengeneration war somit
ebenfalls nicht in der Lage zu laufen und generierte ebenfalls nur Nachkommen, die nicht
laufen konnten und somit mit der Fitness von Null bewertet wurden. Eine sinnvolle Se-
lektion aus diesen gleich bewerteten Nachkommen ist dann nicht mehr mo¨glich. Die beste
Fitness in diesem Testdurchlauf lag bei reproduzierbaren 120 mm/s.
Abbildung 5.5: Laufoptimierung mit einer (1, 30) Evolutionsstrategie mit Selbstanpassung
Die (5, 30) Strategie
Zur besseren Exploration des Suchraumes wurde nun eine (5, 30) Strategie mit Selbstanpas-
sung gewa¨hlt, die die Nachkommen durch Rekombination zweier Eltern und anschließender
Mutation erzeugt haben. Eine Anzahl von µ > 1 Eltern ermo¨glicht eine gro¨ßere Diversita¨t
der Nachkommen im Suchraum, da fu¨r µ = 1 alle Nachkommen um den einen Elter herum
gestreut sind. Abbildung 5.6 zeigt den deutlich steigenden Fitnesstrend mit dieser Optimie-
rung. In allen Durchla¨ufen mit dieser Strategie trat kein Einbruch der Fitness wie bei der
(1, 30) Strategie auf. Die gro¨ßere Diversita¨t der Nachkommen fu¨hrte also dazu, dass immer
genu¨gend Nachkommen, die laufen konnten, zur Verfu¨gung standen. Die beste Fitness, die
mit dieser Einstellung der Strategieparameter gefunden wurde, liegt bei ca. 140 mm/s.
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Abbildung 5.6: Laufoptimierung mit einer (5, 30) Evolutionsstrategie mit Selbstanpassung
Die (5 + 30) Strategie mit maximaler Lebensdauer von κ = 3
Zuletzt wird der Einfluss des Selektionsoperators bei gleicher Populationsgro¨ße untersucht.
Bei der (5+30) Strategie werden die 5 Eltern aus den besten Nachkommen und den Eltern
der Vorga¨ngergeneration ausgewa¨hlt. Da bei reinen Plus-Strategien die Selbstanpassung
nicht so gut funktioniert wie bei Komma-Strategien, wird hier eine maximale Lebensdauer
von κ = 3 Generationen fu¨r die Eltern festgelegt. Auf diese Weise ist auch sichergestellt,
dass Eltern, die durch Messfehler zu gut bewertet wurden, nach spa¨testens drei Genera-
tionen aussortiert werden und so den Optimierungsprozess nicht weiter gefa¨hrden ko¨nnen.
In Abbildung 5.7 ist der Fitnessverlauf eines Optimierungsdurchgangs mit dieser Strategie
dargestellt. Der teilweise treppenartige Verlauf zeigt deutlich, dass ha¨ufiger ein Elter u¨ber
mehrere Generationen u¨berlebt hat, bevor er aussortiert wurde. Es sind in dem Verlauf
einige Peaks oberhalb von 200 mm/s zu erkennen, die sich jedoch bei spa¨teren U¨berpru¨-
fungen als Messfehler herausgestellt haben, die tatsa¨chlich ho¨chstens bei 150 mm/s lagen.
Diese Messfehler lassen darauf schließen, dass die maximale Lebensdauer κ nicht zu hoch
gewa¨hlt werden sollte, da ansonsten gegebenenfalls irrtu¨mlich zu gut bewertete Individuen
die Optimierung dominieren ko¨nnen.
Insgesamt wurden mit der (5 + 30) Strategie mit κ = 3 in mehreren Durchla¨ufen die
besten Resultate erzielt. Offenbar wurde die Optimierung durch die la¨ngere Existenz guter
Individuen stabilisiert. Reproduzierbar wurden Geschwindigkeiten von mehr als 150 mm/s
im Simulator erzielt.
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Abbildung 5.7: Laufoptimierung mit einer (5+30) Evolutionsstrategie mit Selbstanpassung
und maximaler Lebensdauer κ = 3
5.1.4 Ergebnisse der Laufoptimierung auf dem realen Roboter
Da sich die (5 + 30) Strategie mit κ = 3 in der Simulation am besten bewa¨hrt hat, werden
diese Strategieeinstellungen fu¨r die Optimierung der Laufparameter auf dem realen Robo-
ter eingesetzt. Der Roboter wurde aufgrund der begrenzten Laufzeit von einer externen
Spannungsquelle gespeist. Wie schon erwa¨hnt, erfolgte der komplette Evolutionsprozess
vo¨llig autonom. Wenn der Roboter hinfiel, richtete er sich wieder selbsta¨ndig auf, bewerte
dieses Individuum mit der Fitness 0 und lief zu der Ausgangsposition zuru¨ck. Abbildung 5.8
stellt den Fitnessverlauf der Optimierung dar.
Der schnellste Vorwa¨rtslauf wurde nach 40 Generationen gefunden und erreicht eine Ge-
schwindigkeit von 220 mm/s. Im Vergleich dazu wurde in [3] eine Laufgeschwindigkeit
von 100 mm/s auf einem baugleichen Roboter erzielt. Es sei aber erwa¨hnt, dass hier die
220 mm/s ohne Batterien und PDA an Bord des Roboters erreicht wurden und daher die
erreichten maximalen Geschwindigkeiten nicht direkt vergleichbar sind.
5.2 Optimierung des Laufes eines vierbeinigen Robo-
ters
In der RoboCup Four-Legged League, in der der Aibo ERS 7 als Roboter vorgeschrieben
ist, ist es mittlerweile Stand der Technik, die Laufmusteroptimierung mittels Lernverfahren
durchzufu¨hren [9, 22, 34, 49], da die Anzahl der Parameter nicht per Hand einzustellen ist.
Hier wird ebenfalls die resultierende Laufgeschwindigkeit als Fitness optimiert. La¨ufe, die
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Abbildung 5.8: Fitnessverlauf der Laufevolution auf dem realen KHR-1
sich nicht in die gewu¨nschte Richtung bewegen (z. B. eine Rotation beim Vorwa¨rtslaufen
durchfu¨hren) oder gar im Umfallen des Roboters resultieren, werden mit der schlechtmo¨g-
lichsten Fitness 0 bestraft.
5.2.1 Parameter des Laufmodells
In Kapitel 2.1.2 wurde das hier genutzte Modell genauer beschrieben. Der Vollsta¨ndigkeit
halber werden die hier zu optimierenden Parameter noch einmal erla¨utert.
Die Beine bewegen sich, wie in Abbildung 5.9 gezeigt, entlang von dreidimensionalen Poly-
gonen, die aus jeweils vier Stu¨tzpunkten P1, . . . , P4 bestehen. Pro Stu¨tzpunkt ergeben sich
also die drei Parameter P (x), P (y), P (z) zur Beschreibung der Position im Raum. Fu¨r die
Stu¨tzpunkte des Polygons werden der Optimierung keine Grenzen vorgegeben, da die inver-
se Kinematik derart implementiert ist, dass sie automatisch bei nicht erreichbaren Punkten
den na¨chsten erreichbaren Punkt ansteuert. Zusa¨tzlich wird fu¨r jede der vier Kanten des
Polygons eine relative Zeit t1, . . . , t4 definiert, in der das Bein von dem Startpunkt zum
Endpunkt der jeweiligen Strecke bewegt wird. Da die Zeiten relativ zu einer Gesamtzeit
tstep definiert werden, gilt t1 + t2 + t3 + t4 = 1. Damit diese Vorgabe stets eingehalten wird,
wird hier nur t1, t2 und t3 optimiert, da sich t4 automatisch durch t4 = 1−t1−t2−t3 ergibt.
Zusa¨tzlich wurden noch fu¨r jede Zeit die sinnvolle Schranken 0 ≤ ti ≤ 0, 5 definiert. Sollte
eine Zeit durch Mutation außerhalb dieses Bereiches liegen, wird sie zuru¨ck auf die entspre-
chende Schranke geclippt. Fu¨r die Bewegung eines Beines entlang der Trajektorie ergeben
sich damit die 12 Parameter fu¨r die Stu¨tzpunkte des Polygons, 3 relative Zeitparameter
und die Gesamtzeit tstep, also insgesamt 16 Parameter.
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Abbildung 5.9: Laufbewegung des Aibo ERS 7
Aus Symmetriegru¨nden sind die Trajektorien der beiden Vorderbeine und der beiden Hin-
terbeine identisch, jedoch aufgrund der Vorgabe des Laufmusters
”
Trab“ in der Phase um
0,5 verschoben. Die Trajektorien der Hinterbeine unterscheiden sich von den Trajektorien
der Vorderbeine. Die Zeit fu¨r einen vollen Schritt tstep muss jedoch identisch sein. Daher
ergeben sich fu¨r die gesamte Optimierung 31 Parameter.
5.2.2 Bestimmung der Laufgeschwindigkeit
Zur Bestimmung der Fitness wird auch fu¨r den Aibo Roboter die erreichte Laufgeschwin-
digkeit ~v = (vx vy vr)
T in die entsprechende Richtung herangezogen. Die Indizes x und y
deuten die Bewegungsrichtung in der Ebene an, r hingegen die Rotation des Roboters.
Die Geschwindigkeit wird hier aus der Startposition ~p0 = (x0 y0 r0)
T zur Zeit t0 = 0, der
Endposition ~pt = (xt yt rt)
T und der verstrichenen Zeit t errechnet. Es wird in der folgenden
Rechnung davon ausgegangen, dass die Geschwindigkeit in dem betreffenden Zeitinterval
konstant ist. Die Position ~p(t) zur Zeit t ist allgemein gegeben durch die Bewegungsglei-
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chungen
rt = r0 + vrt (5.1)
xt = x0 +
∫ t
0
vx cos r(τ)− vy sin r(τ) dτ (5.2)
yt = y0 +
∫ t
0
vx sin r(τ) + vy cos r(τ) dτ. (5.3)
Die mittlere Rotationsgeschwindigkeit vr zwischen Startpunkt ~p0 und Endpunkt ~pt in der
Zeit t ergibt sich durch einfaches Umstellen von Gleichung 5.1 zu
vr =
rt − r0
t
. (5.4)
Fu¨r die Auflo¨sung der Gleichungen 5.2 und 5.3 nach den Geschwindigkeiten vy und vx
werden die Gleichungen durch z = x + iy, bzw. vz = vx + ivy zuna¨chst komplexwertig
geschrieben.
Mit den Beziehungen
e iα = cosα + i sinα
e−iα = cosα− i sinα
e iα + e−iα = 2 cosα
e iα− e−iα = 2i sinα
| e iα |2 = cos2 α + sin2 α = 1
i2 = −1
ist 5.2 und 5.3 a¨quivalent zu (5.2 + i5.3)
zt − z0 =
∫ t
0
(
vx e
ir(τ) +i vy e
ir(τ)
)
dτ = vz
∫ t
0
e ir(τ) dτ = vz e
ir0
∫ t
0
e ivrτ dτ
= vz e
ir0
1
i vr
e ivrτ
∣∣∣t
0
= vz e
ir0
1
i vr
(e ivrt−1) = vz e ir0 1
i vr
e i
vrt
2
(
e i
vrt
2 − e−i vrt2︸ ︷︷ ︸
2i sin vrt
2
)
= vz
2 sin vrt
2
vr
e i(r0+
vrt
2
) .
Fu¨r den Spezialfall vr = 0 gilt entsprechend
zt − z0 = vz e ir0 t.
Auflo¨sen nach vz ergibt
vz =
vr
2 sin vrt
2
(zt − z0) e−i(r0+ vrt2 )
=
vr
2 sin vrt
2
(
(xt − x0) + i (yt − y0)
) (
cos(r0 +
vrt
2
)− i sin(r0 + vrt2 )
)
,
bzw. fu¨r vr = 0
vz =
(zt − z0) e−ir0
t
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Ausmultiplikation und Vergleich von Real- und Imagina¨rteil ergibt schließlich die gesuchten
Geschwindigkeiten
vx =
vr
2 sin vrt
2
(
(xt − x0) cos(r0 + vrt2 ) + (yt − y0) sin(r0 + vrt2 )
)
(5.5)
vy =
vr
2 sin vrt
2
(− (xt − x0) sin(r0 + vrt2 ) + (yt − y0) cos(r0 + vrt2 )) (5.6)
und speziell fu¨r vr = 0
vx =
1
t
(
(xt − x0) cos r0 + (yt − y0) sin r0
)
(5.7)
vy =
1
t
(− (xt − x0) sin r0 + (yt − y0) cos r0). (5.8)
Zur Bestimmung der Geschwindigkeiten sind nun die Start- und Endpositionen gefordert.
Diese ko¨nnten zwar durch die Selbstlokalisierung des Roboters bestimmt werden, indem die
Lokalisierung, wie im Roboterfußballspiel auch, autonom von dem Roboter durch erkannte
Referenzobjekte erfolgt. Diese Methode ist jedoch einem gewissen Rauschen unterworfen
und nutzt vor allem intensiv die Odometriedaten des Roboters [41]. Da die Laufgeschwin-
digkeit, also auch die Odometrie des Roboters unbekannt ist, ko¨nnen mit dieser Methode
die exakten Start- und Endpunkte nicht pra¨zise ermittelt werden.
Zur exakten Bestimmung der Roboterposition wurden daher zwei Kameras u¨ber dem Ro-
boterspielfeld angebracht, die an einen PC angeschlossen sind. A¨hnliche Aufbauten sind
auch in der RoboCup Small-Size Liga zur Bestimmung der Roboterpositionen zu finden.
Auf dem Rechner werden die Bilder verarbeitet und die Roboterposition extrahiert und
u¨ber das WLAN direkt dem Roboter zur Verfu¨gung gestellt. Der modulare Aufbau des
Robotercodes erlaubt es, den Self-Locator, das Modul zur Bestimmung der Roboterpositi-
on, auf die von der Deckenkamera zur Verfu¨gung gestellten Position umzuschalten. Damit
der Roboter von der Kamera pra¨zise erkannt werden kann und außerdem mehrere Roboter
auf dem Feld unterscheidbar werden, wird auf dem Ru¨cken des Roboters ein zusa¨tzlicher
Marker angebracht. Der Marker ist aus leichter Pappe gefertigt und hindert den Roboter
bei seiner Bewegung nicht.
Messungen zur Pra¨zision der Deckenkamera haben ergeben, dass die Positionierung eines
stehenden Roboters im schlechtesten Fall, das heißt in den Ecken des Spielfeldes, mit einer
Genauigkeit von ±7 mm erkannt wird. Damit die Position des laufenden Roboters ebenfalls
mo¨glichst pra¨zise erkannt und auch sichergestellt wird, dass im Falle einer kurzzeitigen
Fehl- bzw. Nichterkennung die Position fortgefu¨hrt wird, wurde ein Kalman-Filter [68] zur
Modellierung der Roboterposition implementiert.
Aufgrund der (durch die Geba¨udedecke) begrenzten mo¨glichen Ho¨he der Kamera wurden
zwei Kameras u¨ber dem Spielfeld montiert und die Bilder auf dem PC separat ausgewer-
tet. Im U¨berlappungsbereich der Kameras werden die Positionen der erkannten Objekte
fusioniert. Weiterhin wurden die Kameras mit Weitwinkellisen ausgeru¨stet, was in einer
86 KAPITEL 5. OPTIMIERUNG VON LAUFMODELLEN
(a) Bild der Deckenkamera mit erkanntem
Roboter
(b) Entzerrtes Bild der Deckenkamera
Abbildung 5.10: Spielfeld aus Sicht der Deckenkamera
Verzerrung des Kamerabildes resultiert. Abbildung 5.10a zeigt das verzerrte Bild einer
Deckenkamera mit einem erkannten Roboter mit Marker.
Es wurden Algorithmen zur Perspektiv- und Linsenkorrektur implementiert, so dass es
komfortabel mo¨glich ist, in einem Bild durch Auswahl von vier Referenzpunkten die Ka-
mera
”
virtuell“ u¨ber der Mitte des Spielfeldes zu platzieren. Abbildung 5.10b zeigt das ent-
zerrte Bild einer Kamera mit den Referenzpunkten. Die Erkennung des Roboters erfolgt
allerdings aus Effizienzgru¨nden auf dem verzerrten Bild und die hier erkannte Position wird
korrigiert.
5.2.3 Ergebnisse des Lernens
Wie in Kapitel 2.1.3 erla¨utert, ko¨nnen in der Laufsteuerung verschiedene Parametersa¨tze
fu¨r die unterschiedlichen Laufrichtungen genutzt werden. Hier wird nur auf die Ergebnisse
der Optimierung des Vorwa¨rtslaufes eingegangen, da die Ergebnisse der anderen Laufrich-
tungen analog sind.
Abbildung 5.11 zeigt den Fitnessverlauf der Optimierung fu¨r den Geradeauslauf. Zur Opti-
mierung wurde, wie schon bei dem zweibeinigen Roboter, eine (5 + 30) Evolutionsstrategie
eingesetzt mit maximaler Lebensdauer von κ = 3 Generationen. Die Mutationssta¨rken
wurden mit der automatischen Schrittweitenregelung angepasst. Als Startwerte fu¨r die
Laufparameter der Optimierung wurde ein von Hand optimierter Lauf ausgewa¨hlt, der mit
ca. 100 mm/s la¨uft. Die Optimierung erfolgte in diesem Fall relativ schnell. Nach nur ca.
25 Generationen wurde eine Laufgeschwindigkeit von ca. 460 mm/s erreicht. Diese schnel-
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Abbildung 5.11: Fitnessverlauf Laufoptimierung des Aibos ERS 7 fu¨r gerades Vorwa¨rtslau-
fen
le Konvergenz ist auf den Startwert zuru¨ckzufu¨hren. Optimierungen mit anderen (weniger
optimalen) Startwerten dauerten wesentlich la¨nger. Außerdem ist zu erwa¨hnen, dass es sich
bei diesem gefundenen Lauf sicherlich nicht um ein globales Optimum handelt. Optimie-
rungen mit anderen Startwerten fu¨hrten ha¨ufig zu vergleichbaren Geschwindigkeiten. Die
resultierenden La¨ufe unterscheiden sich jedoch sowohl in ihren Parametern, als auch op-
tisch deutlich voneinander. Eine volle Exploration des 31-dimensionalen Suchraumes ist auf
dem realen Roboter aufgrund der durchzufu¨hrenden realen La¨ufe wohl nicht mo¨glich, da
der Roboter bei dem Austesten der Geschwindigkeit der Laufparameter stark verschleißt.
Insbesondere Parametersa¨tze, die die Beine aneinanderschlagen lassen oder den Roboter
stolpern lassen, ko¨nnen schnell zu Bescha¨digungen fu¨hren.
Erwa¨hnenswert ist noch, dass die hier gefundenen La¨ufe alle den Roboter auf den
”
Ellbo¨-
gen“ laufen lassen. Dies ist vor allem durch die Startparameter der Optimierung begru¨ndet
und durchaus erwu¨nscht, da die sich dadurch ergebende niedrigere Ho¨he des Roboter-
schwerpunktes zu einer besseren Stabilita¨t fu¨hrt. Eine Optimierung, bei der als Startwerte
ein Lauf mit ausgestreckten Beinen ausgewa¨hlt wurde, erreichte eine Geschwindigkeit von
510 mm/s. Diese Geschwindigkeit wurde (nach Wissen des Autors) von keinem anderen
RoboCup Team erreicht. Aufgrund der mangelnden Stabilita¨t und Steuerbarkeit dieses
Laufes wurde er spa¨ter nur eingesetzt, wenn der Roboter im Roboterfußballspiel eine weite
Distanz geradeaus (z. B. zum Ball) zu laufen hatte [18].
Tabelle 5.1 zeigt zusammenfassend die mit dieser Optimierung erreichten Laufgeschwin-
digkeiten in die verschiedenen Richtungen.
88 KAPITEL 5. OPTIMIERUNG VON LAUFMODELLEN
Vorwa¨rts Vorwa¨rts (Sprint) Ru¨ckwa¨rts Seitwa¨rts Rotation
460 mm/s 510 mm/s 400 mm/s 360 mm/s 200 ◦/s
Tabelle 5.1: Erreichte Laufgeschwindigkeiten des Aibo ERS 7
5.3 Modellgestu¨tztes Lernen
Zur Reduktion des Zeitaufwandes des Lernens und vor allem zur Verminderung des zwangs-
la¨ufig auftretenden Verschleißes des Roboters beim Auswerten der Fitness wird im Folgen-
den untersucht, ob modellgestu¨tzte Evolutionsstrategien sich eignen, um die Anzahl der
realen Fitnessauswertungen zu reduzieren. Um die Aussagekraft der untersuchten Algorith-
men zu erho¨hen, wird jede Strategie mehrfach (mindestens 15 mal) mit unterschiedlichen
zufa¨lligen Initialisierungen der Startindividuen untersucht und die sich ergebenden Fitness-
verla¨ufe gemittelt dargestellt. Da es sich bei den Evolutionsstrategien um probabilistische
Verfahren handelt, kann sich ansonsten durch den Zufall ergeben, dass eine in der Regel
schlechtere Strategie in einem Durchlauf besser abschneidet als eine andere generell bessere
Strategie.
Die Untersuchungen wurden ebenfalls fu¨r das Laufmodell des vierbeinigen Sony Aibo ERS 7
durchgefu¨hrt und die Ergebnisse hier pra¨sentiert [21]. Aufgrund der hohen Anzahl von er-
warteten Fitnessauswertungen wird hier auf den in Kapitel 4 erla¨uterten physikalischen
Simulator zuru¨ckgegriffen. Eine Durchfu¨hrung der Untersuchung auf einem realen Roboter
wa¨re sehr zeitaufwa¨ndig und aufgrund des Verschleißes des Roboters ebenfalls sehr kost-
spielig. Die Auswertung der Fitness wurde parallel auf mehreren PCs eines Rechenclusters
durchgefu¨hrt. Es wurden jeweils 30 PCs parallel zur Bewertung der Fitness einer Nachkom-
mengeneration genutzt. Jeder dieser Rechner hat die Ergebnisse u¨ber das Netzwerk an einen
Server u¨bermittelt, auf dem die eigentliche Evolutionsstrategie ablief. Um sicherzustellen,
dass die Selbstanpassung der Evolutionsstrategie optimal arbeitet, wurde fu¨r die folgenden
Untersuchungen eine reine Komma-Strategie eingesetzt. Die Populationsgro¨ße wird wie zu-
vor auf (5, 30), also 5 Eltern und 30 Nachkommen, festgesetzt. Die Rekombination wurde
intermedia¨r durchgefu¨hrt. Bei den modellgestu¨tzten Evolutionsstrategien wurde durchweg
das in Kapitel 3.2.1 beschriebene Modellmanagement Pre-Selection eingesetzt. Nach 7000
Fitnessauswertungen wurde die Optimierung jeweils beendet. Entgegen der sonst ha¨ufig
verwendeten Auftragung der Fitness u¨ber die Anzahl der Generationen werden hier die
Anzahl der Fitnessauswertungen herangezogen, da dies zum einen die Gro¨ße ist, die mini-
miert werden soll, und zum anderen aussagekra¨ftiger ist, da zumindest bei den geregelten
modellgestu¨tzten Varianten die Anzahl der Individuen pro Generation variieren kann.
Abbildung 5.12 zeigt den u¨ber 15 Verla¨ufe gemittelten Fitnessverlauf der Standard Evolu-
tionsstrategie ohne Modellunterstu¨tzung. Nach den 7000 Fitnessauswertungen scheint die
Konvergenz noch nicht abgeschlossen zu sein.
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Abbildung 5.12: Gemittelter Fitnessverlauf der Standard Evolutionsstrategie
5.3.1 Optimierung mit der modellgestu¨tzten Evolutionsstrategie
Zuna¨chst wird die Auswirkung der Modellunterstu¨tzung ohne Regelung des Modelleinflus-
ses fu¨r λp = 2λ = 60 und unterschiedliche Modellierungen des Suchraumes untersucht. Es
werden also zuna¨chst die λp vielen Individuen von dem Modell bewertet und anschließend
die besten λ vielen Individuen von dem (hier simulierten) Roboter bewertet. Wenn durch
die Vorselektion die schlechtesten Individuen schon aussortiert bzw. im Umkehrschluss nur
die besten Individuen von dem realen System bewertet werden, ist eine Beschleunigung der
Konvergenz - und damit eine kleinere Anzahl von realen Fitnessauswertungen zu erwarten.
Als Modell werden zuna¨chst die in Kapitel 3.2.2 erla¨uterten Modelle Na¨chster Nachbar,
gewichtetes polynomielles Modell und der Gauß Prozess zur Fitnesspra¨diktion benutzt. Es
ist zu erwarten, dass ein Modell, das den Suchraum besser approximieren kann, zu einer
schnelleren Konvergenz der Optimierung fu¨hrt. Fu¨r das lokale polynomielle Modell werden
die 150 na¨chsten bekannten Punkte zu dem zu approximierenden Punkt mit dem Abstand
gewichtet zur Modellbildung herangezogen. Der Gauß Prozess wird mittels der 2λ vielen
zuletzt ermittelten Fitnesswerten trainiert [65].
Abbildung 5.13 zeigt die gemittelten Fitnessverla¨ufe der modellgestu¨tzten Evolutionsstra-
tegien mit drei unterschiedlichen Modellierungen des Suchraumes und der Standard Evo-
lutionsstrategie im Vergleich. Offensichtlich konvergieren alle modellgestu¨tzten Strategien
signifikant schneller zu dem Optimum von ungefa¨hr 66 als die Standard Evolutionsstrategie.
Alle modellgestu¨tzten Varianten haben das Optimum nach spa¨testens 5000 Fitnessauswer-
tungen erreicht. Die Standard Strategie ohne Modellunterstu¨tzung hat dieses Optimum
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Abbildung 5.13: Gemittelte Fitnessverla¨ufe der modellgestu¨tzten Evolutionsstrategien mit
unterschiedlichen Modellierungen des Suchraumes im Vergleich mit der Standard Evoluti-
onsstrategie
selbst nach 7000 Fitnessauswertungen noch nicht erreicht. Weiterhin ist in Abbildung 5.13
ersichtlich, dass sich die Fitnessverla¨ufe der drei modellgestu¨tzten Varianten im Bezug auf
die Konvergenzgeschwindigkeit leicht unterscheiden. Das Na¨chste Nachbar Modell konver-
giert von den modellgestu¨tzten Varianten am langsamsten, gefolgt von dem polynomiellen
Modell und dem Gauß Prozess. Dies la¨sst darauf schließen, dass der Gauß Prozess den
Suchraum am besten approximieren kann, das polynomielle Modell etwas schlechter und
das Na¨chste Nachbar Modell (vermutlich aufgrund seiner Unfa¨higkeit zu interpolieren)
offensichtlich am schlechtesten.
Diese Vermutungen werden anhand des Verlaufs der Modellqualita¨ten wa¨hrend der Op-
timierung untermauert. Abbildung 5.14 zeigt die gemittelten Modellqualita¨ten wa¨hrend
der Optimierung. Die Qualita¨t ist in orange dargestellt, die rote Kurve ist ein gleiten-
der Durchschnitt der Modellqualita¨t u¨ber 90 Iterationen und veranschaulicht etwas besser
den Verlauf. In gru¨n ist die Qualita¨t eines zufa¨lligen Modells und in blau die Qualita¨t
eines perfekten Modells dargestellt. Auffa¨llig ist, dass keines der Modelle anna¨hernd an
die maximal mo¨gliche Qualita¨t von 135 heranreicht. Weiterhin sind alle drei Modelle im
gesamten Verlauf u¨berwiegend besser als ein zufa¨lliges Modell, das fu¨r die hier eingestellten
Parameter eine Qualita¨t von 22,5 aufweist. Untersuchungen der modellgestu¨tzten Evoluti-
onsstrategie auf Testfunktionen, beispielsweise in [25, 66], haben ergeben, dass die Qualita¨t
in der Regel im Laufe der Optimierung mit zunehmender zur Verfu¨gung stehender Stu¨tz-
punkte zunimmt und teilweise sogar gegen die maximal mo¨gliche Qualita¨t strebt. Hier ist
bei keinem der Modelle ein solches Verhalten zu erkennen. Das Na¨chste Nachbar Modell
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schwankt wa¨hrend der gesamten Optimierung relativ gleichma¨ßig um den Mittelwert von
26,31. Das polynomielle Modell und der Gauß Prozess hingegen zeigen insbesondere zu
Beginn der Optimierung eine wesentlich bessere Modellqualita¨t als zum Ende der Opti-
mierung. Durchschnittlich liegt die Qualita¨t des polynomiellen Modells bei 29,49 und die
Qualita¨t des der Pra¨diktion mit dem Gauß Prozess bei 31,39. Damit korreliert hier ein-
deutig die (durchschnittliche) Modellqualita¨t mit der zuvor festgestellten unterschiedlichen
Konvergenzgeschwindigkeiten der drei Modelle. Interessanterweise scheint sogar ein Modell,
das numerisch gesehen nur geringfu¨gig besser als ein zufa¨lliges Modell ist, die Optimierung
stark zu beschleunigen.
Die Tatsache, dass das polynomielle Modell und der Gauß Prozess am Anfang der Op-
timierung bessere Modellqualita¨ten als zum Ende hin haben, la¨sst sich eventuell damit
begru¨nden, dass am Anfang der Optimierung die Mutationssta¨rken gro¨ßer als zum Ende
hin sind und somit auch die Individuen untereinander eine große Varianz aufweisen und
so
”
einfacher“ zwischen deutlich guten und deutlich schlechten Individuen unterschieden
werden kann. Zum Ende des Optimierungsverlaufes werden die Mutationssta¨rken herun-
tergeregelt, so dass sich die Individuen nicht mehr stark voneinander unterscheiden und es
so eventuell fu¨r das Modell schwierig ist, die Fitnesswerte im Feinen richtig zu scha¨tzen.
Anders ausgedru¨ckt ko¨nnte auch gesagt werden, dass das Modell die grobe Steigung des
Suchraumes besser wiedergeben kann als die kleinen (lokalen) Schwankungen.
(a) Na¨chster Nachbar Modell
Abbildung 5.14: Modellqualita¨ten wa¨hrend der Optimierung fu¨r verschiedene Modelle des
Suchraums
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(b) Lokales polynomielles Modell
(c) Gauß Prozess
Abbildung 5.14: Modellqualita¨ten wa¨hrend der Optimierung fu¨r verschiedene Modelle des
Suchraums (fortgesetzt)
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5.3.2 Optimierung mit der geregelten modellgestu¨tzten Evoluti-
onsstrategie
In dem na¨chsten Experiment wird untersucht, inwiefern eine Regelung des Modelleinflusses
bei diesem Problem einen Einfluss auf die Konvergenzgeschwindigkeit hat. Es werden die
CMAES (Controlled Modell Assisted Evolution Strategy) und die λ-CMAES (λ-Controlled
Modell Assisted Evolution Strategy) verwendet. Als Modell fu¨r den Suchraum wird nur das
polynomielle Modell verwendet, da es in der vorherigen Untersuchung dem Gauß Prozess
nur leicht unterlegen war, aber eine drastisch ku¨rzere Rechenzeit beno¨tigt. Die Parameter
zur Regelung des Modelleinflusses der CMAES aus Gleichung 3.45 und 3.46 werden auf
δλp = 10 und die Parameter der λ-CMAES aus Gleichung 3.47 und 3.48 auf δλ =
µ
2
= 2, 5
gesetzt. Die restlichen Parameter der Evolutionsstrategie bleiben unvera¨ndert.
Abbildung 5.15: Gemittelte Fitnessverla¨ufe der ungeregelten modellgestu¨tzten Evolutionss-
trategie (MAES) und den geregelten Varianten C-MAES und λ-CMAES
Abbildung 5.15 zeigt die gemittelten Fitnessverla¨ufe von 15 Optimierungsdurchla¨ufen mit
unterschiedlichen Startpunkten der beiden geregelten Varianten im Vergleich zu der un-
geregelten Strategie mit λp = 2λ = 60. Sowohl die C-MAES als auch die λ-CMAES
konvergieren etwas schneller als die ungeregelte MAES. Das erreichte Optimum stimmt
in allen drei Fa¨llen u¨berein. Die etwas schnellere Konvergenz gegenu¨ber der ungeregelten
Strategie la¨sst sich durch die insbesondere am Anfang der Optimierung gute Modellqualita¨t
begru¨nden, da die geregelten Strategien dann mehr Vertrauen in das Modell stecken. Eine
U¨berlegenheit einer der beiden geregelten Varianten ist in diesem Fall nicht zu erkennen.
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5.3.3 Bewertung der modellgestu¨tzten Optimierung
Wie hier gezeigt wurde, eignen sich modellgestu¨tzte Evolutionsstrategien sehr gut zur Re-
duktion der realen Fitnessauswertungen fu¨r die Optimierung von Laufmustern fu¨r Robo-
ter. Wa¨hrend die Standard Evolutionsstrategie nach 7000 Fitnessauswertungen im Durch-
schnitt erst eine Fitness von ca. 63 erreicht hat, konnte diese Fitness von den modellge-
stu¨tzten Varianten im Durchschnitt bereits nach 2000 Fitnessauswertungen erreicht werden.
Nach ca. 3000 Fitnessauswertungen haben die geregelten modellgestu¨tzten Evolutionsstra-
tegien bereits das Optimum von 66 gefunden.
Die Tatsache, dass die Approximationsmodelle des Suchraums im Gegensatz zu den in [25,
66] beschriebenen relativ einfach strukturierten Suchra¨umen nicht bis an die theoretisch
beste Qualita¨t heranreichen, kann hier nicht begru¨ndet werden. Ob dies an der mangelnden
Flexibilita¨t der Modelle oder an einer zu geringen Anzahl von Stu¨tzstellen liegt, kann hier
nicht beantwortet werden.
Kapitel 6
Zusammenfassung
In dieser Arbeit wurden Evolutiona¨re Strategien zum autonomen Lernen von Laufbewe-
gungen fu¨r Roboter eingesetzt. Zuerst wurden Modelle fu¨r zwei verschiedene Robotertypen
aufgestellt, mit Hilfe derer Laufbewegungen erzeugt werden ko¨nnen. Weiterhin erlauben
die Modelle eine effiziente Steuerung der Laufrichtung und Laufgeschwindigkeit. Zuerst
wurde die resultierende Laufbewegung eines vierbeinigen Roboters vom Typ Sony Aibo
ERS 7 untersucht und aufbauend auf den Erkenntnissen ein mo¨glichst flexibles Modell
fu¨r die Laufmustergenerierung mit 31 Parametern erzeugt. Anschließend wurden fu¨r einen
zweibeinigen Roboter vom Typ Kondo KHR-1 verschiedene Bewegungsformen der Beine
untersucht und schließlich eine halb-elliptische Bahn der Fußbewegung als am aussichts-
reichsten erkannt und zusammen mit Armbewegungen und Bewegungen des Oberko¨rpers
des Roboters modelliert. Die Bewegung des zweibeinigen Roboters la¨sst sich u¨ber 15 Pa-
rameter beschreiben.
Die Parameter der Laufmodelle haben einen starken Einfluss auf die resultierenden Lauf-
bewegungen beider Roboter. Die Einstellungen der Parameter von Hand durchzufu¨hren,
ist aufgrund der hohen Anzahl der Parameter, der unklaren direkten Auswirkung auf den
Lauf und der gegenseitigen Abha¨ngigkeit der Parameter sehr schwierig. Wa¨hrend es noch
mo¨glich ist, Parameter per Hand einzustellen, mit denen der Roboter langsam la¨uft, schei-
tert die Einstellung von Hand, wenn es darum geht, einen mo¨glichst schnellen Lauf zu
erstellen.
Zur Optimierung der Parameter der Laufmodelle wurden biologisch inspirierte Optimier-
verfahren, so genannte Evolutiona¨re Strategien, als Hilfsmittel eingesetzt, mit deren Hilfe
die Roboter selbsta¨ndig die Parameter ihrer Laufmodelle erlernten. Als zu optimierende
Fitness wurde die resultierende Laufgeschwindigkeit gewa¨hlt. Zuna¨chst wurden die Auswir-
kungen unterschiedlicher Einstellungen der Evolutionsstrategie am Beispiel des zweibeini-
gen Kondo KHR-1 in einer Robotersimulation untersucht. Anschließend wurden auf beiden
realen Robotern Optimierungen der Laufgeschwindigkeiten durchgefu¨hrt. Sowohl fu¨r den
Sony Aibo ERS 7 als auch fu¨r den Kondo KHR-1 wurden sehr hohe Laufgeschwindigkeiten
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erlernt, die im RoboCup von kaum einem anderen Team erreicht wurden. Zum Erzielen
von hohen Geschwindigkeiten in alle Laufrichtungen wurde eine Interpolation von Para-
metersa¨tzen vorgeschlagen, so dass fu¨r jede Bewegungsrichtung ein mo¨glichst optimaler
Parametersatz zur Verfu¨gung stand.
Ein weiterer Fokus wurde in dieser Arbeit auf die Reduktion der no¨tigen Trainingsla¨ufe
des Roboters gelegt. Schließlich muss der Roboter zur Bestimmung der Fitness eines Para-
metersatzes den Lauf mit diesen Einstellungen
”
ausprobieren“, was zum einen sehr zeitauf-
wa¨ndig und zum anderen sehr verschleißfo¨rdernd fu¨r den Roboter ist. Diese Reduktion der
Trainingsla¨ufe wurde erreicht durch eine Scha¨tzung von Fitnesswerten, basierend auf zuvor
ermittelten Fitnesswerten. Verfahren wurden vorgestellt, die die genutzte Evolutionsstrate-
gie erweitern auf eine modellgestu¨tzte Strategie, die Scha¨tzungen von Fitnesswerten in den
Evolutionsdurchlauf integrieren. Fu¨r die Scha¨tzung der Fitnesswerte wurden verschiede-
ne Modelle vorgestellt und bezu¨glich ihrer Fa¨higkeit, den zugrundeliegenden Suchraum zu
approximieren, miteinander verglichen. Daru¨berhinaus wurden Verfahren vorgestellt und
untersucht, die den Einfluss des Modelles in Abha¨ngigkeit der Qualita¨t der Fitnesspra¨dik-
tion regeln. Es wurde exemplarisch am Beispiel des Sony Aibo ERS 7 gezeigt, dass mithilfe
der Modellunterstu¨tzung die Anzahl der no¨tigen Trainingsla¨ufe drastisch reduziert werden
kann.
Da insbesondere fu¨r die Analyse der modellgestu¨tzten Evolutionsstrategie zahlreiche Opti-
mierungen durchgefu¨hrt werden mussten, um aussagekra¨ftige Vergleiche zu erzielen, wurde
ein Simulator fu¨r den Sony Aibo ERS 7 dahingehend optimiert, dass die Simulation der
Bewegung mo¨glichst realistisch erfolgt. Diese Optimierung wurde in mehreren Schritten
durchgefu¨hrt und basierte ebenfalls auf dem Einsatz von Evolutionsstrategien. Es wurden
Bewegungen von dem realen Roboter durchgefu¨hrt und die Bewegungen geloggt. Anschlie-
ßend wurden diese Bewegungen in der Simulation durchgefu¨hrt und die Differenz zwischen
der simulierten und der zuvor geloggten realen Bewegung minimiert. Die Optimierung hat
zu einer deutlichen Verbesserung der Realita¨tstreue des Simulators gefu¨hrt, so dass der
optimierte Simulator im Hinblick auf die Simulation von Bewegungen sogar kommerziell
verfu¨gbare Simulationen geschlagen hat.
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