References values for P, R and C quoted above gave excellent agreement with experiment for the noise resistance, again over the frequency range 6 1 8 GHz ( We believe this is the first report that demonstrates that the inclusion of physically realistic intrinsic PM-HEMT noise parameters into an accurate PM-HEMT equivalent circuit predicts not only the noise figure, but also the optimum noise impedance and noise resistance, giving excellent agreement with experiment over a wide frequency range, when fitted at only one frequency.
We believe this is the first report that demonstrates that the inclusion of physically realistic intrinsic PM-HEMT noise parameters into an accurate PM-HEMT equivalent circuit predicts not only the noise figure, but also the optimum noise impedance and noise resistance, giving excellent agreement with experiment over a wide frequency range, when fitted at only one frequency.
Previous efforts to compare noise models with experiments have generally concentrated on just calculating the minimum noise figure at spot frequencies,' using equivalent circuits which are too simple to be able to simulate a realistic PM-HEMT. For example, in the original paper by Pucel,' the gate-drain capacitance and output conductance and capacitance were not taken into account.
The results of this work suggest that it should be possible to go directly from a physical noise model (which requires input layer thicknesses, doping densities, mobilities, saturation velocities etc.) to accurate predictions of noise figure, optimum noise impedance, and noise resistance, provided that a reasonably accurate equivalent circuit model of the PM-HEMT is known. The reason for not using such an approach here is that the numerous parameters entering the physical model, and their uncertainties, are such that, at present, it is not possible to calculate P, R, and especially C, to the accuracy required to fit to experiment. Nevertheless, the results of this work suggest that such an approach is feasible in principle. (The reason why the correlation coefficient C needs to be known to high accuracy is that it appears in the noise expressions as the factor (1 -C')), and because C is likely to be in the range 0.74.95, small differences in C can result in large differences in the predicted noise figure, optimum impedance, etc.).
In conclusion, we have demonstrated the feasibility of going from a physical noise model, via a realistic equivalent circuit (including gate-drain capacitance), to predicted values of noise figure, optimum noise impedance, and also noise resistance. In addition, we have shown that this approach is capable of giving an excellent fit to experimental measurements of the four noise parameters over a wide frequency range. It is also possible to investigate, using the same intrinsic noise parameters, the effect of the parasitics on the noise performance, and so use the noise model in a CAD role to predict the optimum PM-HEMT layout for low noise performance. Block truncation coding (BTC), a recent technique used in the coding of image data, is based on the classification of pixels within a small image block into two classes. Earlier methods used statistical information for this classification. In the Letter, a new technique is introduced which uses a Hopfield neural network to define the pixel classes. Results are presented for four monochrome still images. The new algorithm is shown to provide improved performance when compared to the two previous BTC algorithms.
Introduction: Block truncation coding (BTC) for image compression was described by Delp and Mitchell in 1979.' Their method employed a 1 bit adaptive moment-preserving quantiser operating on small blocks (tiles) of the image. Using this original algorithm, the first-order and second-order moments of the original blocks were preserved. In 1985, Udpiker and Raina proposed a modified BTC algorithm for monochrome still images.' Their algorithm preserved only the first-order moments, and was shown to be optimum in the mean-square sense, among the class of BTC algorithms that use the 'local mean' as the threshold for the 1 bit quantiser.
We present a BTC algorithm with improved performance, achieved using a Hopfield neural n e t~o r k "~ as the l b i t quantiser. Performance improvement is demonstrated by presenting mean-square error (MSE) and signal-to-noise ratio (SNR) values for our algorithm and for the two algorithms referred to above,'.' for four monochrome test images.
BTC algorithm:' The 1 bit quantiser threshold is given by
and the quantiser output levels are
where x(i) is the ith pixel value in the block, n is the number of pixels in the block, q is the number of pixels greater than or equal to X,h, X is the block mean value, and U is the standard deviation of the image block.
Modijkd BTC algorithm:' This method preserves only the first-order statistical information, namely the lower mean X , (the mean of the pixel values below the threshold) and the higher mean X, (the mean of the pixel values greater than or equal to the threshold). As in the original algorithm, the threshold is taken as the mean of the block pixel values. Therefore, the quanitiser output levels are X,=-
It was shown that the modified algorithm always performs better than the original in the MSE sense. However, it is possible to reduce the MSE further by replacing the 1 bit quantiser with a Hopfield neural network.
Hopfield network BTC algorithm: This is a stochastic algorithm employing a Hopfield neural network m~d e l~-~ comprising n two-state neurons. The ith neuron has inputs from two sources: an external input Ii and inputs derived from all other neuron outputs. The total input H i to neuron i is
where K j is the synaptic interconnection strength (i.e. the weighting) from neuron j to neuron i, and 6 is the output (either 0 or 1) of neuron j. The output of neuron i is updated according to the following threshold rule: The key to using this Hopfield network in BTC applications is to define a suitable computational energy function. To d o this, we consider an image block containing n pixels: x( 1 ) . x(2) , . . . , x(n). Here we use an n neuron Hopfield network, each neuron being associated to one of the pixels in the block.
is the output of the neuron corresponding to pixel x(i), and is either 0 or 1, thus forming two different classes. The aim, therefore, is to place each of the n pixels in the block into one of the two classes, An appropriate method is to group pixels with similar intensity into the same class. An energy function E describes the network such that the lowest energy state corresponds to an effective classification of the pixels. To achieve this we define the computational energy function as Eqns. 8-10 give where q is the number of pixels in class y = 1.
methods for four test images. 
where N is the total number of pixels in the image x(k) and x,(k) are the pixel values of the original and reconstructed images, respectively.
Concluding remarks:
The results demonstrate the effectiveness of the Hopfield neural network in block truncation coding of monochrome still images. Further work on refining the com- Introduction : Electroabsorptive optical waveguide modulators based on the quantum-confined Stark effect (QCSE)' are likely to be used as external, low-chirp modulators for longdistance, optical-fibre transmission.' Multiple quantum wells (MQW) with InGaAs wells and barriers made out of InAIAs3 or InP4 have already been made for 1.55pm wavelength. It was predicted that better results should be achieved with quaternary wells whose bandgap is tuned to 1.57pm because wider wells can be used while keeping the operating wavelength at 1 . 5 5~m .~.~ Better results were indeed observed for InGaAlAs wells.' Although the QCSE has been studied in InGaAsP/InP MQW wells with light propagating perpendicularly to the layers,' we believe modulators with InGaAsP wells have never been demonstrated in a waveguide device. We report the realisation of an efficient, high-speed InGaAsP/InP MQW modulator with a low drive voltage ridge waveguide structure.
Deuice structure: The structure was grown in a low-pressure MOCVD reactor with a high-speed rotating disc. The reactants were trimethylindium, triethylgallium, pure phosphine and 10% hydrogen diluted arsine. The thickness of the interface between two consecutive layers was adjusted by optimising the duration of pauses and the switching sequences.
The structure is shown in Fig. 1 . It is a pin double heterostructure grown on a (100) n+-InP substrate. The nominally undoped region consists of twenty lOnm thick InGaAsP wells (ipL = 1-57pm) separated by 5nm thick InP barriers. It is surrounded by a l p m thick n-InP buffer layer and a 1.8pm thick p-InP confining layer. The contact is taken through a 0 . l p m thick p+-InGaAs layer topped with a Ti/Au metallisation.
3pm wide stripes were processed along the (011) direction. The Ti/Au and semiconductor layers were removed by combining wet chemical etching and ion beam etching (IBE). A planarising polyimide layer was spincoated and cured. It was then etched down by reactive ion etching (RIE) until the top of the mesa appeared. The 50pm wide contact stripe pad was subsequently formed by RIE of the polyimide layer with a Ti/Au mask. The remaining polyimide thickness varies from 1 to 1.5pm. After substrate thinning, a Ti/Au electrode was deposited on the back face. Eventually ridge waveguide modulators were cleaved with lengths ranging from 100 to 200pm. The light source was a tunable F-centre laser. TEpolarised light was end-fired in and out using microscope objectives. The image of the output facet was focused on a slit to decrease parasitic light errors. Relative transmission and photocurrent data were then collected and corrected to account for Fabry-Perot effects because the devices were not AR-coated. The on-state attenuation was estimated from both the method developed by Wood' and the contrast of the Fabry-Perot oscillations assuming a 30% modal reflection coefficient. Different modulators with various lengths were evaluated. Results per unit waveguide length were then averaged to give representative performances over the wafer. We found the same averaged on-state attenuations from both methods. Transmission averaged over the various samples as a function of reverse bias is shown in Fig. 2 . As the wavelength moves closer to the bandgap, the on-state attenuation increases while the drive voltage that is required for a given extinction ratio decreases. At 1,55pm, an averaged lOdB/ 100pm extinction ratio was obtained for a drive voltage of 2 V. The mean on-state attenuation was assessed to be 3.3 dB/ 100pm. Individual transmission data in decibels vary less than 15% around the mean values. Capacitance for a 100pm long modulator is 0.54pF at zero bias. Further analysis of the C(V) curve shows an unexpected high residual doping level which we attribute to undesired dopant diffusion in the MQW region.
A 120pm long modulator was mounted at the end of a 250pm wide microstrip line and bridged with a 50R, NiCr resistor. The guided output light was about 100pW at 1.55pm and coupled to a singlemode fibre by means of two objectives so that parasitic light was filtered out. The small-signal band-
