We rst present an algorithm that uses membership and equivalence queries to exactly identify a discretized geometric concept de ned by the union of m axis-parallel boxes in ddimensional discretized Euclidean space where each coordinate can have n discrete values. This algorithm receives at most md counterexamples and uses time and membership queries polynomial in m and log n for d any constant. Furthermore, all equivalence queries can be formulated as the union of O(md log m) axis-parallel boxes.
Introduction
Recently, learning geometric concepts in d-dimensional Euclidean space has been the subject of much research. We study the problem of learning geometric concepts under the model of learning with queries 2] in which the learner is required to output a nal hypothesis that correctly classi es every point in the domain. To apply such a learning model to a geometric domain, it is necessary to look at a discretized (or digitalized) version of the domain. We use d to denote the number of dimensions and n to denote the number of discrete values that exist in each dimension. Thus a discretized geometric concept G is a set of integer points G N d n where N n = f1; : : :; ng. In this paper we consider discretized geometric concepts whose boundaries are de ned by hyperplanes of known slope. We begin by studying the special case of the well studied class of unions of axis-parallel boxes. (By a \box", we mean an axis-aligned hypercuboid.) This algorithm is easily extended to learn discretized geometric concepts de ned by axis-parallel hyperplanes. We use box d n to denote the class of axis-parallel boxes ) time we can transform our hypothesis to the union of at most O(md log m) boxes. Thus we obtain the even stronger result that our algorithm can exactly learn the union of m axis-parallel boxes over N d n while making at most md + 1 equivalence queries where each equivalence query is simply the union of O(md log m) concepts from box d n , making O((4m) d + md log n) membership queries, and using O(md (2m) 2d + md log n) computation time. Thus for any constant d, this algorithm still uses time and queries polynomial in m and log n. We also describe a variation of this basic algorithm that uses only equivalence queries and still has complexity polynomial in m and log n for d constant.
Next we study the problem of learning with only equivalence queries the class of discretized geometric concepts in which the hyperplanes de ning the boundaries of the concept need not be axis parallel but rather can be de ned by m hyperplanes of any known slopes. That is, the geometric discretized concepts we study here are those whose boundaries lie on hyperplanes 1 Note that we include in box d n boxes with zero size in any dimension. 2 The nal equivalence query is the correct hypothesis, and thus at most md counterexamples are received. P d j=1 a i;j x j = b for i = 1; : : :; jSj. The possible slopes of those hyperplanes, i.e. a i = (a i;1 ; : : :; a i;d ), are known to the learner, but the same slope with di erent shifts b can be used for many hyperplanes in the target concept g. Note that if we choose the slopes S = fe i g, the standard basis, then we get the special case in which all hyperplanes are axis-parallel.
Let S Z d where Z is the set of integer numbers, and let kSk denote the size of S (the sum of the logarithms of the absolute values of the integers in S). Let g be a geometric concept whose boundaries lie on m hyperplanes in N d n with slopes from S. A key result of this paper is that for d any constant, any such geometric concept is exactly learnable in poly(l; m; kSk; logn) time and equivalence queries even if the equivalence oracle lies on l counterexamples. So for example, if the space is the plane N 2 n and S = f(0; 1); (1; 0); (1; 1); (1; ?1);(1;2);(2; 1); (1; ?2);(2;?1)g then our algorithm can eciently learn the geometric concepts, generated from lines that make angles 90; 0; 135; 45; 120; 150; 30 and 60, respectively, with the x-axis, in polynomial time. (As this example illustrates, the representation that we use for a slope is that derived from the formula, given above, de ning a hyperplane.) In higher constant dimensional space our algorithm can e ciently learn any geometric concept whose boundary slopes are known. Another generalization of this result is an algorithm to exactly learn polynomially sized decision trees over the basis \Is y i c" where 2 f>; <; ; g (in the nodes) in constant dimensional space.
Finally, we re-examine our rst algorithm for learning the union of m discretized boxes.
We introduce a new complexity measure that better captures the complexity of a union of boxes than simply the number of boxes and dimensions. More speci cally, our new measure, , is the number of segments in the target concept where a segment is a maximum portion of one of the de ning hyperplanes of the target that lies entirely inside or entirely outside each of the other de ning hyperplanes. It is easily seen that (2m) d . We present an improvement of our rst algorithm that uses time and queries polynomial in and log n.
The hypothesis class used by this modi ed algorithm is decision trees of height at most 2md. Thus, observe that the hypothesis output (and the intermediate hypotheses) can be evaluated in time polynomial without any restrictions on m or d. We then use an alternate analysis of this algorithm to show that the time and queries used are polynomial in d and log n for m any constant thus generalizing the exact learnability of DNF formulas with a constant number of terms. Combining these two methods of analysis, we get the interesting result that this single algorithm is e cient for either m or d constant.
The paper is organized as follows. In Section 2 we describe the learning model that we use. Next, in Section 3 we summarize the previous work on learning geometric concepts. Then in Section 4 we give some preliminary de nitions. Section 5 describes our results for learning unions of boxes with membership and equivalence queries. We present this algorithm, in part, because it introduces the approach used to obtain our other results and also because it uses very few equivalence queries which is of interest if one's goal is to minimize the number of prediction errors made by the learner 8]. Next in Section 6 we describe a modi cation of this algorithm that e ciently learns the union of boxes in constant dimensional space with only equivalence queries. In Section 7 we present our extensions to learn the class of geometric concepts de ned by any hyperplanes of known slopes using only equivalence queries. In Section 8 we describe how to modify this algorithm to handle the situation in which there are lies in the answers to the equivalence queries. In Section 9 we present our new complexity measure and describe a modi cation of our rst algorithm that runs in polynomial time with respect to this complexity measure. Finally, in Section 10 we conclude with some open problems.
Learning Model
The learning model we use in this paper is that of learning with queries developed by Angluin 2]. When applied to our class of discretized geometric concepts, the learner's goal is to learn exactly how an unknown target concept, g, drawn from the concept class G 2 N d n , classi es as positive or negative all instances from the instance space N d n . Thus each concept is the set of instances from N d n that it classi es as positive. We say that x 2 N d n is a positive instance for target concept g if x 2 g (also denoted g(x) = 1) and say that x is a negative instance otherwise (also denoted g(x) = 0). It is often convenient to view the target concept g as the Boolean function g : N d n ! f0; 1g. A hypothesis h is a polynomial-time algorithm that, given any x 2 N d n , outputs a prediction for g(x).
As mentioned above, the learning criterion in this paper is that of exact identi cation.
In order to achieve exact identi cation, the learner's nal hypothesis, h, must be such that h(x) = g(x) for all instances x 2 N d n . To achieve this goal the learner is provided with two types of queries with which to learn about g. A membership query, MQ(x), returns \yes" if g(x) = 1 and returns \no" if g(x) = 0. An equivalence query, EQ(h), returns \yes" if h is logically equivalent to g or returns a counterexample otherwise. A positive counterexample x is an instance such that g(x) = 1 and h(x) = 0. Similarly, a negative counterexample is such that g(x) = 0 and h(x) = 1. An l-liar equivalence oracle is an oracle that is allowed to lie at most l times during the learning session when providing a counterexample to an equivalence query. Another important learning model is the PAC model introduced by Valiant 29] . In this model the learner is presented with labeled examples chosen at random according to an unknown, arbitrary distribution D over the instance space. The learner's goal is to output a hypothesis that with high probability, at least (1? ), correctly classi es most of the instance space. That is, the weight, under D, of misclassi ed instances must be at most . The learner is permitted time polynomial in 1= , 1= and relevant size measures to formulate a hypothesis.
Previous Work
The problem of learning geometric concepts over a discrete domain was extensively studied by Maass and Tur an 22, 23, 24, 25] . One of the geometric concepts that they studied was the class box d n . They showed that if the learner was restricted to only make equivalence queries in which each hypothesis was drawn from box d n then (d log n) queries are needed to achieve exact identi cation 19, 24] . Auer 3] improves this lower bound to ( d 2 log d log n).
If one always makes an equivalence query using the simple hypothesis that produces the smallest box consistent with the previously seen examples, then the resulting algorithm makes O(dn) equivalence queries. An algorithm making O(2 d log n) equivalence queries was given by Closely related to the problem of learning the union of discretized boxes, is the problem of learning the union of non-discretized boxes in the PAC 1, 18, 28, 17] , there has been little research on learning geometric concepts with noise. Auer 3] investigates exact learning of boxes where some of the counterexamples, given in response to equivalence queries, are noisy. Auer shows that box d n is learnable using hypotheses from box d n if and only if the fraction of noisy examples is less than 1=(d + 1) and presents an e cient algorithm that handles a noise rate of 1=(2d + 1).
There has also been some work on learning discretized geometric concepts de ned by non axis-parallel hyperplanes. Maass and Tur an 26] study the problem of learning a single discretized halfspace using only equivalence queries. They given an e cient algorithm using O(d 2 (log d+log n)) queries and give an information theoretic lower bound of ? d 2 on the number of queries when all hypotheses are discretized halfspaces. There has also been work on learning non axis-parallel discretized rectangles with only equivalence queries. Maass and Tur an 25] show an (n) information theoretic lower bound on the number of equivalence queries when the hypotheses must be drawn from the concept class. Contrasting this lower bound, Bultman and Maass 9] give an e cient algorithm that uses membership and equivalence queries to e ciently learn this class using O(log n) equivalence queries.
Preliminaries
Let N; Z and R be the set of nonnegative integers, integers and reals, respectively. We use The complexity C S (ĝ) of a geometric conceptĝ is the minimal number of hyperplanes with slopes from S such that its union contains the boundary ofĝ. In other words C S (ĝ) is the minimum number of halfspaces from S that are needed to de ne the boundaries of g. The complexity C S (g) of a discretized geometric concept g is the minimal C S (ĝ) over all geometric conceptsĝ that satis es g =ĝ \ N d n . By a simple information theoretic argument it follows that any exact learning algorithm for a discretized geometric concept g cannot run in time less than the complexity C S (g). Also the complexity of learning one point in N d n is at least log n. In our algorithms the input will be S. We use kSk to denote the sum the logarithm of the absolute values of the integers in S and call this the size of S. Therefore we say that a learning algorithm runs in polynomial time if the time is poly(kSk; C S (g); log n; d).
Observe that if we choose the slopes S = fe i g the standard basis then for any discretized geometric concept g de ned by the union of m boxes in d dimensional space, C S (g) 2md since at most 2d halfspaces are needed to de ne the boundaries of each box.
Learning Unions of Boxes with Membership and Equivalence Queries
In this section we present an algorithm that exactly identi es any concept from S m box d n (so S = fe i g, the standard basis) while receiving at most md counterexamples and using time and membership queries that are polynomial in m and log n for d any constant. This section serves two purposes: (1) the other algorithms presented build upon this basic algorithm and thus for ease of exposition we present it here, and (2) 
regions (or connected components). We say that G H is consistent if any two points with known classi cation in any region of G H have the same classi cation. Given a consistent G H , a hypothesis is obtained by simply classifying all points according to the unique classi cation of all known points in that region (with negative used as a default).
We now demonstrate that we can represent such a hypothesis so that is is very e cient to evaluate. For each dimension i we maintain a balanced binary search tree T i where each internal node corresponds to one of the hyperplanes (with x j used for the key) in H i , and each leaf node corresponds to one of the strips created. For each leaf node v and dimension i we keep a pair (min i v ; max i v ), where min i v (respectively, max i v ) holds the minimum (respectively, maximum) x j such that y i = x j is a point in the region corresponding to leaf v. In addition to the trees T 1 ; : : :; T d , our hypothesis also maintains a prediction array A with jG H j entries where for r 2 G H , A r] gives the classi cation for region r. For a consistent region (i.e. all known points have the same classi cation) A will contain either a 0 (for negative) or a 1 (for positive). However, for regions in which there is an inconsistency there will be a pointer into a queue Q of inconsistent regions. In addition for each region r 2 Q we store points x + and x ? giving a pair of inconsistent points in r. We use h(G H ; A) to denote the hypothesis de ned by the regions in G H with the classi cations given in A. Figure 1 shows the set of regions de ned by a target concept once all hyperplanes are discovered, and the classi cations of all of the regions (as stored in A).
Given a hypothesis h(G H ; A) (we sometimes denote this simply as h) and a point x we can compute h(x), the prediction made by hypothesis h on point x, as follows. For 1 i d we perform a search for x i in tree T i to nd the node having x i in its range. Combining the ranges of the d nodes found de nes the region r 2 G H that contains x. Finally h(x) = A r].
The Membership and Equivalence Query Algorithm
Our algorithm works by repeatedly building a consistent hypothesis that incorporates all known halfspaces. Given an inconsistent hypothesis h(G H ; A) and the queue Q of inconsistent regions from G H we re ne h(G H ; A) so that it is consistent using the following procedure that uses membership queries to nd new hyperplanes with which to modify the hypothesis. We never remove any hyperplane from H and only search for a new hyperplane in such a way that we are certain that an existing hyperplane will not be rediscovered in the process. We also maintain the invariant that Q always contains exactly one entry for each inconsistent region of G H .
Our procedure to build a consistent hypothesis repeatedly does the following until Q is empty (and thus the hypothesis is consistent). Let r be the region at the front of the queue. Since r is not a consistent region we know that there must be some unknown hyperplane of g that goes between x + (a known positive point in r) and x ? (a known negative point in r). Thus we can perform a binary search between x + and x ? (where the comparisons are replaced by membership queries) to nd a +=? pair contained within region r using only dlog ne membership queries and O(log n) time. Furthermore, the hyperplane de ned by this +=? pair is guaranteed to be a hyperplane that has not yet been discovered (by the de nition of a region).
The full details of procedure add-hyperplane, which modi es h(G H ; A) to incorporate the new hyperplane found, is given in Figure 2 . The learner begins by using a standard tree insertion procedure to insert the new hyperplane into the search tree for the appropriate dimension. Then the set of regions that have been split by the hyperplane are deleted from H and each is replaced by three new regions (one of them being a degenerate region corresponding to the hyperplane itself). For each new region of r we make a membership query on the lower and/or upper opposing corners if those queries have not already been made. (As we shall discuss this step can be replaced by just using 0 as the default value for
A r]). If the classi cation of these two corners are the same then the classi cation is entered in A r], otherwise the region is placed in Q with these corners used for x + and x ? .
Our algorithm Learn-With-MQs works as follows. For ease of exposition we arti cially extend the instance space from N d n to f0; 1; : : :; n; n + 1g d where it is known a priori that any example with a coordinate of 0 or n + 1 in any dimension is a negative example. (The pseudo code does not explicitly make this check, but one could imagine replacing the calls to MQ by a procedure that rst checks for such cases.) Initially, G H just contains the single region corresponding to the entire instance space. Since the upper and lower corners of this region are negative, the initial hypothesis predicts 0 for all instances.
We then repeat the following process until a successful equivalence query is made. Let x be the counterexample received from an equivalence query made with a consistent hypothesis. Using membership queries (in the form of a binary search) we can nd two new hyperplanes of the target concept. Without loss of generality, we assume that x is a positive counterexample in region r of G H . Since the hypothesis was consistent and x is a positive counterexample, we know that the upper and lower corners of r are classi ed as negative. Thus we can use these corners of r (with x) as the endpoints for binary searches to discover two new hyperplanes.
The hypothesis is updated using add-hyperplane to incorporate these two hyperplanes. Finally, we call make-consistent-hypothesis to re ne any inconsistent regions. Figure 3 gives the complete algorithm.
Analysis
We now analyze the time and query complexity of Learn-With-MQs. As part of this analysis we use the following lemma.
Lemma 1 Every counterexample can be used to discover at least two distinct new hyperplanes of the target concept.
Proof: Let x be the counterexample and r 2 G H be the region containing x. Since h(G H ; A)
is a consistent hypothesis, we know that the upper and lower corners of r are classi ed opposite x and all points in r are classi ed opposite x by the hypothesis. Since a positive point and a negative point must be separated by some hyperplane of the target concept,
searches between x and each of upper and lower corners will nd some +=? pair. These will be distinct since the two searches move away from each other in all dimensions.
2
We now prove that our rst algorithm has the stated complexity. 2md hyperplanes comprising the m boxes, at most md counterexamples can be received and thus at most md + 1 equivalence queries are made.
The time needed to evaluate h(G H ; A)(x) for an unlabeled example x is O(d log m) since the key operation is performing d searches in balanced search trees of depth O(log m). Thus, it is easily seen that the time complexity of this algorithm is O((4m) d + md log n). 2
Finally, it is easily seen that this algorithm extends to learn any geometric concept with slopes from S = fe i g (the standard basis) while receiving at most C S (g)=2 counterexamples, and using time and membership queries polynomial in C S (g) and log n for d any constant.
Using a Hypothesis Class of Unions of Boxes
We now describe how a consistent hypothesis can be converted to the union of O(md log m)
boxes from box d n . Since all equivalence queries are made with consistent hypotheses, such a conversion enables our algorithm to learn the union of m boxes from box d n using as a hypothesis class the union of O(md log m) boxes from box d n .
Recall that a consistent hypothesis h essentially encodes the set of positive regions. Thus our goal is to nd the union of as few boxes as possible that \cover" all of the positive regions. We now describe how to formulate this problem as a set covering problem for which we can then use the standard greedy set covering heuristic 13] to perform the conversion. The set X of objects to cover will simply contain all positive regions in h. Thus jXj (4m + 1) d . Then the set F of subsets of X will be made as follows. Consider the set B of boxes where each box in B is formed by picking a minimum and maximum coordinate in each dimension, from the hyperplanes represented in h for that dimension. 
Learning Unions of Boxes With Only Equivalence Queries
We now describe a simple method to remove the use of membership queries in LearnWith-MQs. First observe that the use of membership queries in this algorithm can easily be reduced to only their use within the binary searches. Instead of querying opposing corners of new regions created, we can instead use the classi cation of the single point known or otherwise a default of negative for the classi cation of the region. Then the counterexamples from the equivalence queries can be used to obtain a positive and negative point in the region that can be used for the binary search. (Of course, this modi cation dramatically increases the number of equivalence queries used.)
Now to remove the use of membership queries in a binary search between x + and x ? we simply take the midpoint between x + and x ? (i.e. the rst point on which a membership query would be made) and insert a hyperplane going through that point for each of the d dimensions. Note that at most 2d log n hyperplanes will be added in each dimension for each hyperplane of the target and thus the number of regions in the nal hypothesis will be at most (8dm logn + 1) d . It is easily seen that for d constant this algorithm exactly learns S m box d n using only equivalence queries with both time and equivalence queries polynomial in m and log n.
Extending S to Arbitrary Known Slopes
We now present a modi cation of the equivalence query algorithm described in Section 6 that handles the situation in which S can be an arbitrary set of known slopes versus just being the standard basis. We let s denote the number of distinct slopes in S (i.e. s = jSj). Let As in our basic equivalence query algorithm, this algorithm begins with the entire region classi ed as negative. After the rst two equivalence queries are made (the rst with h = ; and the second with h = N d n ) the algorithm will have positive counterexample x and a negative counterexample u. Thus the straight line between x and u must intersect one of the hyperplanes that de ne g. Let v = (x + u)=2 be the midpoint of the line between x and u. Without the ability to make membership queries it is not possible to nd a +=? pair.
Furthermore, even if we could nd a +=? pair we would not be able to determine the slope of the hyperplane that created that +=? pair. As in the previous section, we address this problem by adding to our set of hyperplanes H a hyperplane passing through the midpoint v for each slope in S. We repeatedly use this process until an equivalence query made with h(G H ; A) is correct.
For ease of exposition, in this section we will not discuss the details of how to represent H so that h(G H ; A) can be e ciently evaluated (in terms of all parameters). However, the technique of Section 5 of using s balanced search tree, one for each element of S generalizes in the obvious manner.
Our algorithm, at a high level, is shown in Figure 4 . In this algorithm, Learn-GeneralSlopes, S is the set of the possible slopes of the hyperplanes. We initialize H to be the empty set and the classi cation of the single region to be 0. (And thus the initial hypothesis, h(G H ; A), is simply the always false hypothesis.) We ask the equivalence query h(G H ; A) and use the counterexample x to update A. If this counterexample is the rst counterexample in its region then we just update A. Otherwise, if this counterexample is in some region for which we have already seen a point u, then x and u have di erent classi cations in g and the line that passes through x and u must intersect a de ning hyperplane of g. We then de ne v = (x + u)=2 and add all possible hyperplanes that pass through v to the set H. We then repeat this process until h(G H ; A) is logically equivalent to g.
Analysis
We now prove the correctness of our algorithm and analyze its complexity. We use the following lemma to bound the maximum number of regions that will be contained in G H . We are now ready to analyze our algorithm Learn-General-Slopes Theorem 2 Let S be a set of slopes. Then Learn-General-Slopes exactly learns any target concept g from the class of discretized geometric concepts generated from hyperplanes with slopes from S using time and equivalence queries polynomial in kSk; C S (g), and log n for d any constant.
Proof: The correctness follows trivially since the algorithm only returns a hypothesis h(G H ; A) for which Equiv(h(G H ; A)) returns \yes", the algorithm is correct upon returning a hypothesis.
We now analyze the query and time complexity. Let m = C s (g). Recall that kSk denotes the sum of the logarithms of the absolute values of the integers in S. Thus, by the de nition of kSk, any a i 2 S can be represented using at most kSk bits. Thus the are at most 2 kSk possible values for a slope. Also, y 2 N d n = f1; : : :; ng and thus has n d possible values. Let H 1 ; : : :; H m be a minimal set of hyperplanes with slopes from S that generate the boundary of the geometric concept g. Since each hyperplane de ning g is of the form b = a i y T we have that the maximum number of values that any b can have is kb i k ka i y T k 2 kSk n d = :
At any time during execution of our algorithm, for each of H 1 ; : : :; H m , of those hyperplanes in H there are two closest hyperplanes (one for each side) with the given slope. We now show that for every counterexample that causes H to be modi ed there exists some H i (i = 1; : : :; m) for which the distance between it and one of its closest hyperplanes is reduced by at least a factor of 2. Suppose x is a counterexample to the current hypothesis h(G H ; A) and that the region r of G H that contains x already contains the point u (otherwise H is not modi ed). By the de nition of h(G H ; A) it follows that g(u) 6 = g(x). Therefore the line segment between x and u must intersect some hyperplane, say H (a i y T = b ), of g for a i 2 S and b 2 Z. Let b 1 = a i y T and b 2 = a i y T be the two nearest hyperplanes to H with slope a i . Let v = (x + u)=2 be the midpoint between x and u. Without loss of generality we assume that the hyperplane b 0 1 = a i y T that passes through v with slope a i is between b 1 = a i y T and b = a i y T as illustrated in Figure 5 . We denote the hyperplane that passes through x (respectively u) with slope a i by b x = a i y T (respectively, b u = a i y T ). Thus, the distance between H and one of its two nearest hyperplanes is reduced by a factor of two. Finally, when the distance between H and both of its two nearest hyperplanes is less than 1 then the algorithm has determined the discretized hyperplane H and no other hyperplanes will be added for H .
Since the distance between each of H 1 ; : : :; H m with both of its closest hyperplanes in H is at most it follows that the number of counterexamples needed to nd one hyperplane is d2 log( ))e = d2 log(2 kSk n d)e = O(kSk + log dn):
The number of hyperplanes is m = C S (g) and at each iteration we add s = jSj kSk hyperplanes to the hypothesis. Therefore the number of hyperplanes generated by our algorithm is O(ms(kSk + log dn)). Thus by Lemma 2 the number of regions of the hypothesis is O(ms(kSk + log dn)) d :
The number of iterations that do not add any hyperplanes is bounded by the number of regions, and thus the number of equivalence queries made by Learn-General-Slopes is O(ms(kSk + log dn)) d
and clearly the time complexity is also polynomial in m; kSk; and log n for any constant d as desired.
8 Handling Lies in the Counterexamples
In this section we consider the case in which the learner is provided with an l-liar teacher that can lie on up to l of the counterexamples. To learn the true classi cation of the points about which the environment has lied, it is necessary for the learner to isolate these instances. That is, the learner must create a region that consists of the single point that was the counterexample.
A degenerate region (a region consisting of fewer than d dimensions) is created whenever our algorithm adds to the hypothesis a hyperplane, passing through a given point, for each slope in S. We want to isolate the counterexample on which the lie occurred in a region of dimension 0. Notice, however, that given some set of slopes, it is possible that the hyperplanes de ned by the slopes, passing through the counterexample, do not create a 0-dimensional region.
Therefore, to ensure that the 0-dimensional region is created, we include in S the slopes of the elementary vectors fe i g. Then the faulty points will be bounded by hyperplanes and at 
A Return to Learning Unions of Boxes
Observe that by extending the hyperplane de ned by a +=? pair across the entire domain, our initial algorithm Learn-With-MQs may unnecessarily split a consistent region into a large number of smaller regions all of which make the same prediction. The algorithm we present here is motivated by the goal of reducing this unnecessary splitting by only splitting the region in which the counterexample is contained. We show that this algorithm runs in polynomial time for either m or d constant.
We begin by examining how one might measure the complexity of a concept from S m box d n .
Observe that the number of boxes m used to form the target concept is not a good measure of the complexity of the target concept. For example, consider the two examples shown Figure 6 . While both targets are composed of 6 boxes, the rst is clearly more complex than the second. Thus the complexity of an algorithm should depend on some quantity other than just the number of boxes and dimension of the target concept. We now introduce such a new complexity measure, , to better capture the complexity of the target concept. We de ne a The hypothesis class we use in this algorithm is a decision tree over the halfspaces de ning the target concept. Namely, each hypothesis T is a rooted binary tree where each internal node is labeled with a halfspace and whose leaves are labeled from f0; 1g. We evaluate T recursively by starting at the root and evaluating the left subtree if the root's halfspace does not contain the point, and right subtree otherwise. When a leaf is reached its label is output. Observe that each node of T corresponds to a sub-region of the domain, with the root corresponding to the entire domain. The halfspace H associated with each internal node divides its region r into two sub-regions, with the left child being the sub-region given by H \ r, and the right child being the sub-region given by H \ r. The leaves correspond to a set of nonoverlapping boxes that cover the entire region where the label for a given region is given by the label for the corresponding leaf. Observation 1 shows that the height of the nal decision tree will be at most 2md. Thus the hypothesis can be evaluated in time polynomial in both m and d.
Observation 1 The height of the nal decision tree constructed by Alt-Learn-With-MQs is at most 2md since each of the at most 2md halfspaces de ning the target polyhedron can appear at most once on any path from the root to any leaf.
We now describe our algorithm that has complexity polynomial in and log n as well as being an e cient algorithm for either m or d constant. We initialize T to be a single 0 leaf node. (Again we implicitly use the instance space f0; 1; : : :; n; n + 1g d .) When a counterexample is received, we rst search T to nd the leaf v containing it. Let r be the sub-region corresponding to v. Then as in Learn-With-MQs we use a binary search to nd a +=? pair contained in r that de nes a halfspace H. We replace v with an internal node labeled with H, having left child v L corresponding to the region given by H \ r and right child v R corresponding to the region given by H \r. At this point we call a procedure that recursively visits all newly created leaves in a depth-rst manner and checks if the corresponding region is a consistent region. If the region r 0 associated with leaf v 0 is consistent then the classi cation eld is lled, otherwise we use a binary search to obtain a halfspace H 0 for r 0 and replace v 0 by an internal node labeled with H 0 . We generate two new leaves: v 0 L corresponding to the region H 0 \ r 0 and v 0 R corresponding to the region H 0 \ r 0 . Then a recursive call is made to validate (if necessary) each of these new regions. The algorithm is shown in Figure 7 . One possible nal hypothesis that could be constructed by this algorithm, for the target concept shown in Figure 1 , is shown in Figure 8 . Figure 9 shows the decomposition of N d n that corresponds to the decision tree shown in Figure 8 . 
Analysis
We now give two separate techniques for analyzing this algorithm. The rst method of analysis gives that this algorithm uses queries and time polynomial in and log n (and thus polynomial in m and log n for d constant). The second method of analysis shows that our algorithm uses queries and time polynomial in d and log n for m any constant.
Theorem 3 Given any target concept g 2 S m box d n , the algorithm Alt-Learn-With-MQs achieves exact identi cation of g making at most ( =2 + 1) equivalence queries, and using O( log n) time and membership queries.
Proof: Observe that each segment of g causes at most one region to be split. Thus the number of leaves in the decision tree created will be at most + 1. By Lemma 1 we get that two segments are found from the counterexample to each equivalence query (here the second halfspace is implicitly found by the call to split-region). Thus at most 2 + 1 equivalence queries will be made.
Furthermore, since there are at most 2 membership queries made to query the upper and lower corners of each leaf, and log n membership queries used in the binary searches for the halfspaces, it follows that the number of membership queries made is at most 2 + dlg ne = O( log n).
Observe that the depth of T is at most 2md since any of the 2md hyperplanes de ned by the s boxes in the target concept will appear at most once on any path from a root to the leaf. Thus the time to locate the region to split is O(md) and it immediately follows that the time complexity is O( log n). ) and thus this will be e cient only if d is constant. Also, using the technique of Section 6 we can re ne this algorithm to use only equivalence queries. We now use a di erent method of analysis to show that Alt-Learn-With-MQs uses time and queries polynomial in d and log n for m constant.
We begin by examining the number of regions created by this algorithm. Each region is represented by a single leaf in the hypothesis decision tree. Thus, we can nd the number of regions by nding the number of leaves in our hypothesis. We now derive a recurrence relation for the number of leaves in the nal decision tree. Let g 2 S m box d n be the target concept and T be the nal decision tree output by our algorithm. For each internal node T 
Recall that h 2md. In the following Lemma we show that (2md) m is an upper bound on the summation in Equation (2) . 
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We are now ready to prove the running time of our algorithm using this method of analysis.
For ease of exposition we assume m > 1 in the remainder of this paper.
Theorem 5 Given any target concept g 2 S m box d n , the algorithm Alt-Learn-WithMQs achieves exact identi cation of g making at most (2md) m equivalence queries, making O((2md) m log n) membership queries, and using O((2md) m+1 log n) time.
Proof: Observe that the number of counterexamples received by Alt-Learn-With-MQs is at most the number of internal nodes in our nal decision tree. Thus the number of equivalence queries made by Alt-Learn-With-MQs is at most the number of leaves in the nal decision tree.
Equation (2) 
Concluding Remarks
We have given an e cient algorithm that uses membership and equivalence queries to exactly identify any concept from We have also shown how to extend our basic algorithm to e ciently learn, from only equivalence queries, any discretized geometric concept generated from any number of halfspaces with any number of known (to the learner) slopes in a constant dimensional space. In particular, our algorithm exactly learns (from equivalence queries only) unions of discretized axis-parallel boxes in constant dimensional space in polynomial time. Further, this algorithm can be modi ed to handle a polynomial number of lies in the counterexamples provided by the environment.
Finally, we have introduced a new complexity measure, , that better captures the complexity of the union of m boxes than simply the number of boxes and the dimension. We presented an algorithm that uses time and queries polynomial in and log n. While we have provided an algorithm to e ciently learn geometric concepts de ned by hyperplanes that are not axis parallel, to achieve this goal it was necessary that the learner is given a priori knowledge as to the slopes of the hyperplanes. An interesting direction is to explore the learnability (even for xed dimensions) of geometric concepts de ned by hyperplanes whose exact slopes are not known to the learner.
Another interesting direction is to explore other complexity measures, besides , that better capture the complexity of the target polyhedron. In particular, we feel that the number of sides of the target polyhedron is a good measure of the complexity of this class. For example the target concept shown in Figure 1 
