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Abstract
In the abstract hyperbolic-like case, under a mild exact controllability assumption, the Riccati operator is known
to be an isomorphism [F. Flandoli, I. Lasiecka, R. Triggiani, Algebraic Riccati equations with non-smoothing
observation arising in hyperbolic and Euler–Bernoulli boundary control problems, Annali di Matematica Pura
e Applicata (iv)CLII (1988) 307–382 (Section 6)]. This property then plays a crucial role in establishing a Dual
Algebraic Riccati Theory. Here we strengthen this theory by providing additional results (which we had announced
in [V. Barbu, I. Lasiecka, R. Triggiani, Extended algebraic Riccati equations in the abstract hyperbolic case, Non-
linear Analysis 40 (2000) 105–129] and [R. Triggiani, The algebraic Riccati equation with unbounded control
operator: the abstract hyperbolic case revisited, AMS, Contemporary Mathematics 209 (1997) 315–338]): in
particular that PD(AF ) = D(A∗) and that PD(A) = D(A∗F ).
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1. Introduction
Dynamic model. In this note we return to the optimal control problem of [1]. Thus, the dynamics is
y˙ = Ay + Bu on [D(A∗)]′; y(0) = y0 ∈ Y, (1.1)
subject to the following standing assumptions to be maintained throughout:
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(I) A is the infinitesimal generator of a strongly continuous semigroup eAt on the Hilbert space Y ,
whose Y -adjoint is A∗.
(II) B : U → [D(A∗)]′, the dual space of D(A∗) with respect to the pivot space Y , is a linear
bounded operator, where U is another Hilbert space; equivalently, A−1 B ∈ L(U ; Y ), where without loss
of generality we may assume A−1 ∈ L(Y ).
(III) (Abstract trace regularity) The closable operator B∗eA∗t can be extended as a map:
B∗eA∗t : continuous Y → L2(0, T ; U) (1.2)
(an estimate first asserted on D(A∗) and then extended to all of Y ) for some, hence for all, finite
T : 0 < T < ∞. Here, B∗, the dual of B, satisfies B∗ ∈ L(D(A∗); U), after identifying [D(A∗)]′′
with D(A).
Optimal control problem. With the dynamics (1.1), we associate the following quadratic cost
functional over an infinite time horizon:
J (u, y) =
∫ ∞
0
[‖Ry(t)‖2Z + ‖u(t)‖2U ]dt (1.3)
(the operator R∗R in (1.3) plays the role of the operator R in [1]), where we assume:
(IV) R ∈ L(Y ; Z), and where y(t) = y(t; y0) is the solution of (1.1) due to u(t), and Z is another
Hilbert (output) space.
The corresponding optimal control problem OCP is
Minimize J (u, y) over all u ∈ L2(0,∞; U),
where y is the solution of (1.1) due to u, (1.4)
to be considered under the following control-theoretic assumption:
(V) Finite cost condition. For each initial condition y0 ∈ Y , there exists some u¯ ∈ L2(0,∞; U)
such that, if y¯ is the corresponding solution of (1.1) due to u¯, then Ry¯ ∈ L2(0,∞; Z) or (R∗R) 12 y¯ ∈
L2(0,∞; Y ), and so J (u¯, y¯) < ∞.
A rather complete and comprehensive treatment of the above OCP was given in [1], and this was
further augmented by [2,4], and [3].
Goal of this note. The goal of this note is to complement the treatment of [1, Section 6] with some
additional results—identified below in Theorem 2.1 and Theorem 2.2—that had already been explicitly
noted in both [2, Proposition 3.5, p. 116, particularly Eqs. (3.82) and (3.87)] and [3, Proposition 3.5.2,
particularly Eqs. (3.5.17) and (3.5.22)].
These results are relevant in strengthening the theory of the dual algebraic Riccati equations, an
extensive treatment of which is given in [1, Section 6], further augmented in [2,4], and [3]. The
underlying (weak) assumption is that the pair {A∗, R∗} be exactly controllable from the origin at time
t = T , in the space Y , within the class of L2(0, T ; Z)-controls. As a result, one then obtains that
P−1 ∈ L(Y ) so that P is an isomorphism on Y (Proposition 1.1 below). Theorem 2.1 below was obtained
over ten years ago while writing Chapter 11 of [5] (heavily based on [1]), which has subsequently
circulated privately among a restricted number of specialists. Its statement was given in [2, Proposition
3.5, p. 16], [3, Proposition 3.5.2, p. 324]. However, in both cases the proof was omitted because of space
limitations, and also in view of the reasons explained in Remark 2.1 below. Meanwhile, other projects
have taken a higher priority. At the request of some authors, and particularly under the stimulus of the
recent preprint [6, Remark 3.6], the time is now overdue to resurrect these results.
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From the treatment of the above references [1,2,4,3], we shall extract only those results that have a
direct bearing on the goal of this note. We shall maintain essentially the same notation as in [1], save
for R in [1], which becomes R∗R in this note. Let P = P∗ ∈ L(Y ) be the non-negative, self-adjoint
Riccati operator obtained in [1, Lemma 4.2, Eq. (4.7), p. 332], and let AF : Y ⊃ D(AF) → Y be the
infinitesimal generator of the semigroup eAFt on Y defining the optimal trajectory of problem (1.4) [1,
Corollary 4.3(c), p. 335 and Definition 4.1, p. 338].
Needed results from [1]. Under the above standing assumptions (I) through (V), the following results
hold true:
A∗P ∈ L(D(AF); Y ); A∗F P ∈ L(D(A); Y ) (1.5)
[1, Lemma 4.7, p. 340], more precisely, [1, Lemma 4.8, p. 342]
−A∗ Px = R∗Rx + P AF x ∈ Y, x ∈ D(AF); (1.6)
−A∗F Pz = R∗Rz + P Az ∈ Y, z ∈ D(A). (1.7)
After these preliminaries, our starting point is the following result [1, Lemma 6.1(b), p. 351] (with R
there replaced by R∗R in this note).
Proposition 1.1. Assume the above standing assumptions (I) through (V). Furthermore, let the dynamics
z˙ = A∗z + R∗µ, in short the pair {A∗, R∗}, be exactly controllable on Y from the origin over some finite
time interval [0, T ], within the class of L2(0, T ; Z)-controls µ. Then the operator P is an isomorphism
on Y (so that B ∈ L(U ; Y ) if and only if B∗P ∈ L(Y ; U)): P ∈ L(Y ), P−1 ∈ L(Y ).
2. Some consequences of the property P−1 ∈ L(Y )
We now consider some consequences of the basic property of Proposition 1.1 that P−1 ∈ L(Y ).
We shall group them in the next two results. To this end, following [1, p. 353], [2, Eqs. (3.64), (3.65),
p. 114], [3, Eqs. (3.5.1), (3.5.2), p. 322] (see also [4, p. 249]), we introduce the following subspaces of
Y defined by
D ≡ PD(AF) = {d ∈ Y : d = Pd¯, d¯ ∈ D(AF)}; (2.1)
S ≡ PD(A) = {s ∈ Y : s = Ps¯, s¯ ∈ D(A)}, (2.2)
under the above standing assumptions (I) through (V).
Theorem 2.1. Assume hypotheses (I) through (V) above, as well as the exact controllability of the pair
{A∗, R∗}, as in Proposition 1.1, so that P−1 ∈ L(Y ). Then:
(i)
D is dense in Y ; D ⊂ D(A∗) ⊂ D(B∗); (2.3)
S is dense in Y ; S ⊂ D(A∗F); (2.4)
(ii)
D(A∗F P) = D(A), (2.5a)
and, in fact,
−Az = P−1 R∗Rz + P−1 A∗F Pz ∈ Y, z ∈ D(A∗F P) = D(A); (2.5b)
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(iii) the operator P, viewed as an operator [D(A∗)]′ → [D(AF)]′ via (1.5) (left), is injective also on the
larger space [D(A∗)]′ :{
Px = 0
x ∈ [D(A∗)]′ ⇒ x = 0; or
{
P Az = 0
z ∈ Y ⇒ z = 0; (2.6)
(iv) reversing property (1.5) (right), we have
P−1 ∈ L(D(A∗F);D(A)); equivalently, AP−1 A∗−1F ∈ L(Y ), (2.7a)
or more precisely,
−AP−1 A∗−1F = P−1 R∗R P−1 A∗−1F + P−1 ∈ L(Y ) (2.7b)
[without loss of generality, we are taking A−1F ∈ L(Y ), for otherwise we use instead (λI − AF )−1 ∈L(Y ), λ > 0 sufficiently large];
(v) [improving upon (2.4), when P−1 ∈ L(Y )]
S ≡ PD(A) ≡ D(A∗F). (2.8)
Proof. (i) The subspacesD and S in (2.1) and (2.2) are dense in Y , since so areD(AF) andD(A), and P
is an isomorphism on Y by Proposition 1.1. The inclusions D ⊂ D(A∗) and S ⊂ D(A∗F) are immediate
consequences of the definitions (2.1) and (2.2), and of the properties in (1.5) [and thus do not require
that P−1 ∈ L(Y )].
(ii) We already know from (1.5) (right) that D(A∗F P) ⊃ D(A) [without using the property P−1 ∈L(Y )], as noted above. We now show the opposite inclusion:
D(A∗F P) ⊂ D(A), (2.9)
under the property P−1 ∈ L(Y ) currently available. Indeed, we return to identity (1.6) for x ∈ D(AF)
and obtain (here (, )Y denotes the inner product on Y )
−(A∗Px, z)Y = (R∗Rx, z)Y + (P AF x, z)Y , x ∈ D(AF), z ∈ Y. (2.10)
Throughout this note, we shall also use freely the notation (, )Y to denote the duality pairing with respect
to Y as a pivot space, which extends by continuity the Y -inner product.
We now let z ∈ D(A∗F P) and wish to establish that, then, z ∈ D(A); after which (2.9) is proved.
To this end, we set x = P−1x¯ ∈ D(AF), for x¯ ∈ D, the subspace in (2.1), and restrict (2.10) to
z ∈ D(A∗F P), to obtain from (2.10)
−(x¯, Az)Y = (x¯, P−1 R∗Rz)Y + (x¯, P−1 A∗F Pz)Y , x¯ ∈ D, z ∈ D(A∗F P), (2.11)
where
P−1 R∗Rz + P−1 A∗F Pz ∈ Y, z ∈ D(A∗F P). (2.12)
(We note that the LHS term (x¯ , Az)Y in (2.11) has to be intended, at this stage, as a duality pairing, which
is well defined, since the LHS term in (2.10)—from which it is derived—is well defined as a Y -inner
product term. Remarks of this type will not necessarily be repeated in the following.)
By (i), D is dense in Y . Thus, the right-hand side of (2.11) can, via (2.12), be extended by continuity
to all of x¯ ∈ Y , with z ∈ D(A∗F P), to obtain
−Az = P−1 R∗Rz + P−1 A∗F Pz ∈ Y, z ∈ D(A∗F P), (2.13)
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which is (2.5b) and says, in particular, that z ∈ D(A) as well, as desired. The inclusion (2.9) is then
proved.
(iii) Let z ∈ Y , and let
P Az = 0. (2.14)
Now, (2.10) yields, via duality pairing:
−P Az = R∗Rz + A∗F Pz ∈ [D(AF)]′, z ∈ Y. (2.15)
Use of (2.14) in (2.15) results in
A∗F Pz = −R∗Rz ∈ Y, (2.16)
so that z ∈ D(A∗F P) = D(A), where in asserting this equality between domains we have recalled (2.5a).
Then, Az ∈ Y . Returning then to (2.14) and using P−1 ∈ L(Y ), we conclude first that Az = 0, and next
that z = 0, as desired. (Recall from the last sentence in assumption (ii) that we are taking A−1 ∈ L(Y )
w.l.o.g.) Property (2.6) is proved.
(iv) From (2.15), using property (iii) = (2.6) just proved, we obtain
−Az = P−1 R∗Rz + P−1 A∗F Pz ∈ [D(A∗)]′, z ∈ Y. (2.17)
Setting z = P−1 A∗−1F x ∈ Y, x ∈ Y , in (2.17), yields
−AP−1 A∗−1F x = P−1 R∗R P−1 A∗−1F x + P−1x ∈ Y, x ∈ Y, (2.18)
or (2.7b), as desired.
(v) Recalling (2.4), we need to show the opposite inclusion D(A∗F) ⊂ S , now that P−1 ∈ L(Y )
is available. To this end, we use critically (2.7). In fact, let x ∈ D(A∗F). Then, by (2.7), we obtain
y = P−1x ∈ D(A), so that x = Py, y ∈ D(A), and then x ∈ S by its definition (2.2), as desired. 
Remark 2.1. At this stage one may readily show as in [1, p. 354] thatD is dense inD(A∗) in theD(A∗)-
topology: i.e., that (d, a)D(A∗) = 0, ∀d ∈ D and for a ∈ D(A∗) fixed, implies a = 0. This condition can
equivalently be rewritten via (2.1), (2.3), (1.5), as

(d, a)D(A∗) = (A∗d, A∗a)Y = (A∗P A−1F y, A∗a)Y
= (y, A∗−1F P A(A∗a))Y = 0,
for all y ∈ Y, and A∗a ∈ Y fixed, implies a = 0.
(2.19)
Indeed, let y in (2.19) run over all of Y , with V ≡ A∗P A−1F ∈ L(Y ) by (1.5), and hence with V ∗ ∈ L(Y )
extending A∗−1F P A. Then we have first Y  A∗−1F P A(A∗a) = 0; and hence A∗a = 0, using critically
Theorem 2.1(iii) = (2.6) with z = A∗a ∈ Y . Thus, a = 0, as desired. A similar strategy was used in [4,
Proposition 3.1, Eq. (3.5), p. 249] to show that S is dense in D(A∗F) in the D(A∗F)-topology, a weaker
conclusion than (2.8). However, denseness of D in D(A∗) and denseness of S in D(A∗F) were sufficient
properties for the purposes of [1, Section 6] and [4]. 
Thus, D is dense in D(A∗) in the D(A∗)-topology. In fact, even more is true; see (2.23) below, which
is the counterpart of (2.8) for S .
Theorem 2.2. Assume hypotheses (I) through (V), as well as the exact controllability of the pair
{A∗, R∗}, as in Proposition 1.1, so that P−1 ∈ L(Y ). Then
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(i)
D(A∗P) = D(AF), (2.20a)
and, in fact,
−AF x = P−1 R∗Rx + P−1 A∗Px ∈ Y, x ∈ D(A∗P) = D(AF); (2.20b)
(ii) the operator P, viewed as an operator [D(A∗F )]′ → [D(A)]′, via (1.6) (right), is injective also in
the larger space [D(A∗F)]′ :{
Pz = 0
z ∈ [D(A∗F )]′ ⇒ z = 0; or
{
P AF x = 0
x ∈ Y ⇒ x = 0; (2.21)
(iii) reversing property (1.6) (left), we have
P−1 ∈ L(D(A∗);D(AF)); equivalently, AF P−1 A∗−1 ∈ L(Y ), (2.22a)
or more precisely,
AF P−1 A∗−1 = P−1 R∗R P−1 A∗−1 + P−1 ∈ L(Y ); (2.22b)
(iv) [improving upon (2.3)]
D ≡ PD(AF) ≡ D(A∗). (2.23)
Proof. (i) We already know from (1.5) (left) that D(A∗P) ⊃ D(AF) [without using the property
P−1 ∈ L(Y ), in fact]. We now show the opposite inclusion:
D(A∗P) ⊂ D(AF) (2.24)
under the property P−1 ∈ L(Y ), currently available. Indeed, we return to identity (1.7) with x ∈ Y, z ∈
D(A), and obtain using duality pairing on the LHS
−(AF x, Pz)Y = (R∗Rx, z)Y + (A∗Px, z)Y , x ∈ Y, z ∈ D(A). (2.25)
We now let x ∈ D(A∗P) and wish to establish that, then, x ∈ D(AF); after which, (2.24) is proved. To
this end, we set z = P−1z¯ ∈ D(A), for z¯ ∈ S , the subspace in (2.2), and restrict (2.25) to x ∈ D(A∗P),
to obtain
−(AF x, z¯)Y = (P−1 R∗Rx, z¯)Y + (P−1 A∗Px, z¯)Y , x ∈ D(A∗P), z¯ ∈ S, (2.26)
where, at this stage, the LHS term in (2.26) is well defined as a duality pairing, and where
P−1 R∗Rx + P−1 A∗Px ∈ Y, x ∈ D(A∗P). (2.27)
By (i) of Theorem 2.1, the subspace S is dense in Y . Thus, the right-hand side of (2.26) can be extended
by continuity to all z¯ ∈ Y , with x ∈ D(A∗P), to obtain
−AF x = P−1 R∗Rx + P−1 A∗Px ∈ Y, x ∈ D(A∗P), (2.28)
which is (2.20b) and says, in particular, that x ∈ D(AF) as well, as desired. The inclusion (2.24) is then
proved.
(ii) Let x ∈ Y , and let
P AF x = 0. (2.29)
R. Triggiani / Applied Mathematics Letters 18 (2005) 1001–1008 1007
Then, (2.25) yields via duality pairing
−P AF x = R∗Rx + A∗Px ∈ [D(A)]′, x ∈ Y. (2.30)
Use of (2.29) in (2.30) results in
A∗Px = −R∗Rx ∈ Y, x ∈ Y, (2.31)
so that x ∈ D(A∗P) = D(AF ), where in asserting this equality between domains, we have recalled
(2.20a). Then, AF x ∈ Y . Returning to (2.29) and using P−1 ∈ L(Y ) from Proposition 1.1, we conclude
first that AF x = 0, and next that x = 0, as desired [see the statement below (2.7b) that we are taking
A−1F ∈ L(Y )]. Property (2.21) is proved.
(iii) From (2.30), using property (ii) = (2.21) just proved, we obtain
−AF x = P−1 R∗Rx + P−1 A∗Px ∈ [D(A∗F )]′, x ∈ Y. (2.32)
Setting x = P−1 A∗−1 y ∈ Y, y ∈ Y , in (2.32) yields
−AF P−1 A∗−1 y = P−1 R∗R P−1 A∗−1y + P−1 y ∈ Y, y ∈ Y, (2.33)
or (2.22b), as desired.
(iv) RecallingD ⊂ D(A∗) from (2.3) (valid without the property P−1 ∈ L(Y )), we now need to show
the opposite inclusion D(A∗) ⊂ D under the property P−1 ∈ L(Y ) currently available. To this end, we
use critically (2.22). In fact, let x ∈ D(A∗). Then, by (2.22), we obtain y = P−1x ∈ D(AF), so that
x = Py, y ∈ D(AF), and then x ∈ D by its definition in (2.1), as desired. 
Remark 2.2. Under the hypotheses of Proposition 1.1, in particular, the exact controllability of
{A∗, R∗}, we have not only that
P is an isomorphism Y onto Y (2.34)
as in Proposition 1.1, but also
P is an isomorphism: D(A) onto D(A∗F) (2.35)
as in combining (1.5) (right) with (2.7a), as well as
P is an isomorphism: D(AF) onto D(A∗), (2.36)
as in combining (1.5) (left) with (2.22a). 
With P−1 ∈ L(Y ) ∩ L(D(A∗F);D(A)) ∩ L(D(A∗);D(AF)) available from Proposition 1.1 through
Theorem 2.2, one next shows that P−1 itself is a solution of a dual algebraic Riccati equation, first on
D(A∗), next on D(A∗F). This is done in [1, Section 7] when A is a group generator.
Remark 2.3. In the example in [3, Section 5], the operator B∗L is ambiguous, while the operator L is
continuous, where L is the input-solution operator of (1.1). 
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