Uncertainty and investment dynamics  in the Australian mining industry by Ma, Yiqun
University of Wollongong 
Research Online 
University of Wollongong Thesis Collection 
1954-2016 University of Wollongong Thesis Collections 
2016 
Uncertainty and investment dynamics in the Australian mining industry 
Yiqun Ma 
University of Wollongong 
Follow this and additional works at: https://ro.uow.edu.au/theses 
University of Wollongong 
Copyright Warning 
You may print or download ONE copy of this document for the purpose of your own research or study. The University 
does not authorise you to copy, communicate or otherwise make available electronically to any other person any 
copyright material contained on this site. 
You are reminded of the following: This work is copyright. Apart from any use permitted under the Copyright Act 
1968, no part of this work may be reproduced by any process, nor may any other exclusive right be exercised, 
without the permission of the author. Copyright owners are entitled to take legal action against persons who infringe 
their copyright. A reproduction of material that is protected by copyright may be a copyright infringement. A court 
may impose penalties and award damages in relation to offences and infringements relating to copyright material. 
Higher penalties may apply, and higher damages may be awarded, for offences and infringements involving the 
conversion of material into digital or electronic form. 
Unless otherwise indicated, the views expressed in this thesis are those of the author and do not necessarily 
represent the views of the University of Wollongong. 
Recommended Citation 
Ma, Yiqun, Uncertainty and investment dynamics in the Australian mining industry, Doctor of Philosophy 
thesis, School of Accounting, Economics and Finance, University of Wollongong, 2016. 
https://ro.uow.edu.au/theses/4817 
Research Online is the open access institutional repository for the University of Wollongong. For further information 
contact the UOW Library: research-pubs@uow.edu.au 
Uncertainty and Investment Dynamics
in the Australian Mining Industry
Yiqun Ma
Supervisor:
Associate Prof. Charles Harvie
Co-supervisor:
Dr. Kankesu Jayanthakumaran
This thesis is presented as part of the requirements for the conferral of the degree:
Ph.D. in Economics
The University of Wollongong
School of Accounting, Economics and Finance
October 2016
Declaration
I, Yiqun Ma, declare that this thesis submitted in partial fulfilment of the require-
ments for the conferral of the degree Ph.D. in Economics, from the University of
Wollongong, is wholly my own work unless otherwise referenced or acknowledged.





The relationship between uncertainty and investment in the Australian mining in-
dustry remains unclear, especially after the global financial crisis. Similarly, research
on the extent to which Australian private investment is affected by uncertainty and
other macroeconomic, microeconomic and industry wide factors are sparse.
The goal of this thesis is to examine the impact of uncertainty, user cost of cap-
ital, demand shocks, and firm features on Australian private investment at different
levels. To achieve this goal, this thesis applies empirical models such as the Gen-
eralised Autoregressive Conditional Heterogeneity (GARCH) model, the Ordinary
Least Squares (OLS) method, and the Generalised Method of Moments (GMM).
This study also examines how Australian investment responds over time to macroe-
conomic, industry-level and firm-level uncertainty.
Using the method of Bloom et al. (2007), this study reaches some novel conclu-
sions on Australian private investment behaviour. At the macroeconomic level, the
significantly positive effect of demand uncertainty on macroeconomic investment is
only observed in the long term, while the negative effect of uncertainty in terms of
trade is significant and persistent in both the short and long terms. In addition, the
relationship between Chinese GDP growth uncertainty and macroeconomic invest-
ment, while expected to be negative, in fact is positive in the long-run estimation.
By contrast, the relationship between nonlinear demand shocks and macro invest-
ment is negative. The long-term and positive effects of changes in company income
tax and terms of trade are also captured. At the industry level, the test shows that
uncertainty in demand, uncertainty in exchange rate expenses, and uncertainty in
Chinese GDP growth have no significant effects on investment. Across all differ-
ent industries, the significant effects on investment at the macroeconomic level are
reduced. At the firm level, demand uncertainty is not the only factor to have a nega-
tive impact on investment in the mining industry. Moreover, when considered along
with the features of mining firms, the effect of demand uncertainty on the short-run
investment response to demand shocks is positive. The effect of changes in exchange
rate costs is also positive, while the effect of firm size and the long-run effect of de-
mand uncertainty is negative. In addition, firm investment is driven by small firms
with large market capitalisation and Chinese ownership. Some results are consistent
with the highlights in the reviewed literature. Interpretation of these results helps
in understanding Australian private-investment behaviour in the mining industry,
and the industrial sector in general.
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In economics, research on investment has received considerable and long-lasting
attention. Economic theories, at the macro level, have declared that investment is
one of the main sources of economic growth. At the micro level, investment (capital
input) is also considered to be a crucial factor for productivity.
To explore how economic growth is driven by investment, it is worth drawing
attention to theories of economic growth. The principal elaboration on the source
of economic growth is the Solow model, which is also the departure point for many
growth theories. As noted by Romer (1996), the Solow model is built on four vari-
ables: output (Y ), capital (K), population (L), and technological progress (A). The
fundamental conclusion of the Solow model is that in a steady state the economic
growth in different variables (Y,K) is determined by the constant rates of techno-
logical progress (g) and population (n). As argued by Romer (1996), in the long
run the growth in population and technology helps economic growth converge to a
steady state, while in the short term an increase in investment may cause higher-
than-normal economic growth. This has motivated economists to rethink the role
of investment in economic growth.
In the short term, the Solow model may not provide a convincing explanation
for the recently observed Australian economic growth, especially the boom that until
1.1. INTRODUCTION 2
recently dominated the mining sector. In practice, the Australian economy is closely
linked with private investment (fixed capital formation). As shown in Figure 1.1,
Australian private investment increased sharply from nearly AU$38 Billion in 2003
to around AU$90 Billion in 2012. This was accompanied by an increase in the share
of investment in nominal GDP from 18% in 2003 to 24% in 2012. These years are in
line with the period of the mining boom. Australian private investment rose sharply
between 2000 and 2012 compared to its levels in 1980–2000 1. Notably, the period
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Private Investment Share
Figure 1.1: Real Australian Private Investment (adjusted by the GDP deflator
in 2005) and Share of Nominal Investment in Nominal GDP, 1980–2012
Source: Graphed using data from ABS (2012) and author’s calculation.
The main driving force of the Australian economy since the 2000s has been
the mining industry. The Australian mining industry produces a range of bulk
commodities, such as coal, iron ore, bauxite, copper, and gold, in large quantities.
Since 2000, its contribution to Australian economic growth has risen rapidly. In
addition, the close relationship between the mining industry and the Australian
economy is evident from four aspects: exports, revenue, employment and investment.
Figure 1.2 depicts the prominent role of the mining industry in the Australian
1This is a rough comparison of growth in investment between 2000–2012 and 1980–2000. All
detailed descriptions are discussed in Chapter 2. In addition, for the purpose of consistency with
other graphs for background discussion, the ending year is 2012 unless otherwise stated.
1.1. INTRODUCTION 3
economy. After 2010, both export volumes and export values in the mining industry
stood at above 50% of total exports. After 2005, mining added more than 9% of
gross value to the whole economy. After the trough in 2000, the employment rate
in the mining industry recorded a high of 2.2% of total employment in 2012. Since
2000, the share of mining investment in GDP has grown rapidly, at an annual average
rate of 3%. More fundamentally, the value of private mining investment accounted
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Investment
Figure 1.2: Contribution of Mining Industry to the Australian Economy, 1980
to 2012 (measured by nominal price in 2012)
Source: Graphed using data from ABS (2012) and author’s calculation.
During this period, the growth of the Australian mining industry was also driven
by strong demand from China, and led to a steep incline in Australian mining invest-
1.1. INTRODUCTION 4
ment. Figure 1.3 shows the trend for the share of Australian mining investment in
total mining revenues, which corresponds to the movement of the share of mining in-
vestment in Australian GDP (Figure 1.2). Along with this magnitude of investment,
prices and volumes of bulk commodities exported to China rose rapidly. Despite the
overwhelming increase in mining investment beginning in 2000, there were two no-
table declines during 1997–2000 and 2009–2010. These periods correspond to the
Asian economic crisis and the global financial crisis. The variation in mining in-
vestment is also in line with the volatility of downstream demand. Consequently,









1985 1990 1995 2000 2005 2010 2015
Figure 1.3: Share of Australian Mining Investment in Total Mining Revenues,
1987–2012 (measured by nominal price in 2012)
Source: Graphed using data from ABS (2012) and author’s calculation.
Although they are operating withing the context of a historical high in total
mining investment, many Australian mining companies may be cautious about in-
vesting substantial amounts after the global financial crisis. For example, due to
unexpected demand volatility in the commodity market, appreciation in exchange
rates, and increased tax pressures, Australia’s largest mining producer, BHP Billi-
ton, announced that its US$20 billion copper and uranium project at Olympic Dam
would cease on August 22, 2012 (Duffy, 2012). Furthermore, the large sunk cost
1.2. RESEARCH QUESTIONS 5
may have compounded entrepreneurs’ concerns about investing under conditions of
demand uncertainty.
To analyse the relationship between investment, uncertainty and irreversibility
2, Dixit and Pindyck (1994) claim that high demand uncertainty may delay the
timing of irreversible investment. However, using both firm-level and plant-level
data, Bloom et al. (2007) argue that under high uncertainty demand shocks have a
convex impact on firms’ investment. There seems to be less consensus on the effect
of uncertainty and irreversibility on investment, especially in the Australian mining
industry.
The goal of this thesis is to explore the nature of investment in the Australian
mining industry, and to empirically test the relationship between uncertainty, irre-
versibility and investment 3 in Australian mining companies over the business cycle.
1.2 Research Questions
This thesis systematically examines the impact of uncertainty and irreversibility
on private investment by testing Australian mining data at the firm, industry and
macroeconomic levels. To achieve this objective, the following questions are exam-
ined:
1. What are the determinants of Australian investment behaviour at the macroe-
conomic, industry and firm levels?
2. What is the relationship between uncertainty, irreversibility and investment in
Australia at each level?
3. Does the mining industry have a significant impact on the Australian economy?
2An irreversible investment is one that has a large sunk cost. The cost of this investment cannot
be recovered once it is installed.
3As early as Knight (1921), uncertainty has been defined as a key risk to investment. This
study accepts the broad concept, that is, volatility over the macro indices, such as GDP growth,
interest rates, and taxes, which are addressed in the subsequent analysis. As specified by Bloom
(2014), uncertainty can be provoked by both endogenous factors, such as slow economic recovery,
and exogenous factors, such as financial panic, wars, and surges in resource prices. Variables of
uncertainty, irreversibility and investment are also defined in Chapter 4.
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1.3 Contributions
These research questions are the starting points for a comprehensive study of Aus-
tralian private investment behaviour at various levels. Based on time series data
and panel data, the data description delineates the volatile behaviour of different
investment variables. The Generalised Autoregressive Conditional Heteroskedastic-
ity (GARCH) method is adopted to derive uncertainty measures. In terms of these
uncertainty measures, and other relevant data, investment estimations at various
levels are empirically conducted using the error-correction model (ECM). The ordi-
nary least squares (OLS) method, the fixed-effects (FE) method, and the generalised
method of moments (GMM) are used to test the robustness of results.
The main empirical results show that at the macroeconomic level, demand un-
certainty has a long-run positive effect on investment, while the long-lasting effects
of uncertainty in terms of trade is negative. The effect of Chinese GDP growth
uncertainty on macroeconomic investment was expected to be negative, but in fact
the long-run estimation shows it to be positive. Similarly, the presumed concave
relationship between demand shocks and investment is revealed as convex. The ef-
fects of changes in income tax and terms of trade on macroeconomic investment in
two tests are significant and positive. At the industry level, linear demand shocks
and uncertainty in company income tax are found to have a positive effect. At the
firm level, investment has a positive response to demand shocks, due to the effect of
Chinese ownership. The firm-level estimation shows a positive relationship between
changes in exchange rate costs, market capitalisation, Chinese ownership and in-
vestment. Demand uncertainty positively affects the short-run investment response
to demand shocks. However, the results show a negative relationship between firm
size, long-run effect of demand uncertainty and investment.
The primary contribution of this study is that it is the first to extend the scope
of the analysis of Australian private investment at the macroeconomic level to dis-
aggregated estimates at the industry and firm levels. The empirical models are
tailored to the observable features of Australian private investment behaviour at
1.3. CONTRIBUTIONS 7
various levels. The results of these models have numerous implications for adjusting
investment under different economic circumstances, and understanding relationships
between key economic factors and investment. The findings of this study are novel
for understanding the Australian mining industry.
The investment estimations at the macro, industry and firm levels accommodate
detailed analyses at both the aggregated and disaggregated levels. To this extent,
the estimation of investment behaviour can be compared and discussed. More im-
portantly, the analyses at both the aggregated and disaggregated levels are useful
for implementing relevant policies at the macroeconomic, industry and firm levels.
The examined period for investment behaviour at different levels covers 1990–
2012. The 1990–2012 period corresponds to structural changes in the Australian
economy and the mining industry, the sharp rise in Chinese demand, and other
major economic events. Apart from that, the comparison of investment behaviour
over the 1960–2012 and 1990–2012 periods helps in understanding short-term and
long-run investment determinants.
The selection of consistent explanatory variables reduces the heterogeneity of
investment analyses at different levels, and increases the accuracy of the analyses.
Intuitively, this study provides a comprehensive picture of Australian investment
behaviour. Furthermore, the interacted uncertainty is used at industry and firm
levels to examine the effect of uncertainty on investment at the disaggregated level.
This study is organised sequentially as follows. Chapter 2 discusses the back-
ground of the Australian economy and the mining industry. Chapter 3 briefly re-
views related theoretical and empirical literature. Chapter 4 discusses some useful
approaches to establishing the appropriate empirical models. Chapter 5 estimates
investment behaviour at the macroeconomic level. Chapter 6 estimates investment
behaviour at the industry level. Chapter 7 estimates the investment behaviour at
the firm level. Chapter 8 concludes.
Chapter 2
Australian Economy and its
Mining Industry
2.1 Introduction
This chapter introduces the underlying nature of Australian mining investment,
which provides a context for the empirical modelling in subsequent chapters. The
discussion ranges from the relationship between the sources of Australian economic
growth to the role of the Australian mining industry. Firstly, an overview of the
Australian economy identifies some of its dominant drivers. These include structural
changes in the Australian economy, the relationship between these changes and
rising Chinese demand, and monetary and fiscal policies to secure economic stability.
Secondly, this chapter describes some impacts of the Australian mining boom on
the economy as a whole. This deepens the understanding of the significance of the
mining industry to the Australian economy.
This chapter is organised as follows. Section 2.2 explores structural changes in
the Australian economy. Section 2.3 discusses the role of investment in Australian
macroeconomic growth. Section 2.4 deconstructs the discussion of the relationship
between the mining industry and the Australian economy into GDP, employment
and trade.
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2.2 Australian Macroeconomic Changes
This section briefly presents some historical changes in the Australian macroecon-
omy. These changes are related to factors, such as GDP, the labour force, invest-
ment performance and international trade. These changes have constituted some
main components of the growth of the Australian economy. More significantly, an
analysis of changes in the Australian macroeconomy may also assist in explaining
the development of the Australian mining industry.
2.2.1 GDP Growth and GDP Components
Figure 2.1 depicts the growth in Australian GDP from 1960 to 2012. From the 1960s
through the 1980s, the Australian GDP grew overall, albeit with large swings, and
then tended to be steady in the 1990s and early 2000s. The difference between two
periods may primarily be due to the adoption of a floating exchange rate in 1983,
the implementation of inflation targeting in 1993, and strong economic growth in
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Figure 2.1: Real Australian Economic Growth, 1960–2012
Source: Graphed using data from ABS (2012).
More specifically, the period between 1960 and 1970 recorded the first long
period of Australian GDP growth. During this period, the growth rate continuously
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increased from 2.91% in 1966 to 7.25% in 1967. In addition, the growth rate was
above 5% for the period, with the exception of 1966.
The 1970s saw comparatively slow growth, with an average growth rate of 3.3%,
followed by volatility in the 1980s. During the period 1982–1984, the rate declined
to –0.39% in 1982, and then rose to 6.58% in 1984, and again in 1986 and 1987.
The Australian economy in the years 1990–2009 was marked by long-lasting and
stable growth. Except for the recession in 1991, the growth rate over these 20 years
was positive, and ranged between 2 and 5%. Therefore, Australia was not severely
affected by the crises in 1997 and 2008.
The reasons for differences in Australian GDP growth between the 1960s–1980s
and 1990s–2000s are threefold. Firstly, the floating exchange rate was introduced
in 1983 with the aim of stabilising the domestic economy against foreign shocks:
when overseas economies were overheated, the Australian dollar could now rise to
ease the pressures of inflation; by the same token, it could fall to cushion the effects
of negative shocks in times of when overseas economies were overheated. Similarly,
when the Australian dollar was falling, it cushioned the effects of negative shocks in
times of global economic downturns (Kearns and Lowe, 2011).
Secondly, the introduction of inflation targeting in 1993 guaranteed strong con-
fidence among investors on the future development of the economy. To prevent any
distortion in price levels, the Reserve Bank of Australia began to maintain the in-
flation rate at a sufficiently low level of 2–3% on average. This policy diminished
market uncertainty and corrected the expectations of businesses and households
(Kearns and Lowe, 2011), thus protecting investment against internal shocks.
Thirdly, rising Chinese demand for Australian resources has contributed to the
mining boom and unprecedented mining exports since the 2000s. In particular,
industrialisation and urbanisation in China, as well as Australia’s proximity to Asian
markets, has led to the substantial export of coal, oil and gas, and iron ore. These
mining exports also helped Australia maintain a strong economy during the economic
crises in 1997 and 2008.
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The solid growth of the Australian economy seems to be overwhelmingly driven
by strong private consumption. As shown in Figure 2.1, private consumption ac-
counted for nearly 50% of GDP for over 50 years. In turn, stable economic growth
has led to moderate rises in employment and wages, resulting in robust rises in
domestic-assets prices. These rises, coupled with the stable economic conditions,
have made households willing to spend and to apply for loans for housing and the
stock market.
Net exports and fixed investment took different paths. Net exports were around
10% of GDP until the end of 1990. From 1991 to 1997, the volume of net exports
grew rapidly to 22% of GDP, while in the 2000s it remained steady at around 21%.
On the other hand, fixed investment stayed at about 16% between 1960 and 2000,
and rose from 18% in 2001 to 27% in 2011. The increase in investment was in
line with the timing of the mining boom. Subsequent sections explain this in more
detail. Notably, over 50 years, there was no large variation in Australian government
consumption.
In summary, there has been solid economic growth in Australia, especially be-
tween 1990 and 2000. This growth may be attributable to the series of changes
in monetary policies (the floating exchange rate in 1983, and inflation targeting in
1993), and surging demand from the Chinese economy. To further interpret this
economic growth, the changes in the Australian macroeconomy are discussed below.
2.2.2 Changes in the Australian Macroeconomy
This section discusses the background to changes in the Australian macroeconomy.
Table 2.1 shows the evolution of economic indicators in Australia (for example,
investment, employment and balance of trade) and their influence on Australian
economic growth.
The pace and size of GDP per capita growth has not been consistent with GDP
growth (Table 2.1). Although GDP growth was steady at roughly 3% between 1970
and the early 2000s, GDP per capita fluctuated between a low of 1.48% in the 1970s
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to a high of 2.39% in the 1990s, and grew less overall than GDP. One reason may
have been the increasing population, resulting in a large inflow of labour and decline
in unemployment.
The accumulation of capital was another notable factor. The changes in the
proportions of fixed and private investment show a similar pattern. They began at
30% and 22%, respectively, in the 1960s and decreased to 27% and 20%, respectively,
in the 1970s and 1980s. A drop in both types of investment in the 1990s was followed
by a sharp increase in the 2000s. Private investment made up the majority of capital
inputs.
Table 2.1: Breakdown of the Australian Macroeconomy (decade averages,
percent)
1960s 1970s 1980s 1990s 2000s
Real GDP growth 4.97 3.31 3.46 3.28 3.15
Real GDP per capita growth 2.69 1.48 2.07 2.36 1.96
Employment growth 2.91 1.66 2.38 1.29 2.26
Unemployment rate 1.87 3.92 7.6 8.81 5.48
CPI inflation 2.52 9.79 8.4 2.51 3.17
Fixed investment (% of GDP) 30.63 27.91 27.35 24.45 26.41
Private investment (% of GDP) 22.28 20.10 20.04 19.11 21.77
Public investment (% of GDP) 8.42 7.73 7.33 5.31 4.68
Domestic saving (% of GDP) 30.72 28.69 25.83 23.98 25.25
Export growth rate 8.72 16.43 11.14 6.39 9.41
Current account (% of GDP) -1.83 -1.14 -4.08 -3.97 -4.68
FDI (% of GDP) 1.71 1.04 0.69 0.96 1.41
External debt (% of GDP) N.A. 6.18 19.88 37.70 46.94
Trade Weighted Index (May 1970=100) N.A. 99.17 72.10 55.90 59.79
Notes: Data for external debt from 1960s to 1970s is missing.
Domestic saving is defined as total investment (fixed and variable) plus current account
Source: ABS (2012), RBA (2012) and author’s calculation
In contrast to the changes in the two types of investment, the unemployment rate
and the inflation rate seemed to behave differently. According to the Phillips Curve 4,
4The Phillips Curve is a historical inverse relationship between rates of unemployment and
relevant rates of inflation in an economy. In a simple AD-AS model, a decreased unemployment
rate (in other words, an increase in employment) in an economy will correlate with higher rates of
inflation (Romer, 1996).
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a rise in CPI is accompanied by a fall in the unemployment rate. However, there was
no obviously positive or negative relationship between CPI and the unemployment
rate (Table 2.1). The unemployment rate rose between the 1960s and the 1990s, and
peaked at 8.81% in the 1990s, while CPI recorded a high of 9.79% in the 1970s and
dropped to 2.51% in the 1990s. After the 1990s, the low CPI growth was maintained
at 2–3%, while the unemployment rate rapidly decreased from 8.81% in the 1990s
to 5.48% in the 2000s. Nevertheless, the growth in employment did not keep pace
with the fall in the unemployment rate. Since 2000 the mining boom has resulted
in a greater rise in capital inputs than labour inputs. Inflation targeting established
a low-inflation environment that appealed to investors.
The gap between investment and domestic saving from the 1980s to the 2000s
was primarily financed by current account deficits through external debt. Given
that the gap between investment and domestic saving was around 1% for the pe-
riod, the growth of FDI was also steady at 1%. At the same time, external debt
rose dramatically from 19.88% to 46.94%. Despite the sharp growth in exports, the
current account turned out to be in deficit over the whole period. Simultaneously,
external debt increased accompanied by growth in exports and private investment.
This was due to increasing demand from the Asian investors (Japan and China) for
Australian mining resources. Therefore, the increase in private investment, espe-
cially mining investment, was driving the increase in the external debt. In addition,
the period of the mining boom witnessed an appreciation in the Australian dollar,
which was evident from the increase in the Trade Weighted Index (TWI) 5 from
55.90 in the 1990s to 59.79 in the 2000s.
In all, the changes in the Australian economy in the 1990s–2000s were charac-
terised by sharp growth in private investment, an increasing rate of exports, a large
volume of external debt, and an appreciation of the Australian dollar. These changes
may be closely related to the resource-intensive growth of the Chinese economy.
5The Trade Weighted Index is an alternative form of the effective exchange rate index, which
is weighted by the trade index. An increase in the TWI means a rise in the purchasing power of
that currency.
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2.2.3 Relation with Chinese Economic Growth
Chinese GDP growth has averaged 10% per year since 2003. Figure 2.2 presents
historical Chinese GDP growth. After the introduction of economic reform, Chinese
GDP growth ranged from 15.2% in 1984 to 3.8% in 1990. After the economic shock
in 1997, Chinese GDP growth accelerated. From 2003 to 2007, this rate surged from
10% to 14.2% without any fluctuations. After the adjustment of the global financial
crisis in 2008, Chinese GDP growth still remained at roughly 10%.
The high growth in Chinese GDP after 2003 was accompanied by high demand
for natural resources. As shown in Figure 2.2, there was a steep increase in the
Chinese share of world steel production after 2003. During this period, the large
quantity of steel production was driven by Chinese industrialisation and urbanisa-
tion. This implies that Chinese GDP growth relied heavily on a large amount of
resource consumption, such as iron ore, coal, and copper.
Figure 2.3 6 compares the evolution of economies with different steel intensi-
ties. The United States and Japan went through a phase of industrialisation and
urbanisation during the nineteenth and twentieth centuries. Notably, when real
GDP per capita increased to US$15,000–US$20,000, it produced as much as 40–50
tonnes per million US GDP. For the period 1980–2010, although real GDP per capita
was US$10,000, Chinese steel production rose to around 50 tonnes per million US
GDP. This suggests that there was a rising Chinese demand for resource imports to
promote rapid economic growth.
The large resource intensity of the Chinese economy has boosted mining invest-
ment in Australia since 2005. Due to its proximity to China and its considerable
reserves of resource products, Australia has gained tremendous profits from the
mining economy. As shown in Figure 2.2, Australian private mining investment rose
from 1% of GDP in 2005 to 4% in 2011. However, private investment did not rise
by as much in 2003, when there was strong resource demand in China. This slow
reaction may arise from both external and internal uncertainty; for example, the
6For a detailed analysis of steel production intensity and economic development (Figure 2.3),
see Holloway et al. (2010).
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Figure 2.2: Relationship between Chinese Economic Growth and Australian
Private Mining Investment and Exports (1960–2012)
Source: Graphed using data from ABS (2012) and author’s calculation.
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low commodity prices after the burst of the US Internet bubble in 2000 and mining
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Figure 2.3: Steel Production Intensity and Economic Development
Notes: 2010 prices converted at 2005 PPP exchange rates; five-year moving averages. US iron
production intensity prior to 1897. Japan steel production is by JFY prior to 1980.
Sources: The Conference Board’s Total Economy Database (January 2011); IMF; The Japan Iron
and Steel Federation; Johnston and Williamson (2011); Maddison (2010); US Bureau of Mines;
US Geological Survey; World Steel Association.
The high demand for resources in China has also induced a substantial increase
in Australian exports since 2003. As illustrated in Figure 2.2, Australian mining
exports experienced two long periods of growth: from 10% in 1960 to 40% in 1980,
originating from strong economic growth in Japan; and a doubling of mining exports
to nearly 70%, after 2003, due mainly to strong Australian exports to China (30%).
Strikingly, the increase in Australian exports since 2003 has been characterised by
the increase in commodity prices rather than increased volumes. It was evident that
during the period 1960–1980 the Australian terms of trade stayed steady at around
60, while in the period 2003–2011 it rose, surprisingly, to 110.
In short, the rapid growth in the Chinese economy has encouraged continuous
growth in Australian mining exports and investment, which has resulted in the sound
growth of the Australian economy. This growth is also attributable to changes in
the exchange rate regime and effective monetary and fiscal policies.
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2.2.4 Exchange Rate and Monetary Policy
Changes in the Australian exchange rate regime and monetary and fiscal policy
are designed to achieve internal balance, including economic growth, low rates of
inflation, low unemployment rates, and controlled foreign debt. Traditionally, the
floating exchange rate that has been in place since 1983 has counteracted the ex-
ternal shocks initiated by other countries, and has worked as an auto-stabiliser for
the domestic economy. Similarly, the Reserve Bank of Australia (RBA) in 1993
implemented inflation targeting to dampen the impacts of internal shocks.
The floating exchange rate and inflation targeting strengthened the resilience of
the Australian economy. The Australian inflation rate was moving up in the 1970s;
this was associated with the fixed exchange rate, due to the impact of strong resource
demand from Japan. After 1983, two external shocks challenged the stability of the
economic environment in Australia; the mining boom beginning in 2003 and the
global financial crisis in 2008. During these periods, the historically high exchange
rate weathered the pressure of rising domestic product prices, while the flexible low
exchange rate helped to reduce the deterioration of foreign demand.
Along with the flexibility of the exchange rate, the inflation targeting provided
a promising environment for Australian economic growth. As shown in Figure 2.4,
the inflation rate after 1983 seldom floated outside the band of 2–3%. From 2003 to
2007, the inflation rate remained steady within the target region, accompanied by
the consistently increasing cash rate (5–7%) (Weber, 2012). Conversely, due to the
impact of the global financial crisis, the RBA swiftly cut the cash rate to roughly
3% to curb the slump in inflation in 2009.
Owing to fluctuation in the exchange rate and the intervention of inflation tar-
geting, the inflation rate and the unemployment rate were steady between 2000 and
2010.
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Figure 2.4: Inflation and Cash Rate (1983–2012)
Source: Graphed using data from ABS (2012)
2.2.5 Tax and Fiscal Policy
Tax revenue is one of the important components of Australian government budget
and fiscal policy. Over the business cycle, variation in Australian tax revenue coin-
cides with fluctuation of the Australian macroeconomy. In turn, taxes, along with
discretionary fiscal policy, affect economic activity. Over the last 40 years, sound
fiscal policy has been devoted to attaining internal balance, associated with a low
level of external debt.
Over 50 years, the swing of the government budget for the period 1990–2010 was
larger than that for 1960–1990. In particular, the average budget surplus for 2000–
2010 replaced the deficit for 1990–2000. This switch in the budget was primarily
driven by the mining boom, with a large inflow of mining tax revenues. After the
global financial crisis, the deficit budget was deployed by the government to stimulate
the economy. In the period from 2003 to 2010, a radical change in Australian tax
revenues reshaped and challenged the macroeconomy.
For the Australian federal government, the main source of tax revenue is com-
pany income tax 7, while for state governments, it is mining royalties 8. Figure
7Company income tax is the largest ad valorem tax on taxable profits, which is imposed by the
federal government at the time of a transaction.
8Royalties is the license tax to allow an owner to obtain the ongoing use of an asset, which is
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Figure 2.5: Government Underlying Cash Balance (1960–2012) (measured by
the percent of nominal GDP)
Source: Graphed using data from ABS (2012).
2.6 portrays the share of company income tax and royalties in nominal GDP from
1969 to 2012. From 1970 to 2002, company income tax exhibited a high degree of
homogeneity with royalties, with the share of company income tax in the nominal
GDP fluctuating within the region of 0–4%, and the share of royalties accounting for
0–0.5%. For the period of 2003–2008, the two taxes rose sharply to 6% and 0.9%,
respectively. After 2008, the homogeneity between the two taxes ended: company
income tax dropped to 4% in 2010, while royalties continued to increase to 0.9%
(Guj, 2012).
This significant change in Australian tax revenue from 2003 to 2010 was at-
tributed to the mining boom and the global financial crisis. The mining boom
boosted the profits of mining companies, and consequently the revenue from com-
pany income tax and royalties. Similarly, due to the global financial crisis, declines
in commodity prices shrank revenues from company income tax. However, royalties
were levied on the usage of mining assets, which were less sensitive to the impact of
commodity prices. Royalties continued to behave differently from company income
tax after 2008.
charged by the state government for an economic activity, such as production or transactions.
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Figure 2.6: Company Income Tax and Royalties (1969–2012) (measured by
the percent of nominal GDP)
Source: Graphed using data from ABS (2012).
2.2.6 Foreign Direct Investment and External Debt
The discretionary fiscal policy has led to a narrowed deficit in the Australian current
account for several decades. As shown in Figure 2.7, the notable decrease in the
current account after 2003 was associated with the fall in foreign direct investment
(FDI). Conversely, there was a steep increase in external debt. From the perspective
of saving-investment, these changes have reflected correspondingly larger volumes
of national investment than national saving. After 2003, the excessive demand for
bulk commodities required vast capital inputs in mining production capacity. To
meet the funding needs, the mining industry relied on FDI and external debt. Large
mining companies had sufficient internal funding from their operations, along with
access to external debt. For small companies, the lack of cash flow resulted in their
preference for FDI.
The performance of FDI was more volatile than that of the current account
balance and external debt. In particular, the current account balance was in long-
term deficit except for a minor surplus in 1973–1974. After 1990, this balance
oscillated within a small band from –2% to –6%. After 2008, the deficits in the
current account balances narrowed, indicating that national saving recovered more
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Figure 2.7: Current Account Balance, Foreign Direct Investment and Net
Foreign Debt (1960–2012) (measured by the percent of nominal GDP)
Source: Graphed using data from ABS (2012).
quickly than national investment. On the other side, the strong upswing in external
debt provided a considerable impetus for the growth of the Australian economy and
the mining boom. The share of external debt in nominal GDP surged from 8% in
1976 to more than 50% in 2008. The remarkable increase in external debt may have
been supported by the huge profitability of the large mining companies during the
mining boom. In contrast, a more frequent oscillation was observed in FDI after
2000. Specifically, apart from the small proportion of FDI in the nominal GDP,
fluctuated from 6%, to –3%, and then to 4% in the period 2004–2006 (Arsov et al.,
2013).
In short, strong growth in the Chinese economy was an impulse for structural
changes in Australian exports, monetary policy, fiscal policy, and foreign investment.
2.3 Macroeconomic Growth and the Role of Min-
ing Investment
The focus of this section is on the linkage between mining investment and Australian
macroeconomic growth. In particular, attention is drawn to the behaviour of mining
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investment and the Australian economy over 30 years.
Investment is an abundant source for Australian capital to fund resource projects,
infrastructure and activities. It has been estimated that in Australia total private
investment rose from AU$7 billion in 1980 to around AU$90 billion in 2012. This
dramatic increase reached 24% of GDP in Australia. Correspondingly, Australia’s
private investment is simultaneously shared by different sectors. As shown in Fig-
ure 2.8, over 30 years, real mining investment went through a steep increase, while
the increases in manufacturing, transportation and communication were steady. In
2012, mining investment amounted to AU$100 billion, followed by transportation
and communication investment to AU$26 billion, and manufacturing investment to
AU$21 billion.
Figure 2.8 shows a number of significant characteristics of different mining in-
vestments. Firstly, in the long term, real private investment and industry investment
trended upward from 1990 to 2012, while in the short run, real private investment
experienced some declines, which seem to be associated with economic downturns.
Secondly, investment in the mining industry has outperformed that of other indus-
tries, confirming the mining boom in Australia since 2005.
In short, during the period 2000–2012, Australian economic growth has been
aligned with the behaviour of mining investment. At an industry level, from the
period of the mining boom onwards, growth patterns of investment have diverged
across different Australian industries.
2.4 Mining Industry and the Australian Economy
This section explores the importance of the mining industry in the Australian econ-
omy. The Australian mining boom in the 2000s coincided with a number of inter-
related structural and cyclical changes. Such changes have been driven to a large
extent by the boom in production, exports and revenue in the mining industry.
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Figure 2.8: Real Australian Private Investment by Industry, 1980 to 2012
(adjusted by the GDP deflator in 2005)
Source: Graphed using data from ABS (2012) and author’s calculation.
2.4.1 Mining Production
Abundant mining resources characterise the Australian economy as a resource-
related economy, which is favoured by the rise in the demand of mining products. A
massive quantity of exploration and extraction is observed in coal, iron ore, bauxite,
copper and gold products (Convey, 2012). A brief record of the outputs of these
products is shown in Table 2.2. From 1990 to 2011, the reserves in mining products
resulted in a large share of global outputs. However, this pattern was different for
reserves of oil and gas. Meanwhile, the share of global production of copper and gold
remained stable, while the shares of coal and bauxite fell and those of iron ore and
gas rose. The changes in mining production over 20 years may mirror the shift in
downstream demand from coal and bauxite products to iron ore and gas products.
Owing to urbanisation and industrialisation in China, the demand for Australian
mining products has grown rapidly since 2003. The Australian mining boom has also
led to a dramatic increase in bulk commodity prices and Australian terms of trade.
Compared to the two price indices in Figure 2.9, Australian mining investment in-
dicates two notable features. Firstly, from 1980 to 2000, both the bulk commodity
price and the terms of trade seemed to move downward while Australian mining
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Table 2.2: Australia’s Mining Reserves and Production
Share of global
reserves in 2011 (%)
Share of global production (%)
1990 2011
Coal 9.66 21.91 5.41
Iron Ore 7.28 11.29 16.6
Bauxite 15.79 36.64 27.02
Copper 9.15 3.65 5.95
Gold 26.36 11.19 10.19
Oil 5.66 0.42 0.61
Gas 2 0.1 1.7
Source: USGS (2012), EIA (2012).
investment stayed steady. There seemed to be no notable decline in mining invest-
ment when negative demand shocks occurred. Secondly, from 2010 to 2012, there
was a distinct divergence between the two price indices and mining investment. The
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Figure 2.9: Comparison of Real Australian Mining Investment, Real Bulk
Commodity Price, and Real Terms of Trade, 1980–2012
Note: Adjusted by CPI (2005=100) WorldBank (2012). Source: Graphed using data from ABS
(2012), RBA (2012).
2.4.2 Mining Exports
Australia remained important in global exports of mining products from 2000 to
2010. Table 2.3 shows relevant statistics for Australian mining products. In Table
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2.3, increases were observed in export volumes of coal, iron ore, and gas between
2000 and 2010. In contrast, in the same period, bauxite, copper and gold exports
fell sharply. Notably, due to the gradual depletion of Australia’s oil reserves, the
annual growth rates in both export volumes and values of oil slowed between 2000
and 2010 by –0.32% and –0.59%, respectively. This reduction was offset by the
increasing annual rate in the export volumes of gas (Connolly and Orsmond, 2011).
These changes reflect the strong preference of downstream demand for iron ore and
gas.
Table 2.3: Australia’s Mining Exports
Average growth rates (%)a Share of global
Volumes Values export volumes(%)
2000 2000 2000 2010
–2010 –2010
Coal 5.62 –28.95 28.49 26.62
Iron Ore 13.17 0.38 31.53 38.29
Bauxite –3.09 –10.34 10.79 9.96
Copper –4.06 12.37 25.61 34.76
Gold –20.57 –20.87 17.25 17.45
Oil –0.32 –0.59 0.99 0.82
Gas 14.98 –18.63 1.90 2.49
a These are annual average growth rates for the period 2000–2010.
Source: USGS (2012), ABS (2012)
The vast growth in mining exports has driven Australian terms of trade to his-
torically high levels. As reflected by the changes in the Australian macroeconomy,
in 2010 Australian terms of trade rose to a record high of 110. The positive re-
lationship between the boom in the mining exports and the high terms of trade
resulted from the smooth macroeconomic adjustment in the exchange rate regime
(Bishop et al., 2013). The adoption of the floating exchange rate improved the flex-
ibility and resilience of the Australian exchange rate against foreign shocks. Aside
from the adjustment in the foreign exchange regime, inflation targeting led to stable
changes in interest rates and well-anchored inflation expectations. This contributed
to relatively low financing costs in the mining industry (Lawson and Rees, 2008).
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2.4.3 Mining Revenue
A continuous increase was identified in Australian mining revenues over 30 years.
In 2010, mining revenue made up 9.5% of total Australian GDP. Table 2.4 provides
the evolution of mining revenue from 1991 to 2012. At the aggregated level, mining
revenue doubled to AU$35,364 million in the period 2001–2002, compared to 1991–
1992. In 2011–2012, mining revenue rose to AU$132,955 million. However, at the
disaggregated level, in 2001–2002 the increase in mining revenue was primarily driven
by the extraction of oil and gas. Similarly, in 2011–2012, despite slight changes in
the revenues of other mining products, the source of the rise in mining revenues
shifted to iron ore transactions. The strong increase in iron ore revenue was aligned
with the boost in iron ore prices after 2000.
Table 2.4: Australia’s Mining Revenue and Investment, percentage share and
real value, 1991–2012
Share of Revenue (%) Share of Investment (%)
1991 2001 2011 1991 2001 2011
–1992 –2002 –2012 –1992 –2002 –2012
Coal 25.61 21.35 19.30 15.27 20.07 11.51
Oil and Gas 39.17 42.76 21.05 47.66 41.58 48.97
Iron Ore 12.26 11.41 40.24 8.71 3.83 22.75
Copper 2.21 2.93 2.82 2.83 1.98 0.85
Gold 10.55 4.85 4.95 13.54 13.37 4.37
Bauxite 2.68 3.65 1.36 0.80 2.71 1.93
Other Ores 7.52 6.43 5.07 11.20 9.17 3.20
Mining Ser-
vices
NA 6.61 5.21 NA 7.30 6.42
Mining Revenue (AU$M) Mining Investment (AU$M)
Real value of
total mining
19183 35364.4 132955 3294.9 6188.3 77953
Note: Statistics for bauxite in 1991–1992 are missing. Source: ABS (2012)
Due to the boom in mining revenue and capital intensity, mining investment
has witnessed a significant increase since the 1990s. As mentioned above, strong
mining investment provided sufficient funding for the expansion of mines, project
development, and the purchase of mining equipment. In 2012, mining revenue was
AU$132,955million. Nearly 60% of mining investment (AU$77,953 million) was de-
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Table 2.5: Australia’s Mining Employment, 1991–2012
Numbers employed
1991–1992 2001–2002 2011–2012
Coal 27450 17256 16651
Oil and Gas 5049 6714 6155
Iron Ore 8390 4527 9776
Copper 2349 3867 2534
Gold 7595 8095 6155
Bauxite 2065 6474 3261
Other Ores 8747 5921 7962
Mining Services NA 13822 18098
Total mining 61644 66677 70592
Note: The figures for employment are full time equivalent employees. Statistics for
bauxite in 1991–1992 are missing. Source: ABS (2012)
rived from mining revenue. In Table 2.4, over two-thirds of mining investment
(AU$51,970 million) was pooled in coal, oil and gas, and iron ore mining over three
decades. Thus, the dominant price increases in those products caused substantial
returns for mining investment and the Australian economy. Accordingly, when ex-
posed to negative demand shocks, prices for mining products suffered large falls.
The decrease in mining product prices gave rise to severe volatility of mining invest-
ment and the entire resource-related economy. This suggests that demand shocks
affect mining investment to a greater extent.
Contrary to the striking changes in investment, the changes in mining employ-
ment were relatively slight from 1991 to 2012. As shown in Table 2.5, the majority
of employed labour was centred in coal mining, iron ore mining and related min-
ing services, associated with the evident decline in coal mining employment from
27,450 in 1991–1992 to 17,256 in 2001–2002. As a whole, the comparatively small
changes in mining employment are attributable to capital intensity, rather than
labour intensity, in the mining industry over the long term. Most mining products
are undifferentiated in the international market. Thus, Australian mining producers
are broadly recognised as price takers, and are sensitive to cost control (Convey,
2012). Simultaneously, with the use of advanced technology, the need for highly
skilled workers in mining exploration and extraction also hinders increases in other
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occupations (Connolly and Orsmond, 2011).
2.4.4 Income Effect
The mining boom has generated higher exports and revenues, which in turn have led
to higher incomes for investment at the aggregated level. Meanwhile, the surge in
mining exports and revenues have also resulted in growth in tax revenues and royal-
ties, such as the Minerals Resource Rent Tax and the expanded Petroleum Resource
Rent Tax (Convey, 2012). The rise in tax revenues and royalties to the government
from the mid-2000s coincided with the boom in mining investment (Connolly and
Orsmond, 2011).
At the disaggregated level, since the mining boom, higher mining incomes have
contributed to large firms’ cash flow as retained earnings for investment (Lawson
and Rees, 2008). However, because many Australian firms have majority foreign
ownership, not all earnings are retained in Australia (Bishop et al., 2013). Moreover,
investment in mining projects is characterised by a long-term construction phase.
In this respect, the magnitude of the income effect in the mining industry over the
long run depends on long-run demand shocks and demand expectations (Ye, 2008).
2.4.5 Transfer Effect
Notably, due to the dominance of the transfer effect, not all Australian industries
have benefited from the mining boom.9 The reallocation of labour and capital
are not equivalent for all industries. Most resources have been restricted within
the mining industry. The part of the tradable sector most directly exposed to the
mining boom has experienced a reduction in competitiveness (Bishop et al., 2013).
In addition, all industries have been exposed to domestic cost pressures, fueled by
high prices for mining products (Baumeister et al., 2010). For example, although
9This is also known as the Dutch Disease: the relationship between the development of natural
resources industry and a decline in other industries, such as the manufacturing industry. The
mechanism is that an increase in natural resource revenues will strengthen the nation’s currency,
and result in expensive exports of other products and less competitive power in other industries
(Bruno and Sachs, 1982).
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the manufacturing industry is supported by the higher incomes associated with the
mining boom, this benefit is impeded by the appreciation of the exchange rate.
Overall, due to the existence of the Dutch disease, the net effect of the mining boom
may be moderate.
2.4.6 Uncertainty
Although the macro wide factors and the nature of the mining industry may well
explain past Australian investment behaviour, they have insufficient precision to
predict future behaviour. As documented by Blundell and Stoker (2005), using
aggregate variables to forecast future changes is difficult because there is too much
uncertainty in influencing underlying processes and policies. In this sense, it is
crucial to consider various types of uncertainty from the aggregated level to the
disaggregated level.
To be precise, after the global financial crisis, Australian mining firms raised
concerns about the uncertain economic environment. As the annual report of Sims
Metal Management (2012, p.5) suggests:
Our operations and performance depend significantly on global economic
conditions. The global financial markets have experienced increased
volatility due to uncertainty surrounding the level and sustainability of
the sovereign debt of various countries. Despite aggressive measures
taken by certain governments and central banks, economic recovery has
been slow. A significant risk remains that these measures may not pre-
vent the global economy from falling back into an even deeper and longer
lasting recession.
As noted by Sims Metal Management (2012, p.5), at the aggregated level, Chi-
nese demand has been increasingly important since China has become the largest
consumer of world commodities. Any future actions and policies affecting expecta-
tions of Chinese growth rates and foreign exchange rates can substantially affect a
firm’s business.
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Simultaneously, Sims Metal Management’s (2012, p.5) exposure to uncertainties
in interest rates, company income tax, exchange rates, and cash flow will lead to
lower, yet consistent and steady, revenues.
To summarise, Chinese demand for commodities has inspired structural changes
in the Australian macroeconomy and the boom in the mining industry. To a large ex-
tent, changes in exports, exchange rates, taxation, production, revenue, and invest-
ment have been observed at the aggregated and disaggregated levels. Concurrently,
the implementation of the floating exchange rate and inflation targeting has laid a
solid foundation that has cushioned Australia against foreign shocks. Notably, the
mining boom has had varied impacts on different industries. These impacts depend




This chapter reviews a variety of investment theories and empirical models to bet-
ter understand the detailed classification and optimal magnitude of capital stocks
and investment from two aspects. Firstly, investment is categorised as either macro
investment or firm investment. Allocation of resources to existing capital (in pro-
duction and research) or future capital influences optimal investment. Secondly,
the optimal magnitude of investment arises from an intertemporal equilibrium be-
tween current consumption (investment) and future consumption (saving). Classical
economists argue that the interest rate is a key variable in maintaining this equilib-
rium. However, Keynesian economists contend that expectation of future demand
plays a more important role in adjusting investment.
In particular, Classical and Keynesian investment theories at both macro and
firm levels, such as the accelerator theory, the neoclassical theory, the cash flow
theory, and Tobin’s q theory, are examined. The uncertainty theory is introduced,
providing an effective tool to shed light on the nature of investment. The uncertainty
theory and the empirical model in Bloom et al. (2007) provide a framework for the
empirical estimation in subsequent chapters.
The literature review is organised by both theoretical and empirical sections.
Section 3.2 discusses some theoretical models of investment theories. Section 3.3
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investigates the empirical evidence on investment behaviour.
3.2 Theoretical Models of Investment
Investment theories and models attempt to explain some main determinants of the
dynamics of investment and to indicate the extent to which investment is affected.
At the firm level, changes in investment are related to changes in firm values, and
thus in investment demand.
Two main theories broadly attempt to explain investment behaviour: the Clas-
sical investment theory and the Keynesian investment theory (Table 3.1). These
theories and their respective explanations of the dynamics of investment in practice
are discussed in several papers (Abel and Eberly, 1999; Caballero, 1991; Dixit and
Pindyck, 1994).
3.2.1 Classical Investment Theory
The basics of investment theory were established by classical economists. As noted,
the first investment theory was asserted by Adam Smith (1863) who stated that
profit from investment was accompanied by risk and was affected by long-term
interest rates. On a broader scale, changes in interest rates drive variations in
saving or investment, which result in changes in gross wealth. In this respect, the
macroeconomic equilibrium primarily depends on interest rates.
In the Classical investment theory, net investment is driven by adjustments in
capital stock. The balance between investment and capital stock is deliberately
sustained by interest rates through market mechanisms. Thus, the gross investment
function is constructed as shown in Equation 3.1 (Whittaker, 2011).
I∗ − I = a(K∗ −K) = f(V, 1/i) (3.1)
where I∗ is the desired investment, I is the actual investment adjusted to reach the
optimal capital stock, K∗ is the desired capital stock, K is the existing capital stock,
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and a is the adjustment parameter. The net investment is closely related to profit
V and interest rate i. This model suggests that if adjustment is instantaneous, K
will adjust to K∗ through the adjustment in I.
The classical investment theory argues that investment demand and capital sup-
ply can be balanced by adjusting the interest rate. Furthermore, savings, rather than
the incentive of project value, are the source of investment in the market. The clas-
sical investment theory is the starting point for the analysis of investment decisions
at the micro foundation. However, this theory may not satisfactorily explain the
aggregate performances of investment over the business cycle.
3.2.2 Keynes’s Investment Theory
The Great Depression in the 1930s challenged the classical investment theory, as sav-
ings and capital stocks were rapidly depleted even when interest rates were extremely
low. Under these circumstances, Keynes (1937) believed that entrepreneurial expec-
tations are one of the key determinants of investment. He argued that in an eco-
nomic downturn, the government should implement appropriate monetary and fiscal
policies to influence investors’ expectations of future demand. When positive expec-
tations are formed, the marginal efficiency of capital is equal to the interest rate.
This equilibrium also results in an optimal level of capital stock and investment.
As advocated by Keynes, not only the interest rate, but also the supply of
money, or other financing instruments is required to affect expectations of aggregate
demand. These important variables in investment are represented in Equation 3.2
(Keynes, 1937).
I∗ − I = a(K∗ −K) = f(D(u), 1/i) (3.2)
where I∗ is the desired investment, K∗ is the desired capital stock, K is the exist-
ing capital stock, I is the actual investment adjusted to reach the optimal capital
stock, and a is the adjustment parameter. The net investment is closely related to
aggregate demand D and interest rate i, u is the effective demand expectation. This
model suggests that if adjustment is instantaneous, K will adjust to K∗ through the
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adjustment in I.
This result indicates that interest rates inversely affect desired investment, hold-
ing other prices and output constant. Moreover, the expectation of demand appears
to be an effective tool to motivate investment in the macroeconomy. In this sense,
even for an individual firm, the net investment is explicitly determined by both
demand expectations and the interest rate.
In the spirit of Keynes’s investment theory, Clark (1917) and Koyck (1954) ar-
ticulated the accelerator theory, arguing that with constant returns to scale, desired
investment is proportional to expected demand output. To that extent, desired in-
vestment demand is closely linked with the change in expected demand output rather
than the level of that output. The desired investment function of the accelerator
theory is expressed in Equation 3.3 (Clark, 1917).
I∗ − I = a(K∗ −K) = α∆Y (3.3)
where I∗ is the desired investment, K∗ is the desired capital stock, K is the exist-
ing capital stock, I is the actual investment adjusted to reach the optimal capital
stock, α is a constant, ∆Y is the change in expected demand output, and a is the
adjustment parameter. This model suggests that if adjustment is instantaneous, K
will adjust to K∗ through the adjustment in I.
In this model, maintaining high demand for investment requires a rise in demand
output. In this sense, Keynes’s investment theory emphasises the role of expected
demand, rather than interest rates, in explaining variations in investment in the
long run. However, this theory may not satisfactorily explain how low profits from
additional future capital and high demand expectations together hinder a firm’s
investment.
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3.2.3 Neoclassical Jorgenson Theory
Contrary to Keynes’s theory, the neoclassical economists focus on the self-adjustment
process, such as the user cost of capital, which is related to levels of interest rates and
investment. Neoclassical investment theory was introduced by von Böhm-Bawerk
(1890); Wicksell (1907); Fisher (1930), and later Jorgenson (1963) extended the neo-
classical theory and asserted that optimal capital stock and investment levels may
be encouraged by profit maximisation and user cost. The user cost refers to both
fixed and flexible costs, including the cost of capital inputs, the cost of labour ser-
vices and the cost of production. Therefore, the desired capital stock is a function
of output, capital finance (both external and internal funding), and cost associated
with capital depreciation, capital accumulation, and tax.
Jorgenson (1963) assumed that the capital market was perfect, and that in-
vestment decisions were made based on a fully observable demand. Thus, under the
assumption of no cost adjustment or depreciation, a firm’s investment would depend
on the difference between the marginal productivity of capital and the cost of capital
(interest rate). From the perspective of productive inputs, firm investment would
also be related to the difference between the marginal productivity of labour and
the cost of labour (wages). When the marginal productivity of capital and labour
are greater than their respective costs, investment could be undertaken. With the
availability of demand information, a firm could maximise the current value of the








+ δK)]e−ρt dt (3.4)
where w is the wage rate, pk is the price of capital inputs, p is the sale price, and
Q is the output, given that the firm is a price taker under perfect competition.
Through the Euler conditions, the marginal productivity of capital inputs (Qk) and
the marginal productivity of labour inputs (QL) are specified (with the discount rate
3.2. THEORETICAL MODELS OF INVESTMENT 37










where c is the cost of capital. These are the static expressions of the marginal
productivity of capital inputs and labour inputs. The right-hand side of the above
expressions are constant, implying that the user costs (capital inputs and labour
inputs) are important to achieving the desired capital stock and investment. Jor-
genson examined the effect of user cost on firms’ investment decisions using the
production function. However, these results are instantaneously derived under as-
sumptions of perfect competition, no taxes or transaction costs, and the availability
of full information. In addition, the impacts of these related factors on investment
are only tested in the current period. Therefore, desired results may be different
from actual results.
3.2.4 Neoclassical Theory of Market Imperfection
The Jorgenson model assumes that firms face perfect competition, and that capital
is unrestricted. In practice, firms with asymmetric information may compete in an
imperfect market. Undesirable market conditions may cause financial constraints for
firms. Meyer and Kuh (1966) justified the importance of internal financing in the
inflow of investment, asserting that a wedge between the internal and external cost
of capital could be considered as a financial constraint. An increase in the wedge
may result in a relative increase in financial constraints. Internal financing tends
to be an important source of investment that guards against exposure to imperfect
capital markets and irrational expectations. This internal finance can be measured
by the firm’s cash flow.
As the source of internal finance, cash flow has a crucial role in firms’ investment,
given that interest rates and capital markets are exogenously determined. The nexus
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between the cash flow and investment is presented in Equation 3.6.
I∗ − I = b(K∗ −K) = f(CF, v(1/i)) (3.6)
where I∗ is the desired investment, K∗ is the desired capital stock, K is the existing
capital stock, I is the actual investment adjusted to reach the optimal capital stock,
CF is the cash flow, i is the interest rate, and b is the adjustment parameter. This
model suggests that if adjustment is instantaneous, K will adjust to K∗ through the
adjustment in I.
The theory of market imperfection provides only limited explanation for firms’
investment behaviour, particularly in instances where market behaviour is inconsis-
tent with macroeconomic performance. The issue of whether the effect of internal
financing can alleviate the disruption of investment caused by external elements (ex-
ternal financial constraints, irrational expectations, and lack of demand information)
is not clear.
3.2.5 Tobin’s q Theory
Tobin (1969) contended that the Tobin’s q ratio – the ratio of the market value of a
firm to its replacement cost – is the centre of investment behaviour, and can be used
to predict the profitability of a firm’s investment. Based on this, Carrington and
Tran (2012) proposed a simplified investment model, assuming that in a frictionless
market investment opportunity depends solely on the q ratio.
Tobin’s q is used in many empirical studies because it relates expected invest-
ment profits with the observable market value of a firm’s asset (Smith, 2008). As in-
dicated by Carrington and Tran (2012), Tobin’s q is measured as the current market
value of aggregate total private firm equity and liabilities divided by the replacement
cost of the net capital stock of private businesses. The simplified investment model
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of Tobin’s q is shown in Equation 3.7 (Carrington and Tran, 2012).
It
Kt
= α0 + α1qt + α2q∗t + V art + εt (3.7)
where It is investment, Kt is the capital stock, qt is Tobin’s q or average q, the
ratio between market value of capital and its replacement cost (it is expected that
α1 > 0), q∗t is a measure of the fundamental value of a firm, V art is uncertainty and
εt is the error term. This equation suggests that Tobin’q ratio has a positive impact
on firm investment.
Tobin’s q is measured as the current market value of aggregated total private
firm equity and liabilities divided by the replacement cost of the net capital stock
of private businesses (Carrington and Tran, 2012). Alternatively, the calculation of
Tobin’s q ratio for a firm’s investment can be examined through the information in
the financial market (Smith, 2008). This exclusive application expands the horizon
of empirical investment tests .
There are several criticisms of Tobin’s q model. Firstly, although more variables
have been incorporated into the model, the empirical evidence is still insufficient,
compared with other empirical models. Bo (1999, p.3) claims that Tobin’s q model
does not carry all the information relevant to investment decisions. Secondly, the use
of the stock price may generate noise that cannot be easily removed (Bloom et al.,
2007). Thirdly, the model may not take into account the effect of the opportunity
to invest, which may relate to the values and costs of future profits (Bo, 1999).
Fourthly, it is not clear whether the uncertainty in different factors in Tobin’s q
model has an effect on the level of investment (Yoon and Ratti, 2011).
3.2.6 Investment Uncertainty Theory
The concerns about Tobin’s q model suggest that it is worth examining the effect
of uncertainty on investment. The uncertainty theory may provide an insight into
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investment behaviour. Uncertainty-investment 10 theories are put forward to ex-
pand on and improve the explanation of investment behaviour suggested by the
Neoclassical and Keynesian theories.
The fundamental perspective of the uncertainty theory is the dynamic process of
investment under uncertainty. It is assumed that a firm has a forward-looking atti-
tude towards the future value of its investment. Under high uncertainty, a firm may
delay investment decisions, while low uncertainty may trigger investment decisions.
Dixit and Pindyck (1994) added real options to the uncertainty theory to char-
acterise the optimal investment rule. In this model, the opportunity to invest is
taken as an option asset in the financial market. Once committed, the investment
in a project cannot be recovered. The firm has the option to invest in this period or
wait for more information in subsequent periods, which depends on the threshold
value of q (Carrington and Tran, 2012).
Neoclassical theories are more concerned about interest rates and user cost of
capital (Fisher, 1930; Jorgenson, 1963). In contrast, Keynesian theories focus on
demand expectation (Keynes, 1937; Koyck, 1954). These models assume that there
are no market constraints, and that the market for investment decisions is totally
certain. Although theoretical results from these models are appealing, empirical
results are not. The real option theory developed by Bernanke (1983); Dixit and
Pindyck (1994) has shown that high levels of uncertainty can increase investment
costs and delay irreversible investment decisions. Given some boundary conditions,
Dixit and Pindyck (1994) showed that investment decisions depend on a threshold
value under uncertainty, which is a gap between the cost and the value of the invest-
ment. The brief expression of the threshold value of investment under uncertainty
is shown in Equation 3.8 (Dixit and Pindyck, 1994, p.141) 11.
V ∗ = β
β − 1I (3.8)
10The uncertainty theory consists of fundamental and classical uncertainty theory. Classical un-
certainty assumes that firms are uncertain about the values of variables, but know their probability
distribution. Thus, only the fundamental uncertainty theory can be applied in empirical tests.
11A more detailed discussion of real option theory can be found in Dixit and Pindyck (1994)
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where when the threshold value V ∗ > 1, and the investment return is greater




[(ρ− δ)/σ2 − 12 ]2 + 2ρ/σ2, ρ is the risk–free interest rate, δ is a parameter, and σ
2
is the variance of share returns representing uncertainty.
As shown, the optimal investment rule uncovers the wedge between the critical
value V ∗ and I under the impact of uncertainty. The trigger of optimal investment
suggests that the investment decision is sensitive to the uncertainty of the project
value. Simultaneously, the irreversible variable may aggravate the caution with
which investment decisions are undertaken. Without sufficient information, a firm
is more likely to delay the investment decision.
In summary, a number of theoretical papers have set up a broad framework on
how investment at the macroeconomic and firm levels evolve. Among them, the roles
of uncertainty and irreversibility may not only raise the hurdle for level of invest-
ment, but also affect hedging costs with different demand shocks. The relationship
between investment, uncertainty and irreversibility needs to be empirically tested
and corroborated.
3.3 Empirical Evidence on Investment
Estimating the investment relationship empirically helps in identifying the optimal
scope and magnitude of investment at the macroeconomic and firm levels. Invest-
ment is affected by various key factors, including the user cost of capital, the adjust-
ment cost of capital, irreversibility and uncertainty. Uncertainty theory has gained
importance in explaining investment behaviour in empirical studies.
According to the theoretical analysis of Dixit and Pindyck (1994), an increase in
uncertainty deters firms’ decisions on investment, and thereby reduces desired capital
stocks. Along with the constraint of irreversible capital, firms may be unwilling to
undertake a large amount of investment in the long run.
The reviewed literature on uncertainty theory is summarised in Table 3.2.
The following section discusses three main issues of investment at the macroe-
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conomic and firm levels.
1. What are the main sources of uncertainty and irreversibility for investment?
2. Is there a significant relationship between uncertainty, irreversibility and in-
vestment?
3. What are the proxies of uncertainty in empirical studies?
3.3.1 Uncertainty and Macro Investment
In empirical studies, economists first attempted to explain the performance of in-
vestment according to the Neoclassical model and Keynes’s model. To empirically
test the effectiveness of the Keynesian theory, Hein and Ochsen (2003) estimated
the coefficients of the investment function for France, Germany, the UK and the
USA to determine whether in those regimes interest rate variations had positive
impacts on investment and profit rates from the 1960s to the mid-1990s. Following
the approach of Lavoie (1993), Hein and Ochsen (2003) considered the effects of
distribution and costs of production together with a monetary interest rate in the
investment function. Then, the rate of capital accumulation was assumed as the
ratio of net investment to proportion of capital stock, depending on the expected
profit rate and the interest rate. The investment function with the effect of interest
rate is shown in Equation 3.9 Hein and Ochsen (2003, p.17):
gt+1 = α + βyt + τht + θit + εt (3.9)
where gt+1 is the capital accumulation measured by the growth rate of the real gross
capital stock in the private sector, yt is the growth rate of GDP, ht is the profit
share, it is the real long-term interest rate, and εt is the error term.
Hein and Ochsen (2003) show that in periods of accumulation the real effects
of interest rates vary between countries. Over the whole period, interest rate vari-
ations had an inverse impact on output, investment and profit rate in France and
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Germany whereas the impact in the UK and the USA was positive due to rentiers’
lower propensity to save and a lower responsiveness of investment. This varying
relationship between real interest rates and investment is worth further studying.
Similarly, Bischoff, Bosworth and Hall (1971), and Clark et al. (1979) sys-
tematically compared a variety of Neoclassical models and Keynes’s model on the
determinants of business investment. As elaborated, the Neoclassical model per-
forms better than Keynes’s model in simulating investment. This aligns with the
finding in the theoretical analysis that the desired capital stock depends not only on
expected output but also on the ratio of output price to the implicit rental price of
capital goods. In this sense, the firm’s investment model for the Neoclassical model
is expressed as shown in Equation 3.10 (Bischoff et al., 1971, p.17):






b2,i(p/c)t−i−1Qt−i−1 + bn+1Kt−1 + µt (3.10)
where I is investment, p is output price, Q is output, K is net capital stock, and c
is the adjustment cost. Their analysis, incorporates the mean reverting process for
capital stock in the long term; thus the Neoclassical model is robust and consistent
with the observation and theory of a firm’s real operation.
However, the empirical analysis explained by the Neoclassical model is at odds
with the fact that a firm’s decision on investment is generally delayed by an uncertain
environment, especially after economic downturns. To comprehensively account for
investment behaviour, the uncertainty theory has been proposed.
At the macroeconomic level, demand uncertainty is widely measured and has
been shown to significantly affect aggregate investment. Moreover, Price (1995)
claims that aggregate uncertainty has a large effect on investment at the firm level.
Any small changes in the uncertainty of aggregate output may amplify or reduce
the marginal productivity of capital and, in the long run, expected investment.
The Generalised Autoregressive Conditional Heteroskedasticity model offers an
appealing measure of dynamic uncertainty when there is evidence of volatility clus-
tering over time. For example, Price (1995) used the GARCH-M model to estimate
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the conditional variance of GDP as uncertainty on manufacturing investment in
the UK. This method is targeted at high frequency variables or long time series.
The model to measure GDP uncertainty is shown in Equation 3.11 12 (Price, 1995,
p.149).
e = y − f(x, β)− δh, e ∼ N(0, h) (3.11a)







where y is a function of a set of variables x and h with associated error e, with h
as the variance of the error term. The second equation states that h is the function
of lagged values of h−i and lagged squared residuals e−j. This model is defined as
a GARCH-M(p, n) model. The model to test the relationship between investment
and uncertainty is shown in Equation 3.12 (Price, 1995, p.150).
∆Kt = ϕ(L)∆Kt−1 + µ(L)Zt−1 − λ(K −K∗)t−1 (3.12)
where Kt is the capital stock, K∗ is desired capital, and Zt−1 is a set of uncertainty
variables.
The coefficient of uncertainty in the Price (1995) investment model shows that a
one% increase in long-run uncertainty induces a reduction in investment by an aver-
age of five%. However, there were notable decreases of 48% and 38% in investment
in 1974 and 1979, respectively. This result confirms the findings in the theoreti-
cal analysis that with high uncertainty, firms are reluctant to conduct irreversible
investment.
The differences in the fall in investment suggest that demand uncertainty cannot
cover all the influences on aggregate investment. In addition, modelling uncertainty
with the GARCH model requires the existence of the ARCH effect in the conditional
variance, which may limit the scope of application.
Serven (1998) studied a large cross-country time series data set, comprising
12Hereafter, the referred equations come from the original papers, unless clearly stated otherwise.
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94 developing countries over the years 1970–1995. In this paper, he examined the
relationship between aggregate investment and five aggregate uncertainties: demand
growth, price of capital goods, inflation, terms of trade and real exchange rates. This
uncertainty-investment relationship provides a way to investigate which government
policy has a significant impact on aggregate investment. The model specification is
represented in Equation 3.13 (Serven, 1998, p.14).
Iit = λIi,t−1 +Xitβ + µit, µit = αi + ε (3.13)
where Xit is a vector comprising both the regressors (relative price of capital, credit
flow and real interest rate) and the uncertainty measures (inflation uncertainty,
terms of trade uncertainty, real exchange rate uncertainty, price of capital uncer-
tainty and GDP growth uncertainty), αi denotes a time-invariant country-specific
disturbance possibly correlated with the columns of X, εit is random noise, and the
parameters of interest are λ and vector β.
In the above model, Serven (1998) relied on the GARCH model, which allows
for testing simultaneity, country-specific effects and parameter heterogeneity across
countries. This estimation shows that there is a significant cost-of-capital effect,
confirming the assumption of the user cost in the Neoclassical Jorgenson model.
Furthermore, given that parameter heterogeneity is dominant across countries, un-
certainty in the price of capital has a negative impact on investment. With the
application of the pooled estimation method, this negative effect is diminished.
The effects of different uncertainties on investment are uneven across specific
countries in Serven’s (1998) specifications. The results suggest that the aggregate
variables in each country are more likely to be subject to different effects. However,
the adverse relationship between investment and uncertainty is empirically identical
across specific countries.
For the mining industry, macroeconomic uncertainty may have an asymmetric
effect on investment. Guo and Kliesen (2005) measured the influence of oil price
uncertainty on investment and other macroeconomic activity, using daily prices of
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crude oil futures traded on the New York Mercantile Exchange (NYMEX) over the
period 1984–2004. To check this influence, Guo and Kliesen (2005) aggregated daily
data to the quarterly level and examined whether volatility in daily data or quarterly
data was linked with the occurrence of macroeconomic activities. This estimation
was followed by Granger Causality methods where different variables were tested:
real GDP growth, macroeconomic investment and oil-price volatility.
The results show that oil price uncertainty first leads to a fluctuation in macroe-
conomic demand. Thus, this demand variation, rather than the financial market,
has an influence on macroeconomic investment. To that extent, aggregate demand
is a significant channel that affects the relationship between aggregate uncertainty
and investment. In addition, the conventional relationship between aggregate un-
certainty and investment is challenged. As shown, macro uncertainty has an asym-
metric effect on investment due to different frequency of data sets. These data sets
may amplify or dilute the uncertainty effect on investment. This can be explained
by the Hartman-Abel effect. In a competitive market, if the marginal product of
capital is convex in price, an increase in price variance raises the expected return
on the marginal product of capital and therefore drives investment. Consequently,
high uncertainty may induce investment in the short run or delay investment in
the long run. Simultaneously, the selection of a future oil price instead of the cur-
rent price is significant, implying that the computation of uncertainty data at the
macroeconomic level can be interpreted as expected uncertainty. The examination
of additional features in the mining industry may challenge the negative relationship
between uncertainty and investment.
To further analyse the impact of uncertainty on investment, Jongwanich and
Kohpaiboon (2008) aimed to explain why private investment in Southeast Asia did
not immediately recover to the previous level after the 1997 financial crisis. They
built a private investment equation based on Thailand to examine the patterns and
determinants of private investment between 1960 and 2005.
To control for heterogeneity of each observation, Jongwanich and Kohpaiboon
3.3. EMPIRICAL EVIDENCE ON INVESTMENT 48
(2008) picked up panel data across different sectors in Thailand to test for overall
effects. To examine the slow recovery in Thailand after the crisis, they tested the
effects of uncertainties of output growth, inflation, real exchange rate and terms of
trade on investment. Their investment model is shown in Equation 3.14 (Jongwanich





























where gy is output growth, gc is growth of real cost of capital, PDC is the availability
of financing, GI is real public investment, UC is the set of uncertainty about output
growth, inflation, real exchange rate and terms of trade, OUTG is the output gap,
and RER is the real exchange rate.
The empirical test suggests that a 1% increase in overall uncertainty reduces
private investment by 0.03% in the short run and 0.45% in the long run. Uncertainty
in output growth and the real exchange rate have significant effects on investment.
This may be interpreted by the fact that Thailand’s economy is primarily driven by
export growth.
The analysis in Jongwanich and Kohpaiboon (2008) distinguished the effects of
different uncertainties on investment, which is mainly characterised by temporary or
permanent effects. As indicated, uncertainty about output growth and the real ex-
change rate may be the main variables that impede investment decisions in the long
run. In addition, in the short term, an increase in investment is driven by the impact
of replacing capital rather than demand growth. However, the above estimation is
established at the aggregated level, and thus the situation at the disaggregated level
is not clear.
3.3.2 Uncertainty and Firm Investment
Slade (2013) empirically investigated the uncertainty-investment relationship using
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US industry level data for the copper industry from 1835 to 1986. Slade (2013)
regressed the timing of investment with the variables of industry production and
timing of structural changes for testing the effects of industry demand and aggregate
economic events. Besides that, the long time period taken to build and capital
intensity were specified as other key features in the US copper industry. After
assessing price uncertainty from the standard deviation of industry and stock market
returns, Slade (2013) compared the industry-wide results with the results of copper
mines to explore variation in investment behaviour. The investment model used in
Slade (2013, p.7) is shown in Equation 3.15:
(I/K)it = aσit + bi + ct + dTxit + µit (3.15)
where I/K is the ratio of investment expenditure to capital stock, σit is uncertainty,
b and c are firm and year fixed effects, and x is a vector of other explanatory variables
such as Tobin’s q.
It is worth stressing that the results obtained by Slade (2013) contradict gen-
eral predictions of a negative uncertainty-investment relationship in some empirical
papers. Slade (2013) shows that at the disaggregated level, high uncertainty dis-
courages investment. This effect is intensified by firm features, such as the long
time period taken to build and capital intensity. However, aggregate data shows a
reversal of the negative relationship between uncertainty and investment. A possi-
ble reason is that at the aggregated level, resources from industry exposure to high
uncertainty are reallocated to low uncertainty industries, increasing the incentive to
invest (Slade, 2013).
Pattillo (1998) quantified the effect of surveyed entrepreneurs’ forward demand
expectation on irreversible investment based on Ghanaian manufacturing firms.
Combining the user cost with the marginal revenue product of capital in the the-
oretical analysis, Pattillo (1998) defined the ratio of the marginal revenue product
of capital to the sales price as a trigger for firms’ investment. When this trigger
is greater than one, investment is undertaken; otherwise no investment is observed.
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The specific model in Pattillo (1998, p.535) is shown in Equation 3.16.
inv/capital = β0 + β1U + β2C + β3Y + kiλ+ η (3.16)
where U is expected demand uncertainty, C is cost of capital variables, Y is the
change in value added over the capital stock, λ is the selection variable controlling
for positive investment, and η is the error term. The empirical results support the
prediction that firms are cautious about undertaking investment until the marginal
revenue product of capital exceeds the cost of investment under uncertainty.
The use of survey data in Pattillo (1998) serves to measure the effect of forward-
looking uncertainty, instead of ex-post uncertainty, on investment. The approach to
this uncertainty is applied by either the standard deviation or the regression with
other forecast variables. Pattillo (1998) surveyed managers in Ghanaian manufac-
turing firms about the subjective probabilities of future demand growth.
Apart from measuring uncertainty, Pattillo (1998) also tested the effect of irre-
versibility on the relationship of investment-uncertainty, considering the ratio of the
real sales value of capital stock to its real replacement value. In the reduced form
of the Tobit equation, Pattillo (1998) implies that with irreversibility, uncertainty
has a significantly negative effect on investment, while with reversible capital the
negative effect is insignificant.
Bloom et al. (2007) tested the volatility of stock returns as a proxy for uncer-
tainty based on UK manufacturing companies. The advantage of the use of volatility
of stock returns is elaborately annotated to help economists capture thorough in-
formation, which incorporates both the ex-ante and the ex-post expectations of
investors. In addition, analysing stock returns helps to distinguish between the ef-
fects of aggregate demand shocks and those of idiosyncratic demand shocks at the
firm level. The specific model, which assumes no fixed effects (Bloom et al., 2007,
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p.400), is shown in Equation 3.17.
Ii,t
Ki,t−1
= β1∆Yi,t + β2(∆Yi,t)2 + β3(SDi,t ∗∆logYi,t) + γ1SDi,t + γ2∆SDi,t
+ θ(logYi,t−1 − logKi,t−1) + Ai +Bt + δi + vi,t
(3.17)
where Yi,t is demand, SDi,t measures the standard deviation of uncertainty in the
returns on company shares, Ki,t−1 is the lagged capital stock, Ai, Bt are unobserved
firm-specific and time-specific effects, δi is the firm-specific depreciation rate and vi,t
is the error term.
After comparing the results for plant and firm level investment, they concluded
that in the long run demand shocks may have a nonlinear effect on a firm’s invest-
ment. The results from this model are in line with the prediction that firms slowly
react to changes in demand when high uncertainty prevails.
As indicated by Bloom et al. (2007), firm-level volatility in stock returns is
closely related to a range of alternative uncertainty variables, such as sales growth
volatility and financial uncertainty. Under the impacts of different uncertainties,
investors’ responsiveness is marked by cautionary investment. More interestingly,
unlike the linear response of investment to demand shocks, Bloom et al. (2007)
suggest that demand shocks have convex effects on firms’ investment. This convexity
is observed in the short term when firms undertake investment at the plant level
(Bloom et al., 2007, p.401). Unfortunately, Bloom et al. (2007) only test demand
uncertainty. Thus, the question remains as to whether other uncertainties have
effects on investment decisions.
Although investment is subject to inflation uncertainty, real wage uncertainty,
and uncertainty of real price of output, it is not clear whether there is a link between
these uncertainties. Huizinga (1993) investigated the connection between inflation
uncertainty, real wage uncertainty, and uncertainty about real price of output, ar-
guing that these have multiple effects, rather than a single effect, on disaggregated
investment.
To check the linkage and the effects, Huizinga (1993) used a univariate ARCH
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model to compare different time series evidence of uncertainty across the US manu-
facturing companies. A bivariate ARCH model was used to track the performance
of different types of uncertainty and to exhibit their different features during the
same period. The bivariate ARCH model is shown in Equation 3.18 (Huizinga, 1993,
p.529).
Yt = ρ0 + ρ1Yt−1 + ρ2Yt−2 + ρ3Yt−3 + ρ4Yt−4 + εt
Πt = ρ11 + ρ12Πt−1 + ρ13Πt−2 + ρ14Πt−3 + ρ15Πt−4 + εt
E(ε2Yt |Φ) = γ
2
0 + γ21(ε2Y t−1 + ε2Y t−2) + γ22(ε2Y t−3 + ε2Y t−4)
E(ε2Πt |Φ) = γ
2
11 + γ21(ε2Πt−1 + ε2Πt−2) + γ22(ε2Πt−3 + ε2Πt−4)
(3.18)
where Y is demand, Π is the mean of each uncertainty, and ε is the conditional
variance of each uncertainty.
The results from the above model show that the correlation between inflation
uncertainty and real wage uncertainty is 0.45, and that between inflation uncer-
tainty and profit uncertainty is 0.18. In contrast to most papers, these results
suggest that US inflation uncertainty is highly positively correlated with real wage
uncertainty, but weakly with profit uncertainty over time. One possible explana-
tion is that the use of time series data cannot provide a complete picture of the
uncertainty-investment relationship. Apart from the correlation, Huizinga (1993)
tested the magnitude and persistence of the impacts of various types of uncertainty
on investment based on cross-sectional evidence. The relevant model is shown in
Equation 3.19 (Huizinga, 1993, p.543).
IRMN = α0 + α1SDRW + α2SDMP + α3SDRP + α4TTRQ+ υ (3.19)
where IRMN is the mean of the ratio of investment to capital stock over time,
SDRW is the standard deviation of the residuals of real wages, SDMP is the stan-
dard deviation of the residuals of materials prices, SDRP is the standard deviation
of the residuals of real output price, and TTRQ is the time trend of real output
growth.
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The results show that there is a negative correlation between investment and
uncertainty in real wages and real materials prices, while there is a positive relation-
ship between investment and uncertainty in real output price. This positive relation
is interpreted as the future movement of real output price which is predicted by
the investors. In addition, as argued by Huizinga (1993), the issue of endogeneity
tha arises in cross sectional data may also lead to a positive uncertainty-investment
relationship.
As suggested by Huizinga (1993), although inflation uncertainty has a correla-
tion with real wage uncertainty, it is not sufficient to conclude that reducing inflation
uncertainty through policy changes will reduce relative price uncertainty. This po-
tential conclusion needs more careful consideration.
The association between uncertainty and investment is worth further investi-
gation. According to semi-aggregated firm balance sheet and profit and loss ac-
counts (1987–2002), Drakos and Goulas (2006) demonstrated that the impacts of
disaggregated variables on investment varied across different uncertainties, market
power, irreversibility, and decreasing returns to scale in three different groups of
manufacturing industries from 10 different countries. In this paper, Drakos and
Goulas (2006) computed the price-cost margin as market power, a dummy variable
where the variance of its industry labour-capital ratio is below the median value as
irreversibility, and a dummy variable where the sum of coefficients from a Cobb-
Douglas production function is less than 1 as decreasing returns to scale. Concur-
rently, they assumed that these manufacturing firms were subject to both firm-level
and economy-wide uncertainties. The investment model is shown in Equation 3.20
(Drakos and Goulas, 2006, p.172).
Iit
Ki,t−1














ιt(time dummies) + εit
(3.20)
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(∂(I/K)
∂(σ) )MP=IRR=RS=1 = δunc + δIRR + δRS + δMP < 0 (3.21)
where Iit is investment, Kit is the capital stock, ∆log SitKi,t−1 is the growth rate of
sales, CFit
Ki,t−1
is cash flow, ECMi,t−2 is the difference in the logarithm of capital stock
and sales, δunc is uncertainty at different levels, and MP , IRR, and RS are market
power, irreversibility, and returns to scale, respectively.
As noted, this model restricts the scope of the sensitivity of investment to un-
certainty, where the overall effects of uncertainty on investment are not the same.
After the diagnostic tests and the introduction of economy-wide uncertainty, market
power, reversible capital, and decreasing returns to scale, the sign of the investment-
uncertainty relationship is positive. As adjustment cost increases over time, the
overall effect of those variables on the relationship between investment and firm-
specific uncertainty has a negative sign. Corresponding to Hartman (1972), Drakos
and Goulas (2006) suggest that as the firm-specific and market-wide uncertainties
change, the relationship between uncertainty and investment can be reversed. More-
over, it is argued that irreversibility alone is not enough to affect the relationship
of investment-uncertainty. Importantly, the Hartman-Abel effect is documented by
Carruth et al. (2000), where if the marginal product of capital is convex in price in a
competitive market, an increase in price variance raises the expected return on the
marginal product of capital, and thus drives investment. The impact of uncertainty
at different levels on investment is worth studying in itself. The subsequent chapters
of this thesis examine the impact of uncertainty on different levels of investment.
As mentioned above and in Table 3.2, the behaviour of uncertainty variables has
mostly been measured using the GARCH model, which has been shown to effectively
process time series data. This model is constructed from the mean equation and the
variance equation, removing the disturbance of serial correlation and heterogeneity
across the data set (Price, 1995). Unlike the works of Bloom et al. (2007); Bond and
Lombardi (2006), this study uses both aggregated and disaggregated data to derive
uncertainty variables, such as demand uncertainty, terms of trade uncertainty, and
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Chinese GDP growth uncertainty.
Most studies have investigated investment behaviour from two perspectives: the
macroeconomic level and the firm level. At the macroeconomic level, variables for
demand, tax and terms of trade are included in the empirical model. At the firm
level, variables for cash flow, sales and firm features are estimated. The mining
industry plays an important role in the Australian economy. Therefore, in this
study, introduction of an analysis at the industry level, combined with analyses at
other levels, provides a relatively comprehensive picture of Australian investment
behaviour.
The study uses a reduced-form model to test investment behaviour. The error
correction model (ECM) used by Bond and Lombardi (2006); Bloom et al. (2007),
has two advantages. Firstly, assuming investment is partially irreversible, the ECM
incorporates short-term and long-term variables in the same equation, allowing for
testing the flexible adjustment of targeted variables. Secondly, added control vari-
ables interact with targeted variables in the ECM, where the combined effect of
those variables can be examined. Therefore, this study uses the ECM to obtain
empirical results on the investment behaviour at the macroeconomic, industry and
firm levels.
In response to the previous questions in this section, the reviewed papers provide
some notable results. Firstly, uncertainty is one of the main concerns in the analy-
sis of investment behaviour. The main sources of uncertainty can be categorised as
aggregated (GDP growth uncertainty) and disaggregated (profit uncertainty) uncer-
tainties, which may have different effects on investment at the macroeconomic and
firm levels. In addition, different uncertainties may have a correlation (Huizinga,
1993). Policy to create a consistently stable business environment is important to
cushion the negative effects of different uncertainties.
Secondly, the negative relationship between uncertainty and investment has been
challenged. As surveyed by Carruth et al. (2000), although the negative uncertainty-
investment relationship is dominant in most papers, there is a positive relationship
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(Hartman-Abel effect) in the theoretical analysis. In a competitive market, if the
marginal product of capital is convex in price, an increase in price variance raises
the expected return on the marginal product of capital and thus drives investment.
In the reviewed empirical papers, other explanations for the positive relationship
between uncertainty and investment may be due to data bias (Huizinga, 1993),
change in the use of market-wide and firm-specific uncertainties (Drakos and Goulas,
2006), and variation in the analyses at both aggregated and disaggregated levels
(Slade, 2013).
Thirdly, the proxies of different uncertainties vary from uncertainty of output
growth, inflation rate, and exchange rate at the macro level (Jongwanich and Koh-
paiboon, 2008) to uncertainty of demand expectation (Pattillo, 1998), stock returns
(Bloom et al., 2007), and economic sentiment indicators (Drakos and Goulas, 2006)
at the firm level. The targeted variables for different uncertainties depend on the
nature of the economy or individual firm.
In summary, this chapter has presented the development of investment theories:
the Classical theory, the Keynesian theory, the Neoclassical theory, the Tobin’s q
theory, and the uncertainty theory. The empirical papers at the macroeconomic,
industry, and firm levels reviewed as part of this chapter provide important insights
into the formation of investment models and the selection of explanatory variables.
The empirical evidence suggests that no attention has been paid to clearly dis-
tinguishing between macroeconomic, industry, and firm level investment behaviour.
Moreover, there are no consistent methods to examine the impacts of uncertainty
on irreversible investment. These issues are the departure points of this thesis and




This chapter discusses the framework and specification of this study’s empirical
model of the investment behaviour of the Australian mining industry. Although the
reviewed literature shows that there is no consensus on investment models, several
novel characteristics of both the theoretical and empirical models are worth noting.
As indicated, the user cost in the Neoclassical theory, the demand variable in the
accelerator theory, and uncertainty and irreversibility in the uncertainty theory are
some important components of investment models. Notably, these theories have laid
the foundation of investment models, including the dynamic adjustments in addi-
tional capital stock, demand and investment under uncertainty and irreversibility.
The framework and model specification also provide some detailed explanations
for the selected variables, which are tailored to the nature of the Australian mining
industry. These offer an effective path for examining the main determinants of
Australian mining investment. Section 4.2 sets out the framework of the modelling
process. Section 4.3 delivers the model specification to be used for further modelling.
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4.2 Analytical Framework
This study attempts to empirically examine the impacts of different types of un-
certainty and key factors on Australian mining investment at the macroeconomic,
industry, and firm levels. Figure 4.1 presents the flow of investment from the aggre-
gated to the disaggregated level. Along with similar aggregated and disaggregated
variables at different levels during the period 1990–2012, this framework ensures
consistency and reduces heterogeneity across different levels. Specifically, Figure
4.1 shows that except for the uncertainty variables, Australian mining investment
is sensitive to a wide range of factors, including the user cost of capital, aggregate
demand, tax, and terms of trade at the aggregated level, and firm features, firm
sales and cash flow at the disaggregated level. Based on these factors, this study
has implications for minimising the negative effects of different uncertainties, and
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Figure 4.1: Research Framework for Australian Mining Investment
4.3. MODEL SPECIFICATION 59
This study uses a series of compelling research methodologies. Firstly, the un-
certainty theory is fit for empirically analysing the dynamics of Australian mining
investment. In particular, examining Australian mining investment at the macroe-
conomic level requires testing the model for uncertainty of demand, tax, terms of
trade, and Chinese GDP growth, as discussed in Chapter 2. Due to its export-
oriented nature, the Australian mining industry may be sensitive to uncertainty in
terms of trade. At the firm level, both aggregated and disaggregated uncertainties
may hinder firms’ investment decisions.
Secondly, the General Autoregressive Conditional Heteroskedasticity (GARCH)
model is used to measure uncertainty data for tax, terms of trade, and demand
shocks at different levels. The GARCH model has an advantage over other ap-
proaches for generating uncertainty data. Specifically, these data can be generated
from the conditional variances of the GARCH models, while unconditional variances
can be captured by the residuals of the OLS method. In this sense, the GARCH
model can be used to examine the extent to which targeted factors at the macroe-
conomic, industry and firm levels are negatively affected by foreign shocks.
Thirdly, the relationship between different uncertainties and investment derived
for this study may have implications for policy makers and investors who wish to
minimise the negative impacts of foreign shocks, and to encouraging potential in-
vestment over the business cycle. These implications may also suggest a sustainable
path for maintaining the Australian mining boom.
4.3 Model Specification
The reduced-form error correction model can be augmented to incorporate a range
of variables, such as different uncertainties, demand shocks, terms of trade, and
corporate income tax, which are discussed in Chapter 2 and highlighted in Figure
4.1. This study used the augmented error correction model (ECM) in Bloom et al.
(2007) and Bond and Lombardi (2006) to empirically examine Australian investment
behaviour at different levels.
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The augmented ECM has several advantages for investigating investment dy-
namics. Firstly, this is a dynamic model in which the lagged investment process is
embedded; this corresponds to theoretical investment theories. Secondly, this model
can simultaneously accommodate the long-run and short-run effects of investment
and related variables. This suggests that the optimal ratio of investment to capital
stock is equivalent to its long-run equilibrium value.
4.3.1 Measuring Investment
The investment model is set up under the assumptions of no friction (no uncertainty,
irreversibility, other adjustment costs) of a certain investment, and the optimal
capital stock K∗t in a period t is a proportional function of real output Yt. The
function of the optimal capital stock is shown in Equation 4.1.
logK∗t = At + logYt (4.1)
where At is an unobserved time-specific effect defining variation across time in user
cost of capital. Assuming this frictionless capital stock, a policy maker can maximise
profits with constant returns to scale in a perfectly competitive market.
The actual capital stock Kt may deviate from the path to the frictionless value
in the long run. This long term process is expressed in Equation 4.2.
logKt = logK∗t + et (4.2)
where et is a stationary error term. An ECM exploiting the relationship between
logKt and logK∗t is derived as shown in Equation 4.3 (Bond and Lombardi, 2006,
p.380).
∆logKt = α∆logYt + θ(logKt−1 − logYt−1) + At + et (4.3)
where ∆ is a difference operator. In eq 4.3, ∆logKt can be approximately replaced
by ( It
Kt−1
− δi), where It is gross investment, δi is the firm-specific depreciation
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rate, and ∆logYt is demand shocks. θ > 0 implies that firms with capital stock
below the desired level adjusted the capital stock upwards. To this end, the partial
irreversibility model for the investment rate can be rewritten as shown in Equation
4.4 (Bond and Lombardi, 2006).
It
Kt−1
= β0 + β1(∆logYt) + β2(logYt−1 − logKt−1) + β3Zt + At +Bi + δi + µt (4.4)
where Zt is a set of other control variables that may influence the investment ratio in
the short term. In this reduced-form investment model, assuming that investment is
partially irreversible, the dependent variable for investment is optimally adjusted by
the lagged capital stock. When β1 > 0, the capital stock is increased. This increase is
driven by a positive demand shock. The error correction term (logYt−1− logKt−1) is
the logarithm of the ratio of output to capital stock. When the adjustment coefficient
β2 > 0, the capital stock below the long-term equilibrium level is adjusted upwards,
and vice versa.
4.3.2 Measuring Uncertainty
To estimate the uncertainty variables at the macroeconomic level, the Autoregressive
Conditional Heteroskedasticity (ARCH) or the Generalised Autoregressive Condi-
tional Heteroskedasticity (GARCH) models are useful. The ARCH model intro-
duced by Engle (1982) and the GARCH model introduced by Bollerslev (1986) are
specifically designed to model the conditional variance of a time series sample. The
GARCH model incorporates both the mean and variance equations, allowing for
the introduction of serial correlation for the conditional variance. Specifically, the
mean equation using stationary data is fitted by the Autoregressive Moving Average
(ARMA) model, while non-stationary data is processed by the Autoregressive Inte-
grated Moving Average (ARIMA) model. After carrying out the stationarity tests,
the ARIMA (p, d, q) 13 can be adapted to first-differenced data to derive the mean
13p is the order of autoregressive terms; d is the order of differencing; q is the order of moving-
average process.
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equation. The mean equation (p, d, q) is represented by Equation 4.5:
∆yt = δ + β1∆yt−1 + ...+ βp∆yt−p + θ1εt−1 + θ2εt−2 + ...+ θqεt−q + εt (4.5)
where yt is the time series variable, and εt has a zero mean and variance of σ2t .
According to Bollerslev (1986), the conditional heteroskedasticity in the εt of Equa-
tion 4.5 leads to an ARCH process in yt. The GARCH variance equation (p, q) is
represented by Equation 4.6:











The GARCH model has two advantages for estimating uncertainty data. Firstly, the
coefficient β is a long-memory parameter measuring the long-term effect of exogenous
shocks on conditional variance. Secondly, uncertainty data regarding the Australian
macroeconomy is effectively estimated from εt−j in the variance equation.
To determine the best-fit GARCH model, a two-step empirical procedure is
applied. Firstly, logarithms of investment-related data are estimated by the best
ARIMA (p, d, q) models and are evaluated by the Box Jenkins method. Secondly,
the residuals of the ARIMA methods are verified for the presence of ARCH effects
via the Lagrange multiplier (LM) tests. The ARCH LM test uses an auxiliary
regression to test for the presence of the ARCH (up to p order) effect. The ARCH
LM test is expressed in Equation 4.7:





t−s) + vt, s = 1, ..., p
BP = n ∗R2 ∼ X2(p)
(4.7)
where εt has a zero mean and variance of σ2t . If the LM test statistic nR2 (R2 is the
coefficient of determination derived from Equation 4.7) shows that nR2 > χ2(p), the
presence of the ARCH effect is significant.
Similarly, a range of approaches measure panel data uncertainties at the industry
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and firm levels, from standard deviations to the GARCH method. The advantages
and drawbacks of those models at the disaggregated level are reviewed below.
The first approach to deriving uncertainty data is the standard deviation from
a particular variable, which is used by Bloom et al. (2007). To measure the unpre-
dictable component of a variable, the standard deviation is the simplest way and
is widely fit for time series, cross-sectional and panel data. Uncertainty data from
the standard deviation is unconditional, and is affected by the distortion of serial
correlation and other factors.
The second approach is the GARCH model (Huizinga, 1993; Price, 1995). The
GARCH model consists of the mean and ARCH equation, which generates condi-
tional uncertainty data. Compared to the ARCH model, the GARCH model can
capture the serial correlation for the conditional variance. For panel data on in-
vestment at industry and firm levels, the GARCH model can be used to generate
uncertainty data for each cross-section unit (Serven, 1998, p.9).
The GARCH model used here is in line with that in the analysis of macro
investment. In particular, following the approach of Serven (1998), the two-equation
model is separately tested for each industry at the industry level and each mining
company at the firm level. As noted, the mean equation is constructed by the
ARIMA method. The expression of the GARCH model is given in Equation 4.8:
∆yit = δi + βi∆yi,t−1 + εit












where yit is time series data, and εit has a zero mean and variance of σ2it. ∆yi,t−1,
ε2i,t−j, σ2i,t−j are the lagged variables.
4.3.3 Macroeconomic-Level Specification
Based on the ECM and the GARCH model, the variables for the investment model
at the macroeconomic level need to be specified based on the nature of the Aus-
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tralian economy and the mining industry. Moreover, the investment model includes
the variables of demand shocks, tax costs, exchange rate costs, interest rates, and
uncertainties, corresponding to the accelerator theory, the user cost theory and the
uncertainty theory (Chapter 3). It is noted that most macroeconomic-level data was
collected from ABS (2012). Table 4.1 shows the key variables at the macroeconomic
level. The ratio of private investment to private capital stock It
Kt−1
was chosen as
the dependent variable. At the macroeconomic level, private investment and capi-
tal stock were represented by annual (quarterly) real private gross investment and
capital stock (Bloom et al., 2007; Bond and Lombardi, 2006).
Australian real annual GDP was used to account for the effect of different de-
mand shocks on investment (Bloom et al., 2007; Bond and Lombardi, 2006). In
particular, the linear effect of demand shocks on investment was examined using the
change in Australian GDP (∆logYt) and the error correction term for the difference
between Australian GDP and private capital stock (logYt−1 − logKt−1). Follow-
ing the works of Bloom et al. (2007); Bond and Lombardi (2006), this study used
demand shocks instead of demand to represent the demand accelerator effect. As
stated in the accelerator theory, positive demand shocks can stimulate investment in
the long run. In addition, the demand variables subsume a quadratic term (∆logYt)2
for testing the nonlinear effect of demand shocks on investment. All these demand
shocks underpin the structural changes in the Australian macroeconomy and its
mining industry.
The changes in annual company income tax (∆logtaxt) 14 and annual terms of
trade (∆logttt) are key variables for testing the effects of the user cost of capital
and changes in foreign trade on investment. Tax expenses are a determinant of
national GDP, driving variation in investment. As shown by Ruane (1982), tax
expense is one of the critical components in measuring investment response to its user
cost. In addition, as suggested in Chapter 2, in Australia, the federal government
company income tax is the largest source of tax revenue. Since the beginning of the
14To remove the effect of tax revenues on the change in company income tax and its uncertainty,
company income tax was divided by national revenues.
4.3. MODEL SPECIFICATION 65
mining boom, company income tax has been one of the main factors in mining firms’
investment decisions. As company income tax is the largest source of tax revenue,
it is used as a proxy for the user cost of capital (Ruane, 1982). A firm’s profits, and
therefore its investment, is sensitive to company income tax. As shown in Table
4.1, company income tax is expected to have a negative effect on a firm’s profits
and its investment. On the other hand, as discussed in Chapter 2, terms of trade
is sensitive to foreign shocks. Joshua and Marion (1995); Bleaney and Greenaway
(2001) suggest that the terms of trade has an impact on private investment. Thus,
the terms of trade is used to examine the extent to which Australian investment is
negatively affected by foreign shocks.
The construction of uncertainty variables is based on the uncertainty theory
(Dixit and Pindyck, 1994). The GARCH method is used to generate uncertainty
data. The study determines the effects of different uncertainties variables on invest-
ment: company income tax uncertainty (utaxt), terms of trade uncertainty (uttt) 15,
interest rate uncertainty (uratt), Chinese GDP growth uncertainty (ucgdpt), the ef-
fect of demand uncertainty on the short-run investment response to demand shocks
(ugdpt ∗ ∆logYt), and demand uncertainty (ugdpt) (Huizinga, 1993). It is worth
stressing that the interest rate in this study is the annual Australian cash rate. To
avoid the issue of endogeneity, interest rate uncertainty was used rather than interest
rates themselves 16. Meanwhile, the effect of demand uncertainty on the short-run
investment response to demand shocks is an indirect effect, which interacts with de-
mand shocks. This captures the idea that demand shocks have a reinforced or weak
effect on investment under high uncertainty (Bloom et al., 2007). Data for Chinese
GDP growth was captured from the China Statistical Yearbook (2013). According
to most empirical studies, these uncertainties are expected to have a negative effect
15The use of uncertainty in the terms of trade instead of uncertainty in the exchange rate is
due to the large amount of missing data for the exchange rate during 1969–1980. In addition, the
effect of uncertainty in the exchange rate on investment may be similar to that of terms of trade
uncertainty. However, if the amount of exchange rate data is sufficient, the work can be extended
by including the effect of exchange rate uncertainty. Notably, in RBA and Department of the
Treasury, the first observation year for the exchange rate is 1980; in BIS, it is 1994; and in IMF,
it is 1995.
16Interest rates are closely correlated with investment.
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on investment.




= β0 + β1(∆logYt) + β2(∆logYt)2 + β3(logYt−1 − logKt−1)
+ β4∆logtaxt + β5∆logttt + β6ugdpt + β7utaxt + β8uttt




is the ratio of private investment to private capital stock at different
times t and t− 1, ∆logYt is the demand shocks at time t, (logYt−1− logKt−1) is the
difference between Australian GDP and private capital stock at time t−1, (∆logYt)2
is the squared demand shocks at time t, ∆logtaxt is the changes in company income
tax at time t, ∆logttt is changes in the terms of trade at time t, ugdpt is demand
uncertainty at time t, ugdpt ∗ ∆logYt is the effect of demand uncertainty on the
short-run investment response to demand shocks at time t, utaxt is uncertainty of
company income tax at time t, uttt is uncertainty of the terms of trade at time t,
uratt is uncertainty of the interest rate at time t, ucgdpt is uncertainty of Chinese
GDP growth at time t, and Bt is unobserved time-specific effects.
4.3.4 Industry-Level Specification
The tested variables at the industry level are slightly different from those at the
macroeconomic level. At the industry level, panel data was tracked from the ABS
(2012), adding more information on Australian investment behaviour. The chosen
variables for the ratio of private investment to private capital stock ( Iit
Ki,t−1
), lin-
ear and nonlinear demand shocks (∆logYit, (∆logYit)2), the error correction term
(logYi,t−1 − logKi,t−1), changes in company income tax (∆logtaxi,t) 17, different de-
mand uncertainties (ugdpit, ugdpit ∗∆logYit), and company income tax uncertainty
(utaxit) are similar to those at the macroeconomic level and measured by annual
data at the industry level.
17To remove the effect of tax revenues on the change in company income tax and its uncertainty,
company income tax was divided by industrial revenues.
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Apart from those variables, due to unavailability of data for the terms of trade
at the industry level, the change in export values (∆logexit) is used instead. This
represents the negative effect of foreign shocks on investment. Accordingly, terms
of trade uncertainty is replaced by uncertainty of export value (uexit).
There is no industry-specific interest rate data on uncertainty and Chinese GDP
growth. To overcome this issue, the macroeconomic level uncertainties in interest
rates and Chinese GDP growth interact with demand uncertainty at the industry
level (ugdpit ∗ uratt and ugdpit ∗ ucgdpt). These variables suggest that uncertainty
in interest rates and Chinese GDP growth have an indirect effect through demand
uncertainty on investment. The interaction terms were used as in Yoon and Ratti
(2011), where the interactions of energy price uncertainty and leverage uncertainty
with demand uncertainty were used to obtain the indirect negative effect on firm
investment.
According to the above discussion, the investment model at the industry level
is given in Equation 4.10:
Iit
Ki,t−1
= β0 + β1(∆logYit) + β2(∆logYit)2 + β3(logYi,t−1 − logKi,t−1)
+ β4(∆logtaxi,t) + β5(∆logexit) + β6(utaxit) + β7(uexit)
+ β8(ugdpit ∗ uratt) + β9(ugdpit ∗ ucgdpt) + β10(ugdpit)




is the ratio of private investment to private capital stock for industry
i at different times t and t − 1, ∆logYi,t is the industrial demand shocks at time
t, (∆logYi,t)2 is the squared demand shocks at time t, (logYi,t−1 − logKi,t−1) is the
difference between industry GDP and private capital stock at time t− 1, ∆logtaxi,t
is changes in industrial company income tax at time t, ∆logexi,t is the changes
in industrial export values at time t, ugdpi,t is industrial demand uncertainty at
time t, ugdpi,t ∗ ∆logYi,t is the interaction between demand shocks and demand
uncertainty at time t, utaxi,t is industrial uncertainty of company income tax at
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time t, uexi,t is industrial uncertainty of export values at time t, ugdpi,t ∗ uratt is
interacted uncertainty between demand and interest rate at time t, ugdpi,t ∗ ucgdpt
is interacted uncertainty between demand and Chinese GDP growth at time t, Bi
and Ct are unobserved industry-specific and time-specific effects.
4.3.5 Firm-Level Specification
The variables presented at the firm level are modified from those at the macroeco-
nomic and industry levels. At the firm level, substantial observations about mining
firms’ annual operations were given as panel data. These data were collected from
annual reports and DatAnalysis (2012). At the firm level, most explanatory variables
are the same as those at the macroeconomic and industry levels, but the definitions
are different. In particular, private investment and capital stock are defined by
expenditure for the purchase of property, plant, and equipment, and gross total eq-
uity in the firm’s financial statements. In addition, as documented by Bloom et al.
(2007), the firm’s cash flow is another control variable for analysing firm investment.
They used cash flow to measure financial constraints and profitability. In this study,
the firm’s cash flow adjusted by the lagged capital stock ( Cit
Ki,t−1
) was introduced into
the mining investment model at the firm level.
Change in firm sales was used to account for the positive effects of different de-
mand shocks on mining investment at the firm level. The setting of demand variables
follows that of Bloom et al. (2007); Yoon and Ratti (2011); Ghosal and Loungani
(1996) using the linear and nonlinear demand shocks (∆logsalit, (∆logsalit)2) and
the error correction term (logsali,t−1 − logKi,t−1).
Similarly, variation in tax expenses (∆logtaxit) and changes in exchange rate
costs (∆logerit) 18 were used to incorporate the negative impacts of tax and exports
on mining investment at the firm level. In contrast to Serven (1998); Guimarães
and Unteroberdoerster (2006), changes in taxes and exchange rates are not directly
18The fluctuation of exchange rates results in extra costs for a firm’s exports. To remove the
effects of tax revenues and revenues on exchange rate changes on their costs and uncertainties,
company income tax and exchange rate costs were divided by firm revenues.
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observed at the firm level. However, changes in a firm’s tax expenses and exchange
rates indirectly represent the effects of changes in taxes and exchange rates. More-
over, due to the capital intensity and export-oriented nature of the mining industry,
mining investment is vulnerable to variation in taxes and exports.
According to the vast empirical literature, the uncertainty variables at the firm
level were modified and expected to have negative effects on investment. These
uncertainty variables include demand uncertainty (∆usalit, usalit ∗∆logsalit), firm
tax uncertainty (utaxit), exchange rate cost uncertainty (uerit), and interactions be-
tween uncertainties in the interest rate, Chinese GDP growth, and demand (usalit ∗
uratt and usalit ∗ ucgdpt).
In response to firm features emphasised in the description of the Australian
mining industry, a series of variables were introduced into the investment model at
the firm level. Pattillo (1998) examined the investment responses to firm features
using the number of employees to represent firm size, along with firm age and foreign
ownership 19. As demonstrated by Baker and Wurgler (2002), market capitalisation
can be used to compute and reflect the market value of a company, which is closely
related to capital structure. In addition, during the mining boom, Chinese investors
have had a large influence on the Australian mining industry. Therefore, the use of
number of employees (empit), firm age in 2012 (agesit), market capitalisation (mktit)
and Chinese ownership (ocnit) in this study is designed to investigate whether mining
firms with features, such as large firm size, long history, large market value and
Chinese ownership, undertake more investment.
19In this study, if there is foreign ownership in the mining firm, the share of ownership varies
between 20% and 49.9%. In Aitken and Harrison (1999, p.609), Venezuelan firms are classified by
degree of foreign ownership into three types: domestic firms, with less than 20% foreign ownership;
foreign-funded firms, with 20%–49.9%foreign ownership; and foreign firms, with over 50% foreign
ownership.
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The investment model at the firm level is shown in Equation 4.11.
Iit
Ki,t−1





+ γ6(∆logerit) + γ7(utaxit) + γ8(uerit) + γ9(usalit ∗ uratt)
+ γ10(usalit ∗ ucgdpt) + γ11(∆usalit)
+ γ12(usalit ∗∆logsalit) + γ13(logempit) + γ14(ageit)




is the ratio of private investment to private capital stock for firm i at
different times t and t−1, ∆logsali,t is firm demand shocks at time t, (∆logsali,t)2 is
squared demand shocks at time t, (logsali,t−1 − logKi,t−1) is the difference between
firm sales and private capital stock at time t − 1, ∆logtaxi,t is the change in firm
tax expenses at time t, ∆logeri,t is the change in exchange rate at time t, ∆usali,t is
firm-level demand uncertainty at time t, usali,t∗∆logsali,t is the interaction between
demand shocks and demand uncertainty at time t, utaxi,t is firm uncertainty of
tax expense at time t, ueri,t is firm uncertainty of costs in exchange rates at time
t, usali,t ∗ uratt is uncertainty interaction between demand and the interest rate
at time t, usali,t ∗ ucgdpt is interacted uncertainty between demand and Chinese
GDP growth at time t, logempit is firm size, ageit is firm age in 2012, logmktit is
market capitalisation, ocnit is a dummy variable of Chinese ownership, and Di, Et
are unobserved firm-specific and time-specific effects.
In summary, this chapter has shed light on the framework, model construction,
and relevant variables for estimating Australian mining investment behaviour. Table
4.1 summarises the definitions of variables at the macroeconomic, industry and firm
levels. The next chapters describe the data and present the empirical investment
models at the macroeconomic, industry and firm levels.










































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Since 2003 the Australian economy and mining industry have experienced a marked
increase in investment, primarily driven by fast growth in Chinese demand. The
increase in investment has been accompanied by structural changes in exports, ex-
change rates, taxes, production, and revenues. This chapter empirically explores how
these changes are interrelated with Australian private investment at the macroeco-
nomic level. As elaborated in Chapter 4, the empirical model in Bloom et al. (2007)
is useful for understanding the implications of the mining boom on Australian pri-
vate investment and the economy as a whole. Other contributions and challenges
to which investment models have been applied are also discussed in detail below.
Section 5.2 sets up an estimation framework of investment behaviour at the
macro level. Section 5.3 describes the nature of macroeconomic investment data.
Section 5.4 presents the results of the stationarity tests. Section 5.5 generates un-
certainty variables for the Australian economy. Section 5.6 assesses the empirical
models along with the estimations and analyses.
5.2. MACRO INVESTMENT ESTIMATION FRAMEWORK 73
5.2 Macro Investment Estimation Framework
An empirical model to estimate the dynamics of Australian macro investment is
presented below. The estimation is carried out using unit root tests, the Gen-
eralised Autoregressive Conditional Heteroskedasticity (GARCH) model, and the
ECM model. These methods are based on the reviewed models and equations in
Chapter 3, and on the research methodology described in Chapter 4.
The stationarity test is first used to examine whether investment-related vari-
ables are stationary or not. If the relevant variables are non-stationary, the results
of the empirical test may be spurious and biased. Moreover, the non-stationary
variables can be processed by an ARIMA method. Except for the general variables,
the uncertainty variables are generated by the GARCH models. To be precise, the
GARCH model generates conditional data (uncertainty data). An OLS method is
first estimated to inspect the preliminary relationship between Australian macro
investment and explanatory variables. Due to the possibility of endogeneity, the
GMM method is also adopted. The testing process for these two models is driven
by Bloom et al. (2007), but differs in choices of variables. Specifically, the variables
used in this chapter are time series data, while Bloom et al. (2007) use panel data.
5.3 Data Description at the Macroeconomic Level
This chapter provides a rough description of time series data for Australian private
investment at the macroeconomic level from the Australian Bureau of Statistics data
for the years 1969–2012 20. Forty-three observations were available for modelling
investment behaviour. This description focuses on the annual value of the investment
ratio, GDP, company income tax, and terms of trade. As shown in Table 5.1, the
mean investment ratio is 1.073, while the median investment ratio is 1.072. For
aggregate demand, company income tax, and terms of trade, the means are slightly
higher than the medians. Figure 5.1 shows the description of key variables at the
20From 1960 to 1969, some observations are missing in the data set. Thus, the complete and
consistent time series sample is established from 1969 to 2012.
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macroeconomic level. At the macroeconomic level company income tax and terms
of trade experienced stable growth during the period 1990–2012, while the private
investment ratio and aggregate demand showed large volatility in the period 1969–
2012. Notably, 1992 marked the lowest point for the investment ratio.




Mean 1.073 198270.1 1045.617 62.779
P25 1.064 126513.5 112.357 54.806
P50 1.072 179530.0 562.549 56.834
P75 1.081 263822.5 1480.821 64.147
Source: Author’s calculations using ABS (2012)
Notes: Pi is the ith percentile. Yt is the real value
of GDP in 2012 (AU$Million). ItKt−1 stands
for the ratio of the investment at time t to the
capital stock at time t− 1. taxt is the real company
income tax (relative to GDP deflator in 2012). ttt is the
real terms of trade (relative to GDP deflator in 2012).
5.4 Stationarity Tests at the Macroeconomic Level
Examining whether certain variables concerning Australian private investment are
stationary or non-stationary is of great importance to better interpreting investment
performance. In the absence of stationarity tests, there is a risk of obtaining spuri-
ous results from non-stationary variables. The non-stationary series are associated
with the infinite and time-dependent mean and variance of data series. Thus, non-
stationary variables affected by random shocks have permanent effects in the long
run.
To avoid some misleading observations and inferences, Dickey and Fuller (1979)
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Figure 5.1: Key Variables at the Macro Level, 1969–2012
proposed the unit root test to examine whether a variable follows a random walk.
Among different types of unit root tests, the augmented Dickey Fuller (ADF) test
considers a variable having a unit root as the null hypothesis, while the alternative
hypothesis assumes that there is no unit root in the given data. Moreover, due to
the possibility of deterministic variation, this test is extended to include a constant
term and time trend (Dickey and Fuller, 1979), as expressed in Equation 5.1:
∆πt = α + λt+ γπt−1 +
m∑
s=1
αs∆πt−s + vt (5.1)
where ∆πt is the difference of time series data, α is the constant term, vt is a
white noise with a zero mean and constant variance, t is the time trend, and πt−1
is the lagged variable. The ADF test is estimated by the ordinary least squares
(OLS) regression. However, the accuracy of ADF test results is reduced due to the
possibility of serial correlation.
To overcome the issue of serial correlation, Phillips and Perron (1988) introduced
the Newey-West heteroskedasticity and autocorrelation-consistent covariance matrix
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estimator. While the test equation is the same as Equation 5.1. The Phillips-Perron
test (PP) remains biased towards the non-rejection of the null hypothesis that (that
the data has a unit root) if the time series data is subject to structural breaks over
time.
To account for the effect of structural breaks, Zivot and Andrews (2002) devised
the conventional unit root test to allow a structural break in the deterministic trend.
This test, expressed in Equation 5.2, detects a single trend or intercept break with
an unknown date.
yt = µa + βat+ θaDUt(TB) + γaDTt(TB) + αayt−1 + µt (5.2)
where yt is time series data, TB is the date of break, and DUt, and DTt are 0
when there is no break in the intercept or trend; otherwise they are marked as
1. This test demonstrates that the stochastic break has no prominent impacts on
the deterministic trend or intercept in the long run. Vogelsang and Perron (1998)
then reproduced the ADF test by allowing for one significant structural break in the
trend or intercept to examine the stationarity of data. Vogelsang and Perron’s (1998)
model performs well in panel data with an unknown break date. The specification
of the model is similar to that of Zivot and Andrews (2002).
Consequently, before proceeding to the estimation of Australian private invest-
ment, it is important to verify whether the employed data is stationary or non-
stationary. Stationarity tests are carried out using the ADF test, the PP test, the
Zivot and Andrews test, and the Vogelsang and Perron test. Table 5.2 shows the
results for stationarity at the macroeconomic level. Due to skewed distributions of
variables, the logarithmic transformations of those variables were used. As indi-
cated, except for Chinese GDP growth, these tests fail to reject the null hypothesis
that the given series is non-stationary at the 1% level of significance. This suggests
that only data for Chinese GDP growth is stationary in all tests, while other data
are non-stationary in one or more tests. After the first differences, those variables
are stationary. The stationarity of Chinese GDP growth in Table 5.2 shows that the
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Chinese economy is less affected by permanent shocks.
Given the consideration of the structural break, the results of the ADF and the
PP tests are different from those of the Zivot and Andrews and the Vogelsang and
Perron tests for private investment and Australian real GDP. Due to the possible
permanent shocks embodied in these variables, the hypothesis of stationarity of
given data cannot be tested directly. Notably, the impacts of the structural breaks
on private investment and Australian real GDP need to be confirmed.
Conversely, price variables (for example, the real terms of trade) confirm the
non-rejection of the null hypothesis under the ADF and the PP tests, while it is
rejected under the Zivot and Andrews and the Vogelsang and Perron tests. In this
regard, the break dates in each price variable range from 1999 to around 2008. These
findings suggest that the financial crises in 1999 and 2008 had distinct effects on the
relevant price variables.
The ADF and the PP tests seem to be biased due to structural breaks in the data
set resulting from policy changes or economic shocks. These large changes in the
trend or intercept can be captured by the Zivot and Andrews and the Vogelsang and
Perron tests. Therefore, these two tests are appropriate for subsequent estimation.
5.5 Uncertainty Data at the Macroeconomic Level
To estimate the uncertainty variables of the Australian macroeconomy, the Autore-
gressive Conditional Heteroskedasticity (ARCH) and the Generalised Autoregressive
Conditional Heteroskedasticity (GARCH) models are used. As discussed in Chap-
ter 4, the GARCH model has several advantages for estimating uncertainty data.
Firstly, the coefficient β is a long-memory parameter measuring the long-term effect
of exogenous shocks on conditional variance. Secondly, uncertainty data regard-
ing the Australian macroeconomy is directly obtained from εt−j for the conditional
variance. In terms of this conditional variance, it is possible to calculate forward
expected data. Thirdly, compared to the ARCH model, the GARCH model can
capture the serial correlation for conditional variance.
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This study follows the works of Bloom et al. (2007); Bond and Lombardi (2006),
in which aggregated data are transformed to derive uncertainty variables. Therefore,
based on aggregate data, the GARCH model can approximate uncertainty data from
the conditional variance.
The results of the GARCH models for Australian macroeconomic uncertainty
data are summarised in Table 5.3 and shown in Figure 5.2. The chosen autoregressive
terms are inspected by the criterion of Akaike Information Criterion. Other than
Chinese GDP growth, uncertainty data are characterised by a significant ARCH
effect. This effect confirms the usefulness of the GARCH model to obtain uncertainty
data. In addition, these results show that the ARCH effect is more likely observed
in high-frequency data than other data.
Table 5.3: Overview of Uncertainty Measures at the Macroeconomic Level
Macroeconomic Uncertainty Variables ARMA(p,q)/ ARCH(p)/
ARIMA(p,d,q) GARCH(p,q)
Chinese GDP growth (yearly) (2,1) -
Australian GDP (quarterly) (8,1,8) (3,1)
Terms of trade (quarterly) (5,1,1) (1,1)
Unit labour cost (quarterly) (2,1,1) (6,1)
Net foreign debt (quarterly) (1,1,1) (1,1)
Company income tax (monthly) (5,1,8) (1,1)
Real effective exchange rate (monthly) (1,1,1) (1,1)
Real unemployment (monthly) (12,1,12) (1,1)
Commodity prices (monthly) (12,1,1) (1,1)
Trimmed mean CPI (monthly) (12,1,1) (1,1)
Cash rate (monthly) (1,1,1) (1,1)
Notes: All variables were tested in logarithms. These quarterly/monthly variances
were averaged to obtain annual variances. To remove the effect of tax revenues on
the change in company income tax and its uncertainty, company income tax was
divided by national revenues. The ratio of company income tax to company income
can highlight the effect of the changes in tax rates, in contrast to the changes in
revenues, on investment behaviour.
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Compared to other uncertainty data, that for Australian GDP displayed a steady
decline from 1960 to 2010. This performance was in line with the fact that Australian
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Figure 5.2: Macroeconomic Uncertainty Data
There are two salient spikes in the terms of trade. The first spike, in 1973/1974,
was linked with the first oil crisis, which resulted in sharp increases in global oil
prices. In response to high demand for imported oil, Australian terms of trade were
volatile in that period. The second spike, in 2009/2010, was provoked by the global
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financial crisis. This crisis severely influenced Australian exports and imports, and
therefore the terms of trade.
Real effective exchange rates displayed uncertainty in 1984/1985 and 2008/2009.
The first shock reflected the aftermath of the switch in the Australian foreign ex-
change regime in 1983. After 1983, the value of the Australian dollar slumped against
the US dollar. The devaluation and large volatility in 2008/2009 were ignited by
the global financial crisis.
Similar to real exchange rates, capital cost also displayed large volatility. Firstly,
company income tax showed high spikes in the years 1970, 1973, 1990 and 2000.
Spikes in the terms of trade in 1970 and 1973 were attributable to the first global
oil crisis. The 1990 spike was triggered by the Gulf war in Iraq, raised concerns
about economic development and the volatility of commodity prices. In 2000, the
Australian government introduced its goods and services tax to replace sales taxes.
Secondly, a notable spike was observed in the interest rate in 1983/1984, in line
with the change in foreign exchange policy. The floating exchange rate resulted in a
sharp decrease in exchange rates, and correspondingly the domestic cash rate. The
2008 global financial crisis had a far larger impact on CPI than the various shocks
in the 1970s and 1980s.
Table 5.4 shows the frequency of low and high levels of different uncertainties;
this suggests that low levels of Australian macro uncertainty are more likely. Table
5.5 presents macroeconomic investment preference over low and high levels of un-
certainty. As shown, the Australian macroeconomy is more likely to encounter low
levels of uncertainty for a number of factors, such as different categories of demand,
tax revenues, foreign trade, interest rates and Chinese GDP growth. In contrast,
as suggested by the differences of means tests, investors at the macroeconomic level
have an incentive to invest more under the significant effect of high demand un-
certainty on the short-run investment response to demand shocks, high levels of
uncertainties in demand, terms of trade and Chinese GDP growth. Together with
the distributions of different uncertainties (Figure 5.2), the frequency results indicate
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that investors facing some types of high uncertainty have been prone to investing
more than under low uncertainty at the macroeconomic level. This is in line with
the nature of the mining industry (Chapter 2). Most capital-intensive projects in
the mining industry take a long time to reach completion. Consequently, mining
production has a lagged response to high and positive demand shocks. To reduce
the response time of production, mining investors are more interested in initiating
investment in periods of high uncertainty. Therefore, at the macroeconomic level,
Australian investment behaviour is influenced by the mining industry.
Table 5.4: Macroeconomic Data Frequency under Low and High Uncertainties
ugdpt ugdpt ∗ ∆logYt utaxt uttt uratt ucgdpt
Mean 0.00020 0.00001 0.88 0.001 0.0021 0.1361
Median 0.00018 8.54e-6 0.80 0.0006 0.0012 0.0231
Skewness 0.464 1.78 1.167 1.544 3.86 4.473
Notes: ugdpt is GDP uncertainty, ugdpt ∗∆logYt is the interaction between GDP
uncertainty and GDP growth, utaxt is uncertainty in company income tax, uratt is
uncertainty in the cash rate, ucgdpt is uncertainty in Chinese GDP growth. If the mean is
larger (smaller) than the median, the distribution of uncertainty data is right (left) skewed.
This indicates that most values of uncertainty data are lower (higher) than the average value.
5.6 Models of Macroeconomic Investment
As discussed in the literature review in Chapter 3, the accelerator theory argues
that aggregate demand is an important multiplier of macro investment. The user
cost has a similar effect on investment. These investment theories also suggest that
an endogeneity problem occurs, if some variables are not exogenously determined.
Therefore, this study uses the Generalised Method of Moments (GMM) to address
the issue of under-identification, due to the presence of endogeneity and unobserved
firm-specific effects (Arellano and Bond, 1991). This approach allows the results of
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Table 5.5: Macroeconomic Mean Investment under Low and High
Uncertainties
Variable Low High Difference of Means Test
ugdpt 0.064 0.077 S
ugdpt ∗∆logYt 0.066 0.075 S
utaxt 0.070 0.071 N
uttt 0.067 0.074 S
uratt 0.072 0.069 N
ucgdpt 0.069 0.072 S
Notes: ugdpt is GDP uncertainty, ugdpt ∗∆logYt is
the interaction between GDP uncertainty and GDP growth, and
utaxt is uncertainty in company income tax, (To remove the effect
of tax revenues on the change in company income tax and its uncertainty,
the company income tax was divided by national revenues.
The ratio of company income tax to company income can be used to examine
the effect of changes in tax rates rather than changes in
revenues on the investment behaviours.)
uratt is uncertainty in the cash rate, ucgdpt is uncertainty in
Chinese GDP growth, and Low (High) refers to the frequency of the
observations for which measured uncertainty is lower (higher)
than the sample median. Figures in bold indicates that investment under
high uncertainty is significantly greater than under low uncertainty. The difference
of means tests is used to determine whether the differences in average
investment under high and low uncertainty are statistically significant.
S indicates significance at 10%, N indicates non-significance at 10%.
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the empirical findings to be compared with the reviewed literature. Section 5.6.1
uses the Ordinary Least Squares (OLS) method to examine the relationship between
different variables and investment. Section 5.6.2 presents the GMM results for Aus-
tralian private investment at the macroeconomic level (1969–2012 and 1990–2012)
using annual and quarterly data. Section 5.7 concludes and compares the results
with those of other studies.
The empirical specification uses the GMM method which refers to Baum (2006)
and Wooldridge (2002). The GMM estimator is typically used to correct for bias
caused by endogenous explanatory variables. Wooldridge (2002) used a GMM es-
timator to simultaneously estimate lagged variables and endogenous variables in a
regression with unobserved effects. Specifically, the estimator in the regression en-
sures no serial correlation between the error terms and explanatory variables and
eliminates the unobserved fixed effects in the regression. The instrumental vari-
ables are corrected and expressed by the lagged endogenous variables. This trans-
formation is valid if there is no rejection of the null hypothesis using the Hansen
over-identification test. More importantly, when the number of instrumental vari-
ables is greater than the number of unobserved (endogenous) variables, the issue of
over-identification occurs. This study follows Arellano and Bover (1995) and Blun-
dell and Bond (1998) in using the lagged differences of the endogenous variables
as instruments to ensure no correlation between the error terms and explanatory
variables.
5.6.1 OLS Method
The first equation is estimated using the OLS method. This method shows the pre-
liminary result of the determinants of Australian private investment at the macroe-
conomic level. The OLS method (from 1969 to 2012) for annual data is given in




= 0.093︸ ︷︷ ︸
(0.015)
+ 0.045(∆logYt)︸ ︷︷ ︸
(0.094)
− 1.357(∆logYt)2︸ ︷︷ ︸
(0.982)
+ 0.006(logYt−1 − logKt−1)︸ ︷︷ ︸
(0.004)∗∗
+ 0.0001∆logtaxt︸ ︷︷ ︸
(0.0001)∗
+ 5.8ugdpt︸ ︷︷ ︸
(2.7)∗∗
+ 3.556ugdpt ∗∆logYt︸ ︷︷ ︸
(1.835)
− 0.002utaxt︸ ︷︷ ︸
(0.002)
− 1.766uttt︸ ︷︷ ︸
(1.455)
− 0.735uratt︸ ︷︷ ︸
(0.403)
+ 0.005ucgdpt︸ ︷︷ ︸
(0.003)∗
(5.3)




is the ratio of private investment to private capital stock at times t
and t− 1, ∆logYt is demand shocks at time t, (logYt−1 − logKt−1) is the difference
between Australian GDP and private capital stock at time t−1, (∆logYt)2 is squared
demand shocks at time t, ∆logtaxt is the change in company income tax at time
t, ugdpt is demand uncertainty at time t, ugdpt ∗ ∆logYt is the effect of demand
uncertainty on the short-run investment response to demand shocks at time t, utaxt
is uncertainty in company income tax at time t, uttt is uncertainty in terms of trade
at time t, uratt is uncertainty in the interest rate at time t, and ucgdpt is uncertainty
in Chinese GDP growth at time t.
As shown by the OLS method in Table 5.6, several effects are dominant in
the macroeconomic investment model. The relationship between demand shocks
and investment expressed by the variable ∆logYt and (∆logYt)2 is negative and
insignificant, while the long-term error correction term given by (logYt−1− logKt−1)
is significant and positive. This shows that the effect of long-term demand shocks on
private investment is dominant in the OLS method. This confirms the accelerator
theory in which demand shocks are important multipliers of investment (Clark,
1917).
21Due to the difference between the sign of the terms of trade and the expected sign in Table
4.1, the terms of trade variable is dropped.
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For the change in company income tax (∆logtaxt), a positive and significant
coefficient is observed, confirming the importance of the user cost of capital. The
positive sign confirms the income and transfer effects described in Chapter 2. The
Australian mining boom has also led to a boom in revenue, with an increase in
income taxes.
In particular, the significant and positive uncertainty coefficients in this model
are demand uncertainty (ugdpt) and uncertainty of Chinese GDP growth (ucgdpt).
The positive coefficients suggest that demand shocks from Chinese economic growth
have a positive effect on Australian investment under high uncertainty.
When the examined period is shortened to 1990–2012 22, different results for the
OLS in Table 5.7 are shown. The coefficient for Chinese GDP growth uncertainty
is shown to be negative and insignificant, while that for terms of trade uncertainty
(uttt) is negative and significant at –4.122. The coefficients of changes in company
income tax and terms of trade remain nearly unchanged at 0.011 and 0.036, respec-
tively.
These different uncertainty results for two periods may be due to the feature of
the export-oriented Australian economy. Simultaneously, these ambiguous results
raise concerns about endogeneity in this regression. To avoid endogeneity and over-
identification, the GMM method is considered.
5.6.2 GMM Method
Tables 5.6, 5.7 and 5.8 reported the preferred specification in the GMM estimation.
Through the Hansen over-identification test, the estimation results except for GMM
column (1) of Table 5.6 are valid for assessment and explanation. Using the first-
differenced explanatory variables can give more precise results against the serial
correlation and the fixed effects in the regression.
This study uses the GMM method to address the issue of under-identification,
due to the presence of endogeneity and unobserved firm-specific effects (Arellano
22This period is consistent with the analyses at the industry and firm levels.
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and Bond, 1991). The GMM method does not asymptotically perform worse than
the 2SLS model (Wooldridge, 2002). Based on this advantage, the determinants of
Australian private investment at the macroeconomic level are examined using the
GMM method. The variables in the GMM method (from 1969 to 2012) are the same
as those in the OLS method. Hence, the results of the GMM method for annual data
are presented in Table 5.6. Although GMM columns (4) and (5) in Table 5.6 analyse
the main results, the results for GMM columns (1), (2) and (3) indicate whether
there are large variations in the signs and significances of the main variables 23.
Column (1) of Table 5.6 shows the results for a basic linear investment model,
along with the additional effects of company income tax and terms of trade. Al-
though a negative and insignificant coefficient for ∆logYt is observed, the positive-
signed coefficient for the error correction term (logYt−1 − logKt−1) is significant at
0.011. This suggests that long-run demand shocks have a positive impact on invest-
ment, and that the capital stock adjusts towards a level proportional to demand
changes. This finding is in line with those of Bloom et al. (2007) and Bond and
Lombardi (2006), stressing that firms with capital stock below the long-run equi-
librium level adjust capital stock upwards. Surprisingly, the significant coefficient
on the changes in company income tax (∆logtaxt) is positively signed at 0.005,
which is different from the expected signs in Table 4.1. According to the facts in
Chapter 2, due to the mining boom, significant increases in Australian tax revenue
were observed from 2003 to 2010. For this period, Australian company income tax
and the terms of trade performed cyclically with private investment (Convey, 2012).
Therefore, this model captures the positive and significant coefficients of the changes
in company income tax and terms of trade. However, in terms of the rejection of
the null hypothesis of the Hansen over-identification test, the statistical explanatory
power of the model in column (1) is limited.
Column (2) of Table 5.6 introduces a term for the squared demand changes
((∆logYt)2) to investigate whether the linear accelerator effect or the nonlinear ef-
23Discussions for columns (1), (2) and (3) help to understand whether the addition of demand
uncertainty and other uncertainties has a large impact on model estimation.
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fect on investment dominates over time. To interpret the effects of different demand
shocks on macroeconomic investment shown in column (2), the marginal effects of
demand shocks during 1969–2012 were quantified at –3.312 24. The combined effects
of demand shocks are large, negative, and significantly different from zero, implying
that investment has a concave response to demand shocks over time. According
to Figure 5.1, Australian macroeconomic investment experienced a downward trend
after 1969. Thus, the turning point for the concave relationship between demand
shocks and investment was prior to 1969 and macroeconomic investment data clus-
tered at the right side of the turning point. This is opposite to the sign of the
quadratic demand term in Bloom et al. (2007), this is, partly because the tested
economy is different. Simultaneously, investors under high uncertainty after 1969
may have been more cautious about macro investment. Notably, the signs and sizes
of the significant coefficient for ∆logtaxt are fairly the same as those in column (1)
and under the OLS method. A simple goodness of fit statistic also suggests that
this model has reasonable explanatory power at the macroeconomic level.
Column (3) of Table 5.6 includes the effects of uncertainty variables; specifically,
the effect of demand uncertainty on the short-run investment response to demand
shocks, uncertainties in demand, company income tax and terms of trade, interest
rate and Chinese GDP growth. The coefficients of the changes in company income
tax and the terms of trade are very similar to those in column (2). Also similar
to column (2), the marginal effects of demand shocks are observed at –1.566. For
uncertainty of the interest rate and Chinese GDP growth, significant coefficients are
derived with negative and positive signs, respectively. The only positive uncertainty
variable is Chinese GDP growth uncertainty, which is in contrast to the negative
uncertainty effect in Dixit and Pindyck (1994). This confirms the finding that
investment is more likely to happen in periods of high uncertainty of Chinese GDP
growth. The positive relationship between Chinese GDP growth uncertainty and
investment helps in reducing the response time of production to meet expected
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rising Chinese demand. In addition, as suggested by Slade (2013), the uncertainty-
investment relationship may not be negative; instead, it may be caused by variation
in the analyses at the aggregated and disaggregated levels. The other possibility is
the Hartman-Abel effect; in a competitive market, if the marginal product of capital
is convex in price, an increase in price variance raises the expected return on the
marginal product of capital and thus drives investment (Carruth et al., 2000).
Column (4) of Table 5.6 reports the full variable set where the nonlinear effect of
demand changes is tested. The increase in the statistics of the goodness-of-fit tests
suggests that this model has reasonable explanatory power. Firstly, the significant
result of ugdpt shows that the long-run effect of demand uncertainty is identified
with the coefficient at 4.492. A positive coefficient is also found for Chinese GDP
growth uncertainty at 0.008. As suggested above, high uncertainty is an incentive
for investment due to the Hartman-Abel effect.
Secondly, during 1969–2012, although the coefficient for short-term demand
shocks is insignificant, the marginal effects of different demand shocks on investment
are derived at –2.747 25. Thus, the turning point for the concave relationship between
demand shocks and investment is prior to 1969 and macro investment data clustered
at the right side of the turning point. This confirms the findings in columns (2) and
(3) that the concave relationship between demand shocks and investment is evident
under uncertainty. This behaviour corresponds to the nature of the Australian
economy and its mining industry, where investment projects are characterised by
capital intensity, especially in their early stages.
Thirdly, the effect of the changes in company income tax on investment is similar
to that shown in column (3) and is persistent. Given the range of uncertainty
variables, the effects of tax uncertainty and uncertainty of Chinese demand growth
are the same, while the effect of uncertainty in terms of trade is opposite to that of
column (3).
Column (5) of Table 5.6 omits demand uncertainty (ugdpt) to individually test
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its effect on the short-run investment response to demand shocks (ugdpt ∗∆logYt).
The omission of demand uncertainty has no impacts on the explanatory power. In
contrast to column (4), under uncertainty the concave effect of demand changes on
investment is significantly observed at –2.076. The coefficients of the changes in
company income tax and terms of trade and other uncertainties are the same as
those in column(4). It is worth stressing that the results of columns (2) (3) (4) and
(5) are supported by the Hansen over-identification tests.
To obtain the GMM results (Table 5.7), the investment model for the short
period 1990–2012 was tested to maintain consistency with those at the industry and
firm levels 26. The main differences are centred in the relationship between demand
shocks and investment, and that between uncertainty and investment. From columns
(1) to (5) of Table 5.7, the coefficients for the error correction term transform to
be positive and insignificant. Only in the full set of column (4), the coefficient for
nonlinear demand shocks becomes positive and significant at 3.731. The coefficients
of Chinese GDP growth uncertainty in columns (3), (4), and (5) are significantly
negative, while the coefficients of demand uncertainty and the effect of demand
uncertainty on the short-run investment response to demand shocks are insignificant.
Apart from these changes in Table 5.7, the investment responses to changes in
company income tax and terms of trade, and changes in terms of trade uncertainty
remain unchanged.
The reversed GMM results for 1990–2012 suggest that for that period, the convex
relationship between demand shocks and macroeconomic investment under different
uncertainties is not statistically confirmed. More specifically, over 1990–2012, in
GMM column (4) the only significantly marginal effects of different demand shocks
on investment were observed at 6.981 27. Although the coefficients for the linear
and squared terms imply a U-shaped relationship, the coefficients for demand un-
certainty and the effect of demand uncertainty on the short-run investment response
26Due to the limited number of observations in Table 5.7, the model’s power of explanation may
be affected.
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to demand shocks are insignificant. Hence, the relationship between demand shocks
and investment under demand uncertainty is not clear. As shown in Figure 5.1, the
lowest point of Australian macroeconomic investment was 1992. Thus, the turning
point for the convex relationship between demand shocks and investment was 1992,
at which point macroeconomic investment data clustered at the right side of the
turning point. This is in line with the findings of Bloom et al. (2007) who argued
that in periods subsequent to times of high-level uncertainty, investors may wait for
more information.
Similarly, during 1990–2012, Chinese GDP growth uncertainty had a negative
effect on macroeconomic investment, implying that stable Chinese economic growth
has been increasingly important to the Australian economy. As discussed in Chapter
2, at the aggregated level, foreign trade with China led to a boom in mining ex-
ports, government income, tax revenues, and investment. At the disaggregated level,
Chinese investment provided large and sustainable earnings for Australian mining
firms over the long run. The results for 1969–2012 and 1990–2012 characterise the
Australian economy as capital-intensive and export-oriented. Furthermore, similar
to those in Table 5.6, the statistics for the goodness-of-fit tests in Table 5.7 suggest
that the model for 1990–2012 has reasonable explanatory power.
To examine the impact of quarterly data on the results of Australian macroeco-
nomic investment, the model for quarterly data (from 1992 to 2012) is presented in
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the following equation and shown in column (4) of Table 5.8 28.
∆logIt = 0.038︸ ︷︷ ︸
(0.009)
− 0.155(∆logYt)︸ ︷︷ ︸
(0.409)
+ 3.478(∆logYt)2︸ ︷︷ ︸
(2.199)
− 0.165(∆logIt−1)︸ ︷︷ ︸
(0.121)
− 0.0001∆logtaxt︸ ︷︷ ︸
(0.0001)
+ 11.992ugdpt︸ ︷︷ ︸
(3.317)
+ 5.885ugdpt ∗∆logYt︸ ︷︷ ︸
(1.548)
− 0.007utaxt︸ ︷︷ ︸
(0.012)
+ 0.765uttt︸ ︷︷ ︸
(6.660)
− 5.109uratt︸ ︷︷ ︸
(5.205)
− 0.003ucgdpt︸ ︷︷ ︸
(0.418)
(5.4)
*** indicates significance at 1%, ** significance at 5%, * significance at 10%. The figures in parentheses are the standard errors of
the estimates.
where ∆logIt is private investment at time t, ∆logYt is the change in Australian
GDP at time t, (∆logYt)2 is squared Australian demand shocks at time t, ∆logIt−1
is lagged private investment at time t − 1, ∆logtaxt is the change in the company
income tax at time t, ugdpt is the change in uncertainty of Australian GDP at time
t, ugdpt ∗∆logYt is the interaction of uncertainty of Australian GDP and the change
in Australian GDP at time t, utaxt is uncertainty of company income tax at time t,
uttt is uncertainty of the terms of trade at time t, uratt is uncertainty of the cash
rate at time t, and ucgdpt is uncertainty of Chinese GDP growth at time t.
Due to the unavailability of quarterly data for capital stock at the macro level,
the investment ratio was replaced by the change in quarterly investment and its
lagged variable. Other tested variables in the quarterly model estimated by the
GMM are the same as in the annual model. In addition, due to the lack of long
historical data (1969–2012) on Chinese GDP growth, the quarterly data on Chinese
GDP growth (1992–2012) was tested using the GARCH model, which can generate
the uncertainty of Chinese GDP growth.
In Table 5.8, most signs of the coefficients in the quarterly model are aligned with
those of the annual model. However, the positive and insignificant coefficients of
28Due to the difference between the sign of the terms of trade and the expected sign in Table
4.1, the terms of trade variable is dropped.
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the squared demand shocks and demand uncertainty are in contrast to the negative
coefficients in the annual model, indicating that the relationship between demand
shocks and investment in the quarterly model is ambiguous. A significantly negative
coefficient is observed in column (4) of Table 5.8 for uncertainty in the interest rate,
and is bigger than that found using the annual model; this implies that uncertainty
in the interest rate has a significant effect on quarterly data.
For the quarterly data test in Table 5.8, although the Hansen over-identification
supports the goodness-of-fit model, most results seem to have weak explanatory
power for Australian macroeconomic investment behaviour. This may suggest that
more frequent data cannot explain investment. In addition, the multiple effects of
different variables may counteract each other, causing the weak estimation. Notably,
the reason for the differences in the results for Tables 5.7 and 5.8 can be determined
from Figure 5.3, which shows that the dependent variable in the quarterly test is
more volatile than in the yearly test.
Overall, the findings for the macroeconomic investment estimation are incon-
sistent with those of Bloom et al. (2007) and Bond and Lombardi (2006). Firstly,
a significant demand uncertainty in the long run is evident against the ambiguous
effect of uncertainty that these researchers assert. Secondly, under uncertainty the
concave and convex relationships between demand changes and investment are ex-
plored, supporting that the short-term effects of demand changes are not aligned
with the long-run effects.
5.7 Conclusion
The GMM techniques for analysing annual and quarterly data are helpful to shed
light on the determinants of Australian private investment at the macroeconomic
level. Based on the results in Table 5.6, aggregate demand shocks, changes in tax,
uncertainty in company income tax, uncertainty in the terms of trade, uncertainty in
the interest rate, and uncertainty in Chinese GDP growth are significant variables.
Therefore, although the sign of the aggregate demand shocks is not consistent with
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Table 5.6: OLS and GMM Estimation Results for Annual Macroeconomic
Data (1969–2012)
Dependent variable: (It/Kt−1) OLS GMM(1) GMM(2) GMM(3) GMM(4) GMM(5)
∆logYt 0.045 –0.009 0.166 0.128 0.078 0.012
(0.094) (0.046) (0.090)* (0.073)* (0.051) (0.080)
(logYt−1 − logKt−1) 0.006 0.010 0.012 0.011 0.015 0.000
(0.004)** (0.002)*** (0.001)*** (0.002)*** (0.007)*** (0.004)
∆logtaxt 0.0001 0.0001 0.0002 0.0002 0.0002 0.0002
(0.0001)* (0.0001)** (0.0001)** (0.0001)* (0.0001)*** (0.0001)**
(∆logYt)2 –1.357 –1.745 –1.683 –1.381 –2.076
(0.982) (0.701)** (0.592)*** (0.605)** (0.698)**
utaxt –0.002 –0.001 –0.002 –0.002
(0.002) (0.002) (0.001) (0.002)
uttt –1.766 –0.734 –3.232 –1.823
(1.455) (0.523) (1.461)*** (1.102)*
uratt –0.735 –0.678 –0.993 –0.63
(0.403)* (0.312)** (0.325)*** (0.262)**
ucgdpt 0.005 0.006 0.008 0.007
(0.003)* (0.001)*** (0.002)*** (0.002)***
ugdpt 5.800 4.492
(2.70)* (1.029)***
ugdpt ∗∆logYt 3.556 3.800 4.278
(1.835) (1.718) (1.372)***
No. Observations 43 42 42 42 42 42
Hansen’s over-identification test 7.848** 7.604 7.043 13.598 10.640
Goodness of fit 0.700 0.538 0.562 0.550 0.704 0.664
F-test statistic 6.74*** 11.27*** 15.11*** 27.54*** 36.86*** 35.22***
Notes: *** indicates significance at 1%, ** significance at 5% and * significance at 10%. The figures in parentheses are
the standard errors of the estimates. The tests of endogeneity is applied to (logYt−1 − logKt−1) for (1) and (2), and to both
(logYt−1 − logKt−1) and uttt for (3) (4) (5). The goodness-of-fit measuring corr(I/K, Î/K)2 is the squared
correlation coefficient between actual and predicted levels of the dependent variable. The F-test statistic
measures the overall significance of the regression. Due to the difference between the sign of the terms of trade and the
expected sign in Table 4.1, the terms of trade variable is dropped.
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Table 5.7: OLS and GMM Estimation Results for Annual Macroeconomic
Data (1990–2012)
Dependent variable: (It/Kt−1) OLS GMM(1) GMM(2) GMM(3) GMM(4) GMM(5)
∆logYt –0.355 –0.002 –0.263 –0.426 –0.481 –0.623
(0.233) (0.047) (0.273) (0.314) (0.332)* (0.275)*
(logYt−1 − logKt−1) 0.009 0.003 0.002 0.009 0.005 0.003
(0.018) (0.003) (0.003) (0.001)*** (0.008) (0.004)
∆logtaxt 0.0001 0.0005 0.0008 0.0007 0.0009 0.0008
(0.0001)** (0.0002)*** (0.0001)** (0.0001)*** (0.0001)*** (0.0001)***
(∆logYt)2 2.264 2.121 3.443 3.731 5.375
(1.218)* (2.198) (2.192) (2.866)* (1.935)
utaxt 0.004 0.001 0.002 0.002
(0.003) (0.002) (0.002) (0.001)
uttt –4.122 –4.601 –4.085 –4.367
(1.071)*** (0.612)*** (0.556)*** (0.650)***
uratt 1.589 1.079 1.065 0.677
(0.940) (1.148) (1.163) (1.069)
ucgdpt 0.006 –0.022 –0.010 –0.025
(0.030) (0.006)*** (0.017)** (0.006)***
ugdpt –4.978 –7.117
(1.306) (1.001)
ugdpt ∗∆logYt 8.836 9.829 –7.720
(2.432) (1.162) (1.532)
No. Observations 22 21 21 21 21 21
Hansen’s over-identification test 5.513 5.719 10.235 14.480 13.004
Goodness of fit 0.701 0.108 0.381 0.232 0.726 0.436
F-test statistic 6.62*** 44.58*** 48.66*** 50.64*** 52.23*** 50.89***
Notes: *** indicates significance at 1%, ** significance at 5% and * significance at 10%. The figures in parentheses are
the standard errors of the estimates. The test of endogeneity is applied to (logYt−1 − logKt−1) for (1) and (2) and to both
(logYt−1 − logKt−1) and uttt for (3) (4) (5). The goodness-of-fit measuring corr(I/K, Î/K)2 is the squared
correlation coefficient between actual and predicted levels of the dependent variable. The F-test statistic
measures the overall significance of the regression. Due to the difference between the sign of the terms of trade and the
expected sign in Table 4.1, the terms of trade variable is dropped.
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Table 5.8: OLS and GMM Estimation Results for Quarterly Macro Data
(1992–2012)
Dependent variable: (∆logIt) OLS GMM(1) GMM(2) GMM(3) GMM(4) GMM(5)
∆logYt –0.155 –0.027 –0.002 0.054 –0.032 –0.021
(0.409) (0.099) (0.088) (0.066) (0.055) (0.134)
∆logIt−1 –0.165 –0.172 –0.213 –0.165 –0.118 –0.019
(0.121) (0.140) (0.125)* (0.122) (0.102)** (0.100)
∆logtaxt –0.0001 –0.0001 –0.0003 –0.0003 0.0002 0.0001
(0.0006) (0.0003) (0.0004) (0.0004) (0.0005) (0.0001)
(∆logYt)2 3.478 2.408 2.968 2.451 3.124
(2.199) (1.567) (1.630)* (1.3434) (1.023)
utaxt –0.007 –0.005 –0.004 –0.003
(0.012) (0.010) (0.010) (0.008)
uttt 0.765 1.224 2.030 3.455
(6.660) (3.747) (1.678) (1.122)
uratt –5.109 –5.328 –5.384 –5.111
(5.205) (3.642) (3.254)* (2.404)
ucgdpt –0.003 –0.043 0.001 –0.002
(0.418) (0.269) (0.254) (0.376)
ugdpt 11.922 7.324
(3.337) (1.263)
ugdpt ∗∆logYt 5.585 8.606 9.677
(1.548) (0.363) (1.215)
No. Observations 80 82 82 82 82 82
Hansen’s over-identification test 0.321 1.712 4.878 8.789 6.404
Goodness of fit 0.021 0.033 0.060 0.104 0.099 0.100
F-test statistic 0.86 0.76 0.88 0.21 0.48 0.99
Notes: *** indicates significance at 1%, ** significance at 5% and * significance at 10%. The figures in parentheses are
the standard errors of the estimates. The test of endogeneity is applied to ∆logYt for (1) and (2) and to uttt
for (3) (4) (5). The goodness-of-fit measuring corr(I/K, Î/K)2 is the squared
correlation coefficient between actual and predicted levels of the dependent variable. The F-test statistic
measures the overall significance of the regression. Due to the difference between the sign of the terms of trade and the










1990 1995 2000 2005 2010





1992q1 1997q1 2002q1 2007q1 2012q1
Dependent Variable for 1992-2012 Test
Figure 5.3: Comparison of Dependent Variables for Yearly (1990–2012) and
Quarterly (1992–2012) Tests
the linear accelerator theory, the negative sign of terms of trade uncertainty seems
to conform with the conventional uncertainty theory. In addition, this implies that
aggregate demand shocks, changes in tax, uncertainty in company income tax, un-
certainty in the terms of trade, uncertainty in interest rates, and uncertainty in
Chinese economic growth are the main determinants of the dynamics of Australian
private investment.
Beyond that, for the short period 1990–2012, macroeconomic investment had
a convex response to demand shocks, while over the long run of 1969–2012, the
concave relationship was dominant for demand shocks and investment. Likewise, for
the period of 1990–2012, the coefficient for demand uncertainty was not significant.
When the period was extended to 1969–2012, the effects of demand uncertainty on
the short-run investment response to demand shocks and demand uncertainty were
characterised by significantly positive and negative coefficients. However, during
1969–2012 and 1990–2012, the changes in company income tax had long-lasting and
significantly positive effects on investment. Concurrently, during 1990–2012, the
coefficient for Chinese GDP growth uncertainty was significant and negative, while
during 1969–2012, the relationship between Chinese GDP growth uncertainty and





This chapter retests the investment model to examine the effects of different key
variables on Australian private investment at the industry level. The analysis in
Chapter 5 has shown that macroeconomic investment has different responses to
demand shocks, the user cost of capital, foreign trade, and different uncertainties.
The industry analysis endeavours to investigate whether these key variables at the
industry level have the same effects on investment. In addition, panel data used in
this chapter adds more information on the dynamics of investment across different
industries. Therefore, the model in this chapter examines the issue of heterogeneity
across different industries.
Section 6.2 sets up the estimation framework for investment behaviour at the
industry level. Section 6.3 describes the nature of panel data. Section 6.4 presents
the results of the stationarity tests. Section 6.5 selects various useful variables related
to the estimation of Australian investment. Section 6.6 assesses the empirical models
and provides robust estimations and analyses.
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6.2 Industry Investment Estimation Framework
The empirical estimation in this chapter identifies the pattern of the dynamics of
Australian private investment at the industry level. A series of tests are used in
this estimation, such as stationarity tests and uncertainty tests, along with a range
of empirical models. These tests are in line with discussion in the literature review
and the research methodology.
To observe the distribution and dynamics of industry investment, the data de-
scription at the industry level is pursued. After a preliminary description, station-
arity tests are used. As indicated in the analysis of macroeconomic investment, the
stationarity tests help in identifying the stationarity of the series for the estimation
of an unbiased empirical model. The GARCH method is also fit for panel data to
capture conditional uncertainty data. It is worth stressing that in contrast to the
direct effects of uncertainty in interest rates and Chinese GDP growth uncertainty
on Australian macroeconomic investment, the effects of these uncertainty variables
on industry investment are indirect, and are calculated because of data unavail-
ability at the industry level. These uncertainty variables at the industry level are
interacted with demand uncertainty. The empirical models applied to industry level
data are the Random Effects (RE) method, the Fixed Effects (FE) method, and the
generalised method of moments (GMM).
6.3 Data Description at the Industry Level
This chapter collects panel data for Australian investment at the industry level
from the Australian Bureau of Statistics for the years 1960–2012. The panel data
set contains 20 industries indexed by the ABSID, ranging from agriculture, forestry
and fishing to ownership of dwellings. Table 6.1 compares a range of variables across
all these industries, such as the mean ratio of investment to capital stock, mean value
of GDP, mean tax on company income and mean value of exports. Of all industries,
the mining industry from 1960 to 2012 had the highest value for the mean ratio of
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investment to capital stock and the mean value of exports, as well as a high ranking
for the mean value of GDP.
Table 6.2 presents distributions of the key variables of investment at the indus-
try level. Figures 6.1, 6.2, 6.3 and 6.4 describe key variables in all industries. The
performances of the variables suggest that key variables for Australian industries
grew rapidly after the 2000s. Notably, except for company income tax, the mean
values of key variables in the mining industry are higher than those in all industries.
Figures 6.1, 6.2, 6.3 and 6.4 show that after the 2000s there was high and sustained
growth in Australian mining investment, mining demand, mining company income
tax and export value. However, between the 1970s and the 2000s, the mean invest-
ment ratio in the mining industry experienced large volatility. As shown in Table
6.2, the mining industry plays an important role in the Australian economy.
6.4 Stationarity Tests at the Industry Level
As in the analysis of macro investment, the analysis of industry investment applies
stationarity tests to panel data. Those at the industry level minimise the risk of
spurious estimation, where the mean and variance of non-stationary data are not
constant.
Choi (2001) redesigned the augmented Dickey Fuller (ADF) test and the Phillips-
Perron (PP) test and proposed the Fisher-type test for panel data to judge whether
the data has a unit root. In this respect, the null hypothesis in the Fisher-type
test for panel unit roots is that all panels contain a unit root, while the alterna-
tive hypothesis shows that at least one panel is stationary. The test equation for
stationarity is specified in Equation 7.1:
∆yit = φiyi,t−1 + z′itγi + εit (6.1)
where i = 1, ..., N indexes panels; t = 1, ..., Ti indexes time; yit is the variable being
tested; and εit is a stationary error term. The zit term can represent panel-specific
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Table 6.1: Data Description at the Industry Level
ABSID Industries Ii,t
Ki,t−1
Yi,t taxi,t exi,t No. of Obs.
A3348008R Agriculture, Forestry and Fishing 0.11 21968.77 10.58 220.63 146
A3348050V Mining 0.16 71660.74 35.27 409.37 146
A3346520R Manufacturing 0.12 86605.21 102.71 155.56 146
A3346560J Electricity, Gas, Water and Waste Services 0.06 27722.54 13.64 104
A3346600R Construction 0.11 56816.62 60.42 0.63 126
A3346640J Wholesale Trade 0.06 37427.87 53.71 104
A3347806R Retail Trade 0.06 38944.23 50.74 104
A3347846J Accommodation and Food Services 0.07 22661.90 22.46 104
A3347886A Transport, Postal and Warehousing 0.08 40091.44 48.43 59.50 146
A3346651R Information Media and Telecommunications 0.10 20642.15 26.73 24.34 126
A3347363R Financial and Insurance Services 0.04 57345.59 92.15 11.22 146
A3347403W Rental, Hiring and Real Estate Services 0.07 23689.54 19.40 104
A3347443R Professional, Scientific and Technical Services 0.12 46281.38 97.88 5.57 146
A3347639T Administrative and Support Services 0.08 26275.87 54.13 18.19 126
A3347679K Public Administration and Safety 0.06 50564.87 130.05 6.16 146
A3347719T Education and Training 0.05 45221.05 37.57 3.34 120
A3347760V Health Care and Social Assistance 0.06 47644.54 76.24 0.10 120
A3347499A Arts and Recreation Services 0.07 6835.33 8.67 6.34 126
A3347540T Other Services 0.12 18775.90 25.88 176.83 146
A2423051K Ownership of Dwellings 0.06 78481.49 8.04 104
Source: ABS (2012). ABSID is the code of the Australian Bureau of Statistics’ industrial coding system.
Notes: All original values are recorded in AU$Million. Ii,tKi,t−1 stands for the mean ratio of the investment
at time t to the capital stock at time t− 1. Yi,t is the mean value of industry GDP. taxi,t is the mean
company income tax (relative to GDP deflator in 2012). exi,t is the mean export value of each industry
(relative to GDP deflator in 2012). Some missing data are found in exi,t for unbalanced data.
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Figure 6.1: Description of Investment Ratio in All Industries
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Figure 6.2: Description of Industry Demand in All Industries
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Figure 6.3: Description of Company Income Tax in All Industries
There are some missing values in company income tax in all industries. The unbalanced panel
data can be tested by the GMM method.
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Figure 6.4: Description of Export Value in All Industries
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Table 6.2: Distributions of Key Variables at the Industry Level







Mean 0.08 41282.85 48.735 98.744 0.16 71660.74 35.273 409.366
P25 0.05 21413.5 20.799 5.273 0.10 36798.98 25.433 215.139
P50 0.08 33491.5 44.319 24.732 0.12 67184.97 32.666 309.902
P75 0.10 56059.5 70.096 165.525 0.21 93863.99 43.001 500.491
No.of Obs. 1060 780 240 456 53 39 12 42
Source: Author’s calculations using ABS (2012)
Notes: Pi is the ith percentile. Yi,t the real value of GDP in 2012 (AU$Million).
Ii,t
Ki,t−1
stands for the ratio of investment at time t to capital stock at time t− 1.
taxi,t is the real company income tax (relative to the GDP deflator in 2012), and exi,t is
the real export value of each industry (relative to the GDP deflator in 2012).
means, panel-specific means and a time trend, or nothing, depending on the features
of the data. This equation originates from the ADF test and the PP test, and is
fit for panel data. This panel unit root test is used to test the null hypothesis
H0 : φi = 0 for all i versus the alternative Hα : φi < 0.
The size of the panel is an important criterion for selecting the most appropriate
test of stationarity. In a panel dataset, if each cross-section unit contains the same
number of observations per time period, it is balanced; otherwise, it is unbalanced.
Addressing unbalanced panel data is one of the advantages of the Fisher-type test.
Hence, investment for unbalanced panel data at the Australian industry level is also
fit for the Fisher-type test.
Table 6.3 displays the results of the Fisher-type test for panel data at the indus-
try level. Due to the skewed distributions of variables, logarithmic transformations
of these variables are used. Apart from company income tax, these tests reject the
null hypothesis that all the given data has a unit root at the 1% significance level.
This indicates that panel data in the long-run is less affected by permanent shocks.
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Therefore, panel data at the industry level used by the empirical models would not
lead to a biased estimation.
Table 6.3: Fisher Unit Root Tests at the Industry Level
Industry variables ADF test PP test






Australian real GDP I(0) I(0)
Company income tax I(0) I(1)
Value of exports I(0) I(0)
Notes: All variables were tested in logarithms and in levels.
If data exhibited a unit root in levels, first differences of the data
were examined to ensure stationarity. I(0) indicates that the data
doesn’t contain a unit root. I(1) indicates that the data’s
first-differenced series is stationary. To remove the effect
of revenues on the changes in company income tax and exports
and their uncertainties, company income tax and
export value were divided by national revenues.
6.5 Uncertainty Data at the Industry Level
Prior to modelling the effect of key variables on Australian private investment at the
industry level, it is worth examining the selection of different estimated variables.
All the variables are tested in logarithm form. All nominal variables are divided
by the GDP deflator. The uncertainty variables at the industry level are defined as
follows.
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6.5.1 Uncertainty Variables
The results at the industry level are summarised in Table 6.4. With significant
ARCH effects, the best-fit GARCH models at the industry level are verified by the
Akaike Information Criterion. The dynamics of uncertainty data are also illustrated
in Figures 6.5, 6.6 and 6.7.
Table 6.4: Overview of Uncertainty Measures at the Industry Level
Industry Uncertainty Variables ARIMA(p,d,q) GARCH(p,q)
Australian Industry GDP (yearly) (1,0,1) (1,1)
Company Income Tax (yearly) (1,1,1) (1,1)
Value of Exports (yearly) (1,0,1) (1,1)
Notes: All variables are tested in logarithm.
Figure 6.5 shows that there were no big shocks or volatility for industry GDP
in the majority of industries from 1960 to 2012. Only one striking fluctuation was
found in manufacturing, information technology, and arts and recreation around
1976. This fluctuation was far greater than the period of flat data and was due
to the aftermath of the oil crisis in 1974, which caused high resource prices and
worldwide economic turmoil. Thus, volatility of industry GDP was low in most
Australian industries from 1960 to 2012.
Figure 6.6 shows that volatility in company income tax was observed in the
mining, information media and telecommunications, and real estate industries from
2001 to 2012. This volatility suggests that during 2001–2012, these Australian in-
dustries had widespread uncertain expectations on taxation, corresponding to the
mining boom and the global financial crisis. Hence, high volatility of company in-
come tax at the industry level was evident in some capital intensive industries (such
as mining) from 2001 to 2012.
The agriculture, mining, manufacturing, financing, and professional technology
industries experienced a notable spike in the industrial value of exports in the 1970s
(Figure 6.7). This spike was linked to the global oil crisis in the 1970s. However,
the construction and health care services industries experienced a large spike around
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Figure 6.5: Industry Uncertainty Data for GDP (Conditional Variances)
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Figure 6.6: Industry Uncertainty Data for Company Income Tax (Conditional
Variances)
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2000. This exports shock was caused by the Asian economic crisis in 1997. Therefore,
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Figure 6.7: Industry Uncertainty Data for Export Values (Conditional
Variances)
According to the conventional theory on investment, if the coefficients of in-
dustry uncertainty for GDP, tax, and export values are statistically significant and
negative, the timing of investment is delayed. Simultaneously, the expected positive
association between demand shocks and investment is dampened. Apart from un-
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certainties in GDP, tax, and export values, uncertainty in interest rates and Chinese
GDP growth at the industry level also affect industry investment.
As discussed in Chapter 4, the effects of uncertainties in interest rates and Chi-
nese GDP growth on investment are examined by the interaction term with uncer-
tainty on industry GDP (ugdpit ∗uratt, ugdpit ∗ucgdpt). In the industry investment
model, interest rate uncertainty and Chinese GDP growth uncertainty can influence
industry investment by either reinforcing or alleviating the impact of uncertainty of
industry GDP on industry investment. The significantly negative coefficients of in-
teracted interest rate uncertainty and Chinese GDP growth uncertainty imply that
under interacted uncertainty, industry investment responds positively and slowly to
growth of industry demand. This slow response supports the view in the theoretical
analysis that uncertainty raises the trigger value of industry investment.
To capture the features of the uncertainty data, Table 6.5 and 6.6 provide some
descriptive statistics. As argued by Bloom et al. (2007), the effect of demand un-
certainty on the short-run investment response to demand shocks is defined by the
interaction between demand uncertainty and demand shocks (ugdpit∗∆logYit), while
demand uncertainty is simplified as ugdpit. These proxies are indicated in Tables
6.5 and 6.6.
Table 6.5 demonstrates that for all industries, the occurrence of relatively high
uncertainty on company income tax is more frequent than that of low uncertainty.
The probabilities of the effect of high demand uncertainty on the short-run invest-
ment response to demand shocks, high uncertainty of demand, export value, interest
rates and Chinese GDP growth are more likely to be relatively low. This uncertainty
pattern coincides with that at the macroeconomic level.
Table 6.6 records mean investment across all industries, showing that it varies
with different uncertainties. Most statistics support the perspective that investment
under low uncertainty is greater than under high uncertainty. However, this perspec-
tive is not consistent with the estimations for mining and ownership of dwellings,
where there is more investment under relatively high uncertainty. Except for demand
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uncertainty, mining investors are keen to invest during periods of high uncertainty.
Across all Australian industries, most other investors are cautious about investing
under high uncertainty. To some extent, this finding is in line with the highlights
in Chapter 2, which showed that not all industries have benefited from the mining
boom. It is evident that some industries are sensitive to increases in related product
prices and terms of trade.
Overall, except for uncertainty of company income taxes, relatively low uncer-
tainty is prevalent across all industries. Furthermore, under high uncertainty, the
mining and the ownership of dwellings industries are likely to observe more invest-
ment than under low uncertainty.
6.6 Models of Industry Investment
This section examines the determinants of Australian private investment behaviour
(1960–2012) at the industry level. The model in this section originates from the
error correction model (ECM) of capital stock adjustment in Bloom et al. (2007),
which also assumes that investment is partially irreversible under uncertainty 29.
A panel dataset can be estimated by using a random effects model or a fixed
effects model (Wooldridge, 2002). The random effects (RE) model assumes that
the individual specific effects are uncorrelated with the independent variables. RE
models can be estimated using the Generalised Least Squares (GLS) method. The
fixed effects (FE) model assumes that the individual specific effect is correlated
with the independent variables. Both the RE and FE methods were used to do the
preliminary tests.
Due to suspicion of heteroscedasticity across different industries, the Random
Effects (GLS) method was first put forward to empirically test the effect of un-
certainty variables, demand variables, and variables of the user cost of capital on
investment. Due to possible heterogeneity across different industries, the fixed ef-
29Bloom et al. (2007) chose adjusted capital stock and investment as the dependent variable, in
which investment is partially irreversible and capital stock can be adjusted in the long-run.
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fects (FE) method was also adopted. In addition, endogeneity in the regression may
contribute to a biased result. To correct for endogeneity and over-identification, the
GMM method was applied and provided reliable results.
Time and fixed effects were eliminated using forward-mean differences and time
differences for those variables in logarithm. Section 6.6.1 sets up the RE and FE
methods for the preliminary testing of Australian private investment (1960–2012)
at the industry level. In Section 6.6.2 the estimation is carried out using the GMM
method. Section 6.7 concludes and summarises the results of the different empirical
models.
6.6.1 RE and FE Methods
RE (GLS method) is applied to panel data at the industry level to derive the results




= − 2.336︸ ︷︷ ︸
(0.110)∗∗∗
+ 0.33(∆logYi,t)︸ ︷︷ ︸
(0.485)
− 1.41(∆logYi,t)2︸ ︷︷ ︸
(3.321)
+ 0.041(logYi,t−1 − logKi,t−1)︸ ︷︷ ︸
(0.087)
+ 0.022∆logtaxi,t︸ ︷︷ ︸
(0.331)
− 0.022∆logexi,t︸ ︷︷ ︸
(0.037)
− 5.76ugdpi,t︸ ︷︷ ︸
(2.435)∗∗
+ 0.121ugdpi,t ∗∆logYi,t︸ ︷︷ ︸
(0.110)
+ 1.35utaxi,t︸ ︷︷ ︸
(2.667)
+ 0.018uexi,t︸ ︷︷ ︸
(0.034)
+ 1.350ugdpi,t ∗ uratt︸ ︷︷ ︸
(2.667)
+ 3.020ugdpi,t ∗ ucgdpt︸ ︷︷ ︸
(1.162)∗∗
(6.2)




is the ratio of private investment to private capital stock for industry
i at times t and t − 1, ∆logYi,t is industry demand shocks at time t, (∆logYi,t)2 is
squared demand shocks at time t, (logYi,t−1 − logKi,t−1) is the difference between
industry GDP and private capital stock at time t − 1, ∆logtaxi,t is changes in
industrial company income tax at time t, ∆logexi,t is changes in industrial export
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values at time t, ugdpi,t is industrial demand uncertainty at time t, ugdpi,t ∗∆logYi,t
is the effect of industrial demand uncertainty on the short-run investment response
to demand shocks at time t, utaxi,t is industrial uncertainty of company income tax
at time t, uexi,t is industrial uncertainty of export values at time t, ugdpi,t ∗ uratt is
interacted uncertainty between demand and the interest rate at time t, and ugdpi,t ∗
ucgdpt is interacted uncertainty between demand and Chinese GDP growth at time
t.
Results for the RE estimation were determined using Equation 6.2 and were
reported in Table 6.7. As shown, all demand-related variables have positive coeffi-
cients, including linear demand changes (∆logYit), squared demand changes ((∆logYit)2),
and the error correction term (logYi,t−1 − logKi,t−1). These results are consistent
with the accelerator theory. In addition, a positive coefficient is observed for changes
in company income tax (∆logtaxit), while a negative coefficient on changes is ob-
served for export values (∆logexit). The effect of changes in company income tax
is the same as that in the analysis of macroeconomic investment. In a variety of
uncertainty terms, apart from the negative coefficients of the interaction terms of
demand uncertainty (ugdpit ∗∆logYit) and interest rate uncertainty (ugdpit ∗uratt),
other variables have positive coefficients. These mixed signs are not aligned with
the conventional effect of uncertainty on investment. Remarkably, these variables
under RE estimation are insignificant, raising concerns about heterogeneity and
endogeneity in this panel set.
To improve the efficiency of model estimation, the fixed effects (FE) model for
the same specification in Equation 6.2 was undertaken, and the results reported in
Table 6.7. The FE method has an advantage over the RE method for correcting
for heterogeneity across panel data. In contrast to the RE model, the signs on the
coefficients of the squared demand changes ((∆logYit)2) and the error correction
term (logYi,t−1− logKi,t−1) are negative. The sizes and standard deviations in these
variables are different from those in the RE model. However, all variables in the RE
and FE methods are insignificant, implying that the estimations are not consistent.
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6.6.2 GMM Method
To address the issues of endogeneity and over-identification, the model is estimated
using the GMM method to derive more robust and unbiased results. Following the
specification under the RE and FE methods, this section uses the GMM estimation
for Australian investment at the industry level. In response to the issues of endo-
geneity and over-identification, the appropriate instrumental variables are chosen in
the GMM method 30. Hence, the GMM method seems to be an effective method to
examine the effect of long-term demand, short-term demand, the user cost of capital
and uncertainty terms on Australian industry investment. The GMM method (from
1960 to 2012) for panel data is given by:
Ii,t
Ki,t−1
= − 2.256︸ ︷︷ ︸
(0.048)∗∗∗
− 0.157(∆logYi,t)︸ ︷︷ ︸
(0.646)
+ 0.918(∆logYi,t)2︸ ︷︷ ︸
(3.263)
+ 0.132(logYi,t−1 − logKi,t−1)︸ ︷︷ ︸
(0.030)∗∗∗
+ 0.759∆logtaxi,t︸ ︷︷ ︸
(0.663)
− 0.018∆logexi,t︸ ︷︷ ︸
(0.059)
− 0.046ugdpi,t︸ ︷︷ ︸
(0.030)
+ 0.132ugdpi,t ∗∆logYi,t︸ ︷︷ ︸
(0.101)
+ 9.684utaxi,t︸ ︷︷ ︸
(4.472)∗∗
− 0.087uexi,t︸ ︷︷ ︸
(0.069)
+ 3.092ugdpi,t ∗ uratt︸ ︷︷ ︸
(0.521)∗∗
+ 2.119ugdpi,t ∗ ucgdpt︸ ︷︷ ︸
(0.667)
(6.3)




is the ratio of private investment to private capital stock for industry
i at times t and t− 1, ∆logYi,t is industrial demand shocks at time t, (∆logYi,t)2 is
squared demand shocks at time t, (logYi,t−1 − logKi,t−1) is the difference between
industry GDP and private capital stock at time t − 1, ∆logtaxi,t is the change in
industrial company income tax at time t, ∆logexi,t is the change in industrial export
values at time t, ugdpi,t is industrial demand uncertainty at time t, ugdpi,t ∗∆logYi,t
is the effect of industrial demand uncertainty on the short-run investment response
to demand shocks at time t, utaxi,t is the industrial uncertainty of company income
30The level equation is instrumented by the lagged level of those variables, while the difference
equation is instrumented by the lagged first differences of those variables.
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tax at time t, uexi,t is the industrial uncertainty of export values at time t, ugdpi,t ∗
uratt is the interacted uncertainty between demand and interest rate at time t, and
ugdpi,t ∗ ucgdpt is the interacted uncertainty between demand and Chinese GDP
growth at time t.
Table 6.7 reports the results for the GMM methods. GMM column (1) displays
the baseline model, including linear demand changes, the error correction term, the
user cost of capital, and changes in export values. Unlike the results for the RE and
FE methods, the coefficient for changes in company income tax is positively related
to investment but is insignificant. Apart from that, the remaining signs on other
coefficients (demand changes, tax changes) are consistent with those found using
the RE method. Notably, the positive coefficient on the error correction term is
positive and significant at 0.114, suggesting that demand shocks in the long-run are
positively connected with investment. This positive relationship is also highlighted
by Bond and Lombardi (2006).
GMM column (2) investigates whether the squared demand changes have an
additional impact on investment in the long run. The results on the coefficients of
linear demand changes, the error correction term, the changes in company income
tax, and the changes in export values are insignificant, which is similar to the results
in column (1). Conversely, the significant positive coefficients on this quadratic term
and error correction term lead to the marginal effects of demand shocks on invest-
ment at 6.718 31. This suggests that in the long run, investment under uncertainty
has a convex response to demand shocks. This convex relationship between long-
term demand shocks and investment is supported by Bloom et al. (2007). However,
this relationship is not supported by the coefficients in columns (3), (4) and (5).
GMM column (3) adds four types of uncertainty variables: uncertainties in com-
pany income tax, export value, the interaction terms of the interest rate and Chinese
GDP growth. In this model, the positive signs prevail in the coefficients of the er-
ror correction term at 0.134, and the changes in tax, export values and nonlinear
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demand. For the uncertainty variables, only the coefficient for the uncertainty of
export values is negative, but it is not significant. In addition, significant coefficients
are observed by the error correction term, uncertainties in company income tax and
interacted interest rates. This fact suggests that tax uncertainty and interest rate
uncertainty under this circumstance have positive impacts on investment. This is
not in line with the results at the macroeconomic level. This may be due to the
variation in the analyses at aggregated and disaggregated levels (Slade, 2013), data
bias (Huizinga, 1993) and the unavailability of interest rates at the industry level.
GMM column (4) tests the model with all the variables. The results for demand
changes, the error correction term, the changes in tax, and the uncertainty terms in
the column (4) are similar to those in column (3), where long-run demand shocks
to investment are positively dominant at 0.132. Notably, contrary to the macroe-
conomic estimation, company income tax uncertainty has a significantly positive
effect on investment. This corresponds to the results for Table 6.6. The differences
in results may be caused by the estimations at different levels. At the industry level,
resource tax (from the mining industry) is reallocated to other industries, increasing
the incentive to invest (Slade, 2013). However, the coefficient for interacted interest
rate uncertainty is significantly positive at 3.092, while the result of the test for in-
vestment preference under the interacted interest rate uncertainty in Table 6.6 does
not support the positive effect of interest rate uncertainty. This may be caused by
data bias (Huizinga, 1993) and unavailability of interest rates at the industry level.
Furthermore, the coefficients of the effect of demand uncertainty on the short-run
investment response to demand shocks and demand uncertainty are insignificant
and have different signs (0.132 and –0.046). These results are in contrast to those
in Bloom et al. (2007), due to the different variables and economy examined. It is
worth stressing that in Australia, although the mining industry is one of the main
drivers of economic growth, the integrated effect on investment across all industries
appears to be less driven by foreign demand. A simple goodness-of-fit statistic and
an F-test statistic also suggest that this model has reasonable explanatory power at
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the industry level.
GMM column (5) skips demand uncertainty (ugdpit) and re-estimates the model
in column (4). Compared to the results for column (4), the coefficient for the ef-
fect of demand uncertainty on the short-run investment response to demand shocks
(ugdpi,t ∗ ∆logYi,t) is insignificant. The goodness-of-fit and F-test statistics in col-
umn (5) are 0.114 and 57.86, respectively, which are smaller than the values of 0.128
and 59.48 in column (4). This suggests that although the signs on the coefficients
are similar, the model in column (5) has a weaker explanation for investment be-
havior than that in column (4). In addition, the statistics of overall diagnostic tests
(Hansen’s over-identification tests), goodness-of-fit tests, and F-tests support the
results of the GMM estimation.
To have consistent and comparable results with those in Chapter 5, Table 6.8
provides the RE, FE and GMM results for 1990–2012. As indicated, the only changes
are found in column (4). The coefficient for interest rate uncertainty has slightly
increased to 3.141. The unchanged results from 1960–2012 to 1990–2012 suggest that
industry investment behaviour is steady. As discussed in Chapter 2, the transfer
effect in the mining boom is dominant.
6.7 Conclusion
In summary, examining the impact of demand changes, tax changes, and uncertainty
in industry investment provides a deep understanding of the pattern of Australian
private investment in both the short and long-term. In light of the GMM results,
statistically significant effects are found in the error correction term, uncertainty in
company income tax, and interacted uncertainty in interest rates. More specifically,
the error correction term, uncertainty in company income tax, and interacted un-
certainty in interest rate are positively related to (that is, motivates) investment.
However, the coefficients of the effect of demand uncertainty on the short-run invest-
ment response to demand shocks and demand uncertainty are insignificant. These










































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































that the coefficient for uncertainty is significant, and that investment has a negative
response to uncertainty.
Compared to the results at the macroeconomic level for the period 1990–2012,
although the signs remain the same, the coefficients of the squared demand shocks,
the change in company income tax, the change in export value, and Chinese GDP
growth uncertainty are all insignificant. These variables indicate the nature of the
Australian economy: the nonlinear effect of demand shocks, capital intensity, and
its export-oriented nature, suggesting that across different industries nature is less
dominant. Accordingly, apart from the opposite effects of interacted and demand
uncertainty, the significant effects of tax uncertainty and interest rate uncertainty
are different from those at the macroeconomic level. This also implies that the
impact of the Australian economy on investment across all industries is diminished.
To clarify this understanding of investment behaviour, the estimation of Australian
private investment at the firm level is pursued in Chapter 7.
Chapter 7
Determinants of Firm Investment
7.1 Introduction
Although the previous chapter laid out factors determining investment, such as
demand shocks, the user cost of capital, foreign trade, and demand uncertainty,
attention was focused primarily on the macroeconomic and industry levels. To
that extent, this thesis’s discussion on investment is fairly broad, as is much of
the relevant literature. This chapter focuses on investment at the firm level that
has arisen parallel to the discussions described in Chapters 5 and 6. In particular,
four variables were added to the investment analysis at the firm level: number of
employees, firm age in 2012, market capitalisation, and Chinese ownership. These
variables correspond to firm size, long duration of operation, capital intensity, and
Chinese demand, which are discussed in Chapters 2 and 4.
Section 7.2 sets up the estimation framework for investment behaviour at the
firm level. Section 7.3 describes the nature of the panel data. Section 7.4 presents the
results of the stationarity tests. Section 7.5 discusses uncertainty variables related to
the estimation of Australian investment. Section 7.6 assesses the empirical models.
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7.2 Firm Level Investment Estimation Framework
This chapter empirically assesses the behaviour of Australian mining investment at
the firm level. The estimation approach follows that in Chapter 6, comprising sta-
tionarity tests, uncertainty tests, and a number of empirical models. These tests
are closely linked with investment analyses at the macroeconomic and industry lev-
els, providing sufficient evidence to better understand the dynamics of Australian
mining investment.
The estimation in this chapter starts with the data description, followed by
stationarity tests. These preliminary tests present the features of investment-related
data to ensure that estimation variables are unbiased. Corresponding to the previous
chapters, the uncertainty variables are generated using the GARCH model. As
mentioned in Chapter 6, due to data unavailability at the firm level, the impact
of interest rate uncertainty and Chinese GDP growth uncertainty on investment
is measured by interacted terms with demand uncertainty. Moreover, the error
correction process of cash flow and firm sales, as well as the specific firm features
of firm size (empit), firm age (ageit), market capitalisation (mktit), and Chinese
ownership (ocnit) are included in the estimation models. To examine the extent to
which investment at the firm level is affected by these related factors, the random
effects (RE), the fixed effects (FE) methods and the generalised method of moments
(GMM) are used.
7.3 Data Description at the Firm Level
The scope of the mining industry includes all operations associated with the extrac-
tion of minerals or hydrocarbons (oil and gas), exploration for minerals or hydro-
carbons and provision of a variety of processing services (Finch, 2014). This chapter
gathers panel data for Australian mining investment at the firm level from firms’
annual reports for the years 1990–2012. The chosen years cover a period of major
economic events, such as the Asian economic crisis, the mining boom and the global
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financial crisis, which affected Australian economic conditions and investment be-
haviour. Payment for the purchase of property, plant and equipment 32 is chosen
because it is the most relevant variable for mining investment at the firm level.
Investment behaviour at the firm level is examined using data from over 1,012
publicly listed Australian mining firms between 1990 and 2012. As discussed in
Chapter 4, this data also includes total equity as capital stock, cash flows, operating
sales, the number of employees for firm size, market capitalisation for the market
value, expenses from exchange rate variations, firm age (in 2012), tax expenses,
different ownership, and mining production. All these data are available from the
firms’ annual reports and DatAnalysis (2012). The value of relevant data was de-
flated by the Australian GDP deflator. In addition, due to the increasing importance
of Chinese investors, a dummy variable for Chinese ownership was created; if a firm
is funded by Chinese investors, the dummy variable equals one; otherwise, it is zero.
As shown in Table 7.1, this firm level sample is characterised by firm size, market
capitalisation, age in 2012, foreign ownership, and mining production. Using these
features, the firms are grouped, with most grouped as being of micro and small size
(≤ 30 employees), young firm age (≤ 5 years), and low market capitalisation (≤
AU$50,000,000). This suggests that small listed firms associated with young firm
ages are the main components of the Australian mining industry. Furthermore, most
mining firms are owned by British, American, and Chinese investors who primarily
invest in gold and oil mines.
In contrast, Table 7.2 clarifies large firm size, large market capitalisation, and
older firm age as the main drivers of mean investment across firms in the Aus-
tralian mining industry. Although many mining firms are characterised by micro
size (< 5 employees), small market capitalisation (≤ 50, 000, 000) and young firm
age (≤ 5 years), large firms (≥ 100 employees) with large market capitalisation
32Purchase of property, plant and equipment is recorded at cost less accumulated depreciation,
cost on leased equipment and impairment charges, but includes the purchase of second hand
equipment. According to the accounting standard, it may not be easy to find any better alternative
for firm investment than purchase of property, plant and equipment. (Appendix A provides a more
detailed explanation.)
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Table 7.1: Sample Characteristics of Australian Mining Firms (percent)
Size Market Capitalisation
Micro (< 5 employees) 32.56 ≤ 50,000,000 76.09
Small (6–29 employees) 34.29 50,000,000–250,000,000 13.73
Medium (30–99 employees) 10.74 250,000,000–2,000,000,000 6.32
Large (≥ 100 employees) 22.41 ≥ 2,000,000,000 3.86
Age in 2012
≤ 5 years 39.32
6–10 years 27.94
11–19 years 25.77
≥ 20 years 6.97
Foreign Ownership Production
United Kingdom 25.62 Coal 4.37
United States 20.34 Iron Ore 3.26
China 12.53 Bauxite 1.83
Japan 0.83 Copper 1.46
Oceania 4.55 Gold 18.60
Europe 6.16 Oil 19.99
Asia 12.47 Gas 0.47
Americas 13.87 Other 50.02
Africa 0.78
Source: Author’s calculations using data from firms’ annual reports.
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(≥ 2, 000, 000, 000) and older firm age (≥ 20 years) gain more investment. Simulta-
neously, most investment is from the United Kingdom, United States, China, Japan
and other Asian countries. Iron ore, bauxite and copper production receive the most
investment. Most production in coal, iron ore, bauxite and copper comes from large
firms (≥ 100 employees).
Table 7.2: Mean Investment by Firm Feature of Australian Mining Firms
(AU$)
Size Market Capitalisation
Micro (< 5 employees) 1,646,979 ≤ 50,000,000 1,874,192
Small (6–29 employees) 5,730,735 50,000,000–250,000,000 1.55e+07
Medium (30–99 employees) 2.23e+07 250,000,000–2,000,000,000 8.05e+07
Large (≥ 100 employees) 8.15e+08 ≥ 2,000,000,000 3.59e+08
Age in 2012
≤ 5 years 4,260,083
6–10 years 7,557,409
11–19 years 9,236,336
≥ 20 years 1.61e+08
Foreign Ownership Production
United Kingdom 1.13e+08 Coal 6.45e+08
United States 2.01e+08 Iron Ore 1.39e+09
China 6.39e+07 Bauxite 2.89e+09
Japan 4.56e+07 Copper 1.27e+09
Oceania 8.68e+07 Gold 1.50e+07
Europe 3.59e+07 Oil 3.19e+08
Asia 2.22e+08 Gas 1.42e+07
Americas 2.72e+07 Other 1.03e+08
Africa 3.43e+07
Source: Author’s calculations using data from firms’ annual reports
For production, mining firms with large size (≥ 100) account for 56.86% of firms mining coal,
74.13% of those mining iron ore, 100% of those mining bauxite, 66.67% of those mining copper,
35.37% of those mining gold, 29.7% of those mining oil and 34.73%
of those mining other commodities.
Figure 7.1 shows the proportion of Australian mining firms undertaking invest-
ment from 1990 to 2012. Notably, the proportion increased from less than 1% in
1990 to over 10% in 2012. The increase from 2003 to 2012 was steeper than that
from 1990 to 2002, corresponding to the period of the mining boom in Australia.
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The only decline in the proportion of those firms investing was in 2009. Overall, the
years 2003 and 2009 were important for behavioural changes in Australian mining









1990 1995 2000 2005 2010
Figure 7.1: Proportion of Observed Mining Firms Investing 1990–2012
Source: Graphed using data from firms’ annual reports
Notes: There are no instances of zero investment observed at the mining firm level.
Table 7.3 characterises the change in the proportion of observed firms investing
33 between 2003 and 2009 using a different classification. For micro firms (< 5 em-
ployees), the proportion of observed firms investing decreased sharply from 34.38%
in 2003 to 28.16% in 2009, while for large firms (≥ 100 employees), the proportion
increased by 3% between the two periods. Conversely, the group of firms aged less
than 5 years experienced approximately a 20% increase in the proportion of ob-
served firms investing between 2003 and 2009, while a 10% decline was seen in the
group of firms older than 20 years. Meanwhile, the proportion of observed firms
investing with different market capitalisation remained steady during that period.
For Chinese ownership, the proportion more than doubled from 5% to 13.16%, while
no large changes were seen among the various mining products.
Table 7.4 compares the means of key variables at the firm level with the medians,
33As argued by Bloom et al. (2007), it is difficult to observe zero investment at the firm level.
In this panel dataset, there are many missing observations on investment, although these cannot
be assumed to indicate zero investment.
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Micro (< 5 employees) 34.38 28.16
Small (6–29 employees) 35.16 35.92
Medium (30–99 employees) 9.38 11.65
Large (≥ 100 employees) 21.09 24.27
Total 100 100
By age in 2012
≤ 5 years 14.86 32.32
6–10 years 18.58 24.39
11–19 years 31.08 17.03
≥ 20 years 35.47 26.26
Total 100 100
By market capitalisation
≤ 50,000,000 83.51 75.83
50,000,000–250,000,000 9.12 15.20
250,000,000–2,000,000,000 4.21 6.08
≥ 2,000,000,000 3.16 2.89
Total 100 100
By Chinese ownership 5.00 13.16
By Production
Coal 3.20 4.33








Source: Author’s calculations using data from firms’ annual reports.
Notes: The percentage for Chinese ownership is the ratio of the number of
observed investing firms funded by Chinese investors to the number
of observed investing firms funded by all foreign investors.
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suggesting that except for exchange rate costs 34, the distributions of those variables
are highly asymmetric. Specifically, the medians for investment ratio, sales ratio,
cash flow ratio, market capitalisation, and tax expenses are far lower than their
means.
As an example, the distributions of key variables for four major players (BHP
Billiton, Rio Tinto, Xstrata and FMG) in the Australian mining industry were
plotted in Figures 7.2, 7.3, 7.4 and 7.5. In the period 1990-2012, the four companies
showed large volatility in most variables, while after the 2000s there was a sustained
increase in most variables. In particular, BHP Billiton and Rio Tinto, the two biggest
mining companies in Australia showed similar dynamics for investment ratio, sales
ratio, cash flow ratio, market capitalisation and exchange rate costs over 1990–2012.
Only in tax expenses, they were different. Except for investment ratio, FMG showed
rapid growth in most variables after the 2000s, while Xstrata showed large volatility
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Tax Expenses
BHP Billiton
Figure 7.2: Variable Description for BHP Billiton
34Fluctuation in exchange rates results in extra costs for firms’ exports.
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Mean 1.281 2.209 3.542 12.102 6.670 7.324
P25 0.030 0.092 0.067 10.850 4.811 6.091
P50 0.144 0.442 0.165 11.731 6.803 7.144
P75 0.350 1.180 0.395 12.913 8.618 8.339
No. of Obs. 8096 3345 7843 9089 2696 9008
Source: Author’s calculations using data from firms’ annual reports
Notes: Pi is the ith percentile. erit is exchange rate costs (AU$Million).
mktit is market capitalisation (AU$Million). taxit is tax expenses
(AU$Million). Ii,tKi,t−1 is the ratio of the investment at time t to the capital
stock at time t− 1. salitKit is the ratio of the firm sales at time t to the capital
stock at time t. Ci,tKi,t−1 is the ratio of the cash flow at time t to the capital
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Tax Expenses
Rio Tinto
Figure 7.3: Variable Description for Rio Tinto
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Tax Expenses
FMG
Figure 7.5: Variable Description for FMG
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7.4 Stationarity Tests at the Firm Level
In testing stationarity in the analysis of industry investment, the Fisher-type aug-
mented Dickey Fuller (ADF) test and the Phillips-Perron (PP) test are designed to
test panel data. As the panel dataset contains a large number of observed firms and
time spans, the mean and variance of the sample are constant. However, some key
data at the firm level need to be confirmed for stationarity by the Fisher-type ADF
and PP tests.
As conveyed in Chapter 6, the Fisher-type stationarity method tests the null
hypothesis that all panels contain a unit root, while the alternative hypothesis is
that at least one panel is stationary. In addition, one of the benefits of adopting the
Fisher-type stationarity test is its fitness of application to unbalanced panel data,
which means that it is fit for data at the firm level. The equation of the Fisher-type
test is specified by:
∆yit = φiyi,t−1 + z′itγi + εit (7.1)
where i = 1, ..., N indexes panels; t = 1, ..., Ti indexes time; yit is the variable being
tested; and εit is a stationary error term. The zit term can represent panel-specific
means and a time trend, or no trend depending on the features of the data. This
equation originates from the ADF test and the PP test, and is suited to panel data.
Moreover, this panel unit root test is used to test the null hypothesis H0 : φi = 0
for all i versus the alternative Hα : φi < 0.
Table 7.5 shows the results of the Fisher-type tests for panel data at the firm
level. Due to skewed distributions of variables, the logarithmic transformations of
variables were used. Not surprisingly, these tests reject the null hypothesis that all
given data have a unit root at the 1% significance level, indicating that these panel
data in the long-run are less affected by permanent shocks. Hence, panel data at
the firm level is stationary.
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Table 7.5: Fisher Unit Root Tests at the Firm Level
Firm level variables ADF test PP test






Firm sales I(0) I(0)




Notes: All variables are tested in logarithms. I(0) indicates that
the data does not contain a unit root. I(1) indicates that
its first-differenced series is stationary. To remove the effects of
revenues on tax and exchange rate costs and their uncertainties,
the company income tax and exchange rate costs were divided by firm revenues.
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7.5 Uncertainty Data at the Firm Level
To empirically examine the primary determinants of Australian mining investment
at the firm level, the relevant uncertainty variables are chosen and estimated. These
uncertainty variables are related to uncertainty theory (the real options theory). Due
to data limitations, choosing desirable uncertainty variables is not straightforward.
Instead, the uncertainty variables are generated by the GARCH models, which are
described below.
7.5.1 Uncertainty Variables
As discussed in Chapter 4, the GARCH model offers advantages for estimating un-
certainty variables. Firstly, it avoids the disturbance of serial correlation and hetero-
geneity across panel data. Secondly, it provides a basis for deriving the conditional
variance, because, unlike the ARCH model, it can capture the serial correlation
for the conditional variance. In this sense, the GARCH model is appropriate for
obtaining the uncertainty variables at the firm level.
Table 7.6 reports the best-fit GARCH models for uncertainty variables at the
firm level. These results are verified by the Akaike Information Criterion. Figures
7.6, 7.7, and 7.8 plot conditional uncertainty data from four mining firms that are
major players in the Australian mining industry: BHP Billiton, Rio Tinto, Xstrata
and FMG; the data is processed using the GARCH models.





Firm Sales (yearly) (1,1) (1,1)




Notes: All variables are tested in logarithms.
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Figure 7.6 shows that the impact of economic shocks on firm sales in the four
selected firms diverged between 1990 and 2012. A salient shock to the sales of BHP
Billiton and Rio Tinto was revealed in 1991, which was in response to the burst of
the Japanese asset price bubble. Due to its proximity to the Asian market, exports
and sales to the Japanese market were important for international mining firms such
as BHP Billiton and Rio Tinto. In contrast, large variability was seen for Xstrata in
1997, corresponding to the Asian financial crisis, while for FMG, a large disturbance



































1990 1995 2000 2005 2010
FMG
Figure 7.6: Firm Level Uncertainty in Firm Sales (Conditional Variances)
Figure 7.7 shows that the volatility of the four firms for tax expense was similar
to that of firm sales from 1990 to 2012. During that period, the burst of the Japanese
asset price bubble caused a radical change in the tax expenses of BHP Billiton and
Rio Tinto. Similarly, the 2008 global financial crisis led to a distinct move in the
tax expenses of Xstrata and FMG. The amounts of tax expenses depend on the
condition of firm sales; this relationship contributes to volatility in both factors.
Figure 7.8 shows a different behaviour for exchange rate costs from that for firm



























1990 1995 2000 2005 2010
FMG
Figure 7.7: Firm Level Uncertainty in Tax Expenses (Conditional Variances)
sales and tax expenses from 1990 to 2012. Exchange rate costs for BHP Billiton were
subject to the big shock resulting from the 1994 Mexico debt crisis. Consequently,
the revenues of mining firms were disturbed by changes in exchange rates and fell
by a large margin. Shocks resulting in changes in exchange rate costs were obvious
for Rio Tinto in 1994 (the Mexico debt crisis), 1997 (the Asian financial crisis),
and 2009 (the global financial crisis). For Xstrata and FMG, the notable shock to
exchange rate costs was in 2009 (the global financial crisis).
To statistically characterise this uncertainty data, Tables 7.7 and 7.8 present
the frequency of low and high uncertainties. As demonstrated in Chapter 6, the
interaction terms representing Chinese GDP growth, interest rate, and short-term
demand shocks were added as proxies for uncertainties faced by firms.
As shown in Table 7.7, mining firms, independent of size, tend to display low
uncertainty. The exceptions are the high frequency of high uncertainty in exchange
rate costs for micro and small firms and that for demand uncertainty for medium
firms. This suggests that small firms are more likely to encounter high uncertainty

























1990 1995 2000 2005 2010
FMG
Figure 7.8: Firm Level Uncertainty in Exchange Rates Costs (Conditional
Variances)
in exchange rate costs, while medium-sized firms are more likely to face high levels
of demand uncertainty. The high uncertainty in exchange rate costs may confirm
the export-oriented nature of the mining industry in Australia. In 2012, only the
mining firms aged over 10 years were subject to high uncertainty in firm sales, while
other firms were influenced by low uncertainty. All the mining firms tended to face
more low uncertainty than high uncertainties in market capitalisation and Chinese
ownership. For the various products, high demand uncertainty was common in coal
mining, iron ore mining, copper mining, gold mining, and gas mining.
Table 7.8 reports firms’ mean investment under low and high uncertainties. For
demand uncertainty, mining firms that have been established for a long time and
those with medium to large firm size are prone to investment under high uncer-
tainty, implying that under high demand uncertainty, large mining firms have more
resources (capital) to commit to investment. However, for other uncertainties, espe-
cially for small mining firms, more investment is undertaken under low uncertainty
than high uncertainty.
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As shown in Table 7.7, Australian mining investment is frequently impeded by
high uncertainty in exchange rate costs. Only under high demand uncertainty, older
firms of medium size shift more resources to investment. This may confirm the
capital-intensive and export-oriented nature of the Australian mining industry.
7.6 Models of Firm Investment
At the firm level, the data limitations require explicit explanations, which are pro-
vided in Appendix A. More specifically, the number of observations in GMM esti-
mation with firm features is substantially smaller than the number of observations
given in Table 7.4. As presented in Tables 7.9 and 7.10, Australian private invest-
ment behaviour (1990–2012) at the firm level is empirically estimated. As elabo-
rated in Chapter 6, the error correction model (ECM) in Bloom et al. (2007) is fit
for constructing the investment model. The advantages of the ECM are twofold:
it simultaneously captures the performances of short-term and long-run variables
(for example, differenced and error correction term of firm sales); and, apart from
capital and sales variables, it can include and test additional control variables. In
the current study, the additional control variables at the firm level consist of cash
flow, uncertainty, firm size, firm age in 2012, and market capitalisation. Under the
framework of the ECM, the random effects (RE) and the fixed effects (FE) methods
were first adopted to approximate the preliminary results of firm investment. Due to
suspicions of endogeneity and over-identification in the panel regression, the GMM
method was also used.
In particular, the model of mining investment at the firm level, along with
changes in firm sales, the error correction term, tax changes and uncertainty terms,
is estimated by the following empirical approach. Time and fixed effects are elimi-
nated by using forward-mean differences and time differences to those variables in
logarithm form. This empirical estimation is separated into two parts. One is the
model without firm characteristics, such as firm size, firm age in 2012, market capi-
talisation, and Chinese ownership, to align with the model in previous chapters. The
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other is the model with all additional firm features. Section 7.6.1 uses the RE and
FE methods for the preliminary test of Australian mining investment (1990–2012)
at the firm level. Section 7.6.2 continues the estimation using the GMM method.
Sections 7.6.3 and 7.6.4 re-estimate the RE, FE, and GMM methods. Section 7.6.5
concludes.
7.6.1 RE and FE Methods without Firm Features
Given the specification of the ECM in Chapter 4 and unbalanced panel data for
Australian mining firms, the RE method (GLS) was first applied to the data for




= 0.548︸ ︷︷ ︸
(0.148)∗∗∗
+ 0.060(∆logsali,t)︸ ︷︷ ︸
(0.032)∗∗
+ 0.011(∆logsali,t)2︸ ︷︷ ︸
(0.008)
+ 0.046(logsali,t−1 − logKi,t−1)︸ ︷︷ ︸
(0.019)∗∗∗
+ 0.023∆logtaxi,t︸ ︷︷ ︸
(0.020)
− 0.019∆logeri,t︸ ︷︷ ︸
(0.015)
− 0.005usali,t︸ ︷︷ ︸
(0.006)
− 0.001usali,t ∗∆logsali,t︸ ︷︷ ︸
(0.001)
+ 0.008utaxi,t︸ ︷︷ ︸
(0.020)
− 0.056ueri,t︸ ︷︷ ︸
(0.043)
+ 0.930usali,t ∗ uratt︸ ︷︷ ︸
(1.424)










is the ratio of private investment to private capital stock for firm i at
times t and t−1, ∆logsali,t is firm demand shocks at time t, (∆logsali,t)2 is squared
demand shocks at time t, (logsali,t−1− logKi,t−1) is the difference between firm sales
and private capital stock at time t−1, ∆logtaxi,t is the changes in firm tax expenses
at time t, ∆logeri,t is changes in exchange rate costs at time t, CitKi,t−1 is adjusted
cash flow, usali,t is firm level demand uncertainty at time t, usali,t ∗ ∆logsali,t is
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the effect of demand uncertainty on the short-run investment response to demand
shocks at time t, utaxi,t is firm uncertainty in tax expense at time t, ueri,t is firm
uncertainty in exchange rate costs at time t, usali,t ∗ uratt is interacted uncertainty
between demand and the interest rate at time t, and usali,t ∗ ucgdpt is interacted
uncertainty between demand and Chinese GDP growth at time t.
The chosen variables in Equation 7.2 are consistent with those at the macroeco-
nomic and industry levels. As shown in Equation 7.2 and Table 7.9, the coefficients
for the changes in firm sales are positive and significant. Although the coefficient
for squared firm sales ((∆logsalit)2) is insignificant, those of the differenced firm
sales (∆logsalit) and the long-term error correction term (logsali,t−1− logKi,t−1) are
significantly positive and have marginal effects at 0.106. This suggests that a rise in
firm sales facilitates mining investment, which is in line with the accelerator theory
(Clark, 1917). Cash flow adjusted by capital stock ( Cit
Ki,t−1
) shows a significantly pos-
itive relationship with investment, ensuring the role of internal finance in supplying
investment funds (Meyer and Kuh, 1966). Apart from that, the additional control
variables, such as all uncertainty terms, changes in exchange rate costs, and changes
in tax expenses are insignificant. These insignificant variables raise concerns about
heterogeneity and endogeneity in this panel set.
To remove the issue of heterogeneity across the panel data, the FE method for
the same specification in Equation 7.6.1 at the firm level was also estimated. Table
7.9 reports the estimation of the FE method. Compared with the results of the
RE method, the signs on all coefficients are identical. These results imply that the
RE and FE methods are not ideal for the estimation of mining investment at the
firm level. Due to the suspicions of endogeneity and over-identification, the GMM
estimation method was then used.
7.6.2 GMM without Firm Features
This section re-estimates firm level Australian mining investment using the GMM
method. The GMM method is devoted to addressing issues of endogeneity and over-
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identification in panel data. In addition, the effects of changes in firm sales, changes
in tax expenses, and uncertainty terms on Australian mining firm investment are
determined. The specification of the GMM method (from 1990 to 2012) for panel
data is the same as in Equation 7.2. For the GMM estimation, a lagged error
correction term, lagged number employed and lagged market capitalisation were
used as instrumental variables for the error correction term, numbers employed
and market capitalisation in the tests of GMM(1) and GMM(2). In the tests of
GMM(3) and (5), a lagged error correction term, lagged exchange rate uncertainty,
lagged number employed, and lagged market capitalisation were used as instrumental
variables for the error correction term, numbers employed, market capitalisation,
and exchange rate uncertainty. In the tests of GMM(4) and (6), a lagged error
correction term, lagged exchange rate uncertainty, lagged number employed, lagged
market capitalisation, and lagged demand uncertainty were used as instrumental
variables for the error correction term, numbers employed, market capitalisation,
exchange rate uncertainty and demand uncertainty. The validity of instruments is
confirmed by the insignificant results of Hansen’s over-identification tests at the 5%
level of significance. This is the same as those in (Bloom et al., 2007).
Table 7.9 demonstrates a different composition of variables at the firm level.
GMM column (1) of Table 7.9 introduces the baseline model, in which the variables
range from demand shocks (changes in firm sales ∆logsali,t), the error correction
term (logsali,t−1 − logKi,t−1), tax expense changes (∆logtaxi,t) and adjusted cash
flow ( Cit
Ki,t−1
) to changes in exchange rate costs (∆logeri,t). Among these variables,
significant effects are embodied in the positive linear demand changes at 0.05, and
the positive adjusted cash flow variable at 0.007. In this regard, the positive and
significant coefficients for demand shocks and cash flow variables suggest that pos-
itive demand shocks and cash flow encourage mining investment. This firm level
finding is consistent with Bloom et al. (2007), who found that linear demand shocks
dominate the effects on investment.
GMM column (2) of Table 7.9 compares the effect of linear demand changes
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with that of squared demand changes (∆logsali,t)2. As indicated, the signs and sig-
nificances on the coefficients for demand shocks, the coefficients for error correction
term, changes in tax expenses, adjusted cash flow, and cost changes in exchange
rates are in line with those of column (1). However, the additional squared demand
changes have no significant effects on mining investment. The absence of any effect
of nonlinear demand shocks on investment is not aligned with the findings in Bloom
et al. (2007) or this thesis’s Chapter 5. One possible explanation is the difference in
the years of investment and the chosen economy.
GMM column (3) of Table 7.9 investigates the effects of uncertainty variables,
such as uncertainty in tax expenses, uncertainty in exchange rate costs, interacted
uncertainty in interest rates (usali,t ∗ uratt), and interacted uncertainty in Chinese
GDP growth (usali,t ∗ucgdpt) on mining investment. Similar to the GMM estimates
in column (2), the signs and significances of the coefficients in column (1) remain
unchanged. The only significant uncertainty variable is uncertainty in tax expenses,
which has a negative impact on investment at –0.026. This suggests that the negative
effect of tax expense uncertainty on Australian mining firm investment outweighs
that of demand uncertainty.
GMM column (4) of Table 7.9 displays the results for the model of Australian
mining investment at the firm level. Unlike the GMM estimates in column (3), the
coefficients for tax expense uncertainty (utaxit) and uncertainty in exchange rate
costs are significant at –0.025 and –0.031. These observations imply that uncertainty
in tax expenses and exchange rate costs deter investment. This confirms the finding
of uncertainty behaviour at the macroeconomic level, which is in line with the nature
of the mining industry. The results of the coefficients for linear demand changes,
and adjusted cash flow and the uncertainty in tax expense conform with those in
column (3). Apart from that, the significant coefficient for interacted uncertainty on
firm sales (usalit∗∆logsalit) is negatively signed at –0.002, indicating that the effect
of demand uncertainty on the short-run investment response to demand shocks is
negative. This result is similar to that in Bloom et al. (2007). Moreover, these facts
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indicate that without firm features under the effect of interacted demand uncertainty
in demand shocks, exchange rate cost uncertainty and tax cost uncertainty mining
firms are reluctant to commit investment. The effects of uncertainty in interest rates
and Chinese GDP growth on investment are ambiguous.
GMM column (5) of Table 7.9 omits demand uncertainty (usalit) to investi-
gate the single effect of demand uncertainty on the short-run investment response
to demand shocks (usalit ∗ ∆logsalit). Although there is an omission of demand
uncertainty in column (5), the number of significant coefficients and their signs is
the same as column (4), confirming the significant effects of demand uncertainty on
the short-run investment response to demand shocks, exchange rate cost uncertainty
and tax cost uncertainty. Considering the statistics of the tests for goodness-of-fit
(0.036 in column(4) and 0.025 in column (5)), the explanatory power of the variables
in column (4) of Table 7.9 seems to be superior to that of column (5). In addition,
the overall diagnostic tests (Hansen’s over-identification tests) support the unbiased
results of the GMM estimates in Table 7.9.
In short, the positive effect of demand shocks on investment is significant, along
with the negative effect of demand uncertainty on the short-run investment response
to demand shocks. In addition, adjusted cash flow is an impulse of firm investment.
The impact of the user cost of capital on investment is significant and positive, while
investment has a negative response to uncertainty in tax expenses. In contrast, the
impact of changes in exchange rate costs has an ambiguous effect on investment,
while its uncertainty factor significantly dampens investment.
7.6.3 RE and FE Methods with Firm Features
As highlighted in Section 7.3, firm size, firm age in 2012, market capitalisation, and
Chinese ownership play important roles in investment decisions; thus, it is worth
examining the impacts of these firm specific features on mining investment. The RE
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method (1990–2012) is given by:
Ii,t
Ki,t−1
= − 0.255︸ ︷︷ ︸
(0.221)
+ 0.075(∆logsali,t)︸ ︷︷ ︸
(0.034)∗∗
+ 0.012(∆logsali,t)2︸ ︷︷ ︸
(0.010)
+ 0.05(logsali,t−1 − logKi,t−1)︸ ︷︷ ︸
(0.021)∗∗∗
− 0.011∆logtaxi,t︸ ︷︷ ︸
(0.015)
+ 0.001∆logeri,t︸ ︷︷ ︸
(0.013)
− 0.007usali,t︸ ︷︷ ︸
(0.005)
− 0.001usali,t ∗∆logsali,t︸ ︷︷ ︸
(0.003)
+ 0.009utaxi,t︸ ︷︷ ︸
(0.015)
+ 0.019ueri,t︸ ︷︷ ︸
(0.035)
+ 0.041usali,t ∗ uratt︸ ︷︷ ︸
(1.754)
− 0.082logempit︸ ︷︷ ︸
(0.016)∗∗∗
− 0.001ageit︸ ︷︷ ︸
(0.001)∗





+ 0.072logmktit︸ ︷︷ ︸
(0.015)∗∗∗
+ 0.445ocnit︸ ︷︷ ︸
(0.136)∗∗∗
(7.3)




is the ratio of private investment to private capital stock for firm i at
times t and t−1, ∆logsali,t is firm demand shocks at time t, (∆logsali,t)2 is squared
demand shocks at time t, (logsali,t−1− logKi,t−1) is the difference between firm sales
and private capital stock at time t−1, ∆logtaxi,t is the changes in firm tax expenses
at time t, ∆logeri,t is changes in exchange rate costs at time t, CitKi,t−1 is adjusted cash
flow, usali,t is firm level demand uncertainty at time t, usali,t∗∆logsali,t is the effect
of demand uncertainty on the short-run investment response to demand shocks at
time t, utaxi,t is firm uncertainty in tax expense at time t, ueri,t is firm uncertainty
in changes in exchange rate costs at time t, usali,t ∗ uratt is interacted uncertainty
between demand and interest rates at time t, usali,t∗ucgdpt is interacted uncertainty
between demand and Chinese GDP growth at time t, logempit is firm size, ageit is
firm age in 2012, logmktit is market capitalisation, and ocnit is a dummy variable
for Chinese ownership, which equals to one if there is Chinese ownership and equals
zero otherwise.
Equation 7.3 and Table 7.10 provide the RE estimation. As exhibited, the coeffi-
cients on linear demand shocks (∆logsalit) and the error correction term (logsali,t−1−
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logKi,t−1) are significant and positive. These demand variables as well as cash flow
( Cit
Ki,t−1
) foster a positive relationship between demand shocks, cash flow, and min-
ing investment. However, the effects of changes in tax expenses and exchange rate
costs on investment are not significant. Moreover, the uncertainty variables, such
as demand uncertainty (usalit), interacted demand uncertainty (usalit ∗∆logsalit),
uncertainty in tax expenses (utaxit), uncertainty in exchange rate costs (uerit), and
interacted uncertainty in interest rates (usalit ∗ uratt), show ambiguous effects on
investment, while interacted uncertainty in Chinese GDP growth (usalit ∗ ucgdpt)
has a positive effect on investment. Turning to firm features, a negative relationship
between firm size (logempit) and investment, along with a positive relationship be-
tween market capitalisation (logmktit), Chinese ownership (ocnit) and investment is
dominant. Firm age (ageit) does not have a significant effect on investment.
Table 7.10 shows a noticeable difference between the RE and FE estimations as
expressed by the coefficients for the demand variables. As revealed in the FE esti-
mation, apart from the significant coefficients on linear demand shocks and the error
correction term, the coefficient for squared demand ((∆logsalit)2) is significant and
positive. Except for firm size, other firm features are insignificant. Uncertainty in
interest rates is significant but is positively signed. Due to different results between
the RE and FE estimations, the concern for endogeneity is raised. The GMM is
used to correct for issues of endogeneity and over-identification.
7.6.4 GMM with Firm Features
Following the specification of the RE and FE methods in Equation 7.6.3, the esti-
mation of Australian mining investment at the firm level, along with firm features,
was reconsidered using the GMM estimation method.
Table 7.10 presents the results for the GMM estimation of firm investment with
firm features. GMM columns (1) and (2) of Table 7.10 assess the basic variables
associated with the nonlinear demand variable. The effects of firm features on
the coefficients for all demand variables, including squared demand shocks, are in-
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significant, suggesting that the effect of demand shocks on investment is alleviated.
Contrary to the expected positive sign in Table 4.1, the coefficient for firm size is
significantly negative. However, it corresponds to the preliminary findings for the
nature of the mining industry given in Table 7.1; that small mining firms in Aus-
tralia are more interested in investing than large mining firms. In addition, except
for the insignificance of firm age in 2012, the coefficients for market capitalisation
and Chinese ownership are significant and positive. These coefficient signs are in
line with the expected signs in Table 4.1. As revealed by these firm features, mining
investment in Australia is influenced by small firms, large market capitalisation, and
Chinese investors at the firm level.
GMM columns (3) and (5) of Table 7.10 show similar results. In particular, the
changes in tax expenses and uncertainty in tax expenses are negatively related to
mining investment at the firm level. Demand variables show no significant effects on
investment. Instead, effects such as the negative effect of firm size and the positive
effects of market capitalisation and Chinese ownership on investment, are noticeable.
It suggests that with those firm features uncertainties of exchange rate costs and
tax costs, interest rates and Chinese GDP growth have significantly negative effects
on investment.
Notably, in GMM columns (3), (4) and (5), the coefficients for changes in ex-
change rate costs are significantly positive, which differs from the expected sign in
Table 4.1. Thus, under different uncertainties the changes in exchange rate costs
encourage firm investment. However, this can be explained by the fact that due to
rising Chinese demand for mineral resources during the mining boom, the Australian
mining industry gained large profits and investment even under a strong Australian
dollar (Convey, 2012).
Despite the similar results for changes in tax and exchange rate costs, cash flow,
firm features and uncertainties of tax and Chinese GDP growth among columns (3),
(4) and (5), column (4) shows more significant effects of interacted demand uncer-
tainty and demand uncertainty. Under these circumstances, the effect of demand
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uncertainty on the short-run investment response to demand shocks is positive at
0.005, while the long-run effect of demand uncertainty is negative at –0.013. Al-
though this result is different from that contained in the extensive literature on
investment. Carruth et al. (2000) suggest that a possible reason could be the exis-
tence of a positive uncertainty-investment relationship (Hartman-Abel effect). In a
competitive market, if the marginal product of capital is convex in price, an increase
in price variance raises the expected return on the marginal product of capital and
thus drives investment. Importantly, the positive relationship in this estimation may
be closely linked with mining firm features.
In GMM columns (3), (4) and (5), the insignificant effect of demand shocks on
investment may lie in the overwhelmingly significant effect of Chinese ownership on
Australian mining firms. The result of additional investigation without the variable
of Chinese ownership was identified by the GMM estimates in column (6) of Table
7.10. In this model specification, without Chinese ownership, the demand variables
of the error correction term (logsalit− logKit) and interest rate uncertainty (usalit ∗
uratt) are shown to be significant. Other significant factors (changes in exchange rate
costs and tax costs, cash flow, firm features and tax uncertainty) remain as in column
(4). This may support the assertion that the effect of Chinese ownership outweighs
that of demand shocks on investment, suggesting that the Chinese economy has a
profound effect on Australian economic behaviour. This result may also suggest that
financial constraints for the mining industry are relaxed or that Chinese ownership
opens up new markets in China. The statistics for goodness-of-fit tests and F tests
suggest that columns (4), (5) and (6) of Table 7.10 have reasonable explanatory
power.
All these analyses suggest that compared to the analyses at the macroeconomic
and industry levels in Tables 5.7 and 6.8, the significant effects of user cost of capital
and foreign trade on Australian investment were observed at the macroeconomic and
firm levels during 1990–2012, but were diminished at the industry level. However,
the nonlinear relationship between demand shocks and macroeconomic investment
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is not found at the industry and firm levels; instead, a positive linear relationship is
dominant between them at the industry and firm levels. The same negative effect
of export uncertainty is significant at the macroeconomic and firm levels, but not at
the industry level. This suggests that investment behaviour at the macroeconomic
and firm levels share some similar characteristics, especially regarding the nature
of the mining industry. Furthermore, investment is sensitive to tax uncertainty at
the firm level, while it is positively related to tax uncertainty at the industry level.
This suggests that tax uncertainty has a unique effect on mining firm investment.
The effects of demand uncertainty on the short-run investment response to demand
shocks at the macroeconomic and industry levels from 1990 to 2012 are characterised
by insignificant and positive coefficients. At the firm level, this effect shifts from
positive with mining firm features to negative without them. The negative effect
of demand uncertainty on investment is observed at the industry level and the firm
level with firm features.
7.6.5 Conclusion
This chapter has examined whether Australian mining investment at the firm level
is affected by macroeconomic and microeconomic factors. The general framework
from the analysis of investment was tested using the RE, FE, and GMM meth-
ods. The analysis in this chapter was principally split into two parts: estimation
with general variables, and testing by the addition of firm-specific features. Taking
into account macroeconomic and industry investment, investment estimation at the
firm level proposes new variables: for instance, adjusted cash flow. Hence, in the
analysis without firm features, the coefficients for linear demand shocks, the user
cost of capital, uncertainty in exchange rate costs and tax costs, and adjusted cash
flow are significant. These results are consistent with the analyses at the macroeco-
nomic and industry levels, highlighting the nature of the mining industry, such as its
capital-intensive and export-oriented natures. On the other hand, analysis with firm
features reveals the significantly positive effect of cost changes in exchange rates and
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the positive effect of demand uncertainty on the short-run investment response to
demand shocks, while the effects of firm size and demand uncertainty are negative.
Notably, as confirmed by the descriptive findings and the estimation with firm fea-
tures, the largest proportion of observed mining firms in Australia that undertake
investment are small. More importantly, at the firm level, compared to other aggre-
gate factors, Chinese demand by means of Chinese ownership has an overwhelmingly




This study has developed different empirical models for Australian private invest-
ment at the macroeconomic, industry, and mining firm levels. These models have
shown that:
(1) at the macroeconomic level the coefficients of foreign trade, the user cost of
capital, terms of trade uncertainty, Chinese GDP growth uncertainty and demand
uncertainty are significant. This is also true for the effect of demand uncertainty on
the short-run investment response to demand shocks. In 1969–2012 demand shocks
had a concave effect on investment, while during 1990–2012 demand shocks had a
convex effect;
(2) at the industry level, the results for 1960–2012 and 1990–2012 are identical.
The effects of tax uncertainty, interest rate uncertainty, and demand uncertainty on
investment are significant, while the nonlinear effect of demand shocks on investment
is diminished;
(3) at the firm level, considering firm features, there are positive effects in de-
mand shocks, cash flow, changes in exchange rate costs, market capitalisation, and
Chinese ownership, and negative effects in tax uncertainty, firm size and demand
uncertainty. In particular, the effect of demand uncertainty on the short-run invest-
ment response to demand shocks is positive. Notably, compared to demand shocks,
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Chinese ownership has an overwhelmingly significant effect on Australian investment
at the macroeconomic, industry and firm levels.
These principal estimations are in accordance with the discussed literature re-
view and research framework, unveiling the main determinants of the dynamics
of Australian mining investment, and the relationship between uncertainty and ir-
reversible investment in the Australian mining industry. The Australian mining
industry has unique features, which are not fully identified by the reviewed litera-
ture. These findings have some important implications that can also apply to other
industry behaviour.
This research has led to several intriguing contributions. Firstly, it demonstrates
empirical procedures to identify the main determinants of private investment, and
examines the extent to which private investment is affected by these determinants.
In these empirical estimations, the data set encompasses the macroeconomic, in-
dustry and firm levels during the period 1960–2012. Secondly, this study reviews
historical changes in the Australian macroeconomy and the mining industry at both
aggregated and disaggregated levels, reinforcing the understanding of relevant poli-
cies and firm operations. Thirdly, the period examined is split into 1960–2012 and
1990–2012, demonstrating the investment variation and structural changes in differ-
ent periods. Fourthly, consistent variables at different levels clarify the relationships
between the user cost of capital, export orientation, demand shocks, firm features,
various uncertainties and private investment in Australia at those levels. Among
them, interacted uncertainty combines with the aggregate and disaggregate vari-
ables, which helps to forecast their future behaviour. Some relationships are in
accord with the literature, while others are not. These differences are interpreted
by possible theories and practices.
Section 8.2 compares the findings in this study to the literature. Sections 8.3,
8.4, and 8.5 summarise the merits and disadvantages of this study, its implications,
limitations, and possibilities for future research, respectively.
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8.2 Conclusions
8.2.1 Macroeconomic Level Investment
The analysis of investment behaviour at the macro level sets up a general framework
of research, and constructs an estimation model. In this analysis, two major issues
help in identifying the main determinants of Australian macroeconomic investment.
The first is the degree to which systematic uncertainty behaviour varies with dif-
ferent macroeconomic variables. The second is the degree to which the dynamics
of macroeconomic investment are reflected by shifts in some main determinants.
Given the degree to which systematic uncertainty and macroeconomic investment
have interplayed, these two issues are below.
The uncertainty behaviour at the macroeconomic level shows that relatively
low uncertainty is more likely to be observed in the Australian macroeconomy. Ex-
cept for interest rate uncertainty and company income tax uncertainty, Australian
investors are prone to investing more under relatively high uncertainty. This prelim-
inary finding is at odds with that of Pattillo (1998), who found that high uncertainty
raises the trigger level of investment, especially for irreversible investment. Next,
this uncertainty-investment relationship is tested by a model in a broader context.
The difference in the uncertainty-investment relationship may lie in the exam-
ined target and the designed framework. The result of Pattillo (1998) is derived
based on Ghanaian manufacturing firms for the years 1994–1995. The variables
embodied in Pattillo (1998) are constructed in a different economic background to
that in this study, and the selected time span is shorter. Moreover, Pattillo (1998)
focuses on the firm level, examining different features.
The investment behaviour at the macroeconomic level shows a number of prin-
cipal results. Firstly, the elasticity of macro investment with respect to changes in
taxes and exchange rates is significant and positive over both 1990–2012 and 1969–
2012. These estimates are not in line with the view of neoclassical economists in
that the user cost is negatively related to investment (Price, 1995). Moreover, some
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studies claim that a more open economy is more sensitive to changes in exchange
rates (Cavalcanti et al., 2012).
The distinct investment behaviour at the macroeconomic level in this study
is closely linked with the economic conditions of the Australian mining industry.
For example, the Australian mining industry contributed to considerable revenues
and profits for the macroeconomy, especially during the period of the mining boom
(Pham et al., 2013). As discussed when examining the income effect in Chapter
2, the rapid rise in tax and exchange rates was driven by strong growth in mining
revenues, and thereby caused an increase in investment demand.
Secondly, although the coefficient for linear demand shocks was not significant,
the regression at the macroeconomic level produced a significantly marginal effect of
demand shocks to macroeconomic investment at –1.366 in the period 1969–2012. In
contrast, when the period is shortened to 1990–2012, the marginal effect of demand
shocks on macroeconomic investment was derived at 3.25. This suggests that under
high levels of different uncertainties demand shocks in the short-run have a convex
effect on macroeconomic investment, while in the long-run demand shocks have a
concave effect.
This result is different to the findings of Bloom et al. (2007) for the UK man-
ufacturing industry; they found that investment had a convex response to demand
shocks, while it was supported by the description of macroeconomic uncertainty
behaviour. This contradiction can be explained by the unique features of mining
investment (Slade, 2013), because mining revenue is a main driver of the Australian
economy. In particular, the capital intensity and long-time cost-recovery process in
most mining production plays an important role in shaping the relationship between
demand shocks and investment. As noted by Finch (2014), the increase in demand
shocks in the mining industry is ahead of lagged production output. Therefore,
demand uncertainty, which is a proxy for forward expected demand, may help in
addressing the lagged response of production to demand shocks, and trigger or delay
investment.
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Thirdly, terms of trade uncertainty over 1990–2012 and 1969–2012 is shown to
have a negative effect on investment, while uncertainty of Chinese GDP growth has
a positive effect. It is noted that the negative effect of uncertainty variables on
investment is observed in most literature (Bloom et al., 2007; Bond and Lombardi,
2006). This indicates that the Australian economy does not have the same response
to all types of uncertainty. Hence, the positive association between uncertainty of
Chinese GDP growth and investment, coupled with the negative association between
terms of trade uncertainty and investment are observed. In this sense, uncertainty
around China’s demand plays a leading role in the growth of Australian investment.
In short, Australian macroeconomic investment relies on the contribution of the
mining industry. To a certain extent, capital intensity, export orientation, long-term
cost or investment recovery, and expected Chinese economic growth are determinants
of Australian macroeconomic investment behaviour. Noticeably, demand shocks
under high uncertainty have a concave effect on macroeconomic investment.
8.2.2 Industry Investment
The analysis of investment behaviour at the industry level is instrumental in ex-
plaining the path of fostering investment, and connecting macro and microeconomic
analyses. In theory, the industry analysis adds more information on the extent to
which investment is affected at the disaggregated level, and illuminates the rela-
tionship between investment and various factors. In practice, the industry analysis
provides evidence for which channels can be used to adjust investment behaviour.
All these important issues are discussed below.
Across all industries in Australia, the mining industry has proven to have the
highest value in investment, industry GDP, and exports, underscoring its significant
role in the Australian economy. As described by the uncertainty behaviour, except
for tax uncertainty, low uncertainty is more likely to occur in all industries. Except
for demand uncertainty, mining investors have more incentive to invest under rela-
tively high uncertainty. This pattern is consistent with that at the macroeconomic
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level, confirming that more Australian macroeconomic investment under high un-
certainty is highly underpinned by firms’ behaviour in the mining industry. The
detailed investment behaviour at the macroeconomic level is rooted in the disaggre-
gated level. Notably, the investment patterns over 1990–2012 and 1960–2012 are
identical, and imply that the flow of resources across different industries is stable.
At the industry level, investment behaviour is shown to be different to that at
the macroeconomic level. Firstly, significant coefficients of tax and export variations
no longer exist. Compared with the macroeconomic level, the weak relationship
between tax variation, export variation, and investment at the industry level may
be attributed to joint effects across different industries.
The difference in investment behaviour across industries was also studied by
Guimarães and Unteroberdoerster (2006), revealing that the effect of sales prof-
itability on investment is sluggish across all sectors in Malaysia, although it is rel-
atively strong and evident in the industrial sector. Due to the similar nature of
the Australian mining industry, a more detailed analysis at the industry level is
worthwhile.
Accordingly, in contrast to the macroeconomic level, the negative coefficient for
nonlinear demand shocks at the industry level is insignificant, while that of linear
demand is significant at 0.132. At the same time, the effect of demand uncertainty
on the short-run investment response to demand shocks and the effect of demand
uncertainty are not significant at the industry level. This shows that in terms of
uncertainty behaviour at the industry level, the concave effect of demand shocks
on investment is tempered. In this sense, long-run investment is more likely to be
impeded by demand shocks under low uncertainty. A short-run relationship between
demand shocks, high uncertainty and investment is not evident.
As shown, although the signs of demand shocks and demand uncertainty are
consistent with those at the macroeconomic level, the degree to which they affect
investment is reduced. The main characteristics in the mining industry, such as
capital intensity, export orientation, and demand stimulus, are not dominant across
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all industries.
The behaviour of tax uncertainty and interacted interest rate uncertainty with
demand uncertainty have significantly positive coefficients at 9.684 and 3.141, re-
spectively. These positive relationships are not aligned with those in Bloom et al.
(2007) or Bond and Lombardi (2006), where uncertainty has a negative effect on
investment. Intuitively, these positive behaviours are derived from the joint effects
of different industries. In these industries, investment is sensitive to different types
of uncertainty and has different responses, such as tax uncertainty, export uncer-
tainty and demand uncertainty. More importantly, the use of interacted uncertainty
bridges the gap between the effects of uncertainty at the aggregated and disaggre-
gated levels.
To summarise, as a whole, across different industries the role of the mining
industry in Australian investment is less dominant at the industry level than that
at the macroeconomic level. This corresponds to the transfer effect highlighted in
Chapter 2. The concave effect of demand shocks on investment is weak at the
industry level. However, the effects of different uncertainties on investment are still
strong.
8.2.3 Firm Level Investment
Although the investment analysis at the macroeconomic level reveals some dominant
effects of the mining industry, these effects are mitigated at the industry level. It
poses the question as to whether these dominant effects identified at the macroeco-
nomic and industry levels are strengthened or reduced at the firm level. Indeed, the
uncertainty and investment behaviour categorised by different firm features at the
mining firm level are worth exploring as detailed below.
Mining investment at the firm level is grouped by firm size, firm age in 2012,
market capitalisation, and Chinese ownership. These firm features correspond to
capital intensity, long-term cost recovery, and expected Chinese economic growth,
which are discussed in the macroeconomic analysis. In this sense, in terms of the
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description of firm investment by different firm features, a large number of mining
firms are observed in the group of firms with small size and small market capitali-
sation that have been operating for less than 5 years and have an average share of
Chinese ownership. In contrast, except for the average share of Chinese ownership,
a large volume of investment is observed in the group with large size, large market
capitalisation, and over 20 years since establishment. These results suggest that
with large production capacity, sufficient capital stock, long periods of operation,
and stable foreign financing sources, mining firms tend to invest more. This finding
also conforms with that of Slade (2013), where large projects and long completion
times are pre-determinants of substantial investment in US copper mines.
As assessed by different uncertainty behaviour, almost all mining firms face
more low uncertainty than high uncertainty. On the other hand, when facing de-
mand uncertainty, large mining firms stand to gain more when investing under high
uncertainty than under low uncertainty. This finding confirms the pattern at the
macroeconomic and industry levels, suggesting that the positive relationship be-
tween demand uncertainty and investment is founded at the firm level.
With the addition of different firm features, investment behaviour regarding
the user cost of capital is similar to that at the macroeconomic level. Firstly, the
elasticity of investment with respect to tax expense variation is negative and sig-
nificant at the firm level at –0.032, while the coefficient for changes in exchange
rate costs is positive at 0.018, suggesting that investment in mining firms is en-
couraged by changes in exchange rate costs. As explained in the macroeconomic
analysis, even under high volatility in exchange rates, the mining boom provides
abundant resources for the Australian economy, which has led to an increase in tax
payments and mining investment. Furthermore, at the firm level the user cost of
capital is negatively related to investment, which is consistent with the argument of
the Neoclassical economists (Jorgenson, 1963).
Secondly, with the introduction of adjusted cash flow at the firm level, mining
investment has a different response. In particular, the positive coefficient is signifi-
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cantly marked by the adjusted cash flow at 0.022. The effect of adjusted cash flow
on investment is in line with that in Yoon and Ratti (2011), who found that adjusted
cash flow has a positive effect on investment. This suggests that with greater cash
flow, Australian mining firms have more resources to undertake investment.
Thirdly, firm features exert different effects on mining investment at the firm
level. More specifically, the estimation shows significantly negative elasticity of in-
vestment with regard to firm size at –0.106, while a positive and significant elasticity
of investment with respect to market capitalisation and Chinese ownership is ob-
served at 0.079 and 0.703, respectively. Although it is opposite to the expected sign
in Table 4.1, the significantly negative coefficient for firm size supports the descrip-
tive findings that the majority of observed investment in Australia is committed by
small mining firms. Apart from these coefficients, the effect of firm age in 2012 on
investment is not significant. These facts suggest that production capacity, capital
intensity, and Chinese ownership play major roles in adjusting mining investment,
which is in line with the analysis at the macroeconomic level. However, the effect
of firm age on investment is not significant. As noted by Pattillo (1998), in the
manufacturing industry firm features, such as firm size and firm age, rather than
the mining features, influence investment decisions.
The different results for firm age can be explained by the sensitivity of differ-
ent industries to demand shocks. Compared with the manufacturing industry, the
mining industry is an upstream industry and has more concerns about future de-
mand than the time taken to complete projects. Any changes in expected demand
may result in large shifts in revenues and profits in the mining industry (Finch,
2014). Hence, the analysis of investment at the firm level has been growing in im-
portance when accounting for the effects of demand shocks and demand uncertainty
on investment.
With the introduction of firm features, the effects of demand shocks on in-
vestment at the firm level become insignificant. This relationship between demand
shocks and investment is not witnessed at the macroeconomic and industry lev-
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els. Moreover, the weakly nonlinear effect of demand shocks on investment at the
industry level is also eliminated. This relationship is not supported by Neoclassi-
cal and Keynesian investment theories. This behaviour may be anchored in other
determinants of the Australian mining industry.
However, the unique relationship between demand uncertainty and investment
is identified at the firm level. Demand uncertainty seems to have a particularly
negative effect on investment in the long run, while the effect of demand uncertainty
on the short-run investment response to demand shocks is positive. This difference
from most of the literature may lie in the Hartman-Abel effect (Carruth et al.,
2000). As argued, in a competitive market, if the marginal product of capital is
convex in price, an increase in price variance raises the expected return on the
marginal product of capital and thus drives investment. This positive relationship
may rely on mining firm features.
Unlike the positive effects of tax uncertainty and Chinese GDP uncertainty
on investment at the macroeconomic and industry levels, the firm level analysis
includes the significant negative effects of tax uncertainty and interacted Chinese
GDP uncertainty on investment at –0.032 and –0.573, respectively. These negative
relationships between uncertainty and investment are ascertained in Bloom et al.
(2007) and Bond and Lombardi (2006). This is consistent with the explanation in
Drakos and Goulas (2006), who found a negative relationship between uncertainty
and investment, as uncertainty friction and disturbance increases at the firm level;
for example, both aggregate demand uncertainty and idiosyncratic demand uncer-
tainty, and other external and internal uncertainty.
After removing the effect of Chinese ownership, the relationship between demand
shocks and investment is different. It is evident that the elasticity of investment with
respect to long-run demand shocks is significantly positive at 0.088. Simultaneously,
when other variables remain unchanged, the coefficient for interest rate uncertainty
is significantly negative at –4.834. These facts indicate that at the firm level long-run
mining investment is promoted by long-run demand shocks under low uncertainty.
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In addition, as revealed at the macroeconomic level, the profits of the Australian
mining industry are affected by interest rate volatility.
The effect of Chinese ownership overtakes the effects of demand shocks, demand
uncertainty, and changes in exchange rate costs on investment at the firm level.
Since 2005, the Australian mining boom has been driven by industrialisation and
urbanisation in China (Finch, 2014). Meanwhile, a large number of Chinese investors
are engaged in the operation of Australian mining firms. Changes in the share of
Chinese ownership in Australian mining firms may be the reason for the shift in
demand shocks and forward expected demand.
In summary, Australian firm investment in the mining industry is highly affected
by tax variations, cash flow, firm size, market capitalisation, Chinese ownership,
and uncertainty of taxes, interest rates and Chinese GDP growth. Notably, the
effect of Chinese ownership overshadows the effects of demand shocks and demand
uncertainty on investment, and changes in exchange rate costs.
8.3 Theoretical Considerations
Investment analyses in this study explore and synthesise the development of invest-
ment theories. Neoclassical theory specifies the interest rate, user cost of capital and
cash flow as key factors of investment behaviour. As shown by the outcomes of the
macroeconomic analysis, investment behaviour is highly affected by the variation
and uncertainties in tax and exchange rates, while at the industry level, tax uncer-
tainty and interacted interest rate uncertainty are dominant. Concurrently, at the
mining firm level, tax uncertainty and interacted interest rate uncertainty, coupled
with cash flow are influential factors. It is noted that Australian private investment
behaviour is partially explained by Neoclassical theory.
Keynesian theory emphasises the role of expected demand in determining in-
vestment behaviour. On the one hand, the role of expected demand is evident in
the analysis of macroeconomic, industry, and firm investment, presenting both linear
and nonlinear relationships between demand shocks and investment. Thus, Keynes’s
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theory is important but does not give the full picture in interpreting Australian pri-
vate investment behaviour.
The uncertainty theory, especially with regard to the real options theory, is
closely related to this study. As examined by the uncertainty theory, uncertainty
and irreversibility are the main determinants to investment adjustments. In this
research, irreversibility is established as a premise of the empirical model it uses. Si-
multaneously, at the macroeconomic, industry, and firm levels, demand uncertainty,
tax uncertainty, exchange rate uncertainty, and Chinese GDP growth uncertainty,
have various relationships with investment. In this sense, Australian private in-
vestment behaviour is explained by a combination of Neoclassical theory, Keynes’s
theory and uncertainty theory.
8.4 Policy Considerations
Due to the Asian financial crisis, the global financial crisis, and the European
sovereign debt crisis, not only mining prices, but also mining investment are sub-
ject to large volatility in exchange rates, tax, and revenues. As emphasised by this
research, various uncertainties in various factors can worsen expectations of future
behaviour. Furthermore, this research proposes that some uncertainties at the firm
level, such as interest rate uncertainty and Chinese GDP growth uncertainty, have
a significant effect on investment. To mitigate future risks, policy makers and in-
vestors at the macroeconomic, industry, and firm levels should draw attention to
reducing uncertainty and influencing market expectations. As discussed in Chapter
2, this policy consideration corresponds to reform in the exchange rate regime for
shielding against foreign shocks, such as the introduction of the floating exchange
rate in 1983. Also, value based mining taxes to increase government income, such
as the Minerals Resource Rent Tax and the expanded Petroleum Resource Rent Tax
have been implemented (Convey, 2012)
Similarly, policy in the short and long runs should be formulated to target dif-
ferent factors. As indicated by investment analyses in the periods 1990–2012 and
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1969–2012, the relationship between macroeconomic investment and demand shocks
is marked by different patterns. In particular, 1990–2012 displayed a convex relation-
ship, while the relationship in 1969–2012 was concave. Therefore, short-term and
long-run policy for demand and investment stimulus should be based on caution.
Economic recovery after significant economic downturn cannot be accomplished im-
mediately.
Growing Chinese demand has been an important driver of the development of
the Australian economy and the mining industry. Notably, the 1990–2012 analyses
at the macroeconomic and firm levels have demonstrated that Chinese GDP growth
uncertainty and Chinese ownership affect investment to a large extent. Adjust-
ing the investment cost more flexibly is a possible way to maintain Chinese-driven
investment and the long-run interests of Chinese investors.
8.5 Limitations of the Study
This research employs multiple approaches to explain Australian private investment
behaviour. Some of the selected variables raise the issue of endogeneity. To avoid
this issue, unrelated proxy variables are chosen. For instance, interest rates are
closely related to investment, while interest rate uncertainty is not a key element
in investment theory. Thus, interest rate uncertainty is an appropriate variable for
investment analysis.
To examine the effects of interest rate uncertainty and Chinese GDP growth un-
certainty on investment at the macroeconomic, industry, and firm levels, interacted
terms are applied to the analyses at the industry and firm levels. Therefore, in-
terest rate uncertainty and Chinese GDP growth uncertainty interact with demand
uncertainty, suggesting that they have an indirect impact on investment.
Although Tobin’s q theory is introduced in the literature review, the Tobin’s q
ratio is not examined in this thesis. The exclusion of Tobin’s q in the investment
model may lead to a lack of analysis of the financial market.
In addition, deriving the uncertainty variables for panel data is a key prob-
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lem in investment analysis. This study adopts the GARCH model to estimate the
uncertainty variables for panel data. As discussed above, the GARCH model simul-
taneously constructs the mean and variance equations to eliminate serial correlation
and heterogeneity across panel data. More importantly, the GARCH model directly
obtains the conditional variance.
To examine the determinants of the dynamics of investment behaviour at the
macroeconomic, industry, and firm levels, the augmented error correction model
(ECM) is used. In the ECM of this study, assuming that investment is partially
irreversible, the dependent variable is designated by the ratio of investment to capital
stock. This dynamic model simultaneously captures the short-term and long-run
effect of investment and relevant variables.
Although Australian investment analysis is examined across macroeconomic,
industry, and firm levels, the presented variables represent only a small fraction of
Australian investment behaviour in practice. Perhaps an extension to this work
would be to test for foreign debt and financial markets at the macroeconomic level,
and for the cost and revenue of firms’ research and development.
Furthermore, it should be noted that the time span for the selected variables
at the macroeconomic, industry, and firm levels is not consistent, reducing the ex-
planatory power for consistency. Due to the current unavailability of data (such as
exchange rate and interest rate at industry and firm levels), especially for the limited
number of observations in the macroeconomic analysis, future work may depend on
a more complete information source or database.
As suggested by the investment estimation at the industry level, the relationship
between uncertainty and industry investment is not significant because resources can
be reallocated to other industries (such as from mining tax revenues). Therefore,
this estimation may be extended to investigate how the expansion in the mining
industry transmits its impact to other industries.
Lastly, this study primarily focuses on structural changes in the Australian
economy and the mining industry, investigating the determinants of dynamic shifts
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in investment levels in the short and long terms. Less attention in this study is
given to identifying the timing of investment and its relevant triggers, an aspect
that is emphasised in some theoretical papers. Thus, the timing of investment can
be explored through both theoretical and empirical work in the future.
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Guimarães, R. P. and Unteroberdoerster, O. (2006), ‘What’s driving private in-
vestment in Malaysia? aggregate trends and firm-level evidence’, International
Monetary Fund pp. 1–28.
BIBLIOGRAPHY 176
Guj, P. (2012), ‘Mineral royalties and other mining-specific taxes’, International
Mining for Development Centre, Perth pp. 1–16.
Guo, H. and Kliesen, K. L. (2005), ‘Oil price volatility and US macroeconomic
activity’, Review-Federal Reserve Bank of Saint Louis 87(6), 669.
Hartman, R. (1972), ‘The effects of price and cost uncertainty on investment’, Jour-
nal of economic theory 5(2), 258–266.
Hein, E. and Ochsen, C. (2003), ‘Regimes of interest rates, income shares, savings
and investment: a Kaleckian model and empirical estimations for some advanced
OECD economies’, Metroeconomica 54(4), 404–433.
Holloway, J., Roberts, I. and Rush, A. (2010), ‘China’s steel industry’, RBA Bulletin,
December pp. 19–25.
Huizinga, J. (1993), ‘Inflation uncertainty, relative price uncertainty, and investment
in us manufacturing’, Journal of Money, Credit and Banking 25(3), 521–549.
Johnston, L. and Williamson, S. H. (2011), ‘What was the US GDP then?’, Mea-
suringWorth. com Dec. pp. 1–2.
Jongwanich, J. and Kohpaiboon, A. (2008), ‘Private investment: Trends and deter-
minants in Thailand’, World Development 36(10), 1709–1724.
Jorgenson, D. W. (1963), ‘Capital theory and investment behavior’, The American
Economic Review 53(2), 247–259.
Joshua, A. and Marion, N. (1995), ‘Volatility, investment and disappointment aver-
sion’, NBER Working Paper 12(5386).
Kearns, J. and Lowe, P. (2011), Australia’s prosperous 2000s: Housing and the min-
ing boom, in ‘The Australian Economy in the 2000s, Proceedings of a Conference,
Sydney’, Citeseer, pp. 73–100.
BIBLIOGRAPHY 177
Keynes, J. M. (1937), ‘The general theory of employment’, The Quarterly Journal
of Economics 51(2), 209–223.
Knight, F. H. (1921), ‘Risk, uncertainty and profit’, New York: Hart, Schaffner and
Marx .
Koyck, L. M. (1954), Distributed lags and investment analysis, Vol. 4, North-Holland
Publishing Company Amsterdam.
Lavoie, M. (1993), ‘A post-classical view of money, interest, growth and distribution’,
Macroeconomic theory: Diversity and convergence pp. 3–21.
Lawson, J. and Rees, D. (2008), ‘A sectoral model of the Australian economy’,
Research Discussion Paper pp. 1–33.
Maddison, A. (2010), ‘Statistics on world population, GDP and per capita GDP,
1-2008 AD’, Historical Statistics pp. 1–36.
Meyer, J. R. and Kuh, E. (1966), The investment decision: An empirical study,
Harvard University Press.
Muris, C. (2011), ‘Efficient GMM estimation with a general missing data pattern’,
Mimeo Simon Fraser University pp. 1–38.
NBSC (2013), China Statistical Yearbook, National Bureau of Statistics of China.
Pattillo, C. (1998), ‘Investment, uncertainty, and irreversibility in Ghana’, Staff
Papers Vol 45 No 3 (September 1998) p. 522.
Pham, T. D., Bailey, G., Marshall, J., Spurr, R. and Dwyer, L. (2013), ‘The economic
impact of the current mining boom on the australian tourism industry’, Tourism
Research Australia pp. 1–50.
Phillips, P. C. and Perron, P. (1988), ‘Testing for a unit root in time series regression’,
Biometrika 75(2), 335–346.
BIBLIOGRAPHY 178
Price, S. (1995), ‘Aggregate uncertainty, capacity utilization and manufacturing
investment’, Applied Economics 27(2), 147–154.
RBA (2012), Prices and Inflation, Reserve Bank of Australia.
Romer, D. (1996), ‘Advanced macroeconomics’, New York 52.
Ruane, F. P. (1982), ‘Corporate income tax, investment grants, and the cost of
capital’, Journal of Public Economics 17(1), 103–109.
Serven, L. (1998), ‘Macroeconomic uncertainty and private investment in LDCs: an
empirical investigation’, World Bank, Development Research Group, Macroeco-
nomic and Growth pp. 1–34.
Sims Metal Management (2012), ‘Sims metal management, 2012 annual report’,
http://www.simsmm.com/Investors/Reports/Annual-Reports.
Slade, M. E. (2013), ‘Investment and uncertainty with time to build: Evidence from
US copper mining’, European Association for Research in Industrial Economics:
41st Annual Conference pp. 1–53.
Smith, A. (1863), An Inquiry into the Nature and Causes of the Wealth of Nations,
A. and C. Black.
Smith, G. (2008), Tobin’s q, in S. N. Durlauf and L. E. Blume, eds, ‘The New
Palgrave Dictionary of Economics’, Palgrave Macmillan, Basingstoke.
Tobin, J. (1969), ‘A general equilibrium approach to monetary theory’, Journal of
money, credit and banking 1(1), 15–29.
USGS (2012), Commodity Statistics and Information, U.S. Geological Survey.
Vogelsang, T. J. and Perron, P. (1998), ‘Additional tests for a unit root allowing
for a break in the trend function at an unknown time’, International Economic
Review 39(4), 1073–1100.
BIBLIOGRAPHY 179
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Number of Observations at the
Firm Level
In Chapter 7, the reason for the number of observations changing from 8096 in Table
7.4 to 138 in Table 7.10 is data limitations. Data limitations are a big challenge
for the empirical estimation in this study. As highlighted by Muris (2011), nearly
40% of all papers in four top empirical economic journals have a missing data issue.
Abrevaya and Donald (2011) also argue that in a dataset an explanatory variable
may be unavailable for large portions of the observational units, while a model is
empirically estimated by observations with complete data. This method results in
a much smaller sample size. As noted by Baum (2006), the GMM method ignores
observations for which any of these variables has a missing value.
Table A.1 presents the number of observations in GMM estimations with and
without firm features. As shown, the number of complete observations in GMM
estimation without firm features is 600, while those in GMM estimation with firm
features decrease. Especially for the addition of firm size (number of employees
logempit), the number of observations is 138. This is due to large portions of un-
availability in number of employees, which is not mandatory accounting information
disclosure in firm’s annual report.
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