Interests in the concept of processing-near-memory (PNM) have been reignited with recent improvements of the 3D integration technology. In this work, we analyze the energy consumption characteristics of a system which comprises a conventional processor and a 3D memory stack with fully-programmable cores. We construct a high-level analytical energy model based on the underlying architecture and the technology with which each component is built. From the preliminary experiments with 11 HPC benchmarks from Mantevo benchmark suite, we observed that misses per kilo instructions (MPKI) of last-level cache (LLC) is one of the most important characteristics in determining the friendliness of the application to the PNM execution.
INTRODUCTION
Power and energy consumption are the primary concerns for large-scale systems. The concept of processing-nearmemory (PNM), which places computation into the location where data resides, has recently been getting a lot of attention because it is expected to reduce the energy consumption associated with data movement. We envision that one promising design for a PNM architecture is that of fully programmable cores, similar to GPU-like accelerators. In such a PNM system, offloading based programs such as OpenCL applications can be executed on PNM cores without any additional programmer's efforts. In this context, crucial questions are:
• What is the most important factor in deciding where the computation should be performed on?
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• What kind of applications will get performance and/or energy benefits from PNM execution?
To answer these questions, we construct a first-order energy model that provides insights on the trade-offs of PNM execution from energy aspects.
BACKGROUND
In this section, we provide an essential background on an Hybrid Memory Cube (HMC) based PNM architecture and the envisioned PNM system. Figure 1 shows our baseline PNM architecture. A PNM stack is composed of a number of autonomous vaults, each of which is roughly the equivalent of a channel in the traditional DDRx memory system. Each vault contains a number of autonomous partitions, each of which is located in different story of DRAM dies and consists of more than one independently operating memory banks. Assuming 16 vaults within a PNM stack and two banks per each partition, for instance, a total of 128 (in the case of four DRAM dies) or 256 (in the case of eight DRAM dies) concurrently operating banks can respond to multiple memory requests at a time.
PNM architecture
Each vault has a memory controller, or vault controller, in the logic die, and it is responsible for ensuring DRAMspecific timing constraints, DRAM sequencing, data routing across distributed vaults, error detection and correction, etc. The SerDes (Serialization/Deserialization) I/O interface enables high-speed communication between the host processor and a PNM stack, or between PNM stacks, with packetized abstract protocol.
In this study, we assume PNM cores are located in the logic die, one per vault; and a total of 16 PNM cores constitute a PNM processor. 1 Figure 1 shows a high-level overview of the PNM system, in which a host processor communicates with a PNM stack using high-speed I/O links. A PNM stack can be daisychained to other PNM stacks, or many PNM stacks can form either processor-centric networks or memory-centric networks to efficiently utilize the processor I/O bandwidth in a system [10] .
PNM system
An application can run on the host processor as in the traditional manner, or it can be offloaded to the PNM processor where data can be accessed in a more efficient way. In this work, we compare those two execution cases; one when a given application is executed on the powerful but powerhungry host multi-core processor and uses the PNM memory as a "dumb" memory, and the other when a given application is executed on the simple but power-efficient PNM processor where it can exploit enormous memory bandwidth without going through all the global wires associated with PCB traces on a motherboard. When a given application is executed on the PNM processor, the amount of data movement is expected to be small, but since it cannot have as deep a cache hierarchy as the host processor, the amount of DRAM array accesses might increase. It is important to understand the data movement dynamics in both execution scenarios so as to estimate the performance and energy aspects of exploiting computational capabilities of the PNM system.
ENERGY CHARACTERISTICS
In this section, we describe two execution scenarios for a given application, host execution and PNM execution, from the perspective of energy consumption. In particular, we focus on the data path that a memory request/response traverses through.
Host Execution
A host multi-core processor comprises multiple high performance, out-of-order cores, each of which contains its private cache(s). A large last-level cache (LLC) is shared across all cores within the processor and only LLC misses are serviced by the off-chip memory (here, "dumb" PNM memory). Every access to the off-chip memory navigates the global wires (PCB traces on a motherboard), and hence, consume energy associated with it.
Once the memory request reaches the PNM side, it is routed internally to the target vault. From this moment onward, a vault controller is fully responsible for handling the requests to the corresponding partition/bank/row. It schedules all the requests attempting to achieve the best performance, while conforming to the DRAM timing constraints.
A logic die and vertically stacked DRAM dies are connected using Through Silicon Via interconnects (TSVs). Data transfer through TSVs consumes less energy as compared to data transfer through PCB-based global wires. It is reported that the data transfer through TSVs is estimated to provide over 60x energy savings over the data transfer through global wires [8, 13] .
Once a memory response has arrived in the memory controller in the logic die, it is sent back to the host processor, flowing through the interconnection network (in the form of switch) of the logic die that connects local vaults to the links, a link between the memory and the host processor, PCBbased global wires, and finally get installed in the cache.
PNM Execution
As described in Section 2.1, a PNM processor comprises a number of simple but power-efficient PNM cores. In our configuration we use an in-order core with a private singlelevel cache as a PNM core. It is worth noting that previous research focused on PNM designs which did not feature a cache hierarchy [6, 9] . However, recent studies include at least one level of cache hierarchy, as the idea that PNM would be expected to handle general purpose applications is gaining support [13, 22, 23] .
When a given application is executed on the PNM processor, L1 misses are sent to the DRAM arrays through direct TSV connections. Memory accesses, as opposed to the host execution case, only navigate through TSVs, which consumes many orders of magnitude less energy as compared to the global wire traversals. According to [2, 8] , each vault delivers 10 GB/s of memory bandwidth, provided by 32 TSV data lanes operating at faster than 1 GHz. Furthermore, if an application can be executed in parallel using 16 PNM cores, it can enjoy an order of magnitude more bandwidth (aggregate bandwidth of 160 GB/s) than current DDRx solutions while consuming less energy. On the other hand, since a PNM core cannot provide as much powerful computation capabilities as a host multi-core processor does, compute-intensive or sequential application would suffer from performance hit.
To improve system-wide throughput, the host processor can do other useful jobs while a given application is being executed in the PNM side: other threads of the same application or other programs. We leave such research, efficient system resource utilization, for the future since the primary objective of this work is to understand energy consumption characteristics of the PNM architecture.
Energy Consumption Breakdown
We have constructed an analytical performance and energy model to roughly estimate how much energy will be consumed when an application is executed on the host processor and when it is executed on the PNM processor, a collection of PNM cores. For this, the architectural differences between the host processor and the PNM processor are considered. In addition, the energy consumption by the medium that each data traverses through is also taken into account. Before we present our analytical model, which will be discussed in Section 4, we provide an energy consumption breakdown of a processor, including energy consumed at each operational stage, energy consumed for the caches as well as the energy consumed for un-core part.
Host Processor Side
Throughout the execution, a core consumes different powers at different stages. Intel Xeon Processor E3-1275, for example, is reported to dissipate 95W when operating at base frequency with all cores active [3] , while dissipating only 23.6W with all cores idle [1] . Intel Core/Core 2 Duo is reported to consume 0.5W to 1.05W on average when idle [12] depending on the processor type and the frequency of active/idle state transition.
We split core's power consumption into three categories: logic, cache, and miscellaneous. We assume each host core, excluding on-chip caches, consumes 10W active power and 1W idle power; we approximate each core's idle power at 10% of its active power. We split cache's power consumption into static and dynamic, so that application's memory access characteristics can be reflected in the estimation of overall energy consumption. Lastly, we categorize power consumption due to other logics as miscellaneous, since they cannot be easily powered down for their wake-up latency having relatively high impact on performance.
PNM Processor Side
It is reported that energy per bit for HMC access is measured at 10.48 pJ, of which about 3.7 pJ is consumed in the DRAM dies and about 6.78 pJ is consumed in the logic die [8] . According to [8, 17] , about 43% of total logic die power is consumed in the SerDes circuits for high-speed communication. Note that power gating technique cannot be easily applied to the SerDes circuits because of their relatively long wake-up latency.
We assume that each PNM core, excluding on-chip caches, consumes 80mW active power and 8mW idle power: a total of 1.28W will be consumed if all PNM cores are in active mode [13] ; again, we approximate each core's idle power at 10% of its active power. We assume each PNM core has a single-level L1 cache, and this will be reflected in the estimation of overall energy consumption.
Global Transfer
It is reported that the global data transfer through PCB consumes more than 60x energy than the data transfer through TSVs [8, 13] .
2 More details on our analytical model will be discussed in Section 4.
ANALYTICAL ENERGY MODEL
Our analytical model takes application characteristics and estimates the energy consumption on both host and PNM execution cases. Application characteristics include the number of cache accesses for each level, the number of memory accesses, and the number of cycle during which the core is in active or idle state. We profile the target application for both host and PNM execution to collect such information. Power and energy parameters for our analytical model are summarized in Table 1 . Please note that these parameters are dependent on the process technology generations, design choices, the size of the component, as such. The energy consumed for each cache access depends on the process technology as well as the size of the cache, for which we used the value modeled from CACTI [11] . The energy consumed for each DRAM access used in this study is borrowed from [20] , with which we summed up the energy for the decoder, wordline, senseamps, bitlines, and termination resistors. The global transfer energy (PCB) and TSV transfer energy value is borrowed from [13] and [19, 21] , respectively. Please note that the global transfer energy is consumed for data movement between the host processor and the PNM to navigate the global wires. Therefore the global transfer energy is highly dependent on the distance between both ends, and one would need different value for their own floorplan.
Our analytical model reports back the estimated energy consumption for the given application on both execution cases. Note that one can profile any piece of code, such as function, loop or any region of interest and feed the profiled data into the analytical model to get a high-level sense whether it is suitable for PNM execution.
The following factors are taken into account to estimate overall energy consumption.
• Processor energy (Core & Un-core portions)
• Cache energy (Leakage & Access)
• DRAM energy (Background & Access)
• Data movement energy Total energy consumption is a summation of the energy consumed by host processor and memory parts, and the energy consumption due to the data movement.
Host energy consumption can be expanded to:
The host processor's logic component energy consumption can be attributed to either core or un-core. We assume the un-core portion of the processor cannot be power-down because of the long wake-up latency.
Cache energy consumption can be divided into either static or dynamic. Static and dynamic energy are proportional to the size of the cache and the number of accesses, respectively.
PNM's energy consumption can be attributed to either logic or memory.
As in the host processor, logic component energy consumption comes from either core or un-core portion.
The same equation can be applied to the PNM core, though actual power consumption would be different.
It is worth noting that in the host execution case, we assume EP N M LOGIC = EUNCORE; PNM cores are turned off. Memory energy consumption can be divided into static and dynamic. Note TSV data transfer energy is included in the dynamic portion of memory energy consumption.
We assume an equal amount of energy to be consumed regardless of whether the requested data is present in an open row (a row buffer hit) or not (a row buffer miss). To improve the accuracy of our model, the memory access energy to an open row has to be differentiated from the energy to a closed row. We leave this potential improvement for future work.
Global transfer energy accounts for the energy consumed by off-chip data transfer through PCB-based bus.
E GLOBAL XF ER = E P CB XF ER × N DRAM ACCESS (15) 
METHODOLOGY
We conduct preliminary experiments to estimate the performance and energy efficiency of PNM execution with our analytical energy model in conjunction with cycle-level architecture simulation frameworks. We use The Structural Simulation Toolkit (SST) [14] with MacSim [4] , a cyclelevel heterogeneous architecture simulator. We use DRAMSim2 [16] for DRAM timing simulation, which has been modified to model an HMC-based PNM architecture. For detailed HMC model, we use the timing parameters used in [15] .
Our evaluation is performed in two steps; first, detailed performance characterization is done with simulators. Next, 3 PLINK and PMISC refer to PUNCORE SERDES and PUNCORE M ISC , respectively, from Table 3 overall system energy is estimated with analytic energy model. Specifically, we use cycle-level simulators to collect the performance numbers, such as the number of cache accesses for each level, the number of memory accesses, and each core's active/idle cycle counts for each application in both host and PNM executions. With these, we estimate the energy consumption on both cases using our analytical energy model.
Configuration
We model a high performance host processor with 4 GHz, quad-cores, in which each core executes instructions outof-order with 256-entry ROB. Each core has a private L1 and L2 caches, and a last-level L3 cache is shared across all cores. The architecture details and power consumptions per operating mode for the host processor are summarized in Table 2 . The PNM processor is modeled to be a collection of 1 GHz, in-order PNM cores, each of which has a single-level instruction and data cache. The architecture details and power consumptions per operating mode for the PNM processor are summarized in Table 3 . 
We use the timing parameters used by [15] for 3D-stacked memory model. Specifically, we use tRP = 17, tCCD = 6, tRCD = 17, tCL = 17, tW R = 19, tRAS = 34 cycles for DRAM timing parameters.
Benchmarks
We use a representative slice [18] of 200M instructions for 11 HPC mini-applications from Mantevo benchmark suite Figure 2 : Energy consumption of host and PNM execution cases, normalized to that of host execution case. Note that we assume PNM cores are turned off in the host execution. Hence, we use Eq 10 for the PNM execution and Eq 11 for the host execution for the energy consumed in the logic die. [5] . Table 4 lists the applications used in our study and their characteristics -the misses per kilo instructions (MPKI) of last-level cache (LLC) and instruction-level parallelism (ILP). We categorize applications into three different classes based on LLC MPKI. Those with average MPKI rates greater than 25 fall into High MPKI and those with average MPKI rates less than 1 fall into Low MPKI. The remaining applications are grouped as Mid MPKI. Figure 3 : Speedup of PNM execution and Energy-Delay Product for each benchmark, normalized to the host execution case. Figure 2 shows the energy consumption of each application for both host and PNM execution cases. The energy consumption is normalized to the host execution case. Each bar further details the energy consumed by each architectural components. Note that the host processor is assumed to do other useful jobs to improve system-wide throughput while a given application is being executed in the PNM side. In other words, we do not include the host processor's static energy consumption in the PNM execution case.
RESULTS AND ANALYSIS
The energy savings are realized across all evaluated benchmarks with PNM execution. These energy savings are obtained for mainly two reasons: power-efficient core and shallow cache hierarchy, thereby avoiding exess memory access latency. For benchmarks that have high MPKI, PNM execution outperforms the host execution counterpart by an average of 73.3% while an average of 88.30% energy savings are obtained. Benchmarks that have mid or low MPKI, however, experience average performance degradations of 43.7% and 67.6%, respectively, with PNM execution, while modest energy savings (67.85% and 53.17% reduction), yet still significant, are achieved. Thus, for these benchmarks, a large performance degradation must be tolerated in order to obtain energy savings. It is worth noting that performance degradation does not necessarily mean energy inefficiency. As shown in the bar chart in Figure 3 , CloverLeaf experiences performance degradation of 18.8% while about 80.0% energy savings are obtained.
Therefore, we infer that one important application characteristic to realize a significant savings in energy consumption without performance degradation is high LLC MPKI. Line chart in Figure 3 shows the Energy-Delay Product (EDP) for each benchmark, normalized to the host execution case. It is clearly shown that high MPKI benchmarks are PNMfriendly in terms of both performance and energy consumption. Average memory access latency of MiniFE being reduced by 52.7% when the application is executed on PNM processor also supports this argument. Other high MPKI applications show similar behavior.
We also observed interesting results for benchmarks that have similar MPKIs; CloverLeaf and MiniMD. While 80.0% energy savings are obtained with 18.8% performance degradation for the former, the latter experiences about 137.6% degraded performance for 54.5% energy savings. These aspects are clearly shown in Figure 3 ; the line chart shoots up when moving from CloverLeaf to MiniMD. This discrepancy is due to different level of instruction-level parallelism (ILP) each application has; specifically, the performance boost for MiniMD when out-of-order core is used is 167.3%, while that for CloverLeaf is more modest; 39.3%. This explains the reason as to why MiniMD sees more performance degradation than CloverLeaf does, even though they have similar MPKIs. Furthermore, benchmarks that have high ILP, for instance, MiniMD, CoMD, MiniGhost, experience particularity high performance loss when executed on PNM processor. Hence, relatively low energy reductions are achieved. Figure 4 : The number of DRAM accesses for host execution case, and its relative increment for PNM execution case. Figure 4 shows the number of DRAM accesses for both execution cases, in which the number is normalized to the average number of DRAM accesses across all benchmarks. This clearly shows that the more dram accesses an application has, the more PNM-friendly the application is.
CONCLUSIONS AND FUTURE WORK
In this paper, we analyze the energy consumption characteristics of a processing-near-memory (PNM) system that has a conventional processor and a 3D memory stack with fully-programmable cores. We provide comprehensive expositions on the data movement dynamics in such a system when computations are performed in the host processor and when the computations are performed in the PNM processor. Based on the underlying architecture and the technology with which each component is built, we construct a high-level analytical energy model. From the preliminary experiments with 11 HPC benchmarks from Mantevo benchmark suite, we observed that LLC MPKI is one important characteristic in determining the friendliness of the application to the PNM execution; High MPKI benchmarks enjoy both performance and energy benefit from PNM execution.
Although this study focused on a HMC-based PNM architecture, it can easily be extended to other memory technologies, such as High Bandwidth Memory (HBM). Furthermore, since the concept of PNM is not necessarily restricted to the 3D-stacking memory, another form of PNM architecture is also conceivable. Exploring these extensions is a part of our future work.
