Clustering is a ubiquitous technique in machine learning. Clustering is useful when we do not have labeled data. In the present study, three of the most useful and easy to implement clustering algorithms, namely kmeans method, greedy-k-means method, and in the last but not the least is improved-k-means method have been studied. A study on the behavior of k-means clustering technique is being presented here. Next, we present discussion on two improved versions of k-means algorithm -in the first version, a greedy method is being applied to overcome some of the limitation whereas in the second version, using some pre-computation, we can improve the traditional k-means to some extent. While comparing the greedy version to the original to the original k-means method, our execution results suggests that the clustering quality of greedy version is better than original, but not more than that. We are not sure yet whether the size of the input dataset affects the clustering quality of the greedy version. We found that, among these three algorithms, the original k-means more-or-less performs best. While comparing the improved version to the original k-means method; the original version performs better than the improved version in most cases. For k <= 15, the improved version performs better. But as k > 15, the original version outperforms the improved version.
INTRODUCTION
Clustering is one kind of unsupervised learning technique in machine learning. Clustering may be useful when we do not have labelled data. K-means clustering is one of the many clustering algorithms. Clustering is the process of partitioning a set of data objects into clusters so that objects within same cluster are similar to one another yielding dissimilarities with objects within other clusters.
Clustering is widely used in many applications including business intelligence, DNA analysis in computational biology [1] , security [2] , geographical information system, intrusion detection [3] , image retrieval, intelligent transportation system [4] , music sound features analysis [5] , biochemistry, social studies [6] . In this research work we are interested in only k-means clustering which is a partition-based method.
RELATED WORK
Though k-means is a simple clustering technique and easy to implement, there are certain factors upon which it depends heavily. Some of the common limitations are discussed below.
 Effects of outliers [7] .  k, the number of clusters [8] .
 Null set of clusters [9] .  Convex shapes of clusters [10] To improve the effectiveness and efficiency of traditional k-means clustering algorithm, a threelayer based optimization technique has been proposed [11] . In the first step, called initialization step, a top-n nearest clusters merging is performed. Then a strategy, cluster pruning, is applied to reduce the computational cost. In the third step, optimized update principle is applied.
Another brilliant effort has been applied where a greedy methodology-based constructive approach is performed [12] to reduce the clustering cost [13] .
Again, another effort has been accomplished on read-world data where the analysis of k-means is done carefully. They have used two special data structures to improve execution time [14] .
CLUSTERING TECHNIQUES
We have used standard Euclidean distance between two points for this purpose.
A. Lloyd's k-means clustering
Suppose we are given a dataset of n data-points where each data-point is d-dimensional. We need to cluster them into k predefined clusters so that the objective function satisfies below where Si is any cluster and xj is an arbitrary data-point in Si and µi is the center of i-th cluster:
Time Complexity
The complexity of Algorithm 1 is O(nkdt) if the main loop repeats t times. Practically k << n and t << n [15] .
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B. Greedy k-means clustering
It is clear from the loop begins at line number 5 of Algorithm 1 that every cluster is being recomputed in each iteration. That means that we have to move a lot of data-points in each and every iteration. It may be preferable if we move just single data-point among the clusters in each iteration. What we need to find is which point makes the clustering quality best. We call that point Pbest [13] . A more conservative approach may be to move only and only Pbest.
Our execution results suggest that the clustering quality of greedy version is not better than that of the usual k-means. Sometimes this version is better than original, but not more than that. We are not sure yet whether the size of the input dataset affects the clustering quality of the greedy version. We found that, among these three algorithms, the original kmeans more-or-less performs best.
C. Improved k-means clustering
While Algorithm 1 iteratively finds the partition of data-points into k clusters, it needs to calculate the distance between each and every data points in every iteration. An improvement may be to use two data structures -one to store the label of centroid within which di exists, another to store the distance to the nearest centroid from di [14] , which we call DistanceOld. Algorithm 3 presents the improved version of Algorithm 1 with the help of two additional data structures: DIST and CLUSTER.
INTUITIVE IDEA
The main idea behind Algorithm 3 is that before we (re)calculate the centroids, we shall check the DistanceOld with the DistanceNew. If DistanceNew<= DistanceOld, then we do not need to calculate the pairwise distance for that di. If DistanceNew>DistanceOld, then we shall calculate the pairwise distance for that di as we were doing it same for Algorithm 1. Thus we shall be able to save execution time of original algorithm to some extent.
Algorithm 1 Lloyd K-means(D, k)
Input: D = {di: 1 <= i<= n} is a database containing n datapoints and cj is the center of j-th cluster, 1<=j<=k. Output: a set of k clusters 1: select k random data-objects from D as initial centroids 2: repeat 3: calculate the distance between all di and all cj 4: assign di to the nearest cluster 5: for j=1 to k do 6: recompute the j-th centroid 7: end for 8: until convergence criteria is met 9: return Algorithm 2 Greedy K-means(D, k) Input: D = {di: 1 <= i<= n} is a database containing n datapoints and cj is the center of j-th cluster, 1<=j<=k. Output: a set of k clusters 1: choose initial partition of P of k clusters randomly 2: repeat 3: PROFIT = 0 4: for j=1 to k do 5: find the di for which PROFIT of Cj is maximum 6: end for 7: if PROFIT > 0 then 8 
EXPERIMENTAL SETUP
We have performed a series of experiments on a Lenovo ThinkPad E460 Ultrabook running the 64-bit Windows 10 Pro. The value of k has been varied from 3 to 20. Each simulation has been tested for 12 times and the average result is taken.
Datasets
We have performed our experiments on four real-world datasets available from the UCI Machine Learning Repository [16] . Table 2 represents the datasets in ascending order of their sizes. The first column represents the symbolic names.
Performance Evaluation Criteria
In order to evaluate the quality of the clustering, we introduce four basic coefficients, namely silhouette index (SI), sum of error (SSE), Davies-Bouldin index (DBI), and Dunn Index (DI). Table II shows the parameters of the four real-world datasets ordered by increasing size.
Method 2 Initialization(D,k)
1: choose k data-points randomly as initial centroids 2: fori = 1 to ndo 3: calculate the distance between di and all Cj 4: set DIST[i] = minimum value in the previous step 5: assign di to the nearest cluster Cg 6: set CLUSTER[i] = g 7: end for 8: return 
D. Silhouette Index
For a given cluster Cj, the silhouette width, si, is defined as below where ai is the average distance between the ith sample and all of the samples included in Cj and bi is the minimum average distance between the ith sample and all of the samples clustered in Cy, y = 1,2, …, k, y != j.
= − max { , }
The global silhouette index [17] , denoted by GSu, can be used as a validity index for a partition U.
E. Davies-Bouldin Index
Let vl and vm be the centroids for l-th and m-th cluster respectively. Let xl denotes any arbitrary point within l-th cluster. Let Sl be the intra-cluster scatter. Let Dlm be the distance between two clusters whose centroids are vl and vm. Let Rlm denotes the joint cluster scatter over the distance between cluster l and m. Rlm can be calculated as:
The Davies-Bouldin index is defined as
A minimal value of DBI indicates an optimal k [18] .
F. Dunn Index
Let ∆ denotes the maximum distance between two data-points in Cl.
Let Ck be another cluster. The inter-cluster distance between Cl and Ck, denoted by ( , ), is the smallest distance between all pair of points where one point belongs to l and the other point belongs to k.
Dunn index [19] is defined as min{∆ } max{ ( , )}
G. Sum of Squared Error
Let pi be an arbitrary data-point inside j-th cluster Cj. Let the centroid of Cj be denoted by mj. Now distance between point pi and cluster Cj is defined as ||pi-mj||. The sum of squared error (SSE) is defined as
We have used python programming language version 2.7.14 with pandas 0.21.0 version and NumPy 1.51.1 version. We have compared the quality of the cluster generated using four validation metrics. We have used the timeit module to measure the time to execute of each of these algorithms. Due to space limitation we skip the implementation details, we focus only on the results obtained. Algorithm 1, Algorithm 2, Algorithm 3 is represented by the blue, red and green line respectively. X-axis represents the value of k, y-axis represents the mentioned validity metric. Table III shows the metrics we have used; last column shows the requirement for optimal cluster pattern.
RESULTS OF EVALUATION AND ANALYSIS
It is clear from the graphical outputs that Algorithm 1 performs best among the three algorithms and Algorithm 2 performs worst. Sometime the green line seems to be better than blue lines as suggested by Fig. 1 . Surprisingly in Fig 2, initially the cluster quality appears best as the green line stays up enough high. But as soon as the value of k increased by our program, the quality of the cluster gets degraded. Similar conclusion can be drawn from Fig. 5 that lower k value implies better cluster quality. The size of D04 is much greater than that of D03, as suggested from 
FUTURE RESEARCH
We can say that sometimes Algorithm 3 performs best. We are interested to find the reason behind that. We have used array data structure as the auxiliary data structure for that algorithm. It may be interesting to find out whether the use of heap, stack, or may be queue instead of simple array can affect the execution time or not. Bayesian Information Criterion [20] is an alternative method for detecting the number of optimal number clusters. It may an interesting choice to study the behavior of Bayesian Information Criterion and compare the results with k-means clustering methods. Moreover, k-strange point algorithm [15] is another choice of traditional k-means algorithm.
CONCLUSION
Algorithm 1 is the best algorithm among the three, for dataset we have selected. For small k, Algorithm 3 may perform quite better, but as k> 15, Algorithm 1 starts performing faster, as suggested by Fig. 8 to Fig 14. What about the results when k > 20 or even k > 50, is yet to be seen in further research.
