ABSTRACT Linear arrays that are composed of multiple well-calibrated subarrays are widely used to improve the angular resolution in array signal processing. However, intersubarray displacement errors (IDEs) that are ubiquitous in practical applications and degrade the performance of the direction of arrival (DOA) estimation. To address this problem, we build a DOA estimation model that considers manifold mismatch due to the IDEs. The model is solved in the framework of sparse Bayesian inference with the variational inference methodology. The root-mean-square-errors of the DOA estimates of the proposed method are smaller in comparison with the sparsity-cognizant total least-squares approach. The improved method is applied to partially calibrate a virtual linear array that is constructed via the extended towed array measurement method in the case of velocity mismatch. We assume that the IDEs of a virtual linear array lead to a biased DOA estimate. Simulations and experimental results demonstrate the validity of the proposed method.
I. INTRODUCTION
Direction of arrival (DOA) estimation using a linear array that is composed of multiple subarrays is an important research area [1] with many practical applications. However, in using multiple subarrays, the problem of intersubarray displacement errors (IDEs) is encountered, even if each subarray is well calibrated. IDEs skew the estimation of DOA.
In recent years, the development of methods that are based on sparse signal reconstruction has promoted the research on DOA estimation. Sparse Bayesian inference (SBI) [2] , [3] is an effective approach for reconstructing sparse signals. SBI estimates DOA from the Bayesian perspective by adding the same sparse prior to the signal at each snapshot, such as a student-t probability density function (PDF) or a Laplace PDF. SBI not only achieves high-resolution direction finding but also is feasible for modeling sparse signals [4] . SBI has several drawbacks, which are mainly due to approximate Bayesian inference being a probabilistic method. For example, it is less guaranteed to converge to the actual sparse signal compared with 1 optimization [5] in the case of a single measurement vector (SMV). The performance of DOA estimation via SBI degrades when a linear array has IDEs because the DOA estimation model has basis mismatch that is caused by IDEs.
A straightforward solution to the problem of partial calibration is to calibrate the entire array in a well-controlled scenario and subsequently estimate the DOAs. The calibration procedures that are adopted by [6] use three noncollinear sources to calibrate sensor positions. The procedures become invalid when the nominal array configuration is a straight line, which is common in practice. Methods of another class enable joint calibration of the array and DOA estimation. The method that was proposed by [7] is a new subspacebased approach to DOA estimation that is applicable to this general class of partially calibrated arrays. A method that is called rank reduction estimator was proposed in [8] . This method estimates DOA in partially calibrated arrays based on multiple signal characterization algorithms [9] .
However, the array model in [8] was formulated by assuming the subarray is a uniform linear array. Another concrete solution was provided in [10] , in which block-wise alternating iteration was performed on DOAs and IDEs by using maximum likelihood estimation. Algorithms in [10] require knowledge of the number of signals and relatively accurate initial conditions; otherwise, they may converge to a locally optimal value. A DOA estimation model is built in [11] , [12] , and [13] that considers the off-grid DOAs using Taylor expansion. Then, sparsity-cognizant total least-squares (STLS), OGSBI, and 1 optimization, respectively, are employed to estimate the DOAs. In this paper, we generalize the model in [11] , [12] , and [13] to address the problem of IDEs.
Specifically, we build a model of DOA estimation that considers manifold mismatch due to the IDEs. On the basis of this model, an improved method is proposed in the framework of SBI with variational inference. Compared with the commonly used expectation maximization (EM) algorithm [14] in SBI, the variational inference has a wider range of applications because EM requires the exact conditional PDF of the hidden variable to be known, which is impossible for some complex problems. By contrast, the variational inference bypasses the limiting requirements. We let IDEs follow a simple uniform distribution in the absence of informative prior information. We refer to the algorithm in this paper as IDESVI. Then, IDESVI is used to calibrate the output of the extended towed array measurement (ETAM) method under the condition of array velocity mismatch. ETAM is a commonly used passive synthetic aperture (PSA) technology. In the case of velocity mismatch, the phase calibration factor is inaccurate and the performance of DOA estimation using SBI would degrade under the condition of multiple sources. We assume that the IDEs of a virtual linear array lead to, in part, a biased DOA estimate. Simulations demonstrate that IDESVI has smaller root-mean-square errors (RMSEs) in comparison with STLS. Furthermore, IDESVI can partially calibrate the velocity mismatch in ETAM.
The following notations are used throughout the paper: A H , A −1 , A , |A|, and Tr(A) denote the conjugate transpose, inverse, norm, determinant, and trace, respectively, of A; diag(•) denotes a diagonal matrix or a block diagonal matrix;x andx denote the real and estimated values, respectively, of x; p (x|θ ) denotes a PDF with random variables θ ; and p (x; θ ) denotes a PDF with parameters θ .
The remainder of this paper is organized as follows: Section II presents the DOA estimation model with IDEs. Section III studies the joint estimation of DOA and IDEs by using SBI. Section IV explains the application to ETAM. Section V presents the numerical simulation results. Section VI presents the results of the experiment and Section VII summarizes this paper.
II. SIGNAL MODEL THAT CONSIDERS IDEs
We assume that K narrowband far-field sources, which are denoted as s k (t) , k = 1, · · · , K , have the same angular frequency ω from directions θ k , k = 1, · · · , K . The number of sources K is assumed to be known in this study. A partially calibrated linear array that is composed of P separated subarrays serves as the receiving array. The receiving array has IDEs. Fig. 1 shows a schematic diagram of the receiving array, where r p is the displacement between the first element of the first subarray and the first element of the ideal location of the pth subarray and β p is the displacement between the ideal location and the real location of the first element of the pth subarray (β 1 = 0). Therefore, the real location of the pth subarray isr p = r p + β p .
Let m p , N , d p , θ n , and a p (θ n ) denote the number of elements, the number of directions in the grid, the element spacing, the nth scanning angle, and the steering vector that corresponds to the nth source of the pth subarray, respectively. The vector a p (θ n ) ∈ C m p is evaluated as follows:
where k (θ n ) = ω/c · cos (θ n ) is the wavenumber. The steering vector of subarray is accurate because each subarray is well-calibrated. Let M and a W (θ n ) denote the number of elements and the ideal steering vector to the nth source of the entire array. The vector a W (θ n ) ∈ C M [7] is evaluated as follows:
where V(θ n ) ∈ C M ×P contains information about the steering vector to the nth source of all subarrays that is a block diagonal matrix and equal to diag(
contains information about the locations of all subarrays relative to the location of the first subarray that is equal to exp(−jk(
T . Therefore, regardless of the IDEs, the received data can be modeled conventionally as follows:
where c(t), s(t) and e(t) are the received data, signal and noise, respectively, at time t. The matrix A w = [a w (θ 1 ), a w (θ 2 ), . . . , a w (θ N )] is the array manifold matrix of the whole array. However, the matrix A W is subject to a considerable margin of error due to the existence of IDEs (2) is approximated via the Taylor series expansion up to the first order [15] at the point r = [r 1 , · · · , r P ].
Substituting (4) into (2) yields a more accurate estimate, which is denoted asâ w (θ n , β)
where W p (θ n ) ∈ C M ×P is only related to the delay information of the nth source to the pth subarray, which is equal
denotes the pth column of V(θ n ). The array manifold matrix of the entire array can be approximated as:
with
. The matrix B p can be viewed as the responsibility that the pth IDE takes for the real array manifold matrix. The second term in (6) indicates that the modeling error can be expressed by the linear combination of the β p and B p . Let (β) representÂ W (β). Therefore, considering the IDEs, the received data can be modeled as follows:
In the case of multiple measurement vectors (MMVs), the received data can be expressed as follows:
where
, in which T is the number of snapshots. This model is used in this study. The single measurement vector (SMV) is the special case in which T = 1. Mathematically, the array manifold matrix that is expressed by (6) is a first-order approximation of the real array manifold matrix and the array manifold matrix of the traditional model is a zeroth-order approximation. Thus, the proposed model is expected to have a much smaller modeling error than the traditional model in the presence of IDEs.
III. JOINT ESTIMATION OF DOAS AND IDES VIA SBI
A statistical model that corresponds to IDESVI is obtained by imposing priors on the model parameters. Typically, conjugate priors are used.
A. SPARSE BAYESIAN FORMULATION
Complex-valued distributions are used because the array manifold matrix is complex-valued. The prior distribution for the signal of each snapshot is a nonstationary (circularly symmetric) complex Gaussian distribution with an unknown precision matrix and mean 0 [14] . We are calculating in terms of the precision matrix rather than the covariance matrix as this simplifies the mathematics [14] . Furthermore, the signal of each snapshot is independent. Then, the prior distribution for the signals of multiple snapshots is expressed as
where CN(s|µ,
T . However, this model is overparameterized. For this purpose, the precision parameters, namely, α 1 , · · · , α N , are treated as random variables. The Gamma prior distribution that is governed by parameters c, d is imposed on them because it is the conjugate prior for the precision of a univariate Gaussian.
where Gamma(τ |a, b) = 1 (a) b a α a−1 exp {−bτ } with (·) being the Gamma function. Therefore, the actual prior distribution for the signals is given by
is a student-t distribution. The student-t distribution is more robust to outliers and has wider tails compared to a Gaussian distribution. We typically assume that the noise of each snapshot follows a (circularly symmetric) complex normal distribution with an unknown noise precision matrix α −1 0 I and mean 0, the noise power α −1 0 of each channel is the same, and the noise is independent among snapshots. Then, the prior distribution of noise for multiple snapshots is
The Gamma hyperprior is added to the precision parameter
We use a simple uniform distribution over IDEs.
The likelihood of the receiving data can be written as
We can use a graphical model [16] to visually represent the dependencies between variables in the statistical model. The graphical model that corresponds to IDESVI is shown in Fig. 2 , where a, b, c and d are the hyperparameters (parameters of the prior distribution), which are specified in advance, VOLUME 6, 2018 and S, α 0 , α and β are the variables to be updated by calculating the posterior distribution P(S, α 0 , α, β|X) given the data X. The posterior distribution P(S, α 0 , α, β|X) can be computed by using Bayes' theorem [17] as
The joint PDF P(X, S, α 0 , α, β; a, b, c, d) can be obtained from the graphical model. (16) where P (α) , P (α 0 ) , P (S|α) and P(X|α 0 , S, β) can be computed via (10) , (12), (9), and (14) . The PDF P (β) is a constant. Because the marginal distribution P(X) cannot be calculated, the posterior distribution P(S, α 0 , α, β|X) cannot be calculated analytically. Consequently, approximate Bayesian inference is applied to approximate the posterior distribution P(S, α 0 , α, β|X). The approximate Bayesian inference method that is used in Section III-B is the variational inference methodology [3] . In response to this issue, EM requires exact knowledge of P(S|X; α 0 , α, β).
B. VARIATIONAL INFERENCE 1) UPDATE S.

According to the variational inference methodology, q(S) is evaluated as ln q(S)
where we define
Notably, s(t) is subject to the complex Gaussian distribution with covariance matrix and location parameter µ (t). Considering the properties of the Gaussian distribution, S is updated as follows:
2) UPDATE α.
Similarly, for the variational inference over the parameter α,
where s (n) ∈ C T consists of the elements of the nth row of S. Because each element of S is assumed to be independent and , H have already been computed in the step of updating S,
where h (n) ∈ C T consists of the elements of the nth row of
where c, d n are evaluated using
Throughout the iteration, c, d are fixed. Since α n obeys the Gamma distribution with the parameters c, d n , α n updated viaα
3) UPDATE α 0
The posterior distribution of noise precision parameter α 0 can be similarly computed as:
where a, b are evaluated as
with α old 0 denoting α 0 in the last iteration. The hyperparameters a, b are fixed throughout the iteration. The precision α 0 is updated viaα
As a result,
The properties of variational inference guarantee the convergence of these statistical models, that is, the KullbackLeibler divergence KL (q||p) decreases continuously during the iteration.
C. ALGORITHM FLOW
As the number of snapshots increases, the computational complexity and computation time increase. To solve this problem, we use singular value decomposition (SVD) [12] , [18] to precondition the observation matrix. SVD can also reduce the sensitivity to the measurement noise.
The optimization process is summarized as follows: 1) Precondition the observation matrix using SVD.
2) Set the hyperparameters a, b, c, and d, which are not updated during the iteration. Initialize S, α, α 0 ,and β. 3) Update S, α, α 0 ,and β via (20) , (26), (30), and (32). 4) Repeat 3) until the iteration termination condition is satisfied.
IV. APPLICATION TO ETAM
PSA [19] , [20] uses the correlation between time and space to construct a large virtual array that can be considered as a linear array with multiple subarrays. ETAM is a commonly used PSA technology [21] . However, when there is source velocity mismatch, the performance of DOA estimation degrades due to the phase inaccuracy of the virtual array. A linear array with N elements moves at velocity v. Two consecutive measurements with time separation τ overlap (N − Q) elements, that is, vτ = Qd. According to ETAM, the phase calibration factor is
where n = arg[x n+Q (t i )x H n (t i + τ )], x n+Q (t i ) denotes the data that are received by the (n + Q) th element at time t i and x n (t i +τ ) denotes the data that are received by the nth element at time t i + τ . Then, the aperture of the array expands by pd compared with the original aperture.
In a practical application, there is more likely to be an error between the real location and the ideal location (vτ = Q(d + δ)). In this paper, δ is assumed to be caused by velocity mismatch. Fig. 3 shows a schematic diagram of ETAM with velocity mismatch. When there is a single source with incidence angle θ, the phase calibration factor is
In the case of velocity mismatch, x n (t + τ ) = x n+Q (t) , n = N − Q + 1, · · · , N . The phase of the virtual array is accurate.
When there are two coherent sources with incidence angles θ 1 and θ 2 , the receiving data can be expressed as x n (t i ) =
n (t i ) and the phase correction factor is
In the case of velocity mismatch,
The phase of the virtual array is inaccurate. Error in DOA estimation based on the virtual array is inevitable. IDESVI is applied to calibrate the virtual array and estimate DOA.
V. SIMULATION RESULTS
Three simulated results are shown in this section to demonstrate the advantages of IDESVI. First, to evaluate the merit of the DOA estimation model that is presented in Section II, we compare the results of SBI based on the model that does not consider IDEs and the results of IDESVI. The simulation results are shown in Section V-A. Then, we compare IDESVI with STLS, which considers a perturbed compressive sampling. The simulation results are shown in Section V-B. Last, we use IDESVI to calibrate ETAM with velocity mismatch. The simulation results are shown in Section V-C. In the simulations, the sound speed c in water is assumed to be 1500 m/s. To study the performance of IDESVI as a function of the SNR, IDEs, and the number of snapshots, RMSE is averaged from R = 200 trials for each combination (SNR, IDEs, and the number of snapshots). The RMSE of DOA estimates under each factor (SNR, IDEs, and the number of snapshots) is calculated as RMSE =
The simulation results are shown in Fig. 4 . They demonstrate that in all considered scenarios, IDESVI outperforms SBI in the presence of IDEs.
B. COMPARISON WITH STLS
STLS in [11] is developed for sparsity in estimating coefficient vectors of fully perturbed linear regression models. With the parameters that are defined in this paper, the STLS objective function is written as min s,β
where ξ > 0 is a regularization parameter. For this nonconvex optimization problem, block-wise alternating iteration is performed on β and s. First, s is solved with a fixed value of β. It is a 1 -regularized least-square problem, which can be solved via lasso [22] . Second, β is solved with a fixed value of s, which is an N-dimensional linear problem. From the Bayesian perspective, β is solved by assuming a Gaussian prior for β, which cannot properly capture the structure of β.
For fair comparison, we compare the two algorithms in the SMV case. The simulation conditions are the same as in Section V-A. Fig. 5 displays our simulation results. The range of SNR is consistent with [11] . The RMSEs of the estimates that are obtained via IDESVI are typically 0.5smaller compared to STLS. In the MMV case, we use SVD [12] to effectively reduce the calculation time and sensitivity to noise; SVD is not used in STLS.
C. CALIBRATION OF ETAM
To study the calibration effect of IDESVI under various values of SNR and velocity mismatch, and various numbers of snapshots, Monte Carlo simulations are performed to calculate the RMSEs. An array with N = 6 elements moves at v = 3 m/s. We set the element spacing to d = λ/2. Each time, we expand P = 3 elements and repeat the process once. The signal frequency is 250 Hz. The simulation results are shown in Fig. 6 . SSD in Fig. 6 refers to the velocity standard deviation. The results demonstrate that IDESVI partially calibrates the virtual array with velocity mismatch, especially in the case of high SNR and large velocity mismatch.
VI. EXPERIMENTAL RESULTS
An experiment was conducted in a water tank, which was an approximately noise-free environment. The sound speed is about approximately constant at 1500 m/s. The six-element horizontal array with a uniform element spacing of 0.12 m synthetic array. The signal frequency was set to 6.25 kHz and the sampling frequency of the recording system was 50 kHz.
ETAM was applied. The array was expanded five times. In each expansion, three elements were overlapped, and three elements were expanded. Ten snapshots of the recorded signal at the location of each subarray for DOA estimation were used. When no velocity mismatch was assumed, the DOA estimates that were obtained via conventional phaseshift beamforming (CBF), SBI, and IDESVI were shown in Fig. 8(a) . The results of SBI and IDESVI were valid, as expected. However, the second peak that was obtained by CBF was not present in the true source azimuth, which may be due to a slight error between the actual velocity and the ideal velocity. For the scenario in which the assumed velocity was set to 0.1784 m/s with a relative error of 0.02 m/s to the ideal velocity, the results were shown in Fig. 8(b) . The DOA estimate of the source at 24ř that was obtained via SBI had an error of approximately 2ř . In contrast, the output of IDESVI contained two distinct peaks, which were observed in the true source azimuths. The influence of velocity mismatch was reduced by IDESVI. 
VII. CONCLUSIONS
Linear arrays with multiple subarrays are widely used in signal processing. The performance of DOA estimation degrades in the presence of IDEs because the array manifold matrix is erroneous. For this problem, a DOA estimation model that considers manifold mismatch due to the IDEs is proposed. The array manifold matrix in this model is a first-order approximation of the real array manifold matrix. Based on this model, IDESVI is proposed, which uses SBI to jointly estimate the IDEs and DOAs. The approximate Bayesian inference method that is adopted is variational inference. Variational inference bypasses the limiting requirements of EM. The simulation results demonstrate that IDESVI outperforms STLS in the presence of IDEs in all considered cases. Then, we apply IDESVI to partially calibrate a virtual array that is constructed via ETAM in the case of velocity mismatch. Simulations and experimental results demonstrate the validity of the proposed method. Our next step is to investigate SBI in non-Gaussian environments.
