Abstract -An optimization problem of classifying shiftingdistorted objects is studied. The classifier is 2-layer perceptron, and the object model is monochrome 60 80  image. Based on the fact that previously the perceptron has successfully been attempted to classify shifted objects with a pixel-to-shift standard deviation ratio for training, the ratio is optimized. The optimization criterion is minimization of classification error percentage. A classifier trained under the found optimal ratio is optimized additionally. Then it effectively classifies shiftingdistorted images, erring only in one case from eight takings at the maximal shift distortion. On average, classification error percentage appears less than 2.5 %. Thus, the optimized 2-layer perceptron outruns much slower neocognitron. And the found optimal ratio shall be nearly the same for other object classification problems, when the number of object features varies about 4800, and the number of classes is between two and three tens.
I. PROBLEM OF CLASSIFYING SHIFTING-DISTORTED OBJECTS
When monitoring and controlling processes are running, automatization system clashes with distortions in the objects being monitored. A very corrupting distortion type ties in shift distortion. A shifting-distorted object (SDO) is hard to recognise immediately. This is explained by the fact that shift distortion is a specific feature distortion type, which cannot be modelled simply as a recognition noise for applying rapid perceptrons subsequently. Much slower neocognitrons classify SDO instead [1] , [2] . An attempt for 2-layer perceptron (2LP) high performance in classifying SDO via training it with normally noised objects (NNO) on the pattern of 26 alphabet letters was made in [3] . As it was authorised, if the training process of 2LP were configured optimally then 2LP would be capable of classifying SDO nearly at classification error percentage (CEP), which is performed by neocognitrons [4] , [5] . With 2LP for classifying SDO, substantial loss is just the training process duration (TPD).
II. TRAINING THE PERCEPTRON ON SHIFTED OBJECTS
If 2LP is trained purely on shifted objects, without any additional supplementations into training sets to feed the input of 2LP, TPD may drag on endlessly [3] , [6] , [7] . To shorten TPD, there are sets of NNO that ought to supplement the training set, feeding the input of 2LP [8] , [9] . In [3] , with the pattern of 26 enlarged English alphabet capital letters (EEACL) the object was modelled [10] , [11] as monochrome 60 80  image (M6080I). Shifting-distorted M6080I (SDM6080I) was defined with shifting standard deviation (SSD)
on k-th epoch of forming the set of SDM6080I ( k -EFSDM6080I) by the number (smoothness in training [9] ) and a maximal SSD max SDM6080I
 . SSD (1) on
k -EFSDM6080I along with raffling the normal variate with zero expectation and unit variance (NVZEUV) defined how many pixels an M6080I was shifted horizontally and vertically. For SDM6080I, the method of making NNO was forming SDM6080I with pixel distortion (SDM6080IPD). SDM6080IPD was defined with pixel distortion SSD (PDSSD)
on k-th epoch of forming the set of SDM6080IPD
PDSSD (2) on k -EFSDM6080IPD along with NVZEUV defined how each of 4800 pixels of an SDM6080I was changed from its initial state value (0 or 1) to a real value (probably, excluding irrationals). As seen from (1) and (2), 2LP was trained with SDM6080IPD under some ratio of maximal PDSSD and SSD
Pixel-to-shift standard deviation ratio (PSSDR) in (3) was the constant for the given 2LP and SDO classification problem. It was stated that the better PSSDR (3) was adjusted [12] , [13] the lower CEP was going to be performed by 2LP in classifying SDO, modelled here as SDM6080I. Under (5), and such size ensures reasonable speed and accuracy [3] , [6] , [10] , [11] , [13] . Then 2LP configuration is 4800-240-26 (input layer neuron number -SHL neuron number -output layer neuron number), and this 4800-240-26 perceptron (4800-240-26-P) is initialised on MATLAB Neural Network Toolbox simply with function "feedforwardnet" or "newff". Function "newff" is preferable for early versions of MATLAB. 4800-240-26-P contains 1158506 weight and bias values.
Perceptrons are trained effectively with a backpropagation algorithm [8] , [9] , [10] , [14] , [15] , having many methods of its implementation in MATLAB Neural Network Toolbox [8] - [10] . Let us select a MATLAB function "traingda" [8] , [9] , [10] , [16] to train 4800-240-26-P. It is one of the fastest methods of backpropagation algorithm within MATLAB, where weight and bias values are updated according to gradient descent with adaptive learning rate [14] , [17] , [18] .
VI. MODEL OF SDM6080IPD
On k -EFSDM6080I there is M6080I of the c -th class EEACL   1, 
Clearly, for
Statements (6)- (17) Therefore, the model of SDM6080IPD is completed with addition [3] , [10] , [11] 
by PDSSD (2) and 4800 26  Fig. 3 drops impression of that those peaks (not excluding the mentioned above at 0.05 r  ) truly exist. In fact, the peak at 0.05 r  became stronger (higher), and the minimum at 0.075 r  (Fig. 3) was re-registered. No matter that the point 0.075 r  appears the minimum again. The point 0.025 r  pretends to be minimum as well. And any conclusion on a minimum interval would have been inconsistent because of those three peaks. So let us count the re-evaluation (Fig. 3) under parameters (20) to be a fast-and-rough approximation in solving the problem (25). Fulfilling the training process under the strengthened parameters
could make the evaluation more accurate, because the classifier performance in Fig. 3 is not good enough. It directs to solving the problem 
and run 4800-240-26-P by its parameters (27) through 13 points (29), there is more accurate solution (Fig. 4) 
giving confusion for nearly two SDO among 15 EEACL at the maximal shift distortion. The minimum * 0.05 r  is also seen in Fig. 5 , where all 25 polylines making the evaluation in Fig.  4 
leaving behind other 2LP classifiers. 70 Now, the averaged CEP for 4800-240-26-P has been minimised due to the problem (25). PSSDR r * = 0.05 allows effectively classifying SDM6080I on the pattern of GT (5). It is self-evident that for SDO of other types (for instance, images of other formats) the found optimal value of PSSDR will be different.
X. CONCLUSION
The suggested routine allowed using optimal PSSDR for SDM6080I to decrease CEP by 20 % in comparison with the blindly fixed PSSDR (see Fig. 8 ). Resolving other problems of SDO classification, the optimal value of PSSDR can be found with an item-by-item approach stated in the section of the paper aim and task formulation. Those six item (task) line-up is not fully universal, where the first and third items are not general. So they may be re-stated into the following:
1. To define NDR and number of classes in GT that contains SDO, which will feed the input of the classifier. To isolate GT, containing SDO and NNO, which will be used for the training process.
2. To configure the classifier architecture and select the program environment, where this architecture is going to be modelled and simulated.
3. To put statements for the model of SDO and for the model of SDO additionally distorted with NNO.
4. To determine a narrow range [rmin; rmax] of PSSDR, where the minimum point of the function vCEP(r) shall be confidently enclosed.
5. To run the classifier through the sampled range of PSSDR in order to evaluate the function vCEP(r). If the minimum point is found roughly then a subrange within the range [rmin;rmax], confidently enclosed the minimum, ought to be re-sampled and the classifier must be re-run again through the re-sampled subrange. This loops until the minimum point of the function vCEP(r) is found with admissible accuracy.
6. To validate that the identified classifier under the found optimal PSSDR value performs with the minimized CEP over SDO on the pattern of the defined GT.
Optimization of 2LP in classifying SDO shall be continued. This is essential because parameters (27) were put empirically rather than after optimization procedure or close to that. Besides, the size of SHL in 2LP also requires to be substantiated (maybe, 239 neurons in SHL would have shortened TPD or 241 neurons in SHL would have lowered CEP) and, moreover, k-EFSDM6080IPD in (18) might have been updated during the training process. These various optimization mathematical problems, however, may be solved only on a pattern, not on abstract objects and their model.
