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Abstract. To reconstruct the points in three dimensional space, we need
at least two images. In this paper we compared two different methods:
the first uses only two images, the second one uses three. During the
research we measured how camera resolution, camera angles and camera
distances influence the number of reconstructed points and the dispersion
of them. The paper presents that using the two-view method, we can
reconstruct significantly more points than using the other one, but the
dispersion of points is smaller if we use the three-view method. Taking
into consideration the different camera settings, we can say that both the
two- and three-view method behaves the same, and the best parameters
are also the same for both methods.
1 Introduction
Computer Vision plays an increasingly important role in our days. It’s use is
very diverse. The diversity is reflected in it’s use from engineering to medical
applications but Computer Vision also plays a major role in the entertainment
industry. Some examples of it’s usage are: autonomous cars, face detection,
three dimensional triangulation, extended reality, Google Street View etc.
Most of the applications mentioned above require a variety of tools. Autonomous
cars use different capture devices, such as LIDAR (laser-based sensor), see for
instance [6], to achieve "vision". Likewise, there is a need for a device (eg.
MRI or CT) that can capture an image from inside the body to segment the
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tumors. It is noticeable that similarly to the complex structure of the human
visual system, for the computer vision, we also need a complex system of phys-
ical devices. Of course, this complex physical system is not enough. There is
also a need for effective software, that processes and interprets the information
gained through the devices.
From a large set of applications, the three-dimensional triangulation may seem
to be the simplest. For this application, we do not need anything else but just
different photos about the same object. It is not necessary for images to be
made with the same camera and it is not important how the cameras are placed
when capturing the images, but it is important to have at least one common
object on the images. Based on these, it seems this problem can be solved more
easily than the rest. Nevertheless, if we are getting deeper in this subject, it
turns out that although this task is associated with the least constraint, it is
one of the most difficult to solve mathematically and to write optimal software
for this.
In this paper the main goals are to compare the two-view triangulation with
the three-view one and to create a data set, that is suitable for the previously
mentioned purpose. Comparing the two methods, we had the following aims:
to compare the two methods based on input images with different resolution,
in the case of different angles of the cameras and finally in the case of different
distances of the cameras.
In order to make the right measurements, the following are required: to iden-
tify common pixels on images, to calculate the camera matrices based on the
images and to triangulate the identified common pixels based on the camera
matrices (using both two-view and three-view method).
2 Mathematical background and previous results
1997 is a significant year in the history of Computer Vision. At this point,
there were methods for the triangulation problem, but in this year Richard I.
Hartley with Peter Sturm published a method, which gives an optimal solution
in case we are using image pairs. Their method differs from previous methods,
so not the algebraic error was minimized but the geometrical. By this method
they achieved to solve the problem optimally by finding the roots of a 6th
grade polynomial, see [5].
In 2005 Henrik Stewenius, Frederik Schaffalitzky and David Nister published
a paper about solving optimal the three-view triangulation. This method is
based also on minimizing the geometric error, but instead of the 6th grade
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polynomial we have to find the roots of a 47th grade polynomial to get the
optimal solution, see [10].
The three-view triangulation compared to the two-view has just one more
input (the third picture) but the problem to find the optimal triangulation has
become more complicated. This is also a question, that if we want to triangulate
optimally from n pictures, how complicated will be the polynomial we have to
solve. We don’t know for sure the answer to this question, but there is a paper
from 2016 in which there is formulated a conjecture about this. Conform to the
conjecture, if we have n pictures, the grade of polynomial will be the following
(see [2]):
9
2
n3 −
21
2
n2 + 8n− 4
2.1 Camera coordinate system
The corresponding point of X3D = (x1, x2, x3)T is the X2D = (x1, x2)T in the
camera coordinate system. This has the following form in homogeneous coor-
dinates (see [7]): 
x1
x2
x3
1
 7−→
fx1fx2
x3
 =
f 0 0 00 f 0 0
0 0 1 0


x1
x2
x3
1
 (1)
Transformation (1) is a simple product of matrices. The left-hand side of the
product is the projection matrix, that contains the parameters of the camera.
These parameters determine the formation of the image. The right-hand side
of the product is the three-dimensional point itself, which we would like to take
picture of. The actual projection matrix looks like the following (see [7]):
P =
sxf a sxox 00 syf syoy 0
0 0 1 0
 , (2)
where f is the focal length, (sx, sy) the zoom of the camera, (ox, oy) the trans-
lation of the axes of the camera coordinate system and a determines the shape
of the pixels. The parameter a is not null just in the case, where the axes of
the coordinate system are not perpendicular to each other, see [7].
The projection matrix has also the following form:
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P = K[I|O], (3)
where K is the calibration matrix, see [7].
2.2 World coordinate system
It is not enough to consider just the camera coordinate system, because the real
points which we want to take pictures of are in the world coordinate system.
The connection of the two coordinate systems are the following:
1. There is a translation t between them
2. The world coordinate system is rotated
Taking into consideration these, the projection matrix has the following form:
P = K[R|Rt] = KR[I|t] = K[R| − RC˜] = KR[I| − C˜], (4)
where R is the rotation and, t is the translation. C˜ is inhomogeneous coordinate
of camera center in the world coordinate system (t = −C˜), see [7].
2.3 Camera calibration
From (1), we can easily determine the image of a point if projection matrix P
is known. The process of determining the projection matrix P is called camera
calibration.
One method to this process is using calibration pattern. The corners of a chess-
board can be easily identified, so they are often used. The most used calibration
pattern is the Tsai grid, see [11].
P has 12 elements, but it’s degree of freedom is just 11, so we need 11 equations
to determine the projection matrix.
Because of the noise of the images, the 11 equations won’t give an exact solu-
tion, so we use more equations and minimize the algebraic error of the over-
defined equation system, see [7].
Ap = 0, (5)
where A has size 2N × 12 and p = (P11, P12, ... , P34)T contains the unknown
elements of the projection matrix (Pij ∈ P, i = 1, 3, j = 1, 4).
Comparing two- and three-view Computer Vision 5
2.4 Geometrical error
(5) minimizes the algebraic error of the system, but this won’t be optimal
geometrically. For minimizing the geometrical error of n-view method, we use
the following equation, from [7]:
Err =
n∑
i=1
‖X2Di − PX3Di‖2 , (6)
where X2D is the coordinate of a pixel on the image, and PX3D is coordinate
projected by the camera matrix. This is a least squares problem, which we can
solve for example with Levenberg-Marquard algorithm, see [4].
3 Practical implementation
To make the proper measurements, we needed an appropriate set of data. Since
we did not find a suitable data set, we generated one, see [8]. The pictures
for this data set were made with a Google Pixel 2 smartphone, using the
OpenCamera (see [3]) application freely available for Android phones. The
specifications of the camera are the following:
Sensor type CMOS
Sensor size 1/2.6"
Aperture f/1.8
Focal length ≈4.47 mm
Image Resolution 4032x3024 (12.19 MP)
Pixel size 1.4 µm
Table 1: Google Pixel 2 - camera specifications[1]
3.1 OpenMVG library
For comparing the two methods, we used the OpenMVG open-source library,
see [9]. This library is designed for computer-vision scientists. OpenMVG pro-
vides solutions for multiple problems in Computer Vision, such as the triangu-
lation.
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Figure 1: OpenMVG Reconstruction System
4 Evaluation and conclusion
Given the number of found common pixels, the two-view method founds 1.45−
1.86 times more common pixels than three-view one, but there are some ques-
tions. The first question would be, what happens with common pixels on all
images? In this case the two-view method does three triangulations: using im-
ages 1− 2, 1− 3 and 2− 3. From these three triangulations two are redundant.
Furthermore if there is noise on the images, the needlessly triangulated points
won’t coincide with each other, however they should.
4.1 Evaluation of different resolution measurements
We can notice, that the smaller the resolution, the less common points will
find the software. At very low resolution (480 × 320), the software does not
work at all. Up to FullHD resolution (1920×1080) the software finds less than
1, 000 while above FullHD resolution finds thousands of common pixels with the
two-view method. The three-view method has similar results. Up to UltraHD
resolution (3840× 2160) the number of reconstructed pixels increases steadily,
while at the highest resolution (4032 × 3024) a larger drop is detected (426
points for two-view and 122 for three-view method). One possible explanation
for this is the higher noise entering at high resolution. If there was no noise
on the images, the number of reconstructed points would increase steadily by
increasing the resolution.
Analyzing the dispersion, we can observe for the three-view method this is
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Figure 2: Different resolution measurements
smaller. The dispersion at three-view method can be smaller from 1.2% up to
11.8%. On average, the dispersion of three-view triangulation is less by 5.6%
than the two-view method.
4.2 Evaluation of different angles measurements
First of all, the middle camera was fixed for all measurements at 21cm distance
from the object. For every three measurement, the left camera was fixed, while
the right-one was positioned in 8.74°, 13.18° and 16.79° degrees to the middle
camera. At the first three measurements, the left camera was held in 5.33°, in
the next three in 9.46° and at the last three in 10.72° degrees to the middle
camera (see Figure 3).
The first conclusion we can observe is the resolution does not play a key role
in either two- or three-view method. For both methods, the number of pixels
matched increases in the same way as the angles increase, but for two-view
method is still significantly higher. From the current measurements, we can
conclude, the dispersion decreases if one camera is positioned in a low angle,
and the other in a high angle to the middle camera.
The best result is in the case when left-camera has 5.33° and the right-camera
16.79° degrees to the middle camera. In this case the number of found common
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Figure 3: Camera positions for different angle measurements
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Figure 4: Different angle measurements
pixels is 653 for the two-view method, and 264 for the three-view one. In this
case also, the dispersion of points is minimal, 1.18 for two-view method, and
1.11 for three-view one.
The worst result is at 10.72° for the left camera and 8.74° for the right-one,
with 498 common pixels found using two-view method, and 202 using three-
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view. The dispersions in this case are the largest, 2.8 and 2.71 respectively for
the two-view and three-view methods.
4.3 Evaluation of different distances measurements
At these measurements, we fixed seven different points on a line. The points
were at 1.73 cm, 3.46 cm, 5.33 cm, 7.2 cm, 9.16 cm, and 10.93 cm distances
relatively to the first fixed point. We positioned the cameras in every combina-
tion of these points for measurements. The fourth point (with 5.33 cm distance
to the left-most point) was on the perpendicular bisector of the object.
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Figure 5: Different distances measurements
Our measurements don’t show a clear correlation between the different dis-
tances between cameras and the number reconstructed pixels, but it is clearly
apparent that the dispersion decreases when two cameras are close together
and the third moves away.
The best result was when the left camera is at 1.73 cm, the middle-one at 5.33
cm and the right-one at 7.2 cm distance from the left-most point. In this case
the dispersion is 0.49 for two-view method, and 0.45 for three-view one.
The worst result was the first measurement, when the left camera is at 0 cm,
the middle-one at 1.73 cm and the right-one at 3.46 cm distance from the left-
most point. In this case the dispersion is 1.89 for the two-view method, and
1.83 for the three-view one.
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4.4 Conclusion
From the results, firstly, we can conclude, that using the two-view method there
will be more common pixels but using the three-view method the dispersion
of triangulated points will be smaller. Secondly, we conclude, that the number
of found common pixels increases if we increase the angle of one camera but
the other camera remains at a low angle to the middle one. The dispersion
of triangulated points depends on the distance between the cameras, but also
from the position relative to the object. The last conclusion is that until a
certain resolution, the bigger resolution results in more triangulated points.
This resolution may differ from the camera used for capturing the images. In
our case, the best resolution was the UltraHD resolution (3840× 2160 pixels).
Summarizing the research output, we can formulate that using the three-view
method, we get a better triangulation result for the human eye than using
the two-view method. The question remains whether the three-view method is
more accurate than the two-view method, or not?
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