Abstract
Introduction
As the classic image segmentation technique, Otsu adaptive thresholding method is widely employed in image processing and computer vision.
[1] [2] In the light of one-dimensional gray level histogram of an image, Otsu method takes the variance between clusters as the criterion to choose the optimal segmentation threshold. Unfortunately, uncertain disturbing factors, such as noise, always exist in practical applications. Such uncertainty probably makes the one-dimensional histogram fail to possess obvious valley between two peaks, and under this condition Otsu method cannot perform well. The reason is that the one-dimensional histogram only represents the distributing of image brightness, which cannot reflect the spatial correlation between the neighbor pixels in an image. Under low SNR condition, it is not sufficient to determine threshold only by one-dimensional histogram. To solve this problem, Liu and Li [3] presented a combined twodimensional histogram of the original image and the neighborhood average image. They extended the Otsu method to two-dimension and switched the threshold into a vector, which greatly improved the segmentation result. However, searching optimal threshold in twodimensional space increased the computation cost, which limited the application of two-dimensional Otsu algorithm in real-time situation.
To reduce the computation time of two-dimensional Otsu, some researchers proposed several improved algorithms [4] [5] . Liang et. al. [4] noticed that the diagonal areas of two-dimensional histogram represent object and background, respectively. So they divided the histogram along diagonal direction and selected a smaller working area. In their result, the computation time falls to 17.9% of the original algorithm. Based on Liang's work, Hao and Zhu [5] changed the twodimensional threshold vector into one-dimensional threshold and reduced much more computation cost. The total segmentation time was less than 1s, which can basically meet the need of real-time application. However, in some specific situations that require high speed to segment image, the previous improvements are still unsatisfactory.
In two-dimensional Otsu method, it is evident that the most time-consuming step is exhaustively searching two-dimensional histogram for optimal threshold vector, because the searching process includes large numbers of sum operations in rectangle areas. Therefore, if the computation time of this step can be reduced, consequentially, the total time of the whole algorithm will reduce as well. On such purpose, we utilize Integral Image [6] to simplify the redundant calculation for searching optimal threshold. Instead of repeating accumulations, the sums of rectangle area can be calculated by several addition operations, which significantly decrease the computation cost.
The rest of this paper is organized as follows. Section 2 presents a brief review of two-dimensional Otsu thresholding method. Section 3 introduces the integral image. Then, we describe the proposed approach in detail in Section 4. Section 5 gives theoretical analysis and Section 6 presents experiment results. Finally, conclusions are drawn in section 7.
Two-dimensional Otsu Method
Given an image I(x,y) represented by L gray levels, then its neighborhood average image G(x,y) can also be represented by L gray levels, where
In this paper, k=1. Then, for each pixel in the original image, we can obtain a pair (i,j) which is composed by original intensity i and the average intensity j. Let f i,j denotes the frequency of pair (i,j) appeared in the image, then its joint probability p i,j can be expressed as
（1）
Thus, ∑∑
where M×N denotes the image size.
Let p i,j be elements of an L×L array, we obtain the two-dimensional histogram of image I(x,y). As shown in Figure 1 , given an arbitrary threshold (s,t), the twodimensional histogram can be divided into four regions. 
The intensity mean value vectors µ 0 , µ 1 of two clusters can be expressed as follows. 
Thus, the between cluster scatter matrix S B can be expressed as
Finally, the trace of the scatter matrix is expressed as
The optimal threshold (s * , t * ) of two-dimensional Otsu method is the threshold that maximize Tr(S B ).
Integral Image
Let II(x,y) be the corresponding integral image of I(x,y), then we have [6] The detail of calculating integral image can be found in [6] . Using integral image, we can calculate the sum of intensity in a rectangle area with only four pixels and three add operations, no matter of the size of the area. For instance, let S be the sum of intensity in dashed area of Figure 2 (b), then we have
When it is required to frequently calculating sums of rectangle areas, the utilization of integral image will save considerable computation cost.
Integral Image Based Otsu (IIBO)
From expression (2)- (4), it is evident that the original two-dimensional Otsu method contains tremendous computation cost of calculating sums in many rectangle areas of two-dimensional histogram. Suppose that we obtain the integral image representation of two-dimensional histogram in advance, and then it would become very convenient to calculate such sums by expression (8). The foundation of the proposed algorithm is based on three integral image representations of the histogram. With these three integral images, we can simplify the redundant calculation for searching optimal threshold. Instead of repeating accumulations, the sum of rectangle area can be calculated by several addition operations. Consequently, the aim of reduce the computation time is achieved. We will detailedly describe our integral image based Otsu (IIBO) algorithm in this section.
Two-dimensional histogram
In this step we need to traversal the origin image once and calculate the two-dimensional histogram by expression (1).
Integral image Representation
From expression (6), it is clear that calculating the trace of scatter matrix need the probabilities and intensity mean value vectors of two clusters, i.e. the pixel number, the original image intensity sum, and the average image intensity sum of these two clusters, respectively. Therefore, in this step we need to obtain three integral images: pixel number integral image II Num , original intensity integral image II Org 
To calculate these three integral images need to traverse the two-dimensional histogram only once.
Searching optimal threshold
As the original two-dimensional Otsu, we have to exhaustively search every possible threshold pair (s,t) to find the optimal one that let expression (6) obtain maximum. In order to use the integral images described in (9)-(11) for fast calculation, it is necessary to rewritten the expressions in section 2. Let
By substituting expression (9) into expression (2), we can obtain Thus, the probabilities ω 0 and ω 1 are described with integral images.
By substituting expression (1) and (2) into expression (3), we can obtain 
Now, mean value vector µ 0 is described with integral images. Likewise, we can obtain the integral images description of µ 1 and µ as
Consequently, by expression (14) and (16)-(18), probabilities and mean value vectors can be calculated using integral images, and then the trace of scatter matrix is obtained by expression (6) . For all possible threshold pairs, the one which makes Tr(S B ) reach the maximum is regarded as the optimal threshold vector (s * ,t * ).
Computation Cost Analyses
From Section 2, we can conclude that the most computation cost of original algorithm is occupied by the process of searching optimal threshold. Therefore, the algorithm presented by Hao and Zhu in [5] is designed to reduce the searching cost and they acquire fairly good result. In this section, we will analyze the computation cost of IIBO in searching process and also make a comparison with the former two algorithms.
Firstly, when we use the original algorithm to find optimal threshold, for each threshold pair (s,t), there are st+(L-s)(L-t) pixels involved in calculating the mean value vectors of two clusters. Let the total number of pixels involved in calculation be A 1 , then we have
Secondly, when we use the algorithm described in [5] , let the total number of pixels involved in calculation be A 2 , according to Hao and Zhu's conclusion, we have
Finally, when we use IIBO algorithm, for each candidate threshold pair, only 1+4 pixels are needed. Let the total number involved in calculation be A 3 , and then we have The computation costs of these three algorithms in different gray levels are listed in Table 1 , respectively. It is evident that the computation cost of IIBO is not only significantly less than that of the original algorithm, but also has a fairly large span with the algorithm in [5] . 
Experiment Results
We take the baboon image as the test image, with the resolution of 512×512 pixels and 256 gray levels, as shown in Figure 3 (a). In this experiment, the test image is segmented by original algorithm, fast algorithm in [5] , and IIBO, respectively. The program is coded with VC++6.0 and ran on a computer with Pentium 4 2.4GHz CPU and 512M RAM.
The real processing time is listed in Table 2 , in which the data are average value of ten times repeat. Although calculating integral images in IIBO requires a little extra time, such extra cost is quite worthwhile for the significant raise of computation speed of searching optimal threshold. Furthermore, the total segmentation time of IIBO is only 0.1% of that of original algorithm, and the processing time less than 40ms can satisfy the requirement of real-time performance of most image processing work. According to Table 1 , with the gray level of 256, the searching threshold computation cost ratio of IIBO and original algorithm is 0.0244%, while according to Table 2 , the searching threshold time ratio of IIBO and original algorithm is 0.0241%. Therefore, the theoretical cost and practical cost tallies well with each other in our experiment. It is noticeable that in the process of searching optimal threshold, if the pixel number of one cluster is zero then the mean value vector of this cluster is also zero. Therefore, we can check the pixel number first in IIBO, if it equals zero then we set the mean value vector zero immediately. In this way, we can save even more computation time. We made additional experiment with the same image to test its affect and find that the average searching time fall down to 7.72ms. The original algorithm cannot be dealt in this way because of huge extra computation cost.
The segmentation result is shown in Figure 3 . Figure  3(b) is the result for original algorithm and the optimal threshold pair is s * =128, t * =82, which is identical to the threshold pair obtained by IIBO. Theoretically, it is reasonable and necessary to get the equal result for these two algorithms. That is, IIBO is only using integral image to carry out a fast algorithm, which did not change the threshold vector space and searching process, so it is unable for IIBO to have any effect on the final cluster result. Whereas, the fast algorithm in [5] changed two-dimensional threshold pair into onedimensional one, so the segmentation result of this algorithm cannot compare with the former two algorithms directly. However, we still could find the differences in Figure 3 . The segmentation result of (b) and (e) are equal but the results of (c) and (d) are different from the result of original algorithm. 
Conclusion
To improve the real-time performance of twodimensional Otsu method, this paper proposed an effective fast algorithm based on integral image. The integral image representation of histogram is used in the process of searching optimal threshold and this utilization significantly raises the calculation speed. Both the theoretical analyses and practical results prove that the optimal threshold obtained by the proposed algorithm is identical to the original algorithm while the computation cost significantly saved. The experiment results demonstrate the good real-time performance of our algorithm in image segmentation.
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