Abstract
Introduction
Dimensionality reduction is one of the prominent preprocessing steps in many of the machine learning applications. It is the process of condensing the feature set by choosing a suitable subset of original features according to an evaluation criterion. Since 1970's, subset selection has been a noteworthy field of research and development and also proved to be very useful in eliminating redundant and irrelevant features of the data set. The other benefits include: increased learning efficiency and enhanced learning performance [7] , [6] [1] . In present day applications such as genome projects [11] , image retrieval, customer relationship management, text categorization, the size of database has become exponentially large. This enormity may affect the efficiency and learning performance of many machine learning algorithms. For example, high dimensional data can contain high degree of redundant and irrelevant information which may greatly influence the performance of learning algorithms. Therefore, while dealing with high dimensional data, dimensionality reduction becomes essential. Few of the researchers on feature selection & dimensionality reduction have focused on these challenges [8] , [11] . In the following sections, primary models of feature selection have been reviewed and choice of filter solution as an appropriate method for high dimensional data has been justified.
Filter models and Wrapper models are the two important categories of Feature selection algorithms [8] , [7] . The general characteristics of training data set play a vital role in selecting key features without involving any specific learning algorithm. The wrapper model evaluates the selected feature set based on a predetermined learning algorithm. For each new subset of features, the wrapper model needs to learn a classifier. It is likely to give superior performance as it finds tailor-made features which are better suited to the predetermined learning algorithm, but it also tends to be computationally more expensive [1] . Normally, Filter solutions can be considered while dealing with the increased number of features for better computational efficiency.
Related Work
Subset search algorithms and Feature weighting algorithms are the major classifications under filter model. Feature weighing algorithms work around assigning weights to features and evaluate them based on their relevance to the objective. Feature selection is based on a threshold value. If the weight of relevance is at an acceptable level, i.e. greater than the selected threshold value, the corresponding feature will be selected. Relief [9] is a well known algorithm which works around the relevance evaluation. Relief selects 'n' instances randomly from the training set and updates the relevance estimation of each feature. This will be normally based on the difference between the selected instance and the two nearest instances of the same and contrary classes. Time complexity of this method on a data set of M instances with N features is O(nMN) and this makes it scalable to high dimensional data sets. But, redundant features can be properly removed using Relief. As long as features are relevant to the class concept, even though many of them are highly correlated to each other, they will all be selected [9] . Experiential evidence from feature selection literature shows that the efficiency of learning algorithms will be affected by both the irrelevant and redundant features. And thus, they should be eliminated as well [3] , [7] .
Subset search algorithms capture the goodness of each subset by an evaluation measure/goodness measure [14] .
Correlation measure [3] , consistency measure [6] are the basic evaluation measures in removing both redundant and irrelevant features. In [3] , a correlation measure is applied to evaluate the strength of feature subsets by keeping the hypothesis that good feature subsets contains features highly correlated with the class, yet uncorrelated with each other. Consistency measure tries to identify an optimum feature set that can detach classes as consistently as the complete feature set can. Different search strategies, like exhaustive and random search, heuristic search are combined with this evaluation measure to form hybrid algorithms [6] . For exhaustive search, the time complexity is exponential and for heuristic search, it is quadratic. Experiments show that in order to find an optimum feature subset, the complexity should be at least quadratic to the number of features [6] .
Correlation-Based Measures
In general, a feature is good if it is highly correlated with the class but not with any of the other features. There are two broad categories that can be used to measure the correlation between two random variables. One is based on classical linear correlation and the other is based on information theory. Out of these two, the most familiar measure is linear correlation coefficient. As per the standard literature, for a pair of variables (X, Y), the linear correlation coefficient 'r' is given by:
where x i is the mean of X, and y i is the mean of Y . The value of the correlation coefficient 'r' lies between -1 and 1, inclusive. 'r' becomes 1 or -1 when X and Y are completely correlated, and 'r' becomes 0, if X and Y are totally independent. Correlation measure is a symmetrical measure for two variables. Linear correlation measure is advisable to be chosen as a feature goodness measure for classification. Because, it helps to identify and truncate features with near zero linear correlation to the class and it also helps to trim down the redundancy among selected features. It is known that even after the removal of a group of linearly dependant features, the remaining group is still linearly separable [8] . In fact, it may not be always safe to assume linear correlation among the features. These measures may not be able to capture correlations that are not linear in nature. Moreover, huge calculation overhead is involved since the entire feature contains numerical values.
One useful solution to overcome over these problems is to use a measure of uncertainty of a random variable, i.e. Entropy. The entropy of a variable 'A' is defined as: E(A) [12] = − (2) Information gain is the suitable measure to estimate the correlation between any two random variables; because it is symmetrical for any two random variables. But, this measure may be biased towards the larger values. The set of features that are highly correlated with the class but not with each other will be treated as good feature subsets.
A and the entropy of A by considering the values of another variable B is defined as
Where Strength S is the heuristic merit of a feature subset S with k features, r cf is the average class-feature correlation(f є S), and r ff is the mean feature-feature correlation. From the above equation (5), the numerator indicates the relevance between the feature set and class. Where as the denominator can signals the redundant features.
CFS: Correlation-Based Feature Selection
The key idea of CFS algorithm is a heuristic evaluation of the goodness/strength of a subset of features. This heuristic takes into account the effectiveness of individual features for predicting the class label along with the level of inter-correlation among themselves [4] .
If there are 'n' possible features, then there are 2 n possible subsets. To find the optimal subset, all the possible 2 n subsets should be tried. This process may not be realistic.
Various heuristic search strategies like hill climbing and Best First Search [13] are often used. CFS starts with an empty set of features and uses a best first forward search (BFFS) with terminating criteria of getting successive non-improving subsets.
Process Description a)
In this paper, the usefulness of correlation measure and variance measures in identifying and removing the irrelevant and redundant attributes have been studied by applying Learning Vector Quantization(LVQ) method on two benchmark micro array datasets of Lung Cancer patients and Pima-Indian Diabetic patients [2] [10] . The considered benchmark data sets have class labels also as one of the attribute. The performance of LVQ method in supervised classification has been studied with the original data set and with a reduced dataset in which few irrelevant and redundant attributes have been eliminated.
b)
on Lung Cancer Data set, some features whose coefficient of dispersion is very low have been discarded from the further processing and results are compared. 
Simulation Results
ed by eliminating the nnecessary/insignificant attributes. The following figures clearly shows the improvement in terms of efficiency of classification when the proposed ethod applied on 'Pima-Indian Diabetic data set'. m The following figures clearly show the improvement in terms of time requirements of classification. It has also been observed from the following graphs that the time requirements are stabilized after preprocessing/trimming the data set. The following figures clearly shows the improvement in terms of efficiency of classification process when the roposed methods applied on 'Lung cancer data set'. p The following figures clearly how the improvement in terms s of Time requirements of the classification process when the proposed methods applied on 'Lung cancer data set'. It has also been observed from the following graphs that the time requirements are stabilized after preprocessing/trimming the data set. among themselves. Improvement in the efficiency of classification has been observed by using IFE-CF method to reduce the dimensionality. So far, less stress has been laid on the autonomous feature integration and its effect on C-Correlation. For further complexity reduction, useful models can be identified. Pair wise correlations can also be considered, to study the goodness of the combined feature weight of statistically independent attributes. The influence of learning rate and threshold value on the classification efficiency can also be studied.
Conclusion and Future Directions

