In this paper, we slightly modify the canonical RBC model by adding an implementation lag in the technology, to reproduce the fact that consumption is a leading indicator of output. Indeed, we assume that agents have today some information on the realization of the technology shock that will occur tomorrow. Today, inventions are known, and give information on the innovations which will be implemented tomorrow. The model is estimated and tested on US data by a simulated method of moments, using some suitable reconstructed data that are compatible with that model. The results are in favor of this implementation lag hypothesis: the model is not rejected by US post-war data.
Introduction
What shocks are responsible for economic fluctuations? Cochrane ( 1994) has recently restated this old question, while improvements in the tools at the disposal of the macroeconomists (stochastic general equilibrium, time-series econometrics) have provided new insights about this quest& since the early 1980s.
The RBC view favored technology shocks in the line of Kydland and (1982) and Long and Plosser (1983) . Non-Walrasian models appeared more relevant in explaining some macroeconomic regularities: the wage Prescott recently contract Table 1 The consumption dynamics in the US cycle framework (Cho and Cooley, 1990; Fairise, 1995) or the imperfect competition one (Rotemberg and Woodford, 1992; Hairault and Portier, 1993) underline the role of monetary shocks (pure demand shocks) in the dynamics of industrialized countries. Hence, the theoretical (microfoundations) and empirical relevance of many shocks (technological, fiscal, monetary) seems established: each recession or recovery might be explained by the realization of these shocks. However, as emphasized by Blanchard (1993) , Hall (1993) and Hansen and Prescott (1993) , these traditional shocks are not sufficient to account for some macroeconomic episodes, as the 1990-1991 US recession.
It appears that the main cause of that recession was a consumption shock, i.e. a decrease in consumption in relation to its normal determinants. However, since this variable is endogenous, the question of the ultimate source of the shock is left unanswered. It is well-known that the econometrician has less information than the one included in the consumer's information set, ' since it cannot observe expectations. Two interpretations of this shock are therefore possible: some news on future fundamentals (foresight hypothesis) or some extrinsic uncertainty (animal spirits hypothesis).
Since Keynes, it has been emphasized that changes in demand can arise from investors 'animal spirits', i.e. exogenous waves of optimism and pessimism. If these animal spirits models have been considered by most macroeconomists as a theoretical curiosity for a long time, Farmer and Guo ( 1994) and Gali ( 1994) have provided such models of business cycles, which are calibrated, simulated and evaluated as RBC models.
While this animal spirits approach has received much attention recently, has it not thrown the RBC baby (exogenous shocks on the fundamentals) with the bath water (inability for consumption to lead the cycle)? If we consider the cross correlation over time between output and consumption given by Cooley and Prescott (1995) for the US cycle (Table l) , it appears that the consumption leads output, as the correlation between consumption today and output tomorrow is equal to the contemporaneous correlation and superior to the correlation between output today and consumption tomorrow. * Quah (1992) has already underlined this information problem for explaining the consumption behavior. The canonical stochastic growth model underestimates the leading behavior of consumption in the cycle as it appears in Cooley and Prescott (1995) (see Table 2 ). Indeed, in that model, all variables, particularly consumption and output, respond simultaneously to known technological shocks: there is no information in the consumption dynamics which is not yet in current output.
In this paper, we explore the foresight hypothesis by slightly modifying the canonical RBC model, as presented in Cooley and Prescott (1995) : we add an implementation lag in the technology. Indeed, we assume that agents have today some news on the f&ure level of productivity.
Since it takes time to implement inventions, i.e. to transform inventions into innovations that are effectively implemented in the production process, 2 the observation of inventions today gives information on tomorrow's innovations. But the amount of inventions that will be implemented cannot be known with certainty, and the information that agents have is therefore imperfect. 3 We model this idea by assuming that a stochastic proportion of inventions will not be implemented.
The 'consumption shock' is therefore simply the mirror effect of news on future income. 4
This particular information structure implies that the exogenous shocks considered cannot be observed. So, we use the simulated method of moments introduced by Duffie and Singleton (1993) to estimate the parameters of the stochastic processes and to test the ability of the model to reproduce the historical consumption dynamics in the US business cycle. Roughly speaking, the simulated method of moments consists in choosing those model parameters' values that produce the best match between empirical and simulated moments. The advantage of this statistical method is first to use the model restrictions in order to estimate the 'deep parameters' of the exogenous shocks and second to take into account the moments' uncertainty for testing the model.
The results are in favor of the implementation lag hypothesis: as consumption responds to invention shocks in advance relatively to output, the model is not rejected by US postwar data.
The model
We present the most simple 'RBC type' model of competitive equilibrium, as described in Cooley and Prescott (1995) ,' augmented with some delays in the implementation of technological innovations. The economy is populated by Nt identical and infinitely living households, with identical preferences defined over consumption and leisure at every date. Population is assumed to grow at rate q:
Preferences are assumed to be time additively separable and log-separable with respect to consumption and leisure:
Each household has an endowment of time for each period normalized to 1, which is divided between leisure dt and work ht. The households own an initial stock of capital which they rent to firm and may augment through investment. They supply capital and labor to firms that have access to a technology described by the following aggregate production function: 6
where Z, is a stationary random productivity parameter with given process and X, a deterministic labor augmenting technical progress that grows at exponential rate y:
x, = (1 + 7)x,-1.
At last, the law of motion for the aggregate capital is given by where Z, is aggregate investment. The productive sector can be treated as a single firm that solves a period-byperiod profit maximization problem, and whose optimal competitive behavior is to equalize marginal productivities of labor and capital with their respective real market prices.
In this economy where there is only one Pareto-optimal allocation, the optimum derived from a planner's problem can be supported as a decentralized equilibrium. We can therefore recover the competitive equilibrium of this economy from the 5 In particular, we adopt the same notations and functional forms.
6 We use lower-case letters for household variable and upper-case ones for their aggregate counterparts. following planner's problem, where consumption, output, investment and capital are aggregate per capita intensive variables, i.e. divided by the labor augmenting technological progress X and by the population N:
(1)
for a given process of z.
The informational structure
In standard RBC models, the process of the total factor productivity is given by
where the technological innovation et is instantaneously implemented, and therefore incorporated in the total factor productivity. We assume here that all technological innovations implemented in period t + 1 have been invented in period f, where 1 is the implementation lag:
where .sI is identically and independently normally distributed with zero mean and variance 0,'. Since there is some delay between invention and implementation, we shall assume that some of the inventions made at period t will eventually become unsuccessful, and will not be implemented 2 periods later. 7. One way to model such an idea is to assume that in period t, agents observe the total amount of inventions jr, which is given by jr = Et + vt but cannot observe separately the sr of them that will be implemented in t + 1, and the vt of them that will not be implemented.
We assume that vt is identically and independently normally distributed with zero mean and variance o:, and independent from E,. The best prediction of the technological innovation before its implementation is then given by the following signal extraction ' For instance, in a case study on optical scanner adoption in grocery stores, Levin et al. (1992) show that there is a fluctuating speed of adoption of a new innovation (scanner).
formula:
Agents know that, on average, x% of inventions will be implemented, but the effective percentage of implemented inventions is stochastic, and depends on the realization of ur. Such a variation in the proportion of inventions that are implemented can be explained by the inherent uncertainty in the R&D activity. More generally, this uncertainty can be accounted, as evoked by Hansen and Prescott (1993) by 'changes in the legal and regulatory system within a country (that can) induce negative as well as positive changes in technology'.
Calibration and estimation
To generate the artificial business cycle from our model, we log-linearize the first-order conditions of problem ( 1) and the equations relative to the informational structure (2) and (3) around the stationary steady state of the economy, and solve it following Blanchard and Kahn (1980) and King et al. (1988) . Given these log-linear rules and a set of deep parameters Yt, it is straightforward to generate times series for the economic model and to compute a variety of descriptive statistics Yz, which summarize the cyclical behavior of the artificial economy. For initial values of the state variables x0, a vector of the stochastic unobserved shocks ar, and a set of parameters Yt, one can compute S simulated paths of the variables: {y;(XrJ, Y,)/t = 0 ,...) T; n = l)...) S}.
From these times series, one can compute a set of moments, denoted 2(fl(~~, Yt )), conditionally to fhe value of Yt . Using the simulated method 
[ i=l
where WT is a distance matrix which converges almost surely to WO = SC', given that So is limit constant full rank matrix of covariance of estimations errors. We obtain a positive definite matrix using the computation method proposed by Andrews (1991) . To test the model, we impose over-identifying restrictions: the dimension of the function which represents the restrictions that the second-order unconditional moments must verify is larger than the number of the estimated first-order moments. Since the sample moments are asymptotically normally distributed, and the covariance matrix is robust to both heteroskedasticity and serial correlation, the objective function Jr is a statistic distributed as a x2 with degrees of freedom equal to the number of moments minus the number of parameters being estimated. The estimation of the empirical second order moments Y2, is done with Hodrick-Prescott cyclical components of the aggregate series, with a smoothness parameter set to 1600. Each step of the minimization algorithm of the SMM estimator consists in S = 20 simulations of i" = 2 x T, points, where T, = 128 is the sample length. ' We restrict the set of estimated parameters to Yt = {p; a,; CJ, or x}. The other structural parameters are derived from imposing restrictions on our artificial economy which ensure that the model's non-stochastic steady state is consistent with a list of standard growth facts for the US economy on the period 1959:1-1990:4. This procedure concerns the following set of parameters: 6, 6, y, /?, tl, q. The list of stylized facts that we consider includes the average growth rate of population and per capita output, the share of total income that is paid to capital, the ratios between the average working time and the total available time, between investment and capital, between capital and output and between consumption and output.
We reconstruct capital, output, consumption and investment series from the measurements that are taken for the US economy. This procedure is extensively described in Cooley and Prescott (1995) and detailed in Appendix A. Our data sources are the national income and product accounts (taken from Citibase) and the fixed reproducible tangible wealth estimates (provided by Musgrave, 1992) .
Roughly speaking, the data correction takes into account the fact that our model does not contain explicit government sector, household production sector, foreign sector and inventories. Our model economy's capital stock does include capital used in all of these sector plus the stock of inventories.
We therefore have to impute the flow of services from durables and government capital to measured output. Consumption measure is then composed of consumption of nondurables and services, the imputed rental value of the stock of consumer durables and government consumption, as in Christiano (1988) . Aggregate investment, which includes consumption of consumer durables, changes in inventories, gross fixed investment and net exports, is given by the difference between output and consumption.
* See Lee and Ingram (1991) for a detailed exposition Duffie and Singleton (1993) or Jonsson and Klein (1995) , for an application.
We used for estimation the GMM MATLAB routine of Ellen R. McGrattan and the SMM ones of Patrick F&e. From these quarterly series, we compute the figures given in Table 3 . The value of h is set according to microeconomic studies (Ghez and Becker, 1975; Juster and Stafford, 1991) that show that households allocate about one-third of their discretionary time to market activity. The specific value of 0.31 is taken from Cooley and Prescott (1995) to allow for comparison.
We therefore calibrate the first set of parameters by choosing them so that the balanced-growth path of our model matches these growth facts9 (Table 4) .
To get a simple version of our implementation lag model, we set the lag parameter 1 equal to 1, which means that there is a one-quarter delay between invention and (actual) innovation.
Since the stochastic dimension of our model is two, we restrict the estimation to a set of moments involving two variables, namely output and consumption. This set of moments is composed of a measure of output variability (standard deviation a(y)), a measure of consumption persistence (first order serial correlation corr(c, c-1 )) and the instantaneous, one lag and one lead outputconsumption correlation (corr(c,y), corr(c,y+r), corr(c,y_r)).
Thus, @Z is defined by +2 = {a(y), coMc,c-1 ), code, y); COMC, y+1); COMC, y-1 1).
g Given the estimations of growth rates and ratios given in Table  3 , we compute the values of model's parameters according to the following equations:
Estimation results and propagation mechanisms
Estimations results are given in Tables 5 and 6 . The first-order serial correlation of the total factor productivity estimated is around 0.95, which is the value traditionally considered: the exogenous persistence is high but the process is stationary. Moreover, the estimation reveals the relative volatility between the shocks E and u: on average 72% of inventions are implemented, and 28% are not.
The simulated method of moments allows us to test if all the restrictions used to estimate the structural parameters Yi, are verified. The overidentifying test shows that the theoretical moments implied by the model estimation cannot be rejected by the data. These statistical results are clearly in favor of the implementation lag model. The dynamics of the consumption appears well reproduced. The lead and lag correlations between consumption and output are close to their historical counterparts. The correlations between Z( and y,+i (-1 5 i 5 1) are positive, the correlation between ?( and yt+i is higher than the correlation between j;, and Zl+i and close to the instantaneous one (Table 6 )" . These results come from both the implementation lag and the information structure of the model, i.e. the internal propagation mechanisms. They are illustrated in Figs. 1 and 2 (see Appendix B).
Since information is imperfect at the period of the shocks, the instantaneous responses to the two shocks are strictly alike. Since the invention shock is perceived by agents as being likely to affect future technology, it increases agents anticipated wealth. Therefore, the standard permanent income mechanism applies: consumption increases. This wealth effect also leads to a slight decrease in worked hours and output. In a model without implementation lag, the wealth effect is dominated by a consumption-leisure substitution effect, since labor productivity is instantaneously increased by the technological shock: hours and output increase. Since the technological shock is only announced in our setup, total factor productivity is left unchanged, no substitution effect occurs. Instantaneously, the labor supply curve shifts upwards, the labor demand curve is unchanged and consequently, labor productivity (and real wage) increases. Indeed, the implementation lag acts as if the future technological shock was today a demand shock: the labor demand curve is not yet affected, even if it will be tomorrow. While the output is close to its stationary value, i.e. is not yet affected, the consumption is already increased by an invention shock. These propagation mechanisms due to the implementation lag hypothesis imply that consumption is a more leading indicator of output than in the optimal growth model. lo Let us notice that the implementation lag model performs better on this aspect than the Gali (1994) animal spirits model, where the maximum correlation is instantaneous, and the magnitude of lead and lag correlations inverted. One must underline that, relatively to a model without imperfect information, the responses of output and consumption to an implemented invention shock are modified, since agents do not know that this invention will be effectively implemented. The imperfect information hypothesis reduces, ceteris paribus, the initial response of consumption, as the income flows anticipated are lower, and explains why the correlation between consumption today and output tomorrow is close to the contemporaneous one.
After period one, when the true values of u and E are revealed, the two sets of RF display different patterns. A non-implemented invention shock has no effect on the fundamentals (the path of A is flat in Fig. 2) , and the economy converges gradually back to the steady state. These shocks lower the simulated correlation between consumption today and output tomorrow. On the opposite, when an implemented invention shock occurs, labor and output increase in the second period for the same reason than in a standard RBC! model. This result explains the fact that consumption leads the output.
Conclusion
In this paper, we have shown that including some time to implement and some imperfect information can significantly improve the fit of the canonical REIC model by making consumption a more leading indicator of output. This purely technological model cannot be seen as a benchmark model of business cycle, but we think that such implementation lags should be added in more realistic model with non-Walrasian features and demand shocks.
Appendix A. The data
The way we reconstruct aggregate series for capital, output, investment and consumption is described in Cooley and Prescott (1995) . We simply give here the Citibase and Survey of Current Business code of the series that we use and how are Y, C, Z and K computed. We send the reader to Cooley and Prescott (1995) and Christiano (1988) for a detailed exposition. All series unit is the billion of 1987 dollars. All slanted series code are Citibase ones. The three following series are taken from Musgrave (1992) : FPC: Total fixed private capital (Table 4) , DGOC: Durable goods owned by consumers (Table 4) , GOFC:
Total government-owned fixed capital. These three stock series, and the population one (PAN17) have been transformed into quarterly data using a linear interpolation.
Since these series are stocks, that are not subject to highfrequency movements, we think that the interpolation does not add too much noise. All flow series that we use are quarterly ones. Private capital income is the national income deflator. The idea in that computation of private capital income is that it is the sum of unambiguous capital income (rental income + corporate profits + net interest) plus a share of the ambiguous component of capital income (proprietors income + net national product -national income), this share being the share of capital income in measured GNP. The interest rate i is therefore computed as i = (Ym -GCCJQ)/(FPC + GLQ) = 0.025 1, and the depreciation rate of private capital is given by bp = GCCJQIFPC = 0.0122. It must be noticed that we do not include any estimates of the value of land in our measure of private capital since it seems poorly measured (see Cooley and Prescott, 1995, footnote 12) . This explains why our estimation of interest rate is higher than Cooley and Prescott's one. From the law of motion of capital, deflating by output on a balanced-growth path, one gets the depreciation rate 
