In the client/server model for distributed on-line requests processing, the concept of a server class that consists of multiple identical servers is often provided for the fast response time, high fault-tolerance, or continuous availability. As far as we are aware of, there is no concrete formulation that provides the optimal number of servers of a server class in distributed client/ server systems. The number of servers has been usually chosen only by heuristic methods or statistics after monitoring system behavior for some periods of time.
Introduction
A distributed client/server computing system generally has many advantages over a single powerful mainframe, such as improved availability, extensibility, and overall performance. To realize these advantages, efficient mechanisms for the system-wide resource management are needed. There are two performance perspectives that must be addressed in this regard. From the client's perspective, performance is measured by the server's average response time. On the other hand, the system throughput and the server (or resource) utilization are also important factors to be considered for the system performance. In general, it is known that the average response time of a server increases dramatically as its utilization increases [10] . To satisfy these conflicting requirements, many heuristic methods and stochastic approaches have been extensively studied so far [8, 20, 21] .
In the client/server computing, clients ask for servers' services and servers provide their own services. For a high degree of concurrency, an application server is often replicated into a set of identical servers, called a server class, which may be placed throughout the distributed client/server system. A scheduler in this environment plays a role of a broker between clients and servers for effective three-tier client/server architectures. Service requests of clients are initially connected to a scheduler that selects an appropriate server in a server class according to the scheduling policy and also mediates the connections between clients and servers. The choice of a server should be made in such a way that overall requirements can be optimally achieved, that is, minimizing the response time while maximizing the system throughput.
There are many considerations in configuring the distributed client/server systems. Both the optimal resource placement and minimizing communication delay between hosts are typical and general issues. In addition, with the concept of a server class that is introduced in most modern on-line transaction processing systems, the optimal number of servers for each server class must be decided. If we have too small number of servers for a certain service, the number of clients waiting for the service increases exponentially, which results in long response times. Some clients may also be rejected with denial of services due to the limitation of system resources. On the other hand, if there are too many servers for a certain service, several servers may be in the idle state. This causes the waste of system resources and hence decreases the overall system throughput. As far as we are aware of, there is no concrete formulation that analyzes the optimal number of servers of a server class in distributed client/ server systems. Until now, the number of servers has been usually chosen by heuristics or statistics after monitoring system behavior over some periods of time [10, 16] .
Even though a single multi-threaded server with a large number of threads may process a high volume of arrival requests, adopting a server class with multiple identical servers may be preferred in many cases due to fault-tolerance and availability issues in the distributed client/server computing system. Therefore, our main contribution in this paper is to propose a systematic and formal method that provides the optimal number of servers in a server class, based on the number of hosts and the effective number of threads the system can support. We first describe a general distributed client/server model that may encompass the state-of-the-art on-line transaction processing environments. And then, we develop a transformation mechanism from an open Jackson network to a simple tandem network because our distributed client/server computing model generally forms an open Jackson network that is known to be difficult to analyze. We also provide discussion and in-depth analyses of different aspects of the issue discussed in this paper, based on various experiments.
The remainder of the paper is organized as follows: In Section 2, we describe, as backgrounds, various client/server computing structures and previous research on queuing networks. Section 3 presents the distributed client/server processing model considered in this paper. We then analyze the optimal number of servers based on queuing theory in Section 4. Section 5 gives several experimental results and some considerations, and Section 6 finally concludes by summarizing the results and contributions of this paper along with directions for further research.
Related work

Client/server process structure
There can be various schemes to map client requests to servers. The mapping schemes are usually classified according to the multiplicity of identical servers and the relationships between schedulers and servers [10] . Fig. 1 depicts four mapping schemes. Note that there can be other variants, but those described below are the most representative of the commercial products now in use.
(a) One server per client: This is a one-to-one mapping architecture, which means that each client process is tightly coupled with one server process. This scheme is not only inflexible in load balancing, but also may generate too many server processes causing serious overhead in the system.
(b) One server, one scheduler: There is only a single process that provides all the services for clients and also has a scheduling function. While the scheduler in this structure can easily control the requests of clients, its failure can cause overall services to be unavailable. Because one server process is confined within one address space and one operating system process, this architecture is not appropriate either for multiprocessor systems that are very common these days.
(c) Multiple server classes, one scheduler: There is a server class for each application. Each server class consists of one or more identical servers. As in (b), one scheduler on behalf of multiple server classes accepts all client requests and connects each request to a proper server process. A scheduler provides load balancing between servers in a server class. This single scheduler, however, may be bottlenecked for a high volume of client requests.
(d) Multiple server classes, multiple schedulers: Multiple schedulers simultaneously mediate the connections between clients and servers. This scheme is the most general among four schemes and hence will be the basis of our work.
Most products developed so far may belong to one of the four mapping schemes mentioned above. The first structure is the basic client/server model. IBM's CICS is based on the second one, and OSF's DCE and BEA's Tuxedo are based on the third. Tandem's Pathway and DEC's ACMS are based on the fourth. Nowadays, the client/server model tends to evolve from structures (a), (b) to (c), (d) in Fig. 1 to improve flexibility and incorporate new paradigms.
Scheduling based on queuing networks
A network of queues can model problems of contention that arise when a set of resources is shared. There are two types of queuing networks: open and closed. In a queuing network described as a group of nodes, when customers may arrive from outside the system to any node and may depart from the system from any node, we call it as an open network. When no customer may enter the system from the outside and may leave the system, it is referred to as a closed network. A tandem network, that is, a serial network without feedback, is a special case of open networks. It has been widely used for the performance evaluation of computer systems such as a virtual memory operating system and a node-to-node protocol in a computer network.
The relationship between input and output distribution of a queuing system and waiting times in a tandem network were studied in Refs. [1, 2] . In Ref. [12] , Jackson defined an open(closed) Jackson network. Reich [18, 19] investigated the distribution of waiting times in two stage tandem queues and the correlation between job ordering in a queuing system. Maximum throughput in a tandem network with blocking due to a finite waiting room was studied by an approximation approach in Ref. [4] . Perros and Altiok [17] developed an approximation procedure for the analyses of tandem configurations and Gershwin [9] presented an efficient decomposition method that evaluates performance measures for a class of tandem queuing systems with finite buffers.
Scheduling is concerned with the allocation of limited resources to tasks, and various scheduling mechanisms have been studied according to system environments. Casey [5] set the basis of a hierarchical categorization of the scheduling problem, but did not include a large number of fundamental distinguishing features to differentiate between existing approaches. Wang and Morris [23] provided a taxonomy of loadsharing schemes. After that, Casavant and Kuhl [3] classified most of the scheduling approaches, including categorizations of Casey [5] and Wang and Morris [23] .
Lui et al. [15] modeled multiprocessors and multicomputer systems as heterogeneous multiserver queuing systems and investigated the performance of the systems operating under the minimum expected delay routing policy, that is, an arriving client is assigned to the queue that has the minimal expected value of unfinished work. On the other hand, the optimality of the join-the-shortestqueue policy for homogeneous multi-server systems has been established in Ref. [22] . Task-execution times are one of the most important parameters in scheduling. In line with this, Chu and Sit [6] used a Timed Petri-Net to model resource contention and a queuing model to derive the execution time of a task. And, Hou and Shin [11] proposed a new load sharing algorithm for real-time applications that takes into account the effect of future task arrivals on locating the best receiver for each unguaranteed task.
As mentioned in Section 2.1, because the structures of multiple server classes-one scheduler (or multiple schedulers) are nowadays mainstreams in the client/ server model, we consider a general distributed client/ server processing model to encompass these structures. And, we develop a concrete formulation that can decide the optimal number of servers in a server class. On the other hand, most previous work has concentrated on the optimal scheduling and load balancing policies of a scheduler to improve performance, assuming that the number of servers is fixed and cannot be changed [5, 8, 11, 15, 23, 25] .
The model under study
Client/server system model
A distributed client/server processing model considered in this paper is described in Fig. 2 . This encompasses the structures of multiple server classes -one scheduler and multiple server classes-multiple schedulers mentioned in Section 2.1. Each queuing system in Fig. 2 corresponds to one multi- We also make some assumptions regarding the model as shown in Fig. 2 . Assumption 1. Each scheduler in a scheduler class has the same load, arrival rate, scheduling policy, scheduling time (i.e., scheduling rate), and number of threads.
Assumption 2. Each server in a server class has the same load, arrival rate, services, service time (i.e., service rate), and number of threads.
Assumption 3.
Queue discipline is first come -first served (FCFS), that is, clients are served in the same order in which they arrive.
Assumption 4. Once a client request enters a waiting queue of the scheduler, it is guaranteed for the request to be connected to a server.
The behavior of computer processes can be meaningfully modeled by the Poisson process and the exponential distribution. An important application of the Poisson process arises in connection with the occurrences of events of a particular type over time. The exponential distribution is frequently used as a model for the distribution of times between the occurrence of successive events such as customers arriving at a service facility. These characteristics have made the Poisson process and the exponential distribution applied to many areas of computer engineering [13] . Since the events to occur in the distributed client/server model considered in this paper may match these characteristics very well, we assume that the client requests arrive by a Poisson process and each scheduler or server has exponential service time with mean rate l i .
All the schedulers and servers in the same class have the same mean service rate from Assumptions 1 and 2, respectively. And, client requests arriving at the scheduler class with mean arrival rate k are considered to be evenly distributed to each scheduler from Assumption 1. Because some client requests may be rejected by a scheduler due to the system constraints such as physical limitation of its waiting queue, the mean departure rate kVfrom the scheduler class is less than or equal to its arrival rate k. We can often notice this kind of rejection of requests from the web server, ftp, banking server, etc. When the probability for a client request to ask for the service of server class i is P i , the arrival rate of the client requests forwarded to server class i is kVP i . The scheduler may evenly distribute client requests for the services of server class i into servers of server class i as in Assumption 2. Note that the problem of evenly distributing client requests to schedulers and servers for load balancing is beyond the scope of this paper. Some simple heuristics may be based on round robin or random distribution. More sophisticated methods may utilize information obtained by monitoring the resource usage and workloads of servers [14] . Assumption 3 implies that all client requests have the same execution priorities. Under Assumption 4, once a client request enters a waiting queue of a scheduler, it is guaranteed to be allocated to a server by the proper functions of the scheduler. That is, a client request can only be rejected by a scheduler, not by a server. This can simply be achieved by delaying some client requests at the scheduler.
In the general three-tier client/server model as in Fig. 2 , a scheduler usually performs somewhat simple functions such as scheduling and authentication control. On the other hand, a server provides complex application services including the use of system resources, especially database accesses. Therefore, both the response time (from users' perspectives) and the system throughput (or utilization) are primarily affected by the server configuration. In this regard, our main concern is how to find the optimal number of servers in each server class, which is known to be difficult to determine as indicated in the literature [10] .
M/M/c model for a scheduler and a server
A scheduler and a server are commonly multithreaded processes in modern client/server computing systems. A multi-threaded process has one arrival entrance, one finite waiting queue, and one departure exit, and can execute multiple jobs simultaneously at a time. Hence, it can be modeled by a M/M/c/k queuing system that means c threads and a limited waiting queue. The k denotes the maximum number of client requests that can exist in the system, that is, the number of client requests in the waiting queue plus the number of client requests being served. In general, the reason to restrict the size of a waiting queue is to keep the client response time within the upper bound rather than due to the physical limitation of system resources.
By the Markovian birth -death process of a M/M/c/ k model, we can observe the following result.
Observation 3.1. When p k is the probability of state k in the M/M/c/k queuing system with mean arrival rate k and maximum service rate c Â l, the expected number of rejected clients per unit time is kp k .
Burke [2] proved that ''In a M/M/c with an infinite queue, the distribution of departure rate of a system is the same with that of mean arrival rate of the system.'' This means that if all the clients arriving at a system are accepted, departure rate of the system is identical to its arrival rate. Because the expected number of rejected clients in a M/M/c/k with arrival rate k is kp k from Observation 3.1, the average accepted arrival rate of the M/M/c/k is k(1 À p k ). Hence, we can approximate a M/M/c/k with mean arrival rate k to a M/M/c with mean arrival rate k(1 À p k ) within a negligible error. Table 1 shows that the difference of the average waiting times between M/M/c/k and M/M/ c systems is negligible, which indicates that the approximation works well. Therefore, each scheduler in Fig. 2 can be modeled with a M/M/c queuing system. And, each server in a server class can also be mapped into a M/M/c queuing model because no client's request is rejected at a server from Assumption 4. From now on, the mean arrival(departure) rate and the mean service rate of a queuing system in this paper are called simply the arrival(departure) rate and the service rate if there is no ambiguity.
4. The analysis of the optimal number of servers
Transformation of an open Jackson network into a tandem network
The connection between a scheduler class and a server class in the model of Fig. 2 (Fig. 3(a) ) into a serial two-stage tandem network (Fig. 3(b) ). Though the transformation has some errors, we will show that these errors are quite small enough to be ignored in practice. In the two-stage tandem network, we can easily estimate the optimal number of servers in a server class.
Because the client requests arriving at a scheduler class with rate k is rejected by the probability p k as in Fig. 3 , the accepted rate k(1 À p k ) is the actual arrival rate to a scheduler class in which each scheduler is modeled with a M/M/c. Hence, the departure rate kVof a scheduler class is also k(1 À p k ). And then, the departure rate kV is distributed to n server classes with probability P i (1 V i V n). If there are Y number of schedulers(servers) in the scheduler(server) class, each scheduler(server) can be approximated as a M/ M/c with arrival rate k/Y as mentioned in Section 3.2, when k is the actual arrival rate of a scheduler(server) class (e.g., k becomes kVfor the scheduler class and P i kVfor server class i in Fig. 3(a) ). (Fig. 4(a) Fig. 4(c) . Note that the above transformations are performed for each scheduler(server) class independently. After performing these transformations, we have a two-stage tandem network as in Fig. 3(b) for each server class.
In summary, the transformation from a set of M/M/ c into a single M/M/cVconsists of two sequential steps: transforming a M/M/c into c number of M/M/1 (i.e., from Fig. 4(a) to (b) ), and then cVnumber of M/M/1 into a M/M/cV(i.e., from Fig. 4(b) to (c) ). During these two steps, we should make the average waiting times equal as in W 0 = W 1 = W 2 of Fig. 4 . Suppose W is the average waiting time of a M/M/c with arrival rate k and service rate l. Suppose also that W Vis the average waiting time of c M/M/1 queues with arrival rate k/c and service rate lVfor each M/M/1. Note that either the number of channels or service rate of the target queuing system in the transformations must be adjusted to keep the average waiting time unchanged. We will preserve the equality W = WVby adjusting the service rate of the target queuing system in each transformation because the change of service rate rather than the number of channels that is integer is more accurate.
It is well known in the literature [24] that the average waiting time W of a M/M/c with arrival rate k and service rate l is
and the average waiting time WV of a M/M/1 with arrival rate kV and service rate lV is WV= 1/(lVÀ kV), which will be used in the transformations. In the following, we make a detailed explanation on the two transformations that are proceeded in order.
Transformation 1: From one M/M/c to cM/M/1 queues
Suppose the average waiting time W of a M/M/c with given arrival rate k and service rate l is w that is already known as mentioned above. In this transformation, because the total arrival rate of c M/M/1 is equal to that of one M/M/c, we can compute service rate lVof each M/M/1 (i.e., the target queuing system) with arrival rate k/c from the equation W = WV , where WVis the average waiting time of the M/M/1.
This transformation is applied to the First Step between Fig. 4 (a) and (b).
Transformation 2: From c M/M/1 queues to one M/ M/c
Suppose the average waiting time WVof each M/M/ 1 with given arrival rate k/c and service rate lVis w V that is already known as w V= 1/(lVÀ (k/c)). In this transformation, because the arrival rate of one M/M/c is equal to the total arrival rate of c M/M/1, we can compute service rate l of the M/M/c (i.e., the target queuing system) with arrival rate k from the equation W V= W, where W is the average waiting time of the M/ M/c.
In the above equation,
From Taylor Series,
Here, n corresponds to the number of channels c in a M/M/c. When n = 9, an error R n (x,0) becomes less than 10 À 6 . Since computer processes for distributed on-line client/server processing such as banking or stock trading applications commonly have large number of threads (more than 9) that is denoted by c in a M/M/c queuing system, we can have the approximation
l within a negligible error. Therefore, Eq. (2) can be rewritten as
From the equation, we can obtain the unique service rate l of a M/M/c, which is proven in Theorem 4.1. This transformation is applied to the Second Step between Fig. 4 (b) and (c). After rearranging the above equation into a higher degree equation on x, we have
For the steady-state M/M/c, utilization factor q = k/ (cl) must be 0 < k/(cl) < 1, that is, 0 < x < c. From Eq. (4), let us define that
Hence, by the Mean Value Theorem, there exists at least one x satisfying f(x) = 0. Suppose there are more than two x's that satisfy f(x) = 0. Let x 1 and x 2 be two different solutions of f(x) = 0. Since x = k/l, there are two different l 1 and l 2 for x 1 and x 2 , respectively. Because the two M/M/c models with l 1 and l 2 are identical, their utilization factors must be equal. When utilization factors of the two models are k/(cl 1 ) and k/(cl 2 ), respectively, l 1 = l 2 is due to k/(cl 1 ) = k/(cl 2 ). But, l 1 = l 2 contradicts x 1 p x 2 . Hence, x is unique. Therefore, the theorem follows.
5 As a result, to construct a tandem network between a scheduler class and a server class, we adjust the service rate in turn from l 0 to l 1 and from l 1 to l 2 to keep W 0 = W 1 = W 2 in Fig. 4 , so that a scheduler (server) class is transformed into its corresponding single M/M/c queuing system. In other words, a scheduler(server) class modeled by Y M/M/c with each arrival rate kV/Y and service rate l 0 can finally be transformed to one M/M/cY with arrival rate kVand service rate l 2 , resulting in a two-stage tandem network.
Optimal number of servers
The tandem network between a scheduler class and a server class is depicted in Fig. 5 as a result of the transformation process of Section 4.1. A scheduler class is transformed to one M/M/c 1 with arrival rate k(1 À p k ) and service rate l a for each channel and a server class is also transformed to one M/M/c 2 with arrival rate P i kVand service rate l b for each channel. In the scheduler class, as the rejected rate is kp k by Observation 3.1, the accepted rate is k(1 À p k ) that is the actual arrival rate of M/M/c 1 . Because the departure rate of M/M/c 1 is kV= k(1 À p k ) equal to its actual arrival rate, the arrival rate of M/M/c 2 is P i kVwhen the probability for client requests to require this server class's services is P i .
The variable related with the optimal number of servers in a server class is c 2 . Since the total service rate of the servers need not be greater than that of schedulers,
On the other hand, for the steady-state M/M/c 2 in Fig. 5 , its utilization factor ( P i kV)/(c 2 l b ) should be less than 1.
From inequalities (5) and (6), the range of c 2 becomes
As in Fig. 4 , c 2 is c Â Y where c is the number of threads of each server process and Y is the number of servers in a server class. Hence, inequality (7) can be rewritten as follows:
If inequality (8) is satisfied, we consider that the number of servers Y is in the range of the optimal number of servers. If inequality (8) is not satisfied, the number of servers must be adjusted. Note that we can obtain the range of the optimal number of servers by applying the transformations repetitively. Intuitively, we can notice some meaningful information from expressions (7) and (8) . Because P i kVin the left term of these expressions denotes the total arrival rate to the server class, inequality (
implies that the server class should have enough duplicated servers to support the incoming requests. Hence, this inequality is connected with supporting the acceptable response time for clients. On the other hand, c 1 l a in the right term of expressions (7) and (8) denotes the total service rate of the scheduler class. Therefore, the inequality
) is related to the guarantee of server utilization to some extent. In consequence, our proposed method analyzes the optimal number of servers in a server class by considering both the average response time and server utilization.
Note that the service rate of a multi-threaded process is not in direct proportion to the number of threads. In other words, when l 0 is the service rate of a thread in a single threaded process, the service rate of a process with c threads is not c Â l 0 in general. This is because overhead from context switches, synchronization between threads, shared resource contention, etc. take a certain amount of time. Hence, we need to adjust the service rate of a multi-threaded process with weight function x(h), where h is the number of threads, 0 < x(h) < 1. If the service rate of a thread in a single threaded process is l 0 , then that of a thread in a multi-threaded process is x(h) Â l 0 . Though x(h) is dependent on specific system environments such as the number of processors, thread structure and so on, the value of x(h) can be generally considered as in Fig. 6 . Some experimental results from which we can approximate the x(h) function can be found in Ref. [7] . If the service rate l of a scheduler or a server is adjusted with the weight function x(h), the optimal number of servers analyzed in this paper would be more reasonable and practi- cable. One of the applicable weight functions can be as follows, based on the experiments in Ref. [7] :
Experiments
In this section, we perform several experiments using DEVSim++. DEVSim++ is a C++-based discrete-event modeling framework which has been used in many areas of systems' design such as communication network design and parallel computer architecture design. Some experimental results provide new and original insight while others confirm generally known and previously established facts. For convenience, we assume that there is only one scheduler class and one server class. Because the number of threads per process is limited in general (e.g., 50 in most commercial database servers and 10 in OSF DCE) and the size of a queue is often a few times more than the number of threads [16] , we assume in our experiments that the number of threads per process is 10 and the size of a queue per process is 100. Since the service rate of a scheduler is usually higher than that of a server, the mean service rate of a server and that of a scheduler is assumed to be 1/s and 10/s, respectively. Fig. 7 depicts the range of the optimal number of servers in a server class, which is calculated using the transformations proposed in this paper, as the arrival rate increases with other parameters being fixed. For example, when the arrival rate is 100, the range of the optimal number of servers is from 11 to 14. As we analyzed in Section 4.2, the lower bound and the upper bound of the optimal number of servers are closely related with the acceptable response time for clients and the guarantee of server utilization, respectively. We can observe in Fig. 7 that the acceptable response time (i.e., the lower bound) is more sensitive to the changes of the arrival rate than the guarantee of server utilization (i.e., the upper bound). For example, when the arrival rate increases from 10 to 30, the lower bound is changed from 2 to 4 while the upper bound remains unchanged.
The following discussion illustrates the importance of a proper method of determining optimal number of servers by showing how simple intuitive estimation may not correctly determine its range. Consider Fig. 8 that is the queuing network of the system environment for Fig. 7 . The scheduler class is composed of 5 schedulers, each of which has 10 threads and each thread's service rate is 10/s. A rough estimation may conclude that the scheduler class could perform 500 service requests per second (from 5 schedulers Â 10 threads Â 10 service rate), and the server class could process 10 Â x requests per second (from x servers Â 10 threads Â 1 service rate), where x is the number of identical servers in the server class. Suppose k is 200 in Fig. 8 . kV is the same as k because the scheduler class can process all client requests without rejection. Then, the number of servers should be greater than or equal to 20 from the equation 10x z 200. But, the range of the optimal number of servers determined by our method is from 17 to 19. We understand that this kind of simple estimations may not correctly provide the optimal number of servers. Hence, proper mechanisms such as the method proposed in this paper are required. Fig. 9 shows the response time with increasing the number of servers, which is simulated by DEVSim++. Note that the range of the optimal number of servers under the given condition is between 11 and 14 from Fig. 7 . The experimental result of Fig. 9 implies that the range of the optimal number of servers determined by our method can achieve high system performance, considering both the response time and server utilization. If the number of servers in the server class is less than 11, it may cause a very long response time. On the other hand, when the server class is constructed with more than 14 servers, it would waste system resources (i.e., low server utilization) without many gains in the response time. As you expect, the increase of a server's service rate induces the decrease of the optimal number of servers as in Fig. 10 and the improvement of the response time as in Fig. 11 . It also shows that the average response time and the server utilization have an inverse relationship. On the other hand, Fig. 12 depicts that the increase of the number of threads brings down the range of the optimal number of servers because its increase improves servers' total service rate. These results confirm generally wellknown facts.
Though a single server with a large number of threads may provide a high service rate (note, however, that there are certain limitations in the effective number of threads, e.g., 50 in most commercial database servers and 10 in OSF DCE), there are several reasons for multiple identical servers in a server class. With a single multi-threaded server, all the services provided by the server would be unavailable if that server is down. When there is only a single server in a single host, the system capacity can also be often overloaded from many clients' requests due to the limited amount of system resources and the management of a large amount of control blocks [10] . The communication bottleneck can also be a serious problem. All these problems can be effectively avoided with the concept of the server class. This is because the multiple identical servers in each server class can be placed in several different hosts, which can physically distribute the servers.
There is another issue that deserves to be addressed. Consider the performance of the following two cases:
1. m servers with each server having n threads and 2. n servers with each server having m threads.
Though these two cases have the same total number of threads (i.e., m Â n), the actual performance is not the same. There are two conflicting reasons for this phenomenon. First, as mentioned in Section 4.2, the total service rate of a process with c threads, each of which has service rate l 0 , is not c Â l 0 , but is c Â x(h) Â l 0 (0 < x(h) < 1). Here, h is the number of threads and x(h) decreases from 1 to 0 as h increases. Thus, if m>n, m servers with n threads would give better performance than n servers with m threads because m Â n Â x(n) Â l 0 >n Â m Â x(m) Âl 0 . The second reason is based on the fact that the performance of one pooled M/M/c is better than that of c M/M/1 queues [24] . In other words, as the number of separate queuing systems increases, the average performance of the overall system decreases. This is because the workload could not be completely balanced among all separate queuing systems due to the natures of Poisson arrivals and exponential service times. Fig. 13 is the experimental result that shows the average response times and service rates with several combinations of < the number of threads, the number of servers> such that multiplying the number of threads by the number of servers is fixed to 60. According to the figure, small number of servers with large number of threads gives the better response time. Though the result may change with different x(h) functions, we can generally observe that the effect of many separate queuing systems is not negligible. So, we may need to use as many threads as the system can effectively support. However, as mentioned before, we must also consider the fault-tolerance and availability issues, which means we need multiple servers rather than a single server with a large amount of threads even though a large number of threads can be supported by the system. As a rule of thumb, at least two or more servers in each host need to be maintained.
In summary, we can find out the following facts from the experiments. First, the average response time of a server class increases as its utilization increases. And, although over a certain extent of the number of identical servers in a server class, the server utilization just decreases without much benefit in the average response time. Thus, to achieve high system performance, we need some mechanisms that can compromise between the average response time and the server utilization. In our proposed method, we can find out the optimal number of servers in a server class by appropriately reflecting the above facts. In addition, we notice that a server class constructed by a small number of servers with a large number of threads gives the better performance than other cases. However, in the commercial system, there are certain limitations in the effective number of threads and the concept of a server class is necessary and appealing in distributed client/server systems. Hence, our formulations in this paper can provide the optimal number of servers in a server class, based on the number of hosts and the effective number of threads the system can support.
Conclusion and further work
The concept of a server class that consists of multiple identical servers is important in distributed client/server computing systems, even if a single server with many threads can process a large number of arrival requests. This is because high fault-tolerance and continuous availability can make application services reliable. With a single multi-threaded server for an application, all the services provided by the server would be unavailable if that server is down. A server class consisting of multiple identical servers, however, can avoid this problem. It also effectively facilitates distributed computing because multiple identical servers can be placed in several different hosts, which can physically distribute the servers. With only a single host, the system capacity can be often overloaded from many clients' service requests due to the limited amount of system resources and the management of tremendous control blocks [10] . The communication bottleneck can also be a serious problem with a single host. All these problems can be gracefully alleviated with the concept of server classes.
However, the optimal number of servers is known to be difficult to determine in general. When the number of servers in a certain server class is too small, the response time for those requests may not be satisfactory. On the other hand, several servers would be in the idle state if there are too many servers. This means the waste of system resources. In this paper, we present a transformation mechanism from an open Jackson network to a tandem network based on queuing theory. And then, we develop a method that provides the range of the optimal number of servers for a general model of the distributed client/server processing environment.
There are many performance parameters in our model such as the number of threads, the number of schedulers, scheduler's service rate, and queue sizes, which are interrelated and affect the optimal number of servers. Though the results of the experiments may change with different values of the parameters, our paradigm for estimating the optimal number of servers presented in this paper can be generally applicable.
We only considered the first come -first served (FCFS) queue discipline. Since other queuing discipline such as a priority queue may also be widely used in practice, we need to further investigate different performance models that can incorporate other queuing disciplines.
