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In this paper, by topological methods, we investigate the global structures of positive
solution set of the following semipositone problem:−(p(x)u′(x))′ + q(x)u(x) = λf (x, u(x)), 0 ≤ x ≤ 1,
α0u(0)+ β0u′(0) = 0, α1u(1)+ β1u′(1) = 0.
We also obtain the existence of multiple positive solutions of the above problem. The
nonlinear term f (x, u) may be nonsingular and singular at x = 0 or x = 1, also may be
negative for some values x and u, and λ is a parameter.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction and preliminaries
This paper discusses the global structures of positive solution set of the boundary value problem−(p(x)u′(x))′ + q(x)u(x) = λf (x, u(x)), 0 ≤ x ≤ 1,
α0u(0)+ β0u′(0) = 0, α1u(1)+ β1u′(1) = 0. (1.1)
The existence of multiple positive solutions of the above problem is also obtained. The nonlinear term f (x, u)may be non-
singular and singular at x = 0 or x = 1, also may be negative for some values x and u, and λ is a parameter.
The nonlinear term is allowed to change sign. These types of problems are referred to as semipositone problem. So the
boundary value problem (1.1) is a semipositone problem. Recently, the case when f (x, u) ≥ 0 (positone problem) for
(x, u) ∈ (0, 1) × (0,+∞) in (1.1) has received almost all the attention (for example, see [1–4] and references therein).
Andwhat is more, to our knowledge, almost all results for twin solutions of (1.1) are concentrated on the positone problems
(see, for instance, [1] etc.). As to semipositone problem, we note that the well-known Proudman equation
(p(t)y′)′ + λy = 1, t ∈ (0, 1),
y′(0) = y(1) = 0
is of this kind (see [5]). During the past ten years, only few results have existed for semipositone problems (see [6–9] and
some references therein). For example, Anuradha andHai [6] considered the existence of positive solutions for the boundary
value problem
(p(t)u′)′ + λf (t, u) = 0, t ∈ (r, R),
au(r)− bp(r)u′(r) = 0, cu(R)+ dp(R)u′(R) = 0, (1.2)
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where f : [r, R]×[0,∞)→ R1 is continuous, f (t, u) ≥ −M for all (t, u) ∈ [r, R]×[0,∞) andM > 0, λ > 0 is a parameter.
By using a special cone and the fixed point index, the authors of [6] showed existence results for at least one positive solution
for (1.2) for small enough λ > 0. Liu [8] investigated the existence of multiple positive solutions for the following singular
semipositone problem
y′′ + λf (t, y) = 0, t ∈ (0, 1),
y′(0) = y(1) = 0. (1.3)
By using the fixed point index theory, the author of [8] showed some existence results for twin positive solutions to (1.3)
when f (t, y) is negative for some values of t and y, and λ is small enough. In [9], we considered the existence of one positive
solution to (1.1) when the nonlinear term was allowed to change sign in sublinear case by topological methods.
Motivated by the works of [1,6–9], the present paper investigates the global structures of positive solution set of the
boundary value (1.1), and considers the existence of multiple positive solutions to (1.1) when f (x, u) is negative for some
values of x and u, and λmay be large enough. At the same time, our approach is global structuremethod that is different from
those of [6–8]. we also improve and generalize the results obtained in [1,6–9]. The organization of this paper is as follows.
We shall introduce some definitions and lemmas in the rest of this section. The main results will be stated and proved in
Sections 2 and 3. Finally, an example is worked out to demonstrate our main results.
For the remainder of this section, we present some results and lemmas which are used in Sections 2 and 3.
In this paper, we suppose that
(H0) α0 ≥ 0, β0 ≤ 0, α1 ≥ 0, β1 ≥ 0, (α20 + β20 )(α21 + β21 ) ≠ 0, α20 + α21 ≠ 0, p(x) ∈ C1[0, 1], q(x) ∈ C[0, 1], p(x) >
0, q(x) ≥ 0, ∀ x ∈ [0, 1], and the homogeneous equation with respect to (1.1)−(p(x)u′(x))′ + q(x)u(x) = 0, 0 ≤ x ≤ 1,
α0u(0)+ β0u′(0) = 0, α1u(1)+ β1u′(1) = 0 (1.4)
has only the trivial solution.
Let k(x, y) be the Green’s function with respect to (1.4), i.e.
k(x, y) =

1
w
ϕ(x)ψ(y), 0 ≤ x ≤ y ≤ 1
1
w
ϕ(y)ψ(x), 0 ≤ y ≤ x ≤ 1.
(1.5)
wherew is a constant.
Lemma 1.1 (See [10]). Suppose (H0) holds, then k(x, y) defined by (1.5) possesses the following properties:
(i) k(x, y) is continuous and symmetrical over [0, 1] × [0, 1];
(ii) k(x, y) ≥ 0, k(x, y) ≤ k(y, y), ∀ 0 ≤ x, y ≤ 1;
(iii) ϕ(x) ∈ C2[0, 1] is an increasing function, and ϕ(x) > 0, ∀x ∈ (0, 1];
(iv) ψ(x) ∈ C2[0, 1] is a decreasing function, and ψ(x) > 0, ∀ x ∈ [0, 1);
(v) w is a positive constant.
For further discussion, we need some definitions and lemmas.We first give the definition and property of the u0-bounded
operator. Let E be a Banach space, P be a cone of E.
Definition 1.1 (See [11]). Let K : E → E be a linear operator and K map P into P . The positive linear operator K is called an
u0-bounded linear operator on E if there exists an element u0 ∈ P different from θ , such that for any ϕ ∈ P (ϕ ≠ θ), we can
find an integer n and numbers α0 > 0, β0 > 0 such that α0u0 ≤ K nϕ ≤ β0u0.
Lemma 1.2 (See [11]). Let K be a completely continuous u0-bounded operator and λ1 > 0 be the first eigenvalue of K . Then K
must have an unique positive eigenfunction corresponding to λ1.
Lemma 1.3 (See [9]). Suppose that A : E → E is an operator (A does not satisfy that A maps P into P), K is a completely
continuous u0-bounded operator. If there exist an element ϕ0 ∈ P \ {θ} and a number λ > 0 such that Aϕ0 ≥ Kϕ0, λAϕ0 = ϕ0,
then λ ≤ λ1, where λ1 is the first eigenvalue of K .
In the following we give a definition of the condition H and relative lemmas.
Let E be a Banach space with a total cone P, P∗ the conjugated cone of P . Let B : P → P be a positive completely
continuous linear operator; r(B) a spectral radius of B; B∗ the conjugated operator of B. By Krein–Rutmann theorem, there
exist an element φ ∈ P \ {θ} and an element g∗ ∈ P∗ \ {θ}, such that
Bφ = r(B)φ, B∗g∗ = r(B)g∗. (1.6)
Given a constant δ > 0. Set
P(g∗, δ) =

x ∈ P | g∗(x) ≥ δ‖x‖

.
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Definition 1.2 (See [12]). A completely continuous operator B is said to satisfy the conditionH if there exist a number δ > 0,
an element φ ∈ P \ {θ} and an element g∗ ∈ P \ {θ} such that (1.6) holds, and Bmaps P into P(g∗, δ).
Lemma 1.4 (See [12]). Let F : E → E be a continuous and bounded operator. Suppose there exist elements u1, u2 ∈ P and a
number α > 0 such that
Fx ≥ −u1, ∀ x ∈ E, (1.7)
Fx ≥ αx− u2, ∀ x ∈ E. (1.8)
And Let B : P → P be a continuous linear operator and satisfy the condition H. Let A = BF , then
ind(I − λA,∞) = 0, ∀ λ > 1
αr(B)
,
where r(B) is the spectral radius of the linear operator B.
In the following, letΣ = {(λ, u) ∈ R1 × E : u = λAu, u ≠ θ}.
Lemma 1.5 (See [12]). Suppose A : E → E is a completely continuous operator, Aθ = θ , and A′(θ) exists. Let U be a bounded
and open set of [λ∗,+∞). ∂U ∩Σ = ∅. If (λ∗, θ) ∉ U, then
deg(I − λ∗A,U(λ∗), θ) ≡ 0(mod 2),
where U(λ∗) = U ∩ ({λ∗} × E) is a bounded and open set of {λ∗} × E.
Lemma 1.6. Suppose F : E → E is a continuous and bounded operator, Fθ = θ , and F ′(θ) exists. There exist elements u1, u2 ∈ P
and a number α > 0 such that (1.7), (1.8) hold. And Let B : P → P be a continuous operator and satisfy the conditionH. A = BF .
Then
(i) the operator A has at least an asymptotic bifurcation point λ∗ ∈

0, 1
αr(B)

, and there exists an unbounded connected
component C inΣ , which meets (λ∗,∞), where r(B) is the spectral radius of the linear operator B;
(ii) the operator A has no asymptotic bifurcation points on

1
αr(B) ,+∞

, where r(B) is the spectral radius of the linear operator
B;
(iii) C ∩ ({λ} × E) ≠ ∅, ∀ λ > λ∗.
Proof. It is obvious that A is a completely continuous operator, and Aθ = BFθ = θ . Obviously, A′(θ) exists and A′(θ) =
BF ′(θ). Note that the operator F satisfies (1.7), (1.8) and the operator B satisfies the condition H. By Lemma 1.4, we have
ind(I − λA,∞) = 0, ∀ λ > 1
αr(B)
. (1.9)
In the following we prove that for any given λ2 > λ1 > 1αr(B) , the set
M(λ1, λ2) = {x ∈ E : x = λAx, λ1 ≤ λ ≤ λ2} (1.10)
is bounded. In fact, If x ∈ M(λ1, λ2), then there exists a number λ ∈ (λ1, λ2) such that
x = λAx = λBFx. (1.11)
It follows from (1.7) and the operator B satisfies the condition H that x + λBu1 = λB[F(x) + u1] ∈ P(g∗, δ). So
g∗(x+ λBu1) ≥ δ‖x+ λBu1‖. Consequently,
‖x‖ ≤ g
∗(x)+ λr(B)g∗(u1)+ λδ‖Bu1‖
δ
≤ g
∗(x)+ λ2r(B)g∗(u1)+ λ2δ‖Bu1‖
δ
. (1.12)
On the other hand, by (1.8) and (1.11), we have x ≥ λαBx− λBu2. Thus
g∗(x) ≥ λαg∗(Bx)− λg∗(Bu2) = λαr(B)g∗(x)− λr(B)g∗(u2).
So
g∗(x) ≤ λr(B)g
∗(u1)
λαr(B)− 1 ≤
λ2r(B)g∗(u2)
λ1αr(B)− 1
. (1.13)
From (1.11) and (1.13), it is easy to know thatM(λ1, λ2) is bounded. So the operator A has no asymptotic bifurcation points
on

1
αr(B) ,+∞

.
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Choose sequences of numbers {µn}, {λn}, {Rn} satisfying
1
αr(B)
< · · · < µn < · · · < µ2 < µ1 < λ1 < λ2 < · · · < λn ≤ · · · , (1.14)
lim
n→∞µn =
1
αr(B)
, (1.15)
lim
n→∞ λn = +∞, (1.16)
Rn > sup{‖x‖ : x ∈ M(µn, λn)} (n = 1, 2, . . .), (1.17)
R1 < R2 < · · · < Rn−1 < Rn < · · · , (1.18)
lim
n→∞ Rn = +∞, (1.19)
where λn is not the eigenvalue of the operator A′(θ), and M(µn, λn) defined by (1.10) is bounded. By (1.9) and (1.14), we
know that
ind(I − λnA, θ) = ±1, (1.20)
ind(I − λnA,∞) = 0. (1.21)
Let G(λn) = {(λn, x) : x = λnAx, x ≠ θ}. It is obvious that G(λn) is a bounded and closed set of {λn} × E. By the
completely continuous property of the operator A, we know that G(λn) is a compact set. Let Ξn = [0, µn] × ∂BRn , where
BRn = {x ∈ E : ‖x‖ < Rn}. In the following we prove that there exists a connected component Cn on ([0, λn] × E) ∩Σ such
that
Cn ∩ ({λn} × E) ≠ ∅, (1.22)
Cn ∩ Ξn ≠ ∅, (1.23)
Cn ⊂ [0, λn] × BRn . (1.24)
In fact, if for any (λn, xα) ∈ G(λn), there exists any connected component Cα on ([0, λn] × E) ∩∑ with (λn, xα) ∈ Cα
satisfying
Cα ∩ Ξn = ∅, (1.25)
then by (1.18), (1.19) we have Cα ⊂ [0, λn] × BRn . Therefore, Cα is a bounded and closed set of [0, λn] × E. The compactness
of the operator A shows that Cα is a compact set of [0, λn] × E and d1 = dist(Cα,Ξn) > 0.
Note that Aθ = θ, A′(θ) exists and λn is not an eigenvalue of the operator A′(θ). It is easy to know that d2 =
dist(Cα, {0} × E) > 0, d3 = dist(Cα, (λn, θ)) > 0. Choose d = 13 min{d1, d2, d3}. We make a d- neighborhood U ′α of Cα
in [0, λn] × E. Then U ′α is an open and bounded set of [0, λn] × E. If ∂U ′α ∩ Σ ≠ ∅, by normal methods, we can make a
bounded and open set Uα ⊂ U ′α in [0, λn] × E, which satisfies
∂Uα ∩Σ = ∅, (1.26)
(λ,θ) ∉ Uα, (1.27)
({0} × E) ∩ Uα = ∅. (1.28)
If ∂U ′α ∩Σ = ∅, let Uα = U ′α , then (1.26)–(1.28) hold. Let Uα(λn) = Uα ∩ ({λn}× E), then Uα(λn) is an open and bounded
set of {λn} × E. Obviously, {Uα(λn) : (λn, xα) ∈ G(λn)} is an open covering of the set G(λn). Since the set G(λn) is compact,
theremust exist a finite open covering of the setG(λn). Without loss of generality, we assume that {Ui(λn) : i = 1, 2, . . . ,m}
covers the set G(λn), i.e. G(λn) ⊂mi=1 Ui(λn).
Let U =mi=1 Ui. Then U is an open and bounded set of [0, λn] × E. By (1.26)–(1.28), we have
∂U ∩Σ = ∅, (1.29)
(λn, θ) ∉ U, (1.30)
({0} × E) ∩ U = ∅. (1.31)
By (1.29)–(1.31) and Lemma 1.5, we know that deg(I − λnA,U(λn), θ) ≡ 0(mod 2). Therefore, by (1.20), we have
ind(I − λnA,∞) = deg(I − λnA,U(λn), θ)+ ind(I − λnA, θ) ≡ 1. (1.32)
It is obvious that (1.32) contradicts with (1.21). The contradiction shows that for any n ≥ 1, there exists a connected
component Cn in ([0, λn] × E) ∩Σ such that (1.22)–(1.24) hold. Set
lim
n→∞Cn = {z : ∃{nk} ⊂ {n} and Znk ∈ Cnk, such that limk→∞ znk = z}.
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By a theorem in point set topology, we know that there exists a connected component J in limn→∞Cn and for any n ≥
1, J ∩Ξn ≠ ∅, J ∩ ({λn} × E) ≠ ∅. It is obvious that J ⊂ Σ . Let C be a connected component ofΣ containing J . Then for any
n ≥ 1,
C ∩ Ξn ≠ ∅, (1.33)
C ∩ ({λn} × E) ≠ ∅. (1.34)
From (1.23)–(1.25) and the definition ofΞn, the operator A has an asymptotic bifurcation point λ∗ ∈

0, 1
αr(B)

, and there
exists an unbounded connected component C inΣ which meets (λ∗,∞). By (1.33), (1.34), (1.16) and the connectedness of
C , we know that for any λ > λ∗, C ∩ ({λ} × E) ≠ ∅. Therefore, the conclusions (i)–(iii) hold. The proof is completed. 
2. Global structures of positive solutions: in the case that f is not singular
In this section we consider the boundary value problem (1.1) in the case that f is nonsingular.
For convenience, we list the following some assumptions.
(H1) f (x, u) = a(x)u+ H(x, u), where a(x) ∈ C[0, 1], a(x) > 0 for x ∈ [0, 1],H : [0, 1] × R1 → R1 is continuous, and
lim
u→0
H(x, u)
u
= 0;
(H2) there exists a constant α > 0 such that
lim inf
u→+∞
f (x, u)
u
≥ α, uniformly on x ∈ [0, 1].
In (H2) it is not supposed that f (x, u) ≥ 0 (u ≥ 0).
(H3) f (x, u) is bounded from below on [0, 1] × R1.
It is obvious that the solution of the boundary value problem (1.1) is equivalent to the solution of the following integral
equation
u(x) = λ
∫ 1
0
k(x, y)f (y, u(y))dy , λAu(x),
where k(x, y) is defined by (1.5). It is easy to know that A : C[0, 1] → C[0, 1] is a completely continuous operator. Evidently,
the fixed point of the operator λA is the solution of the boundary value problem (1.1). Let P = {u ∈ C[0, 1] | u(x) ≥ 0, ∀ x ∈
[0, 1]}. Then P is a cone of C[0, 1].
Let
Bu(x) =
∫ 1
0
k(x, y)u(y)dy, (2.1)
where k(x, y) is defined by (1.5).
Let
L = {(λ, u) | λ ∈ R1, u ∈ C[0, 1], u ≠ θ, u = λAu}.
Lemma 2.1. Suppose the conditions (H0)–(H3) hold, then
(i) the operator A has at least an asymptotic bifurcation point on

0, 1
αr(B)

and has no asymptotic bifurcation points on
1
αr(B) ,+∞

, where r(B) is the spectral radius of the linear operator B defined by (2.1);
(ii) the operator A has an asymptotic bifurcation point λ∗ ∈

0, 1
αr(B)

, and there exists an unbounded connected component
C in L, which meets (λ∗,∞);
(iii) C ∩ ({λ} × C[0, 1]) ≠ ∅, ∀ λ > λ∗.
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Proof. It is easy to know that B : P → P is a completely continuous operator by (H0). By Lemma 1.1, we have k(x, y) ≥
ϕ(x)ψ(x)
M1M2
k(τ , y) for any x, τ , y ∈ [0, 1], whereM1 = maxx∈[0,1] ϕ(x),M2 = maxx∈[0,1] ψ(x), so by the lemma of [12], we easily
know that the operator B satisfies the condition H.
Let F(u(x)) = f (x, u(x)). Obviously, F : C[0, 1] → C[0, 1] is a continuous and bounded operator. From (H1), we
know that Fθ = θ, F ′θ exists. It follows from (H3) that there exists a number b > 0 such that f (x, u(x)) ≥ −b for
u ∈ C[0, 1], x ∈ [0, 1], i.e.
Fu ≥ −b, ∀ u ∈ C[0, 1].
By (H2), there exists a number d > 0 such that f (x, u(x)) ≥ αu(x)− d for u ∈ C[0, 1], x ∈ [0, 1], i.e.
Fu ≥ αu− d, ∀ u ∈ C[0, 1].
Since A = BF , the conditions of Lemma 1.6 are satisfied. The conclusion of this lemma holds by Lemma 1.6. The proof is
completed. 
Lemma 2.2 (See [13]). Suppose the conditions (H0)–(H3) holds, then for any λ > 0, there exists a constant R = R(λ) > 0, such
that
when 0 < λ0 ≤ λ, ‖u0‖ ≥ R and u0 = λ0Au0, we have u0(x) ≥ 0 for any x ∈ [0, 1].
By (H1), the linearization of the boundary value problem (1.1) is−(p(x)u
′(x))′ + q(x)u(x) = λa(x)u, 0 ≤ x ≤ 1,
α0u(0)+ β0u′(0) = 0,
α1u(1)+ β1u′(1) = 0.
(2.2)
It is well known that the linear boundary value problem (2.2) possesses a sequence of positive simple characteristic
values (see [11])
0 < λ1 < λ2 < · · · < λk < · · · , λk →+∞.
Let S+k = {u(x) ∈ C[0, 1]|u(x) satisfies the boundary value problem (1.1), u(x) has only k − 1 zero points in (0, 1) and
zero points of u(x) are simple, limx→0+ sign u(x) = 1}.
By Rabinowitz [14] and Sun [13], we have
Lemma 2.3. Suppose that C is a connected component of L in R1 × C[0, 1]. Then the following conclusions hold:
(i) if C ∩ (R1 × {θ}) = ∅, then there exist unique integer k and unique ν ∈ {+,−}, such that C ⊂ R1 × Sνk ;
(ii) if C ∩ (R1 × {θ}) ≠ ∅, then there exists an unique number λk ∈ Λ, such that C ∩ (R1 × {θ}) = {(λk, θ)}, C ⊂
((R1 × Sk) ∪ {(λk, θ)}); C ∩ ((R1 × S+k ) ∪ {(λk, θ)}) and C ∩ ((R1 × S−k ) ∪ {(λk, θ)}) are all unboundedly connected.
Let C1 be a connected component of Lwith (λ1, θ) ∈ C1, C+1 = C1 ∩ ((R1 × S+1 ) ∪ {(λ1, θ)}).
Lemma 2.4 (See [14]). Suppose the conditions (H0), (H1) hold, 0 is not the eigenvalue of the linear boundary value (2.2), then
C+1 is an unbounded connected set.
Theorem 2.1. Suppose the conditions (H0)–(H3) hold, and λBα < λ1 in (H2), where λB is the first eigenvalue of the linear operator
B defined by (2.1). Also suppose that there exists a number r > 0 such that f (x, r) < 0 holds uniformly on x ∈ [0, 1]. Then there
exist two unbounded connected components C and C+1 in L, and the following conclusions hold:
(i) C ∩ C+1 = ∅;
(ii) C ∩ ({λ} × S+1 ) ≠ ∅, ∀ λ > λBα ;
(iii) (λ1, θ) ∈ C+1 , C+1 ∩ ({λ} × S+1 ) ≠ ∅, ∀ λ > λ1.
Therefore, for any λ ∈ (λ1,+∞), the boundary value problem (1.1) has at least two positive solutions.
Proof. Let Br = {u ∈ P | ‖u‖ < r}. In the following we prove
λAu ≠ u, ∀ λ > 0, u ∈ ∂Br . (2.3)
Suppose (2.3) is false, then there exist a numberλ > 0 and an elementu ∈ ∂Br such thatλAu =u. Since ‖u‖ = r , there
exists a number x0 ∈ (0, 1) such thatu(x0) = r . And sinceu(x) is maximal at x0,u′(x0) = 0 andu′′(x0) ≤ 0. Hence
− p′(x0)u′(x0)− p(x0)u′′(x0)+ q(x0)u(x0) ≥ 0. (2.4)
On the other hand, since f (x, r) < 0,
−p′(x0)u′(x0)− p(x0)u′′(x0)+ q(x0)u(x0) =λf (x0, r) < 0.
This contradicts with (2.4). So (2.3) holds.
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By Lemma 2.1, there exists an unbounded connected component C in Lwhich meets (λ∗,∞), and
lim
λ→λ∗
‖uλ‖ = +∞. (2.5)
and C ∩ ({λ} × C[0, 1]) ≠ ∅, ∀ λ > λ∗, where λ∗ < λB
α
.
Hence, it follows from (2.5) and Lemma 2.2 that there exists an element (λ′, u′) ∈ C satisfying u′ ∈ P, ‖u′‖ > r . By
Lemma 2.3 and (2.3), we know that C does not contain (λ1, θ) and C ⊂ R1 × S+1 , C ∩ {(λ∗,+∞)× ∂Br} = ∅. i.e. (ii) holds.
By Lemma 2.4 and (2.3), we have (λ1, θ) ∈ C+1 , C+1 ∩({λ}×C[0, 1]) ≠ ∅ for any λ > λ1, and C+1 ∩{(λ1,+∞)×∂Br} = ∅.
Namely, (i) and (iii) hold.
Hence, by (ii) and (iii), for any λ ∈ (λ1,+∞), the boundary value problem (1.1) has at least two positive solutions. The
proof is completed. 
3. Global structures of positive solutions: in the case that f is singular
In this sectionwe consider the boundary value problem (1.1) in the case that f (x, u) = h(x)g(u) and h(x)may be singular
at x = 0 or x = 1. i.e.
−(p(x)u′(x))′ + q(x)u(x) = λh(x)g(u), 0 < x < 1, (3.1)
α0u(0)+ β0u′(0) = 0,
α1u(1)+ β1u′(1) = 0. (3.2)
We assume that
(H′1) g(u) = au+ H(u), where a > 0, H : R1 → R1 is continuous, and limu→0 H(u)u = 0;
(H′2) there exists a constant α > 0 such that
lim inf
u→+∞
g(u)
u
≥ α;
(H′3) g(u) is bounded from below on R1;
(H4) h : (0, 1)→ [0,+∞) is continuous, h(x) ≢ θ,
 1
0 h(y)dy < +∞.
It is well known that the boundary value problem (3.1), (3.2) can be converted into the equivalent nonlinear integral
equation
u(x) = λ
∫ 1
0
k(x, y)h(y)g(u(y))dy , λAu(x),
where k(x, y) is defined by (1.5).
From (H′1), we know that the linearization of the Eq. (3.1) is
− (p(x)u′(x))′ + q(x)u(x) = λah(x)u, 0 < x < 1. (3.3)
It is obvious that the boundary value problem (3.3), (3.2) can be converted into the equivalent nonlinear integral equation
u(x) = λ
∫ 1
0
ak(x, y)h(y)u(y)dy , λBu(x).
For any natural number n (n ≥ 2), we set
hn(x) =

inf
x<s≤ 1n
h(s), 0 ≤ x ≤ 1
n
;
h(x),
1
n
≤ x ≤ n− 1
n
;
inf
n−1
n ≤s<x
h(s),
n− 1
n
≤ x ≤ 1.
(3.4)
Then hn : [0, 1] → [0,+∞) is continuous and hn(x) ≤ h(x), x ∈ (0, 1). Let
Anu(x) =
∫ 1
0
k(x, y)hn(y)g(u(y))dy.
Then An : C[0, 1] → C[0, 1] is completely continuous. Let Br = {u ∈ C[0, 1] | ‖u‖ ≤ r}. For any r > 0 and u ∈ Br , by (H4)
and Lemma 1.1, it is easy to prove that limn→∞ ‖Anu− Au‖ = 0.
Thus, we know that the following lemma holds.
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Lemma 3.1. Suppose the conditions (H0), (H′1), (H4) hold, then A : C[0, 1] → C[0, 1] is a completely continuous operator.
Similarly, we know that B : C[0, 1] → C[0, 1] is a completely continuous operator.
Let
−(p(x)u′(x))′ + q(x)u(x) = λahn(x)u, 0 ≤ x ≤ 1, (3.5)
−(p(x)u′(x))′ + q(x)u(x) = λhn(x)g(u), 0 ≤ x ≤ 1, (3.6)
where hn(x) (n = 2, 3, . . .) is defined by (3.4). The boundary value problem (3.5), (3.2) can be converted into the following
linear integral equation
u(x) = λ
∫ 1
0
ak(x, y)hn(y)u(y)dy , λBnu(x). (3.7)
The boundary value problem (3.6), (3.2) can be converted into the following nonlinear integral equation
u(x) = λ
∫ 1
0
k(x, y)hn(y)g(u(y))dy , λAnu(x). (3.8)
Let λ1 and λ1n (n = 2, 3, . . .) denote the first eigenvalue of the linear operator B and Bn respectively. Then λ1 > 0, λ1n >
0, and λ1 = (r(B))−1, λ1n = (r(Bn))−1 (n = 2, 3, . . .), where r(B), r(Bn) denote the spectral radius of the linear operators B
and Bn respectively.
Let P = {u ∈ C[0, 1] | u(x) ≥ 0, ∀ x ∈ [0, 1]}. Then P is a cone of C[0, 1].
Lemma 3.2 (See [9]). Suppose the conditions (H0), (H4) hold, then the linear operators B and Bn are u0-bounded operators.
Lemma 3.3 (See [9]). Suppose the conditions (H0), (H′1), (H4) hold, then λ1n → λ1(n →∞).
Let X be a Banach space and {Cn | n = 1, 2, . . .} be a family of connected subsets of X , we define
D = lim
n→∞Cn = {x ∈ X | ∃{ni} ⊂ {n} and xni ∈ Cni , such that xni → x}.
Lemma 3.4 (See [9]). Suppose that the following conditions hold:
(1) there exist elements zn ∈ Cn (n = 1, 2, . . .) and z∗ ∈ X, such that zn → z∗(n →∞);
(2) rn →+∞(n →∞), where rn = sup{‖x‖ | x ∈ Cn};
(3) ∀ R > 0, (∞n=1 Cn) ∩ SR (where SR = {x ∈ X | ‖x‖ < R}) is a relative compact set of X.
Then there must exist an unbounded connected component C in D and z∗ ∈ C.
Let L+ = {(λ, u) | λ ≥ 0, u(x) ≥ 0, u ≠ θ, u = λAu}.
Theorem 3.1. Suppose the conditions (H0), (H′1), (H
′
2), (H
′
3), (H4) hold, and a < α in (H
′
1), (H
′
2). Also suppose there exists a
number r > 0 such that g(r) < 0. Then there exist two unbounded connected components C and C ′ in L+, and
(i) C ∩ ({λ} × P \ {θ}) ≠ ∅, ∀ λ > aλ1
α
;
(ii) (λ1, θ) ∈ C ′, C ′ ∩ ({λ} × P \ {θ}) ≠ ∅, ∀ λ > λ1;
(iii) C ∩ C ′ = ∅.
Hence, for any λ ∈ (λ1,+∞), the boundary value problem (3.1), (3.2) has at least two positive solutions.
Proof. For any n ≥ 2, it is easy to know that the boundary value problem (3.6), (3.2) satisfies the conditions of Theorem 2.1.
Thus, it follows from Theorem 2.1 that the boundary value problem (3.6), (3.2) has two unbounded connected components
Cn and C+1n in the closure of the nontrivial positive solution set, and
(i′) Cn ∩ ({λ} × S+1 ) ≠ ∅, Cn ∩ ({λ} × ∂Br) = ∅, ∀λ >
aλ1n
α
;
(ii′) (λ1n, θ) ∈ C+1n, C+1n ∩ ({λ} × S+1 ) ≠ ∅, C+1n ∩ ({λ} × ∂Br) = ∅, ∀λ > λ1n;
(iii′) Cn ∩ C+1n = ∅
where Br = {u ∈ P | ‖u‖ < r}.
Let D1 = limn→∞Cn, D+1 = limn→∞C+1n. It is easy to know that D1 and D+1 are the subsets of the solution set of the
boundary value problem (3.1), (3.2), and D,D1 ⊂ ((0,+∞)× P) (see [9]).
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We know that (λ1n, θ) → (λ1, θ) ∈ D by Lemma 3.3. Note that for any n ≥ 2, Cn is unbounded and C+1n is unbounded.
Hence, by Lemma 3.4, there exist unbounded connected components C in D1 and C ′ in D+1 with (λ1, θ) ∈ C ′. By the same
methods as the proof of Lemma 2.1 and Theorem 2.1, we have
C ∩ ({λ} × P) ≠ ∅ for λ > aλ1
α
. (3.9)
C ′ ∩ ({λ} × P) ≠ ∅, (λ1, θ) ∈ C ′ for λ > λ1. (3.10)
For any given λ∗ > aλ1
α
, choose ϵ1 > 0 and n1 such that (see Lemma 3.3)
λ∗ >
a(λ1 + ϵ1)
α
>
aλ1n1
α
.
Let G1 =

u|(λ, u) ∈ Cn, u = λAnu, λ ≥ a(λ1+ϵ1)α , n ≥ n1

. By (i′), (ii′), (iii′) and the proof of Theorem 2.1, we know that
‖u‖ > r for u ∈ G1. (3.11)
By (3.11) and the definition of D1, we know that (λ∗, θ) ∉ D1. Hence,
(λ∗, θ) ∉ C for λ > aλ1
α
. (3.12)
By (3.9) and (3.12), we know that (i) holds.
For any given λ∗ > λ1, choose ϵ2 > 0 and n2 such that (see Lemma 3.3)
λ1n2 < λ1 + ϵ2 < λ∗.
Let G2 = {u | (λ, u) ∈ C+1n, λ ≥ λ1 + ϵ2, n ≥ n2}. In the following we prove that there exists a number ε > 0 such that
‖u‖ > ε for u ∈ G2. (3.13)
By virtue of (H′1), there exist numbers δ > 0 and
λ1n2
λ1+ϵ2 < τ < 1, such that
au+ H(u) > aτu, 0 < u < δ. (3.14)
Suppose (3.13) is false, then for any sufficiently small constant 0 < δ1 < δ, there exist λ ≥ λ1+ ϵ2, u ∈ G2 and n3 ≥ n2,
such that u = λAn3u, 0 < ‖u‖ ≤ δ1. By (3.14), we have
An3u(x) =
∫ 1
0
k(x, y)hn3(y)(au(y)+ H(u(y)))dy
≥
∫ 1
0
τak(x, y)hn3(y)u(y)dy = τBn3u(x). (3.15)
Then τ−1λ1n3 is the first eigenvalue of the linear operator τBn3 . It follows from Lemma 3.2 that τBn3 is an u0-bounded
operator. From Lemma 1.3 and (3.15), we know that λ ≤ τ−1λ1n3 . By (3.4) and (3.7), we have Bn2u(x) ≤ Bn3u(x). So by [15],
we have λ1n3 ≤ λ1n2 . Hence, λ1 + ϵ2 ≤ λ < τ−1λ1n3 ≤ τ−1λ1n2 < λ1 + ϵ2. This is a contradiction. So (3.13) holds.
By (3.13) and the definition of D+1 (D
+
1 = limn→∞C+1n), we know that (λ∗, θ) ∉ D+1 . Hence
(λ∗, θ) ∉ C ′ for λ∗ > λ1. (3.16)
By (3.10) and (3.16), (ii) holds. Similar to the proof of (2.3), we know that λA has no fixed points on ∂Br , so it is easy to
know that (iii) holds. The proof is completed. 
Example. We consider the nonlinear ordinary differential equation boundary value problem−u′′(x)+ u(x) = λf (x, u(x)), 0 < x < 1,
u(0) = u(1) = 0. (3.17)
Let f (x, u) = 1√x
 1
3u+ u4 − 2u3

, then f (x, u) ≱ 0 for any x ∈ (0, 1), u ≥ 0. It follows from Theorem 3.1 that for any
λ > 3π2 + 3, the boundary value problem (3.17) has at least two positive solutions.
Remark. We do not assume that f (x, u) ≥ 0 when u ≥ 0 in Theorems 2.1 and 3.1. But we still obtain the existence of two
positive solutionswhen λmay be large enough. The usedmethods is global structure of solutions that is different from those
of [1,6–8]. The results improve those of [1,6–9].
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