Introduction {#Sec1}
============

Magnetic resonance diffusion tensor imaging (DTI) provides information about water diffusion with the dominant direction parallel to the axonal orientation within the voxel of interest^[@CR1]--[@CR3]^. DTI enables the assessment of white and gray matter integrity in normal development and many disease states, by providing quantitative measures of fractional anisotropy (FA) and diffusivities, especially mean diffusivity (MD)^[@CR4]--[@CR9]^, that are biomarkers. DTI is usually acquired with phased array coils using parallel imaging methods to reduce image acquisition (ACQ) time and head motion artifacts. Using phased array coils, the signal-to-noise (SNR) within the acquired images is inhomogeneous with higher SNR peripherally and lower SNR centrally in the brain^[@CR10]--[@CR12]^. The reproducibility, precision and accuracy of estimating tensor metrics are affected by SNR and analytic methodologies, such as operator-dependent manual region-of-interest (ROI) analysis for a single subject DTI data and operator-independent tract-based spatial statistics (TBSS)^[@CR13]^ for analyzing multi-subject tensor data.

In the conventional data processing approaches, FA and MD values are calculated for each voxel, and maps are generated using whole brain automated analysis. The results are further assessed over ROIs defined by the operator. Bias-free measurements of FA require adequate SNR and regions with inherently lower FA require higher SNR^[@CR14]--[@CR16]^. For regions of white matter which have high degrees of anisotropy such as genu and splenium of the corpus callosum, bias-free determination of FA is relatively easy to achieve. In a previous work^[@CR14]^, on the other hand, it has been determined that bias free measurement of FA in the low FA region (putamen) at 1.5 T and 3 T requires at least number of signal average (NSA) = 9 and 6, respectively. In our institutes, three DTI scans are the maximum because patients also undergo other MRI scans. The diffusion scans are limited to less than 20 minutes. Diffusion data with NSA = 9 requires almost one hour to complete whole brain coverage, which is considered to be too long, and may not be practical for motion free scans in many study participants.

DTI of low FA regions of the brain is a challenge because of magnetic field strength limitation of MRI scanners and examination time restrictions of clinical examinations. In this study, we investigated an ROI-based tensor processing method in which image intensities inside an ROI with uniform diffusion properties are averaged first before calculating the diffusion tensor^[@CR17],[@CR18]^. This method mitigates the requirement of long image acquisition times needed for bias-free FA and MD measurements and has not been applied to brain studies previously.

Results {#Sec2}
=======

Visual inspection of motion-corrupted diffusion data and calculation of ROI size {#Sec3}
--------------------------------------------------------------------------------

Data acquired from all vendors did not contain image volumes with motion-induced image artifacts or missing slices irrespective to a long period of scan times. Table [1](#Tab1){ref-type="table"} shows both number of voxels in the selected ROIs and ROI sizes including sub-ROIs.Table 1Number of reconstructed image voxels and size in the selected ROIs.Brain regionNumber of voxels in ROI (mean ± SEM)ROI size \[mm^3^\]\
(mean ± SEM)Sub-ROI\*Number of voxels in sub-ROI (mean ± SEM)Sub-ROI size \[mm^3^\]\
(mean ± SEM)CN89 ± 6172.5 ± 10.8122 ± 343.6 ± 5.4222 ± 244.2 ± 4.3322 ± 343.2 ± 5.8423 ± 347.1 ± 5.9GP98 ± 7190.8 ± 13.4126 ± 451.6 ± 7.6224 ± 347.1 ± 6.1325 ± 451.3 ± 7.5423 ± 345.8 ± 5.2PUT122 ± 7236.4 ± 12.7129 ± 357.8 ± 5.6231 ± 460.8 ± 6.7332 ± 462.7 ± 6.9430 ± 358.6 ± 6.1STG140 ± 8271.2 ± 15.0134 ± 367.2 ± 7.3235 ± 468.1 ± 7.5335 ± 468.8 ± 7.4436 ± 472.1 ± 7.7Thalamus_LD78 ± 5151.3 ± 9.4119 ± 338.4 ± 4.5219 ± 237.4 ± 4.2319 ± 239.1 ± 3.6421 ± 341.4 ± 4.7Thalamus_VA62 ± 5120.6 ± 8.2117 ± 333.2 ± 4.3215 ± 228.4 ± 4.2314 ± 227.5 ± 3.4416 ± 331.5 ± 4.1Thalamus_VP69 ± 6134.8 ± 8.6117 ± 332.8 ± 4.8217 ± 333.3 ± 5.2318 ± 334.9 ± 4.9417 ± 333.8 ± 5.1CN, caudate nucleus; GP, globus pallidus; PUT, putamen; SEM, standard error of the mean; STG, superior temporal gyru; LD, lateral dorsal; VA, ventral anterior; VP, ventral posterior. \*Sub-ROIs 1 and 2 are two sub-ROIs on Slice 1; Sub-ROIs 3 and 4 are two sub-ROIs on Slice 2.

SNR and Intra-ROI diffusion direction dispersion angle (IRDDDA) {#Sec4}
---------------------------------------------------------------

Both SNR and IRDDDA values were estimated in the selected regions of the brain in terms of NSA for four different MRI scanners (Fig. [1](#Fig1){ref-type="fig"}). The SNR varied across the brain depending on the MRI scanners and was proportional to the square root of NSA. The IRDDDA decreased as the NSA increased across the brain ROIs. Higher SNR and smaller IRDDDA values at 3 T were obtained than those at 1.5 T. Figure [2](#Fig2){ref-type="fig"} shows FA images with transversal slice orientation of the brain processed data with NSA of 1, 2, 3 and 15 on four different MRI scanners. The effect of SNR is apparent on these FA maps. Supplement Tables [1](#MOESM1){ref-type="media"}--[4](#MOESM1){ref-type="media"} show the percent differences in SNR between ACQ group (1, 2 and 3) at the beginning of the MRI session and the subsequent ACQ group (13, 14 and 15) in terms of the selected regions of the brain on the MRI scanners. SNR values derived from earlier and later acquisitions differed by ≤8.3%.Figure 1Signal-to-noise ratio (SNR) and intra-ROI diffusion direction dispersion angle (IRDDDA) of brain ROIs for different number of signal averages (NSA) at 1.5 T Philips (**A**,**B**), 3 T Philips (**C**,**D**), 3 T Siemens (**E**,**F**) and 3 T GE (**G**,**H**) systems. T bars represent standard deviations. Abbreviations: CN, caudate nucleus; GP, globus pallidus; LD, lateral dorsal; NSA, number of signal average; PUT, putamen; ROI, region-of-interest; SNR, signal-to-noise ratio; STG, superior temporal gyrus; VA, ventral anterior; VP, ventral posterior.Figure 2Color-coded FA images with NSA = 1, 2, 3 and 15 are displayed for 1.5 T Philips (**A**), 3 T Philips (**B**), 3 T Siemens (**C**) and 3 T GE (**D**) scanners.

Voxel-based and ROI-based mean FA and MD values derived from images with NSA = 15 {#Sec5}
---------------------------------------------------------------------------------

Mean FA and MD values of the reference DTI with NSA = 15 in the selected regions of the brain on different MRI scanners are shown in Table [2](#Tab2){ref-type="table"}. The voxel-based mean FA and MD values were used as standard reference values for subsequent equivalence testing with 90% confidence intervals (CIs) for mean FA and MD measurements to determine the minimum NSA for bias-free FA and MD in the selected regions of the brain. The ROI-based values agree well with the voxel-based ones in most regions.Table 2ROI-based and voxel-based FA and MD values (mean (SD)) from images with NSA = 15 at four different MRI systems.LocationCNGPPUTSTGThalamus LDThalamus VAThalamus VPFractional Anisotropy1.5 T PhilipsROI-based0.20 (0.01)0.21 (0.01)0.19 (0.01)0.36 (0.02)0.23 (0.02)0.33 (0.02)0.33 (0.01)Voxel-based0.22 (0.01)0.24 (0.02)0.22 (0.02)0.39 (0.02)0.25 (0.02)0.35 (0.03)0.34 (0.02)3 T PhilipsROI-based0.19 (0.01)0.23 (0.01)0.19 (0.01)0.40 (0.02)0.22 (0.01)0.31 (0.01)0.39 (0.02)Voxel-based0.20 (0.01)0.26 (0.01)0.21 (0.01)0.42 (0.03)0.23 (0.02)0.33 (0.02)0.40 (0.03)3 T SiemensROI-based0.21 (0.01)0.22 (0.01)0.19 (0.01)0.34 (0.02)0.21 (0.01)0.33 (0.01)0.38 (0.01)Voxel-based0.23 (0.01)0.26 (0.02)0.21 (0.02)0.36 (0.03)0.23 (0.01)0.35 (0.02)0.39 (0.02)3 T GEROI-based0.18 (0.01)0.21 (0.01)0.20 (0.01)0.33 (0.02)0.22 (0.01)0.33 (0.02)0.36 (0.02)Voxel-based0.20 (0.01)0.24 (0.02)0.22 (0.02)0.34 (0.02)0.23 (0.01)0.35 (0.02)0.39 (0.02)Mean Diffusivity(10^−3^ mm^2^/s)1.5 T PhilipsROI-based0.68 (0.02)0.67 (0.03)0.71 (0.02)0.73 (0.02)0.75 (0.02)0.70 (0.01)0.74 (0.01)Voxel-based0.70 (0.03)0.70 (0.03)0.73 (0.04)0.75 (0.02)0.79 (0.03)0.74 (0.03)0.76 (0.03)3 T PhilipsROI-based0.65 (0.02)0.62 (0.03)0.67 (0.02)0.69 (0.02)0.73 (0.02)0.69 (0.02)0.67 (0.02)Voxel-based0.66 (0.03)0.64 (0.03)0.69 (0.03)0.71 (0.03)0.76 (0.04)0.70 (0.02)0.70 (0.02)3 T SiemensROI-based0.66 (0.03)0.65 (0.02)0.72 (0.03)0.75 (0.03)0.76 (0.02)0.71 (0.02)0.70 (0.02)Voxel-based0.67 (0.03)0.66 (0.03)0.73 (0.03)0.76 (0.03)0.79 (0.03)0.73 (0.03)0.73 (0.02)3 T GEROI-based0.69 (0.02)0.66 (0.02)0.69 (0.02)0.69 (0.02)0.72 (0.02)0.76 (0.02)0.71 (0.02)Voxel-based0.71 (0.03)0.68 (0.03)0.70 (0.03)0.72 (0.03)0.74 (0.03)0.79 (0.03)0.74 (0.02)CN, caudate nucleus; FA, fractional anisotropy; GP, globus pallidus; LD, lateral dorsal; MD, mean diffusivity; NSA, number of signal average; PUT, putamen; ROI, region-of-interest; SD, standard deviation; STG, superior temporal gyrus; VA, ventral anterior; VP, ventral posterior.

Equivalence testing of DTI metrics relative to reference values for images with different NSAs {#Sec6}
----------------------------------------------------------------------------------------------

The 90% CIs of error relative to the reference values for both ROI- and voxel-based FA values in terms of number of acquisitions are shown in Fig. [3](#Fig3){ref-type="fig"} and Supplementary Fig. [1](#MOESM1){ref-type="media"}. ROI-based FA values with NSA = 15 were equivalent to the reference values(=voxel-based FA values with NSA = 15) in the selected regions for four different MRI systems. Suggested minimum number of acquisitions needed for bias-free FA and MD measurements using both ROI- and voxel-based quantifications is summarized in Table [3](#Tab3){ref-type="table"}.Figure 3Equivalence testing for the determination of the minimum NSA for bias-free FA evaluation is shown for ROI-based analysis at 1.5 T Philips (**A**), 3 T Philips (**B**), 3 T Siemens (**C**) and 3 T GE (**D**) MRI systems (Equivalence tolerance range = \[−0.05, 0.05\]). FA, fractional anisotropy; NSA, number of signal average.Table 3Suggested minimum number of acquisitions needed for bias-free FA and MD measurements using both ROI- and voxel-based quantifications at 1.5 T and 3 T MRI scanners (voxel-based values are in parenthesis).Brain region1.5 T Philips3 T Philips3 T Siemens3 T GEFractional AnisotropyCN4 (N/A)2 (3)2 (3)2 (3)GPN/A (N/A)4 (N/A)4 (N/A)4 (N/A)PUTN/A (N/A)3 (N/A)3 (N/A)3 (N/A)STGN/A (N/A)4 (N/A)4 (N/A)4 (N/A)Thalamus VAN/A (N/A)3 (N/A)3 (4)3 (4)Thalamus LDN/A (N/A)3 (4)3 (4)3 (4)Thalamus VPN/A (N/A)3 (4)3 (4)2 (4)Mean DiffusivityCNN/A (N/A)N/A (N/A)N/A (N/A)N/A (N/A)GPN/A (N/A)N/A (N/A)N/A (N/A)N/A (N/A)PUT4 (N/A)3 (4)3 (4)3 (4)STGN/A (N/A)3 (4)3 (4)3 (4)Thalamus VAN/A (N/A)3 (N/A)3 (N/A)3 (N/A)Thalamus LDN/A (N/A)N/A (N/A)N/A (N/A)N/A (N/A)Thalamus VP3 (4)2 (3)2 (3)2 (3)ACQ, acquisition; CN, caudate nucleus; FA, fractional anisotropy; GP, globus pallidus; LD, lateral dorsal; MD, mean diffusivity; NSA, number of signal average; PUT, putamen; SNR, signal-to-noise ratio; STG, superior temporal gyrus; VA, ventral anterior; VP, ventral posterior. N/A = not applicable due to minimum number of acquisitions \>4.

For ROI-based FA at 1.5 T MRI scanner, CIs of error relative to reference values were not within the equivalence tolerance range of \[−0.05, 0.05\] for the selected regions of the brain at NSA ≤ 3, but the 90% CI in the CN only was within the equivalence tolerance at NSA = 4 (Fig. [3A](#Fig3){ref-type="fig"}), while for voxel-based FA at 1.5 T, CIs were not within the equivalence tolerance range for all the selected regions (Supplementary Fig. [1A](#MOESM1){ref-type="media"}).

For ROI-based FA at 3 T, all the selected regions of the brain except GP and STG had equivalence threshold at NSA = 2 or 3, and all the selected regions had equivalence threshold at NSA = 4 (Fig. [3B--D](#Fig3){ref-type="fig"}). For voxel-based FA at 3 T, CN only had equivalence threshold at NSA = 3, and CN, VA, LD and VP had equivalence threshold at NSA = 4 (Supplementary Fig. [1B--D](#MOESM1){ref-type="media"}).

The 90% CIs of error relative to the reference values for both ROI- and voxel-based MD in terms of NSA are shown in Fig. [4](#Fig4){ref-type="fig"} and Supplementary Fig. [2](#MOESM1){ref-type="media"}. For ROI-based MD at 1.5 T, VP only had equivalence threshold at NSA ≥ 3 and PUT at NSA = 4 (Fig. [4A](#Fig4){ref-type="fig"}). For ROI-based MD at 3 T, PUT, STG, VA and VP had equivalence threshold at NSA ≥ 2 or 3 (Fig. [4B--D](#Fig4){ref-type="fig"}).Figure 4Equivalence testing for the determination of the minimum NSA for bias-free MD evaluation is shown for ROI-based analysis at 1.5 T Philips (**A**), 3 T Philips (**B**), 3 T Siemens (**C**) and 3 T GE (**D**) MRI systems (Equivalence tolerance range = \[−0.05, 0.05\]). MD, mean diffusivity; NSA, number of signal average.

For voxel-based MD at 1.5 T, CIs of error were not within the equivalence tolerance range of \[−0.05, 0.05\] for all the selected regions of the brain except VP (Supplementary Fig. [2A](#MOESM1){ref-type="media"}), while, for voxel-based MD at 3 T, PUT and STG had equivalence threshold at NSA = 4 and VP at NSA ≥ 3 (Supplementary Fig. [2B--D](#MOESM1){ref-type="media"}).

Discussion and Conclusion {#Sec7}
=========================

Inadequate SNR leads to overestimation of the largest and underestimation of the smallest eigenvalues respectively^[@CR14],[@CR19],[@CR20]^. The resultant technical bias in FA can mask or mimic disease processes^[@CR15],[@CR21]^. For lower SNR, this problem is more pronounced in low FA areas of the brain than high FA regions^[@CR14]^. A previous study demonstrated that with NSA ≥ 9 at 1.5 T, the measurements of FA for the putamen were bias-free^[@CR14]^. With the high SNR provided by 9 and 6 NSAs, reproducible FA values for the putamen were seen at 1.5 T and 3 T, respectively.

While the motion is likely to affect SNR during a long period of scan time, our diffusion data obtained from all MRI scanners show that SNR of early acquisitions are similar with that acquired later. These results suggest that the head motion and other factors (gradient warming etc.) did not affect SNR for 15 tensor data sets that were obtained.

In this study, the ROI-based FA values were slightly lower than those derived from voxel-based analysis, likely caused by the variability of the primary direction of the diffusions within the ROI. The ROI was drawn on a color-coded FA map to ensure that voxels within the ROI were relatively uniform. The voxel-based FA was biased, and the bias was greater when the NSA was lower. The bias for the ROI-based FA values was much less sensitive to SNR than voxel-based values. FA measurement derived from 1.5 T diffusion data with NSA ≤ 3 in the low FA regions cannot be used for disease or response to therapy in the brain as an imaging biomarker because low SNR in these regions lead to a significant bias in tensor metrics. However, in the CN, PUT, thalamus VA, LD and VP, the error of FA measurement derived from our proposed method at 3 T is relatively low at NSA = 2 or 3 as compared to reference values.

Furthermore, the bias for MD measurements using ROI-based analysis in low FA regions also was smaller than that with voxel-based analysis, and the errors were smaller for the ROI-based method. In the thalamus VP particularly, the bias for ROI-based MD values was relatively small as compared with that for ROI-based FA at NSA = 2 or 3 suggesting that MD measurement derived from ROI-based analysis at NSA ≥ 2 at both 1.5 T and 3 T in this low FA region can be used for disease or response to therapy in the brain as an imaging biomarker.

The variation of the direction of the primary eigenvector of the diffusion tensor within the ROI (intra-ROI diffusion direction dispersion angle) was calculated. When SNR was high, the variation of the diffusion direction showed the uniformity of the tissue within the ROI. When the noise level of the DTI raw images was high, the measured primary diffusion direction deviated from the true direction. Therefore, we expect this variation to increase as the SNR decreases.

On the basis of this study, we suggest at least two NSAs at 3 T in the caudate nucleus are needed for determining FA on our hardware-software platforms using the ROI-based method and at least three NSAs in the putamen, thalamus lateral dorsal, ventral anterior and ventral posterior nuclei at 3 T MRI scanners.

Using the ROI-based analysis, we also suggest NSA ≥ 3 at 1.5 T and NSA ≥ 2 at 3 T in the thalamus ventral posterior nucleus are needed for determining MD and NSA ≥ 3 in the putamen, superior temporal gyrus, thalamus ventral anterior and posterior nuclei at 3 T.

Therefore, with commonly clinically acceptable NSA of 2 or 3 at 3 T, bias-free FA and MD estimation may not be obtained in many brain areas even with the ROI-based image processing offers improved reliability than the voxel-based approach. It is meaningful that among the low FA brain regions selected in this study, the method we propose is more likely to work than it is not. We have found low FA regions that work the way we propose.

In this study, the maximum DTI acquisition time is 6 min 18 sec at 3 T and a total scan time of four DTI acquisitions is greater than 25 min. DTI with NSA \> 3 is not considered practical in most studies, followed by other MRI scans. However, without taking into account the patient's DTI scan time for NSA = 4, we generated 7 groups with NSA = 4 sequentially and randomly as described in the Methods section. Our ROI-based analytical method shows that bias-free FA was obtained with NSA = 4 in all the selected regions at 3 T MRI scanners, but the bias-free FA in the CN only at 1.5 T.

As simultaneous multi-slice acquisition becomes more commonly used in diffusion imaging leading to shorter image acquisition times, bias-free estimation of FA in low FA regions of the brain could be accessible to more brain areas in the future with our proposed methodology. The FA and MD bias introduced by low SNR varies with the inherent tensor metrics of the tissue being studied, and SNR in tensor data sets should be evaluated from anatomic ROIs prior to analysis of tensor metrics.

One limitation of this study is that the method is only tested using manually defined ROIs in the native space. It is highly desirable to apply the approach to DTI normalized to a standard space such as NMI space, and define ROIs using a standard DTI atlas. However, this is beyond the scope of the current work. Another limitation of this study is that only one subject is reported, so the potential effect of variability in a population is not reflected in the study. Our work opened the opportunities for more future investigations.

The conclusions may not generalize to other vendors, protocols, MR hardware and software platform at the same vendor, parallel imaging schemes, phased array coils, magnetic field strength, gradient encoding directions, subject with abnormal or immature brain and various other technical factors. Nonetheless, in this study, the ROI-based analytic method leads to SNR enhancement and allows bias-free estimation of the DTI metrics in low FA regions of the brain while keeping the image acquisition time practical in most studies. Reliable quantification of diffusion parameters in deep brain structures with relatively low FA values may be important in the study of neurodegenerative diseases or heterogeneous disorders^[@CR6],[@CR22]--[@CR29]^.

Methods {#Sec8}
=======

Data acquisition {#Sec9}
----------------

This study was approved by the institutional review board both at University of Texas Southwestern Medical Center and Korea Advanced Institute of Science and Technology with written informed consent from the participant. All investigations were carried out in accordance with relevant guidelines and regulations at our institutions. Brain DTI scans were performed on a single healthy adult volunteer (male, 40 years of age) on four different MRI scanners: an Achieva 1.5 T (Philips Healthcare System), a Discovery MR750w 3 T (GE Medical System), a Magnetom Verio 3 T (Siemens Healthcare system) and an Achieva 3 T (Philips Healthcare System). The scanner-specific DTI acquisition parameters are listed in Table [4](#Tab4){ref-type="table"}. A total of fifteen DTI data sets were acquired using echo-planar imaging for each MRI scanner. In order to minimize head motion of the subject for a long period of scan time, three or four foam blocks were inserted between the head and the head coil to hold the head still. Each DTI data set was composed of a b = 0 image volume and 30 diffusion-weighted (DW) image volumes. Fifteen acquisitions (ACQ1, ACQ2, ACQ3, ..., ACQ14 and ACQ15) were averaged to minimize bias in the very high SNR DTI data set and the FA and MD values derived from this data set were used to be the "standard reference" for each of our hardware-software MR platforms.Table 4DTI acquisition parameters on four different MRI systems.1.5 T Philips3 T Philips3 T Siemens3 T GEHead coil8 channel8 channel12 channel32 channelb-values \[s/mm^2^\]0^†^, 10000, 10000, 10000, 1000No. of gradient directions^[@CR36]^30303030TR \[ms\]62188600970015290TE \[ms\]100979379FoV \[mm^2^\]256 × 256256 × 256244 × 244240 × 240Acquisition matrix128 × 128(reconstructed to 256 × 256)128 × 128(reconstructed to 256 × 256)122 × 122(reconstructed to 256 × 256)120 × 120(reconstructed to 256 × 256)Slice thickness \[mm\]2222Voxel size \[mm^3^\](1 × 1 × 2)(1 × 1 × 2)(0.95 × 0.95 × 2)(0.94 × 0.94 × 2)No. of slices42404852Parallel imaging methodSENSESENSEGRAPPAASSETPixel bandwidth \[Hz/pixel\]1787174214141953Acquisition time4 min 48 sec5 min 12 sec5 min 30 sec6 min 18 secTotal scan time1 hour 12 min1 hour 18 min1 hour 22 min 30 sec1 hour 37 min 30 sec^†^The b = 0 images were acquired five times and averaged to enhance the SNR. In the output DTI image, there is only one b = 0 volume which is already an average of 5 acquisitions.

Image post-processing and SNR calculation {#Sec10}
-----------------------------------------

DICOM files were exported from all MRI consoles and converted to NIFTI format using the MRIConvert tool (University of Oregon, Eugene, OR; http://old-lcni.uoregon.edu/jolinda/MRIConvert/). Data from all vendors were first inspected visually for the presence of image volumes with missing slices or large motion artifacts prior to processing. All diffusion data sets were processed offline using the FMRIB Software Library (FSL v.6.0.1)^[@CR30]^. First, the brain extraction tool (BET) was used to generate a binary brain mask from the b = 0 image and remove non-brain tissue with a fractional intensity threshold of 0.3. All data were then corrected for head motion and eddy current distortions using the FSL's EDDY tool^[@CR31],[@CR32]^ by applying affine alignment of each diffusion-weighted image to the b = 0 image. All subsequent analyses were done using internally developed software written in IDL 8.4 (Exelis Visual Information Solution, Inc., Boulder, CO, USA). The SNR of DTI data sets were evaluated prior to analysis of tensor metrics. Mean signal intensity and noise were assessed from the average and subtraction of two magnitude images of consecutive acquisitions, respectively. The SNR was calculated in the average of b = 0 images as the mean voxel intensity divided by the standard deviation (SD) of voxel intensity on the subtraction image in the same ROI for a particular anatomical region for images with number of signal average (NSA) = 1--4^[@CR14]^. For the standard reference image with NSA = 15, the SNR of the ROI was calculated using the SNR for image with NSA = 3 as follows^[@CR18]^:$$\documentclass[12pt]{minimal}
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                \begin{document}$$SN{R}_{NSA=15}=\surd 5\times SN{R}_{NSA=3}$$\end{document}$$

The fifteen acquisitions were grouped separately to construct images with different NSAs sequentially and/or randomly: (i) seven tensor data sets each with NSA = 4 ((ACQ 1, 2, 3 & 4), (ACQ 5, 6, 7 & 8), (ACQ 9, 10, 11 & 12), (ACQ 12, 13, 14 & 15), (ACQ 1, 6, 10 & 15), (ACQ 2, 7, 11 & 14) and (ACQ 3, 8, 12 & 15)); (ii) eight tensor data sets each with NSA = 3 ((ACQ 1, 2 and 3), (ACQ 4, 5 and 6), (ACQ 7, 8 and 9), (ACQ 10, 11 and 12), (ACQ 13, 14 and 15), (ACQ 1, 7 and 15), (ACQ 2, 8 and 13), (ACQ 3, 9 and 14)); (iii) thirteen data sets each with NSA = 2 ((ACQ 1, 2), (ACQ 3, 4), (ACQ 5, 6), (ACQ 7, 8), (ACQ 9, 10), (ACQ 11, 12), (ACQ 13, 14), (ACQ 14, 15), (ACQ 1, 7), (ACQ 1, 15), (ACQ 8, 15), (ACQ 2, 14), (ACQ 5, 13)); and (iv) fifteen independent image sets each with NSA = 1. In construction of image sets with a specific NSA, each acquisition was used at least once.

In order to evaluate whether the potential subject motion affects SNR during a long period of scan time, the percent difference in mean SNR (%ΔSNR) between earlier ACQ groups (1, 2 and 3) and later ACQ groups (13, 14 and 15) was calculated as follows^[@CR33]^:$$\documentclass[12pt]{minimal}
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                \begin{document}$$ \% \Delta \,SNR=|\frac{Difference\,between\,two\,mean\,SNR\,values}{Average\,of\,two\,mean\,SNR\,values}|\times 100\,\,[ \% ]$$\end{document}$$where the mean SNR value was calculated from 10 repeated measurements in each selected brain region.

Manual ROI-based tensor metrics quantification {#Sec11}
----------------------------------------------

Using software written in IDL 8.4, a single observer manually placed ROIs on low FA regions: head of caudate nucleus (CN), globus pallidus (GP), putamen (PUT), superior temporal gyrus (STG), and thalamus which is divided into lateral dorsal (LD), ventral anterior (VA) and ventral posterior (VP) nuclei in Supplementary Fig. [3](#MOESM1){ref-type="media"}.

For conventional quantification of tensor metrics, FA and MD are calculated for each voxel and then averaged over an ROI. This is called "voxel-based" approach. On the contrary, in an ROI-based method, the signal of the b = 0 image and all diffusion weighted images with b = 1000 s/mm^2^ was first averaged over the ROI before calculating diffusion tensor to acquire the corresponding tensor metrics. Additionally, areas from two adjacent slices were combined to form an ROI in order to further increase the ROI volume. Thus, the ROI-based approach can decrease the noise due to the spatial signal averaging and also diminish the uncertainty of the outcomes. The ROIs were drawn on the color-coded FA map where the selected regions of the brain had different colors due to distinct fiber orientations (Supplementary Fig. [3](#MOESM1){ref-type="media"}). The ROI size was calculated as follows:$$\documentclass[12pt]{minimal}
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                \begin{document}$$ROI\,size=(numebr\,of\,voxels\,in\,the\,selected\,ROI)\times voxel\,size\,[m{m}^{3}]$$\end{document}$$Here the voxel refers to that of the reconstructed images, not the image acquisition voxel.

Placement of each ROI was repeated on the "standard reference" tensor data (NSA=15) until SD of the voxel-based FA was \<10% for voxel-based method; the average of three FA measurements was considered representative of the voxel-based FA for each region. The last ROI was then stored and used for the constructed tensor data sets with different NSAs. For each ROI, voxel-based tensor metrics were evaluated in tensor data sets for different NSAs. In addition, for the same ROI, ROI-based tensor metrics were also obtained. From the ROI-based signals, a diffusion tensor was calculated and FA and MD were derived. ROI-based FA and MD values were compared to the conventional voxel-based ones.

Intra-ROI diffusion direction dispersion angle (IRDDDA) {#Sec12}
-------------------------------------------------------

To further verify the efficacy of the ROI-based quantification method, intra-ROI diffusion direction dispersion angle (IRDDDA)^[@CR18]^ was calculated to evaluate how well the diffusion directions of the voxels are aligned with each other within an ROI. Each ROI was divided into four smaller sub-ROIs. The ROI was formed across two adjacent image slices, with two sub-ROIs from each slice. First the center of the area in each slice was calculated. Then the long axis of the area was found as the line connecting any two points in the slice inside the ROI with the longest distance. The short axis of the area was defined as the line perpendicular to the long axis and passing the center of the area. The short axis divided the area into two sub-ROIs in the slice. The ROI-based diffusion tensor was calculated for all sub-ROIs and the original ROI. For each diffusion tensor, the direction of the eigenvector with the largest eigenvalue was considered as the primary diffusion direction. The angle between the primary diffusion direction of a sub-ROI and the original ROI was calculated, and the average angle for the four sub-ROIs represented the IRDDDA. When SNR is high and diffusion directions are uniform within the ROI, a small IRDDDA is expected.

Determination of the minimum NSA for the bias-free FA and MD {#Sec13}
------------------------------------------------------------

If the probability of incorrectly rejecting the null hypothesis of difference between two FA values was less than 0.05, then no statistically significant difference exists. Thus, 90% confidence intervals for FA measurements were constructed (equivalence tolerance = 0.05) as follows^[@CR14],[@CR34],[@CR35]^:$$\documentclass[12pt]{minimal}
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                \begin{document}$${90}{ \% }\,confidence\,{intervals}\,of\,error=(mean\,F{A}_{i}-mean\,F{A}_{{Ref}})\pm {1.645}\times {(S{D}_{i}^{{2}}+S{D}_{{Re}f}^{{2}})}^{{0.5}}$$\end{document}$$where *i* is the tensor data with different NSA = 1, 2, 3 and 4; *Ref* is voxel-based value with NSA = 15; and SD is standard deviation.

If the range of the confidence interval fell entirely within the equivalence tolerance range of \[−0.05, 0.05\], then the measured FA was considered statistically equivalent to that derived from the standard reference data set.

Similarly, 90% confidence intervals for MD measurements were obtained as follows^[@CR19],[@CR34]^:$$\documentclass[12pt]{minimal}
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                \begin{document}$${90}{ \% }\,confidence\,intervals\,of\,error=(mean\,M{D}_{i}-mean\,M{D}_{{Ref}})\pm {1.645}\times {(S{D}_{i}^{{2}}+S{D}_{{Ref}}^{{2}})}^{{0.5}}$$\end{document}$$where *i* is the tensor data with different NSA = 1, 2, 3 and 4; *Ref* is voxel-based value with NSA = 15; and SD is standard deviation.

If the range of the confidence interval fell entirely within the equivalence tolerance range of \[−0.05, 0.05\] × 10^−3^ mm^2^/s, then the measured MD was considered statistically equivalent to the reference value.

The suggested number of acquisitions was determined in the selected regions with low FA for the NSA thresholds at four different MRI systems to avoid bias in FA and MD measurements.
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