In the contribution, we describe an algorithm for solving nonlinear nonconvex programming problems, which is based on the interior point approach. The main theoretical results concern direction determination and step-length selection. We split inequality constraints into active and inactive parts to overcome problems with instability. Inactive constraints are eliminated directly, while active constraints are used for defining a symmetric indefinite linear system. Inexact solution of this system is obtained iteratively using indefinitely preconditioned conjugate gradient method. Theorems confirming efficiency of the indefinite preconditioner are introduced. Furthermore, a new merit function is defined and a filter principle is used for step-length selection. The algorithm was implemented in the interactive system for universal functional optimization UFO. Results of numerical experiments are reported.
Introduction
Consider the general nonlinear programming problem 
where μ > 0 is a barrier parameter and
Here e is the vector with unit elements and S I = diag(s i : i ∈ I). The logarithmic barrier term is used to ensure the inequality s I ≥ 0 implicitly. The choice of a barrier parameter μ plays an essential role in interior point methods. If μ = 0, then the KKT conditions for (IP) coincide with the KKT conditions for (NP). Therefore μ → 0 is assumed. At the same time, the efficiency of interior point methods strongly depends on the rate at which μ tends to zero. This leads to special strategies, which are shortly discussed in Section 4.
The necessary KKT conditions for the solution of problem (IP) (if the standard constraint qualifications hold) are usually written in the primal or primal-dual formulations.
Primal formulation:
Primal-dual formulation: g(x, u) = 0, g(x, u) = 0, U I e − μS where g(x, u) and S I have the same meaning as above and U I = diag(u i : i ∈ I). Inequalities s i > 0 and u i > 0 are required in all iterations. Condition s I > 0 is necessary for the definition of the logarithmic barrier function and condition u I > 0 improves the properties of the linear system solved and is necessary for the construction of an efficient preconditioner. The primal-dual formulation leads to more effective algorithms. One reason for this claim is the fact that primal-dual equations are better scaled: the right hand side μe approaches zero as μ → 0, but μS
I e can have elements bounded from zero, since s i → 0 if the i-th inequality constraint is active at the solution point.
Linearizing the primal-dual equations, we get one step of the Newton method ⎡
where
. In practice, the Hessian matrix G(x, u) is not usually given analytically, but automatic or numerical differentiation is used instead. If G(x, u) is sparse, the numerical differentiation based on the method given in [9] is very effective. We assume that the matrix of system (1) is nonsingular (this is practically always the case if the standard constraint qualifications hold).
The algorithm for an interior point method can be roughly described in the following form. For given vectors
, u I > 0 and a given barrier parameter μ > 0, we determine direction vectors Δx, Δs I , Δu I , Δu E by solving a linear system equivalent to (1) . Furthermore, we choose step-length 0 < α ≤ α, and set x := x + αΔx, s I := s I (α, Δs I ), u I := u I (α, Δu I ), u E := u E + αΔu E , where s I (α, Δs I ) > 0 and u I (α, Δu I ) > 0 are functions of α depending on Δs I and Δu I , which are chosen by a suitable strategy. Finally, we determine a new barrier parameter μ > 0.
This contribution contains a survey of results proved in [19] , new results concerning the use of filters described in [4] and a new algorithm based on these results. This algorithm was tested and compared with the algorithm proposed in [19] by using three collections of large scale nonlinear programming problems.
Direction determination
System (1) is nonsymmetric with the dimension n + m E + 2m I . This system can be symmetrized and reduced by the elimination of the vector Δs I . One has
This system has one disadvantage: elements of matrix U
−1
I S I can be unbounded, since u i → 0 if the i-th inequality constraint is inactive at the solution point. To avoid this situation, we split the set of inequality constraints to the active subset, whereŝ I ≤ ε IûI , and the inactive subset, whereš I > ε IǔI (here ε I > 0 is a suitable parameter). In the same way, we split and denote other quantities corresponding to inequality constraints. By elimination of inactive equations we obtain
Both matricesĜ andÛ IŜ I = 0. Similarly, we can split equality (2) into two equalities to obtain
after re-arrangements. Vector Δû I is determined by solving system (5) and vector Δǔ I is computed from (4). MatrixŠ To simplify the notation in the subsequent analysis, we rewrite system (5) in the form
IŜ I is a positive definite diagonal matrix. We assume that matrix K is nonsingular, which implies that A E has a full column rank.
System (8) is symmetric but indefinite. It can be solved either directly by using the sparse Bunch-Parlett decomposition or iteratively by using Krylov-subspace methods for symmetric indefinite systems. Motivated by [17] (see also [2] , [3] , [5] , [11] , [16] , [20] , [21] ) we use the preconditioner
whereD is a positive definite diagonal matrix derived from the diagonal ofĜ (C is nonsingular if A E has a full column rank). Then
and
whereP
. This preconditioner has an important property. If it is used, the preconditioned conjugate gradient method can be efficiently applied to (8) , even if matrix K is indefinite. This fact follows from the three theorems below, which are proved in [19] (we restrict to the situation when the matrixĜ −D is nonsingular, which is a common situation and also the worst case in some sense, see [16] ). Notice that the preconditioned conjugate gradient method can be written in the following algorithmic form.
In this algorithm, the parameter ω represents precision of the inner iteration. According to the theory proposed in [10] , this parameter should satisfy the inequality 0 ≤ ω ≤ ω < 1, which is necessary for the global convergence, and also ω → 0 as b → 0 should hold for assuring the superlinear rate of convergence. Algorithm PCG terminates if r ≤ ω b , r ≤ ω b , r ≤ ω ĉ hold simultaneously, wherê
Inequality r ≤ ω ĉ plays an essential role if ε I is large. In this case, elements ofû I can be small enough, implying a large norm ofĉ I + μÛ
Thus the resulting equations are badly scaled and the precision r ≤ ω b is insufficient. Moreover, inequality r ≤ ω ĉ is used in the proof of Theorem 6.
Theorem 1.
Consider preconditioner C applied to system Kd =b and assume thatĜ−D is nonsingular. Then matrix KC −1 has at leastm I + 2m E unit eigenvalues but at most m I + m E linearly independent eigenvectors corresponding to these eigenvalues exist. The other eigenvalues of matrix KC −1 are exactly eigenvalues of matrix Z 
where κ is the spectral condition number of matrix Z
Theorem 3 assumes that the initiald is chosen in such a way thatr = 0 at the start of the algorithm. Equation (8) implies that this condition is satisfied if we setd = 0 and
Matrix (Â TD−1Â +M ) −1 used in Algorithm PCG is not computed, but the sparse GillMurray [15] decomposition (complete or incomplete) is used instead. Unfortunately, the matrixÂ TD−1Â +M can be dense whenÂ has dense rows. To avoid this situation, we assume (without loss of generality) thatÂ
is a (low-dimensional) dense matrix. Again the sparse Gill-Murray decomposition of matrixM s is used instead of its inversion. Notice that this approach is not quite reliable, since matrixÂ
sÂ s +M can be singular, even ifÂ TD−1Â +M is nonsingular. In this case, the Gill-Murray decomposition can change the matrixÂ
sÂ s +M considerably, which can deteriorate the properties of the method. However, we can use the BunchParlett decomposition of matrix C alternatively if this situation arises. 3 Step-length selection Let α = min(1, Δ/ Δx ) (Δ serves as a safeguard and has a similar significance as a trust-region radius).
Step-length 0 < α < α and new vectors x := x + αΔx, s I := s I (α, Δs I ), u I := u I (α, Δu I ), u E := u E +αΔu E can be determined in many ways, but it is necessary to satisfy conditions s I > 0 (which is necessary for definition of the logarithmic barrier function) and u I > 0 (which guarantees positive definiteness of matrix M I = U −1 I S I ). We have used two simple strategies for computation of s I (α, Δs I ) and u I (α, Δu I ). Strategy 1 handles individual components separately setting s i (α, Δs I ) = s i + α s i Δs i and
and 0 < γ < 1 is a coefficient close to unity. Strategy 2 uses bounds
where 0 < γ < 1 is a coefficient close to unity, and defines s I (α, Δs I ) = s I +min(α, α s )Δs I , u I (α, Δu I ) = u I + min(α, α u )Δu I .
Line-search with a merit function
A further requirement for the selection of a step-length is satisfying a suitable goal criterion. This criterion is usually a merit function, which is a combination of the barrier function and a measure of constraint violation. Motivated by [17] , we use the following function
where μ > 0 and σ ≥ 0. The following theorem is proved in [19] . 
where r,r I , r E are parts of the residual vector, and let Δǔ I and Δs I be given by (4) and (2), respectively. Then
and if (5) is solved with a sufficient precision, namely if
then P μ,σ (0) < 0.
Condition (14) restricts the choice of the parameter σ weakly. If matrix G is positive semidefinite, any value σ ≥ 0 satisfies this condition. In the opposite case, the second term, which is always positive, decreases the value of P μ,σ (0) and partially eliminates the influence of the first term.
Inequality (14) gives one possibility for the computation of the parameter σ, which implies that P μ,σ (0) < 0 if (15) holds. But it is usually more efficient in practical computations to choose parameter σ as a constant and replace matrix G by a positive definite diagonal matrix D if the condition P μ,σ (0) < 0 does not hold. If all constraints are active, thenĜ = G = D =D and the following theorem, proved in [19] , can be used.
Theorem 5.
Consider Algorithm PCG with preconditioner C applied to system Kd =b withĜ replaced byD. Then this algorithm finds the exact solution of Kd =b in its first iteration and P μ,σ (0) < 0 for any value σ ≥ 0.
If P μ,σ (0) < 0, we can use a line-search technique. In this case, we set α = β l α, where 0 < β < 1 is a line-search parameter and l ≥ 0 is a minimum nonnegative integer such that P μ,σ (β l α) < P μ,σ (0). After determination of α ≤ α, we set x := x + αΔx,
The above line-search technique is not always advantageous, since step-length α = β l α can be too short. Therefore, we have tested an additional possibility. We have used the simple choice α = α (the first step accepted). In this case, the merit function (12) serves only as indication of restarts. Surprisingly, this simple choice is very efficient in practice as is demonstrated in Table 1 -Table 3 .
Line-search with a filter structure
When solving problem (IP), we need to decrease values of functions ) is acceptable and is added to the filter.
Our strategy is based on the following theorem.
Theorem 6. Let the assumptions of Theorem 4 be satisfied and let B μ (α) = B μ (x + αΔx, s I (α, Δs I )) and P (α) = P (x + αΔx, s I (α, Δs I )). Then
and if P (0) = 0, then
I U I Δs I > 0 and (5) is solved with a sufficient precision, namely 
Using the equality ⎡
which is equivalent to (4)- (7), we obtain (4)). Since Algorithm PCG and the Schwarz inequality guarantee that (ĉ I +ŝ I )
, equality (16) implies that
Similarly, differentiating B μ (α), we obtain 
I e Multiplying the second equality by (Δx)
T , (Δs I ) T and using the first one, we obtain
which after substituting into (18) proves the second assertion. 2
Theorem 6 implies several conclusions, which can be used for the construction of the corresponding algorithm.
• Directions Δx, Δs I obtained by Algorithm PCG imply the inequality P (0) ≤ −2(1 − ω)P (0) < 0. Thus, choosing an arbitrary 0 < ε 1 < 1, there is a num-
• If standard constraint qualifications (LICQ or MFCQ, see [14] ) are satisfied, then the Lagrange multipliers are bounded and (Δx) • The above considerations form a basis for a suitable restart strategy. We need to replace G by D if P (0) is small and B μ (0) ≥ 0. These two conditions can be replaced by one condition using a suitable merit function. We have chosen function P μ,σ described in the previous subsection, which is extremely suitable for the detection of indefiniteness (Theorem 4). Thus G is replaced by D in case P μ,σ (0) ≥ 0.
• The above strategy guarantees that pair (x k+1 , s k+1 I
) is acceptable for the so-called Markov filter [4] , which contains only one pair (x k , s k I ). For assuring the global convergence, it is necessary to use larger number of pairs. In this case, values
. Therefore, we need to store values f (x i ) and e T ln(S . This case is analyzed in [12] and used in [22] . Computational experience has shown that the algorithm performs best when components s i u i of the dot-product in the numerator approach zero at a uniform rate. The distance from uniformity can be measured by the ratio
Clearly, 0 < ≤ 1 and = 1 if and only if condition S I U I e − μe = 0 holds. The value λ is then computed from . Usually heuristic formulas are used for this purpose. In our implementation, we have used the formula
proposed in [22] . We have also tested other possibilities, e.g., formulas given in [1] , but formula (19) has shown to be best.
Concerning the local convergence analysis of interior point methods with various choices of the barrier parameter, we refer to [7] and [12] . It is necessary to note that slow decrease of μ can lead to a considerable increase of the total number of iterations, i.e., to a long computational time, but its rapid decrease can lead to a failure of the method.
Description of the algorithm
The above considerations can be summarized in the algorithmic form. Algorithm based on a merit function is proposed in [19] , here we propose an algorithm based on a filter structure.
Algorithm 1.
Data: Parameter for the active constraint definition ε I (e.g. ε I = 0.1). Minimum precision for the direction determination 0 < ω < 1 (e.g. ω = 0.9). Line-search parameters 0 < β < 1 (e.g. β = 0.5) and l > 0 (e.g. l = 20). Maximum step-length reduction 0 < γ < 1 (e.g. γ = 0.95 when barrier function (12) is used and γ = 0.99 otherwise).
Step bound Δ > 0 (e.g. Δ = 1000).
Input: Sparsity pattern of matrices ∇ 2 F and A. Initial choice of vector x.
Step Step 2: Termination. Compute matrix A := A(x) and vector g := g(x, u). If KKT conditions (derived by the primal-dual formulation) with μ sufficiently small are satisfied with a sufficient precision, then terminate the computation. Otherwise set k := k + 1.
Step 3: Approximation of the Hessian matrix. Compute approximation G of the Hessian matrix G(x, u) by using differences of gradient g(x, u) as in [9] .
Step 4: Direction determination. Define active and inactive constraints, build linear system (8) and choose preconditioner (9) . Determine positive definite diagonal matrixD as an approximation of the diagonal ofĜ and factorize the matrix A TD−1Â +M by using the complete or incomplete Gill-Murray decomposition to obtain (10) . Set ω = min( b , 1/k, ω) and determine direction vectord (i.e. vectors Δx, Δû I and Δu E ) as an inexact solution of (8) (4), (6), (7), respectively. Compute directional derivative P μ,σ (0) of the merit function P μ,σ (α). If P μ,σ (0) < 0 go to Step 6.
Step 5: Restart. If G = D (i.e., if restart was already used), then terminate the computation (the algorithm fails), else determine positive definite diagonal matrix D by the procedure given in [17] , set G = D and go to Step 4.
Step 6:
Step-length selection.
Define maximum step-length α and functions s I (α, Δs I ), u I (α, Δu I ) by one of the strategies described in Section 3. Find the minimum integer 0 ≤ l ≤ l such that the pair (x, s I ) is not dominated by any pair from the filter. If such l does not exist go to Step 5, else set α = β l α, x := x + αΔx, s I := s I (α, Δs I ), u I := u I (α, Δs I ), u E := u E + αΔu E and include the pair (x, s I ) into the filter.
Step 7: Barrier parameter. Determine parameter λ by (19) , set μ = λs T I u I /m I , recompute barrier terms in the filter and go to Step 2.
Algorithm 1 can theoretically fail in
Step 5 in case the filter contains more than one pair, but this situation never arose in our computational experiments.
Numerical experiments
The above algorithm was tested and compared with the algorithm proposed in [19] by using three sets of test problems. These sets were obtained as modifications of 18 test problems for equality constrained minimization given in [17] , [18] , which can be downloaded (together with [18] ) from http://www.cs.cas.cz/~luksan/test.html (we excluded Problem 5.8 from the first two sets, since it consumed more than 50% of the total CPU time). In Set 1, equalities c(x) = 0 are replaced by inequalities c(x) ≥ 0. In Set 2, equalities c(x) = 0 are replaced by inequalities c(x) ≤ 0 (i.e., this set contains problems LUKVLI1-LUKVLI18 from the CUTE collection [6] ). Set 3 contains inequalities −1 ≤ x ≤ 1 and −1 ≤ c(x) ≤ 1. All problems used have optional dimension; we have chosen dimension with 1000 variables. We have tested six interior point methods differing by line-search strategies. The first three methods, which use various merit functions, are based on Algorithm 1 proposed in [19] . The last three methods, which use various filters introduced in [4] , are based on Algorithm 1 described above.
MM: Line-search without any merit function (the first step accepted).
OM: Line-search with the merit function
(barrier term excluded).
BM: Line-search with the merit function
MF: Line-search with the Markov filter containing only one pair (x, s) with the dominance defined by B μ (x) and P (x).
OF: Line-search with the objective filter containing at most 50 pairs with the dominance defined by f (x) and P (x).
BF: Line-search with the barrier filter containing at most 50 pairs with the dominance defined by B μ (x) and P (x).
The results of the tests are listed in three tables, where M is the method inroduced above (MM, OM, BM, MF, OF, BF), S is the strategy for the step-length restriction mentioned in Section 3, NIT is the total number of iterations, NFV is the total number of function evaluations, NFG is the total number of gradient evaluations (NFG is much greater than NIT, since the second order derivatives are computed by using gradient differences), NCG is the total number of CG iterations, NRS is the total number of restarts and NFAIL gives the number of failures for a given set (the number of problems which have not been solved). Each row of each table contains a summary of the results for all problems used. 
Conclusions
Result introduced in this contribution and similar results presented in [19] confirm our effort to develop effective iterative methods for solving linear KKT systems (more detailed conclusions are given in [19] ). The above tables show that the use of a filter principle combined with restarts and with strategies assuring positivity of slack variables and Lagrange multipliers leads to robust and efficient algorithms. These methods (MF, OF, BF) are more efficient than methods based on an augmented-Lagrangian merit function (MM, OM, BM) described in [19] . Surprisingly, the simplest method MM with a single-pair filter is competitive with more sophisticated methods OF, BF that use standard multipair filters. The last table shows that the new termination criterion used in Algorithm PCG allows us to utilize large values of ε I , so that the splitting on active and inactive constrains is no more important.
