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The present thesis deals with microbubbles subject to external forces, such as an
acoustic excitation or a forced liquid flow. In most cases, the external force is applied
to enhance microbubble generation in terms of stability, microbubble size, production
frequency, or to gain active control on any of these characteristics. In other cases, as
in pinned bubbles, the external force, such as an acoustic excitation, aims to control
the surrounding liquid flow, the bubble interface or even to force the ejection of new
microbubbles by cavitation.
Due to the current diversity of microbubble applications, the present thesis main
motivation is to obtain a better comprehension of the role that these external forces
have. The improvement in microbubble generation due to an external force can have
a direct and considerable impact in a number of different fields, such as medicine,
biology, new materials or food industry, to name some of them. Nonetheless, the
applicability of microbubbles on those fields will depend on the bubble characteristics:
size distribution, polydispersity, involved fluids, generation frequency or even shape.
1.1 Microbubbles applications
Among all microbubbles applications, the use of bubbles as contrast agent for ultra-
sound imaging and other therapeutic applications might be considered the golden
key of the moment (van der Meer et al, 2007; Castro-Herna´ndez et al, 2011; Tang
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et al, 2011; Callens et al, 2015). Here, microbubbles are subject to an acoustic field
-generally ultrasonic-, which results in an induced non-inertial cavitation. The num-
ber of scientific works published on this subject has been increasing during the last
decade without sign of saturation. Typically covered by a lipid coating to transport
and release certain medicines and/or avoid their dissolution, bubbles are injected into
the bloodstream to enhance medical ultrasound imaging contrast. When irradiated
with an ultrasound pulse, bubbles experience volumetric oscillations that reemit ultra-
sound waves back to the transducer, improving the image contrast. Frequencies of the
bubble natural frequency, which depend on the bubble size, are selected to enhance
the process. Thus, monodisperse bubbles are desired for this application. Likewise
bubbles smaller than blood vessels and of the order of red blood cells, between 2µm
and 5µm, are required to avoid embolisms. Once inside the blood stream, bubbles can
be optically or acoustically triggered by means of lasers or ultrasound waves to blast
them and release their substances. Other medical or therapeutical applications for mi-
crobubbles are sonoporation (enhancing the drug uptake by oscillating microbubbles
nearby cells) (Rinaldi et al, 2018), sonothrombolysis (Brown et al, 2011) or oxygen
carrier (Leonard, 2003).
Apart from the latter non-inertial cavitation, inertial bubble cavitation, in which the
bubble rapidly collapses creating a shock wave, are also employed in medicine. High
intensity focused ultrasound (HIFU) is, for instance, a cancer treatment surgery in
which long ultrasonic pulses create a thermal ablation in the deep tissues (Khokhlova
et al, 2011). These inertially cavitated microbubbles are been also employed for
cleaning purposes, as in ultrasonic baths and Cavitation Intensifying Bags (CIBs)
(Verhaagen and Rivas, 2016; van Zwieten et al, 2017) or in chemical engineering for
water purification or sonochemical reactions (Rivas et al, 2013).
With completely different characteristics in terms of size and distribution to the
ones employed in ultrasound imaging, bubbles are also widely used for water aeration
in DAF (Dissolved Air Flotation) and IAF (Induced Air Flotation) processes during
sewage treatment (Kim et al, 2015), water aeration for algae or fish farming (Zimmer-
man et al, 2009) or for drag reduction on ships (Kumagai et al, 2015; Verschoof et al,
2016). Here, polydisperse and larger microbubbles -even macrobubbles- are desired,
between 80µm and 5mm depending on their purpose.
The food industry is another rising field in microbubbles uses, with a combination
of bubble characteristics from the two previously mentioned applications. Encouraged
by multinational companies, bubbles are used to diminish fat content, create new
textures or increase organoleptic properties, such as the creamy mouthfeel in oily or
dietary products (Gan˜a´n-Calvo, 2001; Erni et al, 2009; Rovers et al, 2015, 2016). As
an example, the use of monodisperse microbubbles in foams leads to a better stability,
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CHAPTER 1. INTRODUCTION
i.e time with optimum properties (Ganan-Calvo et al, 2004). Both, monodisperse or
polydisperse microbubbles with sizes varying between microns and few millimeters
are demanded at generally high production rates.
Additionally, new materials, in which bubbles are introduced to decrease weight or
cost (Ferna´ndez et al, 2008; Testouri et al, 2012), are been developed. Hollow metallic
spheres are produced to be used as hollow semiconductor or organometallic particles
(Wan, 2012), to name an example.
However, microbubbles applications are not only restricted to the need of mass-
producing them. Indeed, rather than generating bubbles, several applications are based
on the use of bubbles attached to different surfaces or devices. The progressive under-
standing of microbubbles physics and their performance when subjected to different
external processes, such as electrical (Di Bari and Robinson, 2013; Van Der Linde
et al, 2017) and -specially relevant- acoustic/mechanical excitation (Marmottant and
Hilgenfeldt, 2004; Gelderblom et al, 2012), has broadened microbubble applications.
Fluid motion control (Bolan˜os-Jime´nez et al, 2017), mixing or microswimming (Bertin
et al, 2015) are some examples of the latter. Here, the precise control of the interface
is what generates the desired output.
Regarding the fluids employed in the previously described applications, microbub-
bles were initially generated in Newtonian liquids, such as water, glycerol or acetone
(Gana´n-Calvo and Gordillo, 2001; Garstecki et al, 2006), and later on for biological
purposes in liquids such as blood, plasma or similars (Bento et al, 2017). In ultra-
sound imaging, coatings such as lipids, phospholipids, polymers, particles, proteins as
well as different gases: perfluorocarbon or octafluoropropane are used. In the recent
decades, microbubbles for the production of new materials has broadened their study
to non-newtonian fluids, specially polymers (Studart et al, 2006; Quell et al, 2015;
Laborie et al, 2016).
1.2 Microdevices and working regimes
The pursuit of small, narrowly-distributed and controllable microbubbles, while si-
multaneously mass-produced, has broken into the research on microfluidic devices, as
an attractive method capable of producing the characteristics needed in most of the
applications described in the previous section. Nowadays, microbubbles generation
methods have diverged from the membrane filters, agitation or sonication procedures
initially (but still) employed in the industrial mass-production of bubbles. Although
simple and cheap, these initial procedures have a poor control on bubble diameter
and size distribution. The ultrasonic bath based on sonication techniques, or the use
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of membrane filters for fish and algae farming and sewage treatment might be some
examples of the latter. If non-exhaustive bubble size control but high production rates
are required, as it could sometimes be the case in, for instance, sewage treatment or
food industry, these procedures might still be used. However, microfluidic devices are
chosen if their benefits in terms of bubble diameter and size distribution control want
to be acquired.
Microfluidics devices, where liquid and gas flows converge to form microbub-
bles, have characteristic channel dimensions between micrometers or hundredth of
micrometers and can be implemented in axisymmetric and planar configuration. A
wide range of devices have been developed in the last three decades (Garstecki et al,
2005; Rodrı´guez-Rodrı´guez et al, 2015). Flow focusing, -both planar (Gordillo et al,
2004; Garstecki et al, 2004) and axisymmetric (Gana´n-Calvo and Gordillo, 2001)-,
T-junctions (Garstecki et al, 2006; Dollet et al, 2008), and cross-junctions (Castro-
Herna´ndez et al, 2011) are those with the strongest boost.
Axisymmetric geometries imply three-dimensional designs by means of concen-
tric capillary tubes, as it is the case of the well-known axisymmetric flow focusing.
Here, a focusing effect is added by forcing both, liquid and gas flows, through a small
constriction or aperture of diameter D. The axisymmetric flow focusing device is
characterized by the exit channel length L and the distance between the gas inlet
and the exit channel, H. On the other hand, planar configurations take advantage of
techniques like micromachining or the popular and low-cost soft lithography (PDMS),
which allows the direct visualization of the flow and an easier production. T-Junction,
cross-junction, and planar flow focusing are commonly implemented in soft lithog-
raphy. Nevertheless, combinations of the three-dimensional devices properties and
planar mass-production methods are been also explored during the last years (Castro-
Hernandez et al, 2016; Zhang et al, 2014).
Among these microfluidics devices, three global regimes can be identified: (i) a
squeezing regime, where bubbles are formed at the entrance of the outlet channel by
blocking it, (ii) a jetting regime, characterized by the generation of a jet that breaks
up into bubbles, and (iii) a bubbling regime, where bubbles are formed from a cone-
like shape at low production rates. Each regime characterizes a microfluidic device
and displays its optimal performance under a combination of geometry and working
conditions. Figure 1.1 shows these four main devices, which are now further described.
T-junctions are simple but robust devices, working in squeezing regime. The
gas flow plugs the exit diameter and the bubble is generated once the liquid pressure
rises enough and overcomes the gas blockage. The pinch-off process in this regime
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b) Cross-junction c) 2D Flow focusing d) 3D Flow focusing a) T-junction
Figure 1.1: Most popular microfluidic devices, including their working regimes and
characteristic bubble size db: a) T-junction, b) cross-junction, c) planar flow focusing
and d) axisymmetric flow focusing. Dark blue denotes liquid and light blue gas.
commonly results in bubble diameters of the order of the device exit diameter D.
Cross-junctions allow the formation of bubbles considerably smaller than the
characteristic geometric length due to its jetting condition. Here, the length of the
exit channel, L, is much longer than the exit diameter D, L∼ 10D, stabilizing the first
milliseconds of the generated bubble trail. A steady tapering gas meniscus arises, from
which bubbles are ejected, thus ensuring the production of monodisperse microbubbles
at high and controlled production scales. The meniscus can be further stabilized by
forcing the gas to follow a preferential path, for example, controlling the wetting
conditions of the channel or by etching a relief at the entrance of the exit channel.
Planar flow focusing devices, on the contrary, have an exit channel with a length
L of the same order than the its diameter D, L∼ D. The exit channel also tends to be
narrower than the inlet channels width. This constriction forces the device to work in
a squeezing regime, where bubbles block the exit channel before being formed.
Last but not least, axisymmetric flow focusing, the originator of the planar flow
focusing device, tends to create a bubbling regime. At the end of the gas feeding
channel, an attached gas cusp, which size and form depend on the surface tension, is
formed and a steady short ligament rises due to the focusing liquid flow. Monodisperse
bubbles at high production rates are formed. This bubbling regime can be distinguished
from the jetting regime by the jet length, which reaches 2 or 3 times the jet diameter
in the jetting regime. Nonetheless, the air meniscus can be further stabilized to allow
the device to work in jetting conditions and thus, reducing the achievable bubble size,
as is accomplished with the Swirl flow focusing device introduced in the present thesis.
Concerning their advantages and drawbacks, the different microdevices reported
here are in some way restricted in terms of the achievable absolute flow rates, although
the use of planar lithography aims to reduce this limitation. Monodispersity is a
common advantage, and those devices working in squeezing regime ,T-junctions and
planar flow focusing, show a noteworthy low PDI. Nevertheless, these devices are
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limited to lower generation frequencies and higher bubble diameters compared to
those working in the jetting regime, such as cross-junctions, with same geometrical
dimensions. Last but not least, clogging is one of the most critical factors, limiting
liquids and achievable bubble sizes. Thus, due to the need of lower channel dimensions
for a desired bubble size, squeezing regime working devices suffer more clogging
problems than devices operating in the jetting regime.
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Novel swirl flow-focusing microfluidic device
for the production of monodisperse
microbubbles∗
A novel swirl flow-focusing microfluidic axisymmetric device for the generation of
monodisperse microbubbles at high production rates to be used as in-line contrast
agents for medical applications is presented. The swirl effect is induced upstream of
the discharge orifice by a circular array of microblades which form a given angle with
the radial direction. The induced vortical component on the focusing liquid stabilizes
the gas meniscus by the vorticity amplification due to vortex stretching as the liquid is
forced through the discharge orifice. The stabilized meniscus tapers into a steady gas
ligament that breaks into monodisperse microbubbles. A reduction up to 57% in the
microbubble diameter is accomplished when compared to conventional axisymmetric
flow-focusing microdevices. An exhaustive experimental study is performed for various
blade angles and numerous gas to liquid flow rate ratios, validating previous VoF
numerical simulations. The microbubbles issued from the stabilized menisci verify
prior scaling law of flow-focusing.
∗Published as: Irene Arcos-Turmo, Miguel A´ngel Herrada, Jose´ Marı´a Lo´pez-Herrera, David
Fernandez Rivas, Alfonso M. Gan˜a´n-Calvo, and Elena Castro-Herna´ndez. ”Novel swirl flow-focusing
microfluidic device for the production of monodisperse microbubbles.” Microfluidics and Nanofluidics
22, no. 8 (2018): 79
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2.1 Introduction
Microbubbles represent not only the obvious counterpart of sprays to diffuse a fluid
phase enclosed by surface tension into the environment. Here, the environment is
a liquid. Given its enormous inertia combined with high surface tension forces at
small scales, the generation, manipulation and dynamics of microbubbles possess
unique features not found in any other system. The behavior of microbubbles is often
counterintuitive, and generally nonlinear (Marmottant et al, 2005).Thus, the physics
involved is drastically dominated by very large inertia effects of the environment and
the compressibility of the microbubbles. That compressibility combined with their
surface properties make them perfect devices for some critical tasks: in biomedical
applications, as contrast agents, or as vehicles for drug delivery, or gene therapy by
sonoporation (Takahashi, 2005; Ferrara et al, 2007).
As a proxy to qualify the importance of microbubbles as established devices or
tools in medicine, one may compare the relative percentages of scientific articles
published mentioning certain combinations of keywords. For example, one may use
public databases to assess that the percentage of papers mentioning “ultrasound”, and
“microbubbl*” or “micro-bubbl*” over the total has stabilized around 0.024% over
the last ten years. The vast majority of them use the ultrasound-microbubble coupled
dynamics as the key device to produce benefits in “cardio*” or “cancer*” related
applications (Wei et al, 1998; Kennedy et al, 2004). For example, this is comparable to
the weight of “amiodarone”, the most widely used antiarrhythmic drug, in cardiology
publications (0.05% of papers over the last five years), which illustrates the social and
economic importance of microbubble-contrast agents in certain medical fields. In this
regard, one may verify that the number of papers mentioning “cardio*” and “cancer*”
have stabilized at 3.5% and 6.8%, respectively, over the last hundred years, making
them the highest concerns of medicine since long ago. For applications in these fields
as contrast agents, to achieve the highest possible efficiency and to minimize gas
infusion and adverse effects, reducing the microbubble size and its dispersion as much
as possible is of paramount importance: a focused, single frequency excitation is the
best way to manipulate swarms of microbubbles in a liquid (generally, blood) stream.
Thus, the search of physical principles and development of technologies to produce
the highest possible surface (or minimum microbubble size) per unit input energy,
concentrated around a single size value (monodispersity), has fueled an immense
collective effort. Almost unfailingly, the solutions proposed for the efficient one-step
generation of microbubbles make use of microfluidic designs. In general terms, mi-
crofluidics has co-evolved driven by strong expectations in the areas of biomedicine
and new materials (Whitesides, 2006). Here, microfluidic devices have demonstrated
to be an attractive method to mass-produce narrowly distributed micron size microbub-
bles in a wide range of liquids (Gan˜a´n-Calvo and Gordillo, 2001; Anna et al, 2003;
Garstecki et al, 2006). Several microfluidic techniques have been developed in the last
12
CHAPTER 2. SWIRL FLOW-FOCUSING
Figure 2.1: SEM image of the 60◦ blade swirl flow-focusing microfluidic device.
decade, being the T junctions, cross junctions and flow-focusing designs those with
the strongest boost.
Despite their differences, two global regimes can be identified: (i) a bubbling
regime, where bubbles are formed right at the tip of the injection tube (axisymmetric
case) or at the entrance of the outlet channel (planar case), and (ii) a jetting regime
characterized by the generation of a jet that breaks up into bubbles (Gan˜a´n-Calvo and
Gordillo, 2001; Gan˜a´n-Calvo, 2004; Gan˜a´n-Calvo et al, 2006). These designs can
be implemented in axisymmetric geometries (Gan˜a´n-Calvo and Gordillo, 2001), by
means of concentric capillary tubes, or in planar configurations using techniques such
as soft lithography or micromachining. Bubbles generated by planar flow-focusing
devices (Garstecki et al, 2004, 2005) and T junctions (Garstecki et al, 2006; Dollet
et al, 2008) have usually diameters of the order of the device geometry as a result of
the pinch-off process of either the bubbling or squeezing regimes. It is by forcing
both, the liquid and gas streams, through a small aperture or constriction, using flow-
focusing (Gan˜a´n-Calvo and Gordillo, 2001) or cross junctions (Castro-Herna´ndez
et al, 2011), that it is possible to achieve bubbles whose size is considerable smaller
than the characteristic geometric length. Flow-focusing ensures the production of
monodisperse microbubbles at high and controlled production scales. The strong
focusing effect created at the constriction induces the formation of a steady tapering
gas meniscus, from which bubbles are ejected.
In this work, we propose a robust one-step method to controllably produce small
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monodisperse microbubbles in an aqueous liquid stream at high production rate, to be
employed -among other uses- as contrast agents for medical applications: a novel swirl
flow-focusing (SFF) microfluidic device. The essential geometrical difference of our
device with respect to all previous implementations is the presence of a circular blade
array, concentric to the exit channel, that forces the liquid to swirl around the exit
hole (see Figure 2.1). The centrifugal forces created by the swirl originate an intense
pressure gradient in the radial direction, stabilizing the gas meniscus and focusing the
gas into a short steady gas ligament. Thus, the imposed swirl enables the formation
of a tapering meniscus for a wider range of working experimental conditions than in
common flow-focusing. This extends the robustness and versatility of co-flow designs
to mass produce very small microbubbles to inaccessible parametrical ranges to other
known configurations.
2.2 Materials and methods
2.2.1 Microfluidic chip design and fabrication
The SFF microfluidic device creates the swirl effect by forcing the liquid through
a circular blade array, concentric to the exit channel and tangent to the liquid flow.
Although the microchip design is 3D, the fabrication process is not. Basically, it
consists in a regular 2D engraving into one of the microfluidic chip slabs. Two
concentric 50µm filters were placed prior to the blade array to homogenize and
filter the liquid flow and to reinforce the rigidity of the chip structure. Based on the
numerical results obtained using 3D CFD simulations (FLUENT) the following blade
parameters were selected: the closest radial position of the blades to the exit channel
R1 = 150µm, the blade length L = 200µm, its width W = 20µm, the number of
blades n = 8 and the pith angle α = 0◦, 40◦, 60◦ and 80◦. Rectangular blades were
chosen for fabrication simplicity. The blades height was equal to the height of the
chamber H = 30µm.
The device is made up of a glass wafer (100 mm diameter, 1.2 mm thickness,
Borofloat 33; Schott Germany) containing the outlet hole and a silicon wafer (p-type,
5-10 Ohm cm resistivity, 100 mm diameter, 525µm thickness, {100} crystal orien-
tation; Okmetic Finland) which has both, the gas and the liquid inlet holes, and the
microfluidic chamber as shown in Figure 2.2.
The L = 1.2 mm thick Borofloat glass wafer was processed by FEMTOprint SA
(Switzerland) using their 3D microstructuring technique to create a hole with a diame-
ter D = 80µm, throughout the entire thickness of the glass wafer assuring a perfect
alignment between the gas inlet and the emulsion outlet. The use of glass has a double
purpose: (i) since L/D=15, it serves as a microbubble collection channel and (ii) it
allows the transversal view of the exit channel.
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Figure 2.2: (a) Sketch of the swirl flow-focusing microfluidic device. (b) Closer view
displaying the inner filter and the circular blade array. (c) Sketch of the imposed
swirl leading to the formation of a stable gas meniscus that breaks into monodisperse
microbubbles.
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On the silicon wafer, a 500 nm thick silicon oxide layer was grown by wet
oxidation. Subsequently, the pattern of the microfluidic chamber was transferred via
standard photolithography and plasma etching into the silicon oxide layer (Adixen
AMS100; Adixen France). The photoresist was removed and a new photolithography
step was performed with the mask containing the pattern of the inlet holes. Using
deep reactive ion etching (Bosch process, Adixen AMS100; Adixen France) the
80µm inlet holes were etched into the silicon until the silicon oxide on the backside
of the wafer was reached. The photoresist was removed and the remaining silicon
oxide layer was used as a hard mask to deep reactive ion etch the H = 30µm deep
microfluidic chamber. After cleaning, the silicon oxide was removed by etching in
50% hydrofluoric acid and the wafer was oxidised a second time with the newly
formed 1µm thick oxide layer striped afterwards. These last steps were performed in
order to remove any residual silicon structures smaller than 1µm, which might have
remained at the location of the inlet holes due to the combination of the two deep
reactive ion etching steps.
Prior to bonding, the glass wafer and the silicon wafer were cleaned in a Piranha
solution for 15 minutes. The wafer pair was aligned in a mask aligner (EV620
maskaligner; EVG Austria) and the anodic bonding was performed in a vacuum at
400◦ C for 1 hour with 800 Volt applied (EV-501 Anodic Bonder; EVG Austria). As a
final step, the bonded wafer stack was diced into chips (Disco DAD 321, Disco Japan)
with adhesive foil protecting the in and outlets from contamination.
2.2.2 Experimental setup
The swirl flow-focusing microfluidic device was mounted on a xyz stage for precise
translation. A high-speed camera (Shimadzu HPV2) with a resolution of 312×260
px2 when operated at an acquisition rate of 1 Mfps, combined with a flash light source
(WalimexPro VC600), was placed perpendicularly to the glass outlet channel.
The continuous phase was Milli-Q water. The surface tension between air and
water σ was lowered from 72 to 40 mN/m by adding a 2% (w/v) of Tween 80 (Sigma
Aldrich) to the water. The liquid flow rate Ql is controlled by means of a high-precision
syringe pump (Model 11 Plus, Harvard Apparatus). The precise control of the gas
flow rate Qg requires imposing a pressure gradient pg through a pressure regulator
(11-818-100, Norgren) and is measured using a digital manometer (Digitron 2030P).
To avoid fluctuations in the gas flow rate the air was injected through a fused silica
tube with 0.2m in length and 75µm of inner diameter. In order to prevent channel
clogging by dust particles, an in-line filter (Parker, 0.01µm ) was added to the gas
flow line. The swirl flow-focusing chip is connected to the gas and liquid flow lines
using peek Nanoports (Assemblies, Nanoport, Upchurch Scientific).
The bubble diameter db and bubbling frequency fb of at least 100 images, are
measured via image processing (ImageJ). Knowing db and fb, the volumetric gas flow
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rate is determined as Qg = pid3b fb/6. For low gas to liquid flow rate ratios, where
bubbles tend to have a more elongated shape, the equivalent diameter was likewise
calculated.
2.3 Results and discussion
Monodisperse bubbles (polydispersity index PDI ∼ 5%) ranging in size between 6µm
and 110µm and at a high production rate ( fb ∼ 105 Hz) were generated. Bubbles
with diameters below 13µm experience a higher PDI due to the high-speed camera
resolution. We accomplished ∼ 1000 experimental points varying the liquid flow rate
from Ql = 0.5 ml/min to Ql = 1.75 ml/min and selecting gas pressures from pg = 200
mbar to pg = 2300 mbar, corresponding to flow rate ratios between Qg/Ql = 0.01 and
Qg/Ql = 1.
The chosen liquid flow rate range covered both, the bubbling regime (lower values)
and the jetting regime (higher values). In presence of high liquid flow rates, specially
above Ql = 1.75 ml/min, bubble jet formation becomes increasingly susceptible to
perturbations, preventing the meniscus formation due to gas compressibility effects
and hydrodynamic feedback. Gas pressure was selected to ensure bubbling and was
gradually decreased until no bubbles were ejected.For the range of liquid flow rates
investigated here, Re = ρlvbD/µl ∼ O(700), being ρl and µl the liquid density and
viscosity, respectively, and vb the velocity of the bubbles at the exit channel. This
estimation indicates that the flow at the exit channel is laminar.
Figure 2.3 shows the effect of increasing the liquid flow rate Ql for a 60◦ blade
SFF microfluidic device and a constant value of the gas pressure pg confirming the
VoF numerical predictions of Herrada and Gan˜a´n-Calvo (2009). Increasing the water
flow rate results in smaller bubbles and higher breakup frequencies but also narrows
the Ql range where monodisperse bubbles can be generated. The same trends were
experimentally observed for all the SSF microchip blade angles. Bubbles of 6 µm in
diameter at a production rate of 2.14 ×105 Hz can be obtained when the 60◦ blade
SFF microdevice is used under the appropriated operating conditions.
Figure 2.4 displays the effect of increasing the SFF microchip blade angle for a
constant value of the gas to liquid flow rate ratio Qg/Ql. Accordingly to the VoF numer-
ical simulations presented by Herrada and Gan˜a´n-Calvo (2009), larger values of the
SFF microchip blade angle results in smaller bubbles and higher breakup frequencies
but also restricts the Ql range where monodisperse bubbles can be generated.
In order to have a reference case for the comparison between different blade angles,
a 0◦ SFF device was fabricated. If a conventional FF device is compared with a SFF,
the breakup mechanism and the pressure drop might be completely different and the
achieved reduction in bubble size could not be correctly accounted for. A reduction






Figure 2.3: Series of images showing the effect of increasing the liquid flow rate for
a 60◦ blade swirl flow-focusing microfluidic device and a constant value of the gas
pressure: (a) Ql = 0.5 ml/min, pg = 851 mbar, db = 77.03µm, fb = 1.01×104 Hz;
(b) Ql = 1 ml/min, pg = 876 mbar, db = 36.57µm, fb = 8.11×104 Hz; (c) Ql = 1.5
ml/min, pg = 847 mbar, db = 13.17µm, fb = 2.92×105 Hz.
Figure 2.4: Series of images showing the effect of increasing the swirl flow-focusing
microfluidic device blade angle for a constant gas to liquid flow rate ratio Qg/Ql =
0.07: (a) 0◦, Ql = 1 ml/min, db = 45.15µm, fb = 2.42×104 Hz; (b) 40◦, Ql = 1.25
ml/min, db = 28.64µm, fb = 1.19×105 Hz; (c) 60◦, Ql = 1.5 ml/min, db = 23.72µm,
fb = 2.5×105 Hz.
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Figure 2.5: Bubble diameter versus microbubble production frequency for different
blade angles. The indicated swirl factor S is the tangent of the blade angle in this work.
The color codes for each liquid flow rate are also indicated.
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Figure 2.5 shows the bubble diameter db (µm) versus microbubble production
frequency fb (Hz), for different blade angles. The effect of the swirl is clearly shown
in this figure: the swirl factor is defined as S = tan(α). This factor is expected to
be approximately concurrent with that defined in Herrada and Gan˜a´n-Calvo (2009),
since the blade angle α approximately defines the ratio of tangential to radial speeds.
According to conservation of mass and angular momentum (excluding the many
different boundary layer effects taking place), this ratio is expected to be approximately
conserved when the liquid is eventually discharged through the outlet channel. In the
absence of swirl (Figure 2.5(a)) the bubble size is modestly reduced by increasing the
frequency of bubbling (i.e. reducing the gas flow rate). In contrast, a drastic decrease
in the bubble size can be observed in the presence of swirl (Figure 2.5(b)) around a
critical frequency range, indicating a transition associated to the stabilization of the
gas meniscus and the presence of jetting. This is coincident with what was described
in Herrada and Gan˜a´n-Calvo (2009). One can also observe that the increase of swirl
(figures 2.5(c) & (d)), or the liquid flow rate over certain levels do not necessarily
afford much better results in terms of a clear and reproducible decrease of bubble size,
owing to the increase flow instabilities and incipient turbulence.
To further represent our results in the framework of prior physical understanding,
Figure 2.6 depicts the microbubble diameter normalized with the exit channel diameter
db/D as a function of the gas to liquid flow rate ratio Qg/Ql for different SFF microchip
blade angles (0◦, 40◦, 60◦ and 80◦) and three representative liquid flow rates (Ql =0.5,
1 and 1.5 ml/min). The figure shows two perfectly differentiable trends related to the
two existing regimes. The experimental points corresponding to a bubbling regime,
where no stable meniscus is created, are in the upper blue region, above the black
solid line. By contrast, the experimental points where the combination of the swirl and
flow-focusing effects enables the formation of a stable meniscus are in the lower green
region, following the black solid line. In the latter situation, bubbles considerably
smaller than the characteristic geometric length are ejected.
The black solid line in Figure 2.6 represents the scaling law presented by Gan˜a´n-
Calvo (2004) using conventional axisymmetric flow-focusing devices
db/D = η (Qg/Ql)0.4 , (2.1)
where η = 1.1 is a universal constant. In this work, we have found a slight deviation
(η = 0.9) in the coefficient proposed by Gan˜a´n-Calvo (2004) due to a vena contracta
effect. The high aspect ratio between the chip chamber height H and the exit channel
diameter D, combined with the sharp edge of the entrance of the exit channel leads to
a smaller effective exit diameter. The inclusion of the two colored regions constitutes
a visual help to easily distinguish between the bubbling and the jetting regimes. The
intent is not to give an exact separation (since transitions are never neat) but to be an
eye guide for the reader. The straight boundary is chosen accordingly to the power-law
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Figure 2.6: Dimensionless bubble diameter versus gas to liquid flow rate ratio for
different microchip blade angles and increasing values of the liquid flow rate: a)
Ql = 0.5 ml/min; b) Ql = 1 ml/min; c) Ql = 1.5 ml/min. The black solid line is the
power-law fit proposed by Gan˜a´n-Calvo (2004). The upper blue region corresponds
to a bubbling regime whereas the lower green region relates to a jetting regime. The
colored regions are not an exact boundary but an eye guide for the reader to easily
distinguish between the bubbling and the jetting regimes.
fit proposed by Gan˜a´n-Calvo (2004) which is followed by our experiments. The same
boundary is used for the three plots in Figure 2.6.
The figure also manifests that both regimes, bubbling and jetting, can be obtained
for a particular gas to liquid flow rate ratio and a given SFF microchip blade angle. Not
only is gas to liquid flow rate ratio (Qg/Ql) relevant to reach a jetting regime, but also
their absolute flow rates (Qg and Ql). For instance, in Figure 2.6 (c) for a gas to liquid
flow rate ratio Qg/Ql = 0.1 we have two completely different experimental points: (i)
a microbubble produced in the bubbling regime with a dimensionless bubble diameter
db/D= 0.57, a gas flow rate Qg = 0.15 ml/min, a liquid flow rate Ql = 1.5 ml/min and
a production rate fb = 4.16×104 Hz and (ii) a microbubble produced in the jetting
regime with a dimensionless bubble diameter db/D = 0.37, a gas flow rate Qg = 0.14
ml/min, a liquid flow rate Ql = 1.5 ml/min and a production rate fb = 1.42×105 Hz.
The transition between both regimes is a delicate boundary that can be crossed with
a change in gas pressure of just a few milibars. This sensitivity to small changes is
especially present for a blade angle equal to 0◦. As soon as the blade angle increases,
the possibility of two different regimes for similar operating conditions disappears,
which strongly reinforces the convenience of the swirl flow-focusing configuration.
The transition from bubbling to jetting regime can be accomplished (for a fixed
geometry and fluids) by increasing the liquid flow rate, as it was previously seen
in Figure 2.3. Our experimental study demonstrates that this transition can also be






Figure 2.7: (a) Numerical simulation illustrating an undulating bubble train. (b)
Image showing the experimental undulating bubble train for a 40◦ blade angle SFF
microdevice, Ql = 1.75 ml/min, pg = 1341 mbar, db = 18.45µm, fb = 3.6×105 Hz.
the increase of liquid flow rate and microchip blade angle. Furthermore, the stronger
the swirl is, i.e. higher the blades angle, the lower liquid flow rates are needed to work
on jetting conditions. Thus, the shift to jetting is reached more easily thanks to the
imposed swirl. The transition occurs around Ql = 1.5 ml/min using 0 ◦ blade angle
chips, but decreases to 1.25 ml/min for 40 ◦ blade angle microchips and to 1 ml/min for
60 ◦ and 80 ◦ microdevices. We observed a plateau on the swirl general performance
above 60 ◦ blade angle, related to the previously observed drastic decrease of the effect
of swirl over an optimal strength (see Herrada and Gan˜a´n-Calvo (2009)). Part of that
decrease could be attributed to the enhancement of perturbations.
Figure 2.7 shows the bubble train undulation predicted by the VoF numerical
simulations and its experimental observation. The simulation was previously obtained
by Herrada and Gan˜a´n-Calvo (2009) for pure water (without surfactant) and imposing
numerically a swirl on a conventional axisymmetric Flow-Focusing device. This
undulation is due to experimental perturbations, such as dust particles, that may
disrupt the axial symmetry of the jet. It also confirms that there is no bubble size
change despite the trajectory deviation, which was forced in the simulations and
naturally occurred in some experimental cases. The helicoidal trace followed by the
bubbles is the result of the imposed liquid swirl, migrating the bubbles towards the
regions of lower pressure at the axis of the liquid vortex.
Lastly, experiments with ultra-pure MiliQ water (without surfactant) were also
conducted. The results showed an overall similar behavior, although the increase of
surface tension favored the presence of hydrodynamic feedback. Consequently, the




A novel swirl flow-focusing microfluidic device for the production of monodisperse
microbubbles at a high production rate is presented. The swirl effect is achieved
thanks to the rotation induced by a circular array of microblades turned a certain angle.
The addition of a swirl component into the focusing liquid stabilizes the gas meniscus
from which a steady gas ligament issues breaking into monodisperse microbubbles.
Furthermore, the swirl is shown to expand the bounds of the jetting mode inhibiting the
dripping mode. As consequence of the extension of the jetting regime, a reduction up
to 57% in the microbubble diameter is accomplished when compared to conventional
axisymmetric flow-focusing microdevices.
Inspired by the numerical results of Herrada and Gan˜a´n-Calvo (2009) and Herrada
et al (2011), we perform 3D CFD simulations (FLUENT) to determine the most
promising geometric dimensions for the swirl flow-focusing microdevices. Based
on the simulations, silicon microchips with blade angles 0◦, 40◦, 60◦ and 80◦ were
fabricated. Working under the appropriate experimental conditions, monodisperse
bubbles (PDI∼ 5%) ranging in size between 6µm and 110µm and at high production
rate ( fb ∼ 105 Hz) can be generated. An exhaustive experimental study (∼ 1000
experimental points) is performed validating previous VoF numerical simulations and
complying with the flow-focusing scaling law proposed by Gan˜a´n-Calvo (2004). The
60◦ swirl flow-focusing microfluidic device shows the best performance, among our
tested chips, with a trade off between swirl effect and robustness against perturbations.
References
Anna SL, Bontoux N, Stone HA (2003) Formation of dispersions using flow focusing
in microchannels. Applied Physics Letters 82(3):364–366
Castro-Herna´ndez E, van Hoeve W, Lohse D, Gordillo JM (2011) Microbubble genera-
tion in a co-flow device operated in a new regime. Lab on a Chip 11(12):2023–2029
Dollet B, Van Hoeve W, Raven JP, Marmottant P, Versluis M (2008) Role of the channel
geometry on the bubble pinch-off in flow-focusing devices. Physical Review Letters
100(3):034504
Ferrara K, Pollard R, Borden M (2007) Ultrasound microbubble contrast agents:
fundamentals and application to gene and drug delivery. Annu Rev Biomed Eng
9:415–447
Gan˜a´n-Calvo AM (2004) Perfectly monodisperse microbubbling by capillary flow
23
focusing: An alternate physical description and universal scaling. Physical Review
E 69(2):027301
Gan˜a´n-Calvo AM, Gordillo JM (2001) Perfectly monodisperse microbubbling by
capillary flow focusing. Physical Review Letters 87(27):274501
Gan˜a´n-Calvo AM, Herrada MA, Garstecki P (2006) Bubbling in unbounded coflowing
liquids. Physical Review Letters 96(12):124504
Garstecki P, Gitlin I, Diluzio W, Kumacheva E, Stone HA, Whitesides GM (2004)
Formation of monodisperse bubbles in a microfluidic flow-focusing device. Applied
Physics Letters 85:2649–2651
Garstecki P, Gan˜a´n-Calvo A, Whitesides G (2005) Formation of bubbles and droplets
in microfluidic systems. Technical Sciences 53(4)
Garstecki P, Fuerstman MJ, Stone HA, Whitesides GM (2006) Formation of droplets
and bubbles in a microfluidic t-junctionn˜scaling and mechanism of break-up. Lab
on a Chip 6(3):437–446
Herrada MA, Gan˜a´n-Calvo AM (2009) Swirl flow focusing: A novel procedure for the
massive production of monodisperse microbubbles. Physics of Fluids 21(4):042003
Herrada MA, Gan˜a´n-Calvo AM, Lo´pez-Herrera JM (2011) Generation of small mono-
disperse bubbles in axisymmetric t-junction: the role of swirl. Physics of Fluids
23(7):072004
Kennedy J, Wu F, Ter Haar G, Gleeson F, Phillips R, Middleton M, Cranston D (2004)
High-intensity focused ultrasound for the treatment of liver tumours. Ultrasonics
42(1-9):931–935
Marmottant P, Van Der Meer S, Emmer M, Versluis M, De Jong N, Hilgenfeldt
S, Lohse D (2005) A model for large amplitude oscillations of coated bubbles
accounting for buckling and rupture. Journal of the Acoustical Society of America
118(6):3499–3505
Takahashi M (2005) Potential of microbubbles in aqueous solutions: Electrical proper-
ties of the gas - water interface. Journal of Physical Chemistry B 109(46):21858–
21864
Wei K, Jayaweera A, Firoozan S, Linka A, Skyba D, Kaul S (1998) Quantification
of myocardial blood flow with ultrasound-induced destruction of microbubbles
administered as a constant venous infusion. Circulation 97(5):473–483




A theoretical study on acoustic control of
microbubbles in planar flow focusing∗
Microbubble generation in microfluidic systems can be controlled via either active
or passive means. An example of active control is the mechanical excitation through
the induction of an acoustic streaming. Acoustic excitation has attracted significant
interest for tuning bubble size and has been studied experimentally. However, a
theoretical framework for the physics and parametric description of that tuning is
not ready yet. Computational analysis is currently an invaluable tool but few studies
have been reported so far. In this work, the generation of microbubbles in planar
flow focusing is numerically analyzed for an ample range of acoustic accelerations
and frequencies and for several contact angles. The effects on the formation and
size of the generated microbubble is investigated in the assumption of negligible gas
compressibility. The contact angle is found to have an influence of circa 20% on the
bubble volume, confirming its relevance. When applying acoustic excitation, the bubble
volume increases with the excitation amplitude until the system collapses by unrealistic
incompressibility demands. A theoretical dimensional analysis is performed, and
a key parameter is identified that exhibits a critical value for which the volume
reaches a maximum before the system collapses. Last, this study highlights current
critical capabilities and limitations of 3D CFD modeling techniques for microfluidic
multiphase flow devices.
∗Submitted to Microfluidics and Nanofluidics as: Irene Arcos-Turmo, Miguel A. Herrada, Say Hwa




Microbubbles are critical in an immense variety of natural and artificial phenomena
and their applications. Their intentional generation can be controlled by either active
or passive means. Exerting passive control of bubble size is limited to geometrical
design of devices (Herrada et al, 2015) or varying hydrodynamic forces, commonly
implemented by either controlling the pressures or flow rates of both gas and liquid
carrier for a given set of liquid properties (Gordillo et al, 2001; Garstecki et al, 2004;
Martinez, 2009; Castro-Herna´ndez et al, 2011). Active ways introduce a third variable
to control the system, such as magnetic, mechanical or electric forces, deeply studied
in droplet generation (Chong et al, 2016). Previous work done by Chong et al (2015)
revealed possible ways of controlling bubble size and distribution by means of an
acoustic input. They found a bubble volume increase for certain values of the acoustic
excitation. The experimental results showed a dramatic increase of the bubble size
at various excitation amplitudes corresponding to the resonance frequencies of the
piezoelectric transducer. The reported new active mechanical control could be of
considerable interest for tuning bubble size, given the fast response of the system, in the
order of 100ms, and constitutes a cornerstone for the present research. Nevertheless,
just a single excitation case was then analyzed.
A better understanding of the system response to excitation is of considerable
interest, specially if bubble size can be tuned by changing the acoustic excitation
parameters. Here, a first fundamental issue associated to the relative scales of normal
mode frequencies and excitation frequencies appear. In turn, normal modes gauge
the relative weight of gas compressibility, surface tension σ and flow streaming
effects. The first mode, corresponding to the lower frequency mode, is fundamentally
associated to the commensurate scales of gas compressibility and liquid inertia; its
frequency ωo is then proportional to
√
Peq/(ρR2o) (Plesset and Prosperetti, 1977),
where Peq is the internal gas pressure at equilibrium, ρ the liquid density, and Ro the
equivalent bubble radius. Higher modes fundamentally correspond to conditions –with
an increasing number of surface nodes– for which surface waves and surrounding
streaming around the attached issuing bubble resonate (Gan˜a´n-Calvo, 1991), which
yields natural frequencies proportional to σ/(ρR3o)with a prefactor that is proportional,
in turn, to the number of nodes.
Cavitation and enhanced ultrasound effects require excitation frequencies close
to the one of the first normal mode. These effects are forced in many applications
following different approaches; for example, introducing acoustic excitation with a
relatively ample spectrum of frequencies in polydisperse bubble solutions or using
bubble shoals with more or less uniform size and a single excitation frequency. On
the other hand, gas bubbles or vapor nucleation points of a certain scale (be those
microbubbles or surface irregularities) should obviously be present in cavitation.
Thus, mass production of microbubbles is in most cases a nearly universal main step
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in technologies using acoustic enhancement effects in multiple applications. Here,
microfluidics is technologically positioned at the top of potential solutions for mass
generation of microbubbles.
Producing bubbles of a controlled size by gas injection from a channel involves
the cyclic growth of bubbles attached to the channel outlet and their subsequent
cyclic detachment. During that growth and applying a fixed excitation frequency, the
bubble may reach a point of resonance. That detachment would result in stronger
oscillations, which suggests a way to control bubble size by the acoustic excitation
of the system at a certain frequency comparable to the first mode of the bubbles with
desired size. However, this simple idea finds a plethora of issues in its materialization.
First, the complexity of the channel outlet geometry at the point of intersection with
the ones of the carrier liquid, together with crucial effects like static-dynamic contact
angles, contact lines or anchorage conditions, makes the determination of resonance
frequencies extremely difficult and case-dependent. Second, introducing the acoustic
excitation is not a trivial issue since its frequency and amplitude are not the only
available degrees of freedom: the corresponding acceleration can be induced in any
three dimensional direction; in most cases, that direction is not even known a priori
when a piezoelectric actuator is attached to the system, since the latter affects the
dynamics of the former and viceversa.
Therefore, numerical simulations may be a feasible and probably the only viable
option to investigate the effect of the particular features of each system in the microflu-
idic generation of microbubbles. Microfluidic simulations are increasingly popular
due to its cost and accessibility, allowing a better understanding and precise control
of the modeled system. Multiflow simulations have been reported for axisymmetric
flow focusing (Herrada et al, 2011), cross-junctions (Salari and Dalton, 2015; Chin-
nov et al, 2016), T-junctions (Santos and Kawaji, 2012; Vega et al, 2014) and other
devices. Different Multiflow models are employed, such as VOF and the Level Set
Method (Chen et al, 2007; Wo¨rner, 2012). However, very few full three-dimensional
simulations have been reported till date (Cubaud et al, 2005; Dai et al, 2009; Santos
and Kawaji, 2010b; Herrada et al, 2013), most of them with axisymmetric conditions
(Herrada et al, 2011; Vega et al, 2014).
An overall consideration of the main issues arising in the three-dimensional nu-
merical simulation of these systems points to contact angle and attachment conditions
as the principal sources of variability, sensitivity and discrepancies with experiments.
Here, one of the best current reviews on wetting-dewetting, static and dynamic contact
angles, and contact lines is described by Bonn et al (2009). The complexity of the sub-
ject has hampered its appropriate implementation in current commercial CFD software,
though. In spite of this, the use of a macroscopic contact angle in the dynamics of
multiphase microfluidics is probably a commonplace in the analysis of a vast majority
of phenomena ranging from short to long timescales. Thus, to reasonably circumvent
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the complexity associated to the detailed analysis of a multiplicity of effects (down
to the molecular scale) is to assume a certain value of the contact angle. This value
should reflect the majority of associated effects observed for a given system. This idea
implies the investigation on those effects varying the contact angle as a free parameter,
observing for which value range a simulated system furnishes the best resemblance of
its real counterpart. If the real system is then subject to changes in surface tension or
wettability conditions, one can follow the same procedure to reflect those changes in
the contact angle. This procedure may allow the construction of valuable models for
CFD simulations of multiphase microfluidics systems.
In this work, the dependence of the contact angle and the applied acoustic excita-
tion on the formation of microbubbles in a microfluidic planar flow focusing, more
concretely a cross-junction, is studied using numerical simulations. Full 3D numerical
simulations are performed to model the microbubble generation process. To this end,
in the absence of any available alternative in existing software, we assume that a
macroscopic overall value of the contact angle should reasonably match observation
and simulation for a wide range of time scales. This study also reveals potential
explanations of the physic involved, highlighting a clear range for contact angle values
where simulations and observations agree well.
3.2 Problem definition
A planar cross-junction microdevice with a rectangular channel section of 100µm×43µm,
similar in geometry and dimensions to those employed by Chong et al (2015) in a
previous experimental work was selected. Inlet lengths were chosen so as to achieve
full laminar developed flow, see Figure 3.1. The cross-section was simplified to one
quarter due to symmetry. As for the phases, nitrogen gas (density ρg = 1.138kg/m3,
dynamic viscosity µg = 1.663×10−5 kg/ms) and mineral oil (density ρl = 840kg/m3,
dynamic viscosity µl = 0.03kg/ms) were chosen as the disperse phase and continuous
phase, respectively. Nitrogen is injected along the central channel in order to form the
microbubbles, whereas the mineral oil is perpendicularly introduced. Mineral oil flow
rate was fixed to Ql = 960µl/h and nitrogen gas flow rate to Qg = 302µl/h.
3.2.1 Contact angle
Surface tension, and thereby the contact angle, plays a fundamental role when dealing
with microfluidic devices. In microfluidics, where the surface to volume ratio increases,
inertia is overcome by viscous and interfacial forces. As previously mentioned, despite
the importance of the surface tension forces, the dynamic contact-angle treatment in
numerical commercial software is still underdeveloped. As an example, Fluent contact
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Figure 3.1: (a) Sketch of the numerical three-dimensional cross-junction geometry.
W = 100µm. (b) Closer view displaying the one-refinement mesh region dimensions.
angle treatment is currently restricted to the imposition of a constant body force term
at the Momentum equations. This term reflects the macroscopic effect of molecular
interactions of the different fluid species with the wall, leading to an effective contact
angle value when equilibrium is imposed at the cells where the three-phase contact






+∇ · (ρ~v~v) =−∇p+∇ · [µ(∇~v+∇~vT )]+~F
∂Ωi
∂ t
+~v ·∇Ωi = 0,
(3.1)
where Ωi defines the local phase fraction between phases: given the i−phase, Ωi = 1
in the i−phase domain and Ωi = 0 otherwise. Phase continuity demands ∑iΩi = 1
everywhere. The term ~F is the aforementioned body force term. This formulation
excludes the dynamic contact angle as well as the micro-liquid channel that could
actually be formed between the bubbles and the wall, which was deeply studied
by Ajaev and Homsy (2006) and Santos and Kawaji (2012). Such film provides
lubrication of the channel wall and enhances velocity slip. Thus, interface pinning is
more probable to occur in our simulation due to the present software. Moreover, the
contact angle between mineral oil, nitrogen gas and PDMS, which has to be fixed for
the simulations, is unknown a priori. Therefore, the dependence of the contact angle
on the bubble size is of highly valuable knowledge and constitute a fitting variable
or degree of freedom to fit the experiments. Thus, the effect of static contact angles
between 25◦ and 120◦ on the generated bubble size is analyzed, where the static





Figure 3.2: Contact angle definition. Side view of the cross-junction channel.
3.2.2 Acoustic Excitation
The acoustic excitation was modeled as a body force in the longitudinal direction x,
with a sinusoidal form of frequency ω and acceleration amplitude, called amplitude,
a, from this point forward. The body force was imposed as a source term using
a User Define Function (UDF). The entire domain is subject to exactly the same
imposed acceleration since the smallest wavelength in the solid corresponding to the
largest studied excitation frequency is about one order of magnitude larger than the
computational domain size. To rate the initial values of the both variables, Reynolds,














where ρl and µl are the density and viscosity of the continuous phase, σ is the surface
tension, vl is the liquid velocity computed at the entrance and W the characteristic
length of the channel, the predominance of interfacial and viscous over inertia forces
was confirmed and laminar conditions were proved, with Re v 10−2, We v 10−3,
and Ca v 10−2. The acoustic excitation amplitude a was selected to overcome both,
viscous and interfacial forces. First, an estimation to overcome the viscous forces was




which leads to an excitation amplitude of ∼ 2.000m/s2. Likewise, the critical Bond
number, Bocr = (ρl∆aW 2)/σ v 1, which correlates body and interfacial forces, lead
to an amplitude term of ∼ 6.000m/s2, in order to overcome the surface tension forces.
As a result, acoustic excitations for amplitudes between 10.000m/s2 and 10.000.000m/s2
and frequencies between 2krad/s and 2.000krad/s were studied. The parametric ex-
ploration was composed of 26 cases (13 for each contact angle).
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3.3 Numerical methods
Three-dimensional numerical simulations were accomplished using FLUENT CFD
Software provided by ANSYS 15.0.0 and a 68-processadors cluster. An unsteady
pressure-based solver with double precision was used. VOF multiphase model (Vol-
ume of fluid) based on an explicit time-marching scheme and an implicit body force
formulation was selected. This decreases diffusion while lightened the computational
time by means of the Courant number. The Courant number for each simulation
step is defined as C = u∆t/∆x, being ∆t the time step, ∆x the space interval and u
the velocity computed at each element. To ensure convergence, time steps ranging
from 10−7 s to 10−12 s were automatically adapted to ensure a global Courant number
lower than 0.5. SIMPLE scheme was chosen for the Pressure-velocity coupling and
equations were spatially discretized with Least Squares Cell Based for the Gradients,
PRESTO! (Pressure staggering options) for the pressure and Second Order Upwind
for the Momentum. The transient formulation was solved using the First order implicit
scheme.
Mass flow boundary conditions were employed for both inlets and Pressure outlet
for the channel exit. Modeling the gas inlet with Mass flow instead of Pressure inlet
boundary condition avoids pressure oscillations from moving upstream, which would
required a longer gas inlet channel to reduce them and thus, a significant increase in the
computational cost. Likewise, the exit channel, the time-bottleneck of the simulations,
was modeled as Pressure outlet to reduce computational instabilities derived from the
acoustic excitation.
The applied continuum surface force (CSF) model proposed by Brackbill et al
(1992) takes into account the surface tension effects by introducing an extra body
force term at the momentum equation. The static contact angle and surface tension
(σ = 0.033 N/m) have to be prescribed in advance (Wall adhesion model). Instead of
forcing a constant contact angle at the wall, it adjusts the interface normal of the cells
near the wall using the static contact angle, adjusting the curvature near the wall and
calculating the body force term previously mentioned (Santos and Kawaji, 2010a).
3.3.1 Mesh Quality vs. Computational Time
Interface tracking in multiphase flow problems requires full 3D-models to achieve
reliable and representative results (Santos and Kawaji, 2010b). Nevertheless, this
increases computational cost both drastically and exponentially. In the present study,
with high viscosity and an excitation of considerable frequency and acceleration, mesh
optimization becomes crucial and both, elements type and size, have to be carefully
chosen. The larger the element, the higher the numerical diffusion and tracking errors.
Quadrilateral elements are selected for a better solution convergence taking advantage
of the Workbench meshing software. Preliminary runs with a coarse or basic mesh
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were performed to achieve a better convergence while reducing computational cost.
Afterwards, the cross-junction region was adapted up to two times, reducing the
original element size by four. Figure 3.1 displays the cross-junction and refined region
dimensions. Element size ranged from 1.48µm for the basic mesh to 0.36µm for the
two-refinements mesh. The implementation of an even finer mesh was rejected due
to its disproportional high computational cost. As a rule of thumb, simulation time
cost using the basic mesh is of the order of days, whereas one-refinement simulations
require more than a week and more than a month when using two-refinements mesh.
3.3.2 Compressibility assessment
Gas density variations with respect to its density, δρg/ρg, of 5% is generally ac-
cepted as the incompressible limit. Numerical runs modeling the disperse phase as
a compressible fluid –Energy model– were performed before analyzing the acoustic
excitation influence. Considering a fixed gas flow rate, non-volumetric bubble os-
cillations should only be observed for an incompressible case, while a total bubble
volume fluctuation –corresponding to a volumetric mode– would be measured if
compressible phenomenon occurred. Cases centered in the studied excitation region
(ω = 200krad/s, a = 100.000m/s2) were selected and their total bubble volume moni-
tored, confirming a δVg/Vg < 2.5%. The acoustic excitation problem was therefore
modeled as incompressible, substantially reducing its computational cost.
3.4 Results
The bubble volume V was directly computed using the above simulation method. The
outlet gas flow rate was monitorized and compared with the inlet gas flow as a control
mechanism to account for numerical errors, reflecting flow rate deviations lower than
2.5%. The bubble diameter db was computed as db = (6V/pi)1/3. For cases where
bubbles tend to have a more elongated shape, the equivalent diameter was likewise
calculated. Monodisperse bubbles (PDI ≤ 1.15%), ranging in size between 84µm
and 93µm, at a production rate of ωg ∼ 103 rad/s were generated.
3.4.1 Contact angle
Figure 3.3 displays the microbubble diameter normalized with the channel width
W as a function of the imposed contact angle θ –for different mesh refinements–,
accounting for both, mesh sensitivity analysis and contact angle influence. The system
experiences a decreasingly bubble volume increase when the element size is reduced.
The biggest bubble volume difference between the cases with basic mesh and those
with one refinement is of 11%. However, this difference drops to 1.7% between cases
with one and two refinements. Due to the increasing computational cost and being
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Figure 3.3: Microbubble diameter normalized with the channel width W as a function
of the imposed contact angle θ for different mesh refinements. Basic mesh element
size is 1.48µm, one-refinement mesh 0.74µm and two-refinements mesh 0.36µm.
the bubble size results with two and one refinements quite similar, we determined
that reliable results for studying the excitation behavior could be obtained based on
one refinement. In fact, the mesh is seen to have little effect on the fluid dynamic
behavior of the system, ratifying our assumptions. Moreover, this choice reduces
numerical instabilities appearing at the mesh transition between the refined region
and the following non-refined exit channel, specially decisive when the bubble leaves
the refined domain. Two critical points are detected when incrementing the contact
angle: a first one, at 45◦, corresponding to the point in which the generated bubbles
start wetting the upper and lower walls of the exit channel cross section; and a second
point, at 120◦, in which the bubbles wet the four exit channel walls. By varying the
contact angle, the microbubble volume can differ as much as 21.4% –for the basic
mesh– and 17% –for the refined mesh–. The subsequent simulations applying acoustic
excitation were performed for 60◦ and 90◦ with one refinement, which best fitted the
experimental observations obtained by Chong et al (2015).
3.4.2 Acoustic excitation
The parametric sweep was composed of 25 cases. Figure 3.4 depicts the microbubble
volume with excitation, Vex, normalized by its volume without acoustic excitation, V ,
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Figure 3.4: Dimensionless bubble volume Vex/V as a function of the imposed am-
plitude a and frequency ω with contact angle of a) 60◦ and b) 90◦. Black crosses
represent cases that collapsed. Blue color darkness is proportional to Vex/V .
as a function of the imposed amplitude a and frequency ω and for the selected contact
angles: 60◦ and 90◦. Circles size and color are proportional to the normalized bubble
volume, Vex/V . Microbubble size increases with excitation amplitude until a limit
where the cases collapsed, represented by black crosses. The largest bubble volume
change due to acoustic excitation was of 72%. The PDI remained below 1.3% except
for the limit cases –those for which an amplitude increment would lead to collapse–.
Those limit cases could experience a PDI increment of up to 17%, showing a less
monodisperse behavior. The excitation frequency is correlated with the maximum
amplitude that the system can absorb but has otherwise little effect on the bubble
volume: the higher the frequency, the higher the amplitude that the system can absorb.
Figure 3.5 shows an example of the bubble generation where the bubble oscillation
can be observed (60◦ contact angle, ω = 20krad/s and a = 100km/s2) in comparison
with the same case without acoustic excitation.
Besides, the closer the excitation frequency is to the generation frequency (ωg ∼
1275rad/s on average), the more crucial the moment in which the excitation is added
is, playing a vital role for the global stability of the system. Cases with an excitation
frequency close to the generation frequency showed a sensible and chaotic behavior
and were therefore avoided. Although not too close, an example of the latter behavior
is the limit case ofω = 2krad/s, a= 100km/s2, where the generation process collapsed
with 60◦, whereas monodisperse bubbles were generated with 90◦. In fact, a very
stable production was found for the latter case because the moment in which the
excitation was added allowed the backwards oscillation to match the pinch off.
The observed collapse can occur due to physical effects derived from the excitation,
but mainly due to numerical reasons, such as the break down of the generated bubbles
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t = 0.19558 s
t = 0.19600 s
t = 0.19616 s
t = 0.19636 s
t = 0.19558 s
t = 0.19600 s
t = 0.19616 s
t = 0.19636 s
a) b)
Figure 3.5: Series of images showing simulated bubble oscillation for 60◦ contact
angle a) with an imposed acoustic excitation (ω=20 krad/s, a=100 km/s2) and b)
without acoustic excitation. In blue the carrier liquid, green the gas-liquid free surface
and red the solid surface in contact with the gas.
into many tiny bubbles or because of a few mesh elements with incongruous velocities
which develop in bubble break up. However, both cases are related. In experiments, gas
compressibility plays a smoothing effect on the system. Nevertheless, the numerically
imposed incompressibility, although overall correct, does not compensate pressure
peaks that appear on certain short-term instants. As a result, the numerical collapse
reveals in our study the limit from which incompressibility conditions can no longer
be imposed.
3.4.3 Dimensional analysis
Our system is characterized by the liquid and gas properties (ρl , ρg, µl , µg and σ ),
the channel cross geometry (W and h, where h = 0.43W in this work), the operating
parameters (Qg, Ql), the contact angle θ , and the excitation parameters (ω , a). Gas
density and viscosity play an irrelevant role on the bubble size compared to those of
the liquid. Operating parameters Ql and Qg are kept constant in this study.
Initially, we evaluate the strength or nonlinear character of the induced capillary
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waves. The two fundamental scales associated to the capillary waves are their charac-
teristic wavelength λ and their capillary waves amplitude la. The radius of curvature
associated to the capillary waves is given by R = λ 2/la and therefore, the balance of





Thus, the wavelength λ is proportional to (σ/ρa)1/2. On the other hand, taking
into account that the induced velocity va can be estimated as va ∼ ωla, as well as
va ∼ (ala)1/2, the amplitude can be defined as la ∼ a/ω2. Considering the ratio











measures the relative amplitude of the capillary waves with respect to their wavelength.
Depending on the values of G, the Reynolds number scales accordingly: i.e., given








the length L should be either la or λ depending on whether G is smaller or larger
than the unity, respectively (i.e., the smaller value of L between the two possibilities
should be always taken). Consequently, for G smaller or larger than unity, Rela =
(ρa2)/(µω3) or Reλ = [(ρσ3)/(µ4a)]1/4, respectively.
Figure 3.6 shows the ratio of the resulting bubble volume in the excited case over
the unexcited case Ve/V as function of Re and G. Interestingly, for G < 1, where
λ < la, one has that Ve/V ' 1, i.e. our experiments show that the acoustic excitation
does not exert an appreciable effect on the ejected bubble size. Both angles are plotted
together since contract angle are of second order variables with respect to G and Re.
However, for G > 1, numerical experiments show a dependency on Re as
Ve/V ' 1.9−0.65Re. (3.6)
Therefore, as one could expect, the system reflects a rather drastic behavior
depending on the values of G around 1, providing a neat picture on the validity of this
parameter to select the parametric regions of interest. In addition, our results show
that the system collapses (no regular bubble emission occurs) for values of G over
100 approximately. As a result, for 1 < G. 100 the system exhibits a quite simple
dependency with Re alone, with a maximum value of Ve/V around 2 for vanishing
Re. Last but not least, all cases tentatively explored for Reλ values over 1.4 resulted
in Ve/V ' 1 independently of G, where the surface tension limits the excitation effect.
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Figure 3.6: Three-dimensional plots of the bubble volume in the excited case over
the unexcited case Ve/V as a function of the two dimensionless numbers: Re and G.
Given that for G smaller than unity one always have Ve/V ' 1, we have used Reλ
values in the whole plot indistinctly.
3.5 Conclusions
In the present work, the formation of microbubbles in a microfluidic planar flow fo-
cusing configuration and its response to a lengthwise sinusoidal excitation is analyzed
by means of full 3D numerical simulations. In the first place, the influence of the
contact angle on the microbubble generation was studied. The contact angle treatment
in numerical commercial software is still underdeveloped, turning out to the a fitting
parameter with experimental work. The results showed a bubble volume change of
∼ 20% when sweeping between a contact angle of 25◦ and 120◦. In addition, the
rectangular shape of the channel cross-section revealed two bubble size peaks when
increasing the contact angle, corresponding to the moment in which the bubbles start
touching the respective cross-section walls. The refinement of the mesh was likewise
studied, confirming a similar physical behavior despite the level of refinement. The
selection of a medium mesh element size of 0.74µm on the cross-junction region
achieved a trade-off between computational cost and reliable bubble characterization
and 60◦ and 90◦ contact angle were selected, which best fitted the experimental obser-
vations.
The response of the system to the lengthwise sinusoidal vibration was character-
ized by a parametric exploration in excitation frequencies and accelerations for the
two contact angles: 60◦ and 90◦. A non-dimensional parameter G = la/λ measures
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the relative amplitude of the capillary waves la with respect to their wavelength λ
and defines the Reynolds number accordingly (Reλ , Rela). Our experiments show
that the generated bubbles are not appreciably affected by the acoustic excitation for
values of G lower than the unity or Re > 1.4, corresponding to low amplitudes and/or
high excitation frequencies. On the contrary, the effect of the excitation on the bubble
volume for cases G > 1 exhibits a linear relation with Reynolds. Bubble volume
increases with excitation amplitude, verifying previous experimental observations
done by Chong et al (2015). The frequency is correlated with the highest amplitude
that the system can absorb: the higher the frequency, the higher the amplitude limit.
Above this amplitude, the system collapsed, which corresponds to values of G over
100 approximately. What is more, the collapse caused by numerical reason revealed
in the present work the limit after which incompressibility conditions can no longer
be imposed.
To conclude, this work also highlights that numerical simulations of acoustic
excitations in 3D cross-junctions are extremely time-consuming, particularly for high
frequencies. If the interface oscillation is to be perfectly captured, the need of a
highly refined mesh makes the study even more expensive and time consuming. As a
consequence, full 3D numerical simulations dealing with highly excited microfluidic
devices are highly valuable but present several drawbacks in terms of required time.
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Acoustic excitation on cylindrical pinned
microbubbles. Rapid microsensor to diagnose
bacterial infection in COPD exacerbations ∗
The understanding of the dynamic acoustic response of a pinned microbubble repre-
sents the first step to the use of bubble shape modes as a diagnostic tool for complex
fluids, such as saliva or sputum in Chronic Obstructive Pulmonary Diseases (COPD)
clinical tests. Subject to an acoustic excitation with frequencies between 120 kHz and
320 kHz and amplitudes from 3 to 20V, the bubble 3D oscillation is measured using a
Digital Holographic Microscope (DHM). Bubble’s vibration modes and resonance
frequencies in the low-energy regime are characterized by means of a specifically
developed unwrapping and mode recognition code. The liquid surface tension is
related to the natural frequencies and estimated using them as fitting variables to the
experiments. Damping is also calculated from the experimental data. The presence of
harmonics and subharmonics is analyzed to ensure a linear regime.
∗to be submitted as: Irene Arcos-Turmo, A´lvaro Romero-Calvo, Guillaume Lajoinie, Elena Castro-
Herna´ndez, Michel Versluis, David Ferna´ndez-Rivas, “Acoustic excitation on cylindrical pinned mi-
crobubbles. Rapid microsensor to diagnose bacterial infection in COPD exacerbations”. (2019)
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4.1 Introduction
The use of crevices or artificial cavities on surfaces to control the microbubble loca-
tion and its dynamic has enabled new applications in biology, like microswimmers
(Bertin et al, 2015), cavitation for cleaning purposes (Verhaagen and Rivas, 2016) and
microfluidics, such as the control of liquid motion, mixing, or streaming (Bolan˜os-
Jime´nez et al, 2017), to name a few. Vibration modes have been studied mostly
theoretically (Plesset and Prosperetti, 1977) and for spherical bubbles (Versluis et al,
2010). Crevice bubbles subject to an acoustic streaming, highly dependent on the
input energy, have however been lately investigated despite their broad application
range (Gritsenko et al, 2018). On the one hand, bubbles respond in the low-energy
regime with linear oscillations and no cavitation or pinch off occurs. The problem has
been analytically studied by Gelderblom et al (2012) and Prosperetti (2012) in terms
of frequencies, modes or pit dimensions dependence. Likewise, the steady streaming
caused by the bubble interface oscillations has been experimentally analyzed (Wang
et al, 2013; Bolan˜os-Jime´nez et al, 2017). However, the few up-to-date available mea-
suring methods for low bubble oscillations amplitudes and high excitation frequencies
have so far limited their experimental research. The three-dimensional nature of the
bubble oscillation and its size constitute a drawback for its visual imaging and tracing
methods application too.
On the other hand, the use of higher energy inputs implies non-linear regimes,
where oscillations become non-linear and cavitation or instabilities, such as parametric
instabilities, can occur. Bubble shape modes can nonetheless throw a valuable infor-
mation in high-energy regimes too. A considerable amount of experimental 3D mode
studies have been reported for both spherical (Versluis et al, 2010) and pinned cylin-
drical bubbles (Wang et al, 2013). Versluis et al (2010) monitored the bubble shape
using an integrated multi- high-speed camera (Brandaris, UTwente), giving an insight
into the variability of modes depending on the bubble radius and driving pressure.
Wang et al (2013) measured the bubbles oscillations using an inverted microscope
and tracking particles, obtaining their shape modes and resonance frequencies using
Fourier decomposition into cosines. The study of pinned microbubbles oscillations
is not only restricted to their shape modes, but also to their possible harmonics and
subharmonics, standing and traveling waves (Xu and Attinger, 2007) and, more re-
cently, to their moving contact-line (Shklyaev and Straube, 2008; Xia and Steen, 2018).
The present research is focused on the experimental dynamic acoustic response of
a pinned microbubble interface and the obtention of the liquid properties from this
response. The shape modes and resonance frequencies of the bubble in the low-energy
regime are characterized, where either parametric oscillations nor bubble ejections
appear. To that purpose, similar configurations as those used by Bolan˜os-Jime´nez et al
(2017) were employed. One of the key novelties of the present project is the use of the
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Digital Holographic Microscope (DHM), which can provide 3D-reconstructions of
the bubble interface, as well as oscillation amplitudes in the range of nanometers. We
aim to present information not achieved before: the direct experimental shape modes
analysis of pinned microbubbles.
4.1.1 Application
Chronic Obstructive Pulmonary Disease (COPD) is a common preventable and treat-
able disease. Nonetheless, COPD is a leading source of morbidity and mortality
worldwide. Periodic exacerbations, defined as an acute change in the baseline condi-
tions that may warrant a change in regular medication, typically occur one to three
times a year. Its cause is believed to be due to complex interactions between the
host, bacteria, viruses, and environmental pollution, leading to an increase in the
inflammatory load. In the literature, it is suggested that 50−70% of exacerbations are
due to respiratory infections (including bacteria, atypical organisms and respiratory
viruses), 10% are due to environmental pollution (depending on season and geograph-
ical placement), and up to 30% are of unknown etiology (Sapey and Stockley, 2006).
Therefore, a correct and fast diagnosis is crucial for a proper treatment to the patient,
specially if antibiotics have to be administrated. Besides, the precise determination of
when to use antibiotics is urgently needed worldwide for the reduction of costs, side
effects and risks such as resistant bacteria.
However, no diagnosis method combines both reliability and fast-diagnosis. COPD
generally results in an increase in the mucus’ viscoelasticity, as well as coloration
change. Accurate tests, such as sputum culture or resistances tests, require several
days before detecting the presence of bacteria. Another procedure is to measure the
mucus’ macroviscosity with microrheometers. However, large discrepancies in sputum
viscoelasticity measurements are found in patients with chronic bronchitis, ranging
from 1Pa·s to 80Pa·s for viscosity at a constant shear rate of 0.4s (Lai et al, 2009).
Besides, these methods can modify sample properties, such as altering the molecular
structure due to high shear stresses or requiring immersion of magnetic particles
or fluorescent probes. The existing equipments lack portability, are mechanically
and electronically complex, and consume considerable amounts of energy (rotating
machinery, magnets, fluorescence probes, etc.). Cross-contamination risk between
samples is not negligible; and a limitation shared by most techniques is the volume of
sample to be analyzed (> 20µ l). All this results in subjective tests being more popular.
They are also based on the same principles of color and viscosity variations, but are
less time-consuming. Color is subjectively compared with Stockley’s Chart (Stockley
et al, 2000) and the viscoelastic properties changes are related to the mucus purulence,
a confusing term used by doctors stretching the mucus sample with the fingers until it
breaks. The filancemeter, a commercial device, requires well-calibrated samples with
poor reproducibility (63% variation for small volumes < 1µl and 16% for volumes
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< 5µl) (Zahm et al, 1986). Thus, our final goal is to fabricate a novel acoustic and
colorimetric microdevice to measure dynamic viscoelastic and color properties of
small quantities of sputum (< 15µl), disposable, contact free, with a short diagnosis
time and simple to understand. We strongly believe that a combinatorial analysis of
color and viscoelastic properties of sputum represents an affordable and fast diagnosis
tool. Thus, the first step is the study of the bubble modes and the extraction of
rheological information from the dynamics of an acoustically excited pinned bubble
in pure liquids. After that, complex fluids, both newtonian and non-newtonian, as well
as the colorimetric measurements will be addressed. The objective is to combine a
reliable colorimetric measurement with a novel acoustic concept: the correlation of the
surface deformation patterns of a bubble inside sputum samples with the viscoelastic
properties of healthy sputum: a concept not reported before.
4.2 Methods
4.2.1 Experimental Methods
Air bubbles are naturally entrapped in artificial crevices (or pits) patterned on silicon
substrates by plasma dry-etching (Fernandez Rivas et al, 2010; Zijlstra et al, 2015).
In this work, square shaped substrates (10mm width, 500µm thickness) containing
cylindrical micromachined crevices of 50µm diameter are used, in which the air is
naturally entrapped when covered by a fluid. The pit is connected underneath to
a pressurized air chamber, which enhances the control of the bubble curvature and
pinning height by means of a hydrostatic pressure regulator.
The substrate is accommodated on a cylindrical glass holder with a cylindrical
opening of 2mm depth and 14mm diameter. Once filled with ultra-purified water
(Milli-Q), the container is covered with a thin cover glass (Lamelles couvre-objet
Menzel-Gla¨ser 100µm thick) to avoid contamination and to ensure a constant volume
of liquid. The holder is attached to a cylindrical piezoelectric transducer (Ferroperm,
5mm thickness, 30mm diameter), which acoustically actuates the system, see Figure
4.1.
A sinusoidal excitation was applied to the piezo using the stroboscopic unit of
the Digital Holographic Microscope (DHM R1000 Lynce´e Tec, SA) and an amplifier
(Krohn-hite Corporation). Frequencies between 120kHz and 320kHz with 5kHz
steps, and voltages of 3, 5, 8, 10, and 20V were studied. Four bubble periods were
recorded at each frequency; the first of them was removed to suppress possible transient
behaviors. Stroboscopic imaging was employed to study the bubble shape modes in
steady state regime. Rectified mass diffusion contribution was neglected after running
several preliminary tests due to the low-energy regime and negligible temperature and
bubble volume changes.
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CD
Figure 4.1: Experimental set-up scheme. The substrate is accommodated into a glass
cylindrical holder and covered by a glass lamella after being filled. Pressure at the
substrate chamber is controlled by a hydrostactic pressure regulator.
The DHM is a dynamic 3D typography equipment, consisting in two coherent
666-nm laser beams: a reference and an object beam. The object beam is diffused
by the sample and interferes with the reference beam with a slight angle difference
between their propagation directions. The interference results in an hologram, see
Figure 4.3 in section 4.2.2, and is recorded by a CCD camera (Mikrontron EoSens
4CxP). A 63X microscope objective lens is employed. The wavefront deformation
during the reflection by the sample, called dephasing, is measured with respect to a
reference plane. Thus, the DHM measures the relative bubble’s motion with respect
to the substrate. By means of computational algorithms, both intensity and phase
information are extracted. The phase image can provide a shape reconstruction of the
sample. The extraction process is achieved by a commercial software (Koala, Lynce´e
Tec SA) and the reconstruction by a Matlab R© code specifically developed for the
present project (see section 4.2.2).
Despite the fixed DHM acoustic input to the transducer, which forces the excitation
at a certain frequency and voltage, the final excitation delivered by the transducer does
also depend on the piezo’s resonance frequencies, employed liquids and rest of the
component of the experimental setup. As a result, the linear to non-linear vibration
boundary can not be prefixed at a specific voltage and the energy delivered to the
bubble should be analyzed for each system. To this purpose, the piezo’s voltage,
intensity and phase were measured using a Digital Phosphor Oscilloscope (Tektronik
DPO 4034), a voltage probe (Tek P6139A, 10Mohm) and a 5.6 Ω resistance (Zijlstra
et al, 2015; Bolan˜os-Jime´nez et al, 2017). The power was studied for the cases of
15V and 20V in water, and for 3 , 5 , and 8V considering 20% and 40% glycerol
solutions. Figure 4.2a displays the dimensionless power absorbed by the piezo versus
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Figure 4.2: a) Power normalized with the maximum power for several cases varying
voltage and viscosity; b) Average response amplitude of the bubble 25x25 central
pixels versus applied voltage for a driving frequency of 170kHz. Data corresponds to
3, 5, 8, 10, and 20V in water and the solid line is a linear fit to the data (R2 = 0.436).
the applied frequency. The piezo’s response follows the same shape independently
of the applied voltage. Although the power is highly dependent on the excitation
frequency, no significant voltage variation within the studied frequencies was observed.
However, the analysis is limited to one frequency sweep for each case. Figure 4.2b
analyses the bubble response amplitude in water against voltage. A linear response
cannot be ensured due to the low linear factor obtained when the response amplitude is
linearized with respect to voltage. These results are in agreement with the dispersion
later observed in the experimental data, see section 4.4. Further experiments are to be
performed to confirm a linear excitation.
4.2.2 Analysis. Modal projection
To identify the presence of the different vibration modes, the bubble reconstruction is
performed based on the extracted phase images. Holographic reconstruction methods
are generally based on spacial unwrapping procedures. These procedures calculate
the bubble interface with respect to a previously defined reference point, which is to
be accommodated at the bubble’s surrounding substrate. However, the bubble is not
naturally pinned to the pit outer border in a perfect form, but might be irregularly
pinned some millimeters inside the cavity due to its roughness. The difference
in height between the substrate and the bubble contour because of its pinning or
tilting made it necessary to generate an alternative procedure based on temporal
unwrapping techniques, which does not experience such an strong dependence on
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contour irregularities and border reflections. As a result, the experimental bubble is
reconstructed for each experiment, not as a volumetric 3D reconstruction, but as an
amplitude map, see Figure 4.3c. The latter is then projected on the different theoretical
mode shape to obtain the modal coefficients. These operations, performed for each
experiment, are listed in detail below:
1. Image preprocessing consisting on splitting the experimental files into the
different frequencies and voltages, neglecting the first recorded period, and
cropping the image to a square of side 2.2 times the radius of the pit, R, centered
on the pit. The bubble contour recognition algorithm was improved and some
cases were manually corrected (circular fitting of the pit border) to diminish the
bubble’s contour noise in the phase images.
2. Temporal unwrapping of each pixel signal, p(t).
3. Subtraction of mean signal value to obtain the amplitude of the movement, a(t).
at(t) = p(t)− p (4.1)
4. Fast Fourier transform (FFT) of each pixel at(t).
5. Amplitude am( f ) and phase pm( f ) selection of each pixel associated to a given
frequency f .
6. Generation of the amplitude A(x,y, f ) and phase P(x,y, f ) matrix containing the
entire image.
7. Filter absolute amplitude matrix noise with consecutive horizontal and vertical
Hampel filters.
8. Generation of a real amplitude matrix by including the phase information
through
Areal(x,y, f ) = A(x,y, f ) · cos(P(x,y, f )−Pc(x,y, f )) (4.2)
where Pc is the phase at the center of the bubble. This temporary swift associates
the maximum amplitude with the center of the bubble.
9. Generation of theoretical modes, as it will be seen bellow, equation 4.4. A
theoretical amplitude matrix Atheo with the same size as the measured real
amplitude matrix is generated.
10. Projection of the measured real amplitude matrix on the theoretical amplitude
matrix for each mode. To take into account the lateral modes orientation, the
projection is rotated to fit the theoretical mode orientation.
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a) c)
Figure 4.3: a) Hologram recorded by the DHM; b) Phase image reconstructed from
the hologram; c) Amplitude map generated using our temporal unwrapping code.
4.3 Theory
The presence of each mode, i.e. the modal coefficient, is estimated with the wave





















T/ρs, being T the membrane tension and ρs the mass per unit area of
the membrane. Since the DHM only measures the movement relative to the substrate,
just the modes response and not the motion as a rigid solid is observed. Assuming
solutions of the form h(r,θ , t) = R(r)Θ(θ)e jωt and applying separation of variables,
one finally arrives to the following mode shape expression







where Jm is the mth order Bessel function, R is the pit radius, fmn is the spatial
frequency of the mode m-n relative to the fundamental frequency f01 and ωmn is
the mode natural frequency. A selection of shape modes are represented in Figure
4.4. The movement of the bubble interface, H(r,θ , t), can be expressed as the modal
superposition of the infinite modes given by the membrane problem (eq. 4.4),







Cmn ·hmn(r,θ , t), (4.5)
where Cmn are the modal coefficients (eigenvalues) and hmn(r,θ , t) are the oscillation
modes (eigenvectors).
The movement of the interface is now related to the experimental data, Areal ,
to obtain the modal coefficients for each mode. If we supposed the bubble to be
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oscillating at a mode k-l, which implies a natural frequency ωkl , the experimental real
amplitude can be related to the previous theoretical interface movement as:
















Cmn · h˜mn(r,θ) · cos(ωmnt)
(4.6)
In order to calculate the coefficients Cmn at a given frequency, the orthogonality
equation for two Bessel functions is employed, defined as∫ 1
0
sJp(as)Jl(bs)ds = 0 if a 6= b or p 6= l. (4.7)












rCkl h˜kl(r,θ) · h˜kl(r,θ)dθdr.
(4.8)




rh˜kl(r,θ) · h˜kl(r,θ)dθdr = K2 pi
2R2J′k( fkl)
2, (4.9)










Areal(x,y) · hˆmn(x,y)dxdy . (4.10)
Once the presence of each mode is established, non-linear effects can be ana-
lyzed to ensure a linear response. In linear systems, a bubble interface responds to
an external excitation vibrating at its fundamental frequency equal to the excitation
frequency (neglecting damping). Nonetheless, non-linearities can arise, mainly due
to an increase in the excitation amplitude. These non-linearities can be identified
studying the presence of bubble’s harmonics and subharmonics. As an example, the
presence of subharmonics is a key feature in Faraday waves: parametric non-linear
oscillations where surface waves vibrate at half the driving frequency due to oscillat-















Figure 4.4: Pinned microbubble vibration modes obtained from the Bessel functions in
the angular (m) and radial (n) directions and used for the modal coefficient projections.
Underlined modes are the modes finally selected in the study.
Mathieu equation, a linearized Rayleigh-Plesset equation (Xu and Attinger, 2007).
Parametric oscillations could also develop into the so called parametric instabilities.
Another type of possible non-linearity is denoted by harmonics similar in strength
to the fundamental. These non-linearities are more proper of quadratic terms in the
Rayleigh-Plesset equation.
To obtain the surface tension from the bubble oscillation, a relation with the resonance
frequencies is derived based on the dispersion relation and capillary waves properties.
The bubble natural frequencies are given by the roots of the first kind Bessel function,
jmn, where the first axisymmetric roots are
j0n = k0nR = 2.405, 5.520, 8.654, 11.792, 14.931, (4.11)
being R the radius of the membrane and k the wavenumber. The wavenumber is
related with the natural frequencies ωmn by the wave velocity as c = ωmn/kmn for each
particular mode. Thus,
ωmn = kmn · c = jmn/R · c. (4.12)




where ρ is the liquid density and σ the surface tension. Combining equations 4.12
and 4.13, the surface tension results in
σ = ρ ω2mn (R/ jmn)
3. (4.14)
Likewise, the wave velocity results in
c = ωmn (R/ jmn). (4.15)
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m0n2 m0n3 m1n2 m1n3 m2n2 m3n2 m4n1
ξ = 0 140.26 275.31 200.96 350.93 264.10 329.80 226.06
ξ = 0.15 138.67 272.19 198.69 346.96 261.11 326.07 223.51
3V 131.59 204.52 173.01 250 160 280 140
5V 132.54 205.29 189.75 330 160 295 180
8V 132.91 207.97 189.59 325 165 265 225
Table 4.1: Theoretical natural frequencies between 120kHz and 320kHz considering
a system without damping and with a damping factor of ξ = 0.15, together with the
measured experimental resonance frequencies.
Thus, a relation between the surface tension and the natural frequencies is deduced.
For comparison, the theoretical frequencies were later on estimated based on the
surface tension of water.
Last, the liquid viscosity can be obtained from the bubble damping factor, which
is related to the different peak’s bandwidths. The damping coefficient, ξ , is estimated
using the Half-Power method as
ξ = ∆ f/2 f . (4.16)
4.4 Results and discussion
Once the bubble reconstruction was completed, the projection on the theoretical
natural frequencies was performed. The resulting axisymmetric and non-axisymmetric
modes presence for the different voltages is summarized in Figure 4.5. This modes
presence corresponds to the modal coefficients, Cmn, normalized with the average
modal coefficient of modes m0n4 to m0n6 for each voltage, denoted as B. Modes
with natural frequencies between 120kHz and 360kHz were considered, i.e. m0n2,
m0n3, m1n2, m1n3, m2n1, m2n2, m3n1, m3n2, and m4n1 (see Figure 4.4). Modes
m2n1 and m3n1 were then discarded due to their low modal coefficients. A fit to the




+d was performed as an approximation
to the experimental resonance curves for the first three modes. The fit was employed
to obtain the resonance frequencies for the three first modes, whereas the frequency
corresponding to the highest coefficient was selected for the rest of modes. The
resulting resonance frequencies are given in Table 4.1.
The modal coefficients for non-axisymmetric modes (m1n2, m1n3, m2n2, m3n2
and m4n1) are lower than those for axisymmetric modes (m0n2 and m0n3), but not
small enough to be neglected. In theory, a perfectly simply-supported membrane




































































Figure 4.5: Dimensionless mode presence for a) 3V, b) 5V, and c) 8V experiments
against the excitation frequency for axisymmetric and non-axisymmetric modes. Ver-
tical lines correspond to theoretical natural frequencies for ξ = 0 and σ = 0.072N/m.
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presence of lateral perturbations, bubble lateral tilting, irregular pinning, and surface
instabilities, proper of experimental conditions, hypothesized to be responsible for the
existence of these lateral modes. As a matter of fact, the bubble tilting was measured;
the bubble peak for each frame was located, computed its mean distance to the pit
center along each case. A mean center displacement value of 4µm, with respect to
the 50µm pit diameter was found, which denotes a not negligible tilting. On the other
hand, an average damping coefficient between 0.09 and 0.3 was estimated from the
first two considered modes (m0n2, m0n3) and a value of ξ = 0.15 was selected for
comparison. Theoretical natural frequencies with and without damping were then
calculated based on the derived surface tension expression for water (σ = 0.072N/m)
and are comprised in Table 4.1. A general shift between the theoretical and the
experimental resonance frequencies is observed; the surface tension expression seems
to slightly overestimate the theoretical frequencies. Other approaches, as the thin
clamped circular membrane done by Gritsenko et al (2018), also lead to theoretical
frequencies higher than our measured experimental frequencies.
Figure 4.6 displays the presence of harmonics and subharmonics against the
excitation frequency for a wider range of analyzed frequencies. Here, the modal
coefficients of each mode were normalized with the average modal coefficient on
that excitation frequency for each voltage and mode. No significant harmonics were
found, which evidences the lack of non-linearities and reinforces the low-energy
regime assumption. The surface tension was then estimated from the first three studied
modes using the theoretical natural frequencies as fitting variables to the experimental
resonance frequencies, resulting in an average surface tension of σ = 0.0549N/m
(without damping); modes m0n2 and m1n2 showed the best agreement with σ =
0.0639N/m and σ = 0.0607N/m, respectively. These values are in agreement with
the previous overestimation of the theoretical frequencies. Although considerable
efforts have been done until the moment, specially for the generation of the temporal
unwrapping and mode recognition code, these are however provisional results. The
measured data is being treated to further reduce the modal presence dispersion, which
current mean value for mode m0n2 is 2.516, and which linearly decreases to 0.511 for
mode m4n1. A proportional relation between more relevant modes and dispersion has
been observed but it is however still large to draw final conclusions.
The current discrepancies may be the result of experimental dispersion, data
treatment or due to the theoretical approach. Further experiments are to be performed
to complete the data for 10, 15, and 20V, as well as broaden them to 20% and
40% glycerol solutions and even higher voltages, since non-linearities have not been
observed yet. Although peak location refinements, Hampel filters and normalization
has been applied, further data refinements are to be implemented. As explained earlier,
bubbles in artificial crevices typically show convex curved interfaces that may vary
with the pinning. Therefore, the comparison with plain models might be unfair in
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Figure 4.6: Dimensionless mode presence against the excitation and the analyzed
frequency, for mode m0n2 and 5000mV. The red continuous line is the excitation
frequency and red dotted lines correspond to subharmonics and harmonics.
some of the cases. Likewise, the pinning could create a boundary condition closer to a
clamped rather than to a simply-supported boundary conditions. Lastly, the dispersion
may also arise from the DHM working conditions, highly dependent on the settings
due to its high sensitivity, which could for instance degenerate into camera electronic
noise. This has also been considered, as the present experiments were the first to be
performed on a new DHM.
4.5 Conclusions and future developments
The dynamic acoustic response of a pinned microbubble in the low-energy regime
is being studied using the Digital Holographic Microscope (DHM) for several am-
plitudes in the range of 120kHz to 320kHz. A temporal unwrapping Matlab R© code,
which transforms the DHM intensity and phase images into a bubble amplitude map,
as well as the extraction of the modal coefficients, has been developed. Resonance
frequencies of the modes contained in the studied frequency range were identified
and the contribution of harmonics and subharmonics dismissed. Applied voltages
were proved to maintain the system in the low-energy or linear regime. So as to
associate the bubble oscillation to the liquid properties, a relation between the surface
tension and the resonance frequencies was derived based on capillary waves properties,
resulting in a surface tension of σ = 0.0549N/m. The resulting theoretical frequencies
were also slightly overestimated. These discrepancies could arise from experimental
dispersion, data treatment or the theoretical approach. Further data refinements are
currently being performed to reduce the experimental dispersion and thus, the exposed
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results are to be considered provisional yet.
Despite the differences, the present approach constitutes a simple and straight for-
ward procedure for calculating pinned bubble’s theoretical frequencies and a method
to measure and identify mode shapes, resonance frequencies and, above all, liquid
properties, such as the surface tension. It is a first step to the use of bubble forced
oscillations as a diagnostic tool for complex fluids characterization, such as saliva or
sputum in COPD clinical tests.
Future work will focus on the acquisition of other liquid properties, such as vis-
cosity, and will also aim to understand the possible disagreement between theoretical
and experimental resonant frequencies. Forthcoming developments will contemplate
other pits designs in order to reduce wall reflections and to achieve a most stable and
regular pinning, also enhancing the bubble curvature control. Tilted-walls or cryro
fabricated pits are possible considered designs.
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The present thesis is a compilation of three studies in the field of microfluidics, more
concretely, the generation of microbubbles and the effect that different applied forces
have on them.
A microbubble generation state of the art in terms of applications, employed fluids,
working regimes and microfluidic devices is introduced in the first place. Several mi-
crofluidic devices: cross-junction, T-Junction, planar and axisymmetric flow focusing
are compared with regard to their operational woking regime -bubbling, jetting or
squeezing- and achievable microbubble size, as well as their fundamental advantages
and limitations.
In the second chapter, a novel swirl flow-focusing microfluidic axisymmetric
device for the generation of monodisperse microbubbles at high production rates is
presented. By forcing a swirl effect on the liquid stream, a more stable production,
as well as a microbubble size reduction -up to 57% compared to the axisymmetric
flow focusing-, is achieved due to the enhanced gas meniscus stability. The swirl is
shown to expand the bounds of the jetting regime, inhibiting the bubbling regime. An
experimental study is performed for various blade angles -0◦, 40◦, 60◦, and 80◦- and
numerous gas to liquid flow rate ratios; validating previous numerical simulations
and the previous flow focusing scaling law proposed by Gan˜a´n-Calvo [Gan˜a´n-Calvo,
Physical Review E, 2004, 69(2), 027301]. Chips with 60◦ blades exhibit the best
combination of swirl effect and robustness against perturbations.
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Chapter three is devoted to the active control of microbubble size on planar flow
focusing devices by means of an acoustic streaming or mechanical excitation. Few
numerical studies have been reported so far, despite the invaluable information that
computational analysis can through on this topic. In this chapter, the microbubble
generation is numerically analyzed for an ample range of acoustic accelerations and
frequencies and for several contact angles. A bubble volume change of ∼ 20% when
sweeping the contact angle between 25◦ and 120◦ was observed. The addition of an
acoustic excitation showed a correlation between the frequency and the highest ampli-
tude that the system can absorb without collapsing. Likewise, bubble size increases
with the excitation amplitude. A theoretical framework for the physics and parametric
description of that tuning is also presented.
Finally, the effect of an acoustic excitation, not on bubble generation, but on a
pinned microbubble in the low-energy regime is experimentally analyzed. Here, the
goal is not to modify the bubble size, but to characterize liquid properties based on the
bubble oscillation for medical diagnosis application. The novel Digital Holographic
Microscope (DHM) was used for measuring the bubble interface movement and an
unwrapping and mode recognition code is specifically developed for this chapter.
Modes shapes and resonance frequencies were identified and related to the liquid
surface tension to obtain an approximation to the surface tension. The existence
of harmonics and subharmonics were analyzed to confirm a linear regime. Further
noise-reduction procedures as well as a viscosity relation to the bubble oscillation are
to be further developed.
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