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R190understood in future experiments that
examine protein gel assembly — and
perhaps disassembly, if reversible
conditions can be established. The
long-term stability of such
concentrated dual protein systems
with respect to non-specific
aggregation would clearly be useful
in understanding cellular function.
Beyond a role for protein-based gels
in biological systems, it is also possible
that such a gel could serve as a model
system in which to study protein
interactions in vitro. As has been
discussed, aqueous buffer does not
reflect the molecular crowding found in
the cytoplasm and studies of protein
folding and assembly kinetics are often
carried out in polyethylene glycol, ficoll
or dextran. Although an improvement
over dilute aqueous systems, these
macromolecular space-fillers are not
always ideal substitutes for the
cytoplasm [13]. Characterization of
proteins in vivo is fraught with technical
difficulties [14] but can give results
that differ unexpectedly from other
methods [15]. The use of engineered
protein gels to examine molecular
processes in a dense but controlledprotein environment — such as the
assembly of actin filaments
demonstrated by Li et al. [8] — could
be an informative step closer to the
in vivo situation.References
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Your Money Where the Mouth IsVisual information augments our understanding of auditory speech. New
evidence shows that infants’ gaze fixations to the mouth and eye region shift
predictably with changes in age and language familiarity.K.G. Munhall1 and E.K. Johnson2
InMayof 1783, Benjamin Franklinwrote
to his friend George Whatley from
France about his new invention, bifocal
glasses: ‘‘. and when one’s ears are
not well accustomed to the sounds of
a language, a sight of themovements in
the features of him that speaks helps to
explain, so that I understand French
better by the help of my spectacles.’’ In
this observation, Franklin recognized
one of the key features of speech
perception — that it is a natural
multisensory phenomenon. Seeing
someone talk can aid and sometimes
even replace the auditory perception of
speech, and this is particularly true
under difficult auditory communication
conditions. Multisensory speech issurely the context in which language
evolved and, while there can be
exceptional circumstances in which
children learn language without vision
or sight, audiovisual speech is the
natural modality of language
acquisition. A recent paper [1] shows
that the location of infant visual
attention varies between the eyes and
the mouth depending on age and
mastery of a language, suggesting
that, like Franklin, infants might use
visual attention to assist
comprehension of their native and
foreign languages.
Visual contributions to speech
perception are well known and well
documented. While speech
perception is commonly viewed as an
auditory activity, individuals withhearing impairments and those with
normal hearing benefit from seeing
the face of the person communicating
with them. This is true when
conditions are acoustically noisy [2] and
whencommunication isdifficult, suchas
foreign language communication [3] or
when the semantic content is complex
[4]. Moreover, the development of
speech in blind individuals follows
a different trajectory than that seen in
sighted individuals [5], further
suggesting a role for visual information
in normal sighted speech development.
In Lewkowicz and Hansen-Tift’s
study [1], English-learning infants
ranging in age from four to 12 months
were presented with videos of faces
speaking either their native
language, English, or Spanish, an
unfamiliar language. Infants displayed
a striking developmental shift in their
attention to different regions of the
face (Figure 1). Infants’ gaze initially
was on the eyes of the video they
were watching, but changed to the
mouth between ages four and eight
months independent of the language








Figure 1. Schematic of the changes in gaze fixation with age observed by Lewkowicz and
Hansen-Tift [1].
Dispatch
R19112 months they are shifting their gaze
back to the eyes when the speaker
addressed them in their native
language, English, but not when
viewing a Spanish speaker.
Lewkowicz and Hansen-Tift [1] note
that the initial shift in eye gaze from
the eyes to the mouth aligns with the
age where infants typically begin
canonical babbling, and therefore
present us with an intriguing
hypothesis that this shift to the mouth
may reflect a child’s new need to
gather all information available to help
them develop their speech
production skills. They further note that
although these shifts to the lips
initially occur regardless of language
being spoken, four months later the
shifts to the mouth region are only
driven by unfamiliar language input.
Here, the authors suggest that the
infants may only still need that visual
mouth information if they are being
exposed to articulations in a language
they have not already had several
months to practice producing.
The notion that infants attend to
speaking faces in order to extract visual
information about the speaker’s vocal
productions from their facial
movements is not new. For over 30
years, we have known that infants
match speakers’ face movements to
their corresponding auditory
productions [6], and that infants stare
in astonishment when a speaker’s face
movementsarenot inperfectsynchrony
with their auditory vocal productions [7].
More recent studieshavedemonstrated
that, much like adults, very young
infants benefit from visual synchrony
when listening to speech in noise and
readily fall for audiovisual illusions
dependent upon the integration of the
audio and visual aspects of speech [8].
Infants are so attuned to the facial
movements of the adults in their
everyday environment that they can
distinguish who is speaking a familiar
versus an unfamiliar language simply
by watching silent videos of speaking
faces [9].
Thus, there is clearly a long history
of interest in infants’ perception of
visual speech informationpresent in the
face. For the most part, however, past
studies in this area have relied on rather
crude measurements of infants’
attention to the visual aspects of
a speaker’s vocal production. Although
this approach has taught us much
about the development of infants’
sensitivity to visual speech, the mostrecent study by Lewkowicz and
Hansen-Tift [1] moves beyond simple
all or nothing measures of attention to
facial features during speech
production, and begins to tease apart
how attention to the different facial
features might change over the course
of development as a function of
developmental maturation (motor
skills) and experience (language
exposure).
It is tempting to conclude, along
with Lewkowicz and Hansen-Tift [1],
that infants’ gaze shifts from the eye
region of an interlocutor’s face to the
mouth and then back to the eyes
again reflect children’s developing
speech production abilities. Even
though perceptual milestones occur in
the age span of the study, there are
suggestions that production abilities
can influence perceptual skills in
infants [10] and some evidence that
the early production patterns of blind
infants differ from sighted controls.
Me´nard et al. [11] tested blind adult
speakers of French and reported that
auditory discrimination abilities were
better in the visually impaired group
than the controls, but also that the
average vowel spacing for the vowels
produced by the blind subjects was
less. This suggests that the lack of
visual cues changed the speech
goals. In reviews of a range of studies
in different languages, Locke [12]
and Mulford [5] reported differences
in babbling inventory and differences
in the phonetic composition of early
sound production with generally
less bilabial consonants (the most
visible) produced by blind children.However, as attractive as the
proposed explanations may be,
there are in fact many other possible
explanations to consider and
ultimately test. For example, children’s
ability to extract visual information from
the speaker’s face may change with
age. By 12 months, infants may not
have to directly fixate the mouth in
order to extract useful articulatory
information. This indeed appears to be
the case for adults, who often fix their
gaze on the nose region when
confronted with difficult listening
conditions [13]. It may also be the case
that children’s shifts towards the
mouth region at 12 months when they
encounter a face speaking an
unfamiliar language may simply reflect
a novelty preference. The speaker is
making speech articulations that differ
from those the child is used to
encountering, so they fixate the mouth
region in fascination. Support for this
hypothesis comes from studies
showing that visual cues alone provide
enough information for infants to
identify what language a speaker is
producing [9].
Finally, infants’ behavior may have
nothing to do with their attempts to
produce speech sounds. It is
possible that infants may fixate the
mouth region because the intersensory
redundancy between mouth
movements and their resulting speech
sounds help infants perceive
speech. Support for this possibility
comes from studies showing that
a talking face and an oscilloscope
synched to the speech signal both
are equally helpful in improving
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noise [14].
If adult gaze fixations serve as the
benchmark, then there is still much
uncertainty about when and where
people direct their attention during
speech perception and what benefit
they gain from the distribution of
attention. The proportion of time
spent on regions of interest, such as
the eyes or mouth, varies considerably
in studies. The reasons for this
variability are many: different visual
stimuli with different salience
characteristics, dramatically different
definitions of regions of interest,
different tasks, and so on. A number of
additional factors complicate knowing
what is driving visual attention in
audiovisual speech perception. First,
the visual information is spread across
the face, and motion of a wide area of
facial surface can statistically predict
the acoustics of speech [15].
Furthermore, it has been demonstrated
that fixating away from the mouth does
not diminish the influence of visual
speech on perception [16] because the
necessary visual information is carried
by relatively low spatial frequency
components of the image [17].
Young language learners use visual
information, if it is available, for many
aspects of the development of
communication, ranging from
establishing shared attention with an
adult to gathering emotional and
linguistic information. The latter can
include rhythmical information about
the prosody of sentences from the
head and eyebrows and detailed
phonetic information from the mouth
and face. Because all of this
information is conveyed in parallel by
the talker, it is a challenge to knowwhat
information requires focused attention.
This challenge is increased by the
demands of real social interaction.
Studies have suggested that infants
behave differently when confrontedwith a live talking face than when
confrontedwith a video of a talking face
[18]. Moreover, there is growing
evidence that social factors may
strongly modulate speech production
behaviour in young children. For
example, Goldstein and Schwade [19]
found that nine-and-a-half-month-olds
modeled an adult’s speech patterns
only if the adult interactedwith the child
in a contingentmanner. The technology
now exists to track children’s eye
movements as they move about the
world [20]; thus, it will be exciting to see
these issues addressed in future
research.
In summary, a new and fascinating
developmental phenomenon has been
identified [1]. Children fixate different
regions of the human face during
different stages of development. Their
fixations also depend on how familiar
they arewith the languagebeingspoken
by the speaker they areconfrontedwith.
The behaviour clearly marks changes in
information gathering for
communication and we anticipate that
thefindingwillmotivate increased focus
on audiovisual speech processing as
children acquire language.References
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Dimensional Position Determines
Dendritic Avoidance CapabilityNeurons develop mutually exclusive dendritic domains through self-avoidance
and tiling mechanisms. Two recent studies establish that this process is
dependent on the restriction of dendrites to a two-dimensional plane through
