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The properties of long, numerically-determined periodic orbits of two low-dimensional chaotic
systems, the Lorenz equations and the Kuramoto-Sivashinsky system in a minimal-domain configu-
ration, are examined. The primary question is to establish whether the sensitivity of period averaged
quantities with respect to parameter perturbations computed over long orbits can be used as a suffi-
ciently good proxy for the response of the chaotic state to finite-amplitude parameter perturbations.
To address this question, an inventory of thousands of orbits at least two-order of magnitude longer
than the shortest admissible cycles is constructed. The expectation of period averages, Floquet
exponents and sensitivities over such set is then obtained. It is shown that all these quantities
converge to a limiting value as the orbit period is increased. However, while period averages and
Floquet exponents appear to converge to analogous quantities computed from chaotic trajectories,
the limiting value of the sensitivity is not necessarily consistent with the response of the chaotic
state, similar to observations made with other shadowing algorithms.
I. INTRODUCTION
Evidence has been offered in recent years [1–4] that
temporally-recurrent invariant solutions of the Navier-
Stokes equations – unstable periodic orbits – may provide
a constitutive skeleton organizing spatiotemporal dynam-
ics of turbulent shear flows in canonical geometries. Mo-
tivated by these advances, we have recently suggested
[5] how unstable periodic orbits may be used to design
control strategies for shear flows, rather than serving as a
tool to rationalise turbulence dynamics. In particular, we
have specialized adjoint methods for time-periodic sys-
tems [6–9] to unstable periodic orbits. We have shown
that enforcing periodicity conditions on the adjoint prob-
lem, justified by the peculiar topology of these trajecto-
ries, prevents the growth of exponential instabilities that
would otherwise feature prominently in the solution of
the adjoint equations [10, 11].
Operationally, the approach provides the sensitivity of
period averaged quantities with respect to small pertur-
bations of variables parametrising the equations of mo-
tion. Geometrically, small parameter perturbations can
be pictured as producing smooth, global state-space de-
formations of the unstable periodic orbits supporting and
shaping the attractor, as opposed to causing exponential
divergence. The approach is a special case of shadowing
theory ideas [12–14], recently introduced in the context
of sensitivity analysis of chaotic systems [15–18].
In principle, complete knowledge of the short, funda-
mental cycles should suffice to compute ergodic averages
using cycle averaging formulae [19–21]. Of relevance for
our original motivation is that a formalism that relies on
the sensitivity of such cycles to compute the sensitivity of
ergodic averages was proposed in Refs. [22, 23]. Obtain-
ing all short cycles up to a given topological length may
be practical for low-dimensional systems (see e.g. Ref.
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[24]). However, this step has proven more challenging for
turbulent shear flows [2, 25], given well documented dif-
ficulties in locating invariant solutions [26]. This issue is
particularly relevant, since the quality of cycle averaging
predictions using incomplete hierarchies is as good as the
most important orbit that one fails to locate [27].
In light of such issues, we explore in this paper a heuris-
tic approach whereby available computational resources
are spent to locate one or few periodic orbits, with suf-
ficiently long period for them to span a good fraction of
the attractor. The open question is whether sensitivi-
ties of period averaged quantities computed over a long
orbit can be useful approximations for the response of er-
godic averages to parameter perturbations. Like period
averages, sensitivities computed over different periodic
orbits vary from cycle to cycle. However, it is known
that the period average of long periodic orbits converges
to a defined value when the period increase [28]. Ev-
idence showing a similar convergence for sensitivities of
period averages is currently not available in the literature
and would provide initial support for the above heuris-
tic. This approach is, admittedly, guided more by em-
piricism rather than by a solid theoretical basis. Hence,
the aim of this paper is to make a first step in exploring
its viability. We resort, by necessity, to low-dimensional
systems, where obtaining a sizeable inventory of long pe-
riodic orbits is feasible. We consider the Lorenz equa-
tions at standard parameters [29] and a small-domain
Kuramoto-Sivashinsky system in the antisymmetric sub-
space [30, 31].
One remark is in order. It is true that some long pe-
riodic orbits might not provide good approximations, for
instance orbits close to bifurcation or orbits visiting cer-
tain areas of the attractor where the response is partic-
ularly large. As an illustrative example, in Ref. [5], long
periodic orbits of the Lorenz equations passing close to
the origin were found that have extremal value of the sen-
sitivity. Hence, to develop a quantitative understanding
of the potential impact of such extremal orbits, we locate
thousands of long periodic orbits by converging near re-
currences explored by the chaotic flow and report sensi-
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2tivity predictions of these periodic orbits in a statistical
manner. The analysis of this ensemble is clearly bound
to suffer of some form of survivor bias. For instance,
Newton-Raphson techniques often fail to converge when
the orbit shadowed by the near recurrence event possesses
multipliers close to the unit circle [32]. Nevertheless, this
bias does not prevent us to complete the original task,
which is to analyse the properties of typical periodic or-
bits that may be found numerically rather than the prop-
erties of all admissible cycles.
The rest of this paper is organized as follows. In sec-
tion II we lay down the general notation. This is followed
by section III, where we recall fundamental elements of
Floquet theory for the linear stability of periodic orbits
[33, 34]. In section IV we recall the sensitivity tech-
nique for unstable periodic orbits originally introduced
in Ref. [5]. With this introductory material, in section
V we establish the connection between Floquet stability
and sensitivity of periodic orbits. This analysis illustrates
more clearly the inevitable effects of bifurcations that pe-
riodic orbits undergo as parameters are varied and sup-
ports the interpretation of numerical results, reported in
section VI.
II. PRELIMINARIES
We consider dissipative dynamical systems of the form
du(t)
dt
= f(u(t), α), (1)
governing the evolution of the state vector u(t) ∈ Rn,
with t being time. We restrict the attention to problems
where the nonlinear vector field f depends only on one
parameter α ∈ R, in regimes for which chaotic solutions
are observed for typical initial conditions. For systems
that depend on multiple parameters, the sensitivity of
time averaged quantities can be analysed over each pa-
rameter independently, or with an adjoint approach. We
denote with fu(t) ∈ Rn×n the stability matrix
fu(t) = fu(u(t), α) =
∂f(u(t), α)
∂u
. (2)
and define the Jacobian matrices M(t, τ) ∈ Rn×n, t ≥ τ ,
satisfying the initial value problem
dM(t, τ)
dt
= fu(t)M(t, τ), M(τ, τ) = I, (3)
with I the identity matrix. The dot product of two vec-
tors is denoted with a> · b, with the script > indicating
transposition of vectors and matrices.
We focus on periodic solutions of (1), satisfying
u(t+ T ) = u(t) for an unknown period T that is not set
a priori, but depends implicitly on the parameter α. We
shall thus consider the space of smooth periodic functions
PT = {f(t) : R 7→ R, f(t) = f(t+ T )}, (4)
parametrized by T , and extend this space to vector-
valued functions, denoted with PnT . We will make use
of the norm ‖ · ‖PnT induced by the inner product
Jv(t),w(t)K = 1
T
ˆ T
0
v(t)> ·w(t) dt, (5)
for any two vector-valued functions v(t) and w(t) in PnT .
III. ELEMENTS OF FLOQUET THEORY
In this section, we briefly recall some elements of Flo-
quet theory [34, 35] and define the direct and adjoint
Floquet eigenfunctions. These functions are used in sec-
tion III as invariant subspaces in which the solution of
the sensitivity problem can be conveniently expanded,
shedding light on the relation between stability and sen-
sitivity of period averages.
For an arbitrary point on a periodic orbit, the eigen-
value decomposition of the monodromy matrix
M(T, 0)ek(0) = µkek(0), k = 1, . . . , n, (6)
produces the Floquet multipliers µk and the associated
right eigenvectors ek(0). To simplify the notation and the
analysis of section V, we consider here the special case in
which multipliers are real and positive. In more general
cases, new function spaces in addition to PnT are required
(see Ref. [34]). Assuming the multipliers are distinct, the
eigenvectors form collectively a basis of Rn. From the
multipliers, the Floquet exponents λk = log(µk)/T can
be calculated, defining the period averaged growth/decay
of tangent perturbations initially aligned to the invariant
subspaces ek(0).
We introduce the Floquet eigenfunctions wk(t) ∈ PnT ,
generated by the eigenvectors ek(0) as
wk(t) = exp (−λkt) M(t, 0)ek(0), (7)
and satisfying the differential eigenvalue problem
Lwk(t) ≡ dwk(t)
dt
− fu(t)wk(t) = −λkwk(t), (8)
with unit ‖ · ‖PnT norm. Sorting the Floquet exponents
in descending order, we denote by χ − 1 the number
of positive exponents. It is well known that wχ(t) =
f(t)/‖f(t)‖PnT is a marginal direction. In other words, the
linear differential operator L is singular, with nullspace
Null {L} = span{wχ(t)}. (9)
The other useful element of Floquet theory for our pur-
poses, perhaps considered less extensively in the litera-
ture [36], are the adjoint Floquet eigenfunctions w+k (t).
These are elements of PnT defined as
w+k (t) = exp(−λk(T − t))M(t, T )>e+k (T ), (10)
3where the vectors e+k (T ) are the left eigenvectors of the
monodromy matrix, satisfying
e+k (T )
>M(0, T ) = µke+k (T )
> (11)
for the same multipliers and exponents of the direct prob-
lem. The adjoint eigenfunctions satisfy the adjoint dif-
ferential eigenproblem
L+w+k (t) ≡ −
dw+k (t)
dt
− f>u (t)w+k (t) = −λkw+k (t), (12)
where the operator L+ is the adjoint of L according to the
inner product (5). These two operators share the same
spectrum and the adjoint operator L+ is thus singular
with nullspace
Null
{L+} = span{w+χ (t)}. (13)
A final remark is that, at any time t, the direct or ad-
joint eigenfunctions do not form individually an orthogo-
nal set of vectors but instead satisfy the bi-orthogonality
relation
w+k (t)
> ·wj(t) = δkjCk ∀t, (14)
with δkj the Kronecker symbol and with Ck 6= 0 ∈ R.
IV. SENSITIVITY ANALYSIS
We now briefly recall the tangent approach to compute
the sensitivity of period averaged quantities [5]. Consider
an observable of interest, denoted by a function
J(t) = J(u(t)) : Rn 7→ R, (15)
that, for the sake of simplicity, is assumed here not to
depend explicitly on the parameter α. Let also denote
the partial derivative of the observable with respect to
its argument as Ju(t) = Ju(u(t)), mapping Rn to Rn.
Consider one periodic orbit u(t) ∈ PnT and define the
function J (α) : R 7→ R
J (α) = 1
T
ˆ T
0
J(u(t))dt (16)
as the period average of the observable over the periodic
orbit. This is a function of the parameter α since both
u(t) and T depend, implicitly, on it. The goal is to com-
pute the sensitivity of the period average with respect
to α, the gradient dJ /dα (also shortened to Jα in the
following sections).
Linearisation of (16) as reported in Ref. [37] shows that
the gradient of the period average is given by the inner
product
dJ /dα = JJu(t),v(t)K , (17)
where the perturbation v(t) ∈ PnT satisfies the tangent
equation
Lv(t) = fα(t)− τ f(t). (18)
The perturbation v(t) is the first order state-space defor-
mation of the periodic orbit u(t) when α is varied. The
scalar τ = (dT/dα)/T is the (unknown) relative period
gradient, producing an algebraically growing mode along
f(t), allowing v(t) to be time periodic. The introduction
of this term is akin to classical approaches in perturba-
tion/continuation analysis of periodic problems [33, 38],
where time is rescaled by the period. The forcing term
fα(t) ∈ PnT is the derivative of the right hand side of (1)
with respect to the parameter
fα(t) = fα(u(t), α) =
∂f(u(t), α)
∂α
. (19)
For an hyperbolic orbit, the differential operator L is
singular with nullspace given by (9) and equation (18) has
a one parameter family of solutions. Physically speaking,
this is a reflection of the translational invariance along a
periodic orbit: if v(t) is a solution, then v(t) + σf(t) is a
solution too, for any σ ∈ R, with same gradient dJ /dα,
since
JJu(t), f(t)K = 0 (20)
for all possible cost functions when u(t) ∈ PnT . Hence, for
(18) to have a solution, the scalar τ must have the unique
value that shifts the right hand side fα(t) − τ f(t) in the
range of the operator L, or, by Fredholm’s Alternative
(cf. [39], Lemma 1.1, pg. 146) makes it orthogonal to the
nullspace of its adjoint L+, i.e. by satisfyingq
w+χ (t), fα(t)− τ f(t)
y
= 0. (21)
Hence, the scalar τ could be in principle determined as
τ =
q
w+χ (t), fα(t)
y
Cχ‖f(t)‖PnT
(22)
if w+χ (t) was known. Numerically, it is more convenient
to drop the singularity by adding the constraint
Jv(t), f(t)K = 0, (23)
which fixes the component of v(t) along the nullspace
and leads to the solution of (18) with minimum norm
[34]. In matrix form, the tangent problem reads[ L f(t)J·, f(t)K 0
]
·
[
v(t)
τ
]
=
[
fα(t)
0
]
(24)
and its solution provides the perturbation v(t) and the
period gradient τ . Note that the left hand side of (24)
has the same structure of the Newton-Raphson linear
problems arising in the search of periodic solutions [5, 40],
and similar discretization techniques can be employed.
Constraining v(t) to remain in PnT by using an ap-
propriate numerical method [5] is the key to avoid ex-
ponential instabilities intrinsic to the tangent dynamics
around an unstable periodic orbit [10]. The solution v(t)
will thus not grow exponentially along the most unstable
4subspace w1(t), but will remain bounded, with magni-
tude and structure that depend on the complete stability
spectrum, as we shall see in section V. With a bounded
v(t), the gradient (17) is effectively the slope of the func-
tion J (α) obtained from continuation.
V. STABILITY AND SENSITIVITY
In this section, we explain the relation between the
linear stability of periodic orbits and the sensitivity of
period averages. We do not make use of the following
results for our numerical calculations in section VI, but
aim to develop tools to facilitate their interpretation.
Fundamentally, the approach consists in projecting
the tangent problem (18) onto the invariant subspaces
formed by the Floquet eigenfunctions. With the same
assumptions on the multipliers as in section III, the so-
lution v(t) is expanded in the Floquet eigenfunctions,
v(t) =
n∑
k=1
wk(t)ak(t), (25)
with unknown expansion coefficients ak(t) ∈ PT . The
forcing term in (18) is also similarly expanded
fα(t) =
n∑
k=1
wk(t)bk(t), (26)
where the functions bk(t) ∈ PT can be determined by
dotting (26) with the k-th adjoint eigenfunction
bk(t) =
w+k (t)
> · fα(t)
Ck
, k = 1, . . . , n, (27)
where the bi-orthogonality relation (14) is used.
Substituting the expansion (25) into the tangent equa-
tion (18) and using (8), produces
n∑
k=1
wk(t)
[
dak(t)
dt
− λkak(t)− bk(t) + τ‖f(t)‖PnT δk,χ
]
= 0.
(28)
Since the Floquet eigenfunctions form a basis of Rn for
all t by assumption, the term in the square brackets in
(28) must be zero. We thus obtain a set of decoupled
linear ODEs with constant coefficients
dak(t)
dt
= λkak(t) + bk(t)− τ‖f(t)‖PnT δk,χ, (29)
k = 1 . . . , n, the tangent sensitivity problem expressed
in the basis of the Floquet eigenfunctions. Along the
neutral subspace f(t) the equation reads
daχ(t)
dt
=
w+χ (t)
> · fα(t)
Cχ
− τ‖f(t)‖PnT . (30)
In order for aχ(t) to remain in PT , the right hand side
must have zero integral over the period by Fredholm’s Al-
ternative, since the equation is self adjoint and a+χ (t) = 1
is a nontrivial solution of the homogeneous adjoint equa-
tion. This constraints fixes the relative period gradient
τ to a value that is the same as equation (22).
A particularly insightful expression can be derived for
the expanding and contracting directions. The solution
of the scalar ODEs dak(t)/dt = λkak(t) + bk(t) can
be expressed with a Green’s function approach (cf. [39],
pg. 148) as
ak(t) =
ˆ T
0
µk
1− µk e
−λksbk(t+ s) ds, (31)
and the upper bounds
sup
t
|ak(t)| ≤ sup
t
|bk(t)|/|λk| = Bk/|λk|, (32)
the key result of this section, can be derived.
This bound suggests several remarks. First, with-
out further details on the coefficients bk(t), generic pa-
rameter perturbations induce relatively small state-space
changes along the highly contracting or expanding direc-
tions, while most of the “yield” occurs along the Floquet
invariant subspace associated to Floquet exponents with
small magnitude. This is in stark contrast with classi-
cal sensitivity analysis methods for chaotic trajectories
[10, 41], where only the most unstable covariant Lya-
punov vector [42, 43] dominates asymptotically the so-
lution of the tangent equations [10]. When varying the
system parameter α towards a bifurcation, one (or a pair
of) Floquet exponent crosses the imaginary axis and the
tangent solution displays a large amplitude along the cor-
responding direction, resulting in large gradients of time
averaged quantities.
Second, the bound (32) shows that the amplitude of
the tangent solution along a particular Floquet eigen-
function wk(t) depends directly on the strength of the
projection of the forcing fα(t) on the associated adjoint
Floquet eigenfunctions, the coefficients bk. Hence, for
spatially extended systems, knowledge of the spatiotem-
poral dynamics of the adjoint Floquet eigenfunctions and
not just the direct ones [44–46], might provide an under-
standing of how physically relevant features of the solu-
tions are influenced by problem parameters [36]. One can
then interpret the adjoint Floquet eigenfunctions as spe-
cial directions where the forcing fα(t) can be particularly
effective in modifying dynamical behaviour [47], which is
useful, for instance, for control design [9].
Third, and most importantly, the boundedness of the
forcing term fα(t) and of the Floquet eigenfunctions im-
plies that the coefficients bk(t), and thus the expansion
coefficients ak(t) and the tangent solution v(t), have, on
average, similar magnitude for long periodic orbits if the
exponents of long periodic orbits converge as T →∞. At
this stage it is convenient to note that the Floquet ex-
ponents are the period averages of the “local exponents”
[48, 49]
λk(t) =
wk(t)
>[f>u (t) + fu(t)]wk(t)
‖wk(t)‖2 , (33)
5uniquely defined functions of state space [50] express-
ing the local growth rate of tangent perturbations along
the invariant subspaces (here ‖ · ‖ indicates the euclidean
norm). By the Central Limit Theorem, the distribution
of the k-th Floquet exponent across distinct orbits of
similar period T , must converge in law to a Dirac delta
function [51] with standard deviation decaying as T−1/2,
assuming that the auto-correlation of time histories of
(33) decays sufficiently quickly [51]. Hence, the bound
(32) indicates that the distribution of the sensitivity of
period averages dJ /dα will also converge to a delta func-
tion as T increases. In other words, while some scatter
might be observed for short cycles, long periodic orbits
will asymptotically provide the same sensitivity to pa-
rameter perturbations.
VI. NUMERICAL RESULTS
To answer the question posed in the introduction, we
now turn to numerical experiments and consider periodic
orbits of two well-known chaotic systems. The first is
given by the Lorenz equations [29, 52]
du1/dt = σ(u2 − u1),
du2/dt = ρu1 − u2 − u1u3,
du3/dt = u1u2 − βu3,
(34)
where standard parameters σ = 10, β = 8/3 and ρ = 28
are used throughout. As in other sensitivity studies on
the Lorenz equations [10, 15, 37, 41, 53, 54], we consider
the sensitivity of the period average of the observable
J(t) = u3(t) with respect to perturbations of ρ. Nu-
merical integration of chaotic trajectories is performed
using a classical fourth-order Runge-Kutta method with
∆t = 0.005.
The second system is a finite-dimensional truncation
of a spatially extended system, the Kuramoto-Sivashinky
equation
∂u
∂t
+ u
∂u
∂x
+
∂2u
∂x2
+ ν
∂4u
∂x4
= 0, (35)
defining the evolution of zero-mean, spatially-periodic
fields u ≡ u(x, t) over the domain x ∈ [0, 2pi] with dy-
namics restricted to the invariant subspace of odd solu-
tions [31]. Here, we consider a relatively high diffusivity
constant ν = (2pi/L)2, with L = 39, the same value we
considered in previous work [5]. The spectral expansion
u(x, t) =
n∑
k=−n
iuk(t) exp(ikx), (36)
with uk = −u−k, u0 = 0, is truncated at n = 28, leading
to a system of ODEs approximating solutions of the orig-
inal partial differential equation. Some of the numerical
results reported in the next sections have been checked
in a statistical sense at finer resolutions, with negligible
quantitative changes. We take the energy density
J [u(x, t)] =
1
4pi
ˆ 2pi
0
u2(x, t) dx (37)
as the functional of interest and examine the sensitiv-
ity of its average with respect to the diffusivity ν. Nu-
merical integration of chaotic trajectories is performed
using the fourth-order accurate implicit-explicit method
IMEXRKCB4 [55], with time step ∆t = 0.125ν.
A. Search of long periodic orbits
We use a global Newton-Raphson search algorithm
developed in previous work [5], based on the original
method of Ref. [40] and classical techniques for nonlin-
ear boundary value problems [56]. Briefly, at iteration k,
this method solves a Newton-Raphson update equation
to adjust a trial solution composed of a state-space loop
uk ∈ PnTk and a period Tk. The loop is not, at least
initially, a solution of the equations, i.e. the residual
rk(t) = duk(t)/dt− f(uk(t), α) ∈ PnTk (38)
is generally different from zero along the loop. The only
significant modification that we have implemented is that
the loop derivative operator d/dt is approximated using
an eight-order accurate finite-difference stencil (instead
of fourth order), enhancing the overall accuracy/cost ra-
tio and allowing longer orbits to be found. The same
high-order discretisation is used for the solution of the
tangent problem (24). Initial guesses are obtained from
near recurrences of the chaotic flow.
In previous work [5], we attempted to locate exhaus-
tively all short periodic orbits and examined their sen-
sitivity as a function of the topological length. In this
work, we adopt a different strategy, motivated by the
objective of examining the properties of typical long pe-
riodic orbits found by Newton-Raphson searches. To this
end, rather than considering the topological length, we
select a number of arbitrary reference periods, denoted
as Tˆ , and locate up to five thousand periodic orbits with
actual period falling within ±5% of the reference period.
Periodic orbits do have inherent time scales (the period of
the shortest cycle), but for long reference periods we have
observed that the actual period of converged solutions is
uniformly distributed in the ±5% range. Hence, the ref-
erence periods can be selected arbitrarily and are chosen
here such that the maximum reference period Tˆmax is
about two orders of magnitude larger than the period
of the shortest admissible cycle, as indicated in table I.
This range is sufficiently wide to reveal the asymptotic
convergence of properties of long periodic orbits as the
period increases.
Search results are reported in figure 1. For short refer-
ence periods, we locate as many orbits as it is feasible and
the number of periodic orbits found grows exponentially
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FIG. 1. Number of unique periodic orbits found as a function
of the reference period Tˆ , for the Lorenz equations, panel (a),
and KS system, panel (b). The red line is at 5000. For the
KS system, the reference period is scaled by the diffusivity.
with the period. The number of periodic orbits found
quickly saturates the set threshold of five thousand or-
bits. We stress the fact that our focus is not to provide
a description of the statistical distribution of the com-
plete set of periodic orbits of high topological lengths,
nor to use such quantities to approximate the measure
using cycle averaging theory. Such calculations would be
biased by the sampling. Rather, we aim to develop an
understanding of what to expect from long orbits that
might be typically found numerically by converging near
recurrence events. Hence, the threshold is chosen so that
statistics over the ensemble are sufficiently robust.
We report in figure 2 the shortest and longest periodic
orbits found for the Lorenz equations, panel (a), and KS
system, panel (b). While the short cycles are topologi-
cally simple, longer orbits wind around the attractor in
a complicated fashion and are thus indistinguishable to
the eye from long chaotic trajectories. We build an in-
FIG. 2. Projections of the shortest (solid red) and longest
(thin black) periodic orbits found in this study for the Lorenz,
panel (a), and KS equations, panel (b).
ventory of unique solutions by ensuring that all periodic
orbits found have period average (16) differing to at least
eight decimal places. This is few orders of magnitude
larger than the accuracy at which this quantity is de-
termined in the search, with the temporal discretisation
settings reported in table I. Because of the high num-
TABLE I. Reference temporal grid spacing for the finite-
difference approximation of the derivative involved in the
search of periodic orbits, period of the shortest admissible
orbit and ratio between the largest reference period and Tmin.
reference ∆t Tmin Tˆmax/Tmin
Lorenz 0.01 1.5586 ∼ 645
KS 0.125ν 24.9080ν ∼ 201
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FIG. 3. Convergence of the norm of the residual (38) during
the Newton-Raphson search of long periodic solutions of the
Lorenz equation, panel (a), and KS equations, panel (b), for
one hundred test searches with reference period Tˆ = 1000,
and Tˆ = 5000ν, respectively. Only converged searches are re-
ported. The horizontal red line indicates the stopping toler-
ance. Panels (c) and (d): success rate of the search of periodic
orbits estimated from the same test searches, as a function of
the reference period.
ber of orbits existing at such high topological lengths,
very few duplicates have been found. For both systems,
we have observed that relatively few Newton-Raphson
iterations are required and that the convergence history
is independent of the period T . However, the success
rate appears to decline slightly for longer periods, ar-
guably as a result of the increasing condition number of
the Newton-Raphson update problem. This is illustrated
in figure 3, where we show the history of the norm of the
residual (38) for about a hundred long period searches
for the Lorenz and KS equations, in panels (a) and (b),
respectively. Panels (c) and (d) shows how the success
rate, estimated from these test searches, varies with the
period. We have observed these trends to be independent
of the temporal discretisation and, for the KS equations,
of the spatial resolution. This gives us enough confidence
that these orbits are numerically reliable approximations
of exact solutions of the equations and not an artefact of
the search method.
7In the next sections, we examine properties of these
orbits. We first focus on period averages and Floquet
exponents in sections VI B and VI C, respectively. To
characterise how properties vary across the ensemble of
orbits at each reference period, we compute the ensemble
mean and standard deviation and denote these quantities
by mean[·] and std[·], respectively. We do not consider
these moments as substitutes of cycle averaging formulae
but we use them to characterise in statistical terms the
properties of typical orbits obtained numerically. Prob-
ability distributions of these quantities are also shown,
with the caveat that they only represent typical orbits,
and not the complete set of admissible periodic orbits.
Sensitivity of period averages are then finally considered
in section VI D. We also compare averages, exponents and
sensitivities to analogous quantities computed on chaotic
trajectories, to address the original question whether long
periodic orbits can be considered as accurate proxies for
the chaotic state.
B. Statistics of time averages
The statistics of period averages over typical long pe-
riodic orbits are compared to statistics of time averages
of chaotic trajectories of same reference length Tˆ in fig-
ure 4. Here and in subsequent figures, error bars denote
plus/minus three times the standard error [57]. The no-
FIG. 4. Ensemble mean, panels (a, b), and standard devia-
tion, panels (c, d), of the time averaged observable as a func-
tion of the reference period Tˆ , for chaotic trajectories (filled
diamonds) and periodic orbits (open circles). In Left panels,
Lorenz equations, right panels, KS system.
tation J Tˆ emphasizes the dependence of averages on the
reference period. Panels (a) and (b) show the mean pe-
riod average of typical periodic orbits, for the Lorenz and
KS systems, compared to the long time average from
chaotic simulations. For periodic orbits, we observe a
small positive/negative distortion at low periods for the
KS/Lorenz equations, in agreement with previous work
[28]. This distortion decays as Tˆ increases. More impor-
tantly, in statistical terms, the period average of typical
long periodic orbits spanning increasingly larger fractions
of the attractor appears to converge to the long-time av-
erage of chaotic trajectories.
The standard deviation of the finite-time average over
chaotic trajectories, panels (c) and (d), decays asymp-
totically as Tˆ−1/2. This is the trend predicted for an
ensemble of averages by the Central Limit Theorem [51]
if correlations decay sufficiently fast. In fact, both sys-
tems considered here display ‘typical’ chaos (in the ter-
minology of Ref. [58]), with correlations dying out expo-
nentially. Asymptotically, the standard deviation of the
period average decays in the same manner, i.e. longer
periodic orbits provide more accurate descriptions of the
long-time mean. On the other hand, for short periods,
the standard deviation of chaotic trajectories decays at
a faster rate for both systems considered. We argue that
this is an effect of correlations affecting the asymptotic
behaviour. For short periodic orbits, increasing Tˆ does
not necessarily result in a lower variance, in agreement
with previous observations [28, 59]. Overall, the data in
figure 4 suggests that typical long periodic orbits found
in computations have, in statistical terms, similar prop-
erties to those of chaotic trajectories.
FIG. 5. Probability distributions of time averages over peri-
odic trajectories, panels (a) and (b), and chaotic trajectories,
panels (c) and (d), for two different reference time spans Tˆ .
Left panels, Lorenz equations, right panels, KS system.
Probability distributions of time averages over periodic
and chaotic trajectories are reported in figure 5 for two
different Tˆ . Data for periodic and chaotic trajectories is
8reported in panels (a-b) and (c-d), respectively. Data for
the Lorenz equations and the KS system is reported in
the left and right panels, respectively. Before computing
the distributions, samples are normalized such as to have
zero mean and unit variance, and the empirical distribu-
tions are compared to the normal distribution, indicated
in grey in the figure. The distributions are skewed to pos-
itive values for short reference time spans. For the Lorenz
equations this was observed in previous work [59]. Even-
tually, however, the distributions of averages over chaotic
and periodic trajectories appear to collapse to the nor-
mal distribution, although less pronouncedly for periodic
orbits. Similar to the trends of the standard deviations
in figure 4, this is the behaviour dictated by the Central
Limit Theorem [51], for which the probability distribu-
tion of time averaged quantities can asymptotically be
approximated near its peak and within few standard de-
viations by a Gaussian probability distribution. These
results support the observations reported in Ref. [28], in
which the distributions of period averages converge to
delta functions as Tˆ →∞.
C. Statistics of Floquet exponents
We now compare statistics of Floquet exponents of
typical periodic orbits with finite-time Lyapunov expo-
nents (FTLE) calculated over chaotic trajectories with
same reference period. We calculate the FTLEs using
classical methods [60, 61], involving propagating a set of
vectors in tangent space and occasionally performing a
re-orthogonalization using the Gram-Schmid procedure
to counter the inevitable alignment to the most unsta-
ble subspace. Computing the spectrum of Floquet ex-
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FIG. 6. The real part of the fifteen leading Floquet exponents
of a long and a short orbit of the KS system. The inset shows
the eight leading exponents. The ninth exponent has a much
lower value, at around -82.
ponents is, however, a notoriously challenging problem
[62, 63], even for orbits of moderate period. The ex-
ponential growth of the entries of the monodromy ma-
trix (6) makes its eigenvalue decomposition inaccurate in
finite-precision arithmetic. In this work, where the focus
is on long periodic solutions, we have used a more robust
algorithm recently discussed in Ref. [63]. With this algo-
rithm we have been able to compute accurately Floquet
exponents for arbitrarily long orbits, corresponding to
multipliers spanning thousands of orders of magnitude.
Our implementation does not make use of iterative QR-
based eigenvalue algorithms, but works in a matrix-free
fashion and only requires an existing time-stepper code
for the linearised equations. The algorithm and a small
addition to Ref. [63] are presented in appendix A for
completeness.
For the KS system, all periodic orbits found have
only one unstable Floquet eigendirection, and with the
present spatial resolution twenty-six contracting direc-
tions. For illustrative purposes, the leading part of the
Floquet spectrum of one long and one short periodic or-
bit is shown in figure 6. The first eight exponents fall in
the range (−30, 5), while the ninth exponent is sharply
more negative and is followed by a long tail of negative
exponents. These correspond to contracting “spurious”
modes [49, 64], with a value that is closely determined
by the linear term of the governing equations. All orbits
in our database have a similar spectrum.
We report in figure 7 data for the two non-trivial expo-
nents of the Lorenz equations, panels (a) to (d) and the
first three non-trivial exponents for the KS system, pan-
els (e) to (l). The evolution of the mean (top five panels)
and standard deviation (bottom five panels) of selected
Floquet exponents (open circles) and FTLEs (filled di-
amonds) is reported as a function of the reference pe-
riod Tˆ . Similar to figure 4, error bars define plus/minus
three times the standard error. These are shown only
for Floquet exponents, since statistics of the FTLEs are
computed over a sufficiently large collection of indepen-
dent orbits to make the bars smaller than the symbols in
the figure. As the reference period increases, the average
Floquet exponents of typical orbits converge, within the
statistical relevance of our ensemble, to the correspond-
ing infinite-time Lyapunov exponents. In other words,
typical long periodic orbits found using Newton-Raphson
searches have the same stability properties of long ergodic
trajectories. Similar to period averages, we observe a dis-
tortion over short periodic trajectories. The standard de-
viation of exponents of periodic and chaotic trajectories
decays as Tˆ−1/2. For short periods, the standard devi-
ation of FTLEs of the Lorenz equations decreases more
rapidly, as Tˆ−1. This is induced by exponential tails
characterizing the distribution of short-time FTLEs, of-
ten observed for intermittent systems [58].
Probability distributions of the exponents are reported
in figure 8, where we present data for the longest refer-
ence period considered to illustrate the asymptotic be-
haviour. Normal distributions with mean and variance
equal to the sample mean and variance of the numerical
data are reported in grey. Since Floquet exponents and
FTLEs are averages of local quantities (33), their distri-
butions follow the same trend as that of the quantity J Tˆ .
9FIG. 7. Evolution of mean (top panels) and standard deviation (bottom panels) of few selected Floquet (open circles) exponent
and FTLEs (filled diamonds) as a function of the reference period for the Lorenz equations, panels (a) to (d), and for KS
system, panels (e) to (l).
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FIG. 8. Probability distributions of the two non-trivial Floquet exponents and FTLE for the Lorenz equations at Tˆ = 1000,
panels (a) and (b), and the first three non-trivial exponents of the KS system at Tˆ = 5000, panels (c) to (e). The parabolas
denote Gaussian distributions with mean and standard deviation equal to the sample mean and variance of the numerical data.
FIG. 9. Panel (a): probability distributions of the gradient
J Tˆρ for typical long periodic orbits of the Lorenz equations.
Panel (b): (u1, u3) projection of the orbit A
14B with period
T = 10.4965... and extremal gradient Jρ = 0.9988..., for two
values of ρ.
Hence, for asymptotically long periods, the distributions
collapse to the same normal behaviour, at least within
plus/minus five standard deviations shown in the figure.
In summary, the distributions of the Floquet exponents
of typical periodic orbits found in our computations lo-
calise around the Lyapunov exponents of the chaotic flow.
Based on the discussion of section V and the bound (32),
this suggests that the distribution of the sensitivity of
period averages of typical long orbits will also localise
around an asymptotic value. This localisation is exam-
ined in the next section.
D. Statistics of sensitivities
The probability distribution of gradients J Tˆρ from pe-
riodic orbits of the Lorenz equations is reported in fig-
ure 9-(a), for three reference periods. For short periods,
the probability distributions are not normal, but have
a heavier left tail that decays fast enough for the first
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and second central moments to be finite. Extremal pe-
riodic orbits with low sensitivity in the left tails feature
close passes to the unstable equilibrium at the origin [19].
Continuation in ρ of the extremal orbit found for Tˆ = 10
(with symbol sequence A14B in the notation of Ref. [24]),
reported in panel (b), shows that points near the origin
of state space move towards the origin, thus causing a
lower sensitivity of the u3 variable. For the longer or-
bits found in our computations from near recurrences,
we observe that the fraction of the period spent in the
neighbourhood of the origin diminishes in relative terms
and approaches that of long chaotic trajectories. As a re-
sult, the left tail of the distributions in figure 9-(a) shows
a progressively faster decay as Tˆ increases and the distri-
bution ultimately converges to a Gaussian law (denoted
with a dashed line), localised around J Tˆρ ' 1.017.
FIG. 10. Panel (a): probability distributions of the gradient
J Tˆν for periodic orbits of the KS system. Panel (b): distribu-
tions of the deviation from mean[J Tˆρ ] for Tˆ = 500. The grey
parabola is a Gaussian fit to the distribution for Tˆ = 5000ν.
Probability distributions of the gradient J Tˆν for typi-
cal periodic orbits of the KS system are reported in panel
(a) of figure 10. Near the peak, the distributions can be
approximated reasonably well by a Gaussian law. How-
ever, much higher/lower sensitivities are observed for a
few orbits, resulting in a significant departure from nor-
mality and heavy tails. To characterize these tails more
precisely, we find fifteen thousand more periodic orbits
for Tˆ = 500 and show in panel (b) the probability dis-
tribution of the deviation from the mean of the distribu-
tion in panel (a), for this reference period. The tails are
well described by a power-law distribution of the form
p(x) = x−n with exponent n = 3. This structure is an
inherent feature of the problem and not a numerical arte-
fact depending, for instance, on the resolution.
As illustrated in section V, large sensitivities can be
directly associated to bifurcations. This is illustrated in
figure 11, where we report the continuation analysis of
an orbit at Tˆ = 500 with large gradient Jν ' 1572.27.
The average energy density J (ν) and its gradient Jν(ν)
are reported as a function of the bifurcation parameter ν
in panels (a) and (b), respectively. Near the bifurcation
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FIG. 11. Panel (a): period average of an orbit with Tˆ = 500
with large positive gradient Jν ' 1572.27, continued over the
parameter ν. Panel (b): sensitivity of the period average for
the same orbit. Open circles denote data from the continua-
tion. The red curve is the model (40) fitted to the data. The
smaller inset shows the same quantity on shifted coordinates,
in a bi-logarithmic plot.
point, denoted by νb, the period average is well described
by the functional form
J (ν) ' C0 + C1
√
ν − νb + C2(ν − νb), ν > νb, (39)
where the square root term is typical in normal forms of
bifurcations for periodic orbits [35]. The gradient is then
Jν(ν) ' C1
2
√
ν − νb + C2 (40)
and approaches infinity at νb as 1/
√
ν. Fitting the data
in panel (b) to the model (40) shows that the constant
C2, the gradient measured sufficiently far away from the
bifurcation point, is about −246.65, in line with the high
probability region of the distributions in figure 10-(a).
The functional form (39) is sufficient to explain the
structure of the tails in figure 10. To this end, assume
that periodic orbits appear in bifurcations at critical val-
ues νb as ν is increased, as expressed by (39). Focusing
at a given Tˆ , assume also that the number of periodic or-
bits is large, so that J (ν) can be thought of as a random
variable, with the coefficients C0, C1, C2 and the bifurca-
tion point νb being random variables with values differ-
ing from orbit to orbit. The gradient Jν(ν) is then also
a random variable that can take arbitrarily large values
if ν − νb is small. Now, the probability that the gradi-
ent Jν(ν) is less than some large positive constant x can
be expressed by introducing the cumulative distribution
function PJν (x), defined as
PJν (x) = prob [Jν(ν) < x]
= 1− prob [Jν(ν) > x]
= 1− prob [ν − νb < (C1/2x)2] , (41)
where we have used the definition (40) and neglected
C2, since x  1, to develop the algebra in the last
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step. The probability in the third line can be equiv-
alently interpreted as the probability that bifurcation
points are closer to the reference value than a distance
(C1/2x)
2. Assuming the points νb not to be preferen-
tially distributed on the real line near ν, this probability
is then cx−2 for some constant c. In other words, the
larger x, the less likely is that a periodic orbit bifurcates
near ν. Hence, the cumulative distribution of PJν (x)
must, asymptotically for large x, obey
PJν (x) = 1− cx−2. (42)
The probability distribution of the gradient Jν can then
be obtained by differentiating the cumulative distribution
with respect to its argument, leading to the power-law
p(x) = cx−3, x 1, (43)
the behaviour observed in figure 9. More generally, sam-
pling functions that have poles of the form (ν − νb)γ ,
produces probability distributions with power-law tails
of the form p(x) ' x−n, x  1, with exponent n =
(γ − 1)/γ, leading to n = 3 for the present case with
γ = −1/2 of equation (40).
FIG. 12. Dependence of the average, panels (a) and (b), and
standard deviation, panels (c) and (d), of the gradient J Tˆρ ,
for the Lorenz equations (left panels), and J Tˆν for the KS
system (right panel), on the reference period Tˆ . For the KS
equations, the median and interquartile range are used, de-
noted as median[·] and iqr[·]. Error bars for the KS system
are estimated using a bootstrapping technique.
We now come to the central result of this paper and
examine the sensitivity of typical periodic orbits as a
function of the reference period. For distributions with
power-law tails of the form p(x) ' x−n, central moments
of order m are undefined for m ≥ n − 1. For the KS
system, with n = 3, while the mean sensitivity across pe-
riodic orbits is defined (although convergence is weak),
the standard deviation is not. Hence, for this system, we
use the median and interquartile range, as measures for
the localisation and variability of gradients, respectively
Results are shown in figure 12. Panels (a) and (b) show
the mean and median gradient for the Lorenz and KS sys-
tems, respectively. Panels (c) and (d) show the standard
deviation and interquartile range of the gradient. We ob-
serve that, as Tˆ → ∞ the mean/median converges to a
value that is approximately Jρ = 1.017 and Jν = −155,
for the Lorenz and KS systems, respectively. Given the
bound (32), the convergence of sensitivities is consistent
with the convergence of the Floquet exponents of figure
7. However, for short cycles, the sensitivity of periodic
orbits can be, in average terms over the inventory of avail-
able orbits, remarkably different to that of long cycles.
This behaviour is more pronounced for the KS system.
The standard deviation and interquartile range of the
sensitivity follow the same asymptotic behaviour of the
period averages and decay asymptotically as Tˆ−1/2, in-
dicating that the corresponding probability distributions
localise around the averages of panels (a) and (b). An
important remark is that sensitivity computations using
periodic orbits do not suffer from shadowing errors dis-
played by shadowing methods applied to chaotic trajec-
tories, e.g. the Least-Squares Shadowing [65] and Pe-
riodic Shadowing algorithms [37]. For such algorithms,
convergence proofs have been offered that suggest that
the standard deviation of sensitivity calculations on hy-
perbolic systems should first decay as Tˆ−1 as a result
of the approximations of the exact shadowing direction
involved in these algorithms.
Overall, these results show that the sensitivity com-
puted from typical long periodic orbits found in compu-
tations converges to a well defined value as the period
increases. This is not to say that all long orbits can be
considered good proxies, as the tails of figure 10 demon-
strate, but rather that sensitivities computed from longer
orbits found in computation are likely to be closer to the
asymptotic value. This asymptotic value of the sensitiv-
ity is now compared with the response of long-time av-
erages to finite-amplitude parameter perturbations using
long chaotic simulations. Carefully conducted numerical
approximations of the gradient using a finite-difference
formula (see Ref. [37] for details) show that the response
of the average of u3 to perturbation of ρ in the Lorenz
equations is approximately Jν ' 1.002, well below the
asymptotic value from long periodic orbits. We remark
that this difference is likely not a bias arising from us-
ing using periodic orbits. In fact, the same difference
has been previously observed using other shadowing algo-
rithms applied to chaotic trajectories [37]. Numerical ev-
idence has been provided [66] suggesting that the Lorenz
equations have a linear response to perturbations of the
parameter ρ, despite not being hyperbolic (it is a singu-
larly hyperbolic system in the terminology of Ref. [67]).
For this system, it has also been speculated [68] that
some observables might vary continuously with param-
eters and that the bifurcating orbits have very long pe-
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riod and their effect of the invariant measure is negligible.
How to reconcile the existence of a linear response with
the difference we observe between the prediction of shad-
owing methods and the actual response of the system is
a question that deserves further analysis.
For the KS system, we show in figure 13 how the long-
time averaged energy density varies with the diffusivity.
The data points are obtained by first computing averages
over tens of thousands of long independent segments of
length T = 5000ν, and then reporting the median value,
which is more robust to outliers arising from initial con-
ditions leading to a non-chaotic state. Using a bootstrap-
ping technique we have also computed the standard error
on the median, which is typically smaller than the sym-
bol size in the figure, and it is thus not shown. We use
this approach, instead of reporting the time average of
one long chaotic computation, as it provides a measure
of the accuracy of long-time average estimate. Panel (b)
and (c) focus near the reference diffusivity ν = (2pi/39)2
in the area spanned by the vertical lines in panels (a)
and (b), respectively. The dashed line represents the
( 2pi
38.5
)2( 2pi
39.0
)2( 2pi
39.5
)2
ν
32.4
32.6
m
ed
ia
n[
J5
00
0ν
]
Chaos
Periodic Orbits
(
2pi
38.95
)2( 2pi
39.0
)2( 2pi
39.05
)2
ν
32.55
32.56
32.57
32.58
m
ed
ia
n[
J5
00
0ν
]
(
2pi
38.9985
)2( 2pi
39.0
)2( 2pi
39.0015
)2
ν
32.5675
32.5700
32.5725
(a)
(b) (c)
FIG. 13. Long-time mean of the energy density as a function
of ν. Data points denote the median time average across
thousand of simulations from different initial conditions, with
averaging time T = 5000ν. The dashed line represents the
slope predicted by periodic orbits with reference period Tˆ =
5000ν. Panels (b) and (c) focus on the area between the two
red vertical lines in panels (a) and (b), respectively.
asymptotic gradient Jν from periodic orbits. The sys-
tem clearly lacks a linear response, in the sense that the
limit
lim
δν→0
J∞(ν + δν)− J∞(ν)
δν
, (44)
is not defined, as the response of the system is not pro-
portional to the perturbation in the parameter [68–70], at
any scale. As the distributions of sensitivities in figure
10 suggest, some orbits are always infinitesimally close
to bifurcation and small parameter perturbations might
induce abrupt changes in the structure of the attractor,
making chaotic averages non-differentiable. In such con-
ditions, the meaning of gradients obtained from linear
methods, either on periodic or chaotic trajectories, is un-
clear.
VII. CONCLUSIONS
In this paper we set out to address the question
whether typical long periodic orbits found numerically
may be used as accurate proxies for the sensitivity of
the chaotic state to parameter perturbations. Our mo-
tivation to address this question arises from well known
challenges in locating periodic orbits in fluid systems gov-
erned by the Navier-Stokes equations, and the consequen-
tial possibility that predictions of cycle averaging formu-
lae using an incomplete set might be inaccurate. If the
answer to the above question is affirmative, an heuris-
tic strategy would be to spend available computational
resources to locate one or few orbits, of sufficiently long
period. Accurate sensitivity information from these or-
bits may then facilitate control and optimisation tasks.
Here, we have considered long periodic orbits of two
low-dimensional chaotic systems, the Lorenz equations at
standard parameters and a minimal-domain Kuramoto-
Sivashinky system with dynamics restricted to the anti-
symmetric subspace. We have built an inventory of thou-
sands of periodic orbits with period up to two orders of
magnitude larger than the shortest admissible cycle. This
approach was not guided by the idea of obtaining an ex-
haustive hierarchy of cycles and a complete understand-
ing of their properties. Rather, we aimed to examine
in statistical terms the properties of typical long orbits.
This analysis is naturally biased by the search process,
but the bias leans precisely towards the direction required
to answer our original question, i.e. it favours orbits that
can be found in practical computations.
One conclusion from this study is that period aver-
ages of long orbits appear to converge to the long time
average of chaotic trajectories. Floquet exponents, be-
ing the period averages of the local rate of growth of
infinitesimal perturbations, also exhibit the same be-
haviour. Hence, Floquet exponents of long orbits con-
verge to the Lyapunov exponents calculated using stan-
dard methods. These results are interesting, but perhaps
not so important from an operational point of view, since
these quantities can be calculated directly from chaotic
trajectories at a lower cost. The important result is that
the sensitivity of period averages of typical periodic or-
bits also converges to a defined value as the period in-
creases. This result is consistent with the convergence
of the Floquet exponents, based on the relation between
stability and sensitivity of orbit, established in this pa-
per. Interestingly, the probability distribution of sensi-
tivities from typical orbits can display power-law tails of
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the form p(x) ' x−3. This result can be explained by us-
ing a statistical argument and classical normal forms of
bifurcations of periodic orbits. In practice, this suggests
that sensitivity information from orbits found numeri-
cally may occasionally be quite inaccurate.
Some open challenges are now considered. First, as
also observed elsewhere with other shadowing algorithms
[37, 71] the sensitivity of most typical long periodic or-
bits is not necessarily consistent with the response of the
system to finite-amplitude parameter perturbations. In
absence of differentiability, the meaning and value of sen-
sitivities from periodic orbits (or other shadowing algo-
rithms) is unclear and deserves further analysis. The
conjecture is that for high-dimensional systems, where
statistics behave as if a linear response existed [13, 72],
the “thermodynamic limit” of Ruelle [13], may be in-
voked and a better consistency between sensitivities from
shadowing methods and the response of the system might
be observed [37, 71]. However, evidence in support of this
conjecture is currently lacking.
A second challenge is that the applicability of the ideas
discussed in this paper to fluid systems governed by the
Navier-Stokes remains unclear (see Ref. [2]). One major
issue is that the increase of system dimension inevitably
implies a decrease of good near recurrence events. As
advocated in Ref. [26] more robust search methods are
required. A third potential issue is that the size of
the linear systems arising in the Newton-Raphson search
iterations grows linearly with the period T , regardless
of the numerical method utilized, i.e. either for global
search methods [5, 40] or with multiple-shooting tech-
niques [56, 73]. The condition number of these problems
grows with T , introducing errors in the Newton-Raphson
corrections that might eventually prevent convergence.
Hence, finding long periodic orbits might, eventually,
prove too challenging.
Appendix A: Floquet exponents of long periodic
orbits
The algorithm used to compute Floquet exponents of
long periodic orbits follows closely the approach origi-
nally introduced in Ref. [63]. For completeness, we de-
scribe in this appendix this algorithm and outline our
novel contribution.
The algorithm exploits two fundamental facts. The
first is that the Jacobian matrices (3) obey the multi-
plicative property
M(t2, t0) = M(t2, t1)M(t1, t0), (A1)
for any times t2 ≥ t1 ≥ t0. Hence, the monodromy ma-
trix M(T, 0) can be equivalently expressed as the prod-
uct of M short-time Jacobian matrices Mi = M(ti, ti−1),
i = 1, . . . ,M , as
M(T, 0) = MMMM−1 . . .M1, (A2)
for a partitioning of the interval [0, T ] into M sub-
intervals specified by times 0 ≡ t0 > t1 > . . . > tM−1 >
tM ≡ T . Note that the Jacobian matrices Mi obey the
cyclic property MM+1 = M1.
The second fact is that a well-conditioned eigenvalue
revealing decomposition exists for products of matrices
such as (A2). This is the periodic real Schur decom-
position [74, 75], initially introduced in the context of
Floquet analysis in Ref. [62] for the computation of the
multipliers and more recently extended [49, 63] to com-
pute the eigenfunctions. This decomposition consists in
factorizing the short-time Jacobian matrices using a set
of orthogonal matrices Qi, i = 1, . . . ,M , satisfying the
cyclic property Q0 = QM , as
Mi = QiRiQ
>
i−1 (A3)
where the factors Ri, i = 1, . . . ,M − 1 are upper tri-
angular matrices and RM is in real Schur form, a block
upper-triangular matrix with either 1×1 and 2×2 blocks
on the diagonal, in case the monodromy matrix possesses
pairs of complex conjugate multipliers.
Using these two facts, the monodromy matrix can be
expressed in real Schur form as
M(T, 0) = Q0RM ...R2R1Q
>
0 . (A4)
The product RM ...R2R1 and the monodromy matrix are
unitarily similar and thus share the same spectrum of
eigenvalues. However, because of the structure of the
factors Ri, obtaining the spectrum is a straightforward
computation, since the spectrum of a block triangular
matrix is the union of the spectra of the blocks. The
structure of the block upper triangular factor RM deter-
mines whether exponents are real or form complex conju-
gate pairs (see Ref. [76], Th. 7.4.1). For a 1× 1 block at
location (i, i), a real Floquet exponent can be obtained
as
λi = log(µi)/T =
1
T
log
M∏
j=1
[Rj ]ii =
1
T
M∑
j=1
log[Rj ]ii
(A5)
Computing the sum of the logarithms is recommended,
as multiplication can quickly over/underflow before the
logarithm is taken. For a 2× 2 block, a pair of complex
conjugate exponents can be obtained with a bit more
work by recursively multiplying all 2 × 2 blocks of the
factors Rj at location (i, i + 1), and accumulating the
sum of the logarithms of scaling factors required to set
the largest element in the partial products to have uni-
tary magnitude. Overall, this algorithm only operates on
well-conditioned short-time Jacobian matrices, instead of
forming the monodromy matrix, and it is numerically ro-
bust.
The numerical algorithm required to obtain the factors
Ri and Qi in equation (A3) from the short-time jacobian
matrices is based on classical QR-based eigenvalue algo-
rithms [76, 77]. Developing a robust implementation is a
lengthy and delicate task. In this paper, we have adopted
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a matrix-free algorithm introduced in Ref. [63], which is
a specialization to periodic orbits of classical methods to
compute Lyapunov exponents [60]. The approach only
requires the action of these matrices on a set of tangent
vectors and is thus computationally more efficient when
only a handful of the leading Floquet exponents is re-
quired. The algorithm is simpler to implement, does not
require advanced linear algebra technique and only re-
quires minor modifications to an existing time-stepper
code for the linearised equations.
The algorithm is iterative and we denote quantities
at iteration k, with a superscript (k). First, a set of
m linearly independent tangent vectors is defined, where
m is the number of desired exponents. For notational
convenience, we arrange them as the columns of matrix
Qˆk0 ∈ Rn,m, where we use a hat to denote a matrix with
reduced dimensions. The period is divided into M sub-
intervals, which need not have the same size. In each sub-
interval, the columns of Qˆk0 are: 1) propagated forward
in time using a linearised time-stepping solver and 2) re-
orthogonalized in place using a Gram-Schmidt procedure.
These two steps are formally equivalent to computing
MiQˆ
k
i−1 = Qˆ
k
i Rˆ
k
i i = 1, . . . ,M, (A6)
which is akin to (A3). Note that forming Mi is not neces-
sary, only its action on the columns of Qˆki−1 is required,
making the approach suitable for PDE problems. The
triangular factors Rˆki ∈ Rm×m from the orthogonaliza-
tion are stored for later processing. The time between
subsequent re-orthogonalizations depends on the expand-
ing/contracting characteristics of the tangent space and
should be chosen such that the columns of Qˆki remain
numerically linearly independent.
After the last sub-interval, the iterations are restarted
by setting Qˆk+10 = Qˆ
k
M and after k iterations the mon-
odromy matrix is formally equivalent to
M(T, 0) = Qˆk+10 Rˆ
k
M . . . Rˆ
k
2Rˆ
k
1Qˆ
k>
0 . (A7)
If the first m Floquet multipliers are all real and dis-
tinct, the columns of Qˆk+10 converge geometrically to a
basis for the subspace spanned by the leading m Floquet
eigenvectors. Hence, the difference ‖Qˆk+10 − Qˆk0‖ con-
verges to zero in any norm and (A7) is the real Schur
form of the monodromy matrix, as in equation (A4). In
fact, this iteration procedure is a form of subspace iter-
ation [78] (also known as orthogonal iteration [76], and
referred to as simultaneous iteration in Ref. [63]). The
leading m Floquet exponents can then be obtained from
the diagonals of the factors Rˆi, as discussed.
A simple adjustment of this approach can be intro-
duced when some of the multipliers form complex con-
jugate pairs. The iterations still converge, in the sense
that the subspace spanned by Qˆk0 converges, but only the
columns associated to real exponents converge individu-
ally [63]. The subspace spanned by a pair of columns of
Qˆk+10 corresponding by the space spanned by the Floquet
eigenvector associated to complex conjugate multipliers
also converges, but at every iteration the two columns are
rotated by an angle in the subspace they span. Hence,
we introduce a rotation matrix Dˆk such that
Qˆk+10 = Qˆ
k
0Dˆ
k. (A8)
For large k, this rotation converges to a matrix that has
the structure of the product of Givens rotation matrices,
each rotating one pair of columns of Qˆk0 to the corre-
sponding pair of Qˆk+10 . With this modification, the prod-
uct DˆkRˆkM converges to a block upper triangular matrix
and (A7) with (A8) is formally equivalent to (A4).
To the best of the author’s understanding, a proce-
dure to compute this rotation matrix was not proposed
Ref. [63], which focused instead on using iterative QR-
based algorithms. The new contribution of this appendix
is a simple strategy to obtain it. The rotation Dˆk can be
found as the solution of the orthogonal Procrustes prob-
lem [76]
argmin
Dk
‖Qˆk+10 − Qˆk0Dk‖F = UkVk>, (A9)
where ‖ · ‖F is the Frobenius norm and where the two
matrices at the right hand side are obtained from the
Singular Value Decomposition
Qˆk>0 Qˆ
k+1
0 = U
kΣkVk>. (A10)
In our implementation, we compute the rotation Dˆk
along the iterations and use a simple heuristic to detect
pairs of complex conjugate eigenvectors, or inverse hyper-
bolic directions, when a diagonal entry is close to −1. We
then monitor the maximum absolute difference between
estimates of the Floquet exponents and stop the itera-
tions when such difference is lower than a user-defined
tolerance. Panels (a-d) of figure 14 shows the progressive
convergence of the rotation matrix Dˆk for a calculation
on the shortest periodic orbit of the KS system reported
in figure 2. Iteration k = 1, 3, 10 and 33 are shown. Ex-
cept for the fifth and sixth column, the columns of Qˆk+10
converge to the columns of Qˆk0 and all Floquet multipliers
are real and positive. Panel (e) shows the convergence of
the error on the estimate of a few Floquet exponents.
In practice, we have found this method to be quite
robust for the systems used in this paper, where Flo-
quet exponents are typically well separated. We have
observed that the number of iterations required for con-
vergence decreases with the period, with exponents of
the longest periodic orbits of the KS system requiring
only three/four iterations to converge to machine accu-
racy. This can be attributed to the faster convergence
of the columns of Qˆki to the subspace spanned by the
leading Floquet eigenmodes, as the integration time is
proportionally longer, following the same pattern of con-
vergence of algorithms to compute Lyapunov exponents
from chaotic trajectories [79]. We have therefore made no
attempt at improving the convergence rate and compu-
tational cost by using shift and deflation techniques that
are customarily used in state-of-the-art implementations
of eigenvalue algorithms [76, 77].
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FIG. 14. The base ten logarithm of the entries of the rotation matrix Dˆk at iterations k = 1, 3, 10 and 33, panels (a-d).
Convergence of error on the estimate of a few selected Floquet exponents, panel (e).
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