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1CHAPTER 1. GENERAL INTRODUCTION
1.1 Introduction and Motivation
There has been an increasing use of land for bio-fuel production. Thus, yield improvement
is more critical to ensuring the food safety for a growing world population. Efforts to sustain
the impressive rate of past productivity gains are bound to rely on biotechnology innovations
such as those responsible for the development of genetically modified (GM) crops. Genetically
modified varieties have emphasized insect resistance, herbicide tolerance, and stacked traits
that combine these attributes, and is one of the dominant feature in agricultural production.
However, there are different opinions on the effects of biotechnology. Because U.S. adoption
of GM varieties has been very strong since their introduction in the late 1990s, we propose to
investigate empirically whether and to what extent the GM technology has improved realized
yields.
Implied volatility is a crucial concept in finance, by inverting the observed option prices
using the Black-Scholes formula. Financial researchers and practitioners frequently propose
their models and design the pricing formulae based on the observed implied volatility pattern
in reality. However, the empirically-observed implied volatilities is not the volatility by directly
inverting the option prices using the Black-Scholes pricing formulae. The differences are due
to the pricing errors. This motivates us to study the effects of pricing errors and propose
estimators to correct for the effects of pricing errors.
Seasonal time series are populated in economic and econometric studies. The situation
where the seasonal pattern is a long cycle and the study period only covers a few of long
cycles has been ignored and most researchers focused on the “asymptotic study” that the
sample includes hundreds of long-cycles. One typical series is a daily series having an annual
2pattern and includes only 5-30 years. Two widely-used methods to estimate the seasonality
are trigonometric-function-regression and seasonal-dummy regression. Trigonometric-function-
regression suffers from model mis-specification if the true long-cycle pattern is not a sinuous
pattern. Although the estimator based on seasonal-dummy-regression is consistent, unbiased
and asymptotically normal-distributed, we find this estimator does not perform well in practice
when the sample covers not-too-many long cycles. The consideration is that the sample size
n and the dimension P has the relationship n/P not too big. This motivate our study of the
benefit of the smoothing of the estimated long-cycle patterns by seasonal-dummy regression
and evaluate the benefit of smoothing.
1.2 Dissertation Organization
The dissertation consists of three main chapters, preceded by this general introduction.Each
of the three main chapter corresponding to a journal article. Chapter 2 presents the realized
yield effects of GM crops including U.S. maize and soybean. Chapter 3 analyzes the statistical
property of the implied volatility, and find that it is adversely impacted by pricing errors and
stylish patterns of the inverse Black-Scholes price function. Chapter 4 provides the smoothing
in seasonal time series with an application to return rates of electricity prices.
3CHAPTER 2. THE REALIZED YIELD EFFECT OF GM CROPS: U.S.
MAIZE AND SOYBEAN
A paper in revision with Crop Science
Zheng Xu1, David Hennessy2, Kavita Sardana3 and Moschini Giancarlo4
Abstract
Yields improvements are critical to ensuring food security for a growing world population,
especially in view of the increasing use of land for bio-fuel production. Efforts to sustain the
impressive rate of past productivity gains, epitomized by such successes as the green
revolution, are bound to rely on biotechnology innovations such as those responsible for the
development of genetically modified (GM) crops. Some argue that the use of biotechnology
can substantially improve yields relative to the trajectory established by traditional breeding
in the 20th century. Because U.S. adoption of GM varieties has been very strong since their
introduction in the late 1990s, we propose to investigate empirically whether and to what
extent the GM technology has improved realized yields. We study this question for
non-irrigated U.S. maize and soybean yields over 1964-2010, having controlled for local
effects, weather, fertilization and the pre-existing (non-GM) crop improvement trend. For
maize we find that GM varieties have increased realized yields, with a stronger gain in the
Central Corn Belt. For soybeans, GM varieties appear to have slightly reduced yields. For
both crops we find a strong trend in yield growth, which may have accelerated in recent years
1Departments of Economics and Statistics, Iowa State University, Ames, IA, 50011, USA
2Department of Economics, Iowa State University, Ames, IA, 50011, USA
3Department of Policy Studies, TERI University, New Delhi, 110070, India
4Department of Economics, Iowa State University, Ames, IA, 50011, USA
4within the Central Corn Belt. But the combined effects of yield trend and GM adoption are
predicted to fall short of the growth rate envisioned by industry projections.
Key words: Bio-fuels; Biotechnology; Crop Productivity; Food Security; Regional Effects;
Yields; Weather.
2.1 Introduction
The advent of large scale cultivation of genetically modified (GM) varieties has been one of
the dominant features of innovation in agriculture over the last fifteen years (Moschini 2008).
Introduced in the late 1990s in some major crops (chiefly soybean and maize, but also cotton
and canola), GM varieties have been rapidly adopted in several countries. In 2011 they were
grown on 160 million hectares worldwide (James 2011), 90% of which accounted for by five
countries: United States, Brazil, Argentina, India and Canada. In the United States, GM
varieties have displayed historically unprecedented adoption rates: by 2011, 88% of the maize
crop and 94% of the soybean crop were accounted for by GM varieties, and the pace of adoption
(fig. 1) has been as fast as that of the celebrated hybrid maize success story (Griliches 1960).
The GM technology has also generated controversy worldwide (Charles 2002, Miller and Conko
2004), and large blocks of counties (most notably the European Union) are still not open to
its widespread use. But the GM technology innovativeness, vis--vis traditional crop breeding,
is held by many as the more likely way to emulate past successes such as hybrid maize and the
green revolution (Fedoroff et al. 2010).
GM varieties commercialized to date have emphasized insect resistance, herbicide tolerance,
and stacked traits that combine these attributes (Herdt and Nelson 2011). Beyond their direct
effects on chemical input needs, these traits have reduced labor, management, machinery and
energy use in crop production while increasing operational flexibility (Huang, Rozelle and
Pray 2005). Whereas cost-saving considerations alone can rationalize farmers’ adoption, GM
varieties may have affected yields as well (Park et al. 2011). Corner solution effects imply that
GM adoption may increase yield even if innovations substitute perfectly for market inputs (see
the subsection of rationale for GM yield effects). There are also other reasons to expect a GM
5yield effect, including: the embedded plant protection traits can be more effective in protecting
potential yield than the chemicals they replaced (Go´mez-Barbero, Berbel and Rodr´ıguez-Cerezo
2008, Ma, Meloche and Wei 2009); growers may have applied higher levels of other inputs in
response to the new technologies; additional flexibility during planting helps the goal of prompt
planting and contribute to reduce weather-related yield losses (Egli and Cornelius 2009, Fischer,
Byerlee and Edmeades 2009); pest-controlling GM variety (e.g., Bt maize) provide a positive
externality for local non-adopters (Wu et al. 2008, Hutchison et al. 2010, Lu et al. 2012).
Yields improvements are critical to the challenges of food security (Fischer, Byerlee and
Edmeades 2009, Lambin and Meyfroidt 2011, Tilman et al. 2011). The Food and Agricultural
Organization estimates that about 850 million of the world’s population are undernourished
(FAO 2011). Ultimately, the resolution of this long-standing problem hinges on the balance
between the rates of growth in demand and supply of food. Demand for food will continue to
rise in the next few decades because of expected growth in world population, projected by the
United Nations to reach 9.3 billion in 2050 from the current level of about 7 billion (UN 2011),
and of income growth among many developing and newly industrialized economies. Because of
constraints on the global availability of cropland, the single most important element affecting
food supply growth is land yield productivity. The importance of agricultural productivity
for food security is heightened by climate change concerns and by the recent trend toward
increasing the allocation of land to biofuel production (Tilman et al. 2009, Ford Runge and
Senauer 2007, Hertel 2011), an evolution that is contributing to existing worries about the
rising level and volatility of commodity prices (FAO 2011, Wright 2011).
There is no doubt that GM varieties, and biotechnology more generally, can help sustain
the continued improvements in agricultural productivity needed for global food security. An
unresolved and important question, however, concerns what can be rationally expected on this
front. Some have discussed an apparent slowdown of grain yield growth (Alston, Beddow and
Pardey 2009). But others claim that biotechnology can enhance yields dramatically, suggesting
that U.S. maize average yields can be doubled over the two decades 2010-2030 (Edgerton 2009),
such that the impact of biofuel expansion will be small. Are such yield expectations realistic?
Because such productivity improvements are to be enabled by new biotechnology breeding tools,
6is this scenario consistent with the evidence on realized (farm-level) yields of GM varieties to
date?
Existing studies are inconclusive on these questions. Studies that have emphasized the
impact of temperature and precipitation on U.S. yields (Schlenker and Roberts 2009; Tannu-
ra, Irwin and Good 2008), or the impact of climate change on crop yields worldwide (Lobell,
Schlenker and Costa-Roberts 2011), do not explicitly address possible GM effects. Yield en-
hancements due to GM varieties in specific settings have been reported for Bt maize in Spain
(Go´mez-Barbero, Berbel and Rodr´ıguez-Cerezo 2008) and Argentina (Qaim and de Janvry
2005), and Bt cotton in India (Qaim and Zilberman 2003). Based on trial data in China, yield
increases from Bt rice adoption are foreseen (Huang et al. 2008). But a literature overview on
GM yield impacts in the United States claims no positive effects (Gurian-Sherman 2009).
This study aims to isolate the impact of GM crop adoption on U.S. maize and soybean yields
from other possible confounding effects. The focus is on realized yield (as opposed to field trials);
specifically historical U.S. county-level average maize and soybean yields. Yield data, for the
period 1964-2010, are from the U.S. Department of Agriculture (USDA), and are matched with
a carefully constructed set of weather variables. Realized yields are presumed to be determined
by: (i) state of technology (e.g., germplasm quality of commercialized varieties) available at
time t; (ii) weather experienced during the growing season, in terms of both temperature and
water stress metrics; (iii) amount of fertilizer applied; (iv) other county-specific factors that
affect productivity (e.g., soil quality); and, (v) rate of adoption of GM varieties. Factors (i)-(v)
vary considerably over time and space, and this variability is used to identify the yield responses
of interest. The objective is to assess the impacts of items (i) and (v), having controlled for all
other relevant factors as well as possible.
2.2 Materials and Methods
The data we have assembled for the analysis constitute a typical time-series-cross-section
(i.e. “panel”) data set. The variable to be explained, yi,t, is the average yield for county i
in year t, as reported by the U.S. Department of Agriculture (USDA). The data covers the
period 1964-2010 for a large set of counties (to be defined below). This 47-year span includes
7the entire GM period (post 1996) and a long stretch of pre-GM data, and it is thus suitable
to investigate the question of the possible yield effect of GM varieties. One of the reasons
for choosing 1964 as the initial year of the sample is that this is the first year for which
reliable state-level, crop-specific fertilization data are available. Explanatory variables, taken
as pre-determined with respect to yield realizations, are chosen so as to account for all of the
main determinants of realized yields. The approach taken is based on the statistical yield
model popularized by Thompson (1969, 1975). Plant growth occurs only within a well-defined
temperature range, with recognized threshold effects. Heat incidence on proximate days are
substitutes but early and last season heat do not substitute. For these reasons, we use two
temperature metrics, each calculated separately for each month of the growing season: growing
degree days Gi,m,t, and excess heat degree days Ei,m,t (for county i, month m ∈ M where
M = {May, June, July,August, September} and year = 1964, · · · , 2010). Because soils can
store moisture (a stock variable), water stress affecting yields is measured by the Palmer Z
index, Zi,m,t
5.
Unlike other yield studies, we control the impact of nitrogen use Ni,t, a recognized major
contributor to yield gains in the 20-th Century (Smile 2004; Schultz 1966). For U.S. maize,
nitrogen use rate increased steadily from 1964 until about 1980, from 58 lb. per acre in 1964
to an average of 130-140 lb. per acre over 1980-2010. GM adoption rate Ai,t ∈ [0, 1] is, for
each crop, the shares of GM varieties in planted crop acres in the state of county i in year t.
As in other studies, a trend variable Tt captures changes in mean yields over time for seasons
not otherwise modeled (e.g., germplasm improvement via traditional bleeding). The results
reported rely on the standard (linear) trend Tt = 1, 2, · · · , 47.
A working hypothesis is that trend and GM yield responses differ between the center and
the periphery of U.S. growing regions. We identify the three-state region of Iowa, Illinois, and
Indiana-henceforth referred to as the Central Corn Belt (CCB)-as the core region for maize
and soybeans. Breakthrough innovations are likely targeted at such core regions before being
applied elsewhere. For example, U.S. hybrid maize adoption rates were lower outside CCB,
5Please see the subsection of Water Stress for the definition of Palmer Z index. We defined and explain the
variables together in some consecutive subsections.
8even 25 years after commercialization (Griliches 1960). Indeed, dominant seed companies have
located the large majority of their Midwestern research facilities in the three CCB states.
Because U.S. productions is mostly from non-irrigated agriculture, attention is limited to
counties where <10% of harvested cropland is irrigated (according to the 2002 U.S. Census of
Agriculture)6. Only counties with data available for at least two thirds of the pre-GM years
and two thirds of the post-GM years (e.g., pre- and post-1996 for soybean) were included.
For maize our final sample encompasses 1350 counties (1063 for soybeans), which accounted
for 81% of U.S. production in 2010 (78% for soybeans). Given the 47-year span of the data,
and net of the few missing observations, the sample used in estimation comprises 61682 yield
observations for maize (47693 for soybean).
Conditional on modeling of the underlying technological progress by a linear trend, two
alternative GM adoption yield effects are considered. In one the yield function shifts in pro-
portion to adoption but independent of time. In the other, the slope of the yield response to
trend shifts in proportion to adoption. Letting yi,t denote yield realizations for county i in
year t, and setting Ri = 1 whenever county i is in the CCB (Ri = 0 otherwise), and given the
variables defined in the foregoing, the regression model for the adoption-shift effect is
yi,t = αi +Wi,t + βNNi,t + βTTt + βRTRiTt + βAAi,t + βARAi,tRi + i,t, (2.1)
where Wi,t denotes the weather variables, represented by
Wi,t ≡
∑
m∈M
(βGmGi,m,t + βEmEi,m,t + βZmZi,m,t + βZZmZ
2
i,m,t) (2.2)
with quadratic terms included to capture possible nonlinearities in the response to water stress.
Each term i,t is assumed to be identically and independently distributed, and the β’s are
parameters to be estimated. The regression model for the alternative adoption-slope effect is
yi,t = αi +Wi,t +βNNi,t +βTTt +βRTRiTt +βATAi,t(Tt− τ) +βARTAi,tRi(Tt− τ) + i,t, (2.3)
where τ = 32 for soybean and τ = 33 for maize (GM varieties were first planted in 1996 for
soybean and in 1997 for maize)7.
6The modeling of yield in the rich-irrigated counties with ≥10% of harvested cropland irrigated is not studied
in this article. They have a different modeling.
7There may be some systematic selection bias in the adoption and the use of county fixed-effect αi has
captured a big fraction of the selection bias in the counties, though not perfectly.
9Again, the objective is to isolate the impact of GM crop adoption on U.S. maize and soybean
yields from other possible confounding effects. There may be factors other than those modeled
explicitly that affect yield realizations, of course. But insofar as such factors can be presumed to
be county-specific and largely unchanged over time (e.g.,soil quality), they are fully accounted
for by the estimation procedure used (by a county-specific intercept αi). All data used are from
publicly available sources. More details on the variables and data used are provided next.
2.2.1 Heat Variables
Daily temperature data are used to calculate monthly growing degree days and overheating
degree days at the county-level. Daily maximum (Fmaxi,m,t,d ) and minimum ( F
min
i,m,t,d ) temper-
atures (Farenheit) were obtained for weather stations near each county, as extracted from the
U.S. Historical Climatology Network of 1,218 weather stations in the 48 contiguous states. For
these calculations, we merged 1,218 data files each for a separate weather station and then
extracted Fmaxi,m,t,d and F
min
i,m,t,d . Heat variables studied were based on daily growing degrees
Gi,m,t,d and excess heat degrees Ei,m,t,d calculated for weather station i, month m ∈ M , year
t and day of month d. Growing degree days and excess heat degree days, as used in the text,
can be expressed as:
Gi,m,t,f =
Fˆmaxi,m,t,d + Fˆ
min
i,m,t,d
2
− 50
Ei,m,t,f =
F˜maxi,m,t,d + F˜
min
i,m,t,d
2
− 90
where:
Fˆmaxi,m,t,d =

86 if Fmaxi,m,t,d > 86
Fmaxi,m,t,d if 50 ≤ Fmaxi,m,t,d ≤ 86
50 if Fmaxi,m,t,d < 86,
F˜maxi,m,t,d =

Fmaxi,m,t,d if F
max
i,m,t,d > 90
, 90 if Fmaxi,m,t,d ≤ 90,
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and the max in the subscript in the above two formulae can be substituted by min. Note the
notation, for the daily values, we use Fˆi,m,t,d and F˜i,m,t,d to capture the growing degree and
excess degree days within a day.
Thus, Gi,m,t,d counts additional beneficial degrees only in range [50, 86], and Ei,m,t,d counts
additional harmful degrees only in range [90,∞) (National Corn Handbook, NCH-40: Climate
& Weather, http://www.extension.purdue.edu/extmedia/NCH/NCH-40.html, visited 6/29/2012)
Both are then summed over the days in each month m ∈ M at each weather station.
A county’s monthly growing Gi,m,t and excess heat Ei,m,t degree days are approximated by
their respective values for the weather station nearest to the county’s geographic center. The
computed temperature indices Gi,m,t and Ei,m,t display considerable time and cross-section
variation (e.g., fig. 2), which will be helpful in identifying the responses of interest. As an
illustration, panels A and B of fig. 2 report the summary distribution of the July Gi,m,t and
Ei,m,t (specifically the mean, the 5% and 95% percentile points for each year).
2.2.2 Water Stress
Water stress is measured by the Palmer Z index Zi,m,t for each month m ∈M. The monthly
Palmer’s Z value is a measure of the departure from normal of the moisture climate for that
month (Heim 2002). A value of 0 is to be expected, −2 or less represents drought conditions
and +5 or more represents flood conditions. Data were obtained directly from the U.S. Dept. of
Commerce National Climate Data Center (http://www.drought.noaa.gov/palmer.html, visited
6/29/2012). Variables included county fips, latitude, longitude and Climate division. Data
are for weather divisions within a state. There are 344 climate divisions within the contiguous
United States, each covering about ten counties. As water stress depends on precipitation
and temperature, both are used in this index’s calculation. The index is standardized to local
climate in order to calculate dryness relative to local norms. This is appropriate as production
choices are conditioned on local dryness norms so that deviation from norms should matter most
in determining deviation from trend yield. Data were processed using Arcmap. Counties within
the same state division have the same Palmer’s Z index. To illustrate the time and cross-section
variability of the Palmer Z index in our data, panel C of fig.2 reports the summary distributions
11
of the July Zi,m,t.
2.2.3 Nitrogen
The second half of the 20th Century has seen extensive growth in use of artificial fertilizer
(Gardener 2002). Nitrogen fertilization, in particular, has been recognized as a major determi-
nant of yield growth in the 20th Century (Smil 2004). Unlike other yield studies, this report
controls for fertilizer (nitrogen) use. Nitrogen used on U.S. maize acres increased from 1964 until
about 1980, from 58 lb. per acre to 130-140 lb. per acre, and it has leveled off since. Accounting
for this is necessary to avoid biased estimates of other technology effects. State-level nitrogen
data were generated from USDA data (http://www.ers.usda.gov/Data/FertilizerUse/). The
data have many missing observations, and especially over the period 2004-2009. To fill in for
state-level missing values, we first calculate the U.S.-level nitrogen use rate for both crops for all
years. Then state-level nitrogen use rate missing values are then filled-in by using the predicted
values of a zero-intercept OLS regression of state-level nitrogen use on U.S.-level nitrogen use.
2.2.4 GM Adoption
GM adoption rate Ai,t ∈ [0, 1] is the share of adopted GM varieties to total crop acres in state
i in year t. Data are for adoption across all varieties. Data from 2000-2010 are from the USDA,
available at http://www.ers.usda.gov/data/biotechcrops/ExtentofAdoptionTable1.htm, which
are obtained from a randomized survey conducted each June concerning biotechnology varieties
sown that year. The USDA did not survey prior to 2000. However, Monsanto Corp. has
made public its estimates of U.S.-wide adoption, including for all biotechnology varieties, over
1996-2010, with GM cultivation commencing in 1996 for soybeans and in 1997 for maize. We
have spliced Monsanto’s data into the USDA adoption data to obtain a consistent dataset.
The approach involves fitting a logistic curve to data over the period 2000-2010 and then
extrapolating back over 1996-1999, where Monsanto’s data provide a normalizing constant
such that state-level extrapolations aggregate to the national level. A three-step approach was
taken to splice the series together.
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2.2.5 Counties Studied
The counties included in the sample satisfy the following three qualifications. First, as
irrigated and non-irrigated lands perform differently and most of the U.S. production is from
non-irrigated agriculture, we use only counties where less than 10% of harvested cropland is
irrigated (according to the 2002 U.S. Census of Agriculture). Yield data are not available for
all counties for all years. To ensure representativeness of the sample, only counties with data
available for at least two thirds of the pre-GM years and two thirds of the post-GM years (e.g.,
pre- and post-1996 for soybean) were included. Finally, counties with incomplete Palmer’s Z
index time series were excluded (only four counties that survived the first two requirements
failed the third). For maize (resp., soybeans), 1,350 (1,063) counties satisfied these criteria,
accounting approximately for 81% (78%) of U.S. production in 2010. Fig.3 illustrates.
2.2.6 Rationale for GM Yield Effects
There are several reasons why GM varieties may have positive impact on yields. Some
have to do with the intrinsic attribute of the technology per se. For example, the embedded
plant protection traits (e.g., Bt maize to protect against Diabrotica virgifera, the western
corn rootworm) may be more effective in protecting potential yields than the chemicals they
replaced. A healthier plant (e.g., with stronger roots) may consequentially show increased
marginal benefit from fertilizer use. Other considerations rely on behavioral effect that are
likely at the farm level. For instance, farmers may plan on using extensive pesticides only
upon learning of a significant problem, but weather and scheduling difficulties might preclude
subsequent action. So an otherwise equally effective input that is embedded, rather than
applied, would actually be more effective as any damage would be avoided.
Also, growers may have applied higher levels of other inputs in response to the new technolo-
gies while additional flexibility during planting may have promoted the trend toward prompt
planting, and so have protected against weather-related yield losses (Huang et al. 2005, Park
et al. 2011). Additional, more specific, economic effects are also germane, for example what
economics refers to as “corner solution” in the farmer’s optimization problem. To illustrate
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we posit the standard production framework with input-saving technical innovation. Write the
crop production function (per unit of land) as f(a + θ) with market input a ∈ R¯+ , input-
substituting genetic innovation vector θ ∈ R¯+ , input price w and strictly positive output price
P . The production function is strictly increasing and concave (i.e. diminishing returns, given
than the functions applies to a given unit of land). Let a genetic innovation increase the value
of input θ , say from θ1 to θ2 with θ2 > θ1 , so that the same production function applies
but the effective input level is translated. If the profit maximizing choice of market input is
interior both before and after the innovation then P∂f(a+ θ)/∂a = w with solution a(θ) and
a(θ2) + θ2 = a(θ1) + θ1; in this case, the innovation generates a cost saving equal to (θ2 − θ1)w
while production (i.e.,yield, because the unit of land is fixed) does not change. However if
P∂f(a + θ1)/∂a = w but P∂f(a + θ2)/∂a < w, then a(θ2) ≡ 0, a(θ2) + θ2 > a(θ1) + θ1 and
f(a(θ2)+θ2) > f(a(θ1)+θ1). Thus in this instance of a corner solution, we find the production
for the given unit of land (yield) is larger under θ2 than under θ1.
2.2.7 On the Region Effects Hypothesis
In his pioneering work on agricultural technology adoption Griliches (1960, p/ 275) states:
“Hybrid corn was not a once-and-for-all innovation that could be adopted everywhere.
Rather, it was an invention of a new method of innovating, a method of developing superior
strains of corn for specific localities. The actual process of developing superior hybrids had
to be carried out separately for each locality. It is important to remember this fact before
one blames, for example, the southern farmers for being slow to plant hybrid corn. Although
superior hybrids became available in the Corn Belt in the early 1930’s, it was only in the middle
of the 1940’s that good hybrids began to appear in the South.”
Because seed companies develop and market varieties well-suited to an area’s soils and
climate, it is also of some interest to see where they locate their main production facilities.
Monsanto and Dupont (through Pioneer Hi-Bred) dominate U.S. maize and soybean seed mar-
kets (Moschini 2010). According to its 2011 annual report (form 10-K, p. 7), Monsanto spent
1.386 billion dollars on in-firm R&D in 2011 largely on seed traits. According to its 2011 data-
book, seeds constitute 68% of Dupont’s Agriculture and Nutrition division’s sales and R&D
14
expenditure on the ‘feeding the world’ amount to 1.24 billion dollars in 2011. Monsanto’s web-
site (visited 2/10/2012) provides the following locations of its major U.S. facilities: Iowa=18,
Illinois=13, Indiana=12, Nebraska=10, Minnesota=6, Wisconsin=6, Missouri=6, Ohio=4, and
South Dakota=3. Dupont/Pioneer’s web site (visited 2/10/2012) provides the following loca-
tions of its major research facilities: Iowa=5, Illinois=4, Minnesota=4, Indiana=2, Nebraska=1,
Ohio=1, Missouri=1, Michigan=1, South Dakota=1. So we conjecture that trend yield growth
is higher in CCB than elsewhere.
2.2.8 Estimation Procedure
The sample that we have assembled constitutes a typical time-series-cross-section (i.e.,
”panel”) data set. The variable to be explained, yi,t, is the county-level average yields. The
“shift model” that we estimate is reported in eqn. (1) above, where t = 1, 2, ..., 47 denotes
years, i = 1, 2, ..., 1350 (for maize) and i = 1, 2, ..., 1063 (for soybean) denotes counties. The
regression model for the alternative adoption-slope effect is reported in eqn. (2). For all model,
the β’s are the parameters to be estimated.
There are a variety of econometric procedures that could be used with panel data such as
ours (Wooldridge 2010). A basic procedure is the so-called fixed-effects model, which amounts
to assuming that systematic heterogeneity between the cross-sectional units of the panel can
be captured by differences in the intercept coefficient of the linear regression. This is reflected
in the fact that the constant terms in eqn. (1) and eqn. (2) are county-specific (effectively,
therefore, in our case the procedure estimates 1,350 intercepts for maize and 1,063 intercepts
for soybean). The fixed-effects model works well for our setting, as it allows us to account in an
efficient way for factors, such as soil quality, that are known to be important determinants of
agricultural productivity. Because such factors can be assumed to be largely time-invariant (at
least for the time span of our sample), the fixed-effect estimation procedure removes the possible
bias that typically arises when one omits relevant explanatory variables. Given the foregoing
assumption, the error term is then assumed to be identically and independently distributed
(i.i.d.), such that standard least-squares or maximum-likelihood (given normality) procedures
can be readily applied to obtain consistent estimates of the parameters of interest (the betas).
15
2.3 Results
Complete estimation results are reported in the Supplementary material, table S1-S5. The
fit of all models as measure by the R2 is fairly good for both crops, ranging from 0.785 to 0.81.
Table S1 also reports the Ahrens-Pincus unbalancedness measure (Ahrens and Pincus 1981).
Recall that, as discussed earlier, some counties included in our sample do not have observation
for the entire 47-year period, i.e., we have an unbalanced panel data set. The fact that the
Ahrens-Pincus measure exceeds 0.99 in all cases indicates that the degree of unbalancedness in
our sample is extremely low.
The following null hypotheses were tested by suitable parameter restrictions: (i) no weather
effects, (ii) no fertilizer effects, (iii) no regional effects, (iv) no technological trend effects, (v) no
GM adoption effects. The parametric restrictions associated with the five basic null hypotheses
are:
• no weather impacts: βGM = βEM = βZM = βZZM = 0 (∀m)
• no fertilizer effects: βN = 0
• no regional effects: βRT = βAR = βART = 0
• no technological trend effects: βT = βRT = 0
• no GM adoption effects: βA = βAR = βAT = βART = 0.
As can be evidenced by comparing the reported likelihood ratio statistics with the appro-
priate critical values of the χ2 distribution (also reported in table S5 of the Supplementary
Material), all of these hypotheses were rejected decisively at the 1% significance level, lending
further support for the model specification adopted in this study.
The models of eqns. (1) and (2) performed similarity in terms of fit, signs of estimated
coefficients accord with intuition and theory, and virtually all coefficients of interest are sta-
tistically significant (1% level). Before considering the estimated responses of yield to trend,
region and GM variety adoption that are the part of the paper’s main focus, some discussion
concerning the estimated responses to nitrogen fertilization and weather variables may be in
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order. Weather effects are similar across the models (see tables S2 to S4 in the Supplemen-
tary material). They are generally both consistent with intuition and strongly significant. For
maize in May, June and July there is a positive response to growing degree days. In May,
June, July and August there is a very strong negative response to excess heat. The loss per
degree of overheating decline in growing degrees, quite consistent with findings in Schlenker
and Roberts (2006). This finding suggests vulnerability of yields to any climate shift unless
genetics and management practices can adapt promptly. For maize, in May and September
yield is decreasing and concave in the Palmer index so a dry Spring and a dry harvest are
optimal, all else equal. Across June, July and August, Palmer indices have positive linear and
negative quadratic terms with maximum values toward the moist side. The inference is that a
dry early summer and more moist late summer are optimal. This is consistent with the known
importance of ample moisture around silking, approx. mid-late July (Bruce, Edmeades and
Barker 2002).
For soybeans, all months show a positive response to growing degree days. In all months
there is a stronger negative response to excess heat where the loss per degree of overheating is
typically five or more times larger than the loss per degree decline in growing degrees. For May
the Palmer Z index linear and quadratic effects are both negative, indicating that dry planting
conditions promote yield. For July, August and September Palmer indices have positive linear
and negative quadratic terms, as with maize during the mid and late season. Ample soil
moisture during these months enhances yield.
Given that farmers presumably choose fertilization levels as part of their profit maximization
program, estimated response to fertilization rates are best understood with reference to the price
of nitrogen fertilizer relative to the price of output (maize or soybean). To illustrate this point,
table S5 below reports the price of the calendar year average corn price received in Illinois
divided by the March/April price per lb. for 45-46% urea at five year intervals commencing
1965. The average is about 0.104. The standard microeconomic rule that marginal product
equals nitrogen price divided by corn price would have marginal product from nitrogen at
approximately 0.1, whereas our regressions for maize have average product at about 0.12-0.14
bushel lb.-1. Average response should exceed marginal response when the production response
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is concave, so the regression response appears to be reasonable. The estimated nitrogen response
for soybeans is smaller, although still significant. It is typically just over one half that for maize.
The difference in magnitude is in the direction to be expected, because average annual soybean
prices have been at least twice as large as those of maize over most of the period considered.
Turning now to the main concerns of this paper, the maize models’ marginal effects with
respect to trend and adoption are reported in table 1, where yˆi,t indicates predicted value. For
the shift model of eqn. (1), the estimated trend effect is 1.35 bushels acre−1 year−1 in the CCB,
and 1.23 bushels acre−1 year−1 elsewhere; GM adoption is predicted to increase yields (upon
full adoption) by 20.77 bushels acre−1 in the CCB and by 9.49 bushels acre−1 elsewhere. Thus,
the estimated GM impact is large (and stronger in the CCB). For instance, the GM adoption
shift in the CCB is equivalent to the productivity gains of 15 years of the underlying trend. For
the slope model of eqn.(2), the baseline trend effect in the CCB is estimated at 1.48 bushels
acre−1 year−1. This is augmented to 2.64 bushels acre−1 year−1 upon complete GM adoption,
increasing the pre-GM annual productivity gain by 78%. Outside the CCB these effects are
smaller but still of significant magnitude.
For soybean (table 2), the shift model shows a trend yield gain of 0.46 bushels acre−1
year−1 in the CCB and 0.40 bushels acre−1 year−1 elsewhere. As a percent of the average
yields, these annual gains are almost as large as in maize. But for soybeans GM varieties are
estimated to decrease yields (by 1.07 bushels acre−1 in the CCB and by 1.56 bushels acre−1
elsewhere, upon full adoption). These findings confirm the yield drag concerns about GM
soybean varieties raised previously (NRC 2010). Similar results emerge from the slope model.
Which of the two models that we have presented should be preferred cannot be determined
based on our analysis and available data. The nearly identical performance of the shift and slope
models makes them virtually statistically indistinguishable. Although the Akaike information
criterion (Sakamoto, Ishiguro and Kitawaga 1986) that could be used in this case (note that
the two models are not nested) would favor the shift model, the difference is small and it
seems unwise to rely on this model selection procedure because the two models have distinctly
different implications moving forward. In fact, the GM shift model presumes a once-off impact
(upon full adoption) and, because GM adoption is by now almost complete (fig. 1), the GM
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yield impact is already almost fully reflected in current yields; by contrast, the slope model
entails a continuing yield impact of GM innovation. We do not believe that the data at hand
can discriminate between these two alternatives and thus we remain agnostic as to the preferred
model. Nonetheless, the combined results from the two models can be very informative as to
the possible range of likely future yield gains. This is illustrated in fig. 4, which provides a brief
side-by side comparison of the two models’ results. Specifically, fig. 4 reports the estimated
combined (trend plus GM effects) productivity gains in both the CCB and non-CCB over the
next 20 years. The two models predict expected yield gains in the range of 17.5% to 32.8% for
maize (relative to the 2010 average yield), and between 16.3% and 19.6% for soybean.
2.3.1 Discussion: error clustering
Error clustering refers to the situation that the errors may include the cluster characteristics:
(i) the errors within each cluster are correlated and heteroscedasticity, but (ii) there are no
correlation for the errors in different clusters (Wooldridge 2010). In presence of error clustering,
the least square estimator is an unbiased estimator, the standard errors need to be recalculated
considering error clustering. For the fixed-effect panel model generally written as
ygm = α+Xgβ + Zgmγg + vgm, m = 1, 2, · · · ,Mg; g = 1, 2, · · · , G.
The average slope γ is estimated by
ygm − y¯g = (Zgm − Z¯g)γ + ugm − u¯g, m = 1, 2, · · · ,Mg; g = 1, 2, · · · , G.
The fully robust variance matrix estimator is
̂ˆγFE = ( G∑
g=1
Z¨
′
gZ¨g)
−1(
G∑
g=1
Z¨
′
g
ˆ¨ug ˆ¨u
′
gZ¨g)(
G∑
g=1
Z¨
′
gZ¨g)
−1, (2.4)
where Z¨g is the matrix of within-group deviations from the mean and ˆ¨ug is the Mg × 1 vector
of fixed effects residuals (Wooldridge 2010). Note this formula also applies to the unbalanced
panel data case. Table 2.6 and 2.7 provides the comparison of the calculated standard errors
(one considering the error-clustering and one not considering the error clustering respectively),
together with the estimated values of the coefficients. All the values together with 2 standard
errors, of the shift and slope model for corn and soybeans, are reported in Table 2.6 and 2.7.
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We find there are some difference in the calculated standard errors. Fortunately, there
are no change of significance of the coefficients (i.e. no change of estimated coefficients from
significance to insignificance and vice versa. Thus our findings are not changed, considering
error clustering. Note the error clustering here refers to the clustering within each county.
2.4 Conclusion
Continued improvements in agricultural productivity are critical to pursuing the goal of
global food security when facing the challenges of a sizeable expected global population growth,
climate uncertainties, environmental stress and land degradation, and the expansion of land
used for non-food production (Tilman et al. 2011; Foley et al. 2011). In particular, sustaining
and possibly improving crop yields rates is essential in order to overcome the constraints on
the available arable land. As in the past, such productivity improvements will need to rely on
sustained contributions from research and innovation (Fisher and Edmeades 2010). Biotech-
nology, including GM varieties, has much to offer in this setting. Just how much one should
expect is an unresolved question. Yield gains are due to complex processes that include genetic
improvement of plant varieties, interaction with a host of environmental factors, as well as
agricultural practices and farmers’ decision driven by policy and market conditions. As such,
realized yield gains have been gradual, and the history of past successes is arguably very in-
formative on prospects for future yield gains. With that in mind, we have undertaken a detail
study of realized yields for the two major crops impacted by GM variety adoption (maize and
soybean) in the United States, the country that has embraced the GM technology most enthu-
siastically. The goal has been to isolate the impact of the GM innovation per se from other
determinants of realized yields.
We submit four main findings. First, for both crops the underlying yield growth rate has
been strongest inside the CCB. Second, GM trait adoption has had a strong positive impact
on maize yield. Third, the GM yield impact for maize has been strongest inside the CCB.
Fourth, for soybean GM adoption has not increased yields, displaying instead a small yield
drag effect. The analysis also highlights the magnitude of productivity gains due to overall
crop improvement. Whereas the estimated total yield effects are large (fig. 4), the fact that
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the specific contribution of GM variety adoption is positive for maize but absent or slightly
negative for soybean confirms that a nuanced interpretation is needed. There are a number
of reasons why GM varieties might be desirable from the farmers’ perspectives, as discussed
earlier, and their adoption might improve economic efficiency apart from their direct impact on
yields. If the latter is the main element of interest, which is the case in the context of analyzing
food security, what the GM technology can contribute is likely to depend on which traits are
implemented.
Focusing on maize, for which the estimated specific contribution of GM varieties is positive
and significant, we find that the most optimistic of our models predicts a 31.8% total gain in
maize yields over the 2011-30 period in the CCB (and a 25.9% maize yields gain outside of
the CCB), which is less than one third of the ”doubling yields” target suggested as feasible
in Edgerton (2009). Such differences are not trivial. To place these findings in context, note
that the average maize yield in 2010 was 160.46 bushels acre−1 in the CCB region and 142.5
bushels acre−1 in the non-CCB region. When applied to these base yields, the most optimistic
of our models would predict 2030 yields of 211.49 bushels acre−1 in the CCB region and 179.41
bushels acre−1 in the non-CCB region. With these yields, to achieve the same level of total
maize production obtained under the ”doubling yields” scenario and the 2010 harvested area
would require an expansion of maize acreage of 51.7% in the CCB region and of 58.9% in the
non-CCB region.
Whereas a considerable body of knowledge lends support to the methodology used in this
study, it is apparent that unconditional forecasts of the impact of any technology are prob-
lematic. In our setting, it is of course possible that past yield trend may not fully predict the
possible impacts of novel techniques (such as marker-assisted selection (Tester and Langridge
2010)). Also, progress with the thorny issues of abiotic stress (e.g., drought tolerance (Carena
et al. 2009; Yang et al. 2010; Tollefson 2011)), might lead to hitherto unanticipated productiv-
ity gains. But the results presented here for U.S. maize and soybean highlight the challenges
inherent in the pursuit of yield improvements that significantly exceed the historical record of
realized productivity gains.
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Table 2.1 Estimated trend and GM adoption effects: U.S. maize. Standard errors are reported
in parenthesis.
∂yˆi,t/∂Tt ∂yˆi,t/∂Ai,t
Adoption shift model
1.352 20.775
CCB (0.016) (0.803)
1.228 9.487
Non-CCB (0.010) (0.441)
Adoption slope model
1.475 + 1.158Ai,t 1.158(Tt − 33)
CCB (0.014) (0.061) (0.061)
1.278 + 0.086Ai,t 0.086(Tt − 33)
Non-CCB (0.009) (0.034) (0.034)
Table 2.2 Estimated trend and GM adoption effects: U.S. Soybean. Standard errors are
reported in parenthesis.
∂yˆi,t/∂Tt ∂yˆi,t/∂Ai,t
Adoption shift model
0.464 -1.072
CCB (0.005) (0.182)
0.399 -1.560
Non-CCB (0.003) (0.117)
Adoption slope model
0.446− 0.023Ai,t −0.023(Tt − 32)
CCB (0.004) (0.015) (0.015)
0.376− 0.049Ai,t −0.049(Tt − 32)
Non-CCB (0.009) (0.010) (0.010)
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Figure 2.1 Percent adoption of maize and soybean GM varieties (all varieties) in the United
States. Data for 2000-10 are from the USDA, obtained from a randomized sur-
vey conducted annually. The USDA did not survey prior to 2000. For 1996-99,
Monsanto’s U.S. adoption estimates are used to complete the USDA data set in a
consistent fashion.
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Figure 2.2 Level and variability of weather variables, month of July. Panel A: Growing Degree
Days weather index; Panel B: Over Heating Degree Days weather index; Panel C:
Palmer Z soil moisture index. Data are from the weather station nearest to each
county, extracted from the U.S. Historical Climatology Network of 1,218 weather
stations in the 48 contiguous states. Water stress is measured by the Palmer Z
index. This index measures the departure from normal of the moisture climate for
that month. A value of 0 is to be expected, -2 or less represents drought conditions,
and +5 or more represents flood conditions.
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Figure 2.3 Counties included in the sample: yellow coloring indicate maize only (331 counties),
red indicates soybean only (44 counties) and blue indicates both maize and soybean
(1,019 counties). Counties included where those where (i) < 10% of harvested
cropland is irrigated (2002 U.S. Census of Agriculture); (ii) data were available for
at least two thirds of the pre-GM years and two thirds of the post-GM years (e.g.,
pre- and post-1996 for soybean); (iii) complete Palmer’s Z index time series were
available.
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Figure 2.4 Estimated 20-year yield gains (2011-2030) due to total crop improvement (bushels
acre−1 and percent of 2010 average yield) in CCC and non-CCB regions. Panel
A: maize; panel B: soybean. Estimates combine trend and GM effects reported in
Tables 1 and 2. Projections assume full adoption of GM varieties by 2030.
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Table 2.3 Summary statistics for all models, Maize and Soybean
Shift model Slope model
Maize
R2 0.810 0.808
Log likelihood -256,204 -256,371
Akaike Information Criterion 257,579 257,746
Schwarz B.I.C. 263,789 263,955
Number of counties 1,350 1,350
Number of years 47 47
Number of observations 61,821 61,821
Ahrens-Pincus unbalancedness 0.9966 0.9966
Soybean
R2 0.786 0.785
Log likelihood -139,016 -139,107
Akaike Information Criterion 140,104 140,195
Schwarz B.I.C. 144,876 144,967
Number of counties 1,063 1,063
Number of years 47 47
Number of observations 47,693 47,693
Ahrens-Pincus unbalancedness 0.9932 0.9932
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Table 2.4 Estimated coefficients (and t-statistics) for the Shift Model - Maize and Soybean
Maize Maize Soybean Soybean
Variable coefficient t-statistics coefficient t-statistics
Tt 1.22772 119.48 0.39933 123.03
Tt ×Ri 0.12458 7.74 0.06462 11.36
Ai,t 9.48725 21.52 -1.55993 -13.30
Ai,t ×Ri 11.28760 12.80 0.48804 2.29
Ni,t 0.13630 31.39 0.04508 4.00
Gi,m,t- May 0.01656 16.66 0.00521 16.00
Gi,m,t- June 0.01686 12.63 0.00788 17.74
Gi,m,t- July 0.00927 5.87 0.00261 4.87
Gi,m,t- Aug -0.04803 -34.63 0.00088 1.91
Gi,m,t- Sept -0.00013 -0.10 0.00710 17.21
Ei,m,t- May -0.17974 -7.58 -0.03045 -3.03
Ei,m,t- June -0.17720 -21.52 -0.01572 -5.53
Ei,m,t- July -0.17921 -37.97 -0.01810 -11.56
Ei,m,t- Aug -0.04969 -10.35 -0.06063 -38.06
Ei,m,t- Sept 0.08740 9.44 -0.05130 -15.45
Zi,m,t- May -0.33244 -7.91 -0.05890 -4.16
Z2i,m,t- May -0.13210 -13.09 -0.05417 -16.25
Zi,m,t- June 0.62197 14.94 0.00886 0.62
Z2i,m,t- June -0.25821 -28.55 -0.07568 -22.13
Zi,m,t- July 3.21771 73.38 0.57951 38.32
Z2i,m,t- July -0.51035 -67.41 -0.09385 -35.29
Zi,m,t- Aug 1.34488 32.41 0.92284 66.35
Z2i,m,t- Aug -0.22333 -22.09 -0.13023 -39.60
Zi,m,t- Sept -0.06385 -1.58 0.14624 10.98
Z2i,m,t- Sept -0.03413 -4.36 -0.03713 -14.40
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Table 2.5 Estimated coefficients (and t-statistics) for the Slope Model - Maize and Soybean
Maize Maize Soybean Soybean
Variable coefficient t-statistics coefficient t-statistics
Tt 1.27785 138.81 0.37648 127.65
Tt ×Ri 0.19724 13.44 0.06954 13.54
Ai,t(Tt − τ) 0.68576 20.02 -0.04946 -5.18
Ai,tRi(Tt − τ) 0.47206 6.95 0.02677 1.55
Ni,t 0.12234 28.71 0.05629 4.93
Gi,m,t- May 0.01644 16.49 0.00510 15.66
Gi,m,t- June 0.01485 11.06 0.00817 18.28
Gi,m,t- July 0.01037 6.54 0.00243 4.52
Gi,m,t- Aug -0.04813 -34.61 0.00085 1.84
Gi,m,t- Sept 0.00212 1.73 0.00641 15.59
Ei,m,t- May -0.16036 -6.75 -0.03952 -3.93
Ei,m,t- June -0.18185 -22.00 -0.01418 -4.98
Ei,m,t- July -0.18126 -38.33 -0.01738 -11.08
Ei,m,t- Aug -0.04788 -9.95 -0.06141 -38.45
Ei,m,t- Sept 0.08890 9.57 -0.04940 -14.78
Zi,m,t- May -0.31696 -7.52 -0.06694 -4.72
Z2i,m,t- May -0.13997 -13.84 -0.05138 -15.41
Zi,m,t- June 0.62196 14.89 0.00157 0.11
Z2i,m,t- June -0.25991 -28.65 -0.07387 -21.57
Zi,m,t- July 3.21047 73.02 0.58515 38.61
Z2i,m,t- July -0.51787 -68.30 -0.09200 -34.56
Zi,m,t- Aug 1.33676 32.13 0.92614 66.47
Z2i,m,t- Aug -0.21753 -21.47 -0.13099 -39.72
Zi,m,t- Sept -0.06282 -1.55 0.14589 10.93
Z2i,m,t- Sept -0.03199 -4.08 -0.03882 -15.04
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Table 2.6 Estimated non-robust standard errors (not considering error clustering) and ro-
bust standard errors (considering error clustering) for the Shift Model - Maize and
Soybean
Maize Maize Maize Soybean Soybean Soybean
Variable coefficient non-robust s.e. robust s.e. coefficient non-robust s.e. robust s.e.
Tt 1.22772 0.01028 0.01717 0.39933 0.00325 0.00689
Tt ×Ri 0.12458 0.01610 0.01820 0.06462 0.00569 0.00884
Ai,t 9.48725 0.44081 0.82617 -1.55993 0.11724 0.18673
Ai,t ×Ri 11.28757 0.88161 1.12884 0.48804 0.21303 0.26111
Ni,t 0.13630 0.00434 0.00623 0.04508 0.01127 0.01112
Gi,m,t- May 0.01656 0.00099 0.00092 0.00521 0.00033 0.00030
Gi,m,t- June 0.01686 0.00133 0.00130 0.00788 0.00044 0.00042
Gi,m,t- July 0.00927 0.00158 0.00195 0.00261 0.00054 0.00064
Gi,m,t- Aug -0.04803 0.00139 0.00145 0.00088 0.00046 0.00048
Gi,m,t- Sept -0.00013 0.00123 0.00146 0.00710 0.00041 0.00044
Ei,m,t- May -0.17974 0.02370 0.03898 -0.03045 0.01005 0.01336
Ei,m,t- June -0.17720 0.00823 0.01250 -0.01572 0.00284 0.00324
Ei,m,t- July -0.17921 0.00472 0.00944 -0.01809 0.00157 0.00165
Ei,m,t- Aug -0.04969 0.00480 0.00745 -0.06063 0.00159 0.00202
Ei,m,t- Sept 0.08740 0.00926 0.01113 -0.05130 0.00332 0.00465
Zi,m,t- May -0.33244 0.04202 0.04651 -0.05890 0.01417 0.01330
Z2i,m,t- May -0.13210 0.01009 0.01056 -0.05417 0.00333 0.00336
Zi,m,t- June 0.62197 0.04164 0.05264 0.00886 0.01434 0.01404
Z2i,m,t- June -0.25821 0.00905 0.01226 -0.07568 0.00342 0.00387
Zi,m,t- July 3.21771 0.04385 0.06051 0.57951 0.01512 0.01740
Z2i,m,t- July -0.51035 0.00757 0.01268 -0.09385 0.00266 0.00357
Zi,m,t- Aug 1.34488 0.04149 0.04493 0.92284 0.01391 0.01649
Z2i,m,t- Aug -0.22333 0.01011 0.01090 -0.13023 0.00329 0.00424
Zi,m,t- Sept -0.06385 0.04042 0.04128 0.14624 0.01332 0.01476
Z2i,m,t- Sept -0.03413 0.00783 0.00756 -0.03713 0.00258 0.00276
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Table 2.7 Comparison of non-robust standard errors (not considering error clustering) and
robust standard errors (considering error clustering) for the slope Model - Maize
and Soybean
Maize Maize Maize Soybean Soybean Soybean
Variable coefficient non-robust s.e. robust s.e. coefficient non-robust s.e. robust s.e.
Tt 1.27785 0.00921 0.01582 0.37648 0.00295 0.00651
Tt ×Ri 0.19724 0.01468 0.01765 0.06954 0.00514 0.00838
Ai,t(Ti − τ) 0.68576 0.03426 0.05659 -0.04946 0.00955 0.01548
Ai,t(Ti − τ)Ri 0.47206 0.06787 0.08124 0.02677 0.01722 0.02168
Ni,t 0.12234 0.00426 0.00582 0.05629 0.01141 0.01143
Gi,m,t- May 0.01644 0.00100 0.00093 0.00510 0.00033 0.00030
Gi,m,t- June 0.01485 0.00134 0.00135 0.00817 0.00045 0.00043
Gi,m,t- July 0.01037 0.00159 0.00200 0.00243 0.00054 0.00062
Gi,m,t- Aug -0.04813 0.00139 0.00145 0.00085 0.00046 0.00049
Gi,m,t- Sept 0.00212 0.00123 0.00151 0.00641 0.00041 0.00044
Ei,m,t- May -0.16036 0.02377 0.03922 -0.03952 0.01005 0.01346
Ei,m,t- June -0.18185 0.00827 0.01258 -0.01418 0.00285 0.00322
Ei,m,t- July -0.18126 0.00473 0.00949 -0.01738 0.00157 0.00165
Ei,m,t- Aug -0.04788 0.00481 0.00745 -0.06141 0.00160 0.00204
Ei,m,t- Sept 0.08889 0.00929 0.01120 -0.04940 0.00334 0.00459
Zi,m,t- May -0.31696 0.04213 0.04627 -0.06694 0.01420 0.01332
Z2i,m,t- May -0.13997 0.01011 0.01055 -0.05138 0.00333 0.00335
Zi,m,t- June 0.62196 0.04178 0.05285 0.00157 0.01437 0.01404
Z2i,m,t- June -0.25991 0.00907 0.01237 -0.07387 0.00343 0.00384
Zi,m,t- July 3.21047 0.04397 0.06100 0.58515 0.01515 0.01746
Z2i,m,t- July -0.51787 0.00758 0.01291 -0.09200 0.00266 0.00358
Zi,m,t- Aug 1.33676 0.04160 0.04527 0.92614 0.01393 0.01641
Z2i,m,t- Aug -0.21753 0.01013 0.01093 -0.13099 0.00330 0.00421
Zi,m,t- Sept -0.06282 0.04053 0.04121 0.14589 0.01335 0.01488
Z2i,m,t- Sept -0.03199 0.00785 0.00750 -0.03882 0.00258 0.00281
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Table 2.8 Likelihood Ratio Tests - Maize and Soybean
Maize Soybean 1% significance
Model/Null Hypothesis Likelihood Ratio Likelihood Ratio d.o.f. χ2 critical value
Shift model
No GM Effect 1,058.4 210.9 2 9.21
No Trend Effects 15,443.3 19115.1 2 9.21
No Regional Effect 745.7 471.8 2 9.21
No Weather Effects 27,250.6 22102.0 20 37.57
No Fertilizer Effect 999.5 16.4 1 6.63
Slope model
No GM Effect 725.8 29.3 2 9.21
No Trend Effects 20,564.3 20,655.5 2 9.21
No Regional Effect 588.6 473.1 2 9.21
No Weather Effects 27,190.5 22,029.9 20 37.57
No Fertilizer Effect 837.1 24.9 1 6.63
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CHAPTER 3. ON IMPLIED VOLATILITY FOR OPTIONS – SOME
REASONS TO SMILE AND MORE TO CORRECT
A paper in revision with Journal of Econometrics
Song Xi Chen1 and Zheng Xu2.
Abstract
We analyze the statistical property of the implied volatility, and find that it is adversely im-
pacted by pricing errors and stylish patterns of the inverse Black-Scholes price function. Hence,
the implied volatility is not a reliable estimator to the underlying volatility even it is carried
out for short maturity at the money options. We propose an alternative volatility estimator
by inverting a nonparametrically estimated price based on a kernel smoothing estimator of
the underlying price function. The proposal can consistently recover the underlying volatility
for general price formulae and is free of the afore-mentioned problems with the conventional
implied volatility.
3.1 Introduction
The implied volatility is an important concept in discovering the underlying volatility of an
asset from option data. It is calculated by inverting an option price via the Black-Scholes price
formula (Black and Scholes, 1973 and Merton, 1973). As the Black-Scholes model assumes
a constant volatility for the return of the underlying asset, the implied volatilities would be
largely constant across the moneyness and time to maturity of option contracts if the Black-
Scholes price is the correct one. However, in numerous empirical studies, the implied volatilities
1Guanghua School of Management,Peking University, Peking, 100000, China
2Departments of Economics and Statistics, Iowa State University, Ames, IA, 50011, USA
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show sharp differences across moneyness and time to maturity, including the patterns of the
so-called volatility smile or sneer. The volatility smile refers to the phenomena that the implied
volatilities of at-the-money options tend to be lower than those of the in-the-money or out-
of-the-money options. The form of the smile may change as the time to maturity varies, as
found in Rubinstein (1994), Bakshi, Cao and Chen (1997) and others for S&P 500 options.
Dumas, Fleming and Whaley (1998) showed that after the 1987 stock market crash the implied
volatilities of S&P 500 options increased monotonically as the moneyness increases, the so-called
volatility sneer.
Understanding the implied volatility patterns has been a focal point in the theory and
practice of pricing options. A common explanation to the volatility smile or sneer is the
lack of fit of the Black-Scholes formula. Indeed, using the empirical option data to check on
the soundness of the Black-Scholes pricing framework was performed as early as Black and
Scholes (1972). MacBeth and Merville (1979) reported that the Black-Scholes model under-
values in-the-money and over-values out-of-the-money call options for some Dow Jones stocks.
Rubinstein (1985), by analyzing the 30 most actively traded Chicago Board Options Exchange
(CBOE) options from 1976 to 1978, found that out-of-the-money options with short maturity
were priced significantly higher than implied by the Black-Scholes model. This was echoed
by Mayhew (1995), who found that the market did not price all options according to the
Black-Scholes formula. The present consensus is that Black-Scholes model performs reasonably
well for at-the-money short-maturity options, which motivated the selection of short maturity
at-the-money options in the implied volatility calculation.
Researchers have proposed alternative pricing models to generalize the Black-Scholes frame-
work for the underlying asset process, which produce alternative pricing formulae that can
induce certain patterns observed in the implied volatility. Dupire (1994), Derman and Kani
(1994) and Rubinstein (1994) proposed a deterministic volatility model for the underlying asset
in that the underlying volatility is a function of the underlying spot price and time. Merton
(1976) adding a Poisson jump component to the Black-Scholes model. Hull and White (1987)
and Heston (1993) considered the stochastic volatility models in that the volatility follows a
diffusion process. Madan, Carr and Chang (1998) proposed the variance-gamma process for
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the underlying asset that is driven by a Le´vy process with infinite activity jumps. Bakshi, Cao
and Chen (1997) considered a comprehensive pricing framework that can accommodate the
stochastic volatility, the stochastic interest rate and jumps.
The existing practice of inverting one option price at a time in the implied volatility calcu-
lation is based on the assumption that the option prices are observed without errors. However,
pricing errors are widely present in option data (Hentschel, 2003), caused by a range of reasons
including the ask-bid spread, non-synchronicity between the option and the spot markets, the
discreteness in the quoted prices, and other random errors. The pricing error may be also
due to a lack of consensus among the market participants on the value of options, which is
especially the case for deep in-the-money and out-of-the-money options. The practitioners are
well aware of the pricing errors, and have used largely short maturity at-the-money options
in the implied volatility calculation, believing that the impacts of the errors were negligible
there. We will show in this paper that this approach is not immuned from the impacts of the
pricing errors. An indication of the pricing errors occurs for deep-in-the-money calls, where the
observed prices fall below the allowable range for any “rational” option prices (Merton, 1973)
and the implied volatility inversion cannot be made.
The effects of the pricing errors on the implied volatilities have been considered in the liter-
ature. In a study of options on foreign exchange futures, Jorion (1995) considered measurement
errors on the implied volatility via a regression model that regresses the realized volatility a-
gainst the implied volatility in an effort to evaluate the predictive power of the implied volatility.
Our analysis is motivated by Hentschel (2003), who evaluated the impacts of the measurement
errors in covariables via the first-order Taylor approximation to the option pricing function.
Hentschel found via a scenario analysis that even when the Black-Scholes formula is correct,
the measurement error might induce a smile in the implied volatility.
In this paper, we first analyze the properties of the conventional implied volatility estimator
based on a single price inversion, and show that it is generally biased and inconsistent to the
underlying volatility. Our analysis reveals that the extent of the bias depends on the nature of
the measurement errors as well as the derivatives of the inverse Black-Scholes price function.
Both measurement errors and the derivatives can inject pattern to the implied volatility even
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the underlying volatility is pattern free. This provides concrete statistical evidence on the
observations of Hentschel (2003). Specifically, even the Black-Scholes formula is true, both
measurement errors and truncation can collectively make the implied volatility to smile or
to follow any other pattern by properly engineering the pricing errors. Hence, the implied
volatility is defective in conveying the underlying volatility from the options. This has serious
implication on the validity of the commonly employed regression approach that regresses the
implied volatilities on the moneyness and time to maturity.
This paper proposes an alternative implied volatility inversion that can filter out the im-
pacts of the pricing errors for a wide range of option pricing models. It first estimates nonpara-
metrically the option price function by the kernel smoothing method (Ha¨rdle, 1990; Fan and
Gijbels, 1996), followed by inverting the kernel smoothed option price instead of a single option
price as the implied volatility does. We shown that this implied kernel volatility estimator is
consistent under either the Black-Scholes or other pricing framework. The kernel smoothing
method has been employed in Aı¨t-Sahalia and Lo (1998) for estimating the risk-neutral state
price density, in Aı¨t-Sahalia and Duarte (2003) for obtaining state price density estimator that
respects the monotonicity and convexity of option price functions. Fan and Mancini (2009)
employed smoothing technique to develop a model-guided nonparametric approach for option
pricing models via estimating the state price survival function. Aı¨t-Sahalia and Lo (1998) also
considered an volatility estimator that (kernel) smooths the implied volatilities with respect
to the moneyness and time to maturity. Our proposal has a different order of operation: we
smooth for the price function first and then invert for volatility. This re-ordering is the key in
producing consistent volatility estimation.
The rest of the paper is organized as follows. Section 2 provides an outline on options, the
underlying volatility function and the implied volatility. Impacts of pricing errors on the implied
volatilities are analyzed in Section 3. Section 4 gives more revelations on the stylish patterns
induced by the pricing error under the Black-Scholes framework. The proposed implied kernel
volatility and its properties are given in Section 5. Section 6 reports results from simulation
studies to provide empirical confirmation to theoretical findings. An empirical study on the
S&P 500 option data is reported in Section 7.
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3.2 Implied Volatility and Option Pricing Formulae
A European call (put) option gives the owner of the option contract the right to buy (sell)
an underlying asset at a pre-specified (strike) price on the expiration date (Hull, 1999). The
celebrated works of Black and Scholes (1973) and Merton (1973) lay down the foundation of the
option pricing theory. The framework of the Black and Scholes is established, alone with the
assumptions of market equilibrium, friction-less market and no arbitrage opportunity, assumes
the price of the underlying asset St follows a geometric Brownian motion
dSt = µStdt+ σStdBt. (3.1)
where µ and σ are respectively the mean and the volatility of the instantaneous relative return,
and Bt is the standard Brownian motion. They derived the price for a European call that has
a strike price K, the time to maturity τ when the underlying spot price is S and the interest
rate is r:
CBS(σ;S,K, τ, r) = SΦ(d1)−Ke−rτΦ(d2), (3.2)
where Φ is the standard normal distribution function,
d1 =
ln( SK ) + (r +
σ2
2 )(τ)
σ
√
τ
and d2 = d1 − σ
√
τ .
Merton (1973) provided a systematic treatment on the so-called “rational” options and
extended the Black-Scholes (BS) price formula to time-dependent volatility σt in (3.1). Merton
(1973) also provided general properties of “rational” option prices, including one that the price
should be bounded within
[max(S −Ke−rτ , 0), S]. (3.3)
Let X = (S,K, τ, r) denote the covariates in the call contract, and C(X) be a general call
price function which may differ from the Black-Scholes price (3.2). We define the Black-Scholes
implied volatility of the C(X) price function
σ(X) ≡ C−1BS{C(X);X}, (3.4)
where C−1BS is the inverse of the BS formula with respect to σ. Since a “rational” C(X) shares
the same range (3.3) with the BS (Merton, 1973), C(X) can always be inverted by the BS
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formula, and hence σ(X) is always defined. As the BS price is monotone with respect to σ
(Merton, 1973), σ(X) uniquely identifies the underlying price function C(X).
Let Y be the price of a call with covariates X. Regardless what the underlying price model
might be, the conventional implied volatility of Y at X is
σˆI(Y ;X) ≡ C−1BS(Y ;X).
The implied volatility based on a put price can be similarly defined. If the call-put parity is
satisfied for a pair of call and put, the volatility based on the put should be the same with
that based on the call. However, the call-put parity is not exactly observed, which can produce
different implied volatilities. In the rest of the paper, we will concentrate on calls. Analysis for
the puts can be carried out in a similar fashion.
Since the BS price is monotone with respect to σ, σˆI(Y ;X) is available as long as Y ∈
[max(S − Ke−rτ , 0), S]. When Y is outside this interval, the implied volatility cannot be
obtained. We call such a case as truncation, which occurs more often for deep in-the-money
calls (S/K >> 1), since S −Ke−rτ gets larger and pushes up the lower limit. A likely cause
for truncation is the pricing errors, an issue we will discuss extensively in the next section.
3.3 Effects of Pricing Errors
Suppose at a given day there are n option contracts with price Yi at Xi = (Si,Ki, τi, ri)
for the i-th contract, i = 1, · · · , n; and there is an “agreed” option price C(Xi) among the
market participants. The form of C(x) is likely to be unknown but satisfies the criteria of
being “rational” specified in Merton (1973). Empirically, the price Yi rarely follows exactly the
underlying price C(Xi) but rather
Yi = C(Xi) + i, (3.5)
where i is a pricing error and is assumed to satisfy
E(i|Xi) = 0. (3.6)
This model has been considered in Aı¨t-Sahalia and Lo (1998) in proposing a nonparametric
estimator for the risk-neutral state price density.
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Pricing errors are largely present in option prices, which is most eminently reflected in
the bid-ask spreads, the discreteness in the quoted prices and the market dis-synchronization
between the derivative and the spot markets are other sources of the errors. The errors can be
also understood as natural price fluctuations around the fair price, C(X). To demonstrate the
existence of the pricing errors, we display in Figures 3.1 and 3.2 the standardized estimated
errors Yi − Cˆ(Xi) (by division of Si) plotted against the moneyness at different maturities for
S&P 500 call option data one month before and one month after September 15, 2008, the day
Lehman Brothers declared bankruptcy. Here, Cˆ(Xi) is a nonparametric kernel estimate to
C(Xi) whose details will be given in Section 5. We also studied the estimated pricing errors
for puts for the two months, which showed similar forms of the errors. For both calls and puts,
the variability of the pricing errors is the biggest for at-the-money, and short maturity options.
This casts a cautionary note for the commonly used practice of inverting short maturity at the
money options.
The estimated pricing errors displayed in Figures 3.1 and 3.2 may not seem large in the
absolute dollar term. However, as C−1BS is highly non-linear, a seemingly small error can induce
a profound deviations. To appreciate this point, we assume the BS price is the underlying C(X)
and plot in Figure 3.6 C−1BS(CBS(σ;X)+δ,X) against the moneyness by setting S = 1, σ = 0.3,
δ = ±0.001,±0.003 and ±0.005 with four maturities τ = 1/12, 1/6, 1/4 and 1/3, respectively.
Here we use the standardized price of one dollar, and the δ values used reflect the amount of
relative errors in the S&P 500 options in Figures 3.1 and 3.2. The figures indicate that a δ
as small as a few tenth of a percent can generate a profound smile or sadness in the implied
volatility, depending on the sign of δ. The impacts of the error on the implied volatility can
be substantial as indicated by the depth of the smile/sadness. The smile/sadness is especially
strong for shorter term options than that of the longer terms, which brings another cautionary
note to the practice of using short maturity options for implied volatility inversion.
The pricing errors can cause the observed prices Yi fall outside the allowable range [max(Si−
Kie
−rτi , 0), Si] given in (3.3), so that the implied volatility inversion is not attainable. While
the price Yi is hardly larger than Si, it is likely that Yi may fall below Si − Kie−rτi , which
is more likely for deep-in-the-money options (Mi = Si/Ki >> 1) as smaller strikes make the
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lower limit larger and hence more likely for a price to fall below. For the S&P 500 data,
the percentages of the call prices fell below the lower limits for the four quarters starting on
March 15, June 15, September 15 and December 15 2008 were 9.95%, 6.25%, 4.53% and 5.03%
respectively. A common treatment is to ignore such prices in the implied volatility calculation,
namely truncation. If the out-of-range prices are truncated out, the remaining i may be biased
so that E(i|Xi) 6= 0. This adds a new dimension to the statistical behavior of the implied
volatility as demonstrated shortly.
To simplify analysis and without loss of generality, we assume the option price C(X) is
homogeneous of degree 1 (Merton, 1973), namely for any positive q such that S1 = qS2 and
K1 = qK2, C(S1,K1, τ, r) = qC(S2,K2, τ, r). This means that we can standardize Model (3.5)
by dividing Si on both sides to obtain
Y˜i = C(1,Mi, τi, ri) + ˜i (3.7)
where Y˜i ≡ YiSi is the standardized price when the underlying asset is one dollar in the spot
market, Mi =
Si
Ki
is the moneyness and ˜i ≡ iSi is the standardized residual. In this case, we
define Zi ≡ (Mi, τi, ri) and C(Zi) = C(1,Mi, τi, ri). Then, (3.7) may be written as
Y˜i = C(Zi) + ˜i (3.8)
As noted in Aı¨t-Sahalia and Lo (1998), (3.8) has one fewer covariate.
Since the Black-Scholes formula is homogeneous of degree 1, CBS(σ;x) = sCBS(σ; z) and
the inverse C−1BS is scale-invariant, Let C
−1
BS(·;Zi) be the inverse function with respect to σ at
Zi. Then,
σˆI(Xi) = C
−1
BS(Yi;Xi) = C
−1
BS(Y˜i;Zi) = σˆI(Zi). (3.9)
Thus, the implied volatility for Y˜i at Zi is the same with that for Yi at Xi. Therefore, we will
focus on σˆI(Zi) from now on.
As C−1BS{C;Zi} is infinitely differentiable with respect to C, and if i has finite k-th moment
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for k ≥ 3, by Taylor expansion
σˆI(Zi) = C
−1
BS{C(Zi) + ˜i;Zi}
= σ(Zi) +
∂C−1BS{C(Zi);Zi}
∂C
˜i +
1
2
∂2C−1BS{C(Zi);Zi}
∂C2
˜2i
+
k−1∑
j=3
1
j!
∂jC−1BS{C(Zi);Zi}
∂Cj
˜ji +
1
k!
∂kC−1BS{C(Zi) + q˜i;Zi}
∂Ck
˜ki , (3.10)
for some q ∈ (0, 1). Taking conditional expectation on both sides of 3.10,
E{σˆI(Zi)|Zi} = σ(Zi) + ∂C
−1
BS{C(Zi);Zi}
∂C
E(˜i|Zi) + 12
∂2C−1BS{C(Zi);Zi}
∂C2
E(˜i
2|Zi) (3.11)
+
k−1∑
j=3
1
j!
∂jC−1BS{C(Zi);Zi}
∂Cj
Mj˜(Zi) +
1
k!
E[
∂kC−1BS{C(Zi) + q˜i;Zi}
∂Ck
˜ki |Zi],
where Mj˜(Zi) = E(˜
j
i |Zi) is the j-th conditional moment of ˜i for j ≥ 3. Since C(Xi) ≤ Si, the
standardized residual |˜i| < 1. Hence, Mj˜(Xi) should be monotone decreasing as j increases.
This means that the bias of the implied volatility
E{σˆI(Zi)|Zi} − σ(Zi) ≈ ∂C
−1
BS{C(Zi);Zi}
∂C
E(˜|Zi) + 12
∂2C−1BS{C(Zi);Zi}
∂C2
E(˜2|Zi). (3.12)
If the error i is unbiased so that E(i|Xi) = 0, the bias will be largely caused by the
quadratic term, namely
E{σˆI(Zi)|Zi} − σ(Zi) ≈ 12
∂2C−1BS{C(Zi);Zi}
∂C2
E(˜2|Zi). (3.13)
We note that as E(˜2|Zi) or E(˜|Zi) cannot be reduced even as the number of option gets
larger, the implied volatility has a systematic bias due to the pricing error. This allows stylish
patterns associated with the partial derivatives being injected to the implied volatility, an issue
we will elaborate more in the next section.
Another measure on the implied volatility is its conditional variance. Taking conditional
variance on both sides of 3.10,
V ar{σˆI(Zi)|Zi} = [∂C
−1
BS{C(Zi);Zi}
∂C
]2V ar(˜i|Zi) + Smaller order terms, (3.14)
which is much influenced by the first partial derivative of C−1BS{C;Zi} with respect to C and
the conditional variance of ˜i. Combining (3.11) and (3.14), the conditional mean square error
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(MSE) of the implied volatility is
MSE{σˆ(Zi)|Zi} = [∂C
−1
BS{C(Zi);Zi}
∂C
]2{E2(˜|Zi) + V ar(˜|Zi)}. (3.15)
We see here the bias, the variance and the mean square error of σˆI(Zi) are largely influenced
by the derivatives of the BS inverse function and the conditional moments of the pricing error.
More critically, these statistical measures do not get smaller as the number of options are
increased, hence the implied volatility is not a consistent estimator of the underlying volatility.
3.4 Stylish Patterns in Implied Volatility
From expansions (3.12), (3.14) and (3.15), we see the first two derivatives on C−1BS(C;Zi)
with respect to C play important roles in quantifying the properties of the implied volatility
estimator. Hence, they deserve further analysis. Let σ(C; z) = C−1BS(C; z) be the implied
volatility of C at z, where C may be different from the Black-Scholes price. If it is the BS
price, C = CBS(z;σ) and σ(C; z) ≡ σ.
Elementary calculus show that at a z = (m, τ, r)
∂C−1BS(C; z)
∂C
=
(√
τφ[d1{σ(c; z)}]
)−1
, (3.16)
∂2C−1BS(C; z)
∂C2
= τ−1φ−2[d1{σ(c; z)}]
(
τσ(c; z)
4
− {ln(m) + rτ}
2
τ{σ(c; z)}3
)
(3.17)
where φ is the standard normal density and
d1{σ(C; z)} =
ln(m) + (r + σ
2(c;z)
2 )τ
σ(C; z)
√
τ
.
The first derivative depends on the underlying price function C via d1{σ(c; z)}. It can be
shown that the first derivative takes the smallest value over a set of z such that m = e{t+σ2(c;z)}τ ,
and it gets larger as z moves away from the set. This may be viewed as a smile pattern with
the depth of the smile occurred on the set. An analysis on the second derivative shows that
∂2C−1BS(v; z)
∂v2

> 0, if e−rτ−
σ2(v;z)
2
τ < m < e−rτ+
σ2(v;z)
2
τ ,
= 0, if m = e−rτ+
σ2(v;z)
2
τ or e−rτ−
σ2(v;z)
2
τ ,
< 0, if m < e−rτ−
σ2(v;z)
2
τ or m > e−rτ+
σ2(v;z)
2
τ .
(3.18)
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Hence, the second derivative has a sadness shape. If the maturity τ → 0, the two roots of the
second derivative merge at m = 1.
If the underlying price is Black-Scholes, the above diagnosis can be made more precise since
σ(c; z) = σ and d1 =
ln(m)+(r+σ
2
2
)τ
σ
√
τ
. It can be checked that
∂C−1BS(C;z)
∂C is a decreasing function
with respect to m until reaching the minimum m∗ = e−(r+
σ2
2
)τ , then it increases for m ≥ m∗.
Hence, the first derivative has a smile shape with respect to the moneyness. More specifically,
∂2(
∂C−1BS
∂C )
∂m2
=
√
2pi
τ
e
d21
2
1
m2
1
σ2τ
(1 + d21 − σ
√
τd1).
Hence the first derivative is convex (smile) with respect to the moneyness if σ
√
τ < 2 which is
easily satisfied for the standardized prices.
The curvature of the second partial derivative
∂2(
∂2C−1BS
∂C2
)
∂m2
= −2pi
τ
ed
2
1
σ2τm2
{4d41 − 6
√
τσd31 + (6 + 2σ
2τ)d21 + (2− 6σ
√
τ)d1 + σ
2τ −√τσ + 2}.
It can be shown that a sufficient condition for
∂2C−1BS
∂C2
being concave (sad) is σ
√
τ ≤ 1.37, which
is also easily satisfied in practice.
The features of the first two derivatives mean that, if the Black-Scholes price is valid, a smile
is injected into the implied volatility if the pricing error is biased, i.e. E(˜|Xi) 6= 0. The smile is
offset by the second derivative which is concave. When the error is heteroscedastic, the picture
will be more complex as it will depend on the shapes of the first two conditional moments
E(˜ji |Zi). The average implied volatility will be a mixture of smile, sadness and the shapes
offered by the conditional moments. We also note that the nature of the first derivative means
that the variance of the implied volatility will be larger for in-the-money and out-of-money
than at-the-money options.
To confirm the above findings, we conducted simulations under the Black-Scholes model
Yi = CBS(σ,Xi) + i
with three error distributions designed to create different artifacts to the implied volatility. The
first error is i = (1 − 0.9e−5|Mi−1|){(bi + ai)Bi − ai}, where ai = CBS(σ;Mi, τi) − max(1 −
1
Mi
e−rτi , 0), bi = 1 − CBS(σ;Mi, τi), Bi ∼ Beta(1, ba) with σ = 1 and τ = 12 , 1, 2, 3. The error
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does not cause any truncation as the bounds of the errors distribution respect the range of
the underlying price. The second error is homogeneous i ∼ Φ(0, V ) with σ = 0.6, V = 0.052
and 0.082, and τ = 16 ,
1
3 ,
1
2 and
2
3 . The third error is heteroscedastic i ∼ Φ(0, V e−1.5|Mi−1|) for
V = 0.052 and 0.082, τ = 14 ,
1
3 ,
1
2 ,
2
3 and σ = 0.3. The last two models encounter truncations
as the pricing errors can make the observed prices outside the range specified in (3.3). We
plot in Figures 3.8, 3.9 and 3.10 the average implied volatility based on 500 simulations for
the three types of error distributions. The bias associated with the implied volatility is largely
visible in the three figures, with most of the implied volatility showing smiles. As the first error
distribution is unbiased, the smile in Figure 3.8 is induced by the conditional variance of the
pricing error E(˜2i |Zi) = 0.81e−10|Mi−1| a
2
i bi
2ai+bi
, which has a smiling shape.
The second errors is unbiased, but can cause truncation. Hence, the smiles in Figure 3.9 were
due to the smiling first derivative. The third setting is a mix of truncation and heteroscedastic
errors, with the patterns of the implied volatility being a mixture of the shapes induced by the
first two derivatives and the conditional moments of the errors. The overall effect is a mild
smile with the smile being the most profound at short maturity. The three figures also display
an implied kernel volatility estimates, which we will propose in the next section. The figures
show that this implied kernel volatility can recover the underlying constant volatility.
Practitioners are aware of the issue of the pricing error on the implied volatilityA˙ common
approach used to counter it is conducting the implied volatility for short maturity at the money
options. However, both our theoretical analysis given above and simulation study show that
this approach does not have a solid foundation as its performance is rather uncertain, depending
on the nature of the pricing errors and the underlying price function. For instance, Figures 3.8
and 3.9 show that using short maturity options may not be the best strategy as it can have
the largest variability and the bias.
3.5 Kernel Estimation
In this section we propose a consistent volatility estimator which is free of the afore-
mentioned problems with the conventional implied volatility. Our proposal is based on the
nonparametric kernel smoothing estimation of C(X) in the presence of the pricing errors. This
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method has been employed in Aı¨t-Sahalia and Lo (1998) for estimating the risk neutral state
price density functions. In Model (3.5), the observed price Yi is a random perturbation to the
underlying price C(Xi): Yi = C(Xi) + i, which implies that E(Yi|Xi = x) = C(x), namely
C(X) is the regression function of the option price on the covariate X.
Let K(·) be a univariate symmetric probability density function, which is called a univariate
kernel. Suppose there are d components in the covariate Xi, which is often 3 or 4 depending
on if the interest rate ri varies enough to be treated as a covariate. Let K(x1, · · · , xd) =
K(x1) · · ·K(xd) which is a d-variate product kernel for smoothing on Xi. Let h1, · · · , hd be
d smoothing bandwidths used to smooth at each components of Xi respectively, which are
required to converge to zero at a proper speed of n while maintaining nh1 · · ·hd →∞. Finally
we define for x = (x1, · · · , xd)T ,
Kh(x) = (h1 · · ·hd)−1K(x1/h, · · · , xd/hd). (3.19)
We used the Gaussian kernel K(t) = (2pi)−1/2e−t2/2 in all numerical analysis of the paper.
The Nadaraya-Watson (NW) kernel estimator (Nadaraya, 1964 and Watson, 1964) of the
price function C(X) is
Cˆh(x) =
∑n
i=1Kh(Xi − x)Yi∑n
j=1Kh(Xj − x)
(3.20)
which is a locally weighted least square estimator at each x.
If C(X) is homogeneous of degree 1, we consider Model (3.8): Y˜i = C(Zi)+˜i, with covariate
Zi = (Mi, τi) and E(˜i|Zi) = 0. Here we drop the interest rate ri from Zi, which is based on
a consideration that the interest rate has not changed much in recent years. The proposed
approach can be readily modified for the case of Zi = (Mi, τi, ri).
The kernel estimator of C(Z) at z = (m, τ) is
Cˆk(z) =
∑n
i=1Khm(Mi −m)Khτ (τi − τ)Y˜i∑n
j=1Khm(Mj −m)Khτ (τj − τ)
, (3.21)
where Kh(x) = h
−1K(x/h), and hm and hτ are smoothing bandwidths which controls the
amount of local averaging in the neighborhood of z = (m, τ).
Both kernel estimators (3.20) and (3.21) have been proposed in Aı¨t-sahalia and Lo (1998)
to obtain nonparametric estimators for the risk-neutral state price density by differentiating
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with respect to the strike price. The following conditions are needed for the nonparametric
estimation of C(Z):
(A1). The functions C, fZ have continuous second partial derivatives, and the conditional
variance function ν has continuous first derivative over the domain M⊗ T of z = (m, τ);
(A2). The kernel function K is continuous symmetric probability density function such that∫
µ2K(µ)dµ <∞.
(A3). The smoothing bandwidths hm and hτ satisfy hm → 0, hτ → 0, nhmhτ → ∞ and
hm
hτ
= O(1) as n→∞.
It is known from the literature of nonparametric regression (Ha¨rdle, 1990; Fan and Gijbels,
1996) that under Conditions (A1)–(A3),
E{Cˆk(z)} = C(z; θ) + 12µ2(K)( ∂
2C
∂m2
+ 2fz(z)
∂C
∂m
∂fz
∂m )h
2
m (3.22)
+12µ2(K)(
∂2C
∂τ2
+ 2fz(z)
∂C
∂τ
∂fz
∂τ )h
2
τ
+µ2(K)
1
fz(z)
(
∂C
∂m
∂fz
∂τ
+
∂C
∂τ
∂fz
∂m
)hmhτ + o(h
2
m + h
2
τ )
V ar{Cˆh(z)} = R
2(K)ν2(z)
nhmhτfz(z)
+ o{(nhmhτ )−1} (3.23)
where µ2(K) =
∫
u2K(u)du, R(K) =
∫
K2(u)du, ν2(z) = V ar(˜|Zi = z) and fz is the density
of Zi = (Mi, τi).
The local linear kernel estimator (Fan and Gijbels, 1996) is a more advanced version with
better properties (free of boundary bias, with much simpler form for the bias ) than the NW
estimation. The analogues results to (3.22) for the local linear estimator Cˆll(z) (Ruppert and
Wand, 1994) are
E{Cˆll(z)} = C(z; θ) + 12µ2(K)( ∂
2C
∂m2
h2m +
∂2C
∂τ2
h2τ ) + o(h
2
m + h
2
τ ) (3.24)
while the form of the leading order variance is the same with (3.23). In summary, we have
Cˆ(z)− C(z) = Op{h2m + h2τ + (nhmhτ )−1/2}, (3.25)
for Cˆ being either the NW estimator Cˆk or the local linear estimator Cˆll. Namely the estimation
error of the kernel estimator is small (negligible) as the number of options increases. Hence, if
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we choose the smoothing bandwidths so that hm and hτ → 0 while nhmhτ →∞, the bias and
variance of the two kernel volatility estimators converge to zero by increasing the sample size
n→∞, and both kernel option price estimators are consistent to C(z).
The purpose of carrying out the nonparametric kernel estimation is to attain the implied
volatility by inverting Cˆk(Zi) rather than a single price. The proposed implied kernel (IK)
volatility at Zi is
σˆIK(Zi) = C
−1
BS{Cˆk(Zi);Zi}. (3.26)
The IK volatility differs from
σˆKI(z) =
∑n
i=1Khm(Mi −m)Khτ (τi − τ)σˆI(Zi)∑n
i=1Khm(Mi −m)Khτ (τi − τ)
, (3.27)
considered in Aı¨t-Sahalia and Lo (1998). The latter replaces Y˜i by σˆI(Zi) in (3.21). It does
the implied volatility inversion σˆI(Zi) first, followed by kernel smoothing. The proposed σˆIK
does the kernel smoothing first and volatility inversion later, reversing the order of operation
in σˆKI .
To appreciate the merits of σˆIK , a similar Taylor expansion to (3.10) for σˆIK(Zi) is
σˆIK(Zi) = σ(Zi) +
∂C−1BS{C(Zi);Zi}
∂C
{Cˆh(Zi)− C(Zi)} (3.28)
+ 12
∂2C−1BS{C(Zi);Zi}
∂C2
{Cˆh(Zi)− C(Zi)}2 +Op[{h2m + h2τ + (nhmhτ )−1/2}3/2].
As (3.25) implies that Cˆh(Zi) − C(Zi) is “stochastically small”, there is no need to keep the
higher order terms in the expansion as we had to for σˆI(Zi) in (3.10). In contrast, as demon-
strated in Section 4, each Yi or Y˜i is not consistent to the underlying price C(Zi). This was
the reason why stylish patterns in the partial derivatives in C−1BS and the conditional moments
of the pricing error are absorbed in the implied volatility, that discredited the conventional
implied volatility. These are articulated in the following.
Taking conditional expectation on both sides of (3.28),
E{σˆIK(Zi)|Zi} = σ(Zi; θ) + ∂C
−1
BS{C(Zi);Zi}
∂C
E{Cˆh(Zi)− C(Zi)|Zi} (3.29)
+ 12
∂2C−1BS{C(Zi);Zi}
∂C2
E[{Cˆh(Zi)− C(Zi)}2|Zi] + o{h2m + h2τ + (nhmhτ )−1}.
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From (3.22) and (3.23),
E{σˆk(Zi)|Zi} − σ(Zi)
=
∂C−1BS{C(Zi);Zi}
∂C
E{Cˆh(Zi)− C(Zi)|Zi}+ o(h2m + h2τ ) + o{(nhmhτ )−1}.
The leading term on the right approaches to zero at the rate of h2m + h
2
τ as both hm and hτ
converges to zero as the sample size n increases. Hence the implied kernel volatility estimator
is asymptotically unbiased. Also, the conditional variance
V ar{σˆk(Zi)|Zi} =
[
∂C−1BS{C(Zi);Zi}
∂C
]2 (
V ar{Cˆh(Zi)}+ [E{Cˆh(Zi)} − C(Zi)]2
)
+ o{(nhmhτ )−1 + h4m + h4τ}. (3.30)
From (3.22) and (3.23), the conditional variance diminishes to zero at a proper rate of (nhmhτ )
−1
and h2m + h
2
τ . This together with the asymptotically unbiasedness means that σˆIK estimator
is consistent, despite the presence of the pricing errors.
We note that the two derivatives
∂C−1BS{C(Zi);Zi}
∂C and
∂2C−1BS{C(Zi);Zi}
∂C2
still appear at the same
locations in (3.29) and (3.30) as they did in (3.12) and (3.14). However, their being smiling or
sad does not matter much now as both E{σˆk(Zi) − C(Zi)|Zi} and V ar{σˆk(Zi)|Zi} converge
to zero. This is the reason why the implied kernel volatility estimator σˆIK can estimate the
underlying volatility σ(Zi) consistently whereas the conventional implied volatility σˆI cannot.
A similar analysis can be conducted on the volatility estimator σˆKI(Zi) considered in Aı¨t-
Sahalia and Lo (1998) given in (3.27). Since σˆI(Zi)−σ(Zi) does not get smaller as n increases,
σˆKI(Zi) has the same bias problem as the conventional implied volatility σˆI(Zi). Thus σˆKI
is still not consistent, although the kernel smoothing of the implied volatility does reduce the
variability. The latter can be appreciated by a similar expression to (3.30).
A commonly used approach (Dumas, Flemming and Whaley, 1998 and Hentschel, 2003) in
volatility modeling is conduct parametric regression model of the implied volatility:
σˆI(Zi) = g(Zi; θ) + ei, (3.31)
where g(z; θ) is a known regression function with unknown parameters θ and ei are the residuals.
Usually, the regression function g prescribe patterns of the implied volatility with respect to the
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moneyness and maturity. However, as the raw implied volatility σˆI(Zi) is adversely affected by
the pricing error, regressing σˆI(Zi) would not produce consistent estimation of the underlying
volatility neither. If σˆI(Zi) is replaced by the proposed σˆIK(Zi) in (3.31), then the parametric
regression modeling of the implied volatility is valid provided the regression function g(z; θ) is
correctly specified. The proposed KI volatility has some potentials in this aspect.
In practice, the bandwidth used for smoothing can be obtained by the method of cross-
validation. That is, obtain h ≡ (hm, hτ ) by minimizing
CV (h) =
1
n
n∑
i=1
{Y˜i − Cˆh,−i(Zi)}2, (3.32)
where
Cˆh,−i(Zi) =
∑
j 6=iKhm(Mj −Mi)Khτ (τj − τi)Y˜j∑
j 6=iKhm(Mj −Mi)Khτ (τj − τi)
(3.33)
is the leave-out-one estimator of C(Zi). We refer readers to Ha¨rdle (1990) and Fan and Gijbels
(1996) for more details. Aı¨t-Sahalia and Lo (1998) also contains strategies on bandwidth
selection.
3.6 Simulation Studies
We report results from simulation studies which were designed to provide numerical confir-
mation to our theoretical findings in the previous sections. The performance of the convention-
al implied volatility σˆI , the smoothed implied volatility σˆKI and the proposed implied kernel
volatility σˆIK were evaluated by conducting simulations with different pricing models and error
distributions.
In each simulation setting, the covariable X = (S,K, τ) was generated from the joint
empirical distribution of the S&P 500 option data in 2008 with the restrictions that 136 ≤
τ ≤ 2 and 0.6 ≤ SK ≤ 1.5. Three call price models were experimented for C(X), which were
respectively Black-Scholes CBS(σ;Xi) with σ = 0.3 (BS), the ad-hoc deterministic volatility
(Dumas, Fleming and Whaley, 1998) CBS{σ(Zi);Xi} with σ(Zi) = 0.3+4(Mi−1)2 (ad-hoc DV-
1) and σ(Zi) = 0.3 + 4e
−τi(Mi − 1)2 (ad-hoc DV-2), and Merton-Jump price formula (Merton,
1976) CMJ(Xi, θ) with θ ≡ (m,λ, v, σ) = (1, 5, 0.12, 0.06
√
5) (MJ-1) and (1, 5, 0.06
√
2, 0.06
√
15)
(MJ-2). Two pricing error distributions were considered: i ∼ N(0, 1600) and i = C(Xi)ei
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where ei ∼ N(0, 0.042). The choice of the two forms of variance in the error was motivated by
the S&P 500 option data.
We first generated n covariates Xi from the empirical distribution of the S&P 500 option
data. Once these Xi were generated, we hold them fixed and then created call prices Yi
according to
Yi = C(Xi) + i, i = 1, · · · , n
for each of the pricing models C and the error distribution. The sample size, representing the
number of options in a time period, was n = 300, 500, 700, 1000 and 2000 respectively. For each
sample size, the simulation was replicated 2000 times.
As the above simulation models are all homogeneous of degree one, we use the covariate
Zi = (Mi, τi) via the standardized prices instead of the full covariate Xi and the original price.
The Gaussian Kernel is used in the smoothing. The measures of the performance were the
averaged empirical bias, variance and the mean square errors (MSE).
Tables 3.2 and 3.3 report the bias, variance and MSE of the three volatility estimators
for all ten combinations of pricing formulae and error distributions described above. There
is a consistent trend in the empirical performance of the three estimators. As predicted by
our theoretical analysis in Sections 3, 4 and 5, the bias of the conventional implied volatility
and the kernel smoothed volatility estimator σˆKI did not get smaller as the sample size was
increased. This happened for all the pricing formulae and error distribution. The conventional
implied volatility σˆI ’s variance was not reduced neither as sample size n got larger. These
agreed with the theoretical finding we have made early that σˆI is not a consistent estimator.
Although the smoothing after implied volatility estimator σˆKI utilized more data information
as reflected in its variance being reduced as n was increased, it was still severely biased since
the kernel smoothing was conducted on the biased implied volatility. We observe that the bias
of the proposed σˆIK decreased as the sample size n increased, and was much smaller than those
of σˆI and σˆKI . The MSE of σˆIK was remarkably less than those of the other two volatility
estimators, confirming its consistency.
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3.7 An Empirical Study
We report results from an empirical analysis on the S&P 500 index option prices. The
options are European and constitute one of the most actively-traded options in the world. We
considered a one year time span that contains the six months prior to and the six months
after September 15, 2008, the date of Lehman Brothers’ bankruptcy and the start of the full
scale financial crisis. The data set, acquired from Chicago Board Options Exchange (CBOE),
consisted of average bid and ask prices for both calls and puts. Since the minimum tick for
options traded below three dollars is 116 and
1
8 for all others, options with prices less than
1
8 were
discarded. This treatment was in line with the existing practices in the literature (Aı¨t-Sahalia
and Lo, 1998 and Bakshi, Cao and Chen, 1997).
There are issues of asynchrony and dividend payout for the data. Asynchrony refers to the
time mis-match between the underlying prices and option prices. Although the S&P provides
dividend payment information, the future dividend payments for the remaining life of option
contracts are difficult to determine. To account for the issue of non-synchrony and future
dividend payments, as Aı¨t-Sahalia and Lo (1998) and Fan and Mancini (2009), we used the
forward prices derived from the put-call parity to replace the spot price. That is, for each
option series with the same time-to-maturity τ at a time t, we inferred their forward price Ft,τ
by
Ft,τ = (Ctj − Ptj)erτ +Kj , (3.34)
where (Ctj , Ptj) is the call-put pair that has the same time to maturity τ and strike price Kj
that is the nearest to being at-the-money in the option series. If there were multiple pairs of
(Ctj , Ptj) that satisfy the above criteria, the average of the inferred forward prices was used.
We included options with expiration at least 1 week and less than 4 months since these options
are most actively-traded as reflected by the trading volume and open interest without market
abnormalities. After these filtering, the final data set includes 84777 call-put pairs with a daily
average of 337 pairs.
To capture some time dynamics in the underlying volatility, we divided the whole dataset
to 12 subsets corresponding to the 12 months from March 15th 2008. For each month, we
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conducted volatility estimation using the proposed implied kernel volatility estimator, for both
the calls and puts, with maturities at 2 weeks, and one, two and three months, respectively.
For each of the four maturities, we pooled data of the week before and the week after of the
maturity together with data in the week of maturity.
We first estimated the call and put price functions for each month by smoothing with respect
to the moneyness and the time to maturity according to 3.21. The two smoothing bandwidths
(hm, hτ ) were obtained by the cross validation, as prescribed toward the end of Section 5. The
cross-validation (CV) bandwidths for the 12 months are reported in Table 3.1.
The values of the CV bandwidths for the calls were quite close to those of the puts for each
given month. However, there were substantial changes in the bandwidths before and after the
outbreak of the financial crisis (at the 7th month) with the bandwidths for the moneyness much
increased and that for the maturity much reduced as compared to those before the crisis. The
7th month started on the September 15th, when Lehman Brothers declared bankrupt. These
were related to the larger pricing errors as displayed in Figures 3.11 - 3.14.
The estimated residuals by fitting the Black-Scholes prices for two months before (Months
5 and 6) and the two months after (Months 7 and 8) the September 15th, are shown in Figures
3.11 - 3.14. They displayed a strong lack of fit for the Black-Scholes price, which showed over-
pricing for the out-of-money calls and in-the-money puts, and under-pricing for in-the-money
calls and out-of-money puts. This feature has been found in other studies. After we fitted
the nonparamtric option prices, we calculated the pricing errors by removing the fitted prices
from the observed prices at the given Zi. Figures 3.1 to 3.5 display the scattered plots of the
estimated residuals from the nonparametric fits with respect to the moneyness for two months
before (Months 5 and 6) and the two months after (Months 7 and 8) the September 15th. We
observed that despite the price estimate was made on Zi, the residuals plotted against the
moneyness were largely symmetric at each moneyness, and the variability of the errors was the
highest at the money and at the shortest maturity, and was reduced when it was away from
the money. This was the case for both calls and puts with great consistency, although we only
present those for the calls due to limited space. There was a big increase in the pricing errors
in Month 7, at the outbreak of the crisis, which was reduced gradually as times went. This was
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another reaction to the crisis alone with the smoothing bandwidths, as indicated in Table 3.1.
The use of kernel smoothed option prices can reduce the incidence of truncation. This is
because Cˆh(Zi) is closer to the true price C(Zi) than Y˜i, since the pricing errors are filtered
out in the kernel smoothing. As a result, there will be less incidences for Cˆh(Zi) to be below
the lower bound for deep in the money options than that of Yi or Y˜i. Indeed, there was in
average 14.55% and 6.16% reduction of the truncation cases for the S&P 500 calls and puts
respectively.
The implied kernel volatilities for the two months before and two months after the Septem-
ber 15th are shown in Figure 3.15 and 3.16. We observe that the levels of the volatility for
the month from September 15th were substantially higher than those in the two months before
and one month after, reflecting the excessive volatility in the market in that turbulence month.
These were consistent with the estimated pricing errors as conveyed in Figures 3.1-3.4. By
linking Figures 3.1-3.4 for the nonparametrically estimated pricing errors and Figures 3.15 and
3.16 for the nonparametrically estimated volatility, we find a larger volatility was accompanied
by a larger pricing error. This reflected the theoretical underpinning conveyed in 3.30 via the
ν2(z) term. It is observed that the volatility estimates with respect to the moneyness were the
highest at two week maturity, and then were decreased as the maturity was increased. The
volatility curves were largely smiling for the calls and increasing for the puts with moneyness.
The degree of smiles for the calls was reduced as the maturity was increased. And for both calls
and puts, the level of volatility tends to converge at the money. The levels of volatility between
calls and puts for a given month and a given maturity, were largely consistent in the range of
at the money and in the money for the calls and out of the money for the puts; but diverge
rather sharply for out-of-money calls and in the money puts at all maturities considered. The
latter may be due to a combinations of factors: (i) the truncation for deep out of money puts;
(ii) the call-put parity was not exactly maintained for empirical data, and (iii) the different
pricing errors for a put-call pair although closely correlated. We recall that at that range of
out of the money, C−1BS is very sensitive to even a very small perturbation.
Now we evaluate the performance of three pricing approaches in terms of in-sample fit,
out-of-sample prediction and hedging performance. The three pricing methods are (i) Black-
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Scholes, (ii) the ad-hoc Deterministic Volatility (Dumas, Fleming and Whaley, 1998), and (iii)
the nonparametric smoothing method by the local linear estimator Cˆll(z), a version of (3.20).
The Black-Scholes price at a z is CBS(σˆ; z) where σˆ is obtained by the parametric least
square method based on each month’s data. The ad-hoc deterministic-volatility formula is cal-
culated by CBS{σ(θˆ); z} under a quadratic model σ(θ) = θ1m2+θ2m+θ3 where the parameters
θ = (θ1, θ2, θ3) were estimated by minimizing
n∑
i=1
{C−1BS(y˜i;Zi)− (θ1M2i + θ2Mi + θ3)}2 (3.35)
as proposed by Dumas, Fleming and Whaley (1998).
The in-sample fitting errors were the average squared differences between the observed
option prices and the estimated prices based on each month’s data. The prediction errors
were the average squared differences between the observed option prices and the predicted
priced based on the previous month’s data. Table 3.4 reports the average in-sample fitting
errors and out-of-sample prediction errors of the three pricing approaches. For the in-sample
performance, for both calls and puts, the nonparametric pricing was the best among the three
pricing approaches. The ad-hoc deterministic volatility (ad-hoc DV) method was better than
the Black-Scholes for 6 of the 12 months for calls and 11 of the 12 months for puts. Table 3.4 also
shows that, for the out-of-sample prediction for calls, prediction based on the nonparametric
approach was the best for 8 of the 11 months. For the out-of-sample prediction of puts, there
was no ‘clear’ winner. Prediction based on the ad-hoc DV was the best for 6 of the 11 months,
the nonparametric pricing formula was the best for 4 out of the 11 months, and prediction based
on Black-Scholes pricing formula was the best for 1 of the 11 months. Note that there were
only 11 months for prediction out of the 12 months. The ad-hoc DV had better performance
than the Black-Scholes in 7 out of 11 months for calls and 10 out of 11 months for puts.
The hedging performance was measured by the average of the squared hedging errors (Du-
mas, Fleming and Whaley, 1998 and Fan and Mancini, 2009). Hedging error is the difference
between changes of option prices under a model and changes of the observed prices. As outlined
in Dumas, Fleming and Whaley (1998), on a particular day, a hedger has a long position of
ht =
∂Ct
∂St
shares of the underlying asset to neutralize the risk associated with a short position
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of one unit of call option at certain strike price and time to maturity. Assuming the hedging
is continuously adjusted, the changes from the underlying asset in a week of 5 business days
is
∫ t+5
t htdSt = Ct+5 − Ct, holding other factors constant. Thus the hedging error for a week
“starting” from t is (Yt+5 − Yt) − (Ct+5 − Ct), where Yt and Yt+5 are observed option prices
and Ct and Ct+5 are calibrated prices by a model. We aggregated the squared hedging errors
into the 12 months [T1, T2], where T1 and T2 are the starting and ending times of each month.
So the average hedging errors for the time period [T1, T2] is
1∑T2
t=T1
nt
T2∑
t=T1
nt∑
j=1
[(Y(t+5),j − Yt,j)− {C(X(t+5),j)− C(Xt,j)}]2, (3.36)
where nt is the number of option pairs at day t.
The hedging performance of BS, the ad-hoc deterministic volatility of Dumas, Fleming
and Whaley (1998) and the proposed nonparametric approach is reported in Table 3.5. We
note that the four months from the August 15th had the highest hedging errors, which was
peaked in the 7th month, from the September 15th. It is observed that for 9 out of the 12
months, for both calls and puts, the nonparametric pricing approach was the best among the
three methods, and for the remaining 3 months, it was the second best. The nonparametric
kernel approach had much less hedging errors than the other two (for some months less than
50%). Black-Scholes formula had better hedging performance than the ad-hoc DV method
for all the 12 months for the calls, and 11 out of the 12 months for puts. This replicated
an early empirical finding of Dumas, Fleming & Whaley (1998) on S&P 500 options. Hence,
in term of the hedging performance, the nonparametric pricing approach was better than the
Black-Scholes, which was better than the ad-hoc DV pricing approach.
3.8 Conclusion
We have analyzed the properties of the conventional implied volatility based on a single
price inversion, and find that it is subject to a systematic bias in the presence of pricing errors.
As the pricing errors are commonly encountered in option data, this casts a serious doubt on
the implied volatility. Even a seemingly small amount of error can induce a profound pattern in
the implied volatility, although the underlying volatility is otherwise. Our analysis also shows
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no theoretical support for the practice of implied volatility inversion for short maturity at the
money options, namely inverting those prices will not exempt the implied volatility from the
adverse impacts of the pricing errors.
Our study was motivated by the work of Hentschel (2003) with an emphasis on the statistical
properties of the implied volatility and proposing an alternative consistent volatility estimator
via the nonparametric kernel estimation of the option price function. Given the importance
of the implied volatility in decoding the underlying volatility from option data, it is crucial to
use a reliable and robust volatility estimator. Our proposed implied kernel volatility is such
an estimator, which can capture the underlying volatility for a wide range of underlying price
dynamics and option formulae. We advocate using the proposed volatility estimator to replace
the conventional implied volatility. An immediate usage of the proposed volatility estimator is
in calibrating the underlying volatility function from option data due to its attractive theoretical
properties and robust empirical performance as shown in our analysis for the S&P 500 option
data.
Appendix
A.1 Derivative of Black-Scholes prices and its inverse
For the pricing formula
CBS(σ;Z) = Φ(d1)− 1
m
e−rτΦ(d2),
where d1 =
ln(m)+(r+σ
2
2
)τ
σ
√
τ
, d2 = d1 − σ
√
τ and Φ is the standard normal distribution function.
Denote φ is the standard normal density function, then
φ(d2) =
1√
2pi
e−
d22
2 =
1√
2pi
e−
d21
2
+σ
√
τd1−σ22 τ
= φ(d1)e
σ
√
τd1−σ22 τ = φ(d1)eln(m)+rτ = φ(d1)merτ .
Hence,
∂CBS
∂σ
= φ(d1)
∂d1
∂σ
− 1
m
e−rτφ(d2)
∂d2
∂σ
= φ(d1)(
∂d1
∂σ
− 1
m
e−rτmerτ
∂d2
∂σ
)
=
√
τφ(d1). (3.37)
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This derivative is called “Vega” as one Greek letter, which measures the sensitivity of the
Black-Scholes price to the volatility and is frequently used in the portfolio management.
A.2 Expressions of
∂C−1BS(·)
∂C and
∂2C−1BS(·)
∂C2
If we view the function CBS(.) as an one-to-one mapping from σ to theoretical price C, then
C−1BS(.) is a mapping from C to σ, so we use the notation
∂CBS
∂σ and
∂C−1BS
∂v . For an arbitrary
pricing formula C(Z), we rewrite it as CBS(σ(z; θ); z), where σ(z; θ) = C
−1
BS{C(Z); z}, then we
have
∂C−1BS
∂C
|C=C(Z) =
∂C−1BS
∂C
|C=CBS{σ(z;θ);z}
=
1
∂CBS
∂σ |σ=σ(z;θ)
=
1√
τφ[d1{σ(z; θ)}] .
Note this is always positive since
√
τ > 0 and φ(.) > 0. When the pricing formula is a Black-
Schole pricing formula (i.e. Cz;θ ≡ CBS(σ; z)), the above expression reduces to
∂C−1BS
∂C
|C=CBS(σ;z) =
1√
τφ{d1(σ)} .
Now working on the second derivative similarly, we have
∂2C−1BS
∂C2
|C=C(Z) =
∂2C−1BS
∂C2
|C=CBS{σ(z;θ);z} = −
∂2CBS
∂σ2
|σ=σ(z;θ)
(∂CBS∂σ )
3|σ=σ(z;θ)
=
√
τd1φ(d1)
∂d1
∂σ
{√τφ(d1)}3 |σ=σ(z;θ) =
τσ
4 − {ln(m)+rτ}
2
τσ3
[
√
τφ{d1(σ)}]2 |σ=σ(z;θ)
=
τσ(z;θ)
4 − {ln(m)+rτ}
2
τ{σ(z;θ)}3
(
√
τφ[d1{σ(z; θ)}])2 .
Thus,
∂2C−1BS
∂C2
|C=C(z)

> 0, if e−rτ−
{σ(z)}2
2
τ < m < e−rτ+
{σ(z)}2
2
τ ,
= 0, if m = e−rτ+
{σ(z)}2
2
τ or e−rτ−
{σ(z)}2
2
τ ,
< 0, if m < e−rτ−
{σ(z)}2
2
τ or m > e−rτ+
{σ(z)}2
2
τ ,
(3.38)
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A.3 Curvature of
∂2C−1BS
∂C2
|C=CBS
Because we have
∂2(
∂2C−1BS
∂C2
|C=CBS )
∂m2
= −2pi
τ
ed
2
1
σ2τm2
{4d41 − 6
√
τσd31 + (6 + 2σ
2τ)d21
+(2− 6σ√τ)d1 + σ2τ −
√
τσ + 2},
the curvature of the second derivative
∂2C−1BS
∂C2
can be studied. Denote α = σ
√
τ and
H(α, d1) = 4d
4
1 − 6
√
τσd31 + (6 + 2σ
2τ)d21 + (2− 6σ
√
τ)d1 + σ
2τ −√τσ + 2,
since
∂2(
∂2C−1
BS
∂C2
)
∂m2
= −2piτ e
d21
σ2τm2
H(α, d1), we just need to determine the sign of H(α, d1).
Now we intend to find the range of c to ensure H(α, d1) > 0 for α ∈ (0, c] and any d1.
Notice the decomposition
H(α, d1) = 4d
4
1 − 6
√
τσd31 + (6 + 2σ
2τ)d21 + (2− 6σ
√
τ)d1 + σ
2τ −√τσ + 2
= (4d41 − 6
√
τσd31 +
9
4
c2d21) + (α
2 − α+ 1
4
) + {7
4
+ (2− 6α)d1 + (2− 6α)
2
7
d21}
+[{6 + 2α2 − 9
4
c2 − (2− 6α)
2
7
}d21]
= H1 +H2 +H3 +H4.
Since ∆ = 36α2 − 36c2 ≤ 0 for α ≤ c
H1 = (4d
2
1 − 6
√
τσd1 +
9
4
c2d1)d
2
1 ≥ 0, ∀d1.
Also, we have
H2 = α
2 − α+ 1
4
= (α− 1
2
)2 ≥ 0,
and
H3 =
7
4
+ (2− 6α)d1 + (2− 6α)
2
7
d21 = {
√
7
2
+
(2− 6α)√
7
d1}2 ≥ 0,
Notice the quadratic function 24α− 22α2 ≥ min(0, 24c− 22c2) for α ∈ (0, c], then
24α− 22α2 + 38− 63
4
c2 ≥ min(38− 63
4
c2, 38 + 24c− 151
4
c2).
In order for H4 ≥ 0 for α ∈ [0, c], we just need
38− 63
4
c2 ≥ 0, and 38 + 24c− 151
4
c2 ≥ 0,
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which is equivalent to
c ≤ 48 +
√
25256
151
≈ 1.3703,
and the trivial condition c ≥ 0. Also, since H2 and H4 can not be zero simultaneously if c 6= 12 ,
H(α, d1) is always positive.
So we set c = 48+
√
25256
151 ≈ 1.3703. Thus a sufficient condition to ensure
∂2C−1BS
∂C2
being a
concave function of moneyness is
σ
√
τ ≤ 48 +
√
25256
151
≈ 1.3703. (3.39)
A.4 Conditions for kernel estimators
The following conditions are needed for the nonparametric estimation of C(Z):
(A4). The functions C, fZ have continuous second partial derivatives with respect to m and
τ , respectively, over a domain M⊗ T of (m, τ).
(A5). The variance function V need to finite over a domain M⊗ T of (m, τ).
(A6).
∫ |K(µ)|dµ <∞, ∫ µK(µ)dµ = 0, ∫ µ2K(µ)dµ <∞.
(A7). The smoothing bandwidths hm and hτ satisfy hm → 0, hτ → 0, nhmhτ → ∞ and
hm
hτ
= O(1) as n→∞.
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Figure 3.1 Nonparametrically estimated pricing errors vs moneyness and maturity for S&P
500 call option data in the month from August 15, 2008 using the cross-validation
bandwidths (0.0151, 0.0211) for the moneyness and maturity.
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Figure 3.2 Nonparametrically estimated pricing errors vs moneyness and maturity for S&P
500 call option data in the month from September 15, 2008 using the cross-valida-
tion bandwidths (0.0226, 0.0080) for the moneyness and maturity.
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Figure 3.3 Nonparametrically estimated pricing errors vs moneyness and maturity for S&P
500 put option data in the month from August 15, 2008 using the cross-validation
bandwidths (0.0151, 0.0211) for the moneyness and maturity.
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Figure 3.4 Nonparametrically estimated pricing errors vs moneyness and maturity for S&P
500 put option data in the month from September 15, 2008 using the cross-valida-
tion bandwidths (0.0226, 0.008) for the moneyness and maturity.
69
−10 −5 0 5
x 10−3
−10
−5
0
5
x 10−3 (a) Jul.15 − Aug.14, 2008
Residual of Call
R
es
id
ua
l o
f P
ut
−10 −5 0 5
x 10−3
−10
−5
0
5
x 10−3 (b) Aug.15 − Sep 14, 2008
Residual of Call
R
es
id
ua
l o
f P
ut
−0.02 −0.01 0 0.01 0.02
−0.02
−0.01
0
0.01
0.02
(c) Sep.15 − Oct. 14, 2008
Residual of Call
R
es
id
ua
l o
f P
ut
−0.03 −0.02 −0.01 0 0.01
−0.03
−0.02
−0.01
0
0.01
(d) Oct.15 − Nov.14, 2008
Residual of Call
R
es
id
ua
l o
f P
ut
Figure 3.5 Scatter plots of nonparametrically estimated pricing errors from calls and puts for
the months from July 15 (top left panel), August 15 (top right panel), September
15 (bottom left panel) and October 15 (bottom right panel), 2008, respectively.
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Figure 3.6 Sensitivity of implied volatility to price deviation. True volatility (solid line).
Implied volatilities (dashed lines) in presence of ±0.5%,±0.2% and ±0.1% price
deviations.
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Figure 3.7 The first and the second derivative. Left panel is for
∂C−1BS(v;z)
∂v for selected values
of (τ, σ) and r ≡ 0.01. We use solid, dash-dotted, dotted and dashed line to
represent the values of (τ, σ) as (0.25, 0.3),(0.5, 0.3),(1, 0.3) and (2, 1.5) respectively.
Right panel is for
∂2C−1BS(v;z)
∂v2
for selected values of (τ, σ) and r ≡ 0.01. We use
solid, dash-dotted, dotted and dashed line to represent the values of (τ, σ) as
(0.25, 0.3),(0.5, 0.3),(0.25, 0.6) and (0.5, 0.6) respectively.
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Figure 3.8 Average implied volatility (dots), the implied kernel volatility (dashed lines) and
true volatility (solid line) with pricing error i = (1− 0.9e−5|Mi−1|){(b+ a)B − a},
where B ∼ Beta(1, ba), a = CBS(σ;m, τ) − max(1 − 1me−rτ , 0) and
b = 1 − CBS(σ;m, τ). The bandwidth used by the IK volatility estimator was
0.04.
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Figure 3.9 Average implied volatility (dots), the implied kernel volatility (dashed lines) and
true volatility (solid line) with pricing error i ∼ N(0, V 2), and V is 0.05 (top pan-
els) and 0.08 (bottom panels). The bandwidth used by the IK volatility estimator
was 0.04.
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Figure 3.10 Average implied volatility (dots), the implied kernel volatility (dashed lines) and
true volatility (solid line) with pricing error i ∼ N(0, V 2e−1.5|Mi−1|) and V is 0.05
(top panels) and 0.08 (bottom panels). The bandwidth used by the IK volatility
estimator was 0.04.
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Figure 3.11 Estimated pricing errors based on Black-Scholes formula vs moneyness and ma-
turity (τ) for S&P 500 call option data in the month from August 15, 2008.
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Figure 3.12 Estimated pricing errors based on Black-Scholes formula vs moneyness and ma-
turity (τ) for S&P 500 call option data in the month from September 15, 2008.
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Figure 3.13 Estimated pricing errors based on Black-Scholes formula vs moneyness and ma-
turity (τ) for S&P 500 put option data in the month from August 15, 2008.
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Figure 3.14 Estimated pricing errors based on Black-Scholes formula vs moneyness and ma-
turity (τ) for S&P 500 put option data in the month from September 15, 2008.
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Figure 3.15 Implied kernel volatilities for calls (left panels) and puts (right panels) in the
months from July 15 and from August 15, 2008. Time to maturity was 2 weeks
(solid line), 1 month (dashed line), 2 months (dotted line) and 3 months (dash–
dotted line).
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Figure 3.16 Implied kernel volatilities for calls (left panels) and puts (right panels) in the
months from September 15 and from October 15, 2008. Time to maturity was 2
weeks (solid line), 1 month (dashed line), 2 months (dotted line) and 3 months
(dash-dotted line).
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Table 3.1 Smoothing Bandwidths via Cross-Validation for the 12 months from March 15th
2008.
(a) Calls
Month 1 2 3 4 5 6 7 8 9 10 11 12
hm 0.015 0.014 0.014 0.015 0.015 0.015 0.023 0.033 0.038 0.032 0.034 0.037
hτ 0.014 0.018 0.021 0.018 0.017 0.021 0.008 0.007 0.009 0.008 0.013 0.021
(b) Puts
Month 1 2 3 4 5 6 7 8 9 10 11 12
hm 0.015 0.014 0.014 0.015 0.015 0.015 0.023 0.033 0.038 0.032 0.034 0.037
hτ 0.019 0.018 0.021 0.018 0.017 0.021 0.008 0.007 0.009 0.008 0.013 0.021
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Table 3.2 Average bias, variance and MSE for the three estimators σˆI , σˆKI and σˆIK under
homoscedastic pricing errors i ∼ N(0, 402) with five pricing formulae: the Black-
-Scholes (BS) with σ = 0.3, the ad-hoc deterministic volatility (ad-hoc DV) and the
Merton-Jump (MJ)
Model n
Bias Variance MSE
σˆI σˆKI σˆIK σˆI σˆKI σˆIK σˆI σˆKI σˆIK
300 0.37 0.33 0.20 0.042 0.0107 0.0066 0.180 0.117 0.046
500 0.33 0.29 0.16 0.039 0.0063 0.0043 0.146 0.090 0.029
BS 700 0.35 0.31 0.16 0.040 0.0052 0.0038 0.159 0.099 0.029
1000 0.38 0.34 0.17 0.042 0.0045 0.0037 0.183 0.119 0.032
2000 0.35 0.32 0.14 0.040 0.0025 0.0026 0.161 0.104 0.022
300 0.21 0.16 0.11 0.041 0.0065 0.0065 0.086 0.031 0.017
ad-hoc 500 0.23 0.18 0.10 0.043 0.0049 0.0051 0.096 0.038 0.015
DV-1 700 0.24 0.20 0.12 0.043 0.0045 0.0047 0.102 0.044 0.018
1000 0.25 0.20 0.11 0.043 0.0039 0.0041 0.103 0.045 0.016
2000 0.23 0.20 0.08 0.042 0.0023 0.0027 0.096 0.041 0.009
300 0.23 0.18 0.11 0.041 0.0069 0.0059 0.094 0.039 0.018
ad-hoc 500 0.24 0.19 0.11 0.042 0.0061 0.0051 0.100 0.042 0.017
DV-2 700 0.24 0.19 0.10 0.043 0.0045 0.0041 0.099 0.042 0.014
1000 0.23 0.19 0.09 0.039 0.0034 0.0034 0.092 0.040 0.012
2000 0.24 0.21 0.08 0.042 0.0023 0.0026 0.100 0.046 0.009
300 0.31 0.26 0.14 0.039 0.0094 0.0057 0.132 0.078 0.025
500 0.30 0.26 0.12 0.040 0.0071 0.0048 0.129 0.074 0.019
MJ-1 700 0.31 0.27 0.12 0.042 0.0053 0.004 0.1373 0.080 0.019
1000 0.31 0.28 0.11 0.042 0.0044 0.0036 0.137 0.081 0.015
2000 0.30 0.27 0.09 0.041 0.0025 0.0025 0.129 0.075 0.010
300 0.31 0.26 0.15 0.040 0.0089 0.0056 0.135 0.078 0.028
500 0.32 0.28 0.14 0.040 0.0057 0.0046 0.140 0.081 0.024
MJ-2 700 0.34 0.30 0.15 0.042 0.0065 0.0043 0.157 0.097 0.025
1000 0.34 0.30 0.13 0.042 0.0049 0.0037 0.158 0.097 0.021
2000 0.30 0.27 0.10 0.038 0.0025 0.0024 0.129 0.076 0.013
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Table 3.3 Average bias, variance and MSE of three estimators σˆI , σˆKI and σˆIK under het-
eroscedastic pricing errors i = C(Xi)ei, where ei ∼ N(0, 0.042) with five pricing
formulae: the Black-Scholes (BS) with σ = 0.3, the ad-hoc deterministic volatility
(ad-hoc DV) and the Merton Jump (MJ).
Model n
Bias Variance MSE
σˆI σˆKI σˆIK σˆI σˆKI σˆIK σˆI σˆKI σˆIK
300 0.27 0.23 0.18 0.020 0.0082 0.0065 0.092 0.063 0.039
500 0.25 0.22 0.15 0.019 0.0063 0.0039 0.083 0.057 0.025
BS 700 0.24 0.21 0.14 0.017 0.0049 0.0033 0.076 0.049 0.024
1000 0.26 0.23 0.14 0.020 0.0041 0.0026 0.087 0.058 0.021
2000 0.27 0.24 0.12 0.020 0.0025 0.0021 0.090 0.062 0.017
300 0.16 0.12 0.11 0.028 0.0079 0.0089 0.053 0.022 0.021
ad-hoc 500 0.17 0.13 0.10 0.026 0.0057 0.0057 0.057 0.024 0.016
DV-1 700 0.14 0.11 0.11 0.022 0.0044 0.0051 0.042 0.016 0.018
1000 0.16 0.13 0.12 0.025 0.0046 0.0046 0.052 0.020 0.019
2000 0.16 0.13 0.09 0.024 0.0028 0.0030 0.050 0.020 0.011
300 0.17 0.13 0.11 0.023 0.0072 0.0059 0.053 0.025 0.019
ad-hoc 500 0.18 0.14 0.11 0.023 0.0062 0.0055 0.054 0.026 0.018
DV-2 700 0.16 0.13 0.10 0.021 0.0041 0.0038 0.048 0.022 0.013
1000 0.14 0.12 0.09 0.018 0.0031 0.0029 0.038 0.016 0.011
2000 0.16 0.13 0.08 0.020 0.0025 0.0023 0.045 0.019 0.009
300 0.21 0.18 0.12 0.017 0.0081 0.0043 0.060 0.039 0.019
500 0.23 0.20 0.12 0.019 0.0070 0.0042 0.070 0.046 0.018
MJ-1 700 0.22 0.20 0.10 0.019 0.0048 0.0034 0.067 0.043 0.014
1000 0.22 0.19 0.10 0.018 0.0047 0.0026 0.064 0.041 0.012
2000 0.22 0.20 0.08 0.018 0.0027 0.0019 0.067 0.044 0.009
300 0.27 0.22 0.16 0.022 0.0113 0.0067 0.092 0.060 0.033
500 0.22 0.19 0.12 0.017 0.0058 0.0038 0.067 0.043 0.019
MJ-2 700 0.25 0.22 0.13 0.020 0.0063 0.0038 0.080 0.054 0.021
1000 0.26 0.23 0.13 0.021 0.0055 0.0030 0.088 0.059 0.019
2000 0.22 0.20 0.09 0.018 0.0024 0.0018 0.068 0.044 0.010
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Table 3.4 Average squared in-sample fitting errors and prediction errors multiplied by 105
for the Black-Scholes (BS), ad-hoc deterministic volatility (ad-hoc DV), and the
nonparametric kernel estimator using cross-validation bandwidth for calls. Fit refers
to in-sample-fit and prediction refers to out-of-sample prediction.
(a) Calls
Month
In-sample-fit Out-of-sample-prediction
BS ad-hoc DV Kernel BS ad-hoc DV Kernel
1 1.167 0.528 0.235 NA NA NA
2 0.710 0.278 0.096 2.582 1.920 2.068
3 0.983 1.233 0.222 1.010 0.597 0.327
4 0.893 1.079 0.179 1.264 0.982 0.710
5 0.691 0.840 0.181 0.691 0.459 0.390
6 0.761 1.391 0.183 0.768 2.749 0.332
7 9.485 12.183 2.070 22.613 28.567 21.653
8 7.178 5.847 1.290 21.714 25.287 19.787
9 6.419 8.931 1.377 7.707 3.902 4.079
10 3.903 3.736 0.486 18.207 38.595 23.310
11 3.450 3.379 0.668 3.568 3.390 1.141
12 2.669 2.630 0.661 2.942 1.750 1.271
(b) Puts
Month
In-sample-fit Out-of-sample-prediction
BS ad-hoc DV Kernel BS ad-hoc DV Kernel
1 1.269 0.463 0.242 NA NA NA
2 0.798 0.183 0.102 2.677 1.627 2.077
3 1.067 0.363 0.223 1.090 0.402 0.321
4 0.956 0.263 0.166 1.338 0.834 0.714
5 0.750 0.371 0.187 0.750 0.295 0.397
6 0.816 0.290 0.173 0.825 0.471 0.366
7 9.971 11.363 2.078 22.704 21.067 21.978
8 8.205 4.560 1.326 22.730 12.194 18.689
9 7.030 3.498 1.342 8.290 3.330 31.824
10 4.198 1.702 0.505 17.765 25.565 23.094
11 3.693 1.600 0.672 3.805 1.200 1.151
12 2.986 1.922 0.685 3.243 0.991 1.781
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Table 3.5 Average squared hedging errors for the Black-Scholes (BS), ad-hoc deterministic
volatility (ad-hoc DV), and nonparametric kernel estimator using cross-validation
bandwidth.
(a) Calls
Month BS ad-hoc DV Kernel
1 10.392 10.355 6.787
2 2.859 3.425 2.729
3 9.314 10.158 9.777
4 4.816 5.710 5.312
5 3.541 4.398 3.874
6 39.092 83.474 18.502
7 83.372 96.556 42.232
8 36.415 48.843 20.566
9 35.535 53.846 21.294
10 16.990 19.290 7.003
11 9.183 9.795 6.553
12 8.202 8.783 7.279
(b) Puts
Month BS ad-hoc DV Kernel
1 10.522 10.778 6.933
2 2.993 3.667 2.925
3 9.141 11.223 9.842
4 4.338 5.382 5.064
5 3.769 4.280 4.135
6 37.941 80.171 18.041
7 76.820 92.772 41.278
8 34.631 55.790 21.349
9 33.956 48.024 20.912
10 16.846 19.709 7.246
11 8.678 8.458 6.239
12 8.516 8.838 7.609
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CHAPTER 4. SMOOTHING OR NOT, ON NONPARAMETRIC
ESTIMATION OF SEASONAL TIME SERIES
A paper to be submitted to Statistics and Its Interface
Song Xi Chen1 and Zheng Xu2.
Abstract
This paper evaluates the use of smoothing in improving the finite-sample properties of the
seasonal-dummy-regression estimator. For a seasonal time series having a long cycle with (i)
no short cycle, (ii) one short cycle and (iii) several short cycles, we find that although the least-
square estimator based on the seasonal-dummy regression is consistent and asymptotically
normal when the sample size goes to infinity, its finite-sample properties, when n/P is not too
big, may be improved via smoothing. Smoothing will introduce bias but decrease the variance
of the estimators. We propose the estimator as smoothing the estimated long-cycle pattern
based on the seasonal-dummy regression and study our smoothing-seasonal-dummy-regression
estimator both theoretically and via simulation studies. We then apply our methodology to an
empirical study of the return rates of electricity prices.
4.1 Introduction
Seasonal time series have been studied in Harvey (1993), Hamilton (1994), Hall, Reiman-
n and Rice (2000) and Hall (2008). Two approaches (the trigonometric-function regression
and seasonal-dummy regression) are recommended and widely-used in the empirical literature
1Guanghua School of Management,Peking University, Peking, 100000, China
2Departments of Economics and Statistics, Iowa State University, Ames, IA, 50011, USA
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(Harvey, 1993; Hamilton, 1994). The trigonometric-function regression will suffer from model
mis-specification when the true seasonal pattern is not sinuous. The seasonal-dummy regression
estimator is unbiased, consistent and asymptotic normal. However, many time series in reality
have a long cycle but cover only some or a few of periods. In addition to the long cycle, these
time series may also have some short cycles. The use of seasonal-dummy regression will give
an estimated long cycle, which is unbiased, consistent and asymptotically normal. But even an
inspection of the visual plot of the estimated long cycle frequently shows big variations. We
notice the reason is that the sample size n is not too big compared with the dimensions p (i.e.
the number of seasonal-dummies generated). However, most of the literature has ignored the
study of statistical properties when n/p is not too large (i.e. the time series covers only a few of
cycles). We fill the gap in the literature by providing the statistical properties of the estimated
long-cycle pattern when n/p is not too large. Our methodology applies to many time series in
reality. For example, a typical long-cycle series in reality is daily-observed time series with an
annual pattern.
We provide a concrete example as the return rates of Phelix electricity price index in
European Exchange Market (EEX). The Phelix, a daily index to measure the electricity prices
in EEX, covers 10 years and 5 months in the sample available. In many empirical study of
electricity prices in different markets, the annual pattern and weekly pattern have been observed
(Benth, Benth and Koekebakker, 2008). The seasonality in electricity prices can be explained
by the weekly and annual patterns in electricity supply and demand, which in turn are due to
the weekly and annual pattern in business activity, nature and human behavior (Benth, Benth
and Koekebakker, 2008). However, the empirical study of the seasonality for the return rates
of electricity prices has been ignored in the literature. Will the return rates of electricity prices
also have big annual and weekly patterns? We fill this gap in the literature by solving this
question in our empirical study.
The more realistic situation (J ≡ n/P is not too big) should be focused instead of discussing
the statistics properties of estimators in the situation when n/P is big. For example, many time
series show the annual pattern, but can not cover hundreds of years available. The situation
considered is that a time series with an annual pattern, but does not have too-many years
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available in the sample. For example, the study period of the series only covers 5-30 years.
In this situation, we will show that the variance of the estimated annual pattern by seasonal-
dummy regression is approximately equal to the variance of an average of J observations. Thus
the variance is much big, though being unbiased because it is based on a linear regression.
We provide the examples/illustrations from both the simulated time series and real time
series. We simulate two time series based on the model Yt = 2 + Sw(tw) + sin(2pit/A) + et,
where (Sw(1), Sw(2), Sw(3), Sw(4), Sw(5), Sw(6), Sw(7)) = (0.4, 0.2, 0.15, 0.05,−0.1,−0.3,−0.4),
et
d∼ Φ(0, (1 + 0.5 sin(2pit/30))2) and Φ is the normal distribution. In the simulated series 1,
sample size n = 4000 and A = 365 (i.e. an annual pattern). In simulated series 2, sample size
n = 1000 and A = 90 (i.e. a quarter-year pattern). Figure 4.1 shows the estimated long-cycle
patterns by seasonal-dummy-regression for the two simulated series. We generate the series for
many times and all the simulations show the big fluctuation of the estimated long-cycle patterns
by seasonal-dummy regressions, implying the need of smoothing. We only plot the result of the
above two simulated time series (i.e. one simulation) to illustrate the motivation. In the section
of simulation study, we will study the (average) performance in 500 simulations. Both series
show the motivation/need of smoothing for seasonal-dummy estimator because there are too
big fluctuation even by direct inspecting the plots of estimated long-cycle patterns. For both
series simulated in Figure 4.1, smoothing is better than un-smoothing. In addition, regarding
the smoothing bandwidth, we find for the first simulated series (upper panel in Figure 4.1
with the length of seasonality 365 days and sample size 4000), the use of the bandwidth 15
days is better than the bandwidth 7 days. But for the second simulated series (lower panel
in Figure 4.1 with the length of seasonality 90 days and sample size 1000), the bandwidth 7
days (short bandwidth) may be better. The bandwidth selected by cross-validation is preferred
because it is adaptive to different series. According to Figure 4.1, the smoothing by cross-
validation have similar shape to the use of the bandwidth 15 days for the first simulated series
and the bandwidth 7 days for the second simulated series.
Figure 4.3 shows the estimated long-cycle patterns by seasonal-dummy regression for the
real data (Phelix electricity price index). The result from the real time series show there are
big variance of the estimated long-cycle patterns by seasonal-dummy regression in the situation
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that n/P is not too big.
Smoothing method (including the weighted-average) is considered in the situation n/P is
not too big. Hall (2008) and Sun, Hart and Genton (2012) mentioned that the smoothing
method is likely to be an inconsistent estimator for equally-spaced time series when the sample
size n goes to infinity. They also mentioned that smoothing can reduce the variance though
introduce the bias in the situation that n/P is not too big. But they did not provide a strict
evaluation of smoothing in the situation that n/P is not too big.
Thus, we fill the gap of the literature by studying the statistical properties in the situation
that n/P is not too big. We study the theoretical properties of smoothing the estimated
long-cycle patterns based on seasonal-dummy regression, and deal with the problem whether
we should smooth (including the method of taking the weighted-average) of the estimated
long-cycle patterns. We propose our new nonparametric estimator of the long-cycle pattern as
(i) first conducting the seasonal-dummy regression, (ii) then smooth the estimated seasonal-
dummy-regression estimator. The statistical properties of our estimator in the situation that
n/P is not too big are studied. This is in contrast with the asymptotic properties, which are
not important for time series with the long-cycle pattern but covering not too many long-cycle
periods in the sample.
For the afore-mentioned two simulated series, the bandwidth of 3 days, 7 days and 15
days, together with the bandwidth obtained by cross-validation, are used. We consider the
data-adaptive bandwidth (i.e. cross-validation bandwidth) in addition to a basket of fixed
bandwidths (i.e. 3 days, 7 days and 15 days). For the real data of Phelix index, Figure 4.3
provides the estimated annual pattern by seasonal-dummy regression in our empirical study of
the return rates of Phelix electricity price index. We find that the season-dummy regression
estimator is much fluctuated because the data includes only 10 years and 5 month (i.e. n/P
is not too big). Thus, we provide the smoothing using the bandwidth 3 days, 7 days, 15 days
and 30 days. We find even a small bandwidth, such as 3 days, can have big variance reduction
for the return rates of our Phelix electricity price index. The estimated annual pattern after
smoothing does not show big fluctuation in the plot. Both the findings from the simulated time
series and the real time series provide the motivation of our study on smoothing the estimated
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long-cycle pattern via seasonal-dummy regression. We formulate it into a theoretical issue and
provide the theoretical study, simulation study and then apply our analysis to an empirical
study of the return rates of Phelix electricity price index.
We have considered different smoothing schemes (the general weights, the kernel weights
and the window weights). The bias and variance of our smoothing-seasonal-dummy-regression
estimator, using these different smoothing schemes, have been derived. The benefit of smooth-
ing has been calculated. Because kernel smoothing have more-simplified theoretical properties,
we recommend the use of kernel smoothing (i.e. the kernel weights). The other smoothing
and weighting schemes can also be used in the empirical study, at the researchers’ prefer-
ence. We have provided the theoretical results for the statistical properties of the smoothing-
seasonal-dummy-estimators and the benefit of smoothing, to validate and recommend the use
of smoothing-seasonal-dummy-regression estimators for the researchers.
The remaining of this chapter is organize as the follows. Section 2 conducts the theoretical
study of estimated long-cycle pattern by seasonal-dummy regression and its smoothing for a
seasonal time series with a long cycle but no short cycle. Section 3 and Section 4 extend to
the time series with a long cycle and (i) one short cycle and (ii) some short cycles respectively.
The findings from seasonal time series with a long cycle and no short cycles are not changed in
presence of short cycles. Section 5 does the simulation studies. Section 6 applies the proposed
methodology to an empirical study of the seasonality of the return rates in the Phelix electricity
price index.
4.2 Theoretical Study of Time Series Yt with a Long Cycle Only
Assume the time series has a long cycle with the period L:
Yi = γ(ta,i) + ei (i = 1, 2, · · · , n), (4.1)
where ta,i ≡ i − Lbi/Lc and the operator bac takes the integer value strictly less than a. For
example b5.2c = 5 and b3c = 2. So ta,i may be 1, 2, · · · , L. The error component ei is assumed
as E(ei) = 0 and V ar(ei) = σ
2(ta,i). It can be weakly dependent but we assume the dependency
in the errors is so weak that the findings based on independent errors are not changed. In the
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following theoretical derivation, we will use the independent errors to show that smoothing
can improve the performance (i.e. mean square error) of estimated annual patterns under the
conditions specified in the following propositions. The simulation study will also be conducted
to illustrate the benefit of smoothing.
Denote c ≡∑Lj=1 γ(j)/L, and Sa(ta) ≡ γ(ta)− c. Then the above model is
Yi = c+ Sa(ta,i) + ei (i = 1, 2, · · · , n) (4.2)
with the constraint
∑L
j=1 S(j) = 0.
Denote Yj,k ≡ YjL+k (the k-th day in the j-th cycle). The time series studied is now Y1,1,
Y1,2,· · · ,Y1,L,· · · , YJ,L,Y(J+1),1, Y(J+1),n−JL, where J ≡ bn/Lc. So the series covers J full-cycle
periods and a remaining fractional period with n − JL elements (i.e. there are only n − JL
elements that can not cover a full-cycle period).
One estimator Sˆ(ta) is based on the seasonal-dummy regression. Denote the row vector
Ai ≡ (1ta,i=1, 1ta,i=2, · · · , 1ta,i=L). Then the time series is viewed as a linear regression
Yi = Ai × γa + ei (i = 1, 2, · · · , n),
where the column vector γa ∈ RL. The vector of coefficient γa corresponding to the vector
of annual pattern (γ(1), γ(2), · · · , γ(L)). Denote the matrix A ≡ (A′1, A
′
2, ..., A
′
n)
′
and column
vector e ≡ (e1, e2, · · · , en)′, where ′ denote the matrix transposition. then the least square
estimator γˆ = (A
′
A)−1A′Y . Thus the estimated annual pattern is
γˆ(ta) = Y .,ta =
J+1∑
i=1
Yi,ta/(J + 1) if ta ≤ n− JL
γˆ(ta) = Y .,ta =
J∑
i=1
Yi,ta/J if ta > n− JL.
Then the estimated pattern Sˆ(ta) is calculated by substituting the estimate γˆ(ta) into the
definition c ≡∑Lj=1 γ(j)/L, and Sa(ta) = γ(ta)− c. The derived formula is the same as based
on the following constrained linear regression:
Yi = c+Ai × βa + ei (i = 1, 2, · · · , n),
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with the constraint β′a × 1 = 0 (the sum of the elements is equal to 0). Then the coefficient
βa = (Sa(2), Sa(3), · · · , Sa(L)).
Plug in the constraint β′a × 1 = 0, it is equivalent to an unconstrained linear regression:
Yi = c+ Zi × βz + ei (i = 1, 2, · · · , n),
where Zi ≡ (1ta,i=2 − 1ta,i=1, · · · , 1ta,i=L − 1ta,i=1), βz ∈ RL−1. Then
βz = (Sa(2), Sa(3), · · · , Sa(L))
Denote the matrix Z ≡ (Z ′1, Z ′2, · · · , Z ′n)′ and the column vector Y ≡ (Y1, Y2, · · ·Yn)′. Then we
have the least-square estimator βˆz = (Z
′Z)−1(Z ′Y ). So the estimated annual pattern Sˆa(ta)
at ta will be the (ta − 1)th element of βˆz for ta = 2, 3, · · · , L, and Sˆa(1) = −
∑L
j=2 Sˆa(j). The
matrix-form formula for βˆz can be reduced as
Sˆ(ta) = γˆ(ta)−
L∑
i=1
γˆ(j)/L, (4.3)
where
γˆ(ta) = Y .,ta =
J+1∑
i=1
Yi,ta/(J + 1) if ta ≤ n− JL
γˆ(ta) = Y .,ta =
J∑
i=1
Yi,ta/J if ta > n− JL.
This formula is the same as first get the estimator γˆ(ta) based on the afore-mentioned linear
regression Yi = Ai × γa + ei, then minus the average of γˆ(ta) (i.e. the same as based on the
first model Yi = Ai × γa + ei directly).
Both the estimator γˆ(ta) and Sˆ(ta) are (i) consistent and (ii) asymptotically normal because
they are the least-square estimator of a linear regression. The consistency can also be derived
as: when n→∞, it can be shown that γˆ(ta) P→ γ(ta) ≡ c+ S(ta) and
∑L
i=1 γˆ(j)/L
P→ c. The
asymptotic normality can also be derived as: according to central limit theorem, for ta > n−JL
√
J{γˆ(ta)− γ(ta)} =
√
J{Y .,ta − γ(ta)} d→ Φ(0, σ2(ta)),
where Φ is the normal distribution. For ta ≤ JL,
√
J + 1{γˆ(ta)− γ(ta)} =
√
J + 1{Y .,ta − γ(ta)} d→ Φ(0, σ2(ta)).
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The afore-mentioned asymptotic properties is studied a lot in the literature. But the study
of statistical properties in the situation that n/L is not too large is ignored in the literature.
For example, the Phelix electricity price index covers 10 whole years and 5 months with an
annual pattern. The situation that n/L is not too large can refer to two situations: (i) the
sample size n→∞ and the dimension L = nα with α ∈ [0, 1), (ii) relative to the dimension L,
the sample size n is not too big so that only a few of cycles are included in the sample available.
Based on the formula for γˆ(ta), we have
E{γˆ(ta)} = γ(ta),
V ar{γˆ(ta)} = σ2(ta)/(J + 1) if ta ≤ n− JL
V ar{γˆ(ta)} = σ2(ta)/J if ta > n− JL.
and the bounds
σ2(ta)/(J + 1) ≤ V ar{γˆ(ta)} ≤ σ2(ta)/J
So the estimator γˆ(ta) is unbiased but having variance σ
2(ta)/(J + 1) (if ta ≤ n − JL) or
σ2(ta)/(J) (if ta > n−JL). The mean square error is the same as the variance because no bias
for γˆ(ta). When the error variance σ
2(ta) is big, but the true underlying pattern γ(t) does not
fluctuate a lot (i.e. sup |γ′′(ta)| < C, slowly-varying) , we will introduce a weighted average (or
smooth) to reduce the variance, though it will introduce some bias.
Assume the time series is observed at 0, δ, 2δ,· · · , nδ and denote ta ≡ taδ, j ≡ jδ. The
early work to recommend the modeling of continuous-time stochastic process for time series
includes Black and Scholes (1973) and Merton (1973), in addition to the modeling of discrete-
time series. When the unit is a year, δ = 1/365 for daily time series, δ = 1/260 for time series
observed in business days (i.e. equity prices in exchange market), δ = 1/(365 × 24) = 1/8760
for hourly time series. Note δ is small for daily and hourly time series in the unit of a year.
A function K is a kernel function if
∫∞
−∞K(u)du = 1,
∫∞
−∞ uK(u)du = 0 and σ
2
K ≡∫∞
−∞ u
2K(u)du < ∞. A symmetric kernel (i.e. K(u) = k(−u)) and non-increasing with
respect to |t| function (i.e. |t1| > |t2| ⇒ K(t1) ≤ K(t2) ) is recommended/used in the smooth-
ing. Denote the scaled kernel Kh(t) ≡ K(t/h)/h. Assume L = 2m + 1 (The situation for an
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even-number L = 2m length of period can be derived similarly) and h is the bandwidth. The
bandwidth is also referred as the smoothing parameter because it will have an effect on the
smoothing of a curve. Define the kernel weights wj(h) by a symmetric, scaled kernel function
Kh(t), non-increasing with respect to the absolute value of the co-variate t, by wj(h) ≡ Kh(jδ)
for j = 0, 1, 2, · · · ,m. Kernel weights belongs to the family of a general weighting scheme by the
use of the general weights wj for j = 0, 1, 2, · · · ,m satisfying wi = w−i, |t1| > |t2| ⇒ wt1 ≤ wt2
and wi ≥ 0 for any i. The general weight is defined to be the window weights with the window
h if wi = 0 if |i| > h but wi > 0 if |i| ≤ h. The window weights with the window h means
taking the weighted average using make the 2h neighbors. For example, the (2d+1) (weighted)
moving-average smoothing belongs to the window weights with the window d. The 15-day
moving-average smoothing belongs to the window weights with the window size 7.
Many widely-used weights can be viewed as based on a function (not necessarily based on
the scaled kernel function, sometimes directly based on a raw function K). One examples is the
widely-used (2d+ 1)-moving average (such as a 15-day moving average of business-daily stock
prices) having the weight wj = 1 if |j| ≤ d and wj = 0 if |j| > d. Another example is the (2d+1)
weighted moving average having the weights wj = max(d + 1 − |j|, 0). The third example is
the exponential weight with wj = λ
−|j| with λ < 1 for j = 0,±1, · · · ,±m. The nonparametric
estimation/ kernel-smoothing are based on the kernel function and kernel weights. Because
they have more-simplified theoretical properties and the adjustable tuning parameter/bandwidth
h, we recommend the use of kernel weights.
We introduce the smoothing estimator as
˜ˆγ(taδ) = w0γˆ(taδ) +∑mj=1wj [γˆ{(ta + j)δ}+ γˆ{(ta − j)δ}]
w0 + 2
∑m
j=1wj
, (4.4)
where we recommends the use of kernel weights wi(h) to substitute the general weights wi
in the above formula. The codomain of the function γ has been extended from (0, Lδ] to R
by periodic extension: γ(tδ) ≡ γ(taδ), where ta = t − Lbt/Lc and the operator bac takes the
largest integer strictly less than a. So the above smoothing estimator ˜ˆγ(taδ) should be viewed
as a circular smoothing instead of the usual interval smoothing in (0, Lδ]. Please refer to the
complementary material for the details about the circular smoothing.
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For seasonal time series with a long cycle and (i) no other cycles, (ii) one short cycle,
and (iii) several/many short cycles, the following two seasonal-dummy regression estimators
(i.e. ˜ˆγ(taδ) and S˜a(taδ)) are both (i) unbiased, (ii) consistent and (iii) asymptotic normal
because it is the least-square estimator based on a linear-regression model (i.e. seasonal-dummy
regression). We make the propositions about the upper bound of the bias in smoothing any
unbiased estimators gˆ(taδ). Note the following two propositions are for the general situation,
so they apply for both the estimator ˜ˆγ(taδ) and ˜ˆSa(taδ). The general symbol g(taδ) used in the
following two propositions refers to both the estimator ˜ˆγ(taδ) and ˜ˆSa(taδ).
Proposition 4.2.1. Suppose g(taδ) is a periodic function with the length Lδ and gˆ(taδ) is an
unbiased estimator of g(taδ) (for ta = 1, 2, · · · , La). Extend both the estimator gˆ and g to the
range R by gˆ(t) = gˆ(t+kLaδ), g(t) = g(t+kLaδ), where k is an integer. Then, the upper bound
for the bias of the smoothing estimator ˜ˆg(taδ) is ∑mj=1 wjj2δ2w0+2∑mj=1 wj supη∈[(ta−m)δ,(ta+m)δ] |g′′(η)|.
Proof. The derivation is as the following:
Bias{˜ˆg(taδ)} = E{˜ˆg(taδ)} − g(taδ) = ∑mj=1wj [g{(ta + j)δ}+ g{(ta − j)δ} − 2g(taδ)]
w0 + 2
∑m
j=1wj
.
By Taylor expansion, we have
g{(ta + j)δ} = g(taδ) + jδg′(taδ) + j
2
2
δ2g′′(η1),
g{(ta − j)δ} = g(taδ)− jδg′(taδ) + j
2
2
δ2g′′(η2),
with η1 ∈ [taδ, (ta + j)δ] and η2 ∈ [(ta − j)δ, taδ]. Then
|g{(ta+ j)δ}+g{(ta− j)δ}−2g(taδ)| ≤ j
2
2
δ2(|g′′(η1)|+ |g′′(η2)|) ≤ j2δ2 sup
η∈[(ta−j)δ,(ta+j)δ]
|g′′(η)|.
So
|Bias{˜ˆg(taδ)}| ≤ ∑mj=1wjj2δ2
w0 + 2
∑m
j=1wj
sup
η∈[(ta−m)δ,(ta+m)δ]
|g′′(η)|.
Proposition 4.2.2. When the window weights with the window size h are used, the upper
bound for the bias of the smoothing estimator ˜ˆg(taδ) is ∑hj=1 wjj2δ2w0+2∑hj=1 wj supη∈[(ta−h)δ,(ta+h)δ] |g′′(η)|.
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Proof. Directly plug the window weights in the derivation in the previous proposition. The
difference are: (i) only 2h+ 1 positive weights are needed, (ii) the range in the sup is changed
from [(ta −m)δ, (ta +m)δ] to [(ta − h)δ, (ta + h)δ].
Proposition 4.2.3. When the kernel weights are used, the approximate upper bound for the
bias of the smoothing estimator ˜ˆg(taδ) is h2σ2K sup |g′′(t)|.
Proof. According to the previous proposition, we derive
|Bias{˜ˆg(taδ)}| ≤ ∑mj=1wj(h)j2δ2
w0 + 2
∑m
j=1wj(h)
sup
η
|g′′(η)|
=
h2 δh
∑m
j=−mK(
jδ
h )(
jδ
h )
2
δ
h
∑m
j=−mK(
jδ
h )
sup
η
|g′′(η)|
≈ h2
∫mδ/h
−mδ/h z
2K(z)d(z)∫mδ/h
−mδ/hK(z)d(z)
sup
η
|g′′(η)|.
The approximation ≈ in the last step can be changed as → when δ/h→ 0. Otherwise, it is an
approximation. When we use a kernel K supported on [−1, 1] and choose h such that mδ > h,
then the integral range [−mδ/h,mδ/h] covers the support of K. Thus∫ mδ/h
−mδ/h
K(z)d(z) = 1,
∫ mδ/h
−mδ/h
z2K(z)d(z) = σ2K .
So the upper bound for bias is |Bias{˜ˆg(taδ)}| ≤ h2σ2K sup |g′′(ta)|.
Apply the above propositions, we find the approximate upper bound for the bias ˜ˆγa(taδ) is
h2σ2K sup |γ′′(t)| and the approximate upper bound for the bias of ˜ˆSa(taδ) is h2σ2K sup |S′′a(t)|.
Derive the formulae for the variance and assume the time series include J full cycles with
no remaining non-full cycle in the following derivations. For the time series with the remaining
fractional cycle in addition to the J full cycles, the derivation is similar but more complicated.
The afore-mentioned bounds condition
σ2(ta)/J ≥ V ar{ ˆγ(ta)} ≥ σ2(ta)/(J + 1)
are used. We have the following propositions for V ar{˜ˆγ(taδ)} and V ar{˜ˆSa(taδ)}.
Proposition 4.2.4. The variance of ˜ˆγ(taδ) is
V ar{˜ˆγ(taδ)} = 1
J
w20σ
2(taδ) +
∑m
j=1w
2
j [σ
2{(ta + j)δ}+ σ2{(ta − j)δ}]
(w0 + 2
∑m
j=1wj)
2
.
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Regarding the window weights with the window h, the variance of ˜ˆγ(taδ) can be obtained
by plugging the window weights in the above formula. The formula is the same except change
the summation range from
∑m
j=1 to
∑h
j=1.
Proposition 4.2.5. When the kernel weights wj(h) are used, the approximate variance for˜ˆγ(taδ) is σ2(taδ)R(K)δ/(Jh).
Proof. According to the formula of ˜ˆγ(taδ), the variance is
V ar{˜ˆγ(taδ)} = 1
J
w20(h)σ
2(taδ) +
∑m
j=1w
2
j (h)[σ
2{(ta + j)δ}+ σ2{(ta − j)δ}]
{w0(h) + 2
∑m
j=1wj(h)}2
.
Then, we have
V ar{˜ˆγ(taδ)} = 1
J
w20(h)σ
2(taδ) +
∑m
j=1w
2
j (h)[σ
2{(ta + j)δ}+ σ2{(ta − j)δ}]
{w0(h) + 2
∑m
j=1wj(h)}2
=
1
J
∑m
j=−mw
2
j (h)σ
2(taδ + jδ)
{∑mj=−mwj(h)}2
=
1
J
1
hδ
∑m
j=−m
δ
hK
2( jδh )σ
2(taδ + h
jδ
h )
{1δ
∑m
j=−m
δ
hK(
jδ
h )}2
≈ δ
2
Jhδ
∫mδ/h
−mδ/hK
2(t)σ2(taδ + ht)dt
{∫mδ/h−mδ/hK(t)dt}2
=
δ
Jh
[
∫ mδ/h
−mδ/h
K2(t)σ2(taδ)dt+
∫ mδ/h
−mδ/h
K2(t)htσ2
′
(taδ)dt+O(h
2)],
where R(k) ≡ ∫∞−∞K2(t)dt.
The variance of
˜ˆ
S(taδ) is approximately equal to the variance of γˆ(taδ). This is because
Sˆ(taδ) = γˆ(taδ) −
∑L
j=1 γˆ(jδ)/L, γˆ(iδ) and γˆ(jδ) are independent for i 6= j. When L is big,˜ˆ
S(iδ) and
˜ˆ
S(jδ) is nearly-independent (or say extremely-weakly-dependent) in our set-up that
n/L not too big, both L (i.e. long cycle) and n are big. This is similar to the argument that
for Y1, Y2, · · · , Yn independent and with variance σ21, σ22, · · · , σ2n, and n large, then Y1− Y¯ , Y2−
Y¯ , · · · , Yn−Y¯ nearly-independent or extremely-weakly-dependent because cov(Yi−Y¯ , Yj−Y¯ ) =∑n
j=1 σ
2
j /n
2−σ2i /n−σ2j /n ≈ 0 for i 6= 1 and var(Yi−Y¯ ) =
∑n
j=1 σ
2
j /n
2+(1−2/n)σ2i ≈ σ2i . That
is, the dependence of Yi− Y¯ and Yj− Y¯ (i 6= j) is weak such that it will not change the findings
derived based on the independence assumptions. We refer to this as “nearly-independent”.
Following similar derivations, we have the following proposition.
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Proposition 4.2.6. The approximate variance for
˜ˆ
S(taδ) with the general weights wj is also
V ar{˜ˆγ(taδ)} = 1
J
w20σ
2(taδ) +
∑m
j=1w
2
j [σ
2{(ta + j)δ}+ σ2{(ta − j)δ}]
(w0 + 2
∑m
j=1wj)
2
.
When the kernel weight wj(h) is used, the variance is approximately equal to
σ2(taδ)R(K)δ
Jh .
Proof. First, notice the fact that γˆ(iδ) and γˆ(jδ) are independent for i 6= j and Sˆ(taδ) =
γˆ(taδ)−
∑L
j=1 γˆ(jδ)/L. In the setup when L is large, we need to show Sˆ(iδ) and Sˆ(jδ) are nearly-
independent (or strongly weakly-dependent) for i 6= j and derive the formula for var(Sˆ(taδ)).
The nearly-independence can be derived similar to the argument above. The variance is derived
as
V ar(Sˆ(taδ)) = V ar(γˆ(taδ)−
L∑
j=1
γˆ(jδ)/L)
=
(L− 1)2
L2
V ar(γˆ(taδ)) +
∑
j 6=ta V ar(γˆ(jδ))
L2
≈ V ar(γˆ(taδ)) ≈ σ
2(taδ)R(K)δ
Jh
.
In the above derivation, the second equality is because of the independence of γˆ(taδ) so that
the covariance terms are 0; The first approximation is because L is big, so that the variance of
Sˆ(taδ) is approximately equal to the variance γˆ(taδ). The second approximation is directly use
the finding in the previous proposition, i.e. γˆ(taδ).
Then we follow the derivations in deriving V ar{˜ˆγ(taδ)} but change the function from γ to
S, we have the above propositions.
Thus we can derive the following propositions about (i) the upper bound of MSE, (ii) the
optimal bandwidth h∗ minimizing the upper bound of MSE, (iii) the upper bounds of MSE
(i.e. MSE∗ after plugging the optimal bandwidth h∗.
Proposition 4.2.7. The mean square error (MSE) of ˜ˆγ(taδ) is bounded by
MSE{˜ˆγ(taδ)} = Bias2{˜ˆγ(taδ)}+ V ar{˜ˆγ(taδ)}
≤ h4σ4K{sup |γ′′(ta)|}2 +
σ2(taδ)R(K)δ
Jh
. (4.5)
Because the properties of
˜ˆ
S(taδ) are approximately equal to those of ˜ˆγ(taδ), they share the same
mean square error (MSE).
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Proposition 4.2.8. The optimal bandwidth h∗ minimizing the mean square error (MSE) of˜ˆγ(taδ) (and ˜ˆS(taδ)) is
h∗ =
σ
2
5 (taδ){R(K)} 15 δ 15
4
1
5J
1
5σ
4
5
K{sup |γ′′(ta)|}
2
5
. (4.6)
The upper bound of MSE after plugging the optimal bandwidth h∗ is
MSE{˜ˆγ(taδ)} ≤ 5× 4− 45J− 45 {σ(taδ)} 85 {R(K)} 45 δ 45σ 45K{sup |γ′′(ta)|} 25 . (4.7)
Proof. The optimal bandwidth h∗ is obtained by taking first-order derivative of the upper
bound of MSE, with respect to bandwidth h, and solve it. Plugging the optimal bandwidth h∗
into the upper bound, we get the above formula.
Because we have derived that
MSE{γˆ(taδ)} = σ
2(taδ)
J
.
So the lower bound for the benefit of smoothing using a bandwidth h is evaluated as
MSE{γˆ(taδ)} −MSE{˜ˆγ(taδ)} ≥ σ2(taδ)
J
{1− R(K)δ
h
} − h4σ4K{sup |γ′′(ta)|}2. (4.8)
When the lower bound is positive, the smoothed estimator ˜ˆγ(taδ) using the bandwidth h is
better, so smoothing is needed. Similarly, the lower bound for the benefit of smoothing using
the optimal bandwidth h∗ is evaluated as
MSE{γˆ(taδ)}−MSE{˜ˆγ(taδ)} ≥ σ2(taδ)J−1−5×4− 45J− 45 {σ(taδ)} 85 {R(K)} 45 δ 45σ 45K{sup |γ′′(ta)|} 25 .
(4.9)
When the lower bound is positive, the smoothed estimator ˜ˆγ(taδ) using the optimal bandwidth
h∗ is better, so smoothing is needed.
Then, we will study the smoothing of estimated annual patterns based on the seasonal-
dummy regression, for the time series with a long cycle and a short cycle (Section 3) and many
short cycles (Section 4). We will show that all the results in the propositions of this section
still hold in the next two sections, though the derivation are more complicated. We find the
presence of short-cycles do not change our findings from time series with a long cycle only (i.e.
this section).
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4.3 Theoretical Study of Time Series with a Long Cycle and a Short Cycle
This section derives the theoretical properties of our smoothing-seasonal-dummy-regression
estimator and evaluates the benefit of smoothing for time series with a long cycle and a short
cycle in the situation that the sample covers not-too-many long-cycle periods. Assume the time
series has a long cycle La and a short cycle Lw, with the greatest common divisor gcd(Lw, La) =
1, Lw << La,
Yi = c+ S(tw,i) + S(ta,i) + ei = γ(tw,i) + S(ta,i) + ei (i = 1, 2, · · · , n), (4.10)
with
∑La
j=1 Sa(j) = 0,
∑Lw
j=1 Sw(j) = 0, and denote γ(tw,i) ≡ c + S(tw,i), ta,i ≡ i − Labi/Lac,
tw,i ≡ i− Lwbi/Lwc with the operator bac taking the integer value strictly less than a. So ta,i
may take the value 1, 2, · · · , L. The error component ei is assumed as E(ei) = 0, V ar(ei) =
σ2(ta,i). The error component can be weakly dependent, and we assume the dependency is
so weak that it will not change the findings derived based on the independent errors. In the
theoretical derivation, we will use the independent errors to derive the statistical properties of
our recommended smoothing-seasonal-dummy-regression estimator and evaluate the benefit of
smoothing.
We are dealing with the more-realistic situation that n/La is not too large, instead of the
widely-discussed situation that n/La is large.
Denote two row vectorWi ≡ (1tw,i=1, 1tw,i=2, · · · , 1tw,i=Lw), Ai ≡ (1ta,i=1, 1ta,i=2, · · · , 1ta,i=La).
The time series is based on a constrained linear regression
Yi = Wi × βγ +Ai × βa + ei (i = 1, 2, · · · , n),
where the column vector βγ ∈ RLw , βa ∈ RLa with the constraints β′a×1 = 0 (i.e. the sum of the
elements in the column vector is 0). Then the correspondence is βγ = (γ(1), γ(2), · · · , γ(Lw))
and βα = (Sa(1), Sa(2), · · · , Sa(La)).
Plug in the constraint, we have the unconstrained linear regression,
Yi = Wi × βγ + Zi × βz + ei (i = 1, 2, · · · , n),
where Zi ≡ (1ta,i=2 − 1ta,i=1, · · · , 1ta,i=La − 1ta,i=1), βz ∈ RLa−1 has the correspondence
βz = (Sa(2), · · · , Sa(La)) and then we calculate Sa(1) = −
∑La
j=2 Sa(j). The estimated an-
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nual pattern is by substitute βγ and βz with their estimator: βˆγ and βˆz. Then we calculate
Sˆa(1) = −
∑La
j=2 Sˆa(j) = −βˆ′z × 1 once we get the estimator βˆz.
Denote the matrix Z ≡ (Z ′1, Z ′2, · · · , Z ′n)′, Z ≡ (W ′1,W ′2, · · · ,W ′n)′ and the vector Y ≡
(Y1, Y2, · · ·Yn)′, e ≡ (e1, e2, · · · en)′, then we have the above regression model in matrix form:
Y = W × βγ + Z × βZ + e. (4.11)
Denote the matrix M ≡ (W,Z), β ≡ (β′γ , β′Z)′, a compact form is
Y = M × β + e. (4.12)
Denote the column vector C = (0, 0, · · · , 0, 1, 1, · · · , 1)′ with the first Lw elements of 0 and then
La − 1 elements of 1. Then the least square estimator βˆ = (M ′M)−1M ′Y and its last La − 1
elements, i.e. βˆZ = C
′βˆ = C ′(M ′M)−1M ′Y . Because these are least-square estimator of a
linear regression model, then β is an unbiased, consistent estimator with asymptotic normality.
So the last La − 1 elements of βˆ, i.e. βˆZ is also the unbiased, consistent estimator with
asymptotic normality. This refers to the “asymptotic study” and has attract the attention of
most researchers in the literature. As long as there are enough data, such as the time series
includes hundreds of La long cycles, the statistical properties of the estimators are satisfactory.
However, the more realistic situation that n/La is not too large, La big, Lw small with La >>
Lw, has been ignored in the literature and we are dealing with this more realistic situation.
We first derive an explicit formula for the estimated annual pattern Sa(ta) via βˆZ . Based
on the afore-mentioned unconstrained linear regression Y = M ×β+ e = W ×βγ +Z×βZ + e,
we have the least square estimator βˆZ written in terms of matrix operation:
βˆz = C
′βˆ = C ′(M ′M)−1M ′Y = (Z ′(I−W (W ′W )−1W ′)Z)−1Z ′(I−W (W ′W )−1W ′)Y, (4.13)
where the last equality is obtained by directly calculating the inverse of (M ′M). This equality
is referred to as “partition regression” (Greene, 2012) because it is equivalently to the regression
of Y on Z after controlling for W . The three steps are: (i) regress Y on W , get the residual
eˆY , (ii) regress each column of Z on W , then combine by the column as a matrix, it leads to
the residual eˆZ , (iii) regress eˆY on eˆZ . Write the above matrix form alternatively as a linear
combination of Yi (i = 1, 2, · · · , n), we have the following proposition.
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Proposition 4.3.1. The least-square estimator Sˆa(ta) based on the above linear regression and
the matrix operation can be written alternatively a linear combination of Yi (i = 1, 2, · · · , n).
Denote
qi ≡ Yi − (
b n
Lw
c−1+1
i−Lwb iLw c≤n−Lwb
n
Lw
c∑
j=0
Yi−Lwb iLw c+jLw
)/(b n
Lw
c+ 1i−Lwb iLw c≤n−Lwb nLw c),
i.e., qi is the residual based on the regression of Yi on the week dummy Wi. Denote J ≡ bn/Lac.
Assume our time series include J full La cycles in the theoretical derivation. Denote qi,j =
qi+(j−1)La. The formula is
Sˆa(ta) = q¯ta,. − q¯.,., (4.14)
where q¯ta,. =
∑J
j=1 qi,j/J and q¯.,. =
∑La
j=1 q¯j,./La.
Proof. We have the matrix form:
βˆz = C
′βˆ = C ′(M ′M)−1M ′Y = (Z ′(I−W (W ′W )−1W ′)Z)−1Z ′(I−W (W ′W )−1W ′)Y. (4.15)
First, the formula (I −W (W ′W )−1W ′)Y is the residual based on the regression of Yi on Wi,
this leads to the vector denoted as (γˆ(1), γˆ(2), · · · , γˆ(Lw)) (i.e. estimate the short-cycle pattern
ignoring the long-cycle pattern) with
γˆ(j) = (
b n
Lw
c−1+1j≤n−Lwb nLw c∑
k=0
Yj+Lwk)/(b
n
Lw
c+ 1j≤n−Lwb nLw c), (j = 1, 2, · · · , Lw),
so the residual of regress Yi on Wi is
eˆY,i = Yi − γˆ(i− Lwbi/Lwc), (i = 1, 2, · · · , n). (4.16)
Denote the column vector eˆY = (eˆY,1, eˆY,2, · · · , eˆY,n)′, so (I −W (W ′W )−1W ′)Y = eˆY .
Next, we calculate (I −W (W ′W )−1W ′)Z. It is the residual based on the linear regression
of each column of Z on W (i.e. regressing the observation Zi on Wi (i = 1, 2, · · · , n). We need
to get the estimate:
ξˆ(q) = (
b n
Lw
c−1+1q≤n−Lwb nLw c∑
k=1
Zq+Lwk−Lw)/(b
n
Lw
c+ 1q≤n−Lwb nLw c), (q = 1, 2, · · · , Lw).
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Denote the element in the j-th column and i-th row of matrix Z as Zij . Then we have
Zij = 1ta,i=(j+1) − 1ta,i=(1). This means for every La cycle, there is one element with 1, one
element with −1 and all remaining La−2 element with 0. Also by gcd(La, Lw) = 1, denote the
jth element of ξˆ(q) by ξˆj(q) (q = 1, 2, · · · , Lw). Then it will count the annual date q, q + Lw,
q+ 2Lw,· · · . It will exhaust the La cycle by La counting. Because we know a La cycle consists
of one element with 1, one element with −1 and all remaining La − 2 element with 0, so the
only possibility for the numerator in the formula ξˆj(q) (q = 1, 2, · · · , Lw) is −1, 0 or 1. (Note
after it counts a 1, it must wait a full cycle (count a −1 in this process) before it can count
another 1). So we have
|ξˆj(q)| ≤ 1/(b n
Lw
c+ 1q≤n−Lwb nLw c).
According to our situation setup (i.e. n and La is big and Lw << La), we have n/Lw much
big such that ξˆj(q) ≈ 0. For example, in our empirical study, the Phelix electricity price data
includes not many long/annual cycles (10 year and 5 months), but many short/weekly cycles
(550 weeks). So we have
ξˆ(q) ≈ (0, 0, 0, · · · , 0), (q = 1, 2, · · · , Lw),
where (0, 0, 0, · · · , 0) refers to La − 1 zeros. This finding is understandable in the intuition.
Because the variable ta,i and tw,i are independent, knowing whether it is the i-th day in the
Lw cycle does not provide the information on which day in the La cycle. For example, when
La = 365 and Lw = 7, knowing today is “Monday” can not provides information to judge
whether today is July 4.
So we have
eˆW,i ≈Wi, and (I −W (W ′W )−1W ′)Z ≈ Z. (4.17)
Thus the formula for βˆz is reduced to
βˆz = (Z
′Z)−1Z ′eˆY . (4.18)
This is the fitted value based on the regression of eˆY on Z. Directly working on the above
matrix operation and calculate βˆz. Then we also calculate Sˆa(1) = −βˆz ′×1 (i.e. −
∑La
j=2 Sˆa(j)).
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Denote
qi ≡ Yi−(
bn/Lwc−1+1i−Lwbi/Lwc≤n−Lwbn/Lwc∑
j=0
Yi−Lwbi/Lwc+Lwj)/(bn/Lwc+1i−Lwbi/Lwc≤n−Lwbn/Lwc),
i.e. qi is the residual by regress Yi on weekly dummy Wi. Same as the notation for time series
with a long cycle only in the previous section, denote qi,j = qi+(j−1)La and J ≡ bn/Lac. Assume
the time series includes J full cycles in the theoretical derivation. Then the analytic formula
for the estimated annual pattern is
Sˆa(ta) = q¯ta,. − q¯.,., (4.19)
where q¯ta,. =
∑J
j=1 qta,j/J and q¯.,. =
∑La
j=1 q¯j,./La. So Formula 4.3 and 4.19 gives an analytic
formula for Sˆa(ta).
Same as the seasonal time series with a long cycle only in the previous section, we introduce
the smoothing estimator as
˜ˆ
Sa(taδ) =
w0Sˆa(taδ) +
∑m
j=1wj [Sˆa{(ta + j)δ}+ Sˆa{(ta − j)δ}]
w0 + 2
∑m
j=1wj
, (4.20)
where wj is the general weights. We recommend the use of kernel weights wj(h) among the gen-
eral weights wj because it has more-simplified approximate properties. Apply Proposition 4.2.2
and 4.2.3, we get the bias
∑m
j=1 wjj
2δ2
w0+2
∑m
j=1 wj
supta |S′′a(ta)| for general weight wj ,
∑h
j=1 wjj
2δ2
w0+2
∑h
j=1 wj
supta |S′′a(ta)|
for window weight wj with the window size h and the approximate bias h
2σ2K supta |S′′a(ta)| for
the kernel weights wj(h).
Derive the variance for Sˆa(taδ) and
˜ˆ
Sa(taδ). We first derive the variance for Sˆa(taδ) based
on the analytic formula in the previous proposition. Then we evaluate and find Sˆa(iδ) and
Sˆa(jδ) (i 6= j) are nearly-independent /weakly dependent. After that, we derive the variance
for the smoothing estimator
˜ˆ
Sa(taδ).
Proposition 4.3.2. The variance of Sˆa(taδ) is approximately σ
2(ta)/J . The covariance of
Sˆa(iδ) and Sˆa(jδ) is approximately 0 when i 6= j.
Proof. Based on the assumptions for the model Yi = c + Sa(ta,i) + Sw(tw,i) + ei, we have
var(Yi) = σ(ta,i)
2 and cov(Yi1, Yi2) = 0.
105
Then by the formula qi ≡ Yi−(
∑bn/Lwc−1+1i−Lwbi/Lwc≤n−Lwbn/Lwc
j=0 Yi−Lwbi/Lwc+jLw)/(bn/Lwc+
1i−Lwbi/Lwc≤n−Lwbn/Lwc) (i.e. divide the time series into Lw groups. For example, when Lw = 7,
group the time series as the Monday group, Tuesday group,...,Sunday group. Then qi is calcu-
lated by removing the within-group average from Yi, removed its group average. Each group has
bn/Lwc elements). So V ar(qi) ≈ σ2(ta,i) and Cov(qi1, qi2) ≈ 0 for t1 6= t2. The approximation
is based on the assumption that bn/Lwc is large. Denote qi,j ≡ qi+jLw .
Then according to the formula q¯ta,. =
∑J
j=1 qi,j/J , we have V ar(q¯ta,.) = σ
2(ta)/J and
Cov(q¯i,., q¯j,.) ≈ 0.
Assume the time series are observed at 0, δ, 2δ,· · · ,nδ. Then according to the formu-
la Sˆa(taδ) = q¯ta,. − q¯.,. where q¯.,. =
∑La
j=1 q¯j,./La, we have V ar(Sˆa(ta)) ≈ σ2(ta)/J and
Cov(Sˆa(iδ), Sˆa(jδ)) ≈ 0 for i 6= j. The approximation is based on the assumption that La
is large.
Proposition 4.3.3. The approximate variance of
˜ˆ
Sa(taδ) is .
V ar{˜ˆSa(taδ)} = 1
J
w20σ
2(taδ) +
∑m
j=1w
2
j [σ
2{(ta + j)δ}+ σ2{(ta − j)δ}]
(w0 + 2
∑m
j=1wj)
2
, (4.21)
for general weight wj. When kernel weight is used, the approximately variance of
˜ˆ
Sa(taδ) is˜ˆ
S(taδ) is
σ2(taδ)R(K)δ
Jh .
Because we have shown above that the upper bound of the bias and variance of
˜ˆ
Sa(taδ) for
the seasonal time series with a short cycle in addition to a long cycle are approximately
equal to the upper bound of the bias and variance of
˜ˆ
Sa(taδ) for the seasonal time series with
only a long cycle. So following the same procedures in the previous section, we can calcu-
late the following issues: (i) the upper bound for mean square error, (ii) optimal bandwidth
minimizing the upper bound for mean square error, (iii) the upper bound after plugging the
optimal bandwidth, (iv) the benefit of smoothing by calculating the lower bound for the dif-
ference between mean square error of Sˆa(taδ) and
˜ˆ
Sa(taδ) using a bandwidth h, (v) the benefit
of smoothing by calculating the lower bound for the difference between mean square error of
Sˆa(taδ) and
˜ˆ
Sa(taδ) using the optimal bandwidth h
∗. Thus, we find all the findings for the time
series with a short cycle in addition to a long cycle are the same as the findings for time series
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with a long cycle only. In the next section, we will show that these results are also the same for
time series with some short cycles in addition to a long cycle. Thus, our statement is that the
presence of short cycles does not change our findings based on the seasonal time
series with a long cycle only.
4.4 Theoretical Study of Time Series with a Long Cycle and Some Short
Cycles
Assume the time series with a long cycle with the length La and s short cycles with the
length Lw1, Lw2, · · · ,Lws with gcd(La, Lwi) = 1 for i = 1, 2, · · · , s and gcd(Lwi, Lwj) = 1 for
i 6= j = 1, 2, · · · , s:
Yi = c+ Sw1(tw1,i) + · · ·+ Sws(tws,i) + Sa(ta,i) + et, (4.22)
where twj,i = t − Lwjbt/Lwjc for j = 1, 2, · · · , s, ta,i = t − Lwjbt/Lwjc,
∫ La
i=1 Sa(i) = 0,∫ Lwj
i=1 Sa(i) = 0 for j = 1, 2, · · · , s. The error component et can be weakly dependent. As-
sume var(et) = σ
2(ta).
The above time series can be a unconstrained linear regression after plugging the constraint.
The model is
Yi = Wi × βγ + Zi × βz + ei (i = 1, 2, · · · , n),
where Wi is the row vector includes the intercept c and the s short cycles as
Wi = (1, 1tw1,i=2 − 1tw1,i=1, 1tw1,i=3 − 1tw1,i=1, · · · , 1tw1,i=Lw1 − 1tw1,i=1,
1tw2,i=2 − 1tw2,i=1, · · · , 1tws,i=Ls − 1tws,i=1),
so Wi ∈ R1+
∑s
j=1(Ls−1). Denote Zi ≡ (1ta,i=2 − 1ta,i=1, · · · , 1ta,i=La − 1ta,i=1), βz ∈ RLa−1
has the correspondence βz = (Sa(2), · · · , Sa(La)) and then we calculate Sa(1) = −
∑La
j=2 Sa(j).
The estimated annual pattern is obtained by substituting βz and Sa with their estimator: βˆz
and Sˆa. Then get Sˆa(1) = −
∑La
j=2 Sˆa(j) once we have the estimator βˆz.
Denote the matrix Z ≡ (Z1, Z2, · · · , Zn), W ≡ (W1,W2, · · · ,Wn) and the vector Y ≡
(Y1, Y2, · · · , Yn), e ≡ (e1, e2, · · · , en), then we have the above regression model in matrix form:
Y = W × βw + Z × βZ + e. (4.23)
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Denote the matrix M ≡ (W,Z), β ≡ (βw, βZ), a compact form is
Y = M × β + e. (4.24)
Same as the derivation for time series with a short cycle and a long cycle, we have a formula
for βZ in terms of matrix first:
βˆz = C
′βˆ = C ′(M ′M)−1M ′Y = (Z ′(I−W (W ′W )−1W ′)Z)−1Z ′(I−W (W ′W )−1W ′)Y, (4.25)
where C is the column vector with the first 1 +
∑s
j=1(Ls − 1) element equal to 0, then La − 1
element equal to 1.
By partition regression, the above matrix operation can be simplified in three steps: (i)
calculate eˆY = (I−W (W ′W )−1W ′)Y , (ii) calculate eˆZ = (I−W (W ′W )−1W ′)Z, (iii) calculate
βˆz = (eˆ
′
Z eˆZ)
−1eˆ′Z eˆY .
Denote the average within the group classified by the j-th cycles with the its level equal to
q (i.e. the group is Gw,q = {Yi : i− Ljbi/Ljc = q} by
Y¯wk,q =
∑
j:twk,j=q
Yj/
∑
j:tw1,j=q
1 (q = 1, 2, · · · , Lk, wk = 1, 2, · · · , s),
and its simple average Y¯wk,. =
∑Lk
q=1 Y¯wk,q/Lk for wk = 1, 2, · · · , s. Denote Y¯.,. =
∑s
ws=1 Y¯wk,./s.
In the first step, the residual eˆY = (I −W (W ′W )−1W ′)Y is calculated as
eˆY,i = Yi − (Y¯w1,tw1,i − Y¯w1,.)− (Y¯w2,tw2,i − Y¯w2,.)− · · ·
−(Y¯ws,tws,i − Y¯ws,.)− (Y¯.,.).
So the residual eˆY,i is by removal many short-cycle average from Yi. Because n and La are
big, n/La, s and Lw (w = 1, 2, · · · , s) are small, we will argue that the variance of V ar(eˆY,i) ≈
V ar(Yi) and Cov(eˆY,i, eˆY,j) ≈ Cov(Yi, Yj) for i 6= j. This is similar to the argument that
V ar(Yi − Y¯ ) ≈ V ar(Yi),Cov(Yi − Y¯ , Yj − Y¯ ) ≈ Cov(Yi, Yj) for i 6= j when n is big.
In the second step, for eˆZ = (I −W (W ′W )−1W ′)Z, we still derive that eˆZ = Z because
each La cycle only include an element of 1 and −1 and La−2 elements of 0. The absolute value
of the sum (numerator) will not be bigger than 1. So we find eˆZ = (I−W (W ′W )−1W ′)Z = Z.
In the third step, denote qi = eˆY,i, then the estimated annual cycle is the same as the time
series with a long cycle and a short cycle. We formulate as
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Proposition 4.4.1. The least-square estimator Sˆa(ta) based on the above linear regression and
the matrix operation can be written alternatively a linear combination of Yi (i = 1, 2, · · · , n).
Denote the average within the group classified by the j-th cycles with the level q by
Y¯wk,q =
∑
j:twk,j=q
Yj/
∑
j:tw1,j=q
1 (q = 1, 2, · · · , Lk, wk = 1, 2, · · · , s),
and its simple average Y¯wk,. =
∑Lk
q=1 Y¯wk,q/Lk for wk = 1, 2, · · · , s. Denote Y¯.,. =
∑s
ws=1 Y¯wk,./s.
Denote
qi = Yi − (Y¯w1,tw1,i − Y¯w1,.)− (Y¯w2,tw2,i − Y¯w2,.)− · · ·
−(Y¯ws,tws,i − Y¯ws,.)− (Y¯.,.).
Note qi is the residual based on the regression of Yi on the intercept and seasonal dummy for
s short cycles. Denote J ≡ bn/Lac. Assume our time series include J full La cycles in the
theoretical derivation. Denote qi,j = qi+(j−1)La. The formula is
Sˆa(ta) = q¯ta,. − q¯.,., (4.26)
where q¯ta,. =
∑J
j=1 qi,j and q¯.,. =
∑La
j=1 q¯j,..
The estimator Sˆa(taδ) is the same as time series with a long cycle and a short cycle except
the calculation of qt. Same as the derivation in the previous section, first we derive qt is nearly-
independent and the variance is σ(ta). Then the remaining derivations are exactly the same as
in the previous section. We get the variance of Sˆa(taδ) still approximately equal to σ
2(ta)/J
and the covariance cov(Sˆa(iδ), Sˆa(jδ)) approximately 0. Then we show the variance of
˜ˆ
Sa(taδ)
still the same as before. Applying the general proposition for the upper bound of bias in
Section 2, we can get the upper bound of bias. Then we calculate the upper bound for mean
square error, optimal bandwidth minimizing the upper bound for mean square error, the upper
bound plugging the optimal bandwidth, lower bound between the difference between mean
square error of Sˆa(taδ) and
˜ˆ
Sa(taδ) with a bandwidth h. Evaluate the benefit of smoothing by
calculating the lower bound between the two mean square errors using an optimal bandwidth
h∗.
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4.5 Simulation Studies
We compare the statistical properties of three estimators in the situation that n/La is
not too big. For the long-cycle patterns, it can be smoothed or non-smoothed, based on
seasonal-dummy-regression estimator (i.e. using both the long cycle and short cycles) or
ignore the short cycles (i.e. using only the long cycle). Assume the time series Yi (i =
1, 2, 3, · · · , n) with a long cycle with the length of period L and s short cycles with the length
Lw1, Lw2, · · · , Lws. There are three estimators of long-cycle patterns. We refer the three
estimators as seasonal-dummy-regression-estimator (Sˆa,1(ta)), ignore-short-cycle-
regression-estimator (Sˆa,2(ta)) and smoothing-seasonal-dummy-regression-estimator
(Sˆa,3(ta) ≡ ˜ˆSa,1(ta)). The definitions are as the following. The first estimator seasonal-dummy-
regression-estimator Sˆa,1(ta) is based on the linear regression:
Yi = Wi × βγ + Zi × βz + ei (i = 1, 2, · · · , n), (4.27)
with the same Wi as before. Denote the least square estimator as βˆz,1. Then Sˆa,1(ta) for ta > 1
is the estimated coefficient corresponding to βˆz,1 and Sˆa,1(1) = −
∑La
q=2 Sˆa,1(q) for ta = 1.
The second estimator ignore-short-cycle-regression-estimator Sˆa,2(ta) is based on the linear
regression:
Yi = c+ Zi × βz + ei (i = 1, 2, · · · , n), (4.28)
Denote the least square estimator as βˆz,2. Then Sˆa,2(ta) for ta > 1 is the estimated coefficient
corresponding to βˆz,2 and Sˆa,2(1) = −
∑La
q=2 Sˆa,2(q) for ta = 1.
The third estimator smoothing-seasonal-dummy-regression-estimator Sˆa,3(ta) ≡ ˜ˆSa,1(ta) is
the smoothing of seasonal-dummy-regression-estimator Sˆa,1(ta). The formula has already been
defined in section 2. The smoothing used is the circular smoothing, as described in section 2
with the details in the complementary material.
The performance of the three estimators are evaluated by average bias, variance and mean
square error, which are the average of point-wise bias, point-wise variance and point-wise
mean square error. We conduct 500 simulations for each combination of simulation model and
sample size. Denote Sˆa,j,k(ta) as the estimate of annual cycle by the j-th estimator in the k-th
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simulation at time ta. The formulae are
Bias{Sˆa,j(ta)} =
500∑
k=1
Sˆa,j,k(ta)/500− Sa(ta),
V ar{Sˆa,j(ta)} =
500∑
k=1
Sˆ2a,j,k(ta)/500− 500{
500∑
k=1
Sˆa,j,k(ta)/500}2,
MSE{Sˆa,j(ta)} =
500∑
k=1
{Sˆa,j,k(ta)− Sa(ta)}2/500,
for j = 1, 2, 3 corresponding to the three estimators. The average squared bias, average variance
and average mean square error are
Bias2{Sˆa,j} =
La∑
1
Bias2{Sˆa,j(ta)}/La, (4.29)
V ar{Sˆa,j} =
La∑
1
V ar{Sˆa,j(ta)}/La, (4.30)
MSE{Sˆa,j} =
La∑
1
MSE{Sˆa,j(ta)}/La, (4.31)
for j = 1, 2, 3 corresponding to the afore-mentioned three estimators.
We simulated four examples by the combination of (i) homoscedastic errors or heteroscedas-
tic errors and (ii) the length of the long-cycle is 90 days or 365 days. That is, the sample is
based on the model
Yt = 2 + Sw(tw) + sin(2pit/La) + et, (4.32)
where (Sw(1), Sw(2), Sw(3), Sw(4), Sw(5), Sw(6), Sw(7)) = (0.4, 0.2, 0.15, 0.05,−0.1,−0.3,−0.4),
et
d∼ Φ(0, V 2) and Φ is the normal distribution. In Example 1: La = 90 and V = 1. In Ex-
ample 2: La = 90 and V = 1 + 0.5 sin(2pit/30). In Example 3: La = 365 and V = 1. In
Example 4: La = 365 and V = 1 + 0.5 sin(2pit/30). For each simulation example, the sample
size n = 1000, 2000, 4000, 8000, 16000 are used. For each combination of example and sample
size, 500 simulations are conducted and the performance of the estimators are reported in Ta-
ble 4.1-4.2. The bandwidth used in the smoothing are fixed-bandwidth with 1-20 days and
cross-validation (i.e. data-adaptive). The results of bandwidth 1 days, 3 days, 7 days, 15 days
and cross-validations bandwidth are reported.
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Table 4.1-4.2 report the performance of different estimators for the long-cycle pattern. Ta-
ble 4.1-4.2 also report the average of cross-validation bandwidth h¯cv. We separate the results in
three tables by (i) Table 4.1 report the performance of different estimators Sˆa,1(ta), Sˆa,2(ta) and
Sˆa,3(ta), with the bandwidth selected by cross-validation, (ii) Table 4.2 report the performance
of Sˆa,3(ta) ≡ ˜ˆSa,1(ta) using different bandwidths.We find that (i) among all the three estima-
tors, the smoothing-seasonal-dummy-regression estimator (Sˆa,3(ta)) are always better than the
un-smoothed estimators (Sˆa,1(ta), Sˆa,2(ta))), (ii) For the smoothing-seasonal-dummy-regression
estimator Sˆa,3(ta) with different bandwidths, for each example, there are some fixed bandwidths
perform well, but other fixed bandwidth do not perform well. On average in most examples,
the cross-validation bandwidth performs well, though not always the best. The cross-validation
bandwidth (i.e. data-adaptive) is thus recommended because it can be adaptive to the data
and have a good performance for most situations according to our simulation results in terms
of average mean square error (AMSE).
4.6 An Empirical Study of Return Rates of Electricity Prices
In seeking economic efficiency, many countries including the United States, United King-
dom, Germany, Australia, Chile, New Zealand and Norway have been or are currently undertak-
ing efforts to restructure their electricity markets. The global restructuring of electricity/energy
markets has exposed the producers and end-users of the markets to significant market risk and
provide the motivations for hedging using electricity derivatives, optimizing against market
prices and looking for arbitrage opportunities. It is an important task for them to develop pric-
ing models for the contracts and to quantify and manage the involved risks. Thus, developing
tailor-made stochastic models for the various assets traded in electricity and related markets
which includes spot, forward and options, is a crucial issue. Many electricity spot prices have
the stylish character of seasonality, which can be explained by the commodity characteristics.
Seasonality of spot prices are widely observed in many commodity markets including our
EEX data. It is caused by (i) working week pattern, (ii) annual natural season pattern and
daily live pattern of human beings. The limited storing ability has enhance the seasonality in
spot prices for the electricity. Three seasonal patterns (i) intra-day, (ii) weekly and (iii) annual
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are reported in many empirical studies of electricity (e.g. Benth, Kiesel and Nazarova, 2012) .
These cycles, caused by the multiple seasonal patterns of demand and supply, can be explained
by the factors influencing the supply and demand such as human behavior, weather, production
cost of electricity. An annual cycle is also commonly observed in gas and weather markets
(Benth, Benth and Koekebakker, 2008). There is a rich literature of modeling electricity spot
prices. However, there are only a few of articles in modeling the return rates of electricity prices.
We fill the gap in the literature by studying the seasonality in the return rates of electricity
prices. The question to be answered is: will the return rate of electricity prices also have big
annual and weekly patterns? Before that, we provide some explanations of return rates.
The first-order difference of the logarithm of daily electricity prices is the daily continuous
compounded return rate. In this chapter, we will simply refer it as daily return rate. Modeling
the daily return rates of electricity prices is considered. In addition, daily return rate also has
its own theoretical foundation, which necessaries the modelings for it. In order to avoid the
model mis-specification, we model seasonality nonparametric. That is, we do not assume the
annual pattern is sinuous. Instead, we consider the pattern to be non-parametric. We will
apply our proposed smoothing-seasonal-dummy-regression estimator, i.e. the smoothing
of estimated long-cycle patterns based on a seasonal-dummy regression, to the empirical study
of the seasonality of the return rates of electricity prices. The validity and performance of this
estimator have already been studied both theoretically and via simulation studies.
4.6.1 Data
Because electricity has limited storage ability, the electricity markets are regional. For
example, a difference in the price of electricity between the Nordic power exchange, Nord
Pool, and the German-based European Exchange Exchange (EEX) does not imply an arbitrage
opportunity. We are interested in EEX Market. It contains three sub-markets: (i) EEX spot
market, which is the day-ahead market for electricity prices, natural gas and emission rights, (ii)
EEX Power Derivatives, which include the power futures and options for electricity prices, (iii)
EEX derivatives markets, which include the futures and options for natural gas, emission rights
and coal. Our interest is Physical Electricity Index (Phelix) Day Base in the afore-mentioned
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EEX spot market, denoted as Pt. It is actually one day-ahead market, trading in electricity
forward contracts with delivery at a specific hour of the next day. The price Pt is the reference
price (or the underlying price) for swap, futures and options, and has drawn much attention in
empirical studies (e.g. Benth, Benth and Koekebakker, 2008)3.
The European Energy Exchange AG (EEX), based in Leipzig, was founded in 2002 as a
result of the merger of the two German power exchanges Leipzig and Frankfurt. In the course
of its development from a purely German power exchange towards a leading trading market
for energy and related products, EEX has evolved into a corporate group which is open for
European and international partnerships (EEX website).
Phelix is calculated on the daily basis by EPEX SPOT. EEX holds 50 percent of the shares
in the joint venture EPEX SPOT SE based in Paris which operates short-term trading in power
C the so-called Spot Market C for Germany, France, Austria and Switzerland. EEX uses two
indexes: (1) Phelix Day Base, the average price for base load and (2) Phelix Day Peak, the
average price for peak load electricity traded on the German/Austrian auctions. We study the
first index for base load and refer it as Phelix in the remaining of the article. The period of
the index we considered ranged from July 7, 2000 to December 31, 2011, consisting 10 years
and 6 months with 4213 daily observed prices.
The time series of Phelix base load index (denoted as Pt) has a sample size 4213. There
were 2 days with negative prices on October 4, 2009 and October 26, 2009. The occurrence of
negative prices is possible, reflecting the fact that strong supply outstrips the demand, and has
been explained in Section 1. Then we calculate the logarithm prices ln(Pt), discarding these
two negative prices. Thus the time series of log-prices Yt has a sample size n = 4211. We
calculate the first-order difference of the logarithm price as Yt = ln(Pt) − ln(Pt−1). Summary
statistics of the three series are {Pt}, {ln(Pt)} and {Yt} are reported in Table 4.3.
3Note there are two markets: real-time and day-ahead. Day-ahead is the reference price for the futures and
options in EEX market, so researchers put a lot of attention to it. There is notation confusion because both
real-time and day-ahead market are called spot market in a not-strict way in the literature of electricity markets.
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4.6.2 Data Exploration of Return Rate Yt
We first consider data visualization, plotting the raw data and try some transformations
with the intention to find interesting features (Harvey, 1993; Fan and Yao, 2005). Plotting
may indicate the need for certain preliminary transformations before a time series analysis,
such as whether the seasonal patterns appears more stable after the logarithm transformation.
Many time series especially prices need the logarithm transformation (Harvey, 1993). Box
and Jenkins (1970) and Hamilton (1994) stated the use of the difference transformation. One
recommendation of logarithm and its first order difference is based on the economic and financial
modeling conventions in that they are connected with the continuous compounded return rate,
continuously compounded interest rate and growth models.
The price of Phelix Pt , its logarithm ln(Pt) and the first-order difference of the logarithm
Yt are calculated and plotted in Figure 4.2, covering 11 and a half years. To look at the data
more clearly, we plot the three series (Pt, ln(Pt) and Yt) annually. Figure 4.18-4.21 are the
annual plots for the return rates Yt. Figure 4.22-4.25 are the yearly plots of the logarithm of
prices ln(Pt). Observing these plots, we find the return rate Yt inherit the characteristics of
strong weekly patterns existing in ln(Pt) and Pt, but there is no clearly evidence whether there
is a big annual pattern in the return rate Yt ≡ ln(Pt)− ln(Pt−1) as observed in ln(Pt) and Pt.
The return rate is moving around a constant c but we can not find clear evidence of an annual
pattern.
The annual yearly plot of return rate in Figure 4.18-4.21 shows more on the strong weekly
cycles. The series in most weeks shows a peak for Mondays, a decrease on Tuesday through
Friday and reach the bottom in the weekend (Saturday and Sunday). The highest return of
most weeks are Monday, while the lowest return of most weeks are in the weekend (i.e. Saturday
and Sunday). Note there are many weeks with Saturdays having the lowest return instead of
Sundays. Table 4.4 lists the numbers of weeks with weekly maximum rates and minimum rates
occurs in each weekday. Among 601 weeks (our data has 4210 return rates Yt and count 601
whole weeks). There are 530 weeks with the highest return rates on Monday, 218 weeks with
the lowest return rates on Saturday and 257 weeks with the lowest return rates on Sunday.
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There are 265 weeks (among the 601 whole weeks) having (i) Monday rates highest within the
week, and (ii) business-day rates always higher than weekend rates within the week. This is
the evidence of the weekly pattern. Figure 4.4 plots the return rates for all the 601 weeks.
According to the plot, most weeks have a similar decreasing pattern. This indicates a weekly
pattern.
To explore the seasonal patterns in a more quantitative way, we calculate the auto-correlation
function (ACF) and partial autocorrelation function (PACF). The (population) autocorrelation
function ρ(j) of a covariance-stationarity series {Yt} is its j-th auto-covariance divided by the
variance (Hamilton 1994):
ρ(j) =
Cov(Yt, Yt−j)√
Yt
√
Yt−j
=
γj
γ0
, (4.33)
where γj = Cov(Yt, Yt−j) is the auto-covariance with lag j. The partial autocorrelation function
α(m) is the m-th partial-autocorrelation (denoted as α
(m)
m ), defined as the last coefficient in a
linear projection of Y on its m most recent values:
Yˆt+1|t − µ = α(m)1 (Yt − µ) + α(m)2 (Yt−1 − µ) + · · ·+ α(m)m (Yt−m+1 − µ). (4.34)
So this measures the influence of Yt−m+1 on Yt+1, after controlling for (isolating) the influence
of Yt, · · · , Yt−m+2 (Hamilton 1994).
These population parameters are unobserved, and there are sample correspondence as an
estimator. The sample autocorrelation function plug the sample auto-covariance and sample
variance in the calculation (Hamilton 1994):
ρˆ(j) =
Cov(Yt, Yt−j)√
Yt
√
Yt−j
=
γˆj
γˆ0
, (4.35)
where
γˆj =
1
T
n−j∑
t=1
(Yt − Y¯ )(Yt+j − Y¯ ), (4.36)
for j = 0, 1, · · · and the sample average Y¯ = ∑Tt=1 Yt (Hamilton 1994). The term T in the
above formula can be changed to T−j without influencing the asymptotic properties (Hamilton
1994). A natural estimate of the m-th partial autocorrelation is the last coefficient in an OLS
regression of y on a constant and its m most recent values:
yt+1 = cˆ+ αˆ1(m)yt + αˆ2yt−1 + · · ·+ αˆmyt−m+1 + eˆt, (4.37)
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where eˆt denote the OLS regression residual (Hamilton 1994).
The estimate of autocorrelation function (ACF) ρˆ(j) and partial autocorrelation function
(PACF) αˆ(m) is widely used in explore the seasonal patterns of a time series. Because we have
directly identified from the weekly plots (601 weeks together) in Figure 4.4, the categorization
table 4.4 and annual plots of return rates Yt in Figure 4.18- 4.21, that there is a strong weekly
pattern and no clear evidence of annual pattern, we expect there is a peak around the lag of
7 but there is no peak around the lag of 365 in the autocorrelation plot (ACF) and partial
autocorrelation plot (PACF). Figure 4.5 confirms our expectation.
One remark is that the triple-seasonal-cycles phenomena (daily, weekly and annual patterns)
are widely observed in many electricity markets. The cyclical level of business activities and
climate conditions lead to a given cyclical behavior of the demand. The real time balancing
needs of electricity supply and demand then result to the seasonal patterns of electricity prices.
For example, there are daily and weekly patterns related to the use of electricity by business
activities. Demand of electricity also reflects an annual weather pattern with bigger use of
electricity in the summer and winter for air-conditioning and heating. In some countries,
the production of electricity may also show seasonal variations, for instance, hydro-electricity
generation are dependent on precipitation and snow melting, which have an annual cycle. These
all contribute to the seasonal patterns of electricity prices.
There are two situations for the interaction of supply and demand to affect the price: (i)
the matching of supply and demand leads to a usual price and (ii) the mismatching of supply
and demand leads to an unusually high or low price (Benth, Benth and Koekebakker 2008).
This motivates us to model the return rate of electricity prices by two types: (i) the unusually
high or low return rate (as the outliers; changes in logarithm prices) and (ii) the usual return
rate. Thus we expect to have a core/main time series for the usual return rates, slightly with
a few of unusual return rates (i.e. outliers). To explore this feature, we plot the histogram
of the return rates Yt in Figure 4.6. We find the shape of the histogram is characterized by a
continuous distribution in the middle (i.e. the usual return rate) with a few of unusual return
rates (outliers). Then we use two threshold values ξˆ1 = −1.25 and ξˆ2 = 1.35 (dached lines) to
separate the usual return rates (core/main time series) with the unusual return rates (outliers).
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By the disjointness of the support for unusual (as the outliers) and usual return rate, we
choose ξ1 and ξ2 to separate them first. Please refer to Figure 4.6. We admit the process of
filtering/removing outliers relies on the researchers’ experience and sometimes arbitrary.
There are 6 values less than ξˆ1 = −1.25. The date are “2001-12-19”, “2002-12-24”, “2003-
01-08”, “2003-05-01”, “2009-12-25” and “2011-06-19”. There are 5 values bigger than ξˆ2 = 1.35.
The date are “2001-12-17”,“2002-07-01”, “2003-01-07”, “2003-05-02” and “2007-01-02”. In this
way, we identify 11 outliers. We notice there are 7 outliers in December and January, 2 outliers
in May, 1 outlier in June and 1 outlier in July. The outliers only account for less than 0.26%
of total observations and are treated as the rare event. Thus these outliers are not the focus
of this article. We will focus on the movement of the usual return as the core/main time series
for return rates Yt and study the seasonality.
4.6.3 Modeling Return Rates Yt
Denote the return rate Yt = ln(Pt) − ln(Pt−1). First, assume the outlier and the usual
price is separable. Denote Vt = 1 (or 0) for the unusual (or usual) logarithm price movement
respectively. Motivated by the above data-exploration, the histogram of return rates and the
afore-mentioned statements about the usual/unsual return rates, we consider (the support of)
unusual return rates (i.e. outliers) and usual return rates (i.e. core time series) are disjoin-
t/separatable:
SfY |V=1 ∩ SfY |V=0 = ∅. (4.38)
Thus for any Y0 ∈ SfY |V=0 and Y1, Y2 ∈ SfY |V=1 and Y1 < 0,Y2 > 0, there exist ξ1 and ξ2 such
that the inequality holds:
Y1 < ξ1 < Y0 < ξ2 < Y2. (4.39)
We do not make any other assumptions on the outliers except that the outliers can be separated
from the main/core time series. Focus on the core/main time series, the usual return rates
Yt = c+ Sw(tw) + Sa(ta) + et, (4.40)
when Vt = 1, where tw = t−7bt/7c, ta = t−365bt/365c and the operator bxc takes the maximum
integer strictly smaller than x. For example b2.8c = 2, b2c = 1. The Sw(tw) and Sa(ta) is a
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(periodic) function with the co-variate ta and tw. Assume
∑7
1 Sw(j) = 0 and
∑365
1 Sa(j) = 0
for identification purpose.
We then extend the weekly cycle function Sw and annual cycle function Sa from the
codomain {1, 2, · · · , 7} and {1, 2, · · · , 365} to R+ respectively by defining:
Sww(t) = Sw(tw), Saa(t) = Sa(ta) (4.41)
So the model of return rate is Yt = c+ Saa(t) + Sww(t) + et.
We assume the error component E(et) = 0 and are weakly-dependent. We assume the
errors may be dependent but the dependency is weak so that it does not change the findings
from independent errors.
4.6.4 Estimated Seasonal Patterns of Return Rates Yt
Figure 4.3 shows the estimated annual pattern by seasonal dummy regression and its
smoothing using the bandwidth of 3 days, 7 days, 15 days and 30 days. According to Fig-
ure 4.3, we find the smoothing can improve the performance of the estimated annual pattern.
This is because in the plot, the seasonal-dummy regression is too fluctuated. The bandwidth
h may influence the estimated annual patterns. So we use of a basket of bandwidths (3 days,
7 days, 15 days and 30 days). We find the estimated annual pattern via smoothing is much
flat, even using a small bandwidth, compared with the range of estimated weekly cycle. We
also tried the cross-validation bandwidth. The bandwidth selected by cross-validation tends
to ∞, which may indicate the flatness/insignificance of annual pattern. Because (i) the esti-
mated annual patterns using different bandwidth are much flat even with a small bandwidth
(for example 3 days) and (ii) the cross-validation bandwidth goes to ∞, these may indicate
that the annual pattern is much small and may be ignorable. This is our finding of annual
pattern of return rates of EEX electricity prices. We find even the smoothing using a small
bandwidth, such as 3 days, may have big variance-reduction effect for the return rates of our
EEX electricity prices because the pattern after-smoothing is not fluctuated, though at the risk
of introducing the bias.
Figure 4.3 also shows the estimated weekly pattern by seasonal dummy regression. No
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smoothing is needed because it is the short-cycle pattern. Regarding the weekly pattern of
return rates of EEX electricity prices, we find the return rate of Monday (i.e. refers to the
change of logarithm prices from Sunday to Monday) is highest and the return rate decreases
from Monday to Sunday. This is consistent with the plots of the return rates for all weeks in
Figure 4.4.
The top panel in Figure 4.7 is the estimated annual pattern by smoothing using the band-
width of 3 days, 7 days and 15 days. We find the estimated pattern with the bandwidth 3
days is fluctuated4. The estimated pattern with the bandwidth 7 days and 15 days are similar.
Considering the effect of bias-inducing, we select the smoothing of 7 days and calculate the
residuals ˆt = Yt − cˆ − Sˆa,3(ta) − Sˆw(tw). The residuals are then used to test the significance
of annual pattern in the next subsection. The middle panel and bottom panel in Figure 4.7
are the residuals based on the smoothing of annual patterns with the bandwidth 7 days and
15 days respectively. It is observed the two residual plots are nearly the same. This is because
the estimated annual patterns Sˆa,3(ta) by smoothing are nearly the same when the bandwidth
7 days and 15 days are used.
4.6.5 Test Significance of Annual Pattern in Return Rates Yt
Noticing that the estimated annual pattern is flat for a basket of bandwidths, we conduct
the test for the existence of annual pattern. The test statistic is based on the fluctuation of
annual pattern. Assume the time series Yt = c + Sa(ta) + Sw(tw) + et, the null hypothesis is
H0 : Sa(ta) = k, where k is a constant. We propose the test statistics
Q =
365∑
j=1
{Sˆa,3(j)− ¯ˆSa,3}2/365, (4.42)
where
¯ˆ
Sa,3 =
∑365
j=1 Sˆa,3(j)/365. So this is the distance measure between Sˆa,3(j) and a constant.
We approximate the distribution of Q by the wild-bootstrap technique. Based on the series
Yt (t = 1, 2, 3, · · · , n), we first estimate the model by seasonal-dummy regression (i.e. get the
estimator cˆ, Sˆw(tw) and Sˆa,1(ta). Then we smoothing the estimated annual pattern based on
4Because we assume the true annual pattern is not fluctuated/slowly-varying. The fact that estimated annual
pattern with the bandwidth 3 days is fluctuated implies the under-smooth. Thus the bigger bandwidth than 3
days is needed. We find that the estimated patterns with the bandwidth than 3 days are similar and flat.
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seasonal-dummy regression, that is Sˆa,3(ta) ≡ ˜ˆSa,1(ta). There is a choice of bandwidth. Big
bandwidth will induce a bigger bias but decrease the variance. According to the upper panel
of Figure 4.7, we find the estimated patterns based on the bandwidth of 3 days is fluctuated.
The estimated patterns for the bandwidth of 7 days and 15 days are similar. Considering the
risk of inducing more bias, we select the bandwidth of 7 days.
The wild-bootstrap method works by respecting the null hypothesis. That is, we first
calculate the residual
ˆt = Yt − cˆ− Sˆw(tw)− Sˆa,3(ta). (4.43)
Then we bootstrap the residuals ∗t such that E(∗t ) = 0, E(∗2t ) = ˆ2t and E(∗3t ) = ˆ3t (Ha¨rdle
and Mammen, 1993). Thus, the simulated residuals ∗t can be from the two-point distribution:
∗t = (
√
5 + 1)/2 with the probability (5 − √5)/10 and ∗t = (1 −
√
5)/2 with the probability
(5+
√
5)/10. Then the simulated data is Y ∗t = cˆ+ Sˆw(tw)+∗t . We conduct 500 wild-bootstraps
of the series Y ∗t (t = 1, 2, · · · , n) and calculate the corresponding statistics Q∗. Denote Q∗i as
the calculated statistics in the i-th simulation. Then we calculate the p-value as the fraction
of Q∗ bigger than Q. In our electricity data set, Q = 2.3975 × 10−5, and smaller than the
wild-bootstrapped Q∗. So we fail to reject the null hypothesis that there is no annual pattern.
The above wild-bootstrap works theoretically according to Ha¨rdle and Mammen (1993). We
still double-check/confirm the validity via simulation studies following Ha¨rdle and Mammen
(1993)’s procedure. We consider a model without the annual pattern: Yt = c+Sw(tw)+et with
Sw(1, 2, 3, 4, 5, 6, 7) = (0.4666, 0.0563,−0.0004,−0.0142,−0.0571,−0.2113,−0.2398) and c =
0.00032. To mimic the weekly pattern in return rates of Phelix electricity index, the values of
the parameters in the simulated model are set up to be the estimate for the model of the return
rates Yt. The error component is the white noise (i.e. a standard normal random variable). We
simulate the series 500 times, calculate 500 Q’s and plot the histogram of . Then in each of the
500 simulations, we wild-bootstrap the data Y ∗t so that get 500 Q∗’s and plot the histogram of
Q∗. Figure 4.8 is the histogram of simulated Q and five histograms of simulated Q∗ based on
the first 5 simulated series. We have the results for all simulations and they are similar. The
upper-right panel in Figure boot is the histogram of Q’s and the other five panels in Figure boot
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is the histogram of Q∗ based on the first five simulated series. These histogram shows some
similarity.
Then we simulate the series based on a model with annual pattern
Yt = c+ Sw(tw) + sin(2pit/365) + et, (4.44)
with Sw(1, 2, 3, 4, 5, 6, 7) = (0.4666, 0.0563,−0.0004,−0.0142,−0.0571,−0.2113,−0.2398) and
c = 0.00032. The value of calculated Q is always bigger than 0.1 (i.e. much bigger than the
wild-bootstrapped Q∗, nearly always less than 0.001). The estimator Sˆa(ta) corresponding
to/approximate Sa(ta), so that Q =
∑365
j=1{Sˆa,3(j)− ¯ˆSa,3}2/365 corresponding to/approximate∑365
j=1{Sa,3(j) − c}2/365, which is away from 0 when the null hypothesis fails. So our simula-
tion study confirms/illustrate the validity of wild-bootstrap, which has already been proved in
Ha¨rdle and Mammen (1993).
4.6.6 Discussion: Varying Seasonal Patterns in Return Rates Yt
When the seasonal pattern in the time series tends to replicate itself, it can be treated
as a fixed seasonal pattern. Otherwise, it is treated as a varying-seasonal pattern (Harvey,
1993). Random seasonal pattern is a specific varying seasonal pattern and the widely-used
method is the state-space modeling (Harvey, 1993; Hamilton, 1994). This subsection discuss
the variabilities of seasonal patterns, together with an evaluation of the magnitudes of different
components (i.e. weekly pattern, annual pattern and residuals) in the time series.
First, we first conduct a 5-year moving-window-sample analysis to check the variabilities
and magnitudes of estimated weekly and annual patterns for different sample of periods. We
extract the data using the 5-year-moving window. That is, we divide the time series into
different periods: the year 2000-2004, 2001-2005, · · · and 2007-2011. Denote these samples (by
the middle year in the 5 years) as Sample2002, Sample2003, · · · and Sample2009 respectively.
Thus we have 8 moving-window sub-samples.
For each sub-sample, we estimate the seasonal patterns based our method (i.e. first a
seasonal-dummy regression and then the smoothing of annual-pattern based on a basket of
bandwidths and the cross-validation bandwidth). We find for all samples, the cross-validation
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bandwidth tends to ∞. This is an indication of small/flat annual patterns. Smoothing with
a basket of bandwidth, the estimated annual patterns is still small. Figure 4.9 and 4.10 plot
the estimated weekly pattern and the annual pattern in different moving-window sub-samples.
The smoothing bandwidths for the annual cycle is 3 days, 7 days and 15 days. We also find
the estimated annual pattern is small with a basket of bandwidths, less than 0.02, compared
with the weekly pattern and the residuals. The mean of the estimated weekly pattern across
the 8 sub-samples for each weekday (i.e. Monday,· · · ,Sunday) are 0.4915, 0.0620, −0.0051,
−0.0214, −0.0622, −0.2160 and −0.2487 respectively. The standard deviation of estimated
weekly pattern across the 8 sub-samples are 0.0420, 0.0095, 0.0079, 0.0083, 0.0079, 0.0295 and
0.0245 respectively.
This motivate the study based on a varying-weekly-patterns. We consider the model
Yt = c+ Sw(tw, w) + et = γ(tw, w) + et =
7∑
j=1
γ(j, w)1ta=j + et, (4.45)
where
∑7
j=1 Sw(tw, w) = 0 for any week w, the first equality holds because we denote γ(tw, w) ≡
c+ Sw(tw, w), the second equality holds because the model can be expressed alternatively as a
varying-coefficient model.
The bandwidths used in the smoothing of weekly patterns is a basket of bandwidths (4
weeks, 8 weeks, 16 weeks, 32 weeks, 52 weeks) and the cross-validation bandwidth (calculated
as 42.89 weeks). Then we plot the variabilities of bandwidths and a decomposition of time
series. The bandwidths used in the smoothing of weekly patterns is a basket of bandwidths (4
weeks, 8 weeks, 16 weeks, 32 weeks, 52 weeks, 104 weeks) and the cross-validation bandwidth
(calculated as 42.89 weeks). Then we plot the variabilities of weekly patterns (i.e. γ(j, w) for
j = 1, 2, · · · , 7 and w = 1, 2, · · · , 601.) in Figure 4.11 and 4.12. We also plot the residual based
on the afore-mentioned varying-weekly-pattern model using cross-validation bandwidth 41.4
weeks, together with the autocorrelation and partial-autocorrelation plots in Figure 4.135.
5This subsection is only a discussion subsection and can be removed if needed
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4.7 Conclusion
This paper provides the analysis of seasonal time series with a long cycle. We studies the
statistical properties of our proposed smoothing-seasonal-dummy-regression estimator in the
situation that the data spans only a few of long cycles (n/P not too large), instead of the widely-
studied situation that the data span many long-cycles (n/P large), both theoretically and via
simulation study. The benefit of smoothing (i.e. the advantage of our smoothing-seasonal-
dummy-regression estimator over seasonal-dummy-regression estimator) in the situation that
the time series spans not-too-many long-cycles. Different weighting schemes (i.e. general
weights, window weights and kernel weights) are considered and we recommend the kernel
weights because it have more-simplified approximate statistical properties. We then apply
our proposed smoothing-seasonal-dummy-regression estimator to an empirical study of the
seasonality of the return rates of electricity prices.
4.8 Complementary Material: Circular Smoothing
We provide an improvement in the nonparametric estimation of periodic functions6. Our
modification is to perform the smoothing in a circle instead of in an interval, by folding an
interval into a circle with the ends of the interval overlapped. We define the distance and
directed segment in a circle. Unlike an interval, a circle has no boundary so that our estimator
has no boundary bias and discontinuity. The smoothing in a circle applies to the situation when
data show seasonal patterns. The modification can be made on the nonparametric estimators
for a periodic function, multiple periodic functions, an evolving function, a periodically-varying
coefficient model.
4.8.1 Introduction to Circular Smoothing
Seasonality and periodicity exist in many fields: astronomy, physics, engineering, biology,
economics, finance etc. Nonparametric estimation of periodic functions has been studied in the
6This complementary material provides the details about the circular smoothing used in Chapter 4. It is an
independent but related issue. The explanation for the study of circular smoothing is very short, so that we
treat it as the complementary material instead of an independent chapter.
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articles by Hall et al. (2000), Hall and Yin (2003), Genton and Hall (2007) and Hall (2008).
Most of the approaches are based on first transforming the range of the covariates into one
period. For example, considering the data set {(Xi, Yi)}ni=1 satisfying Yi = m(Xi) + i, where
m is a periodic function with the smallest length L of a period, i.e. m(x+L) = m(x) and i is
the error term. Hall et al. (2000) propose first calculate X∗i = Xi − LbXi/Lc and then do the
nonparametric estimation (smoothing) based on {(X∗i , Yi)}ni=1. Here bac takes the maximum
integer less or equal to a. The range of {Xi}ni=1 ∈ R+ (or ∈ R) is folded into one period, i.e.
{X∗i }ni=1 ∈ [0, L).
However, there is a boundary issue for the smoothing in an interval [0, L). For a periodic
function m(x) differentiable to the k-th order, it has the continuity property:
m(j)(0) = lim
x→L
m(j)(x) for j = 0, 1, · · · , k − 1. (4.46)
However, smoothing in an interval ignores this property. Three deficiencies of current estima-
tors are (i) the boundary bias near the ends of the interval, (ii) discontinuity at the ends of
the interval, and (iii) only make use of half the information (data) near the boundary. That is,
the estimators near 0 (or L) are mainly based on the information (observations) near 0 (or L)
respectively. The modified estimators near 0 (or L) can make use of full information (i.e. the
observations near both ends of the interval).
Folding the interval [0, L) into a circle with the circumference L, with the boundary (i.e.
0 and L) overlapped, we modify current estimators. Because there is no boundaries exist, the
afore-mentioned three deficiencies disappear. We propose the smoothing in a circle instead of
an interval for the nonparametric estimation when data shows periodic patterns exist. The
modification is slight. Only the definitions of distance and directed segment are changed. We
will use the models with a periodic function, multiple periodic functions, an evolving periodic
function and a parametric function with periodically-varying coefficients in the illustration.
Our circular smoothing means smoothing in the arc/circumsference of a circle, different
from the circular smoothing in a circle plate. The circular smoothing in a circle plate has been
studied a lot in the literature.
The article is structured as follows: Section 2 provides the smoothing in a circle after
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redefining the distance and directed segment for a circle. Section 3 illustrates its application
to the estimation of periodic functions. Section 4 provides the simulation results and Section
5 is the conclusion.
4.8.2 Smoothing in a Circle
Folding an interval (0, L) clockwise into a circle with the circumference L, we have the
corresponding point to the value x∗ ∈ (0, L]. Denote clockwise/contra-clockwise as the pos-
itive/negative direction. For example, Figure 4.14 includes five points corresponding to 0 <
x∗1 < x∗2 < · · · < x∗5 < L.
For two points x∗1, x∗2 ∈ [0, L), the distance dI and directional segment δI from x∗1 to x∗2 is
dI(x
∗
1, x
∗
2) = |x∗2 − x∗1| and δI(x∗1, x∗2) = x∗2 − x∗1.
Here the subscript I denote “interval”.
After folding the above interval [0, L) into a circle with the circumference L, the distance
dC and directional segment δC from x
∗
1 to x
∗
2 (in a circle) is defined as
dC(x
∗
1, x
∗
2) = min{dI(x∗1, x∗2), L− dI(x∗1, x∗2)} (4.47)
δC(x
∗
1, x
∗
2) = dC(x
∗
1, x
∗
2)(2× 1x∗1≤x∗2 − 1)(2× 1|x∗2−x∗1|≤L2 − 1). (4.48)
Here the subscript C denote “circle”. So we define the distance in a circle as the minimum
of the arc length between x∗1 to x∗2 (clockwise and contra-clockwise). We define directional
segment by its magnitude and sign. The magnitude of the directional segment is the distance.
The sign of the directional segment is defined to be positive/negative if the walk from x∗1 to x∗2
via the minimum-distance path is in the clockwise/contra-clockwise direction.
In the trivial situation x∗1 = x∗2, the distance and directional segment is 0. In the nontrivial
situation, there are four situations for x∗1 and x∗2, plotted in Figure 4.15. From the figure, it can
be found that dI(x
∗
1, x
∗
2) and L− dI(x∗1, x∗2) are two distances (clockwise and contra-clockwise)
and the circular distance dC(x
∗
1, x
∗
2) is the minimum of the two distances. The sign of directional
segment is the same as (or opposite to) the sign of x∗2−x∗1 if the minimum distance is |X2−X1|
(or L− |X2 −X1|) respectively. This leads to the formula for directional segment.
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The definitions dI , δI , dC and δC for x
∗
1, x
∗
2 ∈ [0, L) is extended to x1, x2 ∈ R or R+, by
first applying the transformation x∗i = xi − Lbxi/Lc, i = 1, 2.
The smoothing in a circle is easily implemented from the smoothing in an interval. The
only change is the distance and directional segment, from dI and δI to dC and δC respectively.
Based on the data set
(X∗i , Yi = m(X
∗
i ) + ei) (i = 1, 2, · · · , n), (4.49)
use the NW estimator, local linear estimator and nearest-neighborhood estimator in the illus-
tration. The NW estimator is
mˆNW (x) =
∑n
i=1Kh{δI(x∗, X∗i )}Yi∑n
i=1Kh{δI(x∗, X∗i )}
,
when K is a symmetric kernel, Kh{δI(x∗, X∗i )} can be changed to Kh{dI(x∗, X∗i )}. The local
linear estimator mˆLL(x) = a such that
min
a,b
n∑
i=1
Kh{δI(x∗, X∗i )}{y − a− bδI(x∗, X∗i )}2.
Note though the local linear estimator can remove the boundary bias, it still has the afore-
mentioned deficiencies 1 and 3 (i.e. a gap on the boundary and not making full use of the
information (data) near both boundaries. The nearest-neighborhood estimator is calculate by
averaging the values over (i) M nearest neighboring points or (ii) the points with the distance
less than 4. In the latter situation, the formula is
mˆNN (x) =
∑N
i=1 Yi1dI(x∗,X∗i )<4∑N
i=1 1dI(x∗,X∗i )<4
.
Changing the subscript from I (interval) to C (circle), we get the corresponding formulae for
the smoothing in a circle. Because no boundary exist for a circle, we remove the boundary
bias, gap on the boundary and make full use of information.
The modification can also be used for the estimation of periodically/seasonally varying-
coefficient models. For the time series data {Yi = m(Xi; θ(ti)) + ei}ni=1 or the longitudinal data
{Yit = m(Xit; θ(t)) + eit}nt=1 and θ(t) has a seasonal/periodic pattern with the smallest length
L of a period. Then the estimator θˆ(t0) for the former situation is a weighted least square
estimator:
min
θ
n∑
i=1
{Yi −m(Xi; θ)}2Kh{dI(t∗0, t∗i )},
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where t∗0 = t0 − Lbt0/Lc, t∗i = ti − Lbti/Lc and K is a kernel. Change dI to dC , we get our
modified estimator.
4.8.3 Application to the Estimation of Periodic Functions
We modify the estimators by Hall et al. (2000). Consider the situation of one periodic
function first. This situation corresponds to the smoothing in a circle exactly. Suppose we
make observations Yi at respective times Xi, where 0 < X1 ≤ X2 ≤ · · · ≤ Xn. Based on the
data
(Yi = m(Xi) + i) (i = 1, 2, · · · , n),
where m(x) is a periodic function with smallest period L, i.e. m(x+ L) = m(x),
Hall et al. (2000) first transform Xi into a period by X
∗
i = Xi − LbXi/Lc, then the non-
parametric estimation (smoothing) based on (X∗i , Yi) (i = 1, 2, · · · , n) is recommended in our
circular way instead of in an interval.
Consider the situation of multiple periodic functions. Suppose the data
Yi = m(Xi) + i = c+
P∑
k=1
Sk(Xi) + i (i = 1, 2, · · · , n), (4.50)
where Sk(.) is a periodic function with smallest period Lk. There are P additive periodic
functions Sk. The transformation in Hall et al. (2000) is Xi(θk) = Xi − θkbXi/θkc, where
k = 1, 2, · · · , P and bxc is the maximum integer strictly less than x. Denote the i-th transformed
observation
X∗i ≡ (X∗1i, X∗2i, · · · , X∗Pi) ≡ (Xi(θ1), Xi(θ2), · · · , Xi(θP )). (4.51)
The model reduces to an additive model Yi = c+
∑P
k=1 Sk(X
∗
ik) + i.
One estimation method for the additive model is the back-fitting algorithm (Hastie et al.,
2008). The algorithm is
1. Initialize cˆ =
∑n
i=1 Yi/n, Sk{x∗k} ≡ 0, ∀x∗k, k.
2. Loop the following steps for k = 1, 2, · · · , P until the changes is less than a pre-specified
threshold value.
(a) Update Sˆk by smoothing on the data {(X∗ik, Yi − cˆ−
∑
j 6=k Sˆj(X
∗
ij)}ni=1.
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(b) Adjust Sˆk by Sˆk − 1n
∑n
i=1 Sˆk(X
∗
ik). Thus the average of Sˆk(Xik) is 0.
Our circular smoothing in recommended instead of the smoothing in an interval in the itera-
tions.
Consider the situation of an evolving periodic function. We recommend the method by Hall
et al. (2000) with the only modification from the smoothing in an interval to a circle. Assume
the data
Yi = a(Xi|ω0)g0(t(Xi|θ0)) + i (i = 1, 2, · · · , n), (4.52)
where t is a monotone transformation. The estimator
gˆ0{t(x|θ)|θ, ω} =
n∑
i=1
a(Xi|ω)−1YiKi(x|θ)/
n∑
i=1
Ki(x|θ),
S(θ, ω) =
n∑
i=1
[Yi − a(Xi|ω)]gˆ0{t(x|θ)|θ, ω}]2,
where Ki(x|θ) = Kh[δI(x(θ), Xi(θ))], Kh is the kernel, h is the bandwidth. Let (θ, ω) =
(θˆ0, ωˆ) be the minimizer of S(θ, ω). By plugging in to estimate, Hall et al. (2000) get gˆ(x) =
a(x|ωˆ)gˆ0(t(x|θˆ)). We recommend the use of circular smoothing instead of an interval smoothing.
The technique of circular smoothing instead of in an interval provides a possible way to
modify the current estimators when seasonal patterns/periodic functions exist. There are many
other situations it can be used. Three examples are (i) the afore-mentioned periodically-varying-
coefficient model, (ii) smoothing in the multinomial table of circular-ordered categories.Seasonally-
varying-coefficient models includes the use of a seasonally-autoregressive SAR(p) model:
Yi = β0(s) +
p∑
i=1
βj(s)Yi−j + ei (i = 1, 2, · · · , n),
where the coefficient β(s) = (β0(s), β1(s), · · · , βp(s)) are different for different s, with s =
i − Lbi/Lc and L is the length of seasonality. When β(i) ≡ β(j) for any i 6= j, this seasonal-
autoregressive-model SAR(p) reduces to the autoregressive AR(p). Granger and Mizon (2005)
propose to estimate the SAR(p) model by L separate AR(p) model.
Circular-ordered category refers to the situation that the ordered categories is in a circle,
such as counting probabilities of items sold in Monday, Tuesday, · · · , Sunday. Suppose we
observe nk items in Category k and there are p categories in total, so the total items n =
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∑P
k=1 nk. One estimator for the probability is pˆk = nk/n. However, this estimator does not
perform well when P →∞ (Burman, 1987). Smoothing sparse contingency tables is proposed
to improve the performance of the estimator (Simonoff, 1996; Burman, 1987). For circular
ordered categories, we recommend the smoothing in a circle.
4.8.4 Simulation Results of Circular Smoothing
We conduct four simulation examples for the nonparametric estimation of (i) a periodic
function, (ii) an evolving periodic function, (iii) a smoothing for circular ordered categories
and (iv) a periodically-varying coefficient model respectively. In each example, 200 simulations
are performed. The average of the circular smoothing estimator and smoothing in an interval,
of the 200 simulations are reported.
Example 1 is on the data (Xi, Yi = 0.5 + 0.3 sin(2piXi) + i) (i = 1, 2, · · · , n), where the
normal error i ∼ Φ(0, 0.12). To mimic a randomly-observed time series, the covariate Xi =
Xi−1 + 1/30 + Zi/60, where Zi ∼ Uniform(0, 1). The sample size n = 300 and 500.
Example 2 is on the data (Xi, Yi = e
−0.1t(0.5 + 0.3 sin(2piX)) + i) (i = 1, 2, · · · , n), where
the normal error i ∼ Φ(0, 0.12). We generate the covariate Xi = Xi−1 + 1/30 + Zi/60, where
Zi ∼ Uniform(0, 1). The sample size n = 300 and 500.
Example 3 is the smoothing in K circularly-ordered categories with total observations n. The
latent density function is the normalized version of f(x) = 0.5 + 0.3 sin(2pix) with x ∈ [0, 1)
and pii =
∫K/i
K/(i−1) f(x)dx/
∫ 1
0 f(x)dx, where i = 1, 2, · · · ,K. The sample size n = 1000 and
total number of categories K = 15 and 90.
Example 4 is on the data (Xit, Yit = β0(t) + β1(t)Xit + it) (i = 1, 2, · · · , n; t = 1, 2, · · · , T ),
where β0(t) = 2 + sin(pit/15) and β1(t) = 3 + 2 sin(pit/15), Xit ∼ Φ(5, 1), it ∼ Φ(0, 1) and
n = 20. The time T = 180 and 360.
Figure 4.16 and 4.17 are the average of nonparametric estimators in 200 simulations. All
the simulation examples show that our smoothing in a circle has the improvement over the
smoothing in an interval. “Calendar effect” refers to the observed phenomena that functions
and behavior will show difference at the end and beginning of a calendar period (i.e. year,
month and week) (see e.g. Pennacch, 2007). We point out there is a possibility that even when
130
the true model does not have a calendar effect while the boundary bias and gap may result
into a “calendar effect”, misleading and does not exist in reality.
4.8.5 Conclusion of Circular Smoothing
We propose the circular smoothing technique to improve the smoothing in an interval.
Circular smoothing is easily implemented by redefining the distance and directional segment
and substitute the circular version instead of an interval version. We use NW, local linear
estimator and nearest-neighboring estimator in the illustration. The circular smoothing applies
to the situations when seasonal patterns/periodic functions exist, including the situation of a
periodic function, multiple periodic functions, an evolving periodic function, a periodically-
varying-coefficient model, smoothing a sparse contingency table. Simulation results confirm
the statement that the circular smoothing technique performs better than the smoothing in an
interval. The three deficiencies (i.e. boundary bias, gap on the boundary and not make full
use of information) related to the boundary is addressed because a circle has no boundaries.
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Figure 4.1 Estimated long-cycle patterns by smoothing the seasonal-dummy-regression
estimator based on simulated series 1 (upper panel) and 2 (lower panel). Both
simulated time series are based on Yt = 2 + Sw(tw) + sin(2pita/A) + et, where
(Sw(1), Sw(2), Sw(3), Sw(4), Sw(5), Sw(6), Sw(7)) =(0.4,0.2,0.15,0.05,-0.1,-0.3,-0.4),
et
d∼ Φ(0, (1 + 0.5 sin(2pit/30))2) and Φ is the normal distribution. In simulated
series 1, sample size n = 4000 and A = 365 (i.e. an annual pattern). In simulated
series 2, sample size n = 1000 and A = 90 (i.e. a quarter-year pattern). Both series
show the need of smoothing for seasonal-dummy estimator because we can find
big fluctuation in the estimated long-cycle pattern based on the seasonal-dummy
regression. The bandwidth of 3 days, 7 days and 15 days, together with the
bandwidth obtained by cross-validation, are used.
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Figure 4.2 Phelix Electricity Index (Top), logarithm of Phelix Electricity Index (Middle), and
its first-order differences (Bottom) between July 7, 2000 and December 31, 2011.
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Figure 4.3 Estimated weekly pattern (upper panel) and annual patterns (lower panel). In the
lower panel, the black fluctuated curve is the estimated annual pattern based on
seasonal-dummy regression. The colorful dash lines are its smoothing using the
bandwidth of 3 days (purple line), 7 days (blue lines), 15 days (red line) and 30 days
(cyan line). The bandwidth selected by cross-validation tends to infinity, implying
the constant estimated curve and are not plotted. We find even the smoothing with
a small bandwidth, say 3 days, have big variance-reduction effects. Regarding the
weekly pattern, we find the rates is decreasing from Monday to Sunday. Compared
with the weekly pattern, the annual pattern has a small range/variation and may
be ignorable.
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Figure 4.4 Return rates of electricity prices of all the 601 weeks.
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Figure 4.5 Auto-correlation plot (Panel 1 and 3) and partial autocorrelation plot (Panel 2
and 4), with lags less or equal to 40 (Panel 1 and 2) and lags less than 400 (Panel
3 and 4). From top to bottom: Panel 1, 2, 3 and 4.
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Figure 4.6 Histogram of the first-order difference of logarithm price with selected threshold
ξ1 = −1.25 and ξ2=1.35 (dashed lines).We choose the value ξ1 and ξ2 separating
continuous distributions.
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Figure 4.7 Smoothing of the estimated annual patterns (top panel) and the residual plots
ˆt = Yt − cˆ− Sˆa,3(ta)− Sˆw(tw) with Sˆa,3(ta) estimated by the smoothing with the
bandwidth 7 days (middle panel) and 15 days (bottom panel).
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Figure 4.8 Histogram of the statistics Q for the series Yt = c + Sw(tw) + et with
Sw(1, 2, 3, 4, 5, 6, 7) = (0.4666, 0.0563,−0.0004,−0.0142,−0.0571,−0.2113,−0.2398),c = 0.00032,
et ∼ Φ(0, 1) and Φ is the standard normal distribution in 500 simulations (up-
per-left panel). Histograms of Q∗ based on 500 wild-bootstraps Y ∗t for the
simulated sample Yt. The upper-left, middle-left, middle-right, bottom-left and
bottom-right panels corresponding to the simulated time series 1-5 respectively.
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Figure 4.9 Plot of the estimated weekly pattern (upper panel) and the annual pattern (low-
er panel) in different moving-window sub-samples. The bandwidth used in the
smoothing of annual cycles is 7 days. Smoothing of annual pattern using the
bandwidth of 3 days and 15 days are plotted in the next figure. The mean of the
estimated weekly pattern for each weekday (i.e. Monday,· · · ,Sunday) are 0.4915,
0.0620, −0.0051, −0.0214, −0.0622, −0.2160 and −0.2487 respectively. The s-
tandard deviation of estimated weekly pattern are 0.0420, 0.0095, 0.0079, 0.0083,
0.0079, 0.0295 and 0.0245 respectively.
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Figure 4.10 Plot of the estimated annual pattern by smoothing with the bandwidth 3 days
(upper panel) and 15 days (lower panel) in different moving-window sub-samples.
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Figure 4.11 Plot of the varying estimated weekly pattern across the 601 weeks with the band-
width of 8 weeks (top panel), 16 weeks (middle panel) and 32 weeks (bottom
panel).
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Figure 4.12 Plot of the varying estimated weekly pattern across the 601 weeks with the band-
width of 52 weeks (top panel), 104 weeks (middle panel) and cross validation as
42.89 weeks (bottom panel).
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Figure 4.13 Residuals based on the varying-weekly pattern model) (top panel), using the
cross-validation bandwidth 42.89 weeks, together with the autocorrelation plot
(middle panel) and partial auto-correlation plot (bottom panel) of the residuals.
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Figure 4.14 Five points in a circle with the circumference L and 0 < x∗1 < · · · < x∗5 < L.
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Figure 4.15 Four situations of circular smoothing with x∗1, x∗2 ∈ [0, L). The conditions are (1a)
x∗1 ≤ x∗2 (top panels) and (1b) x∗1 > x∗2 (bottom panels); (2a) |x∗2−x∗1| ≤ L/2 (left
panels) and (2b) |x∗2 − x∗1| > L/2 (right panels). Each of the four panels refers to
a possible situation.
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Figure 4.16 Bias in Simulation Example 1 (top panel), 2 (middle panel) and 3 (bottom panel).
Example 1 is on the data {Yi = 0.5 + 0.3 sin(2piXi) + i}ni=1, where the normal
error i ∼ Φ(0, 0.12), Xi = Xi−1 + 1/30 + Zi/60, where Zi ∼ Uniform(0, 1).
Example 2 is on the data {Yi = e−0.1t(0.5+0.3 sin(2piX))+ i}ni=1, where the nor-
mal error i ∼ Φ(0, 0.12), Xi = Xi−1 + 1/30 + Zi/60, where Zi ∼ Uniform(0, 1).
Example 3 is the smoothing in K circularly-ordered categories with total ob-
servations n = 1000. The latent density function is the normalized version of
f(x) = 0.5 + 0.3 sin(2pix) with x ∈ [0, 1) and pii =
∫K/i
K/(i−1) f(x)dx/
∫ 1
0 f(x)dx,
where i = 1, 2, · · · ,K.
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Figure 4.17 Bias of βˆ0(t) (top panel) and βˆ1(t) (bottom panel) for the data
{(Xit, Yit = β0(t) + β1(t)Xit + it)}n,Ti=1,t=1 in 200 simulations, where
β0(t) = 2 + sin(pit/15) and β1(t) = 3 + 2 sin(pit/15), Xit ∼ Φ(5, 1), it ∼ Φ(0, 1)
and n = 20. The time T = 180 (left panel) and T = 360 (right panel).
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Figure 4.18 Plot of return rate of Phelix electricity prices. Top panel: 2000, Middle panel:
2001, Bottom panel: 2002.
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Figure 4.19 Plot of return rate of Phelix electricity prices. Top panel: 2003, Middle panel:
2004, Bottom panel: 2005.
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Figure 4.20 Plot of return rate of Phelix electricity prices. Top panel: 2006, Middle panel:
2007, Bottom panel: 2008.
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Figure 4.21 Plot of return rate of Phelix electricity prices. Top panel: 2009, Middle panel:
2010, Bottom panel: 2011.
153
Jan Mar May Jul Sep Nov Jan
1
2
3
4
5
6
Year 2000
Jan Mar May Jul Sep Nov Jan
1
2
3
4
5
6
Year 2001
Jan Mar May Jul Sep Nov Jan
1
2
3
4
5
6
Year 2002
Figure 4.22 Plot of the logarithm of Phelix electricity prices. Top panel: 2000, Middle panel:
2001, Bottom panel: 2002.
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Figure 4.23 Plot of the logarithm of Phelix electricity prices. Top panel: 2003, Middle panel:
2004, Bottom panel: 2005.
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Figure 4.24 Plot of the logarithm of Phelix electricity prices. Top panel: 2006, Middle panel:
2007, Bottom panel: 2008.
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Figure 4.25 Plot of the logarithm of Phelix electricity prices. Top panel: 2009, Middle panel:
2010, Bottom panel: 2011. There are two sudden drops of electricity prices in the
year 2009, corresponding to the two negative prices in the year 2009. For details
about the two negative electricity prices, please see the introduction subsection
in the section of empirical study.
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Table 4.3 Summary statistics of the price, logarithm price and return rate. The skewness and
kurtosis of X are E{X − E(X)}3/{V ar(X)1.5} and E{X − E(X)}4/{V ar(X)2}.
Series Pt ln(Pt) Yt
Sample size 4213 4211 4210
Minimum -47.16 1.138 -1.963
1st quartile 25.09 3.223 -0.169
Mean 38.97 3.549 0.000189
Median 35.72 3.576 -0.0282
3rd quartile 49.30 3.898 0.1034
Maximum 301.50 5.709 2.369
Variance 390.59 0.238 0.092
Skewness 2.11 -0.238 0.8137
Kurtosis 17.44 3.421 7.1202
Table 4.4 Categorize weekly maximum and minimum return rates by each weekday(601 weeks
in total)
Type Monday Tuesday Wednesday Thursday Friday Saturday Sunday Total
Max 530 41 14 7 10 2 4 601
Min 5 17 22 31 58 218 257 601
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CHAPTER 5. GENERAL CONCLUSIONS
In this dissertation, we evaluated the effects of generically-modified varieties on crop yields,
the effects of pricing errors on implied volatilities and the benefits of smoothing in nonpara-
metric estimation of seasonal time series with a long cycle.
In Chapter 2, we investigated empirically whether and to what extent the GM technology
has improved realized yields. The focus is on the non-irrigated U.S. maize and soybean yields
over 1964-2010. We controlled local effects, weather, fertilization and the pre-existing (non-GM)
crop improvement trend. We found that (i) for maize, GM varieties have increased realized
yields, with a stronger gain in the Central Corn Belt, but (ii) for soybeans, GM varieties appear
to have slightly reduced yields. We also found that for both maize and soybean, a strong trend
in yield growth, which may have accelerated in recent years within the Central Corn Belt.
In Chapter 3, we developed an analytical framework for the observed implied volatilities.
The combined effects of pricing formulae and pricing errors are evaluated theoretically and
via simulation to evaluates the role of pricing errors in contributing to the patterns observed
in the empirical markets. We found that the implied volatility is not a reliable estimator
to the underlying volatility. We proposed an alternative volatility estimator by inverting a
nonparametrically estimated price based on a kernel smoothing estimator of the underlying
price function. We found that our proposed estimator can consistently recover the underlying
volatility for general price formulae and is free of the deficiencies with the conventional implied
volatility.
In Chapter 4, we evaluated the use of smoothing in improving the finite-sample properties
of the seasonal dummy regression estimator. We derived theoretically the statistical properties
of the seasonal dummy regression estimator and its smoothing version (i.e. smoothing seasonal
dummy regression estimator) in the situation that the sample does not includes many long-
161
cycles. The theoretical derivations are for the seasonal time series with a long cycle and (i)
no short cycle, (ii) a short cycle and (iii) some short cycles. We also evaluated the benefit of
smoothing and illustrated the evidence for the advantage of our smoothing seasonal dummy
regression estimator over traditional seasonal dummy regression estimator in both simulation
studies and the empirical study.
