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Abstract
Consider a conjugacy class of a Coxeter group, and dene an equivalence relation on the
elements using the length function. Then dene a partial order on the equivalence classes, to
form a partially ordered set. In this paper, we show some properties of these posets. In particular,
we prove properties of the minimal elements, such as how many are there in a particular poset
and how many group elements are in the minimal equivalence classes. We deal especially with
the nite classical groups An; Bn, and Dn. c© 2000 Elsevier Science B.V. All rights reserved.
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1. Preliminaries
We refer the reader to [7] for the basic theory of Coxeter groups and we follow the
exposition from there. Let (W; S) be a Coxeter system, where W is a nite Coxeter
group and S has cardinality n. Suppose that this Coxeter system is determined by
a root system  of vectors with base , which also has cardinality n. The elements of 
are known as simple roots, and each generator s2 S corresponds to a reection over the
hyperplane (in real space) that is perpendicular to a vector 2 and contains the origin.
Each w2W has an expression in terms of these reections. If w=sa1 ; sa2 ; : : : ; sa‘ is such
an expression, then the length of w, denoted ‘(w) is the smallest possible ‘ for which
an expression exists. An expression of w of length ‘ is called a reduced expression.
We assume here that the group W has a connected Coxeter diagram. In other words,
for any s; t 2 S, there is a sequence
s= sa1 ; sa2 ; : : : ; sar = t (1)
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such that sai sai+1 has order greater than 2 for all i. This means that W is determined by
an irreducible root system. If the diagram is not connected, then W is a direct product
of the Coxeter groups that correspond to the connected components. If W is nite,
then the Coxeter diagram must also be acyclic, meaning for any sequence as in (1), if
sai sai+1 has order greater than 2 for all i, then st must have order 2. For the particular
Coxeter diagrams of each nite Coxeter group, see [7, Section 2:4].
Given w2W , let C(w) denote the conjugacy class that contains w. We dene the
following quasi-order on elements in C(w). Given an s2 S, we say that
w6sws if and only if ‘(w)6‘(sws) (2)
and we take the transitive closure of this relation. This is not a partial order in general
because it does not satisfy antisymmetry. In other words, it is generally possible to
have distinct w; x2W such that
w6x and x6w; (3)
under the given quasi-order. To x this, we dene an equivalence relation saying that
w  x if (3) holds and we let w be the equivalence class of w. Note that there is also
an equivalence relation  in [5], which is an important reference in this paper. That
is a dierent relation from the one here.
We then dene the partial order on these equivalence classes the canonical way to
get a partially ordered set (poset). This quasi-order was rst suggested by Stembridge
[11], and it is also discussed in [12]. For basic theory of posets, one can refer to [10,
Chapter 3].
For some w2W , let P(w) denote the poset obtained from C(w) this way. One known
property of this poset is that all minimal elements have the same length (see Theorem
1:1a of [5]). Following the notation from [5], let Cmin denote the set of elements of a
conjugacy class C of minimal length. So Cmin is the union of all minimal equivalence
classes.
This is also a ranked poset. Given w2C, choose an x2Cmin. Then a formula for
the rank of w is
( w) =
‘(w)− ‘(x)
2
:
The rank of a poset is simply the rank of one of its maximal elements.
In this paper, we investigate these posets. The Coxeter groups that we look at here
are mainly the following classical groups:
 An−1 is the symmetric group Sn, the group of permutations of f1; 2; : : : ; ng. For
i = 1; 2; : : : ; n− 1; si is the transposition (i; i + 1).
 Bn is the group of permutations of f1;2; : : : ;ng such that (−i)=−(i) for all
i. This is commonly known as the hyperoctahedral group. Here, s1 = (1;−1) and
for i = 2; : : : ; n; si = (i − 1; i).
 Dn is the subgroup of Bn of index 2, consisting of all elements  such that (i)< 0
for an even number of i2 [n]. Here, s1 = (1;−2) and for i> 1, si is the same as in Bn.
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In general, the posets of most conjugacy classes are very dicult to describe, even
those of conjugacy classes in the symmetric group. What we do in this paper is make
some observations about them, especially about their minimal elements. In Section 2,
we look at a couple of basic properties of these posets that hold for any Coxeter group.
In Section 3, we prove properties of the posets from the symmetric group. In particular,
we nd out about Cmin, using the fact that the conjugacy classes of Sn correspond to
integer partitions. We nd both the number of equivalence classes contained in Cmin
and the cardinality of each one. In Section 4, we do almost the same with the groups
Bn and Dn. Then in the nal section, we point out a few of the exceptional Coxeter
groups for which we can describe the posets, at least partially.
This paper extends work done on the classical groups that appears in [4,5], and it
gives a more specic equivalence relation on the elements of a conjugacy class than
[5] does. The posets discussed here have also been worked on by Stembridge [11], who
has written programs in Maple that determine P(w) given w and any nite Coxeter
group W , and also determine how many elements are in each equivalence class.
2. General theory
In this section, we prove some basic properties that are true for any Coxeter group.
The major results here are a determination of when the equivalence classes are sin-
gletons and a fact about reduced expressions. Following a denition from [3], if
 = sa1sa2 ; : : : ; sa‘ is a reduced expression of , where each ai 2 [n], then
R() = a1a2; : : : ; a‘ (4)
is a reduced word of .
In this section, it is not necessarily assumed that W is a nite group. However,
we only deal with conjugacy classes that contain an element of nite length. We rst
prove the following theorem about conjugacy classes, which is also a conjecture by
Stembridge, and is Theorem 3:6 of [12]. It determines when each equivalence class
has only one element.
Theorem 1. In any Coxeter group; the quasi-order on the elements of a given
conjugacy class; other than the one that contains the identity; is a partial order
if and only if the elements are involutions.
Proof. First, suppose  is an involution. Then we need to show that for each generator
si of the Coxeter group, either ‘(sisi) = ‘()  2 or sisi = . In other words, we
need to show that if ‘(sisi) = ‘(), then sisi = .
Suppose ‘(si)<‘(). Then we know that  = −1, so ‘(si)<‘(), taking in-
verses, since an element is always the same length as its inverse. So if ‘(sisi)=‘(),
then it follows [5, p. 80] that sisi = . We use the same reasoning if ‘(si)>‘().
Thus whenever  is an involution, it is the only element in its equivalence class.
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Going the other way, suppose 2Cmin is a singleton in its poset. Consider (4), a
reduced word of . Then it is clear that ‘(sa‘)<‘(). Since  is of minimal length
in its conjugacy class, we must have ‘(sa‘sa‘)= ‘(). Since  is a singleton, when it
is conjugated by sa‘ , it must remain . So we can conjugate  by sa‘ , then by sa‘−1 ,
and so on, so that, using (4) and the fact that 2Cmin,
R() = ai+1    a‘a1a2    ai (5)
is a reduced word for  for all 16i6n− 1, just like (4) is. Therefore, for each i, we
must have ‘(sai)<‘().
Let 0 be the subbase of  consisting of the simple roots that correspond to each
ai that appears in (4), and let i 20 correspond to ai. Unless  is the identity, 0 is
nonempty. Then it follows that i < 0 for every simple root in 0. Let W 0 be the
Coxeter group that corresponds to 0. Then  is the unique longest element of W 0,
and is therefore an involution.
Note that it is possible to have a single element in an equivalence class even if it is
not an involution. In A5 for example, the element  whose reduced word is 213243254
is not equivalent to any other element, and it is the 6-cycle (1,3,4,6,2,5). However,
according to the proof, if C is the conjugacy class that contains this element, then
 62Cmin.
We state the following proposition, which is Proposition 7 in [1, Chapter IV,
Section 1].
Proposition 2. The occurrence of a generator s2 S in a reduced expression of an
element  depends only on ; and not on the individual reduced expression.
This leads to the following theorem, which characterizes the equivalence classes and
extends the proposition.
Theorem 3. The occurrence of a generator s in a reduced expression of  depends
only on the equivalence class that  is in and not on the particular .
Proof. Suppose that R() is a reduced word of , as given in (4). Now suppose
a2 [n] such that ‘(sasa) = ‘(). Then it is enough to show that a is one of the ai in
expression (4), even if sasa 6= .
First suppose that ‘(sa)<‘(). Then by the exchange property [7, Section 1:7],
there exists an index i such that R() = aa1a2    a^i    a‘, where a^i means that ai is
deleted, and this is another reduced word of . If ‘(sa)>‘(), then it follows that
‘(sasa)<‘(sa). Again by the exchange property, R(sa) is either aa1a2    a^i    a‘a
for some i or a1a2    a‘a. In the latter case, we get sasa = , which means we are
done by Proposition 2. So suppose the former case is true. Then we have the following:
1. R() = aa1a2    a^i    a‘ if ‘(sa)<‘().
2. R() = a1a2    a^i    a‘a if ‘(sa)>‘().
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Fig. 1. The posets from the transpositions of A2, A3, and A4.
Each is a reduced word of . Thus by Proposition 2, a must be one of the ai that
occur in R().
By this theorem, if w6x in C(w) under the quasi-order (2), then every s2 S that
appears in w also appears in x. This is easy to show, since if ( x) = ( w) + 1,
then there exists a y2 x such that y = sws for some s2 S and this gives a reduced
expression of y. Proofs of this fact and the above theorem are also sketched in [4,
p. 277]. An equivalent statement to this theorem is that if s does not appear in a
reduced expression of , then conjugating  by s yields either  or an element of
length two greater than ‘().
3. Theory of the symmetric group
Now we look at the symmetric group Sn, which is the Coxeter group An−1. Recall
that the conjugacy classes of Sn are in one-to-one correspondence with the integer
partitions of n. Recall also that if  = (1; 2; : : : ; r) is an integer partition of n, then
so is its conjugate 0 = (01; 
0
2; : : : ; 
0
r), where 
0
i is the number of parts of  that are
greater than or equal to i.
Given a Coxeter group W , a Coxeter element in W is the product of the elements
of S, taken in any order. It has been proved (see Proposition 3:16 of [7]) that if the
Coxeter diagram is acyclic, then all Coxeter elements are conjugate to each other.
Following that proof, each conjugation does not change the length. Thus all Coxeter
elements are equivalent in their conjugacy class.
We now determine properties of the minimal elements of P() for a 2Sn. One
poset that is easy to describe is that of the transpositions. Since these are involutions,
each is in its own equivalence class by Theorem 1. The structure of these posets is
clear, looking at Fig. 1. For a<b, if  = (a; b), then ( ) = b − a − 1. Also, the
characteristic polynomial (dened in [10, p. 128]) of these posets is
(t) =
8<
:
ntn−1 − 2(n− 1)tn−2 + (n− 2)tn−3 if n>3;
2t − 2 if n= 2;
1 if n= 1
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and this can be proved by induction on n. Other posets are not as easy to describe,
and for them, we look mainly at the minimal elements.
The minimal-length elements of a conjugacy class are Coxeter elements in the
parabolic subgroup that corresponds to the partition . By Proposition 23 of [2], this
is the group
A1−1  A2−1      Ar−1: (6)
The length of a Coxeter element in An−1 is n−1. Therefore, if 2Sn has corresponding
partition , which has length r, and  has minimal length in its conjugacy class, then
‘() =
rX
i=1
(i − 1) = n− r:
We therefore have the following lemma.
Lemma 4. Given 2Sn;  6=1; let  be the corresponding partition of n. The number
of elements in each minimal equivalence class of the poset P() is
Q02
i=1 2
i−2.
Proof. Each minimal-length element is a Coxeter element in a parabolic subgroup of
An−1. It is known [9, Lemma 3:2] that the number of distinct Coxeter elements in
An−1 is 2n−2. So choose Coxeter elements from each Ai−1 in (6) for which i>2,
independently of each other, and a Coxeter element in the parabolic subgroup is formed
by multiplying these minimal-length elements in each Ai−1 together, 2
i−2 choices for
each.
Theorem 1 states that the minimal elements are singletons if and only if they are
involutions. In Sn, this holds if and only if each i62, which makes the above
product 1. So Lemma 4 is an extension of Theorem 1 in the case of the symmetric
group. We can also use this lemma to prove how many minimal elements are in
these posets.
Theorem 5. Given  and  as in Lemma 4; the number of minimal elements in
the poset P() is

01
02

multiplied by the number of permutations of the multiset
f1; 2; : : : ; 02g.
Proof. By the proof of Lemma 4, the minimal elements of a conjugacy class of Sn
are the Coxeter elements of some parabolic subgroup of An−1. By Theorem 3, it is
enough to nd how many parabolic subgroups of An−1 are isomorphic to the group
product from (6), where r is the length of .
So from the set [n] we choose pairwise disjoint subsets, each consisting of consec-
utive integers, and if i is in one set, then i + 1 cannot be in any other subset except
the one containing i. The number of integers in each subset is j − 1 for each j. This
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is the same as choosing pairwise disjoint subsets of consecutive integers of sizes j,
unless j = 1. This is for 02 such j. This is equivalent to choosing 
0
2 objects from
n−
rX
j=1
(j − 1) = n− n+ r = 01;
which can be done in

01
02

ways. However, order is important here, so we multiply
this by the number of ways to arrange the multiset f1; 2; : : : ; 02g, the order from left
to right that we choose the subsets. This proves the theorem.
Now we can easily nd the cardinality of Cmin, the number of elements of minimal
length in C, by simply multiplying the numbers found in Lemma 4 and Theorem 5.
From the above results, we have a couple of corollaries. The second one has been
posed as a question for a general Coxeter group [12, Question 3:7].
Corollary 6. The poset has a unique minimal element if and only if  is a product
of d disjoint cycles of length n=d for some d j n.
Proof. By Theorem 5, if the poset too has a unique minimal element, then we must
have each of the following conditions for the corresponding partition .
1. 02 = 0 or 
0
1 = 
0
2.
2. 1 = 2 =   = 02 if 02> 0.
If the rst condition holds, then if 02 = 0, then the corresponding  is the identity
element. Otherwise, 01 = 
0
2. Either way, the second condition implies that every part
of  is the same. Thus the corresponding  must be a product of d disjoint cycles of
length n=d.
Conversely, suppose every part of  is the same. Then there is only one permutation
of the multiset in Theorem 5. If each i = 1, then  is the identity, and is in its own
conjugacy class. Otherwise, 01 = 
0
2. Thus we are done.
Corollary 7. The poset for 2Sn is a single element if and only if any of the
following is true:
1.  = 1.
2. n= 2.
3. n= 3 and  is a 3-cycle.
Proof. It is trivial to verify that the poset is a single element for each of the three
cases. To prove the converse, let us assume that  6= 1. We know by Corollary 6 that
since there is only one minimal element, the corresponding partition  has all parts the
same, i.e., = (n=d)d, and d<n. Therefore, the number of elements in the conjugacy
class is n!=(n=d)dd!. By Lemma 4, this number must be a power of 2. If d= 1, then
this number is (n − 1)!, which means n must be 2 or 3. If d> 1, then both d and
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n=d are relatively prime to n− 1, which is a factor of the numerator, even after d! is
canceled out. Thus n − 1 must again be a power of 2. So if n> 2, then n must be
odd. But then both d and n=d are relatively prime to n − 2, since they are both odd.
So n − 2 must be a power of 2, just like n − 1 is. Therefore, n = 3 and d = 3 is the
only possibility, and we are done.
We would like to know more about the maximal elements in these posets, but this
appears to be more dicult. There is a result about this in [8], in which a specic
element of maximum length is described for each conjugacy class of Sn. However,
there is also the question about how many maximal elements are in P(). If we look
at each conjugacy class for An, then there is a unique maximal element in each case
for n< 5. However, in the conjugacy class that corresponds to  = (4; 2), there are
two. It is not dicult to analyze the maximal elements of Bn and also Dn for certain
values of n. We will see this in the next section.
4. The groups Bn and Dn
Just like there is a bijection between the conjugacy class es of Sn and the integer
partitions  such that jj=n, there is also (from [2]) a bijection between the conjugacy
classes of Bn and pairs (; ) of integer partitions such that jj+ jj= n. In Bn, there
are negative cycles of length 2d, cycles of the form (a1; a2; : : : ; ad;−a1;−a2; : : : ;−ad),
where the ai for i> 1 can be either positive or negative. Note that the involution
(a;−a) is also a negative cycle for all a. If =;, then an element in the corresponding
conjugacy class is a product of negative cycles. In general, the conjugacy class that
corresponds to (; ) contains elements that are products of cycles of lengths i times
products of negative cycles of lengths 2j.
For Dn, we consider such pairs (; ) for which  has even length, and if  = ;
and all parts of  are even, then there are two corresponding conjugacy classes (see
[2]). For example, in D4, the 4-cycles (1; 2; 3; 4) and (1; 2; 3;−4) are not conjugate in
D4, although they are conjugate in B4. However, the posets from these two conjugacy
classes are isomorphic, as a bijection can be constructed by replacing each 1 in a
reduced word in one conjugacy class by 2, and vice-versa. In other words, conjugating
an element by the transposition (1; 2) in one conjugacy class corresponds to conjugating
the corresponding element in the other conjugacy class by (1;−2). Here, we dene
isomorphic to mean not only that the posets have the same structure, but also that any
two corresponding equivalence classes have the same number of elements.
A conjugacy class C of a Coxeter group W is cuspidal if for any J * S; WJ \C=;.
By Lemma 1:2 of [4] and Theorem 3, C is cuspidal if and only if for every w2Cmin,
all s2 S appear in a reduced expression of w. This equivalent condition holds for all
nite Coxeter groups, not just the classical ones, and it can be proved by a case-by-case
examination (as stated in [4, p. 277]).
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We now follow the procedure in [5] for classifying elements of Bn and Dn. For
simplicity, given sa 2W , we dene a as follows:
 a is the reduced word of (a;−a) for W = Bn (So 1 = 1). It has length 2a− 1.
 a is the reduced word of (1;−1)(a;−a) for W = Dn (Here, 1 = ;). It has length
2a− 2.
We also give the following denition, which is very close to the one in [4], except
that here we use reduced words rather than reduced expressions.
 R(m; d) = (m+ 2)(m+ 3)    (m+ d).
 R(m; d) = m+ 1(m+ 2)(m+ 3)    (m+ d).
The lengths of these two respective elements in Bn are d− 1 and 2m+ d, and in Dn,
they are d− 1 and 2m+ d− 1. Now suppose  is a sign, +1 or −1 such that
R(m; d) =

R(m; d) if =+1;
R(m; d) if =−1:
The following is a restatement of Proposition 2:3 of [5]. We let  be a composition
of n of some length k, and we let
Si() =
iX
j=1
j:
Proposition 8. Let Wn denote either Bn or Dn. For any w2Wn; there exists ; a
sequence of signs (1; 2; : : : ; k); and a sequence T = (t1; t2; : : : ; tr) of elements of S;
such that if  = t1t2    tr ; then
R(−1w) = 1R(0; 1)2R(S1(); 2)    kR(Sk−1(); k); (7)
where 2f;; 1g and is ; unless Wn=Dn. If =1; then 1 =1 (so that 1R(0; 1)=;)
and 2=+1 (so that 2 does not appear in the reduced word). Moreover; the sequence
T can be made so that if wi = ti    t2t1wt1t2    ti and w0 = w; then ‘(wi+1)6‘(wi)
for each i.
If Wn=An, then we instead let R(m; d)=(m+1)(m+2)    (m+d−1), each i=+1,
and = ;. Then Proposition 8 makes sense for An too.
If w from Proposition 8 is in a cuspidal conjugacy class C, then the i must all
be negative (though 1 does not matter for Dn). Suppose w2Cmin. Then the element
described by (7) must also be in Cmin because there is a sequence T for which conju-
gation by elements from it does not increase the length at any step. Another property
of cuspidal conjugacy classes is stated after Lemma 1:2 of [4]. It says that given
w; w0 2Cmin, there is a sequence w=w0; w1; : : : ; wm=w0 such that for each i, there are
xi; yi 2W such that
wi = xiyi; wi+1 = yixi and ‘(wi) = ‘(xi) + ‘(yi) = ‘(wi+1):
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It follows from this, using the reduced expression of xi, that it is possible to go from w
to w0 conjugating by a sequence of si 2 S such that each resulting element is in Cmin,
just as is done in Eq. (5). Therefore, we have the following theorem.
Theorem 9. If the conjugacy class C in An; Bn; or Dn is cuspidal; then its poset has
a unique minimal element.
Thus all elements of Cmin lead to the same element that is described by (7). Now
we can show how many minimal elements are in P() for every  in Bn or Dn. We
have the following theorem.
Theorem 10. Suppose Wn=Bn or Dn. Given 2Wn; suppose (; ) is the correspond-
ing pair of partitions to C(); as described in the beginning of this section. Then if
Wn=Bn; the number of minimal elements in the poset P() is

01
02

multiplied by the
number of permutations of the multiset f1; 2; : : : ; 02g. If Wn=Dn; then the number
is also this product unless = ; and  has an odd part; in which case we add 02 to
the product.
Proof. First suppose that Wn = Bn. Given a conjugacy class, consider the elements
that have minimal length. If we let m=
P
j, then an element here corresponds to an
element in Bm that is in a cuspidal conjugacy class, paired with an element of Sn−m.
So an element of minimal length in this conjugacy class is an element in Bm times a
permutation of fm + 1; : : : ; ng, which is again a product of Coxeter elements in each
A-group of (6), since the length of the product
Q
−1(i)<0 (i;−i) is minimized when we
arrange the i in increasing order. So the number of minimal elements in this poset,
by Theorem 9, is simply the same as number of minimal elements in the poset of the
conjugacy class of An−m−1 that corresponds to the partition , and that is the number
given by Theorem 5.
We make a small adjustment for Wn=Dn. Assuming 2Cmin, we consider the word
R() that appears rst lexicographically among reduced words of . If  6= ;, then
both 1 and 2 appear in R(). So let m be the smallest number that does not appear
in R(), assuming an m> 2 exists. If we take the subword consisting of all numbers
that come before the rst number greater than m, then this element is in a cuspidal
conjugacy class in Dm, and we consider the remaining word, just as we did in Bn. This
again is a permutation of the set fm+ 1; : : : ; ng. So the number of minimal classes is
the same here.
If = ; and  has all even parts, then either 1 or 2 appears in R(), not both. So
 is in a parabolic subgroup that is isomorphic to An−1. Thus we use Theorem 5. If
we let R(0) be the word obtained by replacing each 1 by a 2, then it is not in the
same conjugacy class, so it is not counted as one of the minimal equivalence classes.
So again, the number of minimal elements is the same as in Bn.
The only case that we have not considered is where  = ; and  has an odd part.
Again, at most one of 1 or 2 appears in R(), so we can replace each 1 by a 2 and
R. Gill / Discrete Mathematics 216 (2000) 139{152 149
vice-versa and we are still in the same conjugacy class. Using Theorem 3, for each
equivalence class in Cmin for which 1 appears in an R(), there is another one for
which 2 appears. So we add the result of the other cases of this theorem to the number
of equivalence classes in which 1 appears in some R(), and that is the number of
classes that contain elements that do not x 1, which is the number of parts of  that
are greater than or equal to 2. This number is 02.
Thus the number of minimal elements in the poset for a conjugacy class C is
determined by  alone. Finding the number of elements in a minimal equivalence
class is more dicult for Bn and Dn than it is for An. There is a connection to set
partitions in the case of cuspidal classes of Bn, and it is discussed in [6].
To nd the length of a minimal element in a conjugacy class, use Proposition 8.
First, when Wn = Bn, the  in (7) must be ; and the i must be in increasing order.
Thus if C is cuspidal, then adding up the lengths of each R(m; d), the minimal length
in C is
‘(w) =
kX
i=1
(2Si−1() + i) = n+ 2
kX
i=1
Si−1()
= n+ 2
kX
i=1
i−1X
j=1
j = n+ 2
k−1X
j=1
j
kX
i=j+1
1 = n+ 2
k−1X
j=1
(k − j)j:
If Wn = Dn, then we can assume that  = ; in (7). If  = 1, then the reduced word
has the same length as one beginning with 2 instead, since 1 or 2 appears rst in the
word, then there is a number greater than 2 right after that. Since each R(m; d) has
length one less than for Wn = Bn, we have
‘(w) = n− k + 2
k−1X
j=1
(k − j)j:
For a general w2Cmin for some C, where  6= ;, just add
P
(i − 1) to the above
values to get ‘(w), since it corresponds directly to an element of Am for some m. We
know that an element has the same length as its inverse. The following is a corollary
of Theorem 9.
Corollary 11. w  w−1 for all w2Cmin Wn; where Wn = An; Bn; or Dn.
Proof. This is clear for Wn = An, using the fact that no generator appears more than
once in the reduced expression, so w is a Coxeter element in a parabolic subgroup and
so is w−1.
For Bn or Dn, this is also denitely true if w is in a cuspidal conjugacy class. As both
w and w−1 have minimal length, they both lead to the same element, by Theorem 9.
If C is not cuspidal, then w is a product of an element of Wm (which is either Bm or
Dm depending on what Wn is), which is in a cuspidal conjugacy class, for some m<n,
and a permutation of fm+1; : : : ; ng, which corresponds to an element of An−m−1. Now
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sm+1 does not appear, and the generators s1; s2; : : : ; sm, which appear in the element of
Wm, all commute with sm+2; : : : ; sn, which are the only generators that would appear
in the element of An−m−1. Since we have proved that both elements are equivalent to
their inverses, we are done.
The example given right after Theorem 1 can be used to show that if w 62Cmin,
then Corollary 11 is not necessarily true. It is clear that if w is in its own equivalence
class, then so is w−1. Also, if they are not equivalent, then their respective equivalence
classes must have the same number of elements. We would like to know an equivalent
condition for conjugacy classes C for which w  w−1 for all w2C.
Remark 12. In Bn, there is a dual relation between posets. It is known that the longest
element of Bn, w0 =
Q
i2 [n](i;−i), commutes with every element of Bn. So for each
w2Bn, the poset P(w0w) is just the reverse poset of P(w), which means it is the
poset obtained by changing the expression ‘w6sws’ in (2) to ‘w>sws’. If they are
the same poset, i.e., w and w0w are in the same conjugacy class, then P(w) is said
to be self-dual, meaning it is isomorphic to its reverse poset. Therefore, we can also
determine properties of maximal elements of posets from Bn, and we can also nd the
rank of any poset, using the length that was calculated after Theorem 10, since if w
is of minimal length in C(w), then w0w is of maximal length in C(w0w). We just
subtract the minimum length of an element in C(w0w), found after Theorem 10, from
‘(w0w) = n2 − ‘(w).
The correspondence given here can also be described by the corresponding partition
pair. If we multiply an n-cycle, say (1; 2; : : : ; n), by w0, then i− 1 7! −i and n 7! −1.
Thus if n is odd, then the result is a negative cycle of length 2n. If n is even, then it
remains an even cycle of length n. Thus the correspondence is obtained by switching
the odd parts of  and  and keeping the even parts of each the same. Since we switch
odd parts here, it follows that for the conjugacy classes of Bn, no poset can be self-dual
if n is odd.
This same duality also holds for Dn when n is even. In the case where =; and  has
all even parts, when multiplied by w0, it is in a conjugacy class that still corresponds to
the same partition pair, and the pairs correspond to their respective conjugacy classes
if n=2 is even. Since these two posets are isomorphic, all posets of this type from the
conjugacy classes of Dn are self-dual.
5. Comments on other nite groups
In this section, we briey discuss some other nite Coxeter groups for which it is
clear that there is the same duality that exists with Bn. There does not appear to be
a general approach to working with the exceptional types of Coxeter groups, although
a computer can be very helpful for a case-by-case analysis. There are some computer
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algebra packages, such as GAP, Maple, and CHEVIE, that have some programs for
this type of problem.
However, we can analyze a few of the exceptional nite Coxeter groups to some
extent. We use the fact (Exercise 5.3 of [7]) that two generators s and s0 of a Coxeter
group W are conjugate if and only if there is a sequence of generators, just as in (1),
such that each sai sai+1 has nite odd order. Then we can nd the number of minimal
elements in posets from the conjugacy classes of the exceptional Coxeter groups.
For example, it can be veried that for F4, the only posets that have more than
one minimal element are P(s1), P(s3), and P(s1s3). The latter poset has three minimal
elements and the other two have two. This veries Theorem 3, since s1 and s2 are
conjugate, but neither is conjugate to s3 or s4. We also have an isomorphism between
posets, as the parabolic subgroups generated by Snfs1g and Snfs4g are both isomorphic
to B3. So given w2F4, if we let R(w0) be the word obtained by replacing each i in
R(w) by 4 − i, then it is still reduced and P(w) = P(w0). Using this reasoning,
P(s1) = P(s3), as s3 is conjugate to s4. Also, the longest element is central in F4, so
we have the same situation as in Bn from Remark 12. For each poset P, there is a
corresponding poset that is dual to P, which may be P itself if P is self-dual.
A group that we can analyze completely is H3. As mentioned in [7, Section 2:13],
this is the direct product of the cyclic group of order 2 and the alternating group of ve
elements. Thus H3 is the group of even permutations of a ve-element set multiplied
by 1. So we can easily determine the conjugacy classes for this group. Just as in Bn,
the longest element is −1. So there is also duality between posets in H3. Therefore,
P(s1) has three minimal elements and P(−s1) has three maximal elements. These are
the only two cases in which there is more than one minimal or maximal element.
Although H4 is a lot bigger, it is known [7, p. 82] that its longest element is also
central. So we can nd which posets have more than one minimal element, and then we
can nd their dual posets. Here, P(s1) has four minimal elements (since all generators
are conjugate), P(s1s3) has three (just as in A4), and P(s2s3) has two (just as in A3).
It is also possible to nd which posets P() for 2En have more than one minimal
element. In each case, all generators are conjugate to each other. However, this requires
checking each case, and it is a lot more complicated since there are so many dierent
conjugacy classes, so it will be omitted here.
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