Abstract Small-scale magnetic fields can be observed on the Sun in high resolution G-band filtergrams as magnetic bright points (MBPs). We study Hinode/ Solar Optical Telescope (SOT) longitude and latitude scans of the quiet solar surface taken in the G-band in order to characterise the centre-to-limb dependence of MBP properties (size and intensity). We find that the MBP's sizes increase and their intensities decrease from the solar centre towards the limb. The size distribution can be fitted using a log-normal function. The natural logartihm of the mean (µ parameter) of this function follows a second-order polynomial and the generalised standard deviation (σ parameter) follows a fourth-order polynomial or equally well (within statistical errors) a sine function. The brightness decrease of the features is smaller than one would expect from the normal solar centreto-limb variation; that is to say, the ratio of a MBP's brightness to the mean intensity of the image increases towards the limb. The centre-to-limb variations of the intensities of the MBPs and the quiet-Sun field can be fitted by a second order polynomial. The detailed physical process that results in an increase of a MBP's brightness and size from Sun centre to the limb is not yet understood and has to be studied in more detail in the future.
Introduction
Magnetic Bright Points (MBPs) are thought to be manifestations of magnetic field concentrations in the photosphere, reaching the kG range. They are small in size (around 200 km in diameter, see e.g. Abramenko et al. (2010) ) and bright (e.g. Wiehr, Bovelet, and Hirzberger, 2004) . They are best detected on the solar disc centre (see e.g. Muller and Keil, 1983; Berger and Title, 2001 ). The contrast of MBPs compared to the surrounding intergranular lanes is enhanced in the continuum and is even higher in magnetically sensitive wavelength bands such as the Fraunhofer G-band (see, e.g., Schüssler et al. (2003) or Langhans and Schmidt (2002) for a detailed study of the dependence of G-band observations with the heliocentric angle).
Faculae or facular grains (e.g. Muller, 1975) are solar bright features which can be best observed at the solar limb. They are thought to be manifestations of evacuated, mostly vertical flux tubes (for a theoretical discussion about flux tubes see, e.g., Deinzer et al. (1984) ) like MBPs. Due to the strong inclination of the line of sight to the local normal at the solar limb they seem to be projected onto neighbouring granules. As the flux tube is evacuated, it appears quasi-transparent and the hot elements lying behind, such as granules, can be seen. This effect is called "the hot wall effect" (see Keller et al., 2004) . Berger, Rouppe van der Voort, and Löfdahl (2007) state that faculae are the edge of hot granules seen through a forest of magnetic elements in plages and network regions. Nevertheless, these authors also find that MBPs and faculae are clearly related elements. Earlier studies dealt mostly with the static appearance and properties of faculae (see e.g. Sütterlin, Wiehr, and Stellmacher (1999) ). In recent years the investigation of the dynamics using observations (see e.g. De Pontieu et al. (2006) ) as well as MHD simulations (Steiner, 2005) was possible. This could be only achieved due to new instrumentation and methods. The scientific interest in faculae mainly arises due to their large contribution to the variations of the total solar irradiance (TSI, see e.g. Foukal et al. (2004) and references therein). The detailed relationship between faculae on the one hand and MBPs on the other is still not well determined. An interesting recent study which tries to shed light on these aspects is that of Kobel et al. (2009) . These authors developed a method to uniquely discriminate and classify features on the solar disc as either MBPs or faculae and plan to derive further statistical parameters of MBPs and faculae, as well as of their interaction in the future.
The photospheric characteristics of MBPs and faculae and their variation with heliographic longitude and latitude, as well as along the solar cycle are important to obtain deeper insight into the action of the solar dynamo. For example, it is well known that strong and extended magnetic fields on the Sun (sunspot groups) appear in so-called activity belts, which tend to shift in latitude, closer to the equator, during an ongoing solar cycle (see e.g. the review by Hathaway (2010) ). Furthermore, the so-called active longitudes exist; these longitudes feature an enhanced probability for the emergence of new magnetic flux from the solar interior. Yet, to the best of our knowledge, there are no studies of small-scale solar magnetic fields seen as magnetic bright points (MBPs) in this context
1 . This may be due to the lack of time series of high-resolution filtergrams that scan the solar disc from east to west and from north to south in a systematic way. The situation has recently changed with the advent of new space-borne instrumentation. We report on an analysis of the variations and dependencies of MBPs with solar longitude and latitude, based on observations made with the Hinode/Solar Optical Telescope (SOT) G-band broadband filter imager (Kosugi et al., 2007 , Tsuneta et al., 2008 . As Hinode is orbiting Earth, the influence of seeing introduced by the Earth's atmosphere is not present and the data sets are stable enough to deduce the characteristics of MBPs as functions of longitude and latitude. We present results about the size distribution of MBPs and their mean intensities. Such information should be useful for theoretical flux-tube modelling.
Data
We study two data sets obtained on the 21st and 22nd of December, 2009 . The data sets consist of two time series of high-resolution filtergram data corresponding to an east-west and a south-north scan. Such scans are routinely taken (on average once a month) and can, in the future, provide valuable information about changes along the solar-cycle. All filtergrams are taken in the G-band with the broadband filter imager (BFI) of Hinode/SOT. The filter is centred around 430.5 nm (CH I molecular lines; magnetically sensitive) and has a full width at half maximum of 0.8 nm.
East-West scan
The east-west scan was taken on the 22nd of December, 2009. All images are binned in 2x2 pixels and have a field of view (FOV) of about 220 arcsec per 110 arcsec. The spatial sampling is 0.108 arcsec/pixel in both, the x and y, directions. The complete scan consists of 20 images. Each of the 10 different positions along the solar equator was imaged twice. The scan started on the 22nd of December at 10:22 UT at an eastward position of -920 arcsec (compared to the disc centre) and moved step by step (nominal step-size of 200 arcsec) 2 on to the furthest westward longitude of 870 arcsec, which was reached at 14:22 UT. The time between the two positions was roughly 25 minutes and it took about 3 minutes to take the two exposures.
South-North scan
The programme started at 14:30 UT on the 21st of December at -930 arcsec southward of the centre of the Sun and finished at 2:13 UT of the 22nd at a 1 There is one interesting study from Carlsson et al. (2004) which deals with centre-to-limb variations on simulated G-band images. 2 Around the central position the step-size was about 150 arcsec (from -123 arcsec to 76 arcsec). position 930 arcsec northward. As in the former scan, all images are binned in 2x2 pixels and have a field of view (FOV) of about 220 arcsec per 110 arcsec. The temporal coverage corresponds to two latitudinal positions per hour (nominal step-size of about 100 arcsec). For every latitudinal position the scanning programme takes 2 images with a temporal difference of about 3 minutes between the exposures. As the FOV of the instrument is rectangular with an aspect ratio of 2 to 1, a complete scan from south to north consists of twice as many images as an east-west scan, thus amounting to 40 exposures. The time lag between southnorth and east-west scans is as small as possible in order to settle a reasonable basis for future comparative and long-term studies of these quantities.
Analysis
Both data sets were analysed in the following way. First of all the primary reduction and calibration (including flat-fielding, dark-current subtraction, correction for bad pixels and read-out errors) were done through the corresponding SSW 3 IDL routines. The identification of the MBP features was done with a fully automated algorithm presented in Utz et al. (2009a) . The algorithm segments the images and subsequently identifies the interesting features. The identification uses one of the MBP key features, namely the steep local brightness gradient. The algorithm was developed originally for the identification of MBP features and exhaustively tested on data taken at solar disc centre. Nevertheless, it might happen that facular features close to the solar limb are partly identified too.
The feature size is then calculated by applying a full-width at half-maximum (FWHM) criterion on the candidate MBP segment. In our case the median intensity of the pixels belonging to the boundary of a segment is calculated. All pixels exceeding the brightness of the median boundary intensity plus half of the difference to the maximum intensity are considered for calculating the size of the feature. The position of the features on the solar disc has to be converted to a heliocentric angle. This angle enables a correction of geometrical projection effects (increase of pixel size towards the solar limb).
From both data sets we derived the following MBP quantities:
1. Size distribution of MBPs. 2. Log-normal fit coefficients of the size distribution. 3. Mean intensity of the MBP features, as well as of the full image. 4. Intensity ratio between the MBP features and the mean image intensity.
The positions of the features on the solar disc were converted to heliocentric angles. Their sizes were then compensated for projection effects with the help of those angles and taken as the diameters of circles with an equivalent area 4 .
The diameters of the features can be plotted and interpreted subsequently. We fitted the size distribution with log-normal functions:
where ω is the normalisation or weighting parameter, log µ is the mean value of the natural logarithm of the data values (sometimes called location parameter) and σ is the generalised standard deviation (sometimes refered as scale parameter) known from the normal distribution. Earlier works, such as Crockett et al. (2010) and Kühner et al. (2013) , already recognised the possibility to fit the size of MBPs by log normal distributions. The mathematical concept behind a log-normal distribution is that the logarithm of the x values follows a normal distribution (instead of the x values themselves). From the physical point of view the normal distributions are generated by additive processes and, hence, yield an additive error and variance, whereas log-normal distributions appear in or are typical of physical processes based on multiplicative laws (e.g. those found in growing processes) and, thus, give a multiplicative variance. We expect a lognormal distribution for the size of MBPs as they regularly undergo fragmentation and merging processes (see Crockett et al. (2010) ; or Bogdan et al. (1988) for an analytic interpretation of fragmentation processes and their relation to the log-normal distributions). More details and background information about the log-normal distribution can be found in Limpert, Stahel, and Abbt (2008) . For further analysis of the log µ and σ parameters, we only considered those values with a reduced χ 2 fit quality within a range of 1.0 ± one standard deviation of all reduced χ 2 values obtained by the size distribution fits. In the following, polynomial fits based on these parameters were obtained. In order to improve the quality of these fits and to consider the x-axis error, we used the following recursive scheme:
The ∆x (uncertainties of x) were propagated using the obtained polynomial functions to transfer them into a corresponding ∆y error:
where ∆y p is the propagated y error due to ∆x m , which is the measurement uncertainty in x and f ′ is the derivative of the fitting function (in our case a polynomial). The original and the propagated errors (∆y m , ∆y p ) were squared and summed quadratically to get an effective y error (∆y e ). Thus, considering now errors in y as well as in x:
scan) elongation of the features. These feature lengths are not influenced by the foreshortening effect and provide a direct measurement of the size/extension of the features. Unfortunately, this method is not applicable to MBPs due to their small size and, hence, the low number of available measurement points (about 3 different possibilities for a spatial sampling of 0.1 arcsec). These errors were used to fit again the log µ as well as the σ parameter and, hence, improve the quality of the χ 2 goodness. If the obtained value for the χ 2 goodness is still not acceptable, the process can be repeated until a stable and acceptable χ 2 value is reached (for detailed information see Orear, 1982) . The mean image intensity and the contrast of the images were calculated by excluding dark background pixels beyond the solar limb. This was done using a simple threshold method. All pixels below a value of 100 data units in intensity were considered as dark background pixels and precluded from the analysis.
The MBP intensity for a given position was calculated by taking the average of the most intense pixel of the MBP features in a given image. The centre to limb intensity distribution for the images (mean image intensity), as well as for the MBP features was then fitted by a second-order polynomial. In a next step the intensity ratio between these features and the mean image intensity was calculated by dividing the two fits for the centre to limb variation.
Results for the East-West Scan:
The size distribution of MBPs during the east-west scan displays an increase in size and a decrease in frequency (number of detected features 5 ) when approaching the limb (see Figure 1 ). All the size distributions were fitted by log-normal curves. Figure 2 shows the parameters of the size distributions. The log µ parameter was fitted by a second order polynomial, the reduced χ 2 value was 0.4. The Figure 2 . Left: The log µ parameter of the log-normal distributions shown in Figure 1 displayed versus longitude together with a second-order polynomial fit (solid line). Points marked in red have a χ 2 value outside one standard deviation interval around the optimal value of 1 and are not considered to obtain the plotted curve. The reduced χ 2 of the fit is 0.4. Right:
The parameter σ of the size distributions shown in Figure 1 versus the longitude together with a fourth order polynomial (solid line) and a sine function fit (dashed line). Values with a low confidence value (χ 2 outside the acceptable range) are again shown in red and not used for the fit. The reduced χ 2 value for the polynomial is 2.4, while for the sine function it takes a slightly better value of 2.3.
σ parameter was fitted by a fourth order polynomial (solid line) and a sine function (dashed line); the reduced χ 2 values were 2.4 and 2.3 for the polynomial and sine function, respectively. The position values for the parameters are the mean MBP x-positions within the FOV. Hence, the error bars in the plots represent the standard deviation of these mean positions. Due to the fact that the number of detected features as well as their spatial distribution on the disc changes from image to image, these error bars are not constant and the average x-position is not necessarily coincident with those of the images. The good agreement (same results within errors) between independent measurements in the two exposures taken at the same solar disc position is a good consistency test for the quality of the data sets and the analysis pipeline. Our plots show only one half of the results as the curves for the second half resemble the first and would not provide additional information but make the plots appear overloaded (4 similiar curves per measurement position). To keep the plots clearer, we also omit the original data points in Figure 1 and show only the respective fits.
The mean intensity of the image, as well as of the MBP features, decreases towards the limb and can be fitted by a second order polynomial (see Figure 3 , left panel). One has to bear in mind that the MBP positions, as given in the plot, are mean values obtained by averaging over all the positions of the detected MBPs in the FOV. Therefore, these points can show a slight deviation when compared to the positions in corresponding images. Other studies, concentrating more on the limb darkening aspect, have used more sophisticated models and hence higherdegree polynomials (e.g. fifth order polynomials; Neckel and Labs, 1994) . From the right panel of Figure 3 , it is obvious that the intensity of the MBP features decreases more slowly than the mean image intensity when approaching the limb, which gives rise to an increasing ratio. We also obtained the ratio via a direct comparison of the MBP intensity to the local surrounding intensity (median intensity within a 20 arcsec per 20 arcsec subfield) shown with crosses. Up to 800 arcsec from the solar disc centre both methods (the centre to limb variation (CLV) intensity ratio and local ratio method) agree within errors (crosses lie within dashed lines). At around this distance from disc centre the increase to the limb ceases (interval indicated by long-dashed lines). This is most probably due to identification problems or to the disappearance of MBP features when approaching the solar limb 6 . The number of detected MBPs decreases steadily and drops below 66% of the mean number of identified features per image at distances of 800 arcsec from disc centre and beyond. At this distance a significant change can also be seen in the size distribution and its behaviour. Therefore, local ratio points outside this range should be treated carefully and are marked as asterisks. The curve is asymmetric, as found for the contrast as well, and these phenomena may be related (see Section 4).
Results for the South-North Scan:
The size distributions obtained from the south-north scan (see Figure 4 ) display a similar behaviour as those obtained from the east-west scan. Namely, an increase in size and a decrease in number of features as one approaches the poles. In particular, the number of detected features with smaller sizes is decreasing while the number of larger features stays nearly constant. This is probably an indication of a selection effect (for more details, see Section 4). For the centre-to-north distribution the change in the fitting parameters is not as steady and monotonical as for the centre-to-west distribution. Specifically, the 2 distributions derived at 830 arcsec, far from disc centre, are outliers. Furthermore, one of the 930 arcsec distributions does not follow the steady trend. This might be just due to the Figure 4 . The size distributions obtained during the south-north scan. A continuous shift to larger sizes with increasing distance to the centre can be seen. The reduced χ 2 value is cloes to 1 with a one σ interval of ± 0.37. The legend gives the position at which the distributions were obtained in arcsec measured from the disc centre northwards. For each position two independent images were analysed (shown in same colour in dashed and solid line). weak MBP statistics (low number of identified features) close to the poles. The log-normal parameters of the size distributions are shown in Figure 5 . The left panel illustrates a trend of increasing sizes towards the poles given by the log µ value. Furthermore, the curve is symmetric and can be well fitted by a second order polynomial. After considering and propagating the error in position (as described before), the reduced χ 2 has a value of 0.89. The parameter σ was fitted using a fourth order polynomial. The fit follows the measured values as well as in the case of the east-west scan with a reduced χ 2 value of 2.25, after consideration of the position errors. The second fit shown with a dashed line belongs to a sine function with a corresponding goodness about 2.2.
The image as well as the MBP intensity behaves similarly to the intensities found in the east-west scan. The polar images and features are clearly darker than the ones at the centre of the solar disc (see left plot of Figure 6 ). The ratios between the mean feature intensity to the mean image intensity are also very similar. In the case of the east-west scan the ratio reaches a value of 1.45, while in the case of the south-north scan it goes up to a value of about 1.55 (see right plot of Figure 3 compared to the right plot of Figure 6 ). This can be due to averaging over different FOVs (the used FOV was rectangular). To verify the results found computing the ratio between the intensity curves we used a second method as described before (shown by crosses and asterisks; asterisks represent the results of the second method with weaker statistical significance). As the Sun was very quiet at the time of observations there was no need to exclude active regions. The two independent methods yield similar results agreeing within the errors. Furthermore, also in this case the CLV of the intensity ratios shows an asymmetry with higher intensities in the first measured hemisphere (southern) and larger errors in the boundaries in the second hemisphere (northern).
Discussion

Data sets
The data sets were acquired during a period of very low magnetic activity. Therefore, the spatial distribution and the properties of MBPs should not be influenced by active groups and regions. The solar rotation could affect the analysis by transporting the same features several times in the observed FOV but this process can be neglected as the lifetime of MBP features is in the range of several minutes (see e.g. de Wijn et al. (2005) ) while the solar rotation takes place in the range of days. Furthermore the scanning of the solar surface takes from east to west and south to north only a few hours which is too less time for the solar rotation to cause significant changes. In addition the solar rotation and the so-called limb effect (see Langhans and Schmidt (2002) , their Figure  10 ) could shift the CH molecule lines slightly in the wavelength domain. The broad width of the used G-band filter (0.8 nm) precludes any significant effect coming from those line shifts. For the positioning and accuracy of the satellite pointing we had to rely on the operators. This means that all positioning values have an additional error coming from the spacecraft positioning precision. In the instrumental paper by Kosugi et al. (2007) (page 10, Table 3 ) the values for the absolute pointing are specified as 20 arcsec and the pointing determination as 0.1 arcsec. Also the drift of the satellite within a taken position is negligible (0.6 arcsec/2 seconds).
We did not incorporate images corrected for the centre-to-limb variation of the intensity in our analysis as we wanted to apply the algorithm on images as close as possible to the original ones. Additionally, different procedures, methods and centre-to-limb variation fitting functions exist in literature (see e.g. Berger, Rouppe van der Voort, and Löfdahl (2007), Hirzberger and Wiehr (2005) or Neckel and Labs (1994) ). Therefore, different outcomes may be caused by the incorporation of different data reduction steps. One has to have in mind that every step of data reduction (dark current, flat fielding, bad pixel correction and so on) always bears the danger of artificially modifying the data and incorporating additional errors.
Algorithm
Since the used identification algorithm works with local brightness gradients the achieved image contrast is of high importance. Therefore, it is necessary to have good and especially stable image contrasts during the complete scans. This can be seen in Figure 7 that illustrates the ratio of image contrasts versus the number of detected MBP features in subsequent exposures. Here, we use the advantage of the data sets that have a double exposure per measured solar disc position. Knowing that the exposures were taken at the same position and nearly co-temporally (3 minutes time lag) a possible change in image contrast can only be due to slight variations of the solar features and more likely due to instrumental effects. Changes in the number of detected features are therefore related to changes in image quality. This helps us to estimate the influence of the image contrast on the detection quality. The figure shows the expected correlation between increasing contrasts and number of detected features (correlation coefficient of about 0.4). A perfect algorithm should be independent of image contrast variations and, hence, the scatter should be equally distributed in all 4 quadrants and the correlation coefficient should be very close to 0. We tested in the same way a possible correlation between MBP intensity and contrast, as well as between MBP area and contrast. Both scatter plots (also shown in Figure 7 ) yield no distinct relationship (the values are distributed more or less evenly over all 4 quadrants). This plot was done for the south-north data set due to the better statistics and higher accuracy (twice more observational positions compared to the east-west scan). A similar behaviour can be expected for the east-west scan.
Image stability
Due to the importance of image contrasts on the stability of the algorithm we investigated them in more detail. The image contrast is given by the standard deviation of image intensity divided by the mean intensity. Figure 8 displays the image contrast of the east-west scan. A tendency for higher contrasts from the west side compared to those from the east side can be identified. This can have a physical/solar origin (more active groups or magnetic activity on one side) or can be due to instrumental reasons. As the Sun was very quiet at the observational time we rather tend to support the instrumental origin having in mind the existence of changes due to thermal stress during the scan. The spacecraft expands and shrinks according to the heat load; this leads to a change in the optimal focus position (hence affecting the image contrast) from the centre towards the limb. Insets in Figures 8 and 9 highlight the variations of the image contrast for scans close to the disc centre. Figure 9 illustrates the contrast of the images along the south-north direction. The measurements follow a parabolic curve and are much more symmetrically distributed than in the case of the east-west scan. Therefore, we can conclude for this data set that the thermal equilibrium and heat load relaxation was nearly achieved (there was nearly no contrast asymmetry due to instrumental effects between the southern and the northern hemisphere).
Such contrast asymmetries may explain the asymmetry in the CLV of the intensity ratio (see Figsures 3 and 6). A smaller contrast in an image may be explained by de-focusing (smearing) which leads to smaller intensity differences and also to smaller absolute intensities when compared with a focused image. In both figures an increase of the contrast to the limb can be seen. We did not correct the data for quiet Sun CLV of intensities to avoid the introduction of additional errors. This causes, on the other hand, the observed rise of contrast close to the solar limb.
In summary the instrumental contrast variations should stay below 10%. Considering a variation of 5% in the number of detected features per 1% variation of image contrasts (values taken from Figure 7 ), the total variation of detected elements due to the interplay between the algorithm and instrumental effects can result in a quite huge factor of nearly 50% reduction in the detection probability at the limbs. Yet the impact on the interesting parameters for the present study (intensity, size) is well below that value as the algorithm does not show any preferential selection effects with the tested varying image contrasts 7 . For future works regarding the variation of the number of MBPs the interplay between image contrasts and detection probability should be considered.
Field of view effects
Images from the analysed data sets have the same size, but due to their rectangular shape the obtained measurements are averaged over a different range of longitudes and latitudes. This may lead to different results even though the physical appearance of the observed solar surface is the same. We investigated Figure 7 . Scatter plot of the ratio of image contrasts to the ratio of the number of detected MBPs in subsequent exposures (diamond symbols) for the south-north data set. The solid line gives a least square linear fit passing through the (1,1) point. The slope of the fit illustrates the influence of the image contrast on the detection probability (1% change in image contrast results in about 4.5% change in detected MBPs). A horizontal line would represent a perfect algorithm whose detection probability is independent of the image contrast. Furthermore, the scatter plots of the ratio of image contrasts to the ratio of detected mean MBP intensities (asterisks) and mean areas (crosses) in subsequent exposures are shown. Figure 8 . The image contrast during the east-west scan I. To highlight the smaller contrast changes in the centre of the disc, a zoom is shown as inset. A tendency towards higher contrasts on the west side compared to the east side can be identified. Figure 9 . The image contrast during the south-north scan II is shown. The smaller contrast changes in the middle of the disc are shown with a zoom and displayed as inset. The contrast is clearly higher during the second part of the scan (northern part).
the behaviour of the east-west scan G-band images varying the sizes of the FOVs (i.e. splitting the complete FOV in several subfields).
We find a major change occuring in the results between the original FOV compared to a half sized FOV. Later on, the changes are only minor and might not affect the outcome of the presented and/or similar studies. Therefore, it is important to note that one should work (at least close to the limb) with quantities averaged over FOVs smaller than 100 arcsec in length. Larger averaging windows might have a strong influence on the outcome. This can be seen in Figure 10 in more detail. Here, we investigated the ratios between the CLVs of the intensity for different averaging windows. For that purpose we fitted fourth order polynomials to the CLVs of the intensity obtained for averaging windows of different sizes. In the next step we derived the ratio of those polynomial fits. Apparently a rather large deviation between the obtained CLVs occurs especially at the eastern limb (when averaging over the full FOV, i.e., 220 arcsec per 110 arcsec) compared to the next smaller averaging window of 110 arcsec per 110 arcsec (all lines coloured in purple represent comparisons between full FOV and these smaller FOVs). A further decrease of the size of the window does not change the results significantly (see, e.g., red and orange lines; differences are smaller than 5% even at the limb). Therefore, we suppose that possible differences between the brightness enhancement of MBPs (ratio of MBP intensity to local image intensity) for the south-north scan (polar) compared to the east-west scan (see right plots in Figures 3 and 6 ) are mostly due to this effect. Figure 10 . The ratios between the intensity CLVs for different sized averaging windows are given. Lines displayed in purple indicate the ratio in % between the usage of the full FOV for averaging compared to smaller FOVs. The ratios are coded as follows: short dashed line, ratio to an averaging window over 1/2 of the FOV; long dashed line, ratio to an averaging window over 1/3 of the FOV; long-short dashed line, ratio to an averaging window over 1/4 of the FOV; long-tripple-short dashed line, ratio to an averaging window over 1/5 of the FOV; The FOV has a size of 220 arcsec per 110 arcsec. The color code represents: purple: ratios between different averaging windows to an averaging window over full FOV; red: ratios between different CLVs to a CLV gained by averaging over half FOV; orange: ratios compared to averaging over 1/3 of the FOV; The dashed vertical lines give the solar limb at the day of observation.
Comparison with previous works
Size distributions
We have seen an increase of the size of MBPs when approaching the limb. This increase can have several origins. The most important and apparent one is the effect of geometric projection. This means that when looking at the flux tube from a large angular direction, the visible portion of the hot wall increases and the complete structure appears larger and brighter. This effect might also explain the increase in brightness relative to the surrounding for the identified structures closer to the limb (see papers about the hot wall effect, e.g., Keller et al. (2004) ). Another interesting possibility to explain this effect would be the characteristics of the flux tube itself. As it is a partially evacuated structure, it is possible that the detected features correspond rather to parts of granules which appear brighter through the transparent magnetic elements than the magnetic feature itself (see e.g Hirzberger and Wiehr (2005) and references therein). Further sources influencing the detection and analysis of MBPs are the instrument, as well as the identification algorithm. In the study of Criscuoli and Rast (2009) it was shown that the contrast of agglomerations of magnetic flux tubes varies with the heliocentric angle and additionally with the number of flux tubes contained in an agglomeration. When approaching the solar limb the contrast of a single flux tube decreases faster than the contrast of a group of flux tubes. Due to the fact that the identification algorithm is based on a local brightness criterion, i.e., larger features (agglomerations of not resolved flux tubes) are preferentially detected or vice versa smaller elements (single flux tubes) lack the necessary contrast to be identified. Furthermore, the contrast of the images varies during the scan with a slight trend to have a better focus during the end of the scan. Additionally, every identification (automated or manually) is based on certain criteria. In our case the identification works on local brightness gradients (see Utz et al., 2010) that result in the change of the identification probability due to the variations in contrast. Finally, one should have in mind that due to geometrical projection effects the sampled size of a pixel is changing with latitude and longitude. This can also lead to a preferential identification of larger features and/or to a shift of the size distribution as discussed in Utz et al. (2009b) .
CLVs of the intensity
We have seen in section 4.4 that the CLVs of the intensity depend on the size of the averaging window. Nevertheless the presented results are reliable in the sense that deviations only occur to a larger extent at the limbs and the difference of about 10% is still acceptable when compared to other influences and to different results in literature. In the work of Hirzberger and Wiehr (2005) a rather flat intensity CLV is reported for facular grains (see Figure 5 of the quoted work), while Auffret and Muller (1991) , as well as Hirayama (1978) , reported a slight decrease of the CLV of the intensity of network bright points (a synonym used for MBPs in earlier works) towards the solar limbs. This difference of the behaviour of the CLV at the limb in the previous studies might be due to different methods (visual identification compared to automated one) and fitting routines (ratio of second order polynomials to a third order polynomial fit).
Furthermore, a fourth order polynomial applied to the CLV of the image intensity (used in Section 4.4 and Figure 10 for the quiet Sun) agrees clearly in a smoother way with the data points than a second order polynomial does (as used for the MBP CLV and also for Figures 3 and 6 ). On the other hand, a higher degree polynomial features a lower statistical confidence when compared to a simpler polynomial. This is due to the smaller amount of residual degrees of freedom (namely the number of data points -1 -degree of the polynomial). In our case the data consists of 10 positions for the east-west scan and 20 positions for the north-south scan which constrains us to a low degree polynomial. It would be possible to split the FOV in several subfields to increase the amount of data points. Unfortunately, this would only reduce the number of detected features in the subfields (especially close to the limbs, where the number is small anyway) and, therefore, the gain in positional accuracy would be lost in the frequency (number of detected features) and, hence, intensity accuracy. A future step to improve the CLV of MBP intensities would be the incorporation of several scans and, hence, more data. The problem that will arise is the incorporation of images with different quality obtained by the telescope at different observational dates. On the other hand, statistically such different effects may cancel each other.
Finally, we want to remark that for distances of up to 700 arcsec off the solar disc centre the results for the CLVs of the intensity of MBPs are generally in good agreement with previous studies such as those of Hirzberger and Wiehr (2005) , Auffret and Muller (1991) and Hirayama (1978) . Further limbwards, the results differ from study to study most probably due to the methods, data sets at hand, and the low number of accessible features.
Conclusions and Outlook
In this study we have investigated the dependence of MBP characteristics such as size and intensity with longitude and latitude for quiet Sun data sets. For the identification of the features, we used a fully automated detection algorithm on the best available data sets coming from a stable, space-borne telescope. We found that the detected features increase in size when approaching the solar limb. This effect was found for the east-west direction, as well as for a southnorth scan. The size distribution can be well fitted by a log-normal distribution. The behaviour of the two parameters of this distribution can be described by polynomials and for the σ parameter by a sine function equally well. The intensity of the detected features decreases to the solar limb but slower than the mean image intensity, so that the brightness enhancement (ratio of MBP intensity to local quiet Sun intensity) increases. This might be due to the inclination of the flux tubes which causes a larger proportion of the hot walls to be visible. At the limb the results differ from former studies reporting flat intensity CLVs or slightly decreasing CLVs. The difference might not have a physical origin but rather be due to the different methods employed in the various studies. Another important point is the effect the size of the averaging window can have on average quantities. One has to consider this effect, especially when using FOVs of more than 100 arcsec in length close to the solar limb. Furthermore, the significance of the results at the limbs is not as high as for values obtained within 800 arcsec from disc centre due to the lower number of identified features. Due to these reasons, and the afore mentioned different outcomes in previous studies, a final conclusion of the behaviour at the extreme limb is therefore outstanding and a visual verification of the detected features at those positions may help to clarify the picture. The effects found for the size distribution as well as for the intensity ratio have several physical origins and should be investigated in the future in more detail. Finally, we want to remark that the derived results for the equatorial scan, namely the size distribution as well as the intensity distribution (log µ, σ, contrast) agree within errors with the results for the polar scan.
An interesting step in the future would be to do a quantitative comparison between the east-west with the south-north results. As no significant physical effects are expected in east-west direction (at least for the quiet Sun) these data can be used to calibrate the south-north scans. Such calibrated south-north data will allow similar investigations for small scale magnetic field activity, as those done for large scale magnetic fields (e.g sunspot cycle, activity belts).
