The ability of various statistical techniques to forecast the July-August-September (JAS) total rainfall and monthly streamflow in the Sirba watershed (West Africa) was tested. First, multiple linear regression was used to link predictors derived from the Atlantic and Pacific sea-surface temperatures (SST) to JAS rainfall in the watershed up to 18 months ahead; then, daily precipitation was generated using temporal disaggregation; and finally, a rainfall-runoff model was used to generate future hydrographs. Different combinations of lag times and time windows on which SSTs were averaged were considered. Model performance was assessed using the Nash-Sutcliffe coefficient (E f ), the coefficient of determination (R 2 ) and a three-category hit score (H). The best results were achieved using the Pacific Ocean SST averaged over the March-June period of the year, before the rainy season, and led to a performance of R 2 = 0.458, E f = 0.387 and H = 66.67% for JAS total rainfall, and R 2 = 0.552, E f = 0.487 and H = 73.28% for monthly streamflow.
Introduction
High inter-annual rainfall variability combined with an increase in aridity in the Sahel region of West Africa during the last three decades of the 20th century have been reported by several authors (Brooks 2004 , Dai et al. 2004 , Lu and Delworth 2005 , Christensen et al. 2007 . Lu and Delworth (2005) reported a rainfall decrease of 20-50% in the region between 1950 and 2000. Samimi et al. (2012) reported exceptionally heavy precipitation with return periods of up to 1200 years during the 2007 rainy season in one Sahelian watershed. Both the drying and the variability are responsible for recurrent extreme (both low and high) precipitation levels that cause damage to several sectors of the local economy. The sector that is most often hit is rainfed agriculture, where productivity drops in the case of rain shortages, but irrigated agriculture can also be devastated by floods. Heavy precipitation in the Sahel received international media attention in 2007 , 2008 and 2010 (Samimi et al. 2012 . It was reported by IRIN (2012) that rice-growing fields along the River Niger and more than 7000 farms were flooded after heavy precipitation in August 2013.
The types of damage mentioned above occur mainly because the amount of rainfall or the peak water level in a given area happens to be too high or too low for the crops being cultivated. If information about the magnitude of the rains were available a few months before the rainy season, farmers could switch to a crop or a farm management scheme that is adapted to the upcoming rainy season. Therefore, any technique that can provide a hint about the upcoming rainy season a few months ahead of time might improve agricultural yields by increasing stakeholders' level of preparedness. Such forecasts may be useful to many other water users, such as hydropower producers and municipalities relying on surface water for domestic and/or industrial consumption.
Seasonal forecasting, defined as the best available prediction of what climate will be like in the next few months, is a natural response to the problem. It is even considered an efficient approach to drought mitigation (Hayes et al. 2005) . There are two main approaches to seasonal forecasting: (a) dynamical models, which are based on a relatively accurate simulation of the physical processes that drive the interactions between the atmosphere, land and ocean, and can account for the nonlinearities and feedback loops in these interactions; and (b) statistical models that rely on stationary relationships between predictors (usually sea-surface temperature, SST) and predictands (Schepen et al. 2012) . Even though dynamical models are theoretically more likely to provide skillful forecasts (Palmer 1986 , Marengo et al. 2003 , Hansen et al. 2009 ), they are computationally intensive applications, and their output often has low temporal and/or spatial resolution, requiring an additional downscaling step for local impact studies (Wilby and Wigley 1997 , Wetterhall et al. 2005 , Busuioc et al. 2008 . One major limitation of dynamical models is their coarse spatial resolution: since a few general circulation model (GCM) cells can cover an entire watershed, the spatial variability of climatic inputs is seriously diminished when GCM outputs are directly used as forcing variables. It is also known that GCMs have limited skill in resolving subgrid-scale features such as clouds, convection and topography (Xu 1999) . For these reasons, downscaling is commonly applied to GCM simulation outputs (e.g. Landman et al. 2001 , Charles et al. 2004 , Raje and Mujumdar 2011 . Therefore, statistical models are very popular in applications requiring higher temporal and spatial scales. One of these fields is streamflow forecasting.
Seasonal forecasts in the Sahel region are issued by two institutions: the African Centre of Meteorological Applications for Development (ACMAD) and the Agrhymet Regional Centre (ARC). Both use the Climate Predictability Tool (CPT) to link SST to monthly or seasonal rainfall (ACMAD and ARC), or streamflow (ARC). The CPT uses multiple regression to link a gridded predictor (SST in this case) to a predictand (monthly or seasonal rainfall/streamflow in this case). These forecasts are compared to forecasts from international climate centres at an annual meeting called the Prevision Saisonnière en Afrique de l'Ouest (PRESAO), and a consensus forecast is issued in a categorical format: the probability of above-normal, normal and below-normal precipitation or streamflow. Although these seasonal forecasts have been run for more than a decade now, drought and floods regularly affect the local economy, generally surprising the authorities. This raises the need to put more effort into seeking more skillful forecasting approaches, as well as a better format for the generated forecast. The low skills of the PRESAO were confirmed by Konte (2011) , who used the rank probability skill score (RPSS) and relative operating characteristic (ROC) to evaluate its 1998-2010 performance over Senegal. He found that the forecast skills varied according to the geographical location in the region and that, overall, the forecasts were better than the climatology in only 54% of the cases. This raises the need to put more effort into searching for better forecasting approaches and for a forecast format that will be more straightforward to use by the end users.
The main challenge in seasonal forecasting is the selection of the predictors, as the best predictors for rainfall and streamflow forecasting will depend on the study area. For example, Lopez-Bustins et al. (2008) found that the winter rainfall in Iberia (Spain) from 1958-2000 had a positive correlation with the Arctic and North Atlantic oscillation indices within the same period. Huang et al. (2011) found a positive correlation between the summer rainfall in northern China and the Northern Hemisphere circum-global teleconnection index during the study period 1961 -2008 . Oubeidillah et al. (2012 studied the influence of the Atlantic multi-decadal oscillation, the North Atlantic oscillation and the Atlantic SST on the streamflow variability in the Adour-Garonne basin, France. They found that the Atlantic SST had the strongest influence on streamflows in their study area, with lead times varying from 0 to 6 months. Many studies have tried to find skillful rainfall predictors for various areas in West Africa and the Sahel, and most of them ended up using the SST. Hunt (2000) found a correlation of -0.39 between long-term rainfall in the Sahel and the low-latitude Pacific SST. Janicot et al. (2001) found a significant relationship between Sahelian rainfall and SSTs in the southern tropical Atlantic and the equatorial Indian Ocean. Misra (2003) found that the amplitude of rainfall in southern Africa was affected by the Pacific SST variability. Biasutti et al. (2008) concluded that the Sahel rainfall had a negative correlation with the tropical Indo-Pacific SST, but a positive correlation with the tropical Atlantic meridional SST gradient.
The main objective of this paper is to test the ability of various statistical techniques to forecast the July-September rainfall and streamflow in the Sirba watershed, in West Africa. Several authors have worked on seasonal forecasting in the Sahel; for example, Folland et al. (1991) , Garric et al. (2002) and Mo and Thiaw (2002) used a linear relationship to explain the correlation between SST and rainfall, and applied it for rainfall forecasting. In this study, only SST was used as predictor, and a linear relationship was assumed between SST and seasonal rainfall. Several techniques were used to screen grid points in the SST datasets to reduce the dimensionality of the predictors and boost the performance of the linear models. In this paper, we focus on the Atlantic and Pacific ocean SSTs; lead times from one to 18 months before the beginning of the rainy season were considered. The paper also presents a method for generating probabilistic monthly hydrographs using the forecasted seasonal rainfall, so that they can readily be used for probabilistic risk management. The method involves the generation of a probabilistic set of seasonal total rainfall amounts, a temporal disaggregation step to generate daily rainfall time series from each member of the set and finally a rainfall-runoff transformation step for each disaggregated rainfall time series.
Materials and methods

Study area
The Sirba watershed is a 37 000-km 2 transboundary watershed shared by Niger and Burkina Faso in West Africa. The landuse data for this basin were obtained from http://www.water base.org, presenting the dominant land-use types, which are savannah, followed by agricultural pasture and cropland. For the purpose of this study, precipitation stations located inside, and less than 25 km from, the watershed boundary were considered. Daily rainfall time series spanning 1960-2008 were obtained from the Nigerian and Burkina Faso Meteorological Services. After eliminating time series having more than 10% missing data, only 11 stations (listed in Table 1 and represented in Fig. 1 ) were used in this study. The characteristic climate of this region is semi-arid to arid, with an annual rainfall of around 600 mm concentrated between July and September. The total July-September (JAS) average precipitation in the watershed was used as the predictand in the statistical models. 
Temporal averaging of the predictors
The SST data were available at the monthly time step, but it is common practice to use SST averaged over longer periods, such as trimesters, before using it in seasonal forecasting models. The choice of the period over which the SST is averaged (called the SST averaging period) will affect the performance of the forecast. Since the best period is not known a priori, SST datasets were aggregated over various periods with different lengths and different start dates. The periods were restricted to start at the beginning of a calendar month and finish at the end of a calendar month. The beginning of a period has to be later than or on 1 January of the previous year (Y -1, where Y is the year containing the rainy season for which the forecast is issued). The end of the period must be prior to or on 30 June of year Y. Figure 3 illustrates how all 171 periods corresponding to the above criteria were systematically used, where the upper bar indicates all months starting from January of year Y -1 to June of year Y. In the first run, for example, only the SST of January (Y -1) was selected as a predictor. The SST averaged over January-February (Y -1) was used as a predictor in the second run. This process was iterated in one-month increments until June Y was reached as the end of the period. The process was repeated until the beginning and the end of the periods were June Y.
Performance measures
In this study, three criteria, the coefficient of determination (R 2 ), the Nash-Sutcliffe coefficient (E f ) and the hit score (H), were used to estimate model performance. The value of R 2 can range from zero (model with no skill) to 1 (model for which simulated values are proportional to observed values) and it is commonly used to quantify how much the variation in the observed data is explained by the variation in the simulated data. However, R 2 is not sensitive to a difference of magnitude between observed and simulated data. The E f does not have that drawback and is often used in hydrology to compare a simulated and observed time series. It was also calculated to indicate specifically the model performance in time series. The E f can take any value between -∞ and 1; a value of 1 is achieved by a perfect model and a negative value is obtained for models that perform so poorly that the mean of the observed values is a better estimate. The hit score H is a measure of the ability of the model to identify correctly whether observations are below normal, normal or above normal. It is the percentage of times that the observed and simulated data fall into the same category. A high value of H is an indication of higher agreement between the two datasets. The main criterion for selecting the best model in this paper is E f ; the two other criteria were used to provide additional information.
Rainfall forecasting methods
Four different methods were used to generate rainfall hindcasts in the Sirba watershed. All of them consisted of steps aimed to reduce the dimensions of the SST dataset. The differences in the methods lie in how the dimensions of the SST were reduced. The general steps applicable to all methods are explained in Section 2.4.1, while the dimension reduction techniques are detailed in Section 2.4.2.
2.4.1 Selection of the best seasonal rainfall forecasting model For each SST dataset, the following steps were performed to select the best seasonal rainfall forecasting model. Figure 4 indicates the process of cross-validation used to develop synthetic rainfall for each year of the dataset.
(a) For each period for which the SST was aggregated, the cross-validation method was applied:
(i) For each year Y in the period for which the SST of year Y -1, and prior to the forecasted month of year Y and when rainfall in the Sirba watershed for year Y were available:
(1) the SST of year Y -1 was removed from the SST grid; (2) the rainfall of year Y was removed from the rainfall dataset; (3) the dimension of the remaining SST dataset was reduced using the methods described in Section 2.4.2 to obtain a small number of predictors; (4) a linear regression was fitted between the SST and precipitation time series; and (5) the fitted linear regression was used to simulate the rainfall of year Y.
[If SST and rainfall were in the same year (year Y), only SST and rainfall time series for year Y were removed in the first step before applying SST vector dimension reduction methods.] (ii) When the simulated rainfall was available for each year in the historical period, the objective functions R 2 , E f and H were calculated to estimate the model performance. (b) For a given SST dataset, the period that gave the best performance was presented:
SST vector dimension reduction method
As mentioned above, SST gridded data have a high dimension. Therefore, a dimensional reduction process must be performed before the linkage between SST and rainfall. This study combined statistical methods to improve the model accuracy. The details of this step are as follows:
(a) Screening SST gridded points: (i) Screening using R 2 . The correlation coefficient between the SST at each grid point and the rainfall in the Sirba watershed was calculated, and its level of significance (p < 0.05) tested. If the correlation was not significant, the grid point was discarded. The remaining grid points were then ordered (high-low). Only the Nmax best grid points were included in the analysis.
(ii) Screening using E f . A linear regression was fitted between the SST of a grid point and the rainfall in the Sirba watershed. The linear regression was used to produce simulated rainfall time series for the Sirba watershed. The E f was calculated using the observed and simulated rainfall time series. All grid points were ordered by the E f results (high-low). Only the Nmax best grid points were included in the analysis. (b) Further reduction of the dimension of the predictor:
(i) Principal component analysis (PCA) was applied on the SST gridded data remaining from step (a) to reduce the number of predictors. Because this method produces more than one set of new SST data, a forward stepwise regression method with a 5% confidence interval threshold for including a predictor was used to keep only the grid points with a predictive power. (ii) Canonical correlation analysis (CCA) was also applied to the remaining SST gridded data and historical rainfall data to reduce the number of predictors to one.
Finally, combination of the screening techniques gave the following four distinct statistical rainfall forecasting approaches: 
Temporal disaggregation approaches
Since most hydrological models require precipitation on a daily time scale, simulated seasonal rainfall from the previous step was necessarily disaggregated into daily data. The fragment method was applied in this study. This method was first proposed by Harms and Campbell (1967) and has been continuously developed since then. The fragment method was used to increase the time scale of variables using the standardized historical data to generate the fragment series for each year. The challenge with this method is the selection of a set of fragments to multiply the forecasted rainfall total to increase the temporal scale. In this paper, the sets of fragments were obtained using the steps below:
(a) Historical averaged seasonal rainfall (JAS) over the watershed (11 stations) was calculated using a Thiessen polygon method, which is the basic method to calculate the area average rainfall (Chow et al. 1988 ). (b) For each year of seasonal simulated rainfall (Y seasonal,sim ) in the series of simulated rainfall: (i) the year of historical seasonal rainfall (Y seasonal,hist ) with the average historical seasonal rainfall closest to the simulated seasonal rainfall was selected; and (ii) the daily rainfall of Y sim at station STi was estimated using equation (1). This method was able to generate the rainfall time series for 11 stations, which still maintained the rainfall distribution over the whole basin: 2.6 Daily streamflow generation using SWAT The SWAT model was one of five models (PCR-GLOBWB, GWAVA, HTESSEL and LISFLOOD) that outperformed the other models in their study. The SWAT model of the Sirba watershed contains nine sub-watersheds, 34 hydrologic response units (HRUs), five dams and nine reaches. The model was calibrated using observed rainfall time series at the 11 stations interpolated over each sub-watershed. The SWAT Calibration and Uncertainty Program (SWAT-CUP; Abbaspour 2012) was applied. SWAT-CUP has been widely used to calibrate SWAT models in many regions (e.g. Masih et al. 2011 , Jajarmizadeh et al. 2013 , Wang et al. 2014 . Only parameters related to flow were used in the calibration. Because of the short length of the dataset, no validation was performed. The model was considered reasonably well calibrated since E f calculated using monthly outputs of SWAT was 0.78.
Uncertainty analysis of rainfall and streamflow forecasts
An important feature in seasonal forecasting is uncertainty. Information about uncertainty is even more important for end users than information about the expected value of either rainfall or streamflow. The framework presented herein was therefore extended to provide information about uncertainty in the forecasted precipitation and streamflow. The forecasted precipitation was assumed to follow a normal distribution for which the mean was the estimate of the seasonal forecasting model, and for which the standard deviation was the standard deviation of the residuals. This assumption allowed us to calculate n equiprobable values of the total precipitation by taking n annual precipitation values with exceedence probability 1/2n, 3/2n, . . ., (2n − 1)/2n given the previously defined probability distribution of the forecasted annual rainfall. Each value was disaggregated following the procedure described in Section 2.5 and fed into the SWAT model of the watershed to obtain n hydrographs representing the uncertainty in the hydrological forecast. For any given day during and after the rainy season, a histogram displaying the relative probability of various flow magnitudes can be plotted. If n is large enough, the probability distribution of future flow on each future day can be plotted.
Results
Performance of JAS rainfall forecasting
In this section, we discuss the relative performance of the four rainfall seasonal forecasting models described in Section 2.4. The performance criteria (R 2 , E f and H) of each method were calculated using the observed and forecasted yearly time series. Since three objective functions were used to present the forecast skill, the best performance in this study referred to the best E f because E f has the ability to represent the difference in the magnitude between the observed and simulated data. The best performances using all four methods and the corresponding averaging period for both Pacific and Atlantic SSTs are presented in Table 2 and Fig. 5 , and Table 3 and Fig. 6 , respectively.
3.1.1 Pacific Ocean SST (a) Method 1 (PCA, screening based on R 2 and Nmax = 20): The best period on which the predictor had to be averaged was February to March in the same year as the rainy season (JAS) for which the forecast was issued (3 months of lead time). Values of R 2 , E f and H were 0.376, 0.255 and 50%, respectively. The screening process used R 2 to rank the grid points and kept the 20 best ones (Nmax = 20) among 2520 candidate grid points. PCA was applied to the reduced SST dataset to obtain 20 principal components (PCs), and then stepwise regression was used to discard PCs with no explanatory power. The number of PCs retained in the stepwise regression varied depending on the year for which a forecast was being issued, but the first PC that explained more than 90% of the variance was always selected regardless of the year for which a forecast was being issued. The best period on which the predictor had to be averaged was March to June in the year before the rainy season (JAS) for which the forecast was issued (12 months of lead time). This was the best predictor among all methods used and both SSTs. Values of R 2 , E f and H were 0.458, 0.387 and 66.67%, respectively. The screening process used was the same as described in (a), except that E f was used instead of R 2 . Again, the first PC that explained more than 54% of the variance of the reduced predictor dataset was always selected. Figure 5 (upper panel) shows that the performance of this method was roughly the same as that of Method 1. It was in good agreement with the observations in all the simulations, except in 1994, where it could not capture the magnitude of the seasonal precipitation.
(c) Method 3 (CCA, screening based on R 2 and Nmax = 10): The main difference between this method and the others was that only one predictor was obtained after CCA was applied. Therefore, stepwise regression was not needed to diminish the number of predictors further. Method 3, which had the averaging period in May of the given forecasted year, performed poorly, and the best value of E f that could be achieved was -3.91. Values of R 2 and H were also low (0.214 and 39.39%, respectively) compared to those obtained using methods 1 and 2. Figure 5 Method 4 performed as poorly as Method 3. The averaging period was only April of the given year. The best value of E f achieved was -2.18. Values of R 2 and H were low too (0.002 and 42.42%, respectively). This method seems to capture the trend of observations, but its results contain a systematic negative bias that led to a continuous underestimation of the seasonal precipitation.
3.1.2 Atlantic Ocean SST (a) Method 1 (PCA, screening based on R 2 and Nmax = 50): The best averaging period for the Atlantic SST using Method 1 was September to December of the year before the forecasted rainy season (6 months of lead time). Use of this method resulted in R 2 = 0.287, E f = 0.231 and H = 47.62%. This was the best performance in forecasting rainfall among all four methods using the Atlantic SST as the predictor. The screening process reduced the size of the predictor from 950 to 50 points (Nmax = 50). The stepwise regression step led to the selection of consecutive PCs starting from 1. The variance explained by the selected PCs was about 80%. The forecasted precipitation was compared to observations in the upper panel of Fig. 6 . There was some agreement, but the forecasts failed to capture high and low extremes. Figure 5 . Observed and simulated rainfall using the Pacific SST. Figure 6 . Observed and simulated rainfall using the Atlantic SST.
(b) Method 2 (PCA, screening based on E f and Nmax = 180):
The best averaging period using this method was July of the previous year until January of the forecasted year (5 months of lead time). The performance indicators R 2 , E f and H were 0.142, 0.125 and 47.62%, respectively. The screening process led to the selection of 180 grid points among 950 candidates. The explained variance of the PCs selected after stepwise regression varied from year to year and was 75.86% on average. The performance was roughly the same as that of Method 1 presented above: it failed to match high and low extremes in the observations (Fig. 6,  upper panel) . (c) Method 3 (CCA, screening based on R 2 and Nmax = 10): The SST averaging period of March to June of the previous year (12 months of lead time) was the best period when Method 3 was used. The skills were relatively low: R 2 , E f and H were 0.163, 0.161 and 40.48%, respectively. However, this method performed slightly better when the Atlantic SST was used as the predictor than when the Pacific SST was used. Observed and forecasted rainfalls are compared in the lower panel of Fig. 6 . Method 3 yielded forecasts that were almost constant each year and therefore cannot be used to predict high and low rainfall. This method did not produce skillful forecasts; the best results achieved were an E f of -0.05 as well as low R 2 and H of 0.158 and 42.86%, respectively. The lower panel of Fig. 6 shows that Method 4 performed slightly better than Method 3 but missed the peaks; depending on the year, Method 4 led to marked overestimations or underestimations of the seasonal rainfall.
Streamflow forecasting
The rainfall forecasting method that had the best skills (i.e. Method 2; predictor: Pacific Ocean SST; Nmax = 90) was used to simulate the streamflow forecast. It used the MarchJune SST of the previous year and therefore provided a lead time of 12 months. The best estimate of the JAS total precipitation was disaggregated using the fragment method (described in Section 2.5) and then fed into the SWAT model of the watershed described in Section 2.6. To estimate the performance of the model, the monthly simulated rainfall (after disaggregation) was compared to observed monthly rainfall using R 2 , E f and H. The results revealed that the simulated rainfall agreed well with the observed data (R 2 = 0.804, E f = 0.797 and H = 81.82%); i.e. the combination of seasonal forecasting and the fragmentation method performed fairly well. Simulated and observed monthly rainfalls are compared in Fig. 7 . The simulated daily rainfall was fed into the SWAT model, and the agreement between simulated and observed streamflow was assessed. The hydrographs generated using both observed and simulated rainfalls are presented in Fig. 8 . The streamflow simulated with the forecasted precipitation gave values of R 2 = 0.552, E f = 0.487 and H = 73.28%. These values are slightly lower than the performance obtained by forcing the SWAT model using observed precipitation (R 2 = 0.713, E f = 0.684, H = 84.73%). This moderate decrease in performance was acceptable given that the forecast was issued one year before the rainy season.
Prediction uncertainty estimation
The uncertainty in the seasonal forecast was quantified by generating 10 equiprobable values of JAS precipitation, disaggregating them, and then feeding them into the SWAT model, as described in Section 2.7. The cloud of generated rainfall values is plotted along with the observed precipitation and the best forecast in Fig. 9 (a). It shows that the observed rainfall falls within the cloud except for one time. Therefore, a water resource management policy that would ensure that no damage occurs no matter which one of the 10 plausible rainfall amounts occurs would make the area resilient to climate variability. A similar conclusion can be drawn about streamflow (Fig. 9(b) ). Finally, for the coming year, a histogram of the possible values of peak precipitation and/or streamflow could be drawn along with an exceedence probability associated with each magnitude. An example of such a histogram (derived from the possible values of the peaks) is presented in Fig. 9(c) . Increasing the number of plausible rainfall amounts above 10 would lead to an even smoother histogram and a more precise estimate of the exceedence probability of a given peak flow.
The fact that streamflow at the GarbeKorou station in Niger can be forecasted 12 months in advance is of the greatest importance for local policymakers. The methodology presented in this paper can easily be included in a probabilistic cost-benefit analysis of water resource management policies. Furthermore, there is a good chance that even better forecasts can be issued if additional potential predictors such as pressures, wind speeds and directions are investigated using similar techniques. Another possible improvement in the method is to use nonlinear relationships, as the linear model may be too restrictive for describing the relationship between precipitation and SST.
Discussion
The statistical models proposed in this study allowed the generation of relatively skillful forecasts of the JAS total rainfall in the Sirba watershed. The performance of our optimal rainfall forecasting model, Method 2 with Pacific Ocean SST (R = 0.677; R 2 = 0.458) compares favourably to that of the seasonal forecasting models presented in Barnston et al. (1996) , Garric et al. canonical correlation analysis with quasi-global SST as predictors to forecast rainfall in the African continent. Seasonal rainfall forecasting in the Sahel region obtained a correlation coefficient of 0.33 at 1-month lead time. Garric et al. (2002) used the Atlantic and Indian ocean SST and the Niño-3 index over the April-June period as predictors to forecast the monsoon rainfall (JAS) over central Sahel. A simple regression was tested for each individual predictor. The best correlation coefficients were 0.34-0.53 (R 2 = 0.12-0.29) at various lead times using the Niño-3 index. Mo and Thiaw (2002) performed an ensemble canonical correlation prediction method to forecast JAS seasonal mean rainfall over the Sahel. The March-May mean global SST was one of various predictors which were used. The simulation skill at each grid point's rainfall correlation resulted in a mean anomaly correlation of 0.34 (R 2 = 0.10). Folland et al. (1991) attempted to forecast rainfall in the Sahel using SST as predictor and obtained a correlation coefficient of 0.72 (R 2 = 0.52) at 1-month lead time. The scores are limited by both the nature of the statistical models used and the inherent unpredictability of weather beyond a certain horizon. Further research on seasonal forecasting models (type of relationships, nature of predictors, etc.) can help improve the performance up to a certain point. Because of limited resources, this paper has only used one type of predictor (SST) and a relatively simple relationship between the predictor and the predictand. It did not consider the possibility of simultaneously using several SST averaging periods to generate a larger predictor vector. There is, therefore, a potential for finding even better rainfall and seasonal forecasting models by testing other types of predictors (pressure, humidity, wind, etc.) , by considering nonlinear models and/or combining SST averaging periods. Another potential research direction is the estimation of the economic value of the forecast by looking at the opportunities for economic benefits and the value at risk of flood damage.
Models for which PCA was used to reduce the SST dimensions clearly performed better than those for which CCA was used. While it is difficult to explain with certainty why this happened, the fact that CCA provides a one-column predictor while PCA produces several potential predictors (the PCs) certainly plays a role. Therefore, using PCA increases the chance that one of the retained predictors has a significant link with the predictand. In addition, the results indicate that arbitrarily choosing a single month or a trimester as the SST averaging period may not lead to an optimal JAS rainfall forecasting performance.
To the knowledge of the authors, this paper is the first to combine statistical seasonal forecasting models with rainfallrunoff modelling in the Sahel region. It improves considerably over the categorical forecasts provided by the PRESAO meetings because its results are quantitative and can be readily used in a water management model. The probabilistic hydrographs may, for example, be supplied to a model that would simultaneously estimate irrigation benefits and flood damage and provide the probability of net benefits (or losses) for each sector of the economy. If the probability of loss is significant, policymakers may want to divert some resources in advance to mitigation procedures, or at least be prepared for a significant emergency intervention.
Conclusions
This study shows that it is possible to develop skillful statistical rainfall and hydrological seasonal forecasting models with 12-month lag times for the Sirba watershed located in West Africa. Gridded datasets of the Atlantic and Pacific oceans were used as predictors, and the relationship between annual rainfall and SSTs was assumed to be linear. A two-step screening technique was applied where particular grid points were first selected using the coefficient of determination (R 2 ) or the Nash-Sutcliffe coefficient (E f ) of the relationship between the SST at a particular point and the Sirba rainfall, and then principal component analysis (PCA) or canonical correlation analysis (CCA) followed by stepwise regression were used to reduce the dimensions of the predictor vector further to reach a practical size. The results revealed that the model developed using E f , PCA and stepwise (Method 2) with Pacific Ocean SST was the best for estimating the JulySeptember precipitation in the watershed. At a lag time of 12 months, it forecasted the annual precipitation in the Sirba with moderate skill. The rainfall forecast using the best method was temporally disaggregated and used to force a SWAT model of the watershed. Streamflow at the outlet of the watershed could be forecasted 12 months in advance (R 2 = 0.552, E f = 0.487, H = 73.28%). Finally, a simple framework was developed to include uncertainty in the forecasts, paving the road for cost-benefit analysis of management decisions.
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