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For several types of correlations: mixed-state entanglement in systems of distinguishable parti-
cles, particle entanglement in systems of indistinguishable bosons and fermions and non-Gaussian
correlations in fermionic systems we estimate the fraction of non-correlated states among the den-
sity matrices with the same spectra. We prove that for the purity exceeding some critical value
(depending on the considered problem) fraction of non-correlated states tends to zero exponentially
fast with the dimension of the relevant Hilbert space. As a consequence a state randomly chosen
from the set of density matrices possessing the same spectra is asymptotically a correlated one. To
prove this we developed a systematic framework for detection of correlations via nonlinear witnesses.
PACS numbers: 03.67.Mn, 03.65.Fd, 02.20.Sv
The notion of quantum correlations in physical sys-
tems is a concept that depends both on the system as
well as on the physical property in question. Taking as a
paradigmatic example a familiar notion of entanglement
in systems of distinguishable particles [1], we may con-
struct a general scheme of defining quantum correlations.
We start with a class of pure statesM lacking the desired
correlation property (in the case of entanglement these
are all pure product states). The non-correlated (non-
entangled) mixed states are further defined as statistical
mixtures of pure states taken from the chosen class M.
All other states are then called correlated (entangled).
The same scheme can be extended to other interest-
ing cases by modifying the choice of the class M of
‘non-correlated’ pure states. For indistinguishable parti-
cles the indispensable (anti)symmetrization of the wave-
function under permutation of subsystems introduces
strong quantum correlations. Nevertheless one can pose a
legitimate question about nature of correlations which go
beyond the mere fact that the states are anti(symmetric).
In fact, as recently shown in [2], in the case of bosons such
correlations can be extracted into an entangled state of
distinguishable subsystems represented by independent
modes. To analyze a role of double-occupancy errors for
operation of quantum gates composed of two quantum
dots, the authors of [3] introduced a measure of correla-
tions in fermionic two-particle systems. It ascribes the
vanishing entanglement (or, in other words, vanishing
correlations) only to pure states which are expressible
in terms of a single Slater determinant. The pure non-
correlated states are again probabilistic mixtures of non-
correlated pure ones. This construction was generalized
in [4] to fermionic and bosonic systems of arbitrary fixed
number of particles occupying a finite number of one-
particle states. Here the underlying Hilbert space is no
longer a product of Hilbert spaces of individual subsys-
tems, but rather an antisymmetric or symmetric part of
it. The class M of non-correlated pure states consists
of, respectively, the states in the form of a single Slater
determinant and the product bosonic states.
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Quantum information theory with bosons [5], and
fermions [6–8] in the Gaussian settings, where the num-
ber of particles can vary, is another area where we can
apply the above scheme to discriminate non-correlated
and correlated states. The underlying Hilbert spaces
are the bosonic and fermionic Fock spaces, whereas the
classes of non-correlated pure states are obtained from
the vacuum state by actions of Hamiltonians quadratic
in, respectively, bosonic and fermionic creation and an-
nihilation operators. In the later case states that are
not-correlated are related to computation protocols per-
formed with Majorana fermions that can be classically
simulated [8]. Moreover, states that cannot be written
as a statistical combination of fermionic Gaussian states
are states not described by the Bogolyubov mean field
theory [9].
Although in the following we concentrate on corre-
lations in the systems mentioned above (distinguish-
able and non-distinguishable particles, fermionic Gaus-
sian states) it is worth mentioning that the outlined gen-
eral scheme of defining (non)-correlated states can be fur-
ther extended to encompass, e.g., k-separabile states [10].
Another important type of correlations that can be ana-
lyzed within the same frame are ‘non-classical’ properties
of light [11]. Here the classM consist of Glauber coher-
ent states and ‘classical’ (‘non-correlated’) mixed states
are precisely those having a positive P-representation.
This notion of classicality was extended to spin states
[12], where again the same construction applies [4].
In all considered cases the correlation properties are
invariant with respect to specific classes of transforma-
tions performed on the system in question. Thus, e.g.,
entanglement of distinguishable particles is unchanged
under local unitary transformations. In all cases such
correlation-preserving operations form a proper subset
of all (global) unitary transformation that can be applied
to the whole system. Global unitary transformation pre-
serve the spectrum of a density matrix but, at the same
time, change its correlation properties. As a consequence
the correlation properties can not be decided upon exam-
ining the spectrum of a state. Among density matrices
with the same spectra we find correlated as well as non-
correlated states. An answer to a natural question about
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2the fraction of non-correlated states is the main result of
the paper.
To achieve the goal we present a unified scheme for de-
tection of correlations defined in the above-described way.
It has its own merits that will be elaborated in forthcom-
ing publications, here we describe only the simplest form
of it, suitable for the present purposes.
The first step is a proper description of the uncorre-
lated pure states M. Observe that there is no observ-
able having vanishing expectation value only on non-
correlated states [14]. Instead, we assume that the class
of non-correlated pure statesM is defined by a condition
involving two copies of a state,
|ψ〉 is non-correlated ⇐⇒ 〈ψ|〈ψ|A|ψ〉|ψ〉 = 0 , (1)
where A is a suitably chosen projection operator acting
in the double tensor product, H ⊗ H, of the underlying
Hilbert space H. In the following we show that indeed,
this is a correct definition of M in all considered cases.
Our criterion for detection of correlations in the mixed
states takes a particularly simple form:
tr
(
(ρ1 ⊗ ρ2) ·V
)
> 0 =⇒ ρ1 and ρ2 are correlated, (2)
where V = A − Pasym and Pasym denotes the orthog-
onal projection onto the two fold antisymmetrization,∧2H, of H. A particular choice ρ1 = ρ2 = ρ leads to
a quadratic witness of correlations
f(ρ) = tr
(
(ρ⊗ ρ) · V ) > 0 =⇒ ρ is correlated. (3)
It is important to note that the criterion is independent
on the dimension of H and uses only algebraic structure
of the setM.
In the following it will be expedient to identify pure
states with rank-one density matrices, i.e., |ψ〉 ∼ |ψ〉〈ψ|
for a normalized |ψ〉. Under such na identification the set
of uncorrelated pure states M can be treated as subset
of H, as well as a subset of the set of rank-one density
matrices denoted in the following by D1(H). To keep the
notation compact we will alternate between both inter-
pretations ofM, as it usually does not cause confusion.
We will use D(H) do denote the set of all states (non-
negatively definite, trace-one operators on H).
The set of mixed correlated states can be now identified
with the convex hullMc ofM,
Mc =
{
ρ =
∑
i
pi|ψi〉〈ψi| : pi > 0,
∑
i
pi = 1, |ψi〉 ∈ M
}
.
(4)
We are now ready to state two theorems from which
we deduce the criterion (2). We present their proofs in
the Supplemental Material [15].
Theorem 1. Assume that there exists a Hermitian oper-
ator acting on H⊗H such that 〈v|〈w|V |v〉|w〉 ≤ 0 for all
|v〉 ∈ M and for arbitrary |w〉 ∈ H. Then, for any state
ρ ∈Mc and for arbitrary non-negatively defined operator
B acting on H, we have
tr
(
(ρ⊗B) · V ) ≤ 0. (5)
Theorem 1 gives a straightforward way to construct
linear witnesses of correlations. Indeed, whenever we find
a non-negative operator B for which tr ((ρ⊗B)V ) > 0
we know that ρ is correlated. Theorem 1 does not say
anything about the existence of the operator V for a given
class of pure states M. The following theorem ensures
that such operator exists whenever M is given by the
condition (1).
Theorem 2. Consider the class of pure statesM defined
by the condition (1). The operator V = A− Pasym satis-
fies 〈v|〈w|V |v〉|w〉 ≤ 0 for all |v〉 ∈ M and for arbitrary
|w〉 ∈ H.
The above result guarantees that the operator V =
A − Pasym fulfils assumptions of Theorem 1. Note that
τV τ = V , where τ is the operator swapping between two
factors of the tensor product H⊗H. Using Theorems 1
and 2 we arrive at the result given by (2).
Below we give formulas for the operator A for four
considered classes of correlations and accompany them
with some exemplary applications for Slater determi-
nants. For Slater determinants we consider the depo-
larisation of an arbitrary pure state of two fermions [4].
Separable states. For a system of L distinguishable
particles the Hilbert space is Hd =
⊗i=L
i=1 Hi. For sim-
plicity we assume that all Hi are identical, Hi ≈ Cd.
Pure separable states are given by
Msep = {|φ1〉 ⊗ . . .⊗ |ψL〉 | |φi〉 ∈ Hi} . (6)
We introduce the notation
Hd ⊗Hd =
(
i=L⊗
i=1
Hi
)
⊗
i=L′⊗
i=1′
Hi
 (7)
where where L = L′ and spaces from the second copy of
the total space are labeled with primes. It was proven in
[17] that the set Msep is characterized by the condition
(1) where operator A is given by
Ad = Psymd − P+11′P+22′ . . .P+LL′ , (8)
where Psymd projects onto Sym
2 (H) and operators P+ii′ :Hd ⊗Hd → Hd ⊗Hd that projects onto the subspace of
Hd⊗Hd completely symmetric under interchange spaces
i and i′. Applying the above above result to criterion (2)
we recover “quadratic entanglement witness” considered
before by, among others, P. Horodecki [18], F. Mintert, A.
Buchleitner [17]. For a general discussion of non-linear
entanglement witnesses see also [19]. Interesting varia-
tion of this method can be found in [20].
Separable bosonic states [4]. The relevant Hilbert
space describing the system consisting of L bosonic par-
ticles is the L-fold symmetrization of a single-particle d-
dimensional space, Hb = SymL
(
Cd
)
. The set of pure
bosonic separable states are defined by
Mb =
{|φ〉 ⊗ |φ〉 ⊗ . . .⊗ |φ〉 | |φ〉 ∈ Cd} . (9)
3We can treat Hb and Hb⊗Hb as subspaces of respectively
Hd and Hd ⊗ Hd defined in the previous part. It was
shown [5] that operator A can be expressed by
Ab = Psymb −
(
P+11′ ◦ P+22′ ◦ . . . ◦ P+LL′
) (
Psym{1,...,L} ◦ Psym{1′,...,L′}
)
(10)
where Psymb projects onto Sym
2 (Hb) and Psym{1,...,L} and
Psym{1′,...,L′} are projectors onto subspaces of Hd⊗Hd com-
pletely symmetric under interchange of spaces labeled by
indices from the set {1, 2, . . . , L} and {1′, 2′, . . . , L′} re-
spectively.
Slater determinants [4]. The Hilbert space describ-
ing L fermions is the L-fold antisymmetrization of the
single-particle d-dimensional space, Hf =
∧L (Cd). We
distinguish the class of Slater determinants
Mf =
{|φ1〉 ∧ |φ2〉 ∧ . . . ∧ |φL〉| |φi〉 ∈ Cd, 〈φi|φj〉 = δij} .
(11)
As before, we treat Hf and Hf ⊗ Hf as subspaces of,
respectively, Hd and Hd ⊗Hd. It was proven [5] that in
this case the operator A is given by
Af = Psymf − (12)
2L
L+ 1
(
P+11′ ◦ P+22′ ◦ . . . ◦ P+LL′
) (
Pasym{1,...,L} ◦ Pasym{1′,...,L′}
)
,
where Psymf projects onto Sym
2 (Hf ) and Pasym{1,...,L} and
Pasym{1′,...,L′} are projectors onto subspaces of Hd⊗Hd com-
pletely asymmetric under interchange of spaces labeled
by indices from the set {1, 2, . . . , L} and {1′, 2′, . . . , L′},
respectively. Let us now study arbitrary depolarized pure
states of two fermions. Any state |ψ〉 ∈ Hf can be writ-
ten [4] as
|ψ〉 =
i=b d2 c∑
i=1
λi|φ2i−1〉 ∧ |φ2i〉, (13)
where λi ≥ 0,
∑i=b d2 c
i=1 λ
2
i = 1, and the vectors |φi〉 are
pairwise orthogonal. As an example we consider an arbi-
trary depolarisation of the state |ψ〉,
ρψ (p) = (1− p) |ψ〉〈ψ|+ p 2I
d (d− 1) , (14)
where p ∈ [0, 1] and I is the identity operator on Hf .
Direct usage of the criterion (3) shows that the state
ρψ (p) is correlated if
(1− p)2
5− 2 i=b d2 c∑
i=1
λ4i
+2p(1−p)χ1(d)+p2χ2(d) > 3,
(15)
where χ1(d) = 3 +
2(d−2)(d−3)
d(d−1) and χ2 (d) =
2(d+1)
d−1 +
6
d(d−1) .
Fermionic Gaussian states. Hilbert space describ-
ing fermions with unconstrained number of particles is
the Fock space, HFock
(
Cd
)
=
⊕L=d
L=0
∧L (Cd), where∧0 (Cd) is the one dimensional linear subspace spanned
by the Fock vacuum |0〉. Standard fermionic creation and
annihilation operators: a†i , ai , i = 1, . . . , d, satisfying
canonical anti-commutation relations, act in HFock. In
order to define pure fermionic Gaussian states it is con-
venient to introduce Majorana fermion operators [6, 8]:
c2k−1 = ak + a
†
k, c2k = i
(
ak − a†k
)
, k = 1, . . . , d. One
checks that they are Hermitian and satisfy the anticom-
mutation relations {ck, cl} = 2δkl. For a mixed state ρ
one defines its correlation matrix M ,
Mij =
i
2
Tr (ρ [ci, cj ]) , i, j = 1, . . . , 2d . (16)
The 2d×2d matrixM is a real and anti-symmetric. Pure
fermionic Gaussian states are, by definition, states for
which the correlation matrix is orthogonal,
Mg =
{|ψ〉 ∈ HFock (Cd) |MMT = I2d} , (17)
where the matrix M depends on |ψ〉 via (16) and I2d is
the identity matrix of size 2d. Let us define the Hermitian
operator Λ =
∑2d
i=1 ci ⊗ ci. Let P0 denote the projector
onto the subspace with the eigenvalue zero of the oper-
ator Λ. From [6, 8] it easily follows that the operator A
has the form Ag = Psymg − P0, where Psymg projects onto
Sym2 (HFock). In a recent paper [22] the set of convex-
Gaussian fermionic states was characterized analytically
in the first non-trivial case of d = 4 modes. The method
presented here cannot reproduce this result but can be
used to detect states that are not convex-Gaussian for
arbitrary number of modes.
Having proved the criterion (2) and demonstrating its
usefulness it is natural to ask how often it is satisfied
and what does it say about correlation properties of the
system in question. We answer these questions by study-
ing typical properties of function f (see (3)) restricted
to the set of density matrices having the same spectrum
(isospectral density matrices). We denote by Ω{p1,...,pN}
the set of all density matrices having an (ordered) spec-
trum {p1, . . . , pN}, where pi are real numbers satisfying
0 ≤ p1 ≤ . . . ≤ pN ,
∑
i pi = 1, Obviously, we have
Ω{1,0,...,0} = D1 (H). On the set Ω{p1,...,pN} the spe-
cial unitary group SU(H) acts naturally via the conju-
gation: U.ρ = UρU†. Every two density matrices from
Ω{p1,...,pN} are conjugate in this manner by some ele-
ment of SU(H). In what follows we will write for short
Ω{p1,...,pN} ≡ Ω. The geometry of the considered setting
is presented on Figure 1.
The set Ω is equipped with a natural unitarily invariant
probability measure µΩ that stems from the (normalized)
Haar measure µ on SU (H) and the transitive action of
this group on Ω. Our strategy is as follows: for each Ω we
employ the concentration of measure inequality [2, 3] for
the function fΩ which is the restriction of f (see (3)) to
Ω. Having done so we have the information about typical
properties of f on Ω. This gives us, provided the average
4FIG. 1. Illustration of the geometry of correlated states
in the space of density matrices D (H). The space D (H)
is located inside the region bounded by the dashed line. For
simplicity of presentation we identified the boundary of D (H)
with space of pure states D1 (H). The class of pure statesM
is given by the thick solid segments laying on D1 (H). The
class of non-correlated states,Mc, is marked by a grey region.
Set of isospectral density matrices Ω is marked by the solid
loop.
of fΩ is non-negative, the lower bound for the measure of
correlated states on Ω. This insight is different from the
previous approaches to similar problems, usually arising
from the entanglement theory, in which typical properties
of the quantity in question (some entanglement measure
or the particular property of a quantum state) were stud-
ied on the whole space D (H) with a particular choice of
the probability measure [25–27]. Our reasoning is more
general because it gives the information about typical be-
haviour of correlations for each choice of the spectrum.
Our final result is the following.
Theorem 3. Let the class M be defined by (1) and let
V be defined as in Theorem 2. Let X = dim(Im(A))dim(Sym2(H))
, Pcr = 1−X1+X and let P (Ω) =
∑
i p
2
i , denote the purity
of states belonging to Ω. Assume that P (Ω) = Pcr + δ
(δ > 0). Then, the following inequality holds,
µΩ ({ρ ∈ Ω| ρ is correlated}) ≥ 1−exp
(
−Nδ
2 (X + 1)
2
64
)
.
(18)
Here N denotes the dimension of the Hilbert space and
Im(A) the image of the operator A relevant for the prob-
lem in question. The proof of Theorem 3 is presented
in the Supplemental Material [15]. Values of the rele-
vant parameters appearing in (18) for the four discussed
classes of states are presented in Table I. Value of X for
separable states follows directly from (8). Value of X
for fermionic Gaussian states [28] follows easily from the
discussion contained in [8]. The origin of the remain-
ing two values is discussed in the Supplemental Material
[15]. Notice that for separable states, separable bosonic
states and Slater determinants Pcr → 0 and N → ∞ as
L → ∞. To our knowledge results contained in Theo-
rem 3 and Table I were not obtained elsewhere. Closely
related problems in the context of entanglement theory
were considered [26] but mostly with the use of numerical
methods.
Class of pure statesM N 1−X
Separable states dL 21−L
(
(d+1)L
dL+1
)
Separable bosonic states
(
d+L−1
L
)
1− 2(
d+2L−1
2L )
(d+L−1L )((
d+L−1
L )+1)
Slater determinants
(
d
L
) 2(dL)
(dL)+1
· d+1
(L+1)(d+1−L)
Fermionic Gaussian states 2d−1 (
2d
d )
(2d−1+1)2d−1
TABLE I. Parameters characterising typical behaviour of cor-
related states that appear in Theorem 3.
To summarize, we have presented a criterion for detec-
tion of correlated mixed quantum states i.e. states that
cannot be expressed as a convex combination of uncor-
related pure sates belonging to the classM given by the
operator A (see Eq.(1)). We have demonstrated our cri-
terion for four physically relevant classes of pure states:
separable states, separable bosonic states, Slater deter-
minants and fermionic Gaussian states. Moreover, we
have shown that our criterion leads to the characterisa-
tion of typical properties of set of correlated states be-
longing to the set of isospectral density matrices. Let
us end with comments concerning the obtained results.
First, we would like to remark that it is not a coincidence
that the projector A exists in all four considered classes
of pure states. It is a general result in the representation
theory of semisimple Lie groups [4, 7, 29] that such op-
erator exists for so-called Perelomov coherent states [31],
i.e. states that form the orbit of the relevant symmetry
group through the highest weight vector of a irreducible
representation. This observation covers first three cases
as it was discussed in [5]. On the other hand, fermionic
Gaussian states can be also treated as the orbit through
the Fock vacuum of the group of fermionic Bogoliubov
transformations or, equivalently, the group Pin (2d) [9].
It is tempting to ask whether the operator A exists for
other physically interesting classes of states (like Glauber
coherent states or bosonic Gaussian states). There are
other ways in which one can generalize the presented ap-
proach. For instance, on can try to subtract in Eq.(2)
not Pasym but some operator that would be more suit-
able for a given problem. In the future we plan to extend
our framework to cases whenM is given by the operator
acting on many copies of the physical Hilbert space.
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6SUPPLEMENTAL MATERIAL
We provide here technical details that were omitted in the
main part of the manuscript. We give proofs of Theorems
1, 2 and 3. Moreover, we give the reasoning from which
we deduce the forms of X = dim(Im(A))
dim(Sym2(H)) in the case of
bosonic separable states and Slater determinants.
Proof of Theorem 1
Proof. Since the expression (5) is linear in B and every non-
negative operator is of the form B =
∑
i |wi〉〈wi| for some
(not necessary normalized) |wi〉 ∈ H, it is enough to consider
B = |w〉〈w|, where |w〉 ∈ H is arbitrary. By definition the
condition ρ ∈Mc is equivalent to ρ = ∑j pj |vj〉〈vj | for |vi〉 ∈
M and pj ≥ 0, ∑j pj = 1. Using that and the assumption
(5) about the operator V we get
tr ((ρ⊗ |w〉〈w|)V ) =
∑
j
pj〈vj |〈w|V |w〉|vj〉 ≤ 0 .
This concludes the proof.
Proof of Theorem 2
Proof. Let |v〉 ∈ M and let |w〉 ∈ H. Let us write |w〉 =
|v||〉 + |v⊥〉, where |v||〉 ∝ |v〉 and |v⊥〉 ⊥ |v〉. We have the
following equalities
〈v|〈w|A|v〉|w〉 = 〈v|〈v|||A|v〉|v||〉,
〈v|〈w|Pasym|v〉|w〉 = 〈v|〈v⊥|Pasym|v〉|v⊥〉 = 1
2
〈v⊥|v⊥〉 .
We have used the fact that operator A is an orthonormal
projector and therefore we have A|v〉|v〉 = A|v〉|v||〉 = 0. Con-
sequently, we get the desired inequality
〈v|〈w|V |v〉|w〉 = 〈v|〈v⊥|A|v〉|v⊥〉 − 1
2
〈v⊥|v⊥〉 ≤ 0 ,
where the estimate stems from the fact that 〈v|〈v⊥|A|v〉|v⊥〉 ≤
〈v|〈v⊥|Psym|v〉|v⊥〉 = 12 〈v⊥|v⊥〉, where Psym is the projector
onto Sym2 (H).
Proof of Theorem 3
Proof. In what follows we use the notation of Theorem 3. By
EΩ (·) we denote the expectation value with respect to the
probability measure µΩ. In order to prove (18) we first show
that
EΩ (fΩ) =
P (Ω)
2
(X + 1) +
X − 1
2
. (19)
We first construct an auxiliary function on the unitary group
SU (H):
f˜Ω (U) = f
(
Uρ0, U
†
)
, (S.1)
where ρ0 = diag (p1, . . . , pN ) denotes the diagonal matrix
with the spectrum {p1, . . . , pN}. Let E (·) denote the expec-
tation value with respect to the Haar measure µ. From the
definition of the measure µΩ we have that Eµ (fΩ) = E
(
f˜Ω
)
.
Using the definition of the function f and the linearity of the
trace we have
E
(
f˜Ω
)
=
∫
SU(H)
dU tr
(
U ⊗ U (ρ0 ⊗ ρ0)U† ⊗ U† V
)
= tr
(∫
SU(H)
dU
(
U ⊗ U (ρ0 ⊗ ρ0)U† ⊗ U†
)
V
)
.
(S.2)
The integral inside the trace can be computed via the known
[1] formula valid for an arbitrary operator X acting on H⊗H,∫
SU(H)
dU
(
U ⊗ U X U† ⊗ U†
)
= aPsym + bPasym , (S.3)
where a = 2 tr(X P
sym)
N(N+1)
and b = 2 tr(X P
asym)
N(N−1) . Applying (S.3) to
(S.2) and using definitions of operators V and ρ0 we obtain
(S.19).
We now use the inequality
µΩ ({ρ ∈ Ω| ρ /∈Mc}) ≥ µΩ ({ρ ∈ Ω| fΩ (ρ) > 0}) ,
where µΩ ({ρ ∈ Ω| fΩ (ρ) > 0}) is the measure of states for
which our correlation witness detects correlations. By defini-
tion of the measure µΩ, we have
µΩ ({ρ ∈ Ω| fΩ (ρ) > 0}) = µ
({
U ∈ SU (H) | f˜Ω (U) > 0
})
.
(S.4)
If E
(
f˜Ω
)
is positive we can use a variant of the concentra-
tion of measure inequality for the group SU (H) to estimate
right hand side of (S.4). Indeed, for every smooth function F
defined on SU (H) we have the inequality [2, 3]
µ ({U ∈ SU (H) |F (U) > E (F )− }) ≥ 1− exp
(
−N
2
4L2
)
,
(S.5)
where  > 0 and L = maxU∈SU(H) |∇F |. The gradient is
taken with respect to the natural metric induced on SU (H)
when it is viewed as a subset of the algebra of linear op-
erators, Lin (H), equipped with the Hilbert-Schmidt inner
product 〈A, B〉 = tr (A†B). Note that E(f˜Ω) = δ (X + 1)
for P (Ω) = Pcr + δ. We take F = f˜Ω and apply (S.5) with
 = E
(
f˜Ω
)
,
µ
({
U ∈ SU (H) | f˜Ω (U) > 0
})
≥ 1−exp
(
−Nδ
2 (X + 1)2
4C2
)
,
(S.6)
where C = maxU∈SU(H)
∣∣∣∇f˜Ω∣∣∣. Inequalities (S.6) and (S.4)
almost give (18). We complete the proof by observing that
C ≤ 4. Indeed, from definition of the gradient we have:〈
∇f˜Ω
∣∣∣
U
, Y U
〉
=
d
dt
∣∣∣∣
t=0
f˜Ω (U) , (S.7)
where U ∈ SU (H), U(t) = etY U , Y = −Y † and Y U ∈
TUSU (H) (the tangent space treated as a (real) subspace of
Lin (H)). It follows that
〈
∇f˜Ω
∣∣∣
U
, Y U
〉
= tr ([Y ⊗ I+ I⊗ Y, ρ⊗ ρ] A) , (S.8)
where ρ = Uρ0U† and I is the identity operator. When pass-
ing from (S.7) to (S.8) we have used the fact that Pasym =
7U ⊗U Pasym U†⊗U† for an arbitrary unitary operator U . Ex-
panding ρ in the eigenbasis and using the fact that A is an
orthonormal projector we get∣∣∣〈∇f˜Ω∣∣∣
U
, Y U
〉∣∣∣ ≤ 4√〈Y U, Y U〉 . (S.9)
Plugging to the above Y U = ∇f˜Ω
∣∣∣
U
gets the desired result.
Values of X for bosonic separable states and Slater
determinants
We give here the reasoning justifying formulas for X =
dim(Im(A))
dim(Sym2(H)) appearing in (18). We use the fact that the
operator A has a clear group theoretical interpretation in
these two cases. One can identify Hb and Hf with the car-
rier spaces of irreducible representations of SU (d) [4, 5].
All irreducible representations of SU (d) are parameter-
ized by so-called highest weights [1], i.e. non increasingly
ordered sequences of length d−1 consisting of non-negative
integers:
λ = (λ1, λ2, . . . , λd−1) , (S.10)
where λ1 ≥ λ2 ≥ . . . ≥ λd−1 , and λi ∈ {0, 1, . . .}.
One can also represent λ by a Young diagram [6] - a
collection of boxes arranged in left-justified rows, with
non increasing lengths when looked from the top to the
bottom. In what follows we will use the notation 2λ =
(2λ1, 2λ2, . . . , 2λd−1). Clearly, 2λ is also a highest weight
so it corresponds to somme irreducible representation of
SU (d).
The highest weights corresponding to H = Hb and H =
Hf describing respectively L bosons and L fermions are
λb = (L, 0, . . . , 0) andλf = (1, . . . 1, 0, . . . 0) , (S.11)
where there are precisely L ones appearing in the for-
mula for λf . In [7] it was proven that the operator A ∈
Herm
(
Sym2 (H)) defining families of separable bosonic
states and Slater determinants is given by
A = Psym − P2λ, (S.12)
where P2λ is the projector onto the unique irreducible
representation of the type 2λ that appear in Sym2 (H)
(treated as a carrier space of a representation of SU (d)).
Therefore, the problem of computing X for bosonic sepa-
rable states and Slater determinants reduces to computa-
tion of dimensions of representations of SU (d) described
by highest weights 2λb and 2λf respectively. We perform
these computations explicitly with the usage of methods
described in [8].
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