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WEIGHTED EXPONENTIAL RANDOM GRAPH MODELS: SCOPE AND
LARGE NETWORK LIMITS
SHANKAR BHAMIDI1, SUMAN CHAKRABORTY1, SKYLER CRANMER2, AND BRUCE DESMARAIS3
Abstract. We study models of weighted exponential random graphs in the large network limit.
These models have recently been proposed to model weighted network data arising from a host of
applications including socio-econometric data such as migration flows and neuroscience. Analogous
to fundamental results derived for standard (unweighted) exponential random graph models in the
work of Chatterjee and Diaconis, we derive limiting results for the structure of these models as the
number of nodes goes to infinity. Our results are applicable for a wide variety of base measures
including measures with unbounded support. We also derive sufficient conditions for continuity of
functionals in the specification of the model including conditions on nodal covariates. Finally we
include a number of open problems to spur further understanding of this model especially in the
context of applications.
1. Introduction
Exponential random graph models (ERGMs) constitute one of the fundamental tools in the
statistical analysis of networks [16, 29, 26, 28]. We start by describing ERGMs as these serve as
the stepping stone for the model studied in this paper. Write [n] := {1, 2, . . . , n} and let
Xn := {(yij)i 6=j∈[n] : yij = yji, yij ∈ {0, 1}},
denote the set of all unweighted and undirected simple networks on n vertices; here the presence
of an edge between vertices i, j is represented by yij = 1 and yij = 0 otherwise. Given an observed
networkY := (Yij)i 6=j∈[n] ∈ Xn, one can model this observed network as a sample from a probability
distribution of the form,
Pn(y,θ) =
exp(θ′T (y))∑
x∈Xn exp(θ
′T (x))
, y ∈ Xn. (1.1)
Here for m ≥ 1, θ ∈ Rm is a parameter vector whilst T (·) : Xn → Rm is a vector of statistics
often constructed with domain-specific motivations and knowledge and might include terms that
measure clustering and reciprocity in the network, other notions of connectivity and might include
node-level covariates. The aim or object of inference then from the observed network Y is this
parameter vector θ.
There is an enormous amount of methodology using ERGMs built for unweighted network models.
In the last few years, predominantly motivated by applications and real-world data, a host of
weighted network data have arisen ranging from financial applications [18], modeling migration
flows between different regions [10, 14] and brain networks [27]. While the development of generative
models analogous to ERGMS in this context is much less developed, there has been recent progress
both in methodological developments [25, 19, 14] as well as computational tools to generate and
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derive statistical inference for these models [30]. Following [14], we will refer to this general family
of models as Generalized Exponential Random graph models (GERGM); a precise definition of
the model is given in Section 3; for closely associated settings, see [19] for model formulations and
terminology that further inspired this work; for the sake of concreteness we stick with the term
GERGM. Recently [31, 12] have investigated these models when the edge weights are bounded.
The aim of this work is to study this model in full generality. To fix ideas, next we informally
describe the GERGM model. Let
Yn := {(yij)i 6=j∈[n] : yij = yji, yij ∈ R},
denote the set of weighted and undirected simple networks on n vertices; here yij represents the
weight of the edge between vertices i, j. We do not distinguish between an edge with zero weight and
an missing edge, we write yij = 0 in either cases. Suppose Q is a real valued random variable with
density q (with respect to the Lebesgue measure). Consider the following probability distribution
on Yn
Pn(y,θ) ∝ exp(θ′T (y))
∏
1≤i<j≤n
q(yij), y ∈ Yn. (1.2)
Similar to ERGM, here also for m ≥ 1, θ ∈ Rm is a parameter vector and T (·) : Xn → Rm
is a vector of statistics that captures the dependence between edges. Note that Pn in (1.2) is a
probability distribution only when E (exp(θ′T (Y))) is finite, where {Yij : 1 ≤ i < j ≤ n} is an
array of independent and identically distributed random variables with common distribution Q.
Here Q captures the inherent nature of edge-weights if there was no dependence. For example,
if Q ∼ Bernoulli(1/2), then this gives usual ERGM. Q can be discrete or continuous depending
on the application domain. For example if the edge-weights are non-negative integers (possibly
unbounded), then a possible choice of Q would be Poisson distribution with appropriate parameter,
one of the examples considered in [19].
A common problem encountered by practitioners regarding the ERGMs is the problem of degen-
eracy. Informally it says that for some choices of the sufficient statistic T , for most of the parameter
values, the probability distribution given by (1.1) place all of its mass on either empty graphs or
complete graphs (see [28]). Motivated by the empirical study in [30] we investigate degeneracy
phenomenon for GERGM. In particular we show that when the edge weights are standard normal
distribution the GERGM edge-two-star model does not suffer from degeneracy.
In Section 3 we will explicitly state our assumptions and findings. Before diving into the precise
statement of the model and results, let us informally outline the aims of this paper.
Aims: We had five major goals in writing this paper:
(a) Develop general theory in order to derive a formula for the limiting normalizing constant of
GERGM and understand the behavior of GERGM when n (number of nodes) goes to infinity
with minimal continuity assumptions on the specifications (the functional T ) based on large de-
viation results for symmetric random matrices [9] that deals with general (possibly unbounded)
GERGM specifications.
(b) Via both direct calculations as well as application of the general theory developed above, show
that various base measures including the normal distribution as well as distributions with
density proportional to exp (−x4) satisfy the conditions required for the main results. These
calculations are driven by “proof of concept” motivations and can serve as the starting point
to illustrate the kinds of calculations required for other base measures.
(c) Derive concrete expressions of the limits for various specifications involving “homomorphism”
counts of motifs.
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(d) Investigate “degeneracy” phenomenon for GERGM models. In particular we show that if the
edge weights are standard normal distribution then the GERGM edge-two-star model does not
suffer from degeneracy.
(e) Understand issues regarding continuity (or lack thereof) of standard functionals in the general
weighted case and in particular make a start in understanding the scope of GERGM specifica-
tions.
We have also included a number of open problems that we hope will motivate further work on
this model.
1.1. Organization of the paper. We start with some preliminary notation required to setup
the formulation of the model in Section 2. In Section 3 we describe the model and the main
results. Section 4 discusses the scope of this model with reference to continuity considerations for
the specification. In Section 5 we describe the relationship of this paper to existing results and
literature as well as describe a number of open directions. Finally Section 6 contains the proofs of
all our main results.
2. Graph limits and Large deviation preliminaries
In this section we start with some notation required to define our model and results. Much of
the exposition below follows [21]. A symmetric n × n random matrix X(ω) = {xij}1≤i,j≤n with
xij = xji for all i, j ∈ [n] can be mapped to a symmetric kernel in the following obvious manner:
k(x, y, ω) =
n∑
i,j=1
xij(ω)1Jni (x)1Jnj (y), (2.1)
where Jn1 = [0,
1
n
] and for i = 2, . . . , n, Jni is the interval (
i−1
n
, i
n
]. Thus a probability measure on
the space of symmetric random matrices results in a family of induced probability measures Qn on
D = [0, 1] × [0, 1]. K is defined as the space of symmetric measurable functions from D → R. For
each fixed n, the range of the map X → k in (2.1) is a finite-dimensional subspace of step functions
Kn ⊂ K. The cut distance [21, 4, 2, 3] in the space K is defined as follows,
d(k1, k2) = sup
|φ|≤1,|ψ|≤1
∣∣∣∣
∫
(k1(x, y)− k2(x, y))φ(x)ψ(y) dx dy
∣∣∣∣ , (2.2)
where φ and ψ are Borel measurable functions on [0, 1]. One can equivalently write
d(k1, k2) = sup
A,B⊂[0,1]
∣∣∣∣
∫
A×B
(k1(x, y)− k2(x, y)) dx dy
∣∣∣∣,
where A and B are Borel subsets of [0, 1]. We will quotient the space via the following equivalence
relation: Write Σ as the space of all measure preserving bijections (with respect to the Lebesgue
measure) σ : [0, 1]→ [0, 1]. For k1, k2 ∈ K, say that k1 ∼ k2 if,
k1(x, y) = σk2(x, y) := k2(σx, σy), a.e. x, y, for some σ ∈ Σ.
We denote the orbit {σk : σ ∈ Σ} by k˜. Write K˜ := K/ ∼ for the quotient space under the relation
∼ on K and τ for the natural map from k → k˜. Since the distance d in (2.2) is invariant under σ,
one can define a natural distance δ on K˜ via
δ(k˜1, k˜2) = inf
σ
d(σk1, k2) = inf
σ
d(k1, σk2) = inf
σ1,σ2
d(σ1k1, σ2k2), (2.3)
making (K˜, δ) into a metric space.
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Write Q˜n for the measure on K˜ obtained as the push-forward of the measure Qn as above on K
i.e. Q˜n(S˜) = Qn(τ
−1(S˜)) for all measurable S˜ ⊂ K˜. We now introduce some notation to state a
large deviation result for Q˜n proved in [9]. We assume that xij ’s are independent and identically
distributed with measure µ and further ∫
eθx
2
µ(dx) <∞, (2.4)
for all θ ∈ R. This implies in particular that the moment generating function M(θ) := ∫
R
eθx µ(dx)
is finite and satisfies
lim sup
|θ|→∞
1
θ2
lnM(θ) = 0. (2.5)
Thus the conjugate rate function of Cramer defined via
h(x) := sup
θ
[θx− lnM(θ)], (2.6)
satisfies
lim inf
|x|→∞
h(x)
x2
= +∞.
Now we define the rate function I(·) on K as follows
I(k) =
1
2
∫∫
D
h(k(x, y)) dx dy, k ∈ K. (2.7)
Note that the rate function is invariant under measure preserving bijection and thus it extends
naturally to a rate function on K˜ naturally. The following result was proven in [9]
Theorem 2.1 ([9]). Under assumption (2.4), the sequence of measures {Q˜n}n≥1 satisfies a large
deviation property with rate function I(·), that is, for every closed C ⊂ K˜,
lim sup
n→∞
1
n2
ln Q˜n(C) ≤ − inf
k˜∈C
I(k˜), (2.8)
and for open U ⊂ K˜,
lim inf
n→∞
1
n2
ln Q˜n(U) ≥ − inf
k˜∈U
I(k˜). (2.9)
3. Generalized exponential random graph Model
3.1. Model Formulation and Main Theorem. We now formally describe the main model of
interest for this paper. In words, this model is obtained by naturally tilting a base measure made
up of independent entries via an appropriate specification. Let us describe each of these ingredients.
Definition 3.1 (Base measure). Let n ≥ 1 be a fixed positive integer. Let Pn is the measure
of the i.i.d. random variables (qij)1≤i<j≤n, where qij is the edge weight of the edge {i, j}, for
1 ≤ i < j ≤ n. We assume qij = qji for 1 ≤ i < j ≤ n and, for the diagonal, let qii = δ0 be the unit
mass at zero, for i = 1, . . . , n independent of the remaining edges. We map the matrix (qij)1≤i,j≤n
into an element of K using (2.1). Let Qn be the measure obtained by the induced measure on K
and, Q˜n be the corresponding push-forward measure on K˜. Call Q˜n the base measure.
Next we formally define the generalized exponential random graph model.
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Definition 3.2 (GERGM). Fix a function T : K˜ → R. Then the generalized exponential random
graph model [14, 19] is a probability measure R˜n on K˜ defined via tilting the base measure Q˜n using
T . Formally,
dR˜n(k˜) = exp{n2(T (k˜)− ψn)} dQ˜n(k˜), k˜ ∈ K˜. (3.1)
Remark 3.3. The base measure models the weights of the edges. For example, if the edge weights
in a network are non-negative then the qij’s should be taken as non-negative random variables.
The function T controls the dependence between the edges. T is usually a function of the graph
under consideration. For example, in ERGM, choices of T include (appropriately scaled) number
of edges, triangles, two-stars etc. Although the definition of GERGM is valid for any function T ,
in this paper, we will focus on some popular choices of T that includes weighted homomorphism
densities of triangles, two-stars etc. These are discussed in detail in section 4.
The initial goal of this Section is to understand the asymptotics for the partition function or
normalizing constant ψn. Later sections develop the ramifications of this asymptotics. First we
need some further notation. From (3.1) it is easy to see that,
ψn =
1
n2
ln
∫
K˜
en
2T (k˜) dQ˜n(k˜). (3.2)
We need the following truncation operator on R. Note that for any q ∈ R and fixed l > 0, one may
decompose q = fl(q) + gl(q) where,
fl(q) = q if |q| ≤ l,
= l if q ≥ l,
= −l if q ≤ −l. (3.3)
Obviously gl(q) = q − fl(q). This decomposition extends naturally (when applied entry-wise) to
K and thus to K˜. We write the corresponding decomposition of k = fl(k) + gl(k) for k ∈ K and
analogously for k˜ ∈ K˜. Write Kl = {k ∈ K : |k(x, y)| ≤ l}. We will need some smoothness
assumptions on the function T :
(C1): Suppose that for each fixed l > 0, T is a bounded continuous function in cut-metric when
restricted to Kl and further satisfies∫
K˜
exp(n2T (k˜)) dQ˜n(k˜) <∞, (3.4)
(C2): T (k˜0)− I(k˜0) ≥ 0, for some fixed k˜0 ∈ K˜ and further, given any ǫ > 0, there exists fixed
ǫ′ = ǫ′(ǫ) > 0 such that,
lim sup
l→∞
lim sup
n→∞
1
n2
ln
∫
{T (k˜)−T (fl(k˜))≥ǫ}
en
2T (k˜) dQ˜n(k˜) ≤ −ǫ′, (3.5)
(C2)′: Given any ǫ > 0,
lim sup
l→∞
lim sup
n→∞
1
n2
ln
∫
{T (k˜)−T (fl(k˜))≥ǫ}
en
2T (k˜) dQ˜n(k˜) = −∞. (3.6)
Theorem 3.4. Assume condition (C1) and either (C2) or (C2)′. Then we have the following
evaluation of the normalizing constant:
ψ = lim
n→∞ψn = liml→∞
sup
k˜∈K˜l
(T (k˜)− I(k˜)) (3.7)
Here I is the rate function defined in (2.7).
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Remark 3.5. Note that (3.6) implies (3.5). It is sufficient to assume (3.6) to prove the Theorem
3.4 but we have used the fact T (k˜0)− I(k˜0) ≥ 0, for some fixed k˜0 ∈ K˜ together with (3.5) to prove
Theorem 3.4.
Our next goal is to establish asymptotic behavior of a typical realization from the GERGM
model as n → ∞. We will prove that as long as the maximizers of T (k˜) − I(k˜) are finite we will
be able to say that a typical graph will concentrate around the maximizers, where the distance is
measured in cut-metric as defined in (2.3). This allows one to extract important information about
graph properties that are continuous in cut-metric, including homomorphism densities of small
subgraphs. Let us denote F˜ ∗ as the set of maximizers of T (k˜)− I(k˜). By [22], K˜l is a compact in
K˜ for each l > 0. Further I is lower semi-continuous by [9]. Also we assume that the maximizers
of T (k˜)− I(k˜) lie in the set K˜l0 for some l0 > 0.
Theorem 3.6. Consider the distribution Rn as in (3.1) and assume that the functional T satisfies
condition (C1) and either (C2) or (C2)′ so that the assertion of Theorem 3.4 holds. Further
assume that there exists l0 > 0 such that, the maximizers of T (k˜)− I(k˜) are in the set K˜l0 . Then
for any η > 0 there exist constants C, γ > 0 such that,
Rn(δ(k˜, F˜
∗) ≥ η) ≤ Ce−n2γ (3.8)
for all n ≥ 1.
Remark 3.7. Theorem 3.6 suggests that the GERGM model defined in (3.2) concentrates around
the set of maximizers of T (k˜)− I(k˜) when the number of nodes are growing large, we will use this
fact to establish the properties of some popular GERGM models.
Suppose that H is an unweighted graph, let V (H) be the set of vertices and E(H) be the set of
edges of H. Also let |E(H)| = e(H). The homomorphism density of a graph H into a kernel k is
denoted by t(H, k) and is given as
t(H, k) =
∫
[0,1]|V (F )|
∏
(k,l)∈E(H)
k(xk, xl)
∏
k∈V (F )
dxk. (3.9)
Remark 3.8. A typical homomorphism density of a graph H into G can be written in the same
way as (3.9) where the kernel k in (3.9) is formed by mapping G into a kernel using (2.1). Also
note that t(H, k) = t(H, k˜). We discuss this in more detail in Section 4.
Suppose that H1 is a graph with two vertices and a single edge joining these vertices and Hi’s
are graphs with at least two edges for 2 ≤ i ≤ s. The following theorem gives us the concentration
of a typical GERGM model where
T (k) =
s∑
i=1
βit(Hi, k), (3.10)
for βi ≥ 0 for all i ≥ 2. It is known that t(Hi, k)’s are continuous in cut-metric [2] when restricted
to Kl for some l > 0, thus linear combination of them is also continuous.We say that a parameter
set β := (β1, . . . , βs) for a collection of statistics (H1,H2, . . . ,Hk) is admissible if T (·) satisfies (3.4)
and either (C2) or (C2)′. Finally, for u ∈ R define k(x, y) = u for all x, y ∈ [0, 1] and let k˜u denote
the image of this constant function in K˜.
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Theorem 3.9. Consider the GERGM model with T (k) =
∑s
i=1 βit(Hi, k) where β := (β1, . . . , βs)
are admissible and β2, . . . , βs are non negative real numbers. Also suppose either the kernel k is non-
negative or e(Hi)’s are even positive integers for all 2 ≤ i ≤ s. Then the value of the normalizing
constant is given by
lim
n→∞ψn = supu
(
s∑
i=1
βiu
e(Hi) − I(u)
)
(3.11)
Let K be the set of maximizers of the function g(·) defined via g(u) :=∑si=1 βiue(Hi) − I(u). Assume
that,
lim
|u|→∞
s∑
i=1
βiu
e(Hi) − I(u) = −∞. (3.12)
Then K has finitely many elements and
min
u∈K
δ(k˜n, k˜
u)→ 0. (3.13)
almost surely.
Remark 3.10. Note that there might be one or more solution to the variational problem (3.11).
In [1] the authors described the subset of parameter regime βi ≥ 0 for i ≥ 2 as “high-temperature
regime” when
∑s
i=1 βiu
e(Hi) − I(u) has an unique maximizer. Also in the context of unweighted
graph [8] defined the parameter regime to be replica symmetric phase when all the maximizers of
T (k)− I(k) are constant functions.
We have already seen the limiting normalizing constant captures important information about
the model. Our next result states it is in fact a continuous function of β. We will use the following
Theorem later to obtain result on the “degeneracy phenomenon”.
Theorem 3.11. Consider the GERGM model with T (k) =
∑s
i=1 βit(Hi, k), where e(Hi)’s are
positive even integers for all 2 ≤ i ≤ s and the base measure is supported on the whole real line,
satisfying (3.15) for all β ∈ B for some B, where B is an open subset of R×R+× . . .×R+. Further
assume that for all β ∈ B, the GERGM model as defined above is admissible and β2, . . . , βs are
non negative real numbers. Then the limiting normalizing constant is continuous in β.
Remark 3.12. If all the assumptions of theorem 3.11 holds for β ∈ D, where D ⊂ R×R+× . . .R+
is compact, then the limiting normalizing constant is uniformly continuous in D.
One of the problems commonly encountered in the context of exponential random graph models
is “degeneracy”. We briefly explain this phenomenon in the context of a specific model, the so called
edge-triangle model and refer the interested reader to [8, Section 5] for an extended discussion and
references. Consider the edge-triangle-model given by,
T (k) = β1t(H1, k) + β2t(H3, k)
where H1 is a single edge and H3 is a triangle i.e. a complete graph on three vertices. Now
under the assumptions of Theorem 3.9 one can compute the limiting normalizing constant when
β2 > 0. It is given by supu(β1u + β2u
2 − I(u)). Denote the maximizer(s) by u∗(β1, β2). For
base measure Bernouli(1/2), it was shown in [8] that when β1 is negative and below a certain
threshold u∗(β1, β2) becomes discontinuous in β2. In particular, the variational problem had two
maximizers at the point of discontinuity. This phase transition phenomenon was investigated in
[28] and first rigorously proved for the edge-triangle model in [8]. In particular they [8] showed some
parameter values the typical edge-density of this model is very small and varying the parameter
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slightly makes the edge-density much higher (see [8, Theorem 5.1] for the rigorous statement). This
phase transition phenomenon is called degeneracy in [28].
What do our results say about this notion of degeneracy in the general context of GERGM where
one can have general weighted base measures? Switching gears, we now study a particular model
of relevance in applications in [30], the so-called edge-two-star model given by,
T (k) = β1t(H1, k) + β2t(H2, k),
where H2 is a two-star or a triangle with one deleted edge. This model was analyzed [30] with
truncated normal distribution as the base measure. It was suggested ( [30, Figure 5] and related
discussion) that the edge-two-star model does not suffer from degeneracy. More precisely the
simulation results in [30] suggested that the edge density is continuous function of β2 when the β1
is set equal to −2. Later we will prove that when the base measure is standard normal distribution
this claim is indeed true. For a general class of models that includes edge-two-star model, our
next theorem provides an avenue to detect regions of the parameter space that do not suffer from
degeneracy. Informally for the edge-two-star (for suitable base measure) model the theorem states
that in a parameter region where the variational problem supu(β1u + β2u
2 − I(u)) is uniquely
maximized the model does not suffer degeneracy.
Theorem 3.13. We work under the same model assumptions as Theorem 3.11. Denote l(β, u) :=∑s
i=1 βiu
e(Hi) − I(u) and lmax(β) = supu l(β, u). If for a β0 ∈ B there is a finite open set Oβ0
such that O¯β0 ⊂ B and further for each β ∈ O¯β0 , l(β, u) has a unique maximizer (in u), then the
maximizer denoted by u∗(·) is continuous at β0.
We will now consider GERGM model of the form (3.10) where H1 is a single edge as before and,
Hj’s are j-stars for all 2 ≤ j ≤ s. A j-star is a undirected graph on j+1 vertices with one “special”
vertex, that is, neighbor to the j- other vertices and no edge between these j vertices. For this
important class of models we will see that the model is solvable, that is, the limiting normalizing
constant can be expressed as a scaler optimization problem for all admissible parameter values and
we will not need the restriction βi > 0 for 2 ≤ i ≤ s. Further the requirement for the base measure
to have non-negative support or the even values of the number of edges in Hi’s can be relaxed for
this class of models.
Theorem 3.14. Consider the GERGM model with T (k) =
∑s
i=1 βit(Hi, k) where Hi’s are i-stars
for 2 ≤ i ≤ s and β is admissible.Then the value of the normalizing constant is given by
lim
n→∞ψn = supu
(
s∑
i=1
βiu
e(Hi) − I(u)
)
(3.14)
Let K be the set of maximizers of the function g(·) defined via g(u) :=∑si=1 βiue(Hi) − I(u). Assume
that,
lim
|u|→∞
s∑
i=1
βiu
e(Hi) − I(u) = −∞. (3.15)
Then K has finitely many elements and almost surely
min
u∈K
δ(k˜n, k˜
u)→ 0. (3.16)
As pointed out by an anonymous referee that it would be interesting to study edge-star model
under different scaling and one starting point would be the article [17]. Since all our methods
are based on large deviation result with rate n2, to study this model under different scaling one
would need more refined large defined result. For example, the result in [7] can be used to obtain
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an evaluation of the normalizing constant when the scaling is different than n2. We will now
focus on simple edge-two-star model with standard Normal distribution as the base measure. For
convenience we write the model in the following form. For i < j ∈ [n], let qij(= qji) ≡ N(0, 1)
and let the base measure Qn be the corresponding product measure. The edge-two-star GERGM
model is obtained by setting T , the exponent of GERGM is given to,
T (x) =
β1
n2
∑
i 6=j
xij +
β2
n3
n∑
i 6=j 6=k 6=i
xijxik. (3.17)
Consequently the density with respect to Lebesgue measure is proportional to,
exp

n2T (x)− 1
2
∑
i<j
x2ij

 .
Our next theorem gives explicit value of the normalizing constant when the base measure is standard
Gaussian. Our proof technique is to write the second term in (3.17) as a suitable quadratic form
and then use spectral decomposition.
Theorem 3.15. For an edge-two-star model with base measure standard normal distribution the
normalizing constant is given by, ψn, where ψn is given by,
ψn =
1√
1− 4β2(n−1)
n
exp
(
β21n(n− 1)
1− 4β2 (n−1)n
)(
1− 2β2(n− 2)
n
)− (n−1)
2
. (3.18)
whenever n ≥ 3 and β2 < n4(n−1) . In particular,
lim
n→∞
1
n2
lnψn =
(
β21
1− 4β2
)
. (3.19)
Remark 3.16. In the proof we will see that the normalizing constant is not finite when β2 ≥ n4(n−1) ,
hence it is not a proper probability distribution. Further (3.19) shows that the limiting normalizing
constant is analytic and thus there will be no phase transition in an undirected edge-two-star model
if the base measure is standard normal. Since our result is valid for all finite n ≥ 3, taking partial
derivatives of logψn with respect to β1 shows that the expected number of edges is a continuous
function in β1. To the best of our knowledge this is the first proof of “non-degeneracy” in the
undirected edge-two-star GERGM model that was predicted in [30] and the proof works even for
finite values of n. On the other hand this proof heavily relies on the fact that the base measure is
Gaussian and the specific class of models, thus it is not immediately extendable to other cases. We
have heavily used the fact that orthogonal transformation of standard normal distribution is again
a standard normal distribution. Thus for other base measures our technique is not applicable. We
would like to thank one of the referee for pointing out the paper [15], where the authors studied
non-degeneracy of dynamic (temporal) ERGM. Their result is based on studying the entropy of
the dynamic model and their technique and results are not immediately applicable in our case.
For other (non-temporal) models one approach would be to apply Theorem 3.13 and determine
for what values of parameters the model does not suffer from degeneracy. We defer this study for
future work but the steps required in concrete examples motivates the next result.
Remark 3.17. Regarding specific bases measures, as pointed out by a referee, another important
class of models that should be studied are GERGM models with Poisson distribution as the base
measure, as formulated in [19]. We hope to analyze the implications of our results in this specific
context in subsequent work.
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The following theorem focuses on the edge-two-star model when the base measure is not normal
distribution. Consider the density of the measure qij = q is given by the density (w.r.t. to the
Lebesgue measure),
q(x) = C4 exp
(−x4), −∞ < x <∞, (3.20)
where C4
∫
R
exp
(−x4) dx = 1. For fixed l > 0 recall the truncation operator fl(x) applied to a
number x in (3.3). For simplicity write xl for this operation on x. For a finite vector x, write xl
for the vector obtained by entry-wise truncation operation.
Theorem 3.18. Consider the edge-two-star model
T (x) =
β1
n2
∑
i 6=j
xij +
β2
n3
n∑
i 6=j 6=k 6=i
xijxik (3.21)
with base measure given by (3.20). Then condition (C2)′ holds namely,
lim sup
l→∞
lim sup
n→∞
1
n2
ln
(
C
(n2)
4
∫
{|T (x)−T (xl)|>ǫ}
e(n
2T (x)−∑i<j x4ij) dx
)
= −∞. (3.22)
In particular the assertion of Theorem 3.4 and Theorem 3.14 hold for all (β1, β2) ∈ R×R.
Remark 3.19. Theorem 3.18 tells us that for edge-two-star model where the base measure has den-
sity proportional to e−x
4
, the limiting normalizing constant can always be computed via a scaler op-
timization problem. In particular the normalizing constant will be equal to supu
(
β1u+ β2u
2 − I(u)).
Here I(.) is the Cramer rate function of the distribution with density given by (3.20). It also gives
(using Theorem 3.14) that a typical observation from this model always concentrate around con-
stant functions where the distance is measured by cut-metric.
4. Graph Homomorphisms and scope of GERGM
It is now natural to ask about appropriate choices for the function T . In the context of appli-
cations, the specification of the functionals are domain and application specific. In the context
of the usual exponential random graph model (with unweighted adjacency matrices) commonly
used choices are homomorphism counts of certain fixed graphs, for example the number of edges,
two-stars, triangles and so on as we have described in some of the above results. In the context of
weighted graphs and the general metric space of kernels (K˜, δ) that we work on, we would like to
expand on notions like ‘triangles’ or ‘two-stars’ etc and in general understand extensions of such
functionals in the context of weighted graphs. Further many models in the context of applications
have not just edge weights but also “node-specific” co-variates. The aim of this section is to make
headway on these concepts, in particular understand some extensions of standard functionals in the
context of unweighted networks which are still continuous in (K˜, δ), that can incorporate both edge
weight information and possible node-level co-variate information; we do not aim for completeness,
rather we state one result but the main aim is to show some of the issues involved for defining
such objects in the weighted context. We present the definitions of of homomorphism density from
[21, Chapter 5]. Instead of giving the definition in the most general form we follow a step by step
approach similar to [21, Chapter 5]. Recall that our main results in the previous Section required
functionals of interest to be continuous on the truncated spaces Kl. Thus we will mainly deal with
functionals defined on these bounded spaces and establish one result for the continuity of function-
als (Theorem 4.4). The remark after this result describes why continuity can fail in the context of
general functionals in the weighted context in even simple situations and thus specifications need
careful thought.
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We start with the definition of homomorphism in simple unweighted graph. Let G and H
be two simple graphs (unweighted) and V (G) and E(G) (respectively V (H) and E(H)) be the
corresponding vertex set and edge sets of G (respectively of H).
Definition 4.1. A function f : V (G) → V (H) is called a homomorphism if it maps adjacent
vertices to adjacent vertices. The set of all such possible homomorphisms is denoted by hom(G,H)
and the cardinality of this set |hom(G,H)| is called homomorphism number. The ratio | hom(G,H)||V (G)||V (H)|
is called the homomorphism density.
Note that a homomorphism does not necessarily map a non-adjacent pair of vertices to another
non-adjacent pair. The homomorphism density represents the probability that a uniform random
map V (G) → V (H) is a homomorphism. Now let us first give the definition of homomorphism
number V (F ) → V (G) when G is a weighted graph with adjacency matrix AG and F is a simple
graph(for example a triangle). We assign the following weight to every map φ : V (F )→ V (G)
homφ(F,G) =
∏
(i,j)∈E(F )
AGφ(i),φ(j).
Now we define the homomorphism number |hom(F,G)| as
|hom(F,G)| =
∑
φ:V (F )→V (G)
homφ(F,G).
Note that in the above display |.| does not represent cardinality unless both F and G are un-weighted
graphs.
Now we turn to the case when F and G both are weighted graphs. This quantity cannot be
defined for arbitrary weights and we need some restrictions on the weights. For example if any one
of the following two conditions hold then |hom(F,G)| is well defined:
(a) the edge-weights of F are non-negative integers and with the convention 00 = 1 (here we do
not need any restriction on the weights of G), for example in Theorem 3.15 the base measure
is standard normal (the edge-weights of G can be any real number) and in edge-two-star model
the edge-weights are indeed non-negative integers;
(b) the edge-weights of G are positive (in this case we do not need any restriction on the weights
of F ).
In general |hom(F,G)| is defined when the weights in (4.1) below are well defined. Now let us
incorporate node-level covariates. We start with the general framework and then give some specific
examples for illustration. Suppose associated with a graph G one has node-weights {αi(G) : i ∈ [n]},
where αi(G) denotes the weight of node i in the graph G. For every map φ : V (F )→ V (G), define
weights
αφ =
∏
i∈V (F )
αφ(i)(G)
αi(F ), (4.1)
and
homφ(F,G) =
∏
(i,j)∈E(F )
(AGφ(i),φ(j))
AFi,j .
Let α¯(F,G) = {αφ, φ : V (F )→ V (G)}. Define the homomorphism number |hom(F, α¯,G)| to be
|hom(F, α¯,G)| =
∑
φ:V (F )→V (G)
αφ homφ(F,G). (4.2)
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Note that equation (4.2) extends the notion of homomorphism to weighted graphs. In particular,
if we assume that both G and F are unweighted then (4.2) is the usual homomorphism number.
Since the graphs are now weighted αφ represents the weight of the map φ. For unweighted graphs
αφ can take only two values, zero and one. We refer the reader to [21, Chapter 5] for detailed
discussion. Finally we define the homomorphism density t(F, α¯,G) for any weighted graph F and
G,
t(F, α¯,G) =
|hom(F, α¯,G)|
|V (G)||V (H)| . (4.3)
In (4.3), as before |V (G)| and |V (H)| denotes the number of nodes in G and H. We already know
when F is un-weighted(all node-weights and edge weights equal to one) then t(F,G) is continuous
in cut-metric as long as the G has no node-weight and edge weights of G are bounded. We will
generalize this to incorporate node-level covariates. We provide two concrete examples below.
Example 4.2 (Weighted triangle counts). Suppose F is a triangle and G be a complete graph
on n vertices, then AGij = 1 for all i 6= j and AGii = 0. Thus for a map φ : V (F ) → V (G),
homφ(F,G) =
∏
(i,j)∈E(F )A
G
φ(i),φ(j) = 1 whenever φ maps the vertices of F to three distinct vertices
in G and equal to zero otherwise. Thus the homomorphism number is equal to n(n−1)(n−2). On
the other hand if the node weight of the i-th node of graph G is αi(G), and F is a triangle then
the homomorphism number is equal to
|hom(F, α¯,G)| =
∑
1≤i 6=j 6=k≤n
αi(G)αj(G)αk(G).
Example 4.3 (Node-level covariates). Suppose F is just a single vertex with no loop and weight
1 and G is a graph on n vertices with node weights αi(G), then with the convention that empty
product is one, we will have
|hom(F, α¯,G)| =
∑
i∈[n]
αi(G).
Now we can generalize the above definitions to a kernel k ∈ K as follows. Assume that α :
[0, 1]→ [0,∞) is the “node-weight” function of a kernel k. Fix (an edge and node) weighted graph,
F = (V (F ), E(F ), (AFij )i,j∈V (F ), (αi(F ))i∈V (F )). (4.4)
Define,
t(F,α, k) =
∫
[0,1]|V (F )|
∏
i∈V (F )
α(xi)
αi(F )
∏
(i,j)∈E(F )
k(xi, xj)
AFij
∏
i∈V (F )
dxi (4.5)
Recall that a fixed weighted graph G can be mapped to a kernel kG by (2.1) and recall the partition
of the unit interval {Jni : 1 ≤ i ≤ n} where Jn1 = [0, 1n ] and Jni = ( i−1n , in ] for i = 2, . . . , n. Now for
a general node and edge weighted graph G on n vertices:
G = (V (G), E(G), (AGij )i,j∈V (G), (αi(G))i∈V (G)),
if we define the function
αG(x) = αi(G)
αi(F )1Jni (x), 0 ≤ x ≤ 1.
Then it is easy to check that,
t(F, α¯,G) = t(F,αG, kG).
By [2, Theorem 3.7(a)] it follows that 4.5 is continuous in cut-metric as long as F is an un-weighted
graph. We next generalize this result in the case when F has bounded node-weights.
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Theorem 4.4. Suppose F is a node-weighted simple graph (edge-weights AFij ≡ 1). Let {kn}n≥1 be
a sequence of kernels absolutely bounded by a constant M and converging to k in the cut-metric.
For each n assume that kernel kn has node-weight function αn and let α be the node weight function
of k. Assume that αn → α uniformly on [0, 1] as n→∞. Then,
t(F,αn, kn)→ t(F,α, k) (4.6)
Remark 4.5. It is natural to ask what happens if F is an edge-weighted graph. We show by
an example that continuity breaks down if one is not careful and thus this topic needs further
investigation. Consider a sequence of simple graph {Gn} with node-weights equal to one, such that
kGn → kG in cut-metric, where kG(x, y) = p for all (x, y) ∈ D for some 0 < p < 1. Now let F be a
single edge(no-node-weight) with edge-weight 2 and F ′ be a single edge (no-node weight) with edge
weight 1. By [2, Theorem 3.7(a)] or Theorem 4.4, we have t(F ′, Gn) → t(F ′, kG) = p as n → ∞.
Again, since Gn has no edge weight we have t(F,Gn) = t(F
′, Gn)→ t(F ′, kG) = p < p2 = t(F, kG).
This shows that if F is an edge-weighted graph the continuity fails to hold. Note that in this paper
we do not distinguish between an edge with weight zero and a missing edge. As kindly pointed out
by one of the anonymous referee that this results in the lack of continuity in the aforementioned
example. It would be interesting to consider the edge-weights and adjacency matrix as different
structures and we defer this study to our future work.
Remark 4.6. In applications (see [13], also see [11] for mixing time analysis of vertex weighted
exponential random graphs) of GERGM one often constructs edge level statistics from the values
associated with a node level covariate. The simplest example would be to consider the sum of the
values of two nodes, i.e. for a graph G with vertex set [n] associate αi(G) +αj(G) to the pair (i, j)
for i, j ∈ [n]. Then the statistics becomes 1
n2
∑n
i,j=1(αi(G)+αj(G)) =
2
n
∑n
i=1 αi(G). If we associate
αi(G)αj(G) to the pair (i, j) for i, j ∈ [n], then the statistics becomes 1n2
∑n
i 6=j=1 αi(G)αj(G) and
this is homomorphism density of an edge in a node-weighted simple graph G. One can construct
such statistics involving any number of nodes (for example triangle count involves sum of product
of all possible triplets of nodes). Theorem 4.4 shows under suitable assumption on the node weights
αi(G) and the graph sequence G the statistics discussed in the last section are continuous in cut-
metric.
5. Discussion
In this Section we discuss related work as well as suggest some open problems that would have
impact in applications.
5.1. Related work: Weighted exponential random graph models were theoretically analyzed in
[31] when the base measure is supported on a bounded interval and in [12] the authors analyzed
the phase transition phenomenon for a class of base measures supported on [0, 1]. In [31] the “no-
phase transition” result for standard normal base measure was proved for directed edge-two-star
model. Motivated by applications [19] we extend this work when the base measure is supported on
the whole real line. We showed for general base measure the model does not suffer degeneracy in
“high-temperature” regime. Also, via an explicit calculation we have showed for standard normal
distribution the undirected edge-two-star model does not admit a phase transition. Finally under
certain assumptions we established continuity of homomorphism densities of node-weighted graphs
in cut-metric. We have only begun an analysis of this model and for the sake of concreteness, after
the general setting of the main result, explore the ramifications for a few base measures. Other
examples of bases measures of relevance from applications including count data can be found in
14 BHAMIDI, CHAKRABORTY, CRANMER, AND DESMARAIS
[19]. It would be interesting to explore these specific models and rigorously understand degeneracy
(or lack thereof) for various specifications motivated by domain applications.
5.2. Relevance of this work and open problems: The GERGM model has stimulated a num-
ber of research directions, both in the context of rigorous theory as described above and method-
ological aimed at efficient simulation under a host of model specifications [30]. We will now propose
a number of open directions motivated by some of the results in this paper. We will occasionally
eschew rigor in order to give an understandable overview of the proposed open direction. We start
by briefly describing how these models are used in practice defering a full description to [14, 30].
Given data Xn assumed from some distribution Rn(·,β0) as in (3.1) with specification T (·) of the
form,
T (x) :=
s∑
i=1
β0i Ti(x), x ∈ K˜, (5.1)
where s is fixed, Ti(x) are domain specific continuous functions (see e.g. (3.10)) and β
0 :=
(β01 , . . . , β
0
s ) are the driving parameters of the models. Here we assume unknown parameter β
0
and the superscript “0” is to indicate the “true” parameter. The aim then is to estimate β0 from
the single observation Xn ∼ Rn(·,β0). One of the main techniques used is maximum likelihood
which in the context of the model in (3.1) is to use the estimator,
βˆ := arg max
β∈Rs
(
s∑
i=1
βiTi(Xn)− ψn(β)
)
. (5.2)
This explains the importance or goal of deriving results such as Theorem 3.4. In the context
of applications, for fixed n ≥ 1, the starting point in the above optimization problem is getting a
handle on ψn(β) numerically, via MCMC techniques such as Gibbs sampling or Metropolis-Hasting.
This suggests the first set of problems.
Open Problem 5.1 (Mixing time of MCMC algorithms). Fix β and a collection of statistics as
in (5.1). Consider either the Gibbs sampler or the Metropolis-Hastings algorithm for simulating
Rn(·,β). Establish conditions for quick mixing of these chains. In particular consider the model in
(3.10) in the setting of Theorem 3.9. Then we conjecture that under general conditions the following
behavior should hold:
(a) If (3.11) has a unique maximizer then the corresponding samplers mix quickly (polynomial in
the size of the network n).
(b) If (3.11) has multiple distinct maximizers then the corresponding samplers take exponentially
long to mix.
We direct the interested reader to [20, 23, 24] for more details on convergence methodology and
[1] for related results in the context of ERGMs. In the context of the unweighted setting, [8] derived
a number of fundamental results for the model, in particular showing a number of deficiencies of this
model under various model specifications, in particular showing that in various regimes, the model
is close to a standard Erdos-Renyi random graph with independent edge probability (especially
in the ferro-magnetic regime where the parameters β are assumed positive) in the large network
n→∞ limit. Despite this, for finite n, practitioners have found that the limits for the normalizing
constants derived in [8] perform surprisingly well for estimation of these models even for small n (e.g.
n = 20). Further, in order to fix issues with the standard ERGM, a number of practitioners have
proposed fixes such as the “alternating signs” model in [28]. Mathematical theory for the improved
performance of this model is still lacking (albeit a specific case was studied in [8]). It would be
interesting to see if (a) the results in this paper allow similar simplifications of the normalizing
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constant for estimation in the weighted context and (b) if the models suffer similar issues as in the
unweighted case, if fixes such as the “alternating signs” approach work in this context.
The above discussion suggests the following question.
Open Problem 5.2 (Other base measures). This paper considered two particular base measures,
the normal distribution and density with e−x
4
tail. Consider other base measures required in appli-
cations. Derive asymptotics for degeneracy or lack thereof for these models.
Interested readers can find more examples of base measures especially in the unbounded regime
in [19]. Continuing with the description of the estimation problem (5.2), there are two main steps:
(a) Initialization: Find an initial candidate vertex βˆ0. Techniques include objects such as maxi-
mizing pseudo-likelihood.
(b) Maximization and MCMC: First note that, writing Eβ for expectation with respect to
Rn(·,β) for any arbitrary β,β′ ∈ Rs,
exp(n2(ψn(β
′)− ψn(β))) = Eβ
(
exp(n2(β′ − β)T (X)))
Thus if we are able to simulate from the distribution with parameter β, an estimate of the functional
ψn(β) can be obtained via M samples (X
(1)
n , . . . ,X
(M)
n ) from Rn(·,β) via the proxy estimate,
ψˆn(β
′;β) :=
1
M
M∑
i=1
(
exp(n2(β′ − β)T (X(i)n ))
)
This suggests the following iterative scheme: Let βr be the current estimator. Obtain βr+1 via
βr+1 = arg max
β∈Rs
(
s∑
i=1
βiTi(Xn)− ψˆn(β;βr)
)
. (5.3)
Various stopping mechanisms for the above iterative scheme are then implemented in practice.
Methodology and numerical techniques to carry out the above scheme specific to GERGM specifi-
cations were formulated in [30]. The math results in this paper suggest the following.
Open Problem 5.3 (Insight for MLE). Using the results in this paper, obtain insight into the
consistency (or lack thereof) of the above MLE. In particular:
(a) Initialization of the above algorithm is a major issue and has an enormous impact on the
running time of the algorithm (even on networks of size n = 50 say). In light of Theorem
3.9, explore conditions under which the pseudo-maximum likelihood estimator a “good” starting
point in practice.
(b) Are there regimes under which, one can numerically solve the optimization problem in (3.11)
ψn(β) and uses these in place of ψn(β;βr) in (5.3)? How do these techniques work in practice?
The next problem we believe is hard but important and we were reminded by a referee.
Open Problem 5.4 (Extensions of these models to the sparse regime). All the theory in this
paper is built up using (extensions) of the theory of dense graph limits [4, 2, 3] in the context of the
weighted regime. Whilst the current set of applications of this methodology have also largely been
in the context of networks (such as migration flow networks in [14]) where a non-trivial density of
edges were non-zero, applications of this methodology for large networks will inevitably lead to the
development of this theory for sparse networks where o(n2) of the edges are non-zero. Fundamental
theory for the sparse regime even in the context of the unweighted binary setting has proven to be
extremely challenging [5, 6]. Can any of this be extended to the weighted context? More importantly,
are there settings where the weighted setting makes it easier to develop theory for specific base
measures?
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Finally Section 4 suggests the following vein of research.
Open Problem 5.5 (Continuity of functionals). A wide array of specifications including node-
specific covariates as well as base measures have been proposed in practice [14, 19]. Explore and
develop general conditions for continuity of these functionals in the context of the space (K˜, δ)
defined in Section 2 and apply Theorem 3.4 to get precise evaluation of the limiting normalizing
constants.
6. Proofs
This section contains proofs of all our results.
6.1. Proof of Theorem 3.4: We start with the following elementary Lemma on the role of trun-
cation on the rate functions on our setup.
Lemma 6.1. Fix probability measure µ on (R,B(R)) and assume that ∫ eθu dµ(u) < ∞ for all
θ ∈ R. For fixed l > 0, define,
hl(x) = sup
θ
[
θx− ln
∫
eθfl(u) dµ(u)
]
,
and
h(x) = sup
θ
[
θx− ln
∫
eθu dµ(u)
]
.
Then given any ε, ∃ L(ǫ) <∞ such that for l > L(ǫ) and all x ∈ R, we have,
h(x) ≤ hl(x) + ǫ, (6.1)
Proof:
First note that
h(x) = max
(
sup
{θ>0}
[
θx− ln
∫
eθu dµ(u)
]
, sup
{θ<0}
[
θx− ln
∫
eθu dµ(u)
])
. (6.2)
Further we have for each fixed θ,
θx ≤ sup
θ′
[
θ′x− ln
∫
eθ
′fl(u) dµ(u)
]
+ ln
∫
eθfl(u) dµ(u), (6.3)
The proof consists of the following:
Step 1 For any given ǫ > 0 we will show there exists L+(ǫ) > 0 such that for all l > L+(ǫ) and
all x ∈ R, supθ>0
[
θx− ln (∫ eθu dµ(u))] ≤ hl(x) + ǫ.
Step 2 For any given ǫ > 0 we show there exists L−(ǫ) > 0 such that for all l > L−(ǫ) and x ∈ R,
supθ<0
[
θx− ln (∫ eθu dµ(u))] ≤ hl(x) + ǫ.
Note that Step 1, Step 2 and (6.2) immediately imply (6.1) with L = max(L+(ǫ), L−(ǫ)). We
will now prove Step 1 only as the proof of Step 2 is identical.
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Proof of step 1 We use definition of fl and use θ > 0 to write the following,
θx ≤ hl(x) + ln
[∫ −l
−∞
e−θl dµ(u) +
∫ l
−l
eθu dµ(u) +
∫ ∞
l
eθl dµ(u)
]
≤ hl(x) + ln
[∫ −l
−∞
dµ(u) +
∫ l
−l
eθu dµ(u) +
∫ ∞
l
eθu dµ(u)
]
= hl(x) + ln
[
µ(−∞,−l) +
∫ ∞
−l
eθu dµ(u)
]
. (6.4)
At this end we observe that the quantity inside logarithm in the last display converges uniformly
on θ > 0 as l→∞, to see this,
|µ(−∞,−l) +
∫ ∞
−l
eθu dµ(u)−
∫ ∞
−∞
eθu dµ(u)| < µ(−∞,−l) +
∫ −l
−∞
eθu dµ(u)
< 2µ(−∞,−l).
Now using the fact that the quantity inside logarithm in (6.4) converges uniformly on {θ > 0}
to
∫
eθu dµ(u) and the limit is strictly positive (hence log is continuous), we can have a positive
number L+(ǫ) such that for all l > L+(ǫ),
θx ≤ hl(x) + ln
[∫
eθu dµ(u)
]
+ ǫ,
for all θ > 0, yielding,
sup
θ>0
[
θx− ln
(∫
eθu dµ(u)
)]
≤ hl(x) + ǫ.
The proof is complete.

Proof of Theorem 3.4:
Upper bound: We will first show
lim sup
n→∞
ψn ≤ 3ǫ+ lim inf
l→∞
sup
h˜∈K˜l
(T (h˜)− I(h˜)) (6.5)
Using (3.2), for any l > 0 and ǫ > 0, we decompose as follows:
exp(n2ψn) =
∫
{T (k˜)−T (fl(k˜))≥ǫ}
en
2T (k˜) dQ˜n(k˜) +
∫
{T (k˜)−T (fl(k˜))<ǫ}
en
2T (k˜) dQ˜n(k˜) (6.6)
For the first term in (6.6), using (3.5) we have,
lim sup
l→∞
lim sup
n→∞
1
n2
ln
∫
{T (k˜)−T (fl(k˜))≥ǫ}
en
2T (k˜) dQ˜n(k˜) ≤ −ǫ′, (6.7)
for some ǫ′ > 0, alternatively using (3.6) we have,
lim sup
l→∞
lim sup
n→∞
1
n2
ln
∫
{T (k˜)−T (fl(k˜))≥ǫ}
en
2T (k˜) dQ˜n(k˜) = −∞. (6.8)
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For the second term in (6.6) by change of variable formula we get the following,∫
{T (k˜)−T (fl(k˜))<ǫ}
en
2T (k˜) dQ˜n(k˜) ≤
∫
{T (k˜)−T (fl(k˜))<ǫ}
en
2(T (fl(k˜))+ǫ) dQ˜n(k˜),
≤
∫
K˜
en
2(T (fl(k˜))+ǫ) dQ˜n(k˜),
≤
∫
K˜l
en
2(T (k˜)+ǫ) dQ˜nf
−1
l (k˜). (6.9)
Now note that T : K˜l → R is a bounded continuous function. This implies for fixed ǫ > 0, we
can obtain a finite set rl ⊆ R such that the intervals {(a, a + ǫ) : a ∈ rl} covers the range of T
restricted to K˜l. Further for a ∈ rl, the set C˜ la := (T )−1[a, a + ǫ] ∩ K˜l is a closed set in K˜l. Since
∪a∈rlC˜ la covers K˜l by construction, we have the following from (6.9),∫
k∈K˜l
en
2(T (k˜)+ǫ) dQ˜nf
−1
l (k˜) ≤
∑
a∈rl
∫
C˜la
en
2(T (k˜)+ǫ) dQ˜nf
−1
l (k˜)
Now in the right hand side of the last display, if k˜ ∈ C˜ la then T (k˜) ≤ a+ ǫ, yielding,∫
k∈K˜l
en
2(T (k˜)+ǫ) dQ˜nf
−1
l (k˜) ≤
∑
a∈rl
∫
C˜la
en
2(T (k˜)+ǫ) dQ˜nf
−1
l (k˜),
≤ |rl| sup
a∈rl
en
2(a+2ǫ)Q˜nf
−1
l (C˜
l
a).
Since the support of Q˜nf
−1
l is bounded, using the upper bound (2.8) in Theorem 2.1 results in the
following estimate,
lim sup
n→∞
1
n2
ln
∫
k∈K˜∩{T (k˜)−T (fl(k˜))<ǫ}
en
2T (k˜) dQ˜n(k˜)
≤ sup
a∈rl
(a+ 2ǫ+ lim sup
n→∞
1
n2
ln Q˜nf
−1
l (C˜
l
a))
≤ sup
a∈rl
(a+ 2ǫ− inf
k˜∈C˜la
Il(k˜))
≤ sup
a∈rl
(a+ 2ǫ− inf
k˜∈C˜la
Il(k˜)).
Here,
Il(k) =
1
2
∫∫
D
hl(k(x, y)) dx dy, (6.10)
where
hl(x) = sup
θ
[θx− lnMl(θ)] (6.11)
and Ml(θ) =
∫
eθfl(x) µ(dx). Now for each k˜ ∈ C˜ la we have T (k˜) ≥ a, hence we have
sup
k˜∈C˜la
(T (k˜)− Il(k˜)) ≥ sup
k˜∈C˜la
(a− Il(k˜)) = a− inf
k˜∈C˜la
Il(k˜).
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Thus we have,
lim sup
n→∞
1
n2
ln
∫
{T (k˜))−T (fl(k˜))<ǫ}
en
2T (k˜) dQ˜n(k˜) ≤ sup
a∈rl
(a+ 2ǫ− inf
k˜∈C˜la
Il(k˜))
≤ 2ǫ+ sup
a∈rl
sup
k˜∈C˜la
(T (k˜)− Il(k˜))
= 2ǫ+ sup
k˜∈K˜l
(T (k˜)− Il(k˜)) (6.12)
From Lemma 6.1, given ǫ as above, we may choose L(ǫ) such that for l > L(ǫ),
Il(k) ≥ I(k) − ǫ.
From Lemma 6.1 it follows that the last display holds for any given ǫ as long as l is large. Thus we
have for l > L(ǫ),
lim sup
n→∞
1
n2
ln
∫
{T (k˜))−T (fl(k˜))<ǫ}
en
2T (k˜) dQ˜n(k˜) ≤ 3ǫ+ sup
k˜∈K˜l
(T (k˜)− I(k˜)) (6.13)
To complete the proof of the upper bound, we use estimates on (6.7) (under (C2)) or (6.8)
(under C2′) to show that the second term in (6.6) does not contribute at n2 scale. To show this
we will use the fact lim sup 1
n2
ln(an + bn) = max(lim sup
1
n2
ln(an), lim sup
1
n2
ln(bn)). Combining
(6.13) and (6.7) and letting l→∞ we get,
lim sup
n→∞
ψn ≤ max
(
3ǫ+ lim inf
l→∞
sup
h˜∈K˜l
(T (h˜)− I(h˜)),−ǫ′
)
for some ǫ′ > 0. By our assumption 3.5 the second term in the above maximum is strictly smaller
than the first one and we have,
lim sup
n→∞
ψn ≤ 3ǫ+ lim inf
l→∞
sup
h˜∈K˜l
(T (h˜)− I(h˜)) (6.14)
Alternatively using (6.13) and (6.8) we have,
lim sup
n→∞
ψn
≤ max
(
lim sup
n→∞
1
n2
ln
∫
{T (k˜)−T (fl(k˜))<ǫ}
en
2T (k˜) dQ˜n(k˜), lim sup
n→∞
1
n2
ln
∫
{T (k˜)−T (fl(k˜))≥ǫ}
en
2T (k˜) dQ˜n(k˜)
)
Letting l → ∞ implies the second term goes to −∞ and will again yield (6.14). Since ǫ was
arbitrary, this completes the proof of the upper bound (6.5).
Lower bound: We will now show:
lim inf
n→∞ ψn ≥ sup
h˜∈K˜l
(T (h˜)− I(h˜)) (6.15)
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for each l > 0. By Continuity of T on K˜l, U˜ la := (T )−1(a, a + ǫ) ∩ K˜l is an open set and by
construction ∪a∈rlU˜ la covers K˜l. Thus we have,
exp(n2ψn) =
∫
k∈K˜
en
2T (k˜) dQ˜n(k˜)
≥
∫
k∈K˜l
en
2T (k˜) dQ˜n(k˜)
≥
∫
U la
en
2a dQ˜n(k˜)
= en
2aQ˜n(U
l
a).
The third line follows from the fact that if k˜ ∈ U la then T (k˜) > a. Thus we have,
lim inf
n→∞ ψn ≥ a+ lim infn→∞
1
n2
ln Q˜n(U˜
l
a)
Hence by 2.9 we have
lim inf
n→∞ ψn ≥ a− infk˜∈U˜ la
I(k˜)
Now for each k˜ ∈ U˜ la we have T (k˜) < a+ ǫ. Thus
sup
k˜∈U˜ la
(T (k˜)− I(k˜)) ≤ sup
k˜∈U˜ la
(a+ ǫ− I(k˜)) = a+ ǫ− inf
k˜∈U˜ la
I(k˜).
This results in,
lim inf
n→∞ ψn ≥ −ǫ+ supa∈rl
sup
k˜∈U˜ la
(T (k˜)− I(k˜))
= −ǫ+ sup
k˜∈Kl
(T (k˜)− I(k˜))
Now we take l→∞ to get,
lim inf
n→∞ ψn ≥ −ǫ+ lim supl→∞
sup
k˜∈K˜l
(T (k˜)− I(k˜)) (6.16)
Since ǫ is arbitrary, combining (6.14) and (6.16) we have our theorem.
6.2. Proof of Theorem 3.6.
Proof. Fix η > 0. Define
A˜ = {k˜ ∈ K˜ : δ(k˜, F˜ ∗) ≥ η}.
By our assumption the maximizers of the function T (k˜) − I(k˜) are in K˜l0 and we also have K˜l0 is
compact and T (k˜)− I(k˜) is upper semi-continuous in K˜l0 (since T is continuous in K˜l0). Thus the
set of maximizers F ∗ is closed set and this implies A˜ is also a closed set. Next we introduce the
following quantity,
γ = sup
k˜∈K˜
(T (k˜)− I(k˜))− sup
k˜∈A˜
(T (k˜)− I(k˜))
= sup
k˜∈K˜l0
(T (k˜)− I(k˜))− sup
k˜∈A˜
(T (k˜)− I(k˜)) > 0.
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The last display follows from the fact that A˜ is a closed set disjoint from the set of maximizers(which
is also a closed set). Fixed l ≥ 1 and ε > 0 and from the proof of Theorem 3.4, recall the finite set
rl and the cover ∪a∈rlC˜ la of K˜l. Now we estimate the probability Rn(k˜ ∈ A˜) by,
Rn(k˜ ∈ A˜) = e−n2ψn
[∫
A˜∩{T (k˜)−T (fl(k˜))>ǫ}
en
2T (k˜) dQ˜n(k˜) +
∫
A˜∩{T (k˜)−T (fl(k˜))≤ǫ}
en
2T (k˜) dQ˜n(k˜)
]
≤ e−n2ψn
∫
A˜∩{T (k˜)−T (fl(k˜))>ǫ}
en
2T (k˜) dQ˜n(k˜) + e
−n2ψn |rl| sup
a∈rl
en
2(a+2ǫ)Q˜nf
−1
l (C˜
l
a ∩ A˜)
We will assume that C˜ la ∩ A˜ is non empty for each a, if not, we will just drop the sets. Now noting
that C˜ la ∩ A˜ are closed sets, using (2.8) and Theorem 3.4 we have,
lim sup
n→∞
1
n2
logRn(k˜ ∈ A˜)
≤ max
(
lim sup
n→∞
1
n2
ln
∫
{T (k˜)−T (fl(k˜))>ǫ}
en
2T (k˜) dQ˜n(k˜), sup
a∈rl
(a+ 2ǫ− inf
k˜∈C˜a∩A˜
Il(k˜))
)
− sup
k˜∈K˜l
(T (k˜)− I(k˜))
Now each k˜ ∈ C˜ la ∩ A˜ satisfies T (k˜) ≥ a and by Lemma 6.1 gives Il(k) ≥ I(k)− ǫ for large enough
l, thus,
ǫ+ sup
k˜∈C˜la∩A˜
(T (k˜)− I(k˜)) ≥ sup
k˜∈C˜la∩A˜
(T (k˜)− Il(k˜)) ≥ a− inf
k˜∈C˜la∩A˜
Il(k˜)
Now combining the last two display and using the assumption 6.7 or 6.8 we have,
lim sup
l→∞
lim sup
n→∞
1
n2
logRn(k ∈ A˜) ≤ 3ǫ+ lim sup
l→∞
[
sup
a∈rl
sup
k˜∈C˜a∩A˜
(T (k˜)− I(k˜))− sup
k˜∈K˜l
(T (k˜)− I(k˜))
]
= 3ǫ+ lim sup
l→∞
[
sup
k˜∈A˜∩K˜l
(T (k˜)− I(k˜))− sup
k˜∈K˜l
(T (k˜)− I(k˜))
]
≤ 3ǫ− γ.
Since ǫ is arbitrary, we let ǫ go to zero and the proof is complete. 
6.3. Proof of Theorem 3.9: By Holder’s inequality (the holder inequality can be used as we
are integrating w.r.t Lebesgue measure over [0, 1]) and using the assumption that either k is non-
negative or e(Hi)’s are positive even integers we have for each 2 ≤ i ≤ s,
t(Hi, k) ≤
∫
[0,1]2
k(x1, x2)
e(Hi) dx1dx2.
Hence for non-negative β2, . . . , βs
T (k) ≤ β1t(H1, k) +
s∑
i=2
βi
∫
[0,1]2
k(x1, x2)
e(Hi) dx1dx2
=
∫
[0,1]2
s∑
i=1
βik(x1, x2)
e(Hi) dx1dx2
At this end we have the following
sup
k∈K
(T (k)− I(k)) ≤ sup
u
(
s∑
i=1
βiu
e(Hi) − I(u))
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Again note that equality in Holder’s inequality holds if k is a constant function. Hence the inequality
in the above display is in fact an equality Proving (3.11). It can be shown that the the constant
functions are the only maximizers by the same argument as in [8], we omit the details.
Now to prove the second part note that by (3.15) we have all maximizers of (
∑s
i=1 βiu
e(Hi)−I(u))
are in a finite interval of the form [−l, l]. Since I(u) is convex function and ∑si=1 βiue(Hi) is a
polynomial hence we have
∑s
i=1 βiu
e(Hi) − I(u) will have finitely many maximizers in a compact
interval. Now (3.15) allows us to use Theorem 3.6 and we conclude (3.16).
6.4. Proof of Theorem 3.11. We start with the following elementary Lemma from large devia-
tions. We provide this for completeness.
Lemma 6.2. Let qij’s are supported on the whole real line and the moment generating function
M(θ) is continuous for all θ ∈ R. Then the Legendre transform h(.) is a finite continuous function
on the whole real line.
Proof. First fix a number C > 0. Denote the measure corresponding to qij by µ. Then we have,
lim inf
θ→∞
lnM(θ)
θ
= lim inf
θ→∞
ln
∫
R
eθx µ(dx)
θ
≥ lim inf
θ→∞
ln
∫∞
C
eθx µ(dx)
θ
≥ lim inf
θ→∞
ln
∫∞
C
eθC µ(dx)
θ
≥ C + lim inf
θ→∞
lnµ[C,∞)
θ
= C (since the measure is supported on real line). (6.17)
Since in (6.17) C > 0 is arbitrary,
lim inf
θ→∞
lnM(θ)
θ
=∞,
and similarly we also have,
lim inf
θ→−∞
− lnM(θ)
θ
=∞.
Thus we have for each x ∈ R,
lim
θ→∞
(θx− lnM(θ)) = lim
θ→∞
θ
(
x− lnM(θ)
θ
)
= −∞,
and
lim
θ→−∞
(θx− lnM(θ)) = lim
θ→−∞
θ
(
x− lnM(θ)
θ
)
= −∞.
Combining the last two display,
lim
|θ|→∞
(θx− lnM(θ)) = −∞.
Here we use the fact that lnM(θ) is convex and hence the supremum of (θx− lnM(θ)) is at-
tained at some finite θmax = θmax(x). This in particular gives h(x) = supθ∈R (θx− lnM(θ)) =
(θmaxx− lnM(θmax)) < ∞ for all x ∈ R. Lastly, Legendre transform of convex function (log of
MGF) is convex and finite convex function on R is continuous. The proof is complete. 
Now we start the proof of Theorem 3.11.
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Proof. Fix β0 := (β01 , β
0
2 , . . . , β
0
s ) ∈ B. Since β02 , . . . , β0s are non negative real numbers then by
Theorem 3.9 we have limn→∞ ψn = supu
(∑s
i=1 βiu
e(Hi) − I(u)). Consider a finite open set Oβ0 ⊂
B such that β0 ∈ Oβ0 . Now under the assumption (3.15) we have,
lim
|u|→∞
sup
β∈O
β0
(
s∑
i=1
βiu
e(Hi) − I(u)
)
→ −∞. (6.18)
Hence there is a compact set C(β0) such that for any β ∈ Oβ0 ,
sup
u
(
s∑
i=1
βiu
e(Hi) − I(u)
)
= sup
u∈C(β0)
(
s∑
i=1
βiu
e(Hi) − I(u)
)
. (6.19)
Now since the base measure is supported on the real line, Lemma 6.2 gives I(u) is continuous and
a continuous function on compact interval is uniformly continuous; the function l(β1, . . . , βs, u) :=(∑s
i=1 βiu
e(Hi) − I(u)) is uniformly continuous in u ∈ C(β0) for each β ∈ Oβ0 , proving our assertion.

6.5. Proof of Theorem 3.13: Let β ∈ Oβ0(a finite open set) such that O¯β0 ⊂ B. From the
proof of Theorem 3.11 there exists a compact set C(β0) ⊂ R, such that for each β ∈ Oβ0 ,
supu l(β, u) = supu∈C(β0) l(β, u). First by the compactness of C(β0) we have, for each β ∈ C(β0),
supu∈C(β0) l(β, u) is attained. Denote the maximizer by u
∗(β). Also let M := lmax(β0) =
l(β0, u
∗(β0)). Fix ǫ > 0. Since the maximizer is unique,
l(β0, u) < M if |u− u∗(β0)| ≥ ǫ.
Now by continuity of l in u we can choose two numbers r and s such that,
l(β0, u) < r < s < M if |u− u∗(β0)| ≥ ǫ.
Now choose δ > 0 so that, the set of β such that ||β − β0|| < δ will be inside Oβ0 . Further l is
uniformly continuous in O¯β0 × R (by compactness of O¯β0 and Remark 3.12), thus,
l(β, u) ≤ r if ||β − β0|| < δ and |u− u∗(β0)| ≥ ǫ. (6.20)
Again continuity of l at (β0, u∗(β0)) gives for some δ′ < δ,
l(β, u∗(β0)) > s if ||β − β0|| < δ′. (6.21)
For β such that ||β − β0|| < δ′, from (6.21) we get lmax(β) is at least s and (6.20) gives maximum
cannot be attained on |u − u∗(β0)| ≥ ǫ, this maximum is attained on |u − u∗(β0)| < ǫ. We can
rephrase this as follows: given ǫ > 0 we can get δ′ > 0 such that |u∗(β) − u∗(β0)| < ǫ whenever
||β − β0|| < δ′. Continuity of u∗(.) at β0 follows.
6.6. Proof of Theorem 3.14: First note that t(Hj, k) can be written as the following,
t(Hj, k) =
∫ j∏
k=2
k(x1, xk)
j∏
k=1
dxk
=
∫
F (x)j dx,
where
F (x) =
∫
k(x, y) dy.
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Now since h(defined in (6.11)) is convex,∫
h(k(x, y)) dy ≥ h(F (x)),
hence
I(k) ≥
∫
I(F (x)) dx.
and equality holds iff k(x, y) is a constant function of almost (Lebesgue) all y. If we write,
P (u) =
s∑
j=1
βju
j,
thus we have,
T (k)− I(k) =
∫
P (F (x)) dx− I(k) ≤
∫
(P (F (x)) − I(F (x))) dx
by the discussion above the equality in the last display holds when k(x, y) is a constant function of
y for almost all x andM(x) equals a constant that maximizes P (u)−I(u). Since k is symmetric we
must have k a constant function by the first condition. The rest of the proof is similar to Theorem
3.9, we omit the details.
6.7. Proof of Theorem 3.15:
Proof. Note that the normalizing constant is the expectation
ψn = E(e
β1
∑
i,j xij+
β2
n
∑
i(
∑n
j=1 xij)
2
),
where xij ’s are i.i.d. normal distributed with mean zero and variance one for i < j and xij = xji
with xii = 0. We can write the expectation as,
E(eβ1
∑
i,j xij+
β2
n
∑
i(
∑n
j=1 xij)
2
) = E(eβ1
∑
i, yi+
β2
n
∑
i(yi)
2
) = E(exp (β11
′y +
β2
n
y′y)), (6.22)
where y′ = (y1, . . . , yn) have a multivariate distribution with mean zero and variance matrix Σ =
(σij)1≤i,j≤n with σii = n − 1 and σij = 1 if i 6= j. Now define z = Σ− 12y, clearly z is n-variate
standard normal distribution (i.e. with independent components). Now the exponent in the (6.22)
L(y) := β11
′y + β2
n
y′y can be re-written as
L(y) = β11
′y +
β2
n
y′y = β11′(Σ
1
2z) +
β2
n
(Σ
1
2z)′(Σ
1
2z)
= β11
′(Σ
1
2z) +
β2
n
z′Σz.
Using the spectral decomposition of Σ = P ′ΛP we have,
β11
′(Σ
1
2z) +
β2
n
z′Σz = β11′(P ′Λ
1
2Pz) +
β2
n
z′P ′ΛPz.
Since P is orthogonal u = Pz also has an n-variate standard normal distribution. Further the
term in the exponent expressed in terms of u can be written as,
L(y) = β11
′(P ′Λ
1
2u) +
β2
n
u′Λu.
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At this end we note that the largest Eigen value of Σ is λ1 = 2(n−1) with Eigen vector 1′ = (1, . . . , 1)
and all other Eigen values equal to λi = n− 2 for i = 2, . . . , n. This further implies the first row of
P is ( 1√
n
, . . . , 1√
n
) and the orthogonality of P gives P1 = (
√
n, 0, . . . , 0)′. Finally,
L(y) = β11
′(P ′Λ
1
2u) +
β2
n
u′Λu
= β1
√
2n(n− 1)u1 + 2β2
n
(n− 1)u21 +
β2
n
(n− 2)
n∑
i=2
u2i
Using the last calculation finally we can write (6.22) as weighted sum of i.i.d normal random
variable,
ψn = E(exp (β1
√
2n(n− 1)u1 + 2β2
n
(n− 1)u21))
n∏
i=2
E(exp (
β2
n
(n− 2)u2i ))
=
1√
1− 4β2(n−1)
n
exp
(
β21n(n− 1)
1− 4β2 (n−1)n
)
n∏
i=2
1√
1− 2β2(n−2)
n
=
1√
1− 4β2(n−1)
n
exp
(
β21n(n− 1)
1− 4β2 (n−1)n
)(
1− 2β2(n− 2)
n
)− (n−1)
2
. (6.23)
The integral in (6.23) does not exist when β2 ≥ n4(n−1) . This completes the proof. 
6.8. Proof of Theorem 3.18: Recall the expression of T (·) from (3.21). Now we have
|T (x)− T (xl)| ≤ |β2|
n3
|
n∑
i=1
(
n∑
j=1
xij −
n∑
j=1
xlij +
n∑
j=1
xlij)
2 −
n∑
i=1
(
n∑
j=1
xlij)
2|+ |β1|
n2
∑
i,j
|xij − xlij |
=
|β2|
n3
∣∣∣∣∣∣
n∑
i=1

( n∑
j=1
xij −
n∑
j=1
xlij)
2 + (
n∑
j=1
xlij)
2 + 2(
n∑
j=1
xlij)(
n∑
j=1
xij −
n∑
j=1
xlij)

− n∑
i=1
(
n∑
j=1
xlij)
2
∣∣∣∣∣∣
+
|β1|
n2
∑
i,j
|xij − xlij |
Simple algebraic manipulations then results in,
|T (x)− T (xl)| ≤ |β2|
n3
∣∣∣∣∣∣
n∑
i=1
(
n∑
j=1
xij −
n∑
j=1
xlij)
2 + 2
n∑
i=1
(
n∑
j=1
xlij)(
n∑
j=1
xij −
n∑
j=1
xlij)
∣∣∣∣∣∣+
|β1|
n2
∑
i,j
|xij − xlij |
Now using Cauchy-Schwartz and |xl| ≤ l for all x ∈ R results in,
|T (x)− T (xl)| ≤ |β2|
n3
∣∣∣∣∣∣
n∑
i=1
n
n∑
j=1
(xij − xlij)2 + 2
n∑
i=1
(
n∑
j=1
xlij)(
n∑
j=1
xij −
n∑
j=1
xlij)
∣∣∣∣∣∣+
|β1|
n2
∑
i,j
|xij − xlij|
≤ |β2|
n2
n∑
i=1
n∑
j=1
(xij − xlij)2 +
(2l|β2|+ |β1|)
n2
n∑
i=1
n∑
j=1
|xij − xlij |. (6.24)
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Now using the calculation above we have for all M > 0,
Rn := C(
n
2)
4
∫
|T (x)−T (xl)|>ǫ
exp

β1∑
i,j
xij +
β2
n
∑
i,j,k
xijxik −
∑
i<j
x4ij

 ∏
i<j
dxij
= C
(n2)
4
∫
Mn2|T (x)−T (xl)|>Mn2ǫ
exp

β1∑
i,j
xij +
β2
n
∑
i,j,k
xijxik −
∑
i<j
x4ij

 ∏
i<j
dxij
≤ C(
n
2)
4 e
−Mn2ǫ
∫
exp

n2M |T (x)− T (xl)|+ β1∑
i,j
xij +
β2
n
∑
i,j,k
xijxik −
∑
i<j
x4ij

 ∏
i<j
dxij .
:= C
(n2)
4 e
−Mn2ǫEn, say. (6.25)
Using (6.24) and writing λ(dx) =
∏
i<j dxij ,
En ≤
∫
exp (M |β2|
∑
i,j
(xij − xlij)2 +M(2l|β2|+ |β1|)
∑
i,j
|xij − xlij |+ β1
∑
i,j
xij + β2
∑
i,j
x2ij −
∑
i<j
x4ij)λ(dx)
=
∫
exp(
∑
i<j
L(xij))λ(dx),
where L : R→ R is given by,
L(x) := 2M |β2|(x− xl)2 + 2M(2l|β2|+ |β1|)|x− xl|+ 2β1x+ 2β2x2 − x4.
This implies that with Rn as in (6.25),
Rn ≤ e−Mn2ǫ
(
C4
∫
exp (2M |β2|(x− xl)2 + 2M(2l|β2|+ |β1|)|x− xl|+ 2β1x+ 2β2x2 − x4) dx
)(n2)
.
Now note that,∫
exp (2M |β2|(x− xl)2 + 2M(2l|β2|+ |β1|)|x− xl|+ 2β1x+ 2β2x2 − x4) dx
=
∫
x<−l
exp (2M |β2|(x+ l)2 − 2M(2l|β2|+ |β1|)(x+ l) + 2β1x+ 2β2x2 − x4) dx
+
∫
−l≤x≤l
exp (2β1x+ 2β2x
2 − x4) dx
+
∫
x>l
exp (2M |β2|(x− l)2 + 2M(2l|β2|+ |β1|)(x− l) + 2β1x+ 2β2x2 − x4) dx. (6.26)
Consider the third term. Simplifying the exponent we get,∫
x>l
exp (2M |β2|(x− l)2 + 2M(2l|β2|+ |β1|)(x− l) + 2β1x+ 2β2x2 − x4) dx
= exp(−2M |β2|l2 − 2M |β1|l)
∫
x>l
exp(2M |β2|x2 + 2M |β2|x+ 2β1x+ 2β2x2 − x4) dx
≤ exp(−2M |β2|l2 − 2M |β1|l)C(M). (6.27)
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for a constant C(M). Enlarging the constant we can similarly have the following upper bound on
the first term of (6.26),∫
x<−l
exp (2M |β2|(x+ l)2 − 2M(2l|β2|+ |β1|)(x+ l) + 2β1x+ 2β2x2 − x4) dx
≤ exp(−2M |β2|l2 − 2M |β1|l)C(M). (6.28)
Now using (6.25), (6.27), (6.28) and (6.26) we get
∆n,l := C
(n2)
4
∫
|T (x)−T (xl)|>ǫ
exp (β1
∑
i,j
xij +
β2
n
∑
i,j,k
xijxik −
∑
i<j
x4ij)
∏
i<j
dxij
≤ e−Mn2ǫ
(
2C4C(M) exp(−2M |β2|l2 − 2M |β1|l) + C4
∫
exp (2β1x+ 2β2x
2 − x4) dx
)(n2)
Thus we have,
lim sup
n→∞
1
n2
ln∆n,l
≤ −Mǫ+ 1
2
ln
(
2C4C(M) exp(−2M |β2|l2 − 2M |β1|l) + C4
∫
exp (2β1x+ 2β2x
2 − x4) dx
)
,
and letting l→∞,
lim sup
l→∞
lim sup
n→∞
1
n2
ln∆n,l ≤ −Mǫ+ 1
2
ln
(
C4
∫
exp (2β1x+ 2β2x
2 − x4) dx
)
. (6.29)
Since (6.29) is true for all M > 0, we let M go to infinity and we have the result. 
6.9. Proof of Theorem 4.4: Fix ǫ > 0. We can approximate t(F,αn, kn)− t(F,α, k) as follows:
using uniform convergence of αn → α, ∃N(ε) > 0 such that uniformly on [0, 1]V (F ), for all n > N(ε),
we have |∏i∈V (F ) αn(xi)αi(F ) −∏i∈V (F ) α(xi)αi(F )| < ǫ. Now
t(F,αn, kn)− t(F,α, k) =∫
[0,1]|V (F )|

 ∏
i∈V (F )
αn(xi)
αi(F )
∏
(i,j)∈E(F )
kn(xi, xj)−
∏
i∈V (F )
α(xi)
αi(F )
∏
(i,j)∈E(F )
k(xi, xj)

 ∏
i∈V (F )
dxi
=
∫
[0,1]|V (F )|

 ∏
i∈V (F )
αn(xi)
αi(F ) −
∏
i∈V (F )
α(xi)
αi(F )

 ∏
(i,j)∈E(F )
kn(xi, xj)
∏
i∈V (F )
dxi
+
∫
[0,1]|V (F )|
∏
i∈V (F )
α(xi)
αi(F )

 ∏
(i,j)∈E(F )
kn(xi, xj)−
∏
(i,j)∈E(F )
k(xi, xj)

 ∏
i∈V (F )
dxi (6.30)
The first term in (6.30) goes to zero by uniform convergence of αn to α. Next we show that
the second term also goes to zero by the convergence of kn to k in cut-metric. Suppose E(F ) =
{e1, e2, . . . , em}. For convenience suppose that it, jt be the endpoints of the edge et. Using the
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“Lindeberg” trick we get,∫
[0,1]|V (F )|
∏
i∈V (F )
α(xi)
αi(F )

 ∏
(i,j)∈E(F )
kn(xi, xj)−
∏
(i,j)∈E(F )
k(xi, xj)

 ∏
i∈V (F )
dxi
=
m∑
t=1
∫
[0,1]|V (F )|
∏
i∈V (F )
α(xi)
αi(F )
∏
s<t
kn(xis , xjs)
∏
s>t
k(xis , xjs) (kn(xit , xjt)− k(xit , xjt))
∏
i∈V (F )
dxi.
Now consider a term from the above sum. To simplify notation assume that it = 1 and jt = 2.
Now let X(x1, x3, ..., xk) be the terms in
∏
s<t kn(xis , xjs)
∏
s>t k(xis , xjs)
∏
i∈V (F ) α(xi)
αi(F ) that
contain x1 and Y (x2, x3, ..., xk) denote the rest of the terms in that product. Thus we now have
the following,
|
∫
[0,1]|V (F )|
∏
i∈V (F )
α(xi)
αi(F )
∏
s<t
kn(xis , xjs)
∏
s>t
k(xis , xjs) (kn(xit , xjt)− k(xit , xjt))
∏
i∈V (F )
dxi|
= |
∫
[0,1]k−2
(∫
[0,1]2
X(x1, x3, ..., xk)Y (x2, x3, ..., xk) (kn(x1, x2)− k(x1, x2) dx1dx2)
)
dx3...dxk|.
(6.31)
Finally we have kn’s are uniformly bounded and kn converges to k in cut-metric, hence combining
(6.30), (6.31) the theorem is proved.
Acknowledgements
SB and SuC have been supported by NSF DMS-1613072, DMS-1606839 and ARO grant W911NF-
17-1-0010. SB, SC and BD have been partially supported by NSF SES grant 1357622. SC has been
partially supported by NSF SES-1461493, and SES-1514750. BD has been partially supported by
NSF grants SES-1558661, SES-1619644, SES-1637089, CISE-1320219, SMA-1360104. We would
like to thank Mathew Denny, James Wilson and Sayan Banerjee for illuminating discussions on the
relevance of the results in this paper for applications. We thank for referees for reading the paper
closely and providing many valuable suggestions.
References
[1] Shankar Bhamidi, Guy Bresler, and Allan Sly. Mixing time of exponential random graphs. Ann. Appl. Probab.,
21(6):2146–2170, 2011.
[2] Christian Borgs, Jennifer Chayes, La´szlo´ Lova´sz, Vera T. So´s, and Katalin Vesztergombi. Convergent sequences
of dense graphs. I. Subgraph frequencies, metric properties and testing. Adv. Math., 219(6):1801–1851, 2008.
[3] Christian Borgs, Jennifer Chayes, La´szlo´ Lova´sz, Vera T. So´s, and Katalin Vesztergombi. Convergent sequences
of dense graphs II. Multiway cuts and statistical physics. Ann. of Math. (2), 176(1):151–219, 2012.
[4] Christian Borgs, Jennifer Chayes, La´szlo´ Lova´sz, Vera T. So´s, and Katalin Vesztergombi. Counting graph ho-
momorphisms. In Topics in discrete mathematics, volume 26 of Algorithms Combin., pages 315–371. Springer,
Berlin, 2006.
[5] Christian Borgs, Jennifer Chayes, Henry Cohn, and Yufei Zhao. An Lp theory of sparse graph convergence I:
limits, sparse random graph models, and power law distributions arXiv preprint arXiv:1401.2906, 2014.
[6] Christian Borgs, Jennifer Chayes, Henry Cohn, and Yufei Zhao. An Lp theory of sparse graph convergence II:
LD convergence, quotients, and right convergence arXiv preprint arXiv:1408.0744, 2014.
[7] Sourav Chatterjee and Amir Dembo. Nonlinear large deviations. Advances in Mathematics, 299, 396–450, 2016.
[8] Sourav Chatterjee and Persi Diaconis. Estimating and understanding exponential random graph models. The
Annals of Statistics, 41(5):2428–2461, 2013.
[9] Sourav Chatterjee and S. R. S. Varadhan. Large deviations for random matrices. Commun. Stoch. Anal., 6(1):1–
13, 2012.
WEIGHTED EXPONENTIAL RANDOM GRAPH MODELS 29
[10] Yongwan Chun. Modeling network autocorrelation within migration flows by eigenvector spatial filtering. Journal
of Geographical Systems, 10(4):317–344, 2008.
[11] Ryan DeMuse, Terry Easlick, and Mei Yin. Mixing Time of Vertex-Weighted Exponential Random Graphs.
arXiv preprint arXiv:1712.07568, 2017.
[12] Ryan DeMuse, Danielle Larcomb, and Mei Yin. Phase transitions in edge-weighted exponential random graphs:
Near-degeneracy and universality. arXiv preprint arXiv:1706.02163, 2017.
[13] Bruce A Desmarais, and Skyler J Cranmer. Micro-level interpretation of exponential random graph models with
application to estuary networks. Policy Studies Journal, Wiley Online Library, 40(3):402–434, 2012.
[14] Bruce A Desmarais and Skyler J Cranmer. Statistical inference for valued-edge networks: the generalized expo-
nential random graph model. PloS One, 7(1):e30136, 2012.
[15] Steve Hanneke, Wenjie Fu, and Eric Xing, Discrete temporal models of social networks. Electronic Journal of
Statistics 6, 1100.
[16] Paul W Holland and Samuel Leinhardt. An exponential family of probability distributions for directed graphs.
Journal of the american Statistical association, 76(373):33–50, 1981.
[17] Johannes Rauh. The Polytope of k-Star Densities. The Electronic Journal of Combinatorics, 24(1), 2017.
[18] Giulia Iori, Giulia De Masi, Ovidiu Vasile Precup, Giampaolo Gabbi, and Guido Caldarelli. A network analysis
of the italian overnight money market. Journal of Economic Dynamics and Control, 32(1):259–278, 2008.
[19] Pavel N Krivitsky. Exponential-family random graph models for valued networks. Electronic journal of statistics,
6:1100, 2012.
[20] David Asher Levin, Yuval Peres, and Elizabeth Lee Wilmer. Markov chains and mixing times. American Math-
ematical Society, 2009.
[21] La´szlo´ Lova´sz. Large networks and graph limits, volume 60 of American Mathematical Society Colloquium Pub-
lications. American Mathematical Society, Providence, RI, 2012.
[22] La´szlo´ Lova´sz and Bala´zs Szegedy. Szemere´di’s lemma for the analyst. Geom. Funct. Anal., 17(1):252–270, 2007.
[23] Sean P Meyn and Richard L Tweedie. Markov chains and stochastic stability. Springer Science & Business Media,
2012.
[24] Christian P. Robert and George Casella. Monte Carlo statistical methods. Springer Texts in Statistics. Springer-
Verlag, New York, second edition, 2004.
[25] Garry Robins, Philippa Pattison, and Stanley Wasserman. Logit models and logistic regressions for social net-
works: Iii. valued relations. Psychometrika, 64(3):371–394, 1999.
[26] Garry Robins, Philippa Pattison, Yuval Kalish, and Dean Lusher. An introduction to exponential random graph
(p*) models for social networks. Social networks, 29(2):173–191, 2007.
[27] Sean L Simpson, Satoru Hayasaka, and Paul J Laurienti. Exponential random graph modeling for complex brain
networks. PloS One, 6(5):e20039, 2011.
[28] Tom AB Snijders, Philippa E Pattison, Garry L Robins, and Mark S Handcock. New specifications for exponential
random graph models. Sociological methodology, 36(1):99–153, 2006.
[29] Stanley Wasserman and Philippa Pattison. Logit models and logistic regressions for social networks: I. an
introduction to markov graphs andp. psychometrika, 61(3):401–425, 1996.
[30] James D Wilson, Matthew J Denny, Shankar Bhamidi, Skyler J Cranmer, and Bruce A Desmarais. Stochastic
weighted graphs: Flexible model specification and simulation. Social Networks, 49:37–47, 2017.
[31] Mei Yin. Phase transitions in edge-weighted exponential random graphs. arXiv preprint arXiv:1607.04084, 2016.
1Department of Statistics and Operations Research, 304 Hanes Hall, University of North Carolina,
Chapel Hill, NC 27599
2Department of Political Science, The Ohio State University, 2032 Derby Hall, 154 North Oval
Mall, Columbus, OH 43210
3Department of Political Science, Pennsylvania State University, 321 Pond Lab, University Park,
PA 16802
E-mail address: bhamidi@email.unc.edu, sumanc@live.unc.edu, cranmer.12@osu.edu, bdesmarais@psu.edu
