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Abstract:
Quasi-periodic solutions with Liouvillean frequency of forced nonlinear
Schro¨dinger equation are constructed. This is based on an infinite dimen-
sional KAM theory for Liouvillean frequency.
Re´sume´:
Les solutions quasi-pe´riodiques avec les fre´quences de Liouville de l’e´quation
de Schro¨dinger non line´aire force´e sont construites. C’est fonde´ sur la the´orie
KAM de dimension infinie pour la fre´quence de Liouville.
1 Introduction
In 1989’s, Kuksin [24] first constructed quasi-periodic solutions for 1d NLS
equation with Dirichlet boundary conditions by infinite dimensional KAM
theory. Following [24], mathematicians study Hamiltonian PDEs (such as
wave equation, KDV and etc) with periodic boundary condition or in higher
space dimension, many other methods are developed. They also consider
Hamiltonian PDEs with derivative or finitely differentiable nonlinearities.
For more details, one may refer to [7, 9, 14, 17, 18, 20, 21, 22, 25, 28] and
the references therein.
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Note that all the quasi-periodic solution constructed above must satisfy
some Diophantine condition. This is the key observation by Kolmogorov in
1954. We recall a vector ω ∈ Rd is said to be Diophantine if
|〈k, ω〉| ≥
γ
|k|τ
, k ∈ Zd\{0}.
Later, people find results which works for Diophantine condition can be
parallelly generalized to Brjuno condition, which is
B(ω) :=
∑
n≥0
1
2n
max
0<‖k‖≤2n,k∈Zd
ln
1
|〈k, ω〉|
<∞.
If ω is not Brjuno, we call it is Liouvillean. The question is that whether it is
possible to obtain some quasi-periodic solution with Liouvillean frequency?
In this paper, we will establish the existence of quasi-periodic solution be-
yond Brjuno frequency. Before introducing the precise result, we need to
give some necessary definitions.
For ω¯ = (ω¯1, ω¯2) with ω¯1 = (α, 1), α ∈ R\Q, ω¯2 ∈ R
d, we say that the
frequency ω¯ is weak Liouvillean, if there exist γ > 0 and τ > d + 6, such
that  β(α) := lim supn>0
ln ln qn+1
ln qn
<∞,
|〈k, ω¯1〉+ 〈l, ω¯2〉| ≥
γ
(|k|+|l|)τ , for k ∈ Z
2, l ∈ Zd\{0}.
(1.1)
where pnqn is the continued fraction approximates to α (c.f. section 2.1).
Denote by WL(γ, τ, β) the set of such frequency and by WL the union
WL =
⋃
γ>0,τ>d+6,β<∞
WL(γ, τ, β).
It is obvious that WL is of full Lebesgue measure, and if ω¯ ∈ WL, then it
is not necessarily to be Brjuno. 1
While our method works for other Hamiltonian PDEs, as an example,
we study the quasi-periodic solution of forced NLS:
iut − uxx + v(x)u+ ǫf(ωt, x, u, u¯; ξ) = 0 (1.2)
on segment [0, π] with Dirichlet boundary condition
u(t, 0) = 0 = u(t, π),−∞ < t < +∞.
Our main result is the following:
1In the case d = 2, if B(ω¯1) <∞, then β(α) = 0.
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Theorem 1 Let ω¯ ∈ WL, ξ ∈ O = (12 ,
3
2). The function v(x) is real
analytic with
∫ π
0 |v(x)|dx < 1, f(Θ, x, u, u¯; ξ) is assumed to be real analytic
on Θ, x, u, u¯ and Lipschitz on ξ. Then for any small γ > 0, there exists
ǫ0 > 0 and Oγ ⊂ O with |O\Oγ | = O(γ), such that equation (1.2) has a
C∞ smooth quasi-periodic solution with frequency ω = ξω¯ for any ξ ∈ Oγ if
ǫ < ǫ0.
Before giving its proof, let us make some comments on the result.
We choose NLS as a model mainly because it is one of the most impor-
tant equation in mathematical physics, many questions are still open. It has
been a long time for people to construct quasi-periodic solution of NLS by
KAM, real breakthrough was recently made by Elliasson-Kuksin [14], who
established quasi-periodic solution of NLS with x ∈ Td. We should mention
that the existence of quasi-periodic with Diophantine frequency for NLS in
higher dimension was first proved by Bourgain [9, 10] by CWB method.
To ensure localization properties of the eigenfunctions, v(x) from the op-
erator ∂xx + v(x) is usually substituted by a “convolution potential”(see
[14, 17, 27]), which will provide parameters required by KAM theorem.
However, in our result, the potential v(x) serves as a multiplicative opera-
tor, the result holds for any fixed multiplicative operator v(x), we do not
extract parameters from v(x), the role of parameter is being played by ξ from
ω = ξ(ω¯1, ω¯2). In fact, the existence of this kind of solution (quasi-periodic
solution with frequency vary in a line) was first proposed by by Bourgain [8]
and Eliasson [12]. In the infinitely dimensional Hamiltonian setting, this has
been first proved by Geng-Ren [16] for 1-dimensional wave equation and then
Berti-Biasco [6] for 1-dimension NLS. Berti-Bolle [7] answered this question
for the forced NLS like (1.2) with differentiable nonlinearity and x ∈ Td.
Comparing with [7], Berti-Bolle relax the perturbation to be finite differen-
tiable and forced by Diophantine frequency, while the system we consider is
forced by Liouvillean frequency and the perturbation is analytic.
As we should mentioned, our work is also motivated by Avila-Fayad-
Krikorian, Hou-You’s recent work [3, 19], where they consider rotation re-
ducibility result of quasi-periodic SL(2;R) cocycles with Liouvillean fre-
quency. Note quasi-periodic SL(2;R) cocycles can be viewed as two di-
mensional linear Hamiltonian, reducibility of SL(2;R) cocycles is equivalent
to the quasi-periodic solution of the corresponding Hamiltonian systems.
Readers can refer [1, 15, 31] for related results. We just emphasize that
reducibility of quasi-periodic SL(2,R) cocycles with Liouvillean frequency
is quite meaningful, since the dynamics of quasi-periodic SL(2,R) cocycles
are closely related to the spectral theory of one-dimensional quasi-periodic
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Schro¨digner operators, the reducibility of SL(2;R) cocycles with Liouvillean
frequency plays a quite important role in recent advances of spectral theory
of quasi-periodic Schro¨dinger operators, for example, Avila’s global theory
of one-frequency quasi-periodic Schro¨digner operators [1, 2], the solution of
Aubry-Andre´-Jitomirskaya’s conjecture [5]. We further mention that before
our work, Wang-You-Zhou [29] already generalized Avila-Fayad-Krikorian’s
result [3] to finite dimensional nonlinear Hamiltonian system, where they
obtained response solution of harmonic oscillators, however, as we will dis-
cuss in section 5.1, the key techniques are quite different compared to this
paper.
Finally, let’s comment on the innovations of our results. The proof of
the theorem is based on infinite dimensional KAM theory, it is well-known
that the key point of KAM theory is the solution of homological equation.
The typical homological equation we meet can be written as
−i∂ωu+ ζu+ b(x)u = f(x), x ∈ T
n. (1.3)
In fact, this kind of equation was already met when Kuksin [25] studied
KDV equations(also [21]), and also by Liu-Yuan [20] when they studied
one-dimensional derivative NLS. We will provide a quite general method for
solving this kind of equation, and is believed to have further applications.
Compared to [20, 21, 25], the method is totally different and which even
works for Liouvillean frequency (not merely Diophantine frequency as in
[20, 21, 25]), this is one novelty of the paper. Readers are invited to consult
section 5.1 for more discussions.
We emphasize that in all the results mentioned above [1, 2, 3, 5, 19,
29, 31], the frequency is one frequency (thus two frequencies in the con-
tinuous case), however, our method works for multifrequency. To the best
knowledge of the authors, our result gives the first result regarding on the
quasi-periodic solutions with Liouvillean frequency for Hamiltonian PDE,
and it also gives the first positive result regarding on multifrequency Liou-
villean frequency (even for the linear finite dimensional Hamiltonian case)!
One can not hope our result works for any Liouvillean frequency, since in
the linear cocycle case, Avila and Jitomirskaya [4] already proved that there
exists two dimensional frequency, such that for typical analytic potential,
the corresponding Schro¨dinger cocycle has positive Lyapunov exponent for
almost every energies. Thus the corresponding Hamiltonian system doesn’t
exist quasi-periodic solution.
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2 Preliminaries
2.1 Continued fraction expansion.
Let α ∈ R\Q be irrational. We first set
a0 = 0, α0 = α
and then we define inductively for n ≥ 1 :
an = [α
−1
n−1], αn = α
−1
n−1 − an := G(αn−1) = {
1
αn−1
}.
We define
p0 = 0, q1 = a1, q0 = 1, p1 = 1
and
pn = anpn−1 + pn−2, qn = anqn−1 + qn−2.
Then (qn) is the sequence of denominators of the best rational approxima-
tions for α ∈ R\Q. To be more precise, for any 1 ≤ k < qn, one has
‖kα‖ ≥ ‖qn−1α‖,
1
qn+1 + qn
≤ ‖qnα‖ ≤
1
qn+1
, (2.1)
where ‖x‖ = inf
p∈Z
|x− p|.
2.2 CD-Bridge
For any α ∈ R\Q, let (qn) be the sequence of denominators of best rational
approximations. We choose two particular subsequences of (qn), the first is
(qnk) which we denote by (Qk) for simple, the second is (qnk+1) which we
denote by (Qk). The properties required from our choice of the subsequence
(Qk) are summarized below. The definition of CD-Bridge is required.
Definition 2.1 [3] Let 0 < A ≤ B ≤ C, We say that the pair of denomina-
tors (qℓ, qn) forms a CD-bridge if :
1. qi+1 ≤ q
A
i , i = ℓ, · · · , n− 1
2. qBℓ ≤ qn ≤ q
C
ℓ .
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Lemma 2.1 [3] For any A > 0, there exists a subsequence (Qk), such that
Q0 = 1 and for each k ≥ 0, Qk+1 ≤ Q
A4
k , and either Qk ≥ Q
A
k or the pairs
(Qk−1, Qk) and (Qk, Qk+1) are both CD(A,A,A
3) bridges.
In the sequel, we assume A ≥ 10, and (Qn) is the selected subsequence
as in Lemma 2.1. Note if β(α) = lim supn>0
ln ln qn+1
ln qn
< ∞, then U˜(α) :=
supn>0
ln ln qn+1
ln qn
<∞. Then we have the following:
Lemma 2.2 [23] If U˜(α) < ∞, then there is Qn ≥ Q
A
n−1 for any n ≥ 1.
Furthermore, one has
sup
n>0
ln lnQn+1
lnQn
≤ U(α), lnQn+1 ≤ Q
U
n ,
where U(α) = U˜(α) + 4 lnAln 2 .
3 An Infinite Dimensional KAM Theorem
The main result will be proved by a generalized KAM theorem for Liouvil-
lean frequency. In this section, we introduce this basic KAM result.
We start by introducing the notations. The Lipschitz norm of a function
f(ξ) with ξ ∈ O ⊂ R is defined as
|f(ξ)|∗O = |f(ξ)|O + |f(ξ)|
L
O,
where |f(ξ)|O = sup
ξ∈O
|f(ξ)|, |f(ξ)|LO = sup
ξ,η∈O,ξ 6=η
|f(ξ)−f(η)|
|ξ−η| . LetDr = {(θ, ϕ) ∈
T2 × Td, |ℑθ| + |ℑϕ| < r}. For a bounded holomorphic (possibly with pa-
rameter) function g(θ, ϕ; ξ) =
∑
(k,l)∈Z2×Zd
gˆ(k,l)(ξ)e
i〈(k,l),(θ,ϕ)〉 on Dr, we let
|g|∗r,O =
∑
|k|+|l|∈Z2+d
|gˆ(k,l)(ξ)|
∗
Oe
(|k|+|l|)r.
We denote by Br(O) the set of these functions, and for any K ∈ Z
+, we
define the truncation operator TK as
TKg(θ, ϕ; ξ) =
∑
|k|+|l|<K
gˆ(k,l)(ξ)e
i〈(k,l),(θ,ϕ)〉, (3.1)
also denote
[g(θ, ϕ; ξ)]ϕ =
∫
Td
g(θ, ϕ)dϕ, [g(θ, ϕ; ξ)] =
∫
T2×Td
g(θ, ϕ)dθdϕ. (3.2)
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Let ℓa,ρC be the Hilbert space of sequence z = (z1, z2, · · · ) with
|z|2a,ρ =
∑
p≥1
|zp|
2p2ρe2a|p| <∞,
where a > 0 and ρ > 0. For r, s > 0, we then introduce the complex
neighborhoods of T2+d × {0, 0, 0} by
D(r, s) = {(Θ,I, z, z¯) : |ImΘ| < r, |I| < s2, |z|a,ρ < s, |z¯|a,ρ < s}
⊆ C2+d × C2+d × ℓa,ρC × ℓ
a,ρ
C := P
a,ρ
C ,
where T2+d is the usual 2 + d-torus, | · | denotes the sup-norm of complex
vectors for
Θ = (θ, ϕ) ∈ T2 × Td,I = (I, J) ∈ R2 × Rd. (3.3)
For any W = (X,Y,U, V ) ∈ Pa,ρC , the weighted phase norm is defined to be
|W |s =: |W |s,a,ρ = |X| +
1
s2
|Y |+
1
s
|U |a,ρ +
1
s
|V |a,ρ. (3.4)
For any map W : D(r, s)×O → Pa,ρC , we define its norm as
|W|s,D(r,s)×O = sup
D(r,s)×O
|W|s,
|W|Ls,D(r,s)×O = sup
ξ,η∈O,ξ 6=η
|△ξηW|s,D(r,s)×O
|ξ − η|
,
where △ξηW =W(·, ξ) −W(·, η) and the supremum is taken over O.
We also need the operator norm | · |s,s˜ below,
|A|s,s˜ = sup
W 6=0
|AW |s
|W |s˜
,
where | · |s is the shorten of | · |s,a,ρ defined in (3.4), and | · |s˜ defined similarly.
For s ≥ s˜, these norms satisfy |AB||s,s˜ ≤ |A|s,s · |B||s˜,s˜ since |W |s ≤ |W |s˜.
If the function F is analytic in space coordinate, we usually take Taylor–
Fourier series as:
F (Θ,I, z, z¯; ξ) =
∑
ι,µ,α,β
Fιµαβ(ξ)I
ιei〈µ,Θ〉zαz¯β , (3.5)
where the coefficient functions Fιµαβ(ξ) are Lipschitz on ξ, the vectors
α ≡ (· · · , αn, · · · )n≥1, β ≡ (· · · , βn, · · · )n≥1 have finitely many non-zero
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components αn, βn ∈ N, z
αz¯β denotes
∏
n z
αn
n z¯
βn
n and finally 〈·, ·〉 is the
standard inner product in Cd.
In this paper, we will consider the perturbed Hamiltonian on D(r, s)×O,
H = 〈ω1, I〉+ 〈ω2, J〉+
∑
p≥1
Ωp(ξ)|zp|
2 + P (θ, ϕ, z, z¯; ξ). (3.6)
endowed with the symplectic structure
dI ∧ dθ + dJ ∧ dϕ+ i
∑
p≥1
dzp ∧ dz¯p.
The perturbation P (θ, ϕ, z, z¯; ξ) is real analytic in space coordinates θ, ϕ, z, z¯
and Lipschitz in parameters ξ. For each ξ ∈ O, the Hamiltonian vector field
XP = (−P(θ,ϕ), 0, iPz ,−iPz¯) defines a real analytic map XP : P
a,ρ
C → P
a,ρ
C
near T2+d × {0, 0, 0}. We denote the weighted norm of XP to be
|XP |
∗
s,D(r,s)×O = |XP |
L
s,D(r,s)×O + |XP |s,D(r,s)×O.
Then we have the following infinite dimensional KAM theorem:
Theorem 2 For any given β < ∞, τ > d + 6, s > 0, r > 0, γ > 0, let
ω = ξω¯ where ω¯ ∈ WL(γ, τ, β), ξ ∈ O = (12 ,
3
2). Suppose the Hamiltonian
(3.6) satisfy
sup
p≥1
|Ωp − p
2|∗O <
1
2
.
Then there exists ǫ0(τ, β, γ, s, r) > 0, such that for any real analytic pertur-
bation P (θ, ϕ, z, z¯; ξ) with
ǫ = |XP |
∗
s,D(r,s)×O ≤ ǫ0,
there exists a Cantor set Oγ of O with meas(O\Oγ) = O(γ) and a Lipschitz
family symplectic map Φ : T2+d ×Oγ → P
a,ρ
C which is C
∞ smooth in θ, ϕ,
such that (3.6) is transformed to
H∗ = e∗(θ; ξ)+〈ω1, I〉+〈ω2, J〉+
∑
p≥1
(Ω∗p(ξ)+B
∗
p(θ; ξ))|zj |
2+P ∗(θ, ϕ, z, z¯; ξ),
where P ∗(θ, ϕ, z, z¯; ξ) =
∑
|α+β|≥3
P ∗α,β(θ, ϕ; ξ)z
αz¯β .
Remark 3.1 We emphasize that the perturbation is independent of the ac-
tion variable I and J , this fact is crucial for our results.
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3.1 Main ideas of the proof
Theorem 2 is proved by modified KAM theory which involves an infinite
sequence of change of variables. The philosophy of KAM theory is to con-
struct a series of symplectic transformation which makes the perturbation
smaller and smaller at the cost of excluding a small set of parameters. Com-
pared to the classical KAM scheme, due to the Liouvillean property of ω¯1 by
condition (1.1), some θ dependent terms have to be preserved as a normal
form under KAM iteration. Thus we have a generalized Hamiltonian
Hn = e(θ; ξ)+〈ω1, I〉+〈ω2, J〉+
∑
p≥1
(Ωnp (ξ)+B
n
p (θ; ξ))|zp|
2+Pn(θ, ϕ, z, z¯; ξ).
(3.7)
where Bnp (θ; ξ) is of size ǫ0, and the perturbation Pn(θ, ϕ, z, z¯; ξ) is of size ǫn.
In the following, we will construct a symplectic transformation Φn+1 which
is close to the identity (Proposition 3.1), such that Φn+1 transform (3.7) to
Hn+1 = e(θ; ξ) + 〈ω1, I〉+ 〈ω2, J〉
+
∑
p≥1
(Ωn+1p (ξ) +B
n+1
p (θ; ξ))|zp|
2 + Pn+1(θ, ϕ, z, z¯; ξ),
where Bn+1p (θ; ξ) is still of size ǫ0, and the perturbation Pn+1(θ, ϕ, z, z¯; ξ) is
of size ǫn+1. However, compared to classical KAM iteration, ǫn shrinks to
0 much faster (other than ǫn+1 = ǫ
3/2
n ), and Proposition 3.1 is proved with
finite KAM iteration steps. The reason is the following: to eliminate the
effect taken by Bnp (θ; ξ), when one solves the homological equation (Propo-
sition 5.1), one has to shrink the analytical strip of θ very quickly (that’s
reason why we can only obtain C∞ soluton), as a consequence, ǫn has to
shrink much faster otherwise the homological equation doesn’t admit any
analytical solution. Finally, finite KAM iteration steps are needed to ensure
the fast decay of ǫn.
3.2 The infinite induction
To begin with iteration, we first fix ǫ0, r0 > 0, s0 > 0, τ > d + 6,A > 10
and α ∈ R \ Q with U(α) < ∞, let (Qn) be the selected subsequence as in
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Lemma 2.1. We then define the iteration sequences for n ≥ 1:
sn = ǫ
( 4
3
)
2+[
2n+1cτU lnQn+1
6τ+9 ]−1
n−1 · sn−1, rn =
r0
4Q4n
,
ǫn = ǫn−1 ·Q
−2n+1cτU
n+1 , En =
n−1∑
m=0
ǫ
1
2
m,
γn = γ0 − 3
n−1∑
m=0
ǫ
1
2
m, Kn = r
−1
0 40Q
4
n+1 ln ǫn,
Dn = D(rn, sn).
(3.8)
where c is a global constant with c > 18τ+272τU .
For convenience, for r, s,M1,M2,m > 0 and the parameter set O, we
define the space Fr,s,O(M1,M2,m) to be the functions
e(θ; ξ) +
∞∑
p=1
(Ωp(ξ) + Bp(θ; ξ))|zp |
2 + P(θ, ϕ, z , z¯ ; ξ)
which satisfy {
|e(θ; ξ)|∗r,O ≤M1, |Ωp(ξ)|
∗
O ≤
1
2 +M1,
|Bp(θ; ξ)|
∗
r,O ≤M2, |XP |
∗
s,D(r,s)×O ≤ m.
Now we have the following result:
Proposition 3.1 Suppose that ǫ0 is small enough so that
ǫ0 ≤ min{
(r0s0γ0)
12τ+36
Q2cτU1
, e−2cτU}, (3.9)
ln ǫ−10 ≤ ǫ
− 1
12τ+18
0 . (3.10)
Then the following holds for all n > 0: Let
Hn = en(θ; ξ)+〈ω1, I〉+〈ω2, J〉+
∑
p≥1
(Ωnp (ξ)+B
n
p (θ; ξ))|zp|
2+Pn(θ, ϕ, z, z¯; ξ)
(3.11)
which satisfy
1. For parameter ξ ∈ On, (k, l) ∈ Z
2×Zd with |k|+ |l| ≤ Kn and p, q ≥ 1
there is
|〈k, ω1〉+ 〈l, ω2〉 ±Ω
n
p | ≥
γn
(|k| + |l|+ 1)τ
,
|〈k, ω1〉+ 〈l, ω2〉 ± (Ω
n
p +Ω
n
q )| ≥
γn
(|k|+ |l|+ 1)τ
, (3.12)
|〈k, ω1〉+ 〈l, ω2〉 ± (Ω
n
p −Ω
n
q )| ≥
γn
(|k|+ |l|+ 1)τ
, |l|+ |p− q| 6= 0;
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2. The functions en(θ; ξ), B
n
p (θ; ξ) ∈ Brn(On) with [B
n
p (θ; ξ)] = 0.
3. The functions Ωnp = Ω
n
p (ξ)− |p|
2 with
en +
∑
p≥1
(Ωnp + B
n
p )|zp |
2 + Pn ∈ Frn ,sn ,On (En , En , ǫn).
Then there exists a real analytic symplectic transformation
Φn+1 : D(rn+1, sn+1)×On+1 → D(rn, sn)
with
meas(On\On+1) ≤
Cγn+1
Kn+1
(3.13)
and
|Φn+1 − id|
∗
sn+1,Dn+1×On+1 ≤ ǫ
1
2
n , (3.14)
|D(Φn+1 − id)|
∗
sn+1,sn+1,Dn+1×On+1 ≤ ǫ
1
2
n , (3.15)
such that Hn+1 = Hn ◦ Φn+1 satisfies the assumptions of Hn with n + 1 in
place of n.
4 Proof of the main results
4.1 Proof of Theorem 2
We are now in position to prove Theorem 2. We start with the Hamiltonian
H0 = e0(θ; ξ) + 〈ω1, I〉 + 〈ω2, J〉+
∑
p≥1
(Ω0p +B
0
p(θ; ξ))|zp|
2 + P0(θ, ϕ, z, z¯; ξ)
(4.1)
which is defined on D(r0, s0)×O0, where
r0 = r, s0 = s, γ0 = γ, K0 = r
−1
0 ln ǫ
−1
0 , e0 = 0,Ω
0
p = Ωp, B
0
p = 0, P0 = P.
O0 =
ξ ∈ O :
|〈k, ω1〉+ 〈l, ω2〉 ±Ω
0
p| ≥
γ0
(|k|+|l|+1)τ ,
|〈k, ω1〉+ 〈l, ω2〉 ± (Ω
0
p +Ω
0
q)| ≥
γ0
(|k|+|l|+1)τ ,
|〈k, ω1〉+ 〈l, ω2〉 ± (Ω
0
p −Ω
0
q)| ≥
γ0
(|k|+|l|+1)τ , |l|+ |p− q| 6= 0;

Then the assumption of Proposition 3.1 are satisfied for n = 0 since
ǫ < ǫ0 and E0 = 0, we thus get the symplectic transformation Φ1 : D(r1, s1)×
O1 → D(r0, s0). Inductively we obtain a sequence:
Φn+1 : D(rn+1, sn+1)×On+1 → D(rn, sn),
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such that
Φn+1 = Φ1 ◦Φ2 ◦ · · · ◦Φn+1 : D(rn+1, sn+1)×On+1 → D(r0, s0), n ≥ 0,
conjugate the Hamiltonian (4.1) to
Hn+1
= en+1(θ; ξ) + 〈ω1, I〉+ 〈ω2, J〉+
∑
p≥1
(Ωn+1p +B
n+1
p (θ; ξ))|zp|
2 + Pn+1(θ, ϕ, z, z¯; ξ)
with estimates:
en+1+
∑
p≥1
(Ωn+1p +B
n+1
p )|zp |
2 +Pn+1 ∈ Frn+1 ,sn+1 ,On+1 (En+1 , En+1 , ǫn+1 ).
and the symplectic map satisfy
|Φn+1 − id|
∗
sn+1,Dn+1×On+1 ≤ ǫ
1
2
n ,
|D(Φn+1 − id)|
∗
sn+1,sn+1,Dn+1×On+1 ≤ ǫ
1
2
n .
For n ≥ 0, by the chain rule, we get
|DΦn+1|s0,sn+1,Dn+1 ≤
n+1∏
m=1
|DΦm|sm−1,sm,Dm ≤
n+1∏
m=1
(1 + ǫ
1
2
m−1) ≤ 2 (4.2)
|DΦn+1|Ls0,sn+1,Dn+1 ≤
n+1∑
m=1
(|DΦm|
L
sm−1,sm,Dm
n+1∏
j=1,j 6=m
|DΦj|sj ,sj ,Dj)
≤
n+1∑
m=1
2ǫ
1
2
m−1 ≤ 2. (4.3)
As a consequence, we have
|Φn+1 − Φn|s0,Dn+1 ≤ |DΦ
n|s0,sn,Dn |Φn+1 − id|sn,Dn+1 ≤ 2ǫ
2
3
n ,
and
|Φn+1 − Φn|Ls0,Dn+1
≤ |DΦn|s0,sn,Dn |Φn+1 − id|
L
sn,Dn+1 + |DΦ
n|Ls0,sn,Dn |Φn+1 − id|sn,Dn+1
≤ 2|Φn+1 − id|
∗
sn,Dn+1 ≤ 2ǫ
1
2
n .
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The remaining task is to prove C∞ smoothness of Φ∞ on Θ ∈ T2+d.
From the choice of parameter ǫn, and for any b ∈ Z
2+d, there exists some
N ∈ N such that Q
4|b|
n+1 < ǫ
−1/4
n for any n ≥ N , that is
Q
4|b|
n+1ǫ
1
2
n < ǫ
1
4
n ,∀n ≥ N.
Then according to the Cauchy estimate, one has
|
∂|b|
∂Θb
(Φn+1 − Φn)| ≤ r
−|b|
n+1|Φ
n+1 − Φn|s0,Dn+1 ≤ Q
4|b|
n+1ǫ
1
2
n ≤ ǫ
1
4
n (4.4)
and also
|
∂|b|
∂Θb
(Φn+1 − Φn)|L ≤ r
−|b|
n+1|Φ
n+1 − Φn|Ls0,Dn+1 ≤ Q
4|b|
n+1ǫ
1
2
n ≤ ǫ
1
4
n . (4.5)
Thus Φn converges uniformly on T2+d×{0, 0, 0}×O∞, and the limit Φ∞ =
lim
n→∞
Φn+1 is C∞ smooth on Θ. Let φtH be the flow ofXH , sinceH◦Φ
n = Hn,
there is
φtH ◦ Φ
n = Φn+1 ◦ φtHn . (4.6)
The uniform convergence of Φn,DΦn and XHn implies that the limits can
be taken on both sides of (4.6). Hence, on D(0, 0) ×O we get
φtH ◦ Φ
∞ = Φ∞ ◦ φtH∞
and
Ψ∞ : D(0, 0) ×O∞ → D(r, s).
By (3.13), the total measure we excluded is
meas(O\O∞) ≤
∞∑
n=0
Cγn
Kn
≤ Cγ0. (4.7)
4.2 Proof of Theorem 1:
As an application of Theorem 2, we study the equation (1.2) on some suitable
phase space. As it is well known, the operator ∂xx+v(x) has an orthonormal
basis φp ∈ L
2[0, π], p ≥ 1, with corresponding eigenvalues Ωp satisfying the
asymptotics for large p,
Ωp = p
2 +
1
π
∫ π
0
v(x)dx + o(p−1) (4.8)
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To write (1.2) in infinitely many coordinates, we make the ansatz
u(t, x) = S z =
∑
p≥1
zp(t)φp(x), p ≥ 1.
Then (1.2) is written as a non-autonomous Hamiltonian
H(u) =
∑
p≥1
Ωp|zp|
2 + ǫ
∫ π
0
F (ωt, x,S z,S z¯; ξ)dx.
with symplectic structure i
∑
p≥1
dzp ∧ dz¯p, where F is a function such that
Fu¯(Θ, x, u, u¯; ξ) = f(Θ, x, u, u¯; ξ). Then one has a modified system
θ˙ = ω1,
ϕ˙ = ω2,
z˙p = −iΩpzp − i∂z¯pP (θ, ϕ, z, z¯; ξ), p ≥ 1,
˙¯zp = iΩpz¯p + i∂zpP (θ, ϕ, z, z¯; ξ), p ≥ 1,
(4.9)
We introduce auxiliary action variable I, J and rewrite (4.9) to an au-
tonomous system for convenience
θ˙ = ω1,
ϕ˙ = ω2,
I˙ = −∂θP (θ, ϕ, z, z¯; ξ)
J˙ = −∂ϕP (θ, ϕ, z, z¯; ξ)
z˙p = −iΩpzp − i∂z¯pP (θ, ϕ, z, z¯; ξ), p ≥ 1,
˙¯zp = iΩpz¯p + i∂zpP (θ, ϕ, z, z¯; ξ), p ≥ 1.
(4.10)
That is we consider the Hamiltonian
H = N + P (θ, ϕ, z, z¯; ξ)
= 〈ω1, I〉+ 〈ω2, J〉+
∑
p≥1
Ωp|zp|
2 + ǫ
∫ π
0
F (θ, ϕ, x,S z,S z¯; ξ)dx
with symplectic structure dI ∧ dθ + dJ ∧ dϕ+ i
∑
p≥1
dzp ∧ dz¯p.
Next let us verify that H = N +P satisfies the assumptions of Theorem
2. Recall the eigenvalue Ωp satisfy (4.8), and v(x) is independent of ξ, thus
one has
sup
p≥1
|Ωp − p
2|∗O = sup
p≥1
|
1
π
∫ π
0
v(x)dx + o(p−1)|∗O <
1
2
.
The regularity of the perturbation is given by the following basic Lemma.
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Lemma 4.1 Suppose that v(x) is real analytic in x, then for small enough
r, s, a, ρ > 0, XP is real analytic as a map from some neighborhood of the
origin in ℓa,ρ to ℓa,ρ, in particularly
|XP |
∗
s,D(r,s)×O ≤ ǫ.
Proof: From the hypotheses that v(x) is real analytic, it follows that
the eigenfunctions φp, p ≥ 1 are analytic. Let u(t, x) =
∑
p≥1 zpφi and
u¯(t, x) =
∑
p≥1 z¯pφi with z, z¯ ∈ ℓ
a,ρ. Since
∂zpP (θ, ϕ, z, z¯; ξ) = −iǫ
∫ π
0
f(x,
∑
p≥1
zpφi,
∑
p≥1
z¯pφi; ξ)φpdx.
It follows that |XP |
∗
s,D(r,s)×O ≤ ǫ.
Thus Theorem 2 is applicable, and the system (4.9) is conjugate to
θ˙ = ω1,
ϕ˙ = ω2,
z˙p = −i(Ω
∗
p +B
∗
p(θ; ξ))zp − i∂z¯pP
∗(θ, ϕ, z, z¯; ξ), p ≥ 1,
˙¯zp = i(Ω
∗
p +B
∗
p(θ; ξ))z¯p + i∂zpP
∗(θ, ϕ, z, z¯; ξ), p ≥ 1,
(4.11)
by Φ : T2+d × {0, 0} → D(r, s). Since Θ = (θ, ϕ), ω = (ω1, ω2), (Θ∗(0) +
ωt; 0; 0) is a solution of (4.11). Let (Θ(t); z(t); z¯(t)) = Φ(Θ∗(0)+ωt; 0; 0), by
Theorem 2, z(t) = g(Θ∗(0)+ωt) is C∞ smooth in t. Then (Θ(t); z(t); z¯(t)) =
(Θ∗(0)+ωt; g(Θ∗(0)+ωt); g¯(Θ∗(0)+ωt)) is a solution of (4.9) for any ξ ∈ Oγ ,
and the equation (1.2) has a quasi periodic solution
u(t, x) = S z =
∑
j≥1
gj(Θ
∗(0) + ωt)φj(x) =
∑
j≥1
gj(Θ
∗(0) + ξω¯t)φj(x)
which is C∞ smooth in t. Thus we have our result of Theorem 1.
5 Proof of Proposition 3.1
This main proposition is proved by KAM iteration. As we mentioned before,
finite many iterations are required. Since our homological equation depends
on the angle θ, it will be hard for us to solve this equation. Thus in the
following, we first introduce an abstract result on the homological equation,
a finite iteration lemma will be given and then we complete the proof of
Proposition 3.1.
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5.1 Homological equation
During the KAM iteration, a more complicated homological equation come
out, namely:
− i〈∂θFℓ(θ, ϕ), ω1〉 − i〈∂ϕFℓ(θ, ϕ), ω2〉+ 〈ℓ,Ω+B(θ)〉Fℓ(θ, ϕ) = Rℓ(θ, ϕ),
(5.1)
where ℓ ∈ ZN with |ℓ| = 1 or 2. As B(θ) is of size ε0 and (ω1, ω2) is
Liouvillean, (5.1) will have no analytic solution. Actually, Wang-You-Zhou
[29] met similar problem when they consider response solutions of harmonic
oscillators, then the first and second Melnikov conditions are required for
∀ℓ ∈ Zd with |ℓ| = 1 or 2,
|〈k, ω¯1〉+ 〈ℓ,Ω(λ)〉| ≥
γ
(|k| + |ℓ|)τ
. (5.2)
For small divisor as above, the key observation is the following : for a
very large and specialized truncation K, |〈k, ω¯1〉+ 〈ℓ,Ω(λ)〉| has an uniform
relative large lower bound for any k such that |k| ≤ K (Lemma 3.2 of [29]).
With this observation, they construct Cω smooth response solution for any
α ∈ R\Q. However, this phenomena is not right for the problem we meet,
since in our case, ℓ ∈ ZN with |ℓ| = 1 or 2, therefore there are infinitely many
choices of l. Similar problem was also met during the work of Krikorian-
Wang-You-Zhou [23], where they solved the following homological equation
∂ω¯1h(θ, φ) + (ρ+ b(φ))
∂h
∂θ
= f(θ, φ)
with Melnikov condition
|〈k, ω¯1〉+ ρl| ≥
γ
(|k|+ |l|)τ
, ∀ℓ ∈ Z\{0}, k ∈ Z2.
by the method of diagonally dominant (Proposition 4.1 of [23]). In this
paper, we will borrow some method developed in [23], but gave more concise
argument and uniform ways to deal with this kind of equations, we believe
it will have more applications. Also we stress that we can deal with multi-
frequencies, while all the former results were restricted to one frequency
(thus two frequency in the continuous case).
Proposition 5.1 Let γ > 0, λ ≥ 1, τ > d+6 and ζ ∈ R\{0}, 0 < σ˜ < ˜r < r,
0 < η1, η2, η˜ < 1. Consider the equation
− i〈∂θF (θ, ϕ), ω¯1〉 − i〈∂ϕF (θ, ϕ), ω¯2〉+ (ζ +B(θ) + b(θ))F (θ, ϕ) = R(θ, ϕ)
(5.3)
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with [B(θ)] = [b(θ)] = 0. Suppose that |B(θ)|
r
≤ η1, |b(θ)|˜r ≤ η2, |R(θ)|˜r ≤ η˜
which furthermore satisfy the following condition:
1. η1e
−|r−˜r|Qn+1 ≤ η2
2. 2η1Q
3
n+1˜r ≤ (r− ˜r)
4,
3. K = 1σ˜ ln
1
η˜ ≤ (
γ
2η2
)
1
τ+2
4. |〈k, ω¯1〉+ 〈l, ω¯2〉+ ζ| ≥
γλ
(|k|+|l|+1)τ , |k|+ |l| ≤ K.
Then the equation (5.3) has an approximate solution F (θ, ϕ) with estimation
|F (θ, ϕ)|˜r−σ˜ ≤
cη˜
λγσ˜3+τ
. (5.4)
Moreover, the error term satisfies
|R˘|˜r−σ˜ = |e
iB(θ)(I − TK)(e
−iB(θ)R(θ, ϕ)− (b(θ) + (I − TK)B(θ))F (θ, ϕ))|˜r−σ˜
≤
η˜2
λγσ˜3+τ
, (5.5)
where B(θ) is the solution of 〈∂θB(θ), ω¯1〉 = TQn+1B(θ).
Remark 5.1 The above Proposition 5.1 holds irrespectively of any arith-
metical property of ω¯ = (ω¯1, ω¯2).
Remark 5.2 The assumption 2 means there is a quick shrink from analytic
radius r to ˜r. We have this assumption if r = r0Q4n
and ˜r ≤ r0
Q4n+1
.
Proof: Let F˜ (θ, ϕ) = F (θ, ϕ)eiB(θ), where B(θ) is the solution of
〈∂θB(θ), ω¯1〉 = TQn+1B(θ).
Then we consider equation
TK(−i〈∂θF˜ , ω¯1〉 − i〈∂ϕF˜ , ω¯2〉+ (ζ + b˜(θ))F˜ (θ, ϕ)) = TKR˜(θ, ϕ) (5.6)
with b˜(θ) = (I−TK)B(θ)+b(θ), R˜(θ, ϕ) = e
iB(θ)R(θ, ϕ). By the assumption
1, one has
|b˜(θ)|˜r ≤ e
−|r−˜r|Qn+1η1 + η2 ≤ 2η2. (5.7)
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Since we only seek approximation of (5.3), we set TKF˜ = F˜ for convenience
below.
In order to control the norm of R˜, which is a conjugation of R by eiB, it
is sufficient to estimate Im B. As argued in Lemma 4.1 of [30], let θ = x+ iy
and recall B(θ) =:
∑
0<|k|<Qn+1
Bˆ(k)
i〈k,ω¯1〉
ei〈k,θ〉 with |Bˆ(k)| ≤ |B|
r
e−|k|r, we define
B1 =:
∑
0<|k|<Qn+1
Bˆ(k)
i〈k, ω¯1〉
ei〈k,x〉, B2 = B − B1. (5.8)
Since B(θ) is real analytic, one has Im B1 = 0 and Im B = Im B2,
|ImB|˜r = |ImB
2|˜r ≤
∑
1≤|k|<Qn+1
|
Bˆn(k)
〈k, ω¯1〉
||e−〈k,y〉 − 1|
≤ |B(θ)|
r
Qn+1
∑
1≤|k|<Qn+1
2e−|k|(r−˜r)|k|˜r
≤
η1Q
3
n+1˜r
(r− ˜r)4
≤
1
2
, (5.9)
where the last inequality is given by assumption 2. As a consequence, we
have
|R˜(θ, ϕ)|˜r ≤ e
|ImB|˜r · |R(θ, ϕ)|˜r ≤ 2η˜. (5.10)
Now we start to solve the equation (5.6).
Let
F˜ (θ, ϕ) =
∑
l
F˜l(θ)e
i〈l,ϕ〉, F˜l(θ) =
∑
|k|≤K−|l|
F˜ kl e
i〈k,θ〉,
R˜(θ, ϕ) =
∑
l
R˜l(θ)e
i〈l,ϕ〉, R˜l(θ) =
∑
|k|<K−|l|
R˜kl e
i〈k,θ〉.
Then (5.6) is equivalent to the equations below for |l| ≤ K,
(Al +Dl)F˜l = R˜l, (5.11)
where
Al = diag(· · · , 〈k, ω¯1〉+〈l, ω¯2〉+ζ, · · · )|k|<K−|l|,Dl = (
ˆ˜b(ki−kj))|ki|,|kj|≤K−|l|
F˜l = (· · · , F˜
k
l , · · · )
T
|k|≤K−|l|, R˜l = (· · · , R˜
k
l , · · · )
T
|k|≤K−|l|.
18
Let Ml,r′ = diag(· · · , e
|k|r′ , · · · )|k|≤K−|l| for any r
′ ≤ ˜r, then (5.11) is
equivalent to
Ml,r′(Al +Dl)M
−1
l,r′Ml,r′F˜l =Ml,r′R˜l.
We rewrite is to be
(Al +Dl,r′)F˜l,r′ = R˜l,r′ (5.12)
where Dl,r′ = Ml,r′DlM
−1
l,r′ , F˜l,r′ = Ml,r′F˜l, R˜l,r′ = Ml,r′R˜l. A simple calcu-
lous show that ‖Dl,r′‖ ≤ (K − |l|)
2η2.
By assumption 3 and 4, we have
|〈k, ω¯1〉+ 〈l, ω¯2〉+ ζ| ≥
γλ
(|k|+ |l|+ 1)τ
≥
γλ
Kτ
≥ (K − |l|)η
1
2
2 .
for all |k| + |l| < K. As a result, the diagonally dominant operators Al +
Dl,r′ has a bounded inverse and ‖(I + A
−1
l Dl,r′‖op(l1) < 2 for r
′ = ˜r − σ˜,
where ‖ · ‖op(l1) denotes the operator norm associated to the l
1 norm |u|l1 =∑
|k|<K−|l| |u
k|. To see this, one can compute
‖A−1l Dl,r′‖op(ℓ1) ≤ max
|ki|≤K
∑
|kj |≤K
|ˆ˜b(ki − kj)|e
(|ki|−|kj|)r
′
|〈ki, ω¯1〉+ 〈l, ω¯2〉+ ζ|
(5.13)
≤ max
|ki|≤K
∑
|kj |≤K
e−|ki−kj |˜r+(|ki|−|kj |)r
′
Kτη2
γλ
≤
Kτ+2η2
γλ
≤
Kτ+2η2
γ
≤ 1/2,
where the last inequality follows from the assumption 3.
Since
(Il +A
−1
l Dl,r′)
−1 =
∞∑
i=0
(−1)n(A−1l Dl,r′)
n.
one has ‖(Il + A
−1
l Dl,r′)
−1‖op(ℓ1) ≤ 2. As a conclusion, the approximate
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solution Fl,r′ = (I +A
−1
l Dl,r′)
−1A−1l Fl,r′ is regular with
|F˜ (θ, ϕ)|˜r−σ˜
≤
∑
|k|+|l|<K
|F˜ kl |e
(|k|+|l|)(˜r−σ˜)
=
∑
|l|≤K
(
∑
|k|<K−|l|
|F˜ kl |e
|k|(˜r−σ˜))e|l|(˜r−σ˜) =
∑
|l|≤K
|F˜l,˜r−σ˜|l1e
|l|(˜r−σ˜)
≤
∑
|l|≤K
‖(Il +A
−1
l Dl,r′)
−1‖op(l1)|A
−1
l R˜l,˜r−σ˜|l1e
|l|(˜r−σ˜)
≤ 2
∑
|l|≤K
∑
|k|<K−|l|
(|k|+ |l|+ 1)τ
λγ
|R˜kl |e
(|k|+|l|)(˜r−σ˜)
≤
cη˜
λγσ˜3+τ
.
Let F = e−iB(θ)F˜ , like (5.10), one has
|F (θ, ϕ)|˜r−σ˜ ≤ e
|ImB(θ)|˜r · |F˜ (θ, ϕ)|˜r−σ˜ ≤
cη˜
λγσ˜3+τ
.
Moreover, one can compute F will solve equation (5.3) with error term R˘,
R˘ = eiB(θ)(I − TK)(e
−iB(θ)R(θ, ϕ)− (b(θ) + (I − TK)B(θ))F (θ, ϕ)).
The estimation on R˘ is a direct computation.
5.2 A finite KAM induction
We will prove Proposition 3.1 by induction. We start with the Hamiltonian
H˜0 = e˜0(θ; ξ) + 〈ω1, I〉+ 〈ω2, J〉 +
∑
p≥1
(Ω˜0p(ξ) +Bp(θ; ξ))|zp|
2 + P˜0(θ, ϕ, z, z¯; ξ)
on D(r˜0, s˜0)× O˜0, ǫ˜0 = ǫn, E˜0 = En, where
r˜0 = 2rn+1, s˜0 = sn, O˜0 = On, (5.14)
and [Bp(θ; ξ)] = 0,
e˜0 +
∑
p≥1
(Ω˜0p +Bp)|zp|
2 + P˜0 ∈ Fr˜0,s˜0,O˜0(En, En, ǫ˜0).
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Let N = 2 + [2
n+1cτU lnQn+1
6τ+9 ] and K
n = ( γ04ǫn )
1
τ+2 , where the former will
control the steps of finite KAM iteration and the later is the upper bound
control in assumption 4 of Proposition 5.1. Define the following iteration
sequence for j = 1, 2, 3, · · · , N ,
ǫ˜j = (ǫ˜j−1)
4
3 = (ǫ˜0)
( 4
3
)j , E˜j =
j−1∑
q=0
ǫ˜q,
γ˜j = γn − 2
j−1∑
q=0
ǫ˜
3
4
q , η˜j = (ǫ˜j−1)
1
3 ,
K˜j = σ˜
−1
j ln ǫ˜
−1
j−1, σ˜j =
1
5
r˜0
2j+1
,
s˜j = η˜j s˜j−1, r˜j = r˜j−1 − 5σ˜j ,
D˜j = D(r˜j , s˜j).
(5.15)
We also set K˜0 = Kn. Then we have the following iteration lemma:
Lemma 5.1 The following holds for 0 ≤ j ≤ N − 1. Suppose the Hamilto-
nian
H˜j = e˜j(θ; ξ)+〈ω1, I〉+〈ω2, J〉+
∑
p≥1
(Ω˜jp(ξ)+Bp(θ; ξ)+b
j
p(θ; ξ))|zp|
2+P˜j(θ, ϕ, z, z¯; ξ)
(5.16)
is defined on D˜j ×O˜j with Bp ∈ Brn(On) and [Bp(θ; ξ)] = 0, which further-
more satisfy
1. For any ξ ∈ O˜j, |k|+ |l| ≤ K˜j and p, q ≥ 1 there is
|〈k, ω1〉+ 〈l, ω2〉 ± Ω˜
j
p| ≥
γ˜j
(|k|+ |l|+ 1)τ
,
|〈k, ω1〉+ 〈l, ω2〉 ± (Ω˜
j
p + Ω˜
j
q)| ≥
γ˜j
(|k| + |l|+ 1)τ
, (5.17)
|〈k, ω1〉+ 〈l, ω2〉 ± (Ω˜
j
p − Ω˜
j
q)| ≥
γ˜j
(|k| + |l|+ 1)τ
, |l|+ |p− q| 6= 0.
2. The functions bjp ∈ Br˜j(O˜j) have average zero: [b
j
p(θ; ξ)] = 0, and
there is
e˜j +
∑
p≥1
(Ω˜ jp + b
j
p)|zp|
2 + P˜j ∈ Fr˜j ,s˜j,O˜j (En + E˜j, E˜j , ǫ˜j)
Then there exists a subset O˜j+1 = O˜j\R˜
j+1 with meas(R˜j+1) ≤
Cγ˜j+1
K˜2j+1
, and
a symplectic transformation φtFj : D˜j+1 × O˜j → D˜j with estimate
|φtFj − id|
∗
s˜j+1,D˜j+1×O˜j
≤ ǫ˜
3
4
j , (5.18)
||DφtFj − Id|
∗
s˜j+1,s˜j+1,D˜j+1×O˜j
≤ ǫ˜
3
4
j , (5.19)
such that H˜j+1 = H˜j ◦φ
1
Fj
satisfies the assumptions of H˜j with j+1 in place
of j.
Remark 5.3 The crucial point for us is that the functions Bp(θ; ξ), p ≥ 1
are fixed in the iteration.
Once we have Proposition 5.1, the proof of this Lemma is standard KAM,
we leave it to the appendix.
5.3 The Construction of Φn+1 and Hn+1
Now we are going to finish the proof of Proposition 3.1. As a beginning, we
fix H˜0 = Hn with
H˜0 = e˜0 + 〈ω1, I〉 + 〈ω2, J〉+
∑
p≥1
(Ω˜0p +Bp + b
0
p)|zp|
2 + P˜0
on D(r˜0, s˜0)× O˜0, where
ǫ˜0 = ǫn, r˜0 = 2rn+1, s˜0 = sn, K˜0 = Kn, O˜0 = On, e˜0 = en(θ; ξ),
Bp = B
n
p (θ; ξ), b
0
p = 0, Ω˜
0
p = Ω
n
p(ξ), P˜0 = Pn(θ, ϕ, z, z¯; ξ).
By the assumption of Proposition 3.1, ǫn = ǫn−1 · Q
−2n+1cτU
n+1 , rn+1 =
r0
4Q4n+1
, the truncation parameter Kn = r
−1
0 40Q
4
n+1 ln ǫ
−1
n , and the Diophan-
tine condition for ξ ∈ On is given, thus the assumptions of iteration Lemma
5.1 are satisfied with j = 0. Inductively, we iterate Lemma 5.1 N times, we
arrive at parameter set O˜N and the Hamiltonian
H˜N = e˜N + 〈ω1, I〉+ 〈ω2, J〉+
∑
p≥1
(Ω˜Np +Bp + b
N
p )|zp|
2 + P˜N (5.20)
on D˜N × O˜N−1 with
e˜N +
∑
p≥1
(Ω˜Np + b
N
p )|zp|
2 + P˜N ∈ Fr˜N ,s˜N ,O˜N−1(En + E˜N , E˜N , ǫ˜N ) (5.21)
First we have the following observation:
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Lemma 5.2 We can select
On+1 = O˜N . (5.22)
Proof: By (5.15), we have
γn+1 = γ0 − 3
n∑
i=0
ǫ
1
2
i = γn − 3ǫ
1
2
n ≤ γn − 2
N∑
i=0
ǫ˜
1
2
i = γ˜N ,
and
Kn+1 =
40 ln ǫ−1n+1
rn+2
≤
ln ǫ˜
( 4
3
)N−1
0
rn+1(
1
2)
N−1
= K˜N .
Thus for any |k|+ |l| ≤ Kn+1 we have
|〈k, ω1〉+ 〈l, ω2〉 ± Ω˜
N
p | ≥
γ˜N
(|k|+|l|+1)τ ≥
γn+1
(|k|+|l|+1)τ ,
|〈k, ω1〉+ 〈l, ω2〉 ± (Ω˜
N
p + Ω˜
N
q )| ≥
γ˜N
(|k|+|l|+1)τ ≥
γn+1
(|k|+|l|+1)τ ,
|〈k, ω1〉+ 〈l, ω2〉 ± (Ω˜
N
p − Ω˜
N
q )| ≥
γ˜N
(|k|+|l|+1)τ ≥
γn+1
(|k|+|l|+1)τ , |l|+ |p− q| 6= 0,
which just ensures us to choose
On+1 = O˜N .
Recall (5.15) and (3.8), one has
r˜N = r˜0 −
∑N−1
j=0
r˜0
2j+2
≥ r˜02 = rn ≥ rn+1,
s˜N =
∑N−1
j=0 ((ǫ˜0)
1
3
( 4
3
)j )s˜0 = ǫ
( 4
3
)
2+[
2n+1cτU lnQn+1
6τ+9 ]−1
n · sn = sn+1,
and then H˜N is regular on D(rn+1, sn+1). Thus we can fix
Φn+1 = φF0 ◦ φF1 ◦ . . . ◦ φFN−1 : D˜N × O˜N−1 → D˜0,
which now is defined on D(rn+1, sn+1) × On+1 → D(rn, sn). We also fix
Hn+1 = H˜N with
en+1 = e˜N , B
n+1
p = B
n
p + b
N
p ,Ω
n+1
p = Ω˜
N
p , Pn+1 = P˜N . (5.23)
We have our Proposition once we have following estimate.
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Lemma 5.3 We have the following estimate:
en+1+
∑
p≥1
(Ωn+1p +B
n+1
p )|zp |
2 +Pn+1 ∈ Frn+1 ,sn+1 ,On+1 (En+1 , En+1 , ǫn+1 ).
and furthermore we have
|Φn+1 − id|
∗
sn+1,Dn+1×On+1 ≤ ǫ
1
2
n , (5.24)
|D(Φn+1 − id)|
∗
sn+1,sn+1,Dn+1×On+1 ≤ ǫ
1
2
n , (5.25)
Proof: First we note
(
4
3
)N − 1 ≥ (
4
3
)N−1 ≥ (
4
3
)2
n+1cτU lnQn+1 = Q
2n+1cτU ln 4
3
n+1 ,
and ǫ˜0 = ǫn ≤ ǫ0 < e
−2cτU by our selection, we have
ǫ˜
( 4
3
)N
0 = ǫ˜0e
(( 4
3
)N−1) ln ǫ˜0 ≤ ǫ˜0e
ln ǫ˜0Q
2n+1cτU ln 43
n+1
≤ ǫ˜0e
−2ncτUQ
2n+1cτU ln 43
n+1 ≤ ǫ˜0Q
−2n+2cτU
n+2 = ǫn+1,
therefore
|XPn+1 |
∗
sn+1,Dn+1×On+1 ≤ ǫ˜N ≤ ǫn+1.
The estimation below is a direct calculous,
|Bn+1p |
∗
rn+1,On+1 ≤ En + E˜N ≤ En +
j−1∑
i=0
ǫ˜i ≤ En + 2ǫn ≤ En+1.
Similarly, one has |en+1|
∗
rn+1,On+1
≤ En+1 and |Ω
n+1
p |
∗
On+1
≤ En+1.
To prove (5.24) and (5.25), for any 0 ≤ ν ≤ N − 1, we let
φν = φF0 ◦ φF1 ◦ . . . ◦ φFν : D˜ν+1 × O˜ν → D˜0.
By the chain rule, we have estimate,
|Dφν| s˜0,s˜ν+1,D˜ν+1 ≤
ν∏
µ=0
|DφFµ| s˜µ+1,s˜µ+1,D˜µ+1 ≤ e
ν∑
µ=0
ǫ˜
3
4
µ
≤ e,
|Dφν|L
s˜0,s˜ν+1,D˜ν+1
≤
ν∑
µ=0
|DφFµ|
L
s˜µ,s˜µ+1,Dµ+1
ν∏
j=0,j 6=µ
|DφFj| s˜j+1,s˜j+1,D˜j+1
≤ e
ν∑
µ=0
|DφFµ|
L
s˜µ,s˜µ+1,Dµ+1 ≤ 2e
ν∑
µ=0
ǫ˜
3
4
ν ≤ cǫ
3
4
n .
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With mean value theorem,
|φν − id|∗
s˜0,D˜ν+1
≤
ν−1∑
µ=0
|φµ+1 − φµ|∗
s˜0,D˜µ+1
≤
ν−1∑
µ=0
|Dφµ|∗s˜0,s˜µ+1 |φFµ+1 − id|
∗
s˜µ+1,D˜µ+1
≤ 2
ν−1∑
µ=0
ǫ˜
3
4
µ ≤ 2
N−1∑
µ=0
ǫ˜
3
4
µ ≤ cǫ
3
4
n ,
and then with generalized Cauchy estimate,
|Dφν − I|∗
s˜0,s˜ν+1,D˜ν+1
≤
cǫ
3
4
n ∗Q3n+1
r0
≤ ǫ
2
3
n .
Therefore Φn+1 = φ
N−1 is the transformation we are searching.
5.4 Measure estimate
At the j − 1-th finite KAM iteration of the n-th infinite iteration, we have
to exclude the following resonant set:
R˜j =
⋃
|k|+|l|≤K˜j
(
⋃
p≥1
Rjklp
⋃
|l|+|p−q|6=0
Rj11klpq
⋃
p,q≥1
Rj2klpq), (5.26)
where
Rjklp = {ξ ∈ O˜j−1 : |〈k, ω1〉+ 〈l, ω2〉 ± Ω˜
j
p| <
γ˜j
(|k|+|l|+1)τ , },
Rj11klpq = {ξ ∈ O˜j−1 : |〈k, ω1〉+ 〈l, ω2〉+ Ω˜
j
p − Ω˜
j
q| <
γ˜j
(|k|+|l|+1)τ },
Rj2klpq = {ξ ∈ O˜j−1 : |〈k, ω1〉+ 〈l, ω2〉 ± (Ω˜
j
p + Ω˜
j
q)| <
γ˜j
(|k|+|l|+1)τ }.
In order to estimate the measure of the resonant set R˜j, we first need
the following observation:
Lemma 5.4 For any |k| + |l| ≤ K˜j−1 and p, q ≥ 1, then the resonant set
satisfy
Rjklp = R
j11
klpq = R
j2
klpq = ∅.
Proof: As an example, we prove that
Rj11klpq = ∅, if |k|+ |l| ≤ K˜j−1.
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By the regularity of XP˜j−1 , one has
|Ω˜jp − Ω˜
j−1
p |O˜j−1 ≤ ǫ˜j−1, p ≥ 1.
It follows that for any |k|+ |l| ≤ K˜j−1, there is
|〈k, ω1〉+ 〈l, ω2〉+ Ω˜
j
p − Ω˜
j
q|
≥ |〈k, ω1〉+ 〈l, ω2〉+ Ω˜
j−1
p − Ω˜
j−1
q | − |Ω˜
j
p − Ω˜
j−1
p | − |Ω˜
j
q − Ω˜
j−1
q |
≥
γ˜j−1
(|k|+ |l|+ 1)τ
− 2ǫ˜j−1 ≥
γ˜j
(|k|+ |l|+ 1)τ
.
The last inequality is possible since ǫ˜j−1|K˜j−1|
τ ≤ (γ˜j−1−γ˜j) by the iteration
sequence (5.15).
Lemma 5.5 If max{p, q} > c(|k|+ |l|), p 6= q, then the resonant set satisfy
Rjklp = R
j11
klpq = R
j2
klpq = ∅.
Proof: As an example, we only prove that
Rj11klpq = ∅, if max{p, q} > c(|k| + |l|), p 6= q.
In fact, it follows from the following computations:
|〈k, ω1〉+ 〈l, ω2〉+ Ω˜
j
p − Ω˜
j
q|
≥ |p2 − q2| − |Ω˜jp − p
2| − |Ω˜jq − q
2| − |ξ|(|k|+ |l|)|ω¯|
≥ |p2 − q2| − 2ǫ0 −
3
2
|ω¯|(|k| + |l|) >
|p2 − q2|
2
.
The others can be handled in the same way.
Lemma 5.6 If l 6= 0 and p = q, then the resonant set satisfy Rj11klpq = ∅.
Proof: In this case, since we assume ω¯ ∈WL(γ, τ, β), then
|〈k, ω1〉+ 〈l, ω2〉+ Ω˜
j
p − Ω˜
j
q|
= ξ|〈k, ω¯1〉+ 〈l, ω¯2〉| ≥
γ0
2(|k|+ |l|+ 1)τ
≥
γ˜j
2(|k|+ |l|+ 1)τ
which just means Rj11klpq = ∅.
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By Lemma 5.4, 5.5 and 5.6, one can reduce the resonant set (5.26) to be
following set:
R˜j =
⋃
K˜j−1<|k|+|l|≤K˜j
(
⋃
p≤c(|k|+|l|)
Rjklp
⋃
|l|+|p−q|6=0,
p,q≤c(|k|+|l|)
Rj11klpq
⋃
p,q≤c(|k|+|l|)
Rj2klpq).
(5.27)
Lemma 5.7 At n-th infinite iteration, we have to exclude the following
resonant set On\On+1 =
N⋃
j=1
R˜j, and there exist constant C such that
meas(R˜j) ≤
Cγ˜j
K˜2j
, (5.28)
meas(On\On+1) ≤
Cγn
Kn
. (5.29)
Proof: By the definition, we have On = O˜0. By Lemma 5.2, one has
On+1 = O˜N . By (5.15), one has On\On+1 = O˜0\O˜N =
N⋃
j=1
R˜j at once.
Now, as an example, we will focus on the measure of resonant set
Rj11klpq = {ξ ∈ O˜j−1 : |〈k, ω1〉+ 〈l, ω2〉+ Ω˜
j
p − Ω˜
j
q| <
γ˜j
(|k|+ |l|+ 1)τ
}
with p 6= q and (k, l) 6= 0. Since ξ ∈ O˜j−1 ⊆ (
1
2 ,
3
2 ), it follows that
Rj11klpq ⊆ Q
j11
klpq = {ξ ∈ O˜j−1 : |〈k, ω¯1〉+ 〈l, ω¯2〉+
Ω˜
j
p − Ω˜
j
q
ξ
| <
2γ˜j
(|k|+ |l|+ 1)τ
}
By a direct computation,
|
d
dξ
(〈k, ω¯1〉+ 〈l, ω¯2〉+
1
ξ
(Ω˜jp − Ω˜
j
q))| ≥
1
9
|p2 ± q2|,
then
meas(Rj11klpq) ≤ meas(Q
j11
klpq) ≤
2γ˜j
9(|k|+ |l|+ 1)τ
1
|p2 − q2|
.
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Thus the total measure can be estimates as:
meas(R˜j) ≤
∑
Kj<|k|+|l|≤Kj+1
(k,l)∈Z2×Zd
(
∑
1≤p≤c(|k|+|l|)
2γ˜j
9(|k| + |l|+ 1)τ
1
p2
+
∑
p 6=q,
1≤p,q≤c(|k|+|l|)
2γ˜j
9(|k| + |l|+ 1)τ
1
|p2 − q2|
+
∑
1≤p,q≤c(|k|+|l|)
4γ˜j
9(|k| + |l|+ 1)τ
1
p2
)
≤
∑
Kj<|k|+|l|≤Kj+1
( 4γ˜j
(|k| + |l|+ 1)τ
+
2γ˜j ln(|k|+ |l|)
(|k|+ |l|+ 1)τ−2
+
4γ˜j
(|k|+ |l|+ 1)τ−2
)
≤
Cγ˜j
K2j
.
The last inequality is possible since we choose τ > d + 6. The measure of
the other resonant set be estimates similarly. There is also
meas(On\On+1) ≤
N∑
i=1
Cγ˜j
K2j
≤
Cγ˜1
K˜0
≤
Cγn
Kn
.
A Appendix: Proof of Lemma 5.1
Proof: At the j-th step of the finite iteration, the Hamiltonian H˜j = N˜j+P˜j
is studied as a small perturbation of some normal form N˜j. A transformation
φ1Fj is set up so that H˜j ◦φ
1
Fj
= N˜j+1+P˜j+1 with new normal form N˜j+1 and
a much smaller perturbation P˜j+1. We drop the index j of H˜j,Nj , P˜j , φ
1
Fj
and shorten the index j + 1 to be +.
Let R to be 2-order Taylor polynomial truncation of P˜ , that is
R =
∑
|k|+|l|≤K˜,
|α|+|β|≤2
P˜klαβe
i〈(k,l),(θ,ϕ)〉zαz¯β (A.1)
=: R0 + 〈R01, z〉+ 〈R10, z〉+ 〈R02z, z〉+ 〈R11z, z¯〉+ 〈R20z¯, z¯〉,
where 〈·, ·〉 is formal product for two column vectors, R0, R01, R10, R02, R11
and R20 depend on θ, ϕ and ξ.
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By JRK denote the part of R in generalized average part as follows
JRK = [R0]ϕ + 〈[diag(R
11)]ϕz, z¯〉,
where diag(R11) is the the diagonal of R11. The transformation φ1F = X
1
F
is constructed as the time-1-map of a Hamiltonian vector field XF , where F
is of the same form as R,
F = F 0 + 〈F 01, z〉+ 〈F 10, z〉+ 〈F 02z, z〉 + 〈F 11z, z¯〉+ 〈F 20z¯, z¯〉,
and JF (θ, ϕ)K = 0. The function F (θ, ϕ) is also an approximate solution of
the homological equation
{N˜ , F} = R−
∑
p≥1
[R11pp(θ, ϕ)]ϕ|zp|
2 − JRK (A.2)
with N˜ = e˜(θ; ξ) + 〈ω1, I〉 + 〈ω2, J〉 + 〈(Ω˜ + B(θ; ξ) + b(θ; ξ))z, z¯〉. In the
following, we denote ∂(ω1,ω2) = 〈ω1, ∂θ〉 + 〈ω2, ∂ϕ〉. Then F should satisfy
the homological equations:
∂(ω1,ω2)F
0 = R0 − [R0]ϕ,
∂(ω1,ω2)F
01
p − i(Ω˜p +Bp + bp)F
01
p = R
01
p , p ≥ 1,
∂(ω1,ω2)F
10
q + i(Ω˜q +Bq + bq)F
10
q = R
10
q , q ≥ 1,
∂(ω1,ω2)F
20
pq − i(Ω˜p +Bp + bp + Ω˜q +Bq + bq)F
02
pq = R
zz
02, p, q ≥ 1,
∂(ω1,ω2)F
20
pq + i(Ω˜p +Bp + bp + Ω˜q +Bq + bq)F
20
pq = R
20
pq, p, q ≥ 1,
∂(ω1,ω2)F
11
pq + i(Ω˜p +Bp + bp − Ω˜q −Bq − bq)F
11
pq = R
11
pq, p 6= q,
∂(ω1,ω2)F
11
pq = R
11
pq − [R
11
pq]ϕ, p = q.
(A.3)
For the first equation from (A.3),
〈∂θF
0, ω1〉+ 〈∂ϕF
0, ω2〉 = R
0 − [R0(θ, ϕ)]ϕ.
The fourier expansion is given, and we arrive at equation
i(〈k, ω1〉+ 〈l, ω2〉)Fˆ
0
(k,l) = Rˆ
0
(k,l)
for (k, l) ∈ Z2×Zd with |k|+ |l| ≤ K and l 6= 0. Recall ω = ξω¯ and by weak
Liouvillean condition (5.17), we have
|F 0(θ, ϕ)|∗r˜−3σ˜ ≤ γ˜
−1σ˜
−3−τ
|R0|∗r˜ .
The last equation in (A.3) is considered in the same way and
|F 11pp (θ, ϕ)|
∗
r˜−3σ˜ ≤ γ˜
−1σ˜
−3−τ
|R11pp|
∗
r˜.
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The left equations in (A.3) will be discussed in the same way, as an
example, we do this for
∂(ω1,ω2)F
11
pq + i(Ω˜p +Bp + bp − Ω˜q −Bq − bq)F
11
pq = R
11
pq , p 6= q. (A.4)
To obtain a solution of these equations with useful estimates we want to
apply Proposition 5.1. The assumptions of this proposition are now verified.
We set (r, ˜r, σ˜, γ,K, ( γ2η )
1
τ+2 , η1, η2, η˜) to be (rn, r˜, σ˜, γ˜, K˜,K
n, En, E˜ , ǫ˜).
The assumption [Bp(θ; ξ)] = [bp(θ; ξ)] = 0, |Bp|rn ≤ En, |bp|r˜ ≤ E˜ and
|R11pq |r˜ ≤ ǫ˜ ≤ E˜ are given by condition from Lemma 5.1.
Verification of assumption 1: In fact, by Lemma 2.2, one has Qn+1 ≥ Q
A
n
and lnQn+1 ≤ Q
U
n for any n ≥ 1. Then since r ≤ 2rn+1 < rn, one has
e−|rn−r|Qn+1 ≤ e
−
Qn+1
8Q3n ≤ e
−
Q
1
2
n+1
lnQn+1
8Q3n ≤ e− lnQn+1Q
A
2 −3
n
≤ e− lnQn+1n2
n+1cτU = Q−n2
n+1cτU
n+1 ≤ ǫn ≤ E˜ .
Thus we have our conclusion as En < 1.
Verification of assumption 2: This is a direct computation since r1 = rn,
r2 = r˜ ≤ rn+1 and |Bp|rn ≤ En.
Verification of assumption 3: Since Kn = [( γ02ǫn )
1
τ+2 ] and by (5.15), one has
K˜ ≤ ln(
1
ǫ˜0
)(
4
3
)N (
2NQ3n+1
r0
) =
1
r0
(
8
3
)NQ3n+1 ln ǫ˜
−1
0 (A.5)
=
1
r0
(
8
3
)[
2n+1cτU lnQn+1
6τ+9
]+2Q3n+1 ln ǫ˜
−1
0 ≤ Q
( 2
n+1cτU
6τ+9
+5)
n+1 ln ǫ˜
−1
0
≤ Q
2n+1cτU
6τ+9
n+1 ·Q
3
n+1 · ǫ˜
−c(τ)
0
≤ ǫ˜
− 1
6τ+9
n · ǫ˜
− 1
(12τ+18)
0 · ǫ˜
− 1
(12τ+18)
0
≤ ǫ˜
− 2
6τ+9
0 ≤ K
n.
Verification of assumption 4: For any ξ ∈ O˜, we consider any pair ((k, l), p, q)
with |k|+ |l| ≤ K˜ and p 6= q:
If max{p, q} ≥ c(|k|+ |l|), one has
|〈k, ω1〉+〈l, ω2〉+Ω˜p−Ω˜q| ≥ |p
2−q2|−|Ω˜p−p
2|−|Ω˜q−q
2|−(|k|+|l|)|ω| ≥
|p2 − q2|
2
.
If max{p, q} ≤ (1 + α)(|k| + |l|), by (5.17), one has
|〈k, ω1〉+ 〈l, ω2〉+ Ω˜p − Ω˜q| ≥
γ˜
(|k| + |l|+ 1)τ
≥
γ˜
(|k|+ |l|+ 1)τ+2
|p2 − q2|.
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Recall ω = ξω¯, one has
|〈k, ω¯1〉+ 〈l, ω¯2〉+
Ω˜p − Ω˜q
ξ
| ≥
γ˜
(|k|+ |l|+ 1)τ+2
|p2 − q2|. (A.6)
We have our assumption once ζ and λ are in placed by
Ω˜p−Ω˜q
ξ and p
2 − q2.
Thus, Proposition 5.1 applies, and the approximate solution F 11pq satisfies
the estimate
|F 11pq |D(r˜−2σ˜) ≤ γ˜
−1σ˜
−3−τ
|p2 − q2|−1|R11pq |D(r˜−σ˜). (A.7)
To obtain the norm of XF , we need following useful Lemma.
Lemma A.1 (M.3 in [21]) Let R = (Rpq)p,q≥1 be a bounded operator on
ℓ2 which depends on x ∈ Tn such that all elements (Fpq) are analytic on
D(r). Suppose F = (Fpq)p,q≥1 is another operator on ℓ
2 depending on x
whose elements satisfy
sup
x∈D(r)
|Fpq(x)| ≤
1
|p− q|
sup
x∈D(r)
|Rpq(x)|, p 6= q,
and Fpq = 0. Then F is a bounded operator on ℓ
2 for every x ∈ D(r), and
sup
x∈D(r−σ)
‖F (x)‖ ≤
c
σ2
sup
x∈D(r)
‖R(x)‖.
Then recall (A.7), we have
|F 11|a,ρ,D(r˜−3σ˜) ≤
256
γ˜σ5+τ
|R11|a,ρ,D(r˜−σ˜) ≤
256
γ˜σ5+τ
|XR|D(r˜,s˜).
Multiplying by z, z¯ we get
1
s˜2
|〈F 11z, z¯〉|D(r˜−3σ˜,s˜) ≤ |F
11|a,ρ,D(r˜−3σ˜,s˜),
and finally by Cauchy’s estimate we have
|X〈F 11z,z¯〉|s˜,D(r˜−3σ˜,s˜) ≤
256
γ˜σ˜6+τ
|XR|s˜,D(r˜,s˜).
To obtain the estimate of the Lipschitz semi-norm, we proceed as follows.
Shortening △ξη to be △ and applying it to (A.4), one gets that
∂(ω1,ω2)△F
11
pq + iTK((Ω˜p +Bp + bp − Ω˜q −Bq − bp)△F
11
pq ) (A.8)
= −iTK(△(Ω˜p +Bp + bp − Ω˜q −Bq − bp)F
11
pq ) + i△R
11
pq := Qpq
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By (A.6) and (A.7),
|Qpq|D(r˜−2σ˜) ≤ |△(Ω˜p +Bp + bp − Ω˜q −Bq − bq)| · |F
11
pq |D(r˜−2σ˜) + |△R
11
pq|D(r˜−2σ˜)
≤
|△(Ω˜p +Bp + bp − Ω˜q −Bq − bq)|
|p2 − q2|γ˜σ˜3
|R11pq |D(r˜−σ˜) + |△R
11
pq|D(r˜−σ˜).
We again apply Proposition 5.1 to (A.8), one has
|△F 11pq |D(r˜−2σ˜)
≤
|△(Ω˜p +Bp + bp − Ω˜q −Bq − bq)|
|p2 − q2|γ˜σ˜8+2τ
|R11pq |D(r˜−σ˜) + |△R
11
pq |D(r˜−σ˜),
Again by Lemma A.1, one has
|△F 11|a,ρ,D(r˜−3σ˜)
≤
|△(Ω˜p +Bp + bp − Ω˜q −Bq − bq)|
|p2 − q2|γ˜2σ˜10+2τ
|R11|a,ρ,D(r˜−σ˜) + |△R
11|a,ρ,D(r˜−σ˜),
Dividing |△F 11pq |D(r˜−3σ˜,s˜) by |ξ − η| 6= 0 and take supreme over O˜, one gets
|X〈F 11z,z¯〉|
L
s˜,D(r˜−3σ˜,s˜)×O˜
≤
|XR|s˜,D(r˜−σ˜,s˜)×O˜
γ˜2σ˜10+2τ
+ |X〈R11z,z¯〉|
L
s˜,D(r˜,s˜)×O˜
Thus one has
|〈XF 11pq z,z¯〉〉|
∗
s˜,D(r˜−3σ˜,s˜)×O˜
≤
|X〈R11z,z¯〉|s˜,D(r˜,s˜)×O˜
γ˜2σ˜10+2τ
+ |X〈R11z,z¯〉|
L
s˜,D(r˜,s˜)×O˜
.
(A.9)
For the left terms of F , that is 〈F 01, z〉, 〈F 10, z¯〉, 〈F 02z, z〉 and 〈F 20z¯, z¯〉, one
can obtain the same results with similar technical.
The estimation on approximate solution F is obvious,
|XF |
∗
s˜,D(r˜−3σ˜,s˜)×O˜
≤
256
γ˜2σ˜10+2τ
|XR|
∗
s˜,D(r˜,s˜)×O˜
. (A.10)
Let φ1F to be the time-1 map of X
t
F , we have
H˜+ = H˜ ◦ φ
1
F = (N +R) ◦X
1
F + (P˜ −R) ◦X
1
F (A.11)
= N + {N , F} +R
+
∫ 1
0
{{(1 − t)N , F}+R, F} ◦ φtF dt+ (P˜ −R) ◦ φ
1
F
= N + JRK+Re +
∫ 1
0
{R(t), F} ◦ φtF dt+ (P˜ −R) ◦ φ
1
F
= N+ + P˜+,
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where N+ = N + JRK. For the new normal form N+, we set
e˜+ = e˜+[R
0(θ, ϕ)]ϕ, Ω˜
+
p = Ω˜p+[R
11
pp(θ, ϕ)], b˜
+
p = b˜p+[R
11
pp(θ)]ϕ−[R
11
pp(θ, ϕ)].
The perturbation
P˜+ = Re +
∫ 1
0
{R(t), F} ◦ φtF dt+ (P˜ −R) ◦ φ
1
F
with R(t) = (1− t)JRK+ tR and
Re =
∑
p≥1
eiBpΓK(e
−iBpRp − (bp + ΓKBp)F
01
p )zp
+
∑
p≥1
e−iBpΓK(e
iBpRp + (bp + ΓKBp)F
10
p )z¯p
+
∑
p,q≥1,
p 6=q
eiBp−iBpΓK(e
iBp−iBqRp − (bp − bq + ΓK(Bp −Bq))F
11
pq )zpz¯q
+
∑
p,q≥1
eiBp+iBqΓK(e
−iBp−iBqRp − (bp + bq + ΓK(Bp +Bq))F
20
pq )zpzq
+
∑
p,q≥1
e−iBp−iBqΓK(e
iBp+iBqRp + (bp + bq + ΓK(Bp +Bq))F
02
pq )z¯pz¯q,
where operator ΓK = I − TK .
Following [27], one has
|XP˜+−Re |
∗
s˜+,D(r˜+,s˜+)
≤ ǫ˜
4
3 .
Recall (5.5),
|XRe |
∗
s˜,D(r˜−5σ˜,s˜) ≤ e
−Kσ˜ · | sup
p≥1
(|e|ImBp|
∗
r˜ + |bp|
∗
r˜) · |XF |
∗
s˜,D(r˜,s˜) ≤ ǫ˜
4
3 . (A.12)
Thus we have new bound on perturbation P˜+ and Lemma 5.1 follows.
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