First Step Towards Modeling Unbreakable Malware by Ji, Tiantian et al.
 ——————————————— 
作者信息：冀甜甜，女，1995年生，博士，主要研究领域为网络安全、信息安全.E-mail: jitiantian0728@bupt.edu.cn. 方滨兴，男，1960年生，博
士，中国工程院院士，主要研究领域为计算机体系结构、计算机网络、信息安全.E-mail: fangbx@bupt.edu.cn. 崔翔（通信作者），男，1978年生，
博士，教授，主要研究领域为网络安全、信息安全.E-mail: cuixiang@gzhu.edu.cn. 王忠儒（通信作者），男，1986年生，博士，高级工程师，主要
研究领域为人工智能、网络安全.E-mail: wangzhongru@bupt.edu.cn. 刁嘉文，女，1995年生，博士，主要研究领域为网络安全、信息安全.E-mail: 
jarvand@bupt.edu.cn. 王田，男，1998年生，硕士,主要研究领域为网络安全、信息安全.E-mail: a123wt@163.com. 余伟强，男，1979年生，硕士，主
要研究领域为网络安全、信息安全、人工智能.E-mail: yuweiqiang@digapis.cn.  
 
 
First Step Towards Modeling Unbreakable Malware 
冀甜甜 1)  方滨兴 1),2)  崔翔 2) *  王忠儒 1)3) *  刁嘉文 1)  王田 1)  余伟强 4) 
1)(北京邮电大学网络空间安全学院可信分布式计算与服务教育部重点实验室, 北京 100876) 
2)(广州大学网络空间先进技术研究院, 广州 510006) 
3)(中国网络空间研究院, 北京 100010) 
4)(北京丁牛科技有限公司, 北京 100081) 
摘  要 当前，隐蔽型恶意代码的构建已经成为一种趋势，攻击者试图借此来隐藏攻击意图。但隐蔽型恶意代码的构建仍
然无法对抗安全专家的逆向分析，为此，本文建模了一类具有“不可破解”安全属性的恶意代码——UBM（UnBreakable 
Malware），并从模型、方法、实验、评估和防御角度系统化研究了此类威胁。具体而言，首先，我们对 UBM 进行了形式化
定义和安全属性研究，提出了为实现“不可破解”安全属性所必须要满足的两大关键特性，及其对应的评估四元组。其次，
我们总结并实现了可用于构建 UBM 的四种算法，并基于对两大关键特性的评估对“不可破解”的安全属性进行了验证。再
者，我们使用经过验证的四种算法的实现完成了对 UBM 的构建，并通过计算体积增量和对实际对抗防御能力的分析，证明
了 UBM 的实际应用性。最后，针对 UBM 这种网络空间新威胁，本文探讨了可能的防御措施，期望推动相应防御体系的建
立。 
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1 引言（Introduction） 
“恶意代码（Malware）”主要包括病毒（Virus）、
蠕虫（Worm）、远控木马（Remote Access Trojan，
RAT）、僵尸程序（Bot）、勒索软件（Ransomeware）
等攻击形态。自 1988 年 Morris 蠕虫出现以来，恶
意代码的破坏力开始引发国际关注。从近年来网络
安全厂商和媒体报道的重大安全事件报告中可以
发现，大多数报告实际上是以恶意代码分析为重心
的。毫无疑问，恶意代码在网络空间安全中占据重
要位置[1]。 
随着网络攻防对抗的持久军备竞赛进入了一
个新阶段，许多恶意代码试图隐藏它们的存在和攻
击意图，我们将这类恶意代码称为“隐蔽性恶意代
码”（“Stealthy Malware”，表示为 SM）。与传统恶意
代码相比，隐蔽型恶意代码攻击成功的可能性高出
了十倍[2]，而且据最新报告[3]估计，当前基于隐蔽型
恶意代码发起的攻击占所有攻击的 35％，仅在 2019
年上半年就已经增长了 364％。因此，当前隐蔽型
恶意代码的构建已经成为了一种趋势。 
然而，尽管当前已经存在了很多关于隐蔽型恶
意代码构建的研究，但它们的攻击意图仍然面临着
被发现的风险。例如，一个臭名昭著的隐蔽型恶意
代码是 Stuxnet 蠕虫，它被构建为仅面向具有特定
硬件和软件配置的特定工业控制系统（ICS）发起攻
击。另一个著名的示例是 DarkHotel 间谍软件，它
集成了对虚拟机、沙箱环境和杀毒引擎的检测，这
些环境都是 DarkHotel 的非目标环境，只有在未检
测到这些环境时，它才会执行恶意活动。但是，从
对 Stuxnet 蠕虫和 DarkHotel 间谍软件的分析中，我
们发现它们的攻击目标、攻击意图、攻击方法都是
被硬编码在恶意代码中的，安全防御者可以通过静
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态分析等手段对其恶意代码进行完全逆向，这是当
前隐蔽性恶意代码普遍面临的关键挑战。 
2018 年，IBM 研究院在 Black Hat 大会上提出
的 DeepLocker[4]是对这类恶意代码的首次概念性证
明。DeepLocker 作用于攻击行为释放之前，它借助
AI 技术实现了完美的“不可破解”（“Unbreakable”）
的性质，即：即使恶意代码开源可得，恶意攻击意
图也无法被破解。另外，在实际攻击案例中，APT
组织 FIN7 中的恶意代码 BIOLOAD 基于“计算机
名称”和哈希计算的思想，也试图实现这种“不可
破解”的性质，该实例再次证明不可破解型恶意代
码可用于实战，是一种极具威胁的新型攻击手法。 
为此，本文建模了一类不可破解型恶意代码
（UnBreakable Malware，简称 UBM），从模型、方
法、实验、评估和防御角度系统化研究了此类威胁。
本文的主要贡献总结如下： 
1） 本文首次提出并形式化建模了不可破解型恶意
代码—UBM，UBM 摒弃了当前隐蔽性恶意代
码所依赖的“if this, then that”的目标识别算法，
将其替换为可精准感知一个/一类目标环境并
深度隐藏攻击意图的新型算法，从而使普通恶
意代码具备“不可破解”的安全属性，进而可
彻底抵御逆向分析。 
2） 本文提出了为实现“不可破解”的安全属性所必
须要满足的两大关键特性——抗枚举性（non-
enumerability）和确定性（definiteness），通过对
它们的形式化定义和分析，本文进一步提出了
用于评估两大关键特性的四元组。满足四元组
约束条件的恶意代码，可以实现抵御正向和逆
向分析，从而两大关键特性全方位地保证了
“不可破解”安全属性的实现。 
3） 基于对 UBM 的形式化定义及其安全属性的研
究，本文提出了用于构建 UBM 的体系架构，
从中总结并发现了可实现“精准识别”与“意
图隐藏”功能的四种算法。进一步，本文对这
四种算法进行了实现与安全性评估，证明了基
于四种算法构建的鉴别器均集成了“不可破解”
的安全属性，符合 UBM 的构建标准。 
4） 基于四种算法和 UBM 的六元组构成，本文构
建了四个 UBM 实例。通过本文对 UBM 的实
际应用性评估，证明了 UBM 可以实现以不易
被察觉的体积增量，并可以成功避开几乎所有
反病毒引擎的检测，对 UBM 极具威胁的实战
能力进行了验证。 
5） 为了对抗对 UBM 带来的安全威胁，本文挖掘
出 UBM 在“目标属性指定”和“功能作用阶
段”两个环节存在的脆弱性，探讨了可能的防
御措施，以助力实现面向 UBM 的安全防御。 
2 Background and Related work 
本章节中，我们将介绍相关的研究工作，针对
当前隐蔽性恶意代码设计中存在的问题，介绍本文
的研究背景和相关的工作机理，提出我们进行UBM
建模的见解。 
2.1 基本概念 
为准确开展 UBM 的建模研究，本文首先将一
些相关的概念定义如下： 
⚫ D1 攻击载荷（Malicious Payload）：携带恶意攻
击意图的独立文件或代码片段，例如 NotPetya
中执行硬盘擦除功能的代码片段。另外，在本
文中，对应的明文攻击载荷被称为 plain 
payload，表示为 pp，对应加密后的密文攻击载
荷则被称为 cipher payload，表示为 cp。 
⚫ D2 恶意攻击意图（Malicious Intent）：由攻击
载荷携带，用于明确攻击载荷的攻击目标、攻
击技术、攻击行为、攻击目的等。常见的恶意
攻击意图包括情报窃取、数据加密、硬盘擦除、
数据粉碎等。 
⚫ D3 目标属性（Target Attribute）：由攻击者指定。
本文中，我们用𝑇来表示目标属性样本，对应非
目标属性样本则表示为𝑇，两者的集合构成了
UBM 的输入空间 X。在本文中，UBM 在 T 与
key 之间实现了“一对一”或“一类对一”的映
射关系，本文将用于实现“一对一”映射的目
标属性称为具有唯一性的目标属性，比如某个
特定的文件、特定的计算机名称；又将用于实
现“一类对一”映射的目标属性称为具有唯一
类性的目标属性，比如“Tom Cruise”的面部图
片。 
2.2 隐蔽型恶意代码的攻击触发条件分析 
在攻击行为释放之前，恶意代码追求的隐蔽性
实现为对恶意攻击意图的隐藏，即，当且仅当隐蔽
型恶意代码满足了特定的攻击触发条件时，才会释
放攻击行为。 
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根据攻击触发条件的不同，本文将当前隐蔽型
恶意代码的实现归纳为两种：一种是基于目标环境
检测的实现，另一种是基于复杂逻辑判断的实现。 
⚫ 目标环境检测 
当前的一类隐蔽型恶意代码会通过检测所处
的目标环境（target environment）是否符合预期来决
定是否释放攻击行为。可检测的指标包括当前主机
所在的国家、使用的语言、操作系统的版本、系统
性能等。例如，Stuxnet、Duqu、Gauss 和 Flame 等
恶意代码只有在检测到符合特定平台或者操作系
统版本时才会执行恶意活动[5]。 
此外，在学术领域，研究者提出了很多动态沙
箱检测技术[6-8]以助力完成对攻击触发条件的设计，
他们通过对各类沙箱特征进行综合性的检测与评
估，以判断当前主机环境是否为沙箱环境。若检测
为沙箱环境，则恶意代码不会运行，或者试图将系
统崩溃；只有在非沙箱环境中才会触发恶意代码释
放攻击行为，此时非沙箱环境就是隐蔽型恶意代码
的目标环境。 
⚫ 复杂逻辑判断 
在恶意代码的一次动态分析中只能覆盖一条
执行路径，因此很多隐蔽型恶意代码会设计复杂的
逻辑结构来隐藏攻击载荷的执行分支，而恶意攻击
行为的释放则依赖于对复杂逻辑分支的执行。例如，
魔术字或字符串匹配、Stalling 循环、无限循环等都
属于复杂逻辑判断的范畴[9]。 
以特定的魔术字或字符串作为恶意代码的攻
击触发条件时，与基于目标环境检测的实现类似，
只有在匹配到特定魔术字或特定字符串时，恶意代
码才会执行攻击活动。 
 以 Stalling 循环、无限循环等循环体作为攻击触
发条件时，设计更为复杂。以图 1 为例，触发条件
被设计为特定的循环执行路径，当且仅当恶意代码
在循环体中的执行符合特定的执行路径时，才会执
行恶意行为。 
以上述示例为代表，这类基于复杂逻辑判断实
现的隐蔽型恶意代码，使得诸如符号执行[10]、模糊
测试[11]等动态分析技术的检测过程面临挑战的，因
此基于复杂逻辑判断的设计也很受攻击者欢迎。 
Start
Is the loop 
termination condition 
met?
End
Other instructions
Yes
No
In-loop instructions
break
Loop execution logic:
 
图 1 循环执行逻辑 
  综上，在两种攻击触发条件的设计中，无论目
标环境或者逻辑判断多么复杂，最终都可以转化为
“Is this a target”的判断，如图 2 所示，本文总结
这两种攻击触发条件均为符合“if this, then that”的
设计思想，即只要满足“Is this a target”这一判断条
件，就可以触发恶意攻击行为的释放。 
Start
    Is this a 
target ?
End
YesNo
 
图 2 隐蔽型恶意代码的执行流程 
这种设计思想的局限性在于：破解攻击触发条
件的信息往往被硬编码在恶意代码中或者通过
C&C（Command and Control）信道传输。本文通过
对 ATT&CK[12]中实际攻击案例的分析，发现这些信
息容易通过逆向分析或网络监听等手段获取。我们
可以利用这些信息来破解攻击触发条件，进而发现
恶意攻击意图。 
相对应地，本文舍弃了“if this, then that”的设
计思想，将其替换为“精准识别”和“意图隐藏”
两个功能，不仅使得破解攻击触发条件的信息难以
获取，并且通过基于这种难以获取的信息来加密攻
击载荷，实现了即使在恶意代码开源的情况下，也
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无法解密攻击载荷，即恶意攻击意图是“不可破解”
的。 
2.3 DeepLocker恶意代码的机理探析 
本节中，我们将 DeepLocker 作为一种 UBM 来
进行机理探析，以辅助本文对 UBM 的建模研究。 
如图 3 所示，DeepLocker 通过使用深度神经网
络（Deep Neural Network, DNN）模型实现了对目标
属性的精准识别，以及对攻击载荷的意图隐藏。这
两个核心功能由隐藏（Concealment）和解锁
（Unlocking）两个过程实现。隐藏过程中，
DeepLocker 借助 DNN 实现了对对称密钥（key）的
动态隐藏，即 key 不会被硬编码在恶意代码中，而
是由 DNN 根据接收的输入来决策是否生成 key。 
在隐藏过程中，key 被用于将明文攻击载荷加
密为密文攻击载荷，因此 DNN 对 key 的隐藏就等
同于实现了对恶意攻击意图的隐藏。其中，DNN 模
型能够助力实现攻击意图隐藏的主要原因在于它
通过基于目标属性的数据集和非目标属性的数据
集完成了对自身分类功能的良好训练，能够实现对
目标属性的精准识别。 
对应地，在解锁过程中，DNN 利用自身对目标
属性（如图 3 所示的 Tom Cruise 的面部图片）的精
准识别来辅助生成用于解密 cipher payload 的 key，
进而释放攻击行为，替换了“if this, then that”的设
计思想。 
基于上述 DeepLocker 的攻击机理，本文站在安
全防御者的角度进一步深入分析了其具有“不可破
解”安全属性的关键原因： 
一是目标属性无法实现暴力遍历。目标属性的
指定由攻击者控制，特定的图片、文件、视频、音
频、物理环境、软件环境、用户行为、地理位置等
都可以作为攻击者利用的对象。防御侧既不知道目
标属性的所属类型，也无法对应具体的目标属性，
而对目标属性进行暴力遍历的难度等同于甚至超
过了破解 AES-128 算法的难度，这是当前电子计算
机无法达到的一个算力高度。由此，从正向破解的
角度，由于目标属性无法实现暴力遍历，触发器便
无法被激活，从而攻击载荷无法解密执行，恶意攻
击意图也不会被防御侧发现。 
二是密码算法中的密钥强度至少为 128 位，这
是衡量密码算法安全性的关键指标。即使在
DeepLocker 开源的情况下，内置在 DeepLocker 中
的密文攻击载荷也无法被逆向破解，其主要的原因
是 DeepLocker 默认 AES-128 算法，其密钥强度为
128 位，而且防御侧也无法从对开源 DeepLocker 的
分析中获取破解 key 的任何信息，因此密钥猜解是
逆向破解的唯一途径，但当前的技术对于猜解
128bits 强度的 key 却是无法实现的。 
综上，本文得出结论，UBM 的“不可破解”属
性是由“精准识别”和“意图隐藏”两个功能决定
的。基于这一结论，下文中，我们对精准隐蔽型恶
意代码进行了建模与属性研究。
End
DeepLocker
a1
a3
a2
Target attributes Target Concealment Secret key
encryption
Malicious 
payload
Payload Concealment
Concealed 
payload
a1
a3
a2
encryption
Malicious 
payloadPayload Unlocking
Concealed 
payloadInput attributes Target Detection Recovered key
Concealment:
Unlocking:
(a) DeepLocker的执行流程 (b) DeepLocker的隐藏与解锁过程
 
图 3  DeepLocker 的隐藏与解锁过程示意图
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3 不可破解型恶意代码的形式化建模 
3.1 模型假设 
模型的构建必然依赖于特定的假设。为了明确
地表达 UBM 的功能及其作用范围，本文做出如下
假设： 
 假设 1：为了证明 UBM 具有“不可破解”的安
全属性，本文 UBM 处于合作对抗环境中，即防御
侧在网络边界和受害主机上均部署有先进的反病
毒引擎，且允许高技术水平安全逆向专家的存在。 
 假设 2：就应用场景而言，本文假设攻击目标
的位置未知，UBM 只可通过撒网式传播来寻找攻
击目标。例如，在实际中，对于物理隔离的专网或
者目标组织，恶意代码寻找攻击目标的方式只能通
过内网平移，它属于撒网式传播的一种。 
假设 3：在 UBM 的构建中，尽管攻击载荷既
支持对称加密，也支持非对称加密，但非对称加密
算法并不能带来额外的安全效益，还复杂化了UBM
的设计，并且具有加解密速度慢的特点，因此，本
文只假设对称加密算法来辅助 UBM 的构建，因此
在下文中，我们将“加密密钥”和“解密密钥”，统
称为“密钥”，用𝑘𝑒𝑦表示；对应错误的密钥，则用
𝑘𝑒𝑦表示。 
 假设 4：从现实角度出发，本文假设恶意代码
涉及的所有相关攻防对抗过程均处于电子计算机
环境，而非量子计算机环境。 
3.2 UBM的形式化定义 
基于以上假设，本文对 UBM 进行了形式化定
义。 
⚫ Model Define: UBM（UnBreakable Malware）. 
UBM 由六元组所构成，用于总结一类具有“不
可 破解 ”安 全属 性的恶 意代 码 ， 记为
UBM={Discriminator, Unb, Judger, Decryptor, 
cp, BenCode}。 
Discriminator：实现了“精准识别”和“意图隐
藏”两个核心功能，用于实现输入空间 X 到
possibleKey 的 转 化 ， 记 为 Discriminator ：
X→ possibleKey，包含了𝑇 → 𝑘𝑒𝑦和𝑇 → 𝑘𝑒𝑦两种映
射关系。函数表示为 possibleKey=Discriminator(X) ，
进而，key=Discriminator(T)和𝑘𝑒𝑦 =Discriminator(𝑇)。
对具有唯一性的目标属性，Discriminator 是由自身
组成的元组，记为 Discriminator={Discriminator}，
对具有唯一类性的目标属性，Discriminator 是一个
二 元 组 ， 记 为 Discriminator={fCollector, 
Discriminator}。 
fCollector：Feature collector。面向具有唯一类
性的目标属性，fCollector 用于提取目标属性的主要
特征信息，用于辅助鉴别器 Discriminator 将一类目
标属性映射为 key。 
Unb：UBM 固有的、“不可破解”的安全属性。
该安全属性的实现以满足“抗枚举性”（“non-
enumerability”）和“确定性”（“definiteness”）两个
关 键 特 性 为 必 须 条 件 ， 记 为 Unb={non-
enumerability , definiteness}。 
non-enumerability：输入空间和输出空间极大，
难以暴力遍历。值得注意的是，全文中提到的输入
和输出空间都是指Discriminator的输入和输出空间，
即由 T 和𝑇构成的输入空间 X，以及由 key 和𝑘𝑒𝑦构
成的输出空间 possibleKey。 
definiteness：关联引擎中处理输入的算法具有
确定性，即同一个输入或同一类输入多次传入时可
获得相同输出。 
这两个关键特性在功能实现上表现为“精准识
别”和“意图隐藏”，从而 UBM 的安全属性依赖于
Discriminator 的实现。 
Judger ：安全属性判定函数，用于保证
Discriminator 的实现能够满足 UBM 的安全属性。
它接收 Discriminator 为输入，输出对 Discriminator
的评估元组，记为 eva= Judger(Discriminator)。 
eva：用于评估鉴别器的约束元组，表示为公式
（1）。其中，𝑥、𝑦、𝑧、𝑤是满足评估要求的临界值，
它们需要根据实际的攻击场景、攻击需求以及攻击
能力，由攻击者自主规定。只有在满足𝑒𝑣𝑎的评估要
求时，鉴别器的实现才符合 UBM 的构建标准。 
𝑒𝑣𝑎 = 
{
 
 
𝑃𝑖𝑛−𝑡𝑎𝑟𝑔𝑒𝑡 ≤ 𝑥
𝑃𝑜𝑢𝑡−𝑡𝑎𝑟𝑔𝑒𝑡 ≤ 𝑦   
            𝑃𝑠𝑡𝑎 ≥ 𝑧
            𝑃𝑎𝑐𝑐 ≤ 𝑤 }
 
 
                   (1) 
Decryptor：接收 cipher payload 和 possibleKey
为 输 入 , 尝 试 解 密 cipher payload ， 记 为
Decryptor={keyJudger, decFunc}。 
keyJudger：Key judgment mechanism。用于判断
possibleKey 是否为 key，当 possibleKey 为𝑘𝑒𝑦时，
它会中断 Decryptor 的执行。 
decFunc ： Decryption function 。 当 且 仅 当
possibleKey 为 key 时，decFunc 实现了将 cipher 
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payload 转化为 plain payload，记为 pp= decFunc (cp, 
key)；其他情况下，decFunc 不做输出，从而降低了
UBM 被检测到的风险。 
cp：cipher payload。它是 plain payload 加密后
的结果，由 Discriminator 基于目标属性样本 T 生成
的 key 加密而成。 
BenCode：Benign functional code。UBM 在不
被察觉的情况下，将实现恶意功能的代码嵌入在
BenCode 中，以避免被反病毒引擎检测到。例如，
视频会议软件就属于 BenCode。 
3.3 两大关键特性的分析 
在 UBM 的形式化定义中，已知“抗枚举性”
和“确定性”是满足“不可破解”安全属性 Unb 的
两大关键特性。对应这两大关键特性，本文在表 1
中给出了它们在不同情况下的形式化分析。 
a) 抗枚举性 
对于抗枚举性，本文给出其反向形式化定义，
即对目标对象的枚举可能性进行形式化定义，可能
性越小，代表抗枚举性越高。 
输入空间中的枚举对象是目标属性对应的一
个或一类目标样本（ target sample）。本文使用
𝑃𝑖𝑛−𝑡𝑎𝑟𝑔𝑒𝑡来表示输入空间中的枚举可能性，如公式
（2）和（3）所示， 𝑃𝑖𝑛−𝑡𝑎𝑟𝑔𝑒𝑡计算为目标样本数量
与总样本（total samples）数量的比值。 
对具有唯一性的目标属性，其在输入空间中只
对应唯一的一个目标样本，因此，如公式（2）所示，
𝑃𝑖𝑛−𝑡𝑎𝑟𝑔𝑒𝑡的计算结果将取决于输入空间中的总样
本数量。 
对具有唯一类性的目标属性，其在输入空间
中对应特定的一类目标样本。如公式（3）所示，
在数量空间中，我们将目标类样本的复杂度表示
为𝑂(𝑡𝑎𝑟𝑔𝑒𝑡 𝑐𝑙𝑎𝑠𝑠)，将输入空间中总样本的复杂
度表示为𝑂(𝑡𝑜𝑡𝑎𝑙 𝑐𝑙𝑎𝑠𝑠𝑒𝑠)，则𝑃𝑖𝑛−𝑡𝑎𝑟𝑔𝑒𝑡计算为
𝑂(𝑡𝑎𝑟𝑔𝑒𝑡 𝑐𝑙𝑎𝑠𝑠)与𝑂(𝑡𝑜𝑡𝑎𝑙 𝑐𝑙𝑎𝑠𝑠𝑒𝑠)的比值。假设
每一类中都有相同数量的样本，则𝑃𝑖𝑛−𝑡𝑎𝑟𝑔𝑒𝑡的计
算结果将取决于输入空间中样本类别空间的大
小。 
在输出空间中，本文使用𝑃𝑜𝑢𝑡−𝑡𝑎𝑟𝑔𝑒𝑡来表示枚
举目标的可能性。我们枚举的目标对象是 key。由于
key 是唯一的，因此，如公式（4）所示，𝑃𝑜𝑢𝑡−𝑡𝑎𝑟𝑔𝑒𝑡
的计算结果将取决于输出空间中的总样本数量。又
由于 key 是纯文本类型，假定密文攻击载荷开源，
从逆向枚举的角度，输出空间中的总样本数量将取
决于 key 的强度。 
表 1 两大关键特性的形式化定义 
𝑈𝑛𝑏 
𝑇 
non-enumerability definiteness 
输入空间 输出空间 Key 的稳定性 Key 的可达性 
唯一性 
𝑃𝑖𝑛−𝑡𝑎𝑟𝑔𝑒𝑡 =
𝑡𝑎𝑟𝑔𝑒𝑡 𝑠𝑎𝑚𝑝𝑙𝑒
𝑡𝑜𝑡𝑎𝑙 𝑠𝑎𝑚𝑝𝑙𝑒𝑠
 
                 =
1
𝑡𝑜𝑡𝑎𝑙 𝑠𝑎𝑚𝑝𝑙𝑒𝑠
 
（2） 
𝑃𝑜𝑢𝑡−𝑡𝑎𝑟𝑔𝑒𝑡 =
𝑡𝑎𝑟𝑔𝑒𝑡 𝑠𝑎𝑚𝑝𝑙𝑒𝑠
𝑡𝑜𝑡𝑎𝑙 𝑠𝑎𝑚𝑝𝑙𝑒𝑠
 
                 =
1
𝑡𝑜𝑡𝑎𝑙 𝑠𝑎𝑚𝑝𝑙𝑒𝑠
 
（4） 
𝑃𝑠𝑡𝑎 =
max (𝑚𝑠0 ,𝑚𝑠1 ,𝑚𝑠2 , … ,𝑚𝑠𝑛)
∑ 𝑚𝑠𝑖
𝑛
𝑖
 
（5） 
𝑃𝑎𝑐𝑐 =
∑ ((𝑆𝑖 ⊙𝑘𝑒𝑦) ∗ 𝑚𝑠𝑖)
𝑛
𝑖=0
∑ 𝑚𝑠𝑖
𝑛
𝑖
 
（6） 
唯一类性 
𝑃𝑖𝑛−𝑡𝑎𝑟𝑔𝑒𝑡 =
𝑡𝑎𝑟𝑔𝑒𝑡 𝑠𝑎𝑚𝑝𝑙𝑒𝑠
𝑡𝑜𝑡𝑎𝑙 𝑠𝑎𝑚𝑝𝑙𝑒𝑠
 
                     =
𝑂(𝑡𝑎𝑟𝑔𝑒𝑡 𝑐𝑙𝑎𝑠𝑠)
𝑂(𝑡𝑜𝑡𝑎𝑙 𝑐𝑙𝑎𝑠𝑠𝑒𝑠)
 
（3） 
b) 确定性 
确定性用于保证由鉴别器生成的 key 的质量。
本文将具有高质量的 key 称为“stable key”，并且为
了保证能够生成 stable key，本文进一步将确定性拆
分为两个重要的概率属性进行形式化定义，这两个
属性分别为“key 的稳定性”和“key 的可达性”，
对应表示为𝑃𝑠𝑡𝑎和𝑃𝑎𝑐𝑐。 
① key 的稳定性 
本文要求 key 的稳定性必须满足：对于所有的
正样本，在人们可接受的容错范围之内，要保证绝
大多数的正样本所对应的 key 都是完全一致的。其
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中，本文将属于目标属性的输入样本称为正样本，
属于非目标属性的样本称为负样本。 
据此，本文给出𝑃𝑠𝑡𝑎的形式化定义如公式（5）
所示，𝑃𝑠𝑡𝑎计算为一种概率结果，当𝑃𝑠𝑡𝑎趋近于 0 时，
说明 key 的稳定性极低；当𝑃𝑠𝑡𝑎趋近于 1 时，说明
key 的稳定性良好。 
公式（5）中，𝑆𝑖表示与正样本建立映射的第𝑖个
𝑝𝑜𝑠𝑠𝑖𝑏𝑙𝑒𝐾𝑒𝑦，𝑚𝑆𝑖表示对𝑆𝑖的计数，即对应相同
𝑝𝑜𝑠𝑠𝑖𝑏𝑙𝑒𝐾𝑒𝑦的正样本个数，这个数值越大，代表𝑆𝑖
越稳定，因此我们选用具有最大值的𝑚𝑆𝑥，并将对应
的𝑆𝑥作为 key 使用。𝑃𝑠𝑡𝑎则计算为对应 key 的样本
计数与所有正样本计数的比值，因此，这一比值越
大，key 的稳定性就越高，越符合本文的要求。 
② key 的可达性 
本文要求 key 的可达性必须满足：对于所有的
负样本，在人们可接受的容错范围之内，要保证绝
大多数的负样本无法生成 key，即 key 的可达性概
率趋近于 0。 
本文给出𝑃𝑎𝑐𝑐的形式化定义如公式（6）所示，
 𝑃𝑎𝑐𝑐同样被计算为一种概率评估结果，当𝑃𝑎𝑐𝑐趋近
于 0 时，表示负样本几乎无法与 key 建立映射；当
𝑃𝑎𝑐𝑐趋近于 1 时，则表示几乎所有的负样本都可以
通过鉴别器映射到 key。 
公式（6）中，𝑆𝑖表示与负样本建立映射的第𝑖个
输出，若𝑆𝑖与 key 相同，则表示 key 可达，𝑆𝑖为可达
样本，反之则表示 key 不可达，𝑆𝑖为非可达样本。
因此，∑ ((𝑆𝑖⊙𝑘𝑒𝑦) ∗ 𝑚𝑠𝑖)
𝑛
𝑖=0 表示为对可达样本的
计数。𝑃𝑎𝑐𝑐计算为所有可达样本数量占所有负样本
计数的比值，这一比值越小，key 的可达性就越低，
越符合本文的要求。 
3.4 UBM的体系架构 
基于对 UBM 的形式化定义及其安全属性的研
究，本节中，我们提出了用于构建 UBM 的体系架
构，包含对恶意攻击意图的隐藏与解锁两个过程，
具体如图 4 所示。 
隐藏过程中，攻击者在输入空间 X 中指定目标
属性，并使用符合 UBM 构建标准的鉴别器，基于
目标属性来生成 key。加密器通过接收 key 和 plain 
payload 为输入，输出 cipher payload，实现了对恶
意攻击意图的隐藏。 
解锁过程中，UBM 不知道自己的攻击目标，所
以内置在 UBM 中的鉴别器接收可能的属性样本为
输入，并输出𝑝𝑜𝑠𝑠𝑖𝑏𝑙𝑒𝐾𝑒𝑦，不断进行解密尝试。鉴
别器的精准识别功能，使其在检测到目标属性时，
满足 possibleKey=key，这时才会解密 cipher payload，
生成 plain payload；同时，鉴别器的意图隐藏功能，
也使其在未检测到目标属性时，其输出的
possibleKey=𝑘𝑒𝑦，从而实现了对 key 的隐藏，由于
无法解密 cipher payload，因此对 key 的隐藏即等价
于实现了对恶意攻击意图的隐藏。 
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(a) 恶意攻击意图的隐藏过程 
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(b) 恶意攻击意图的解锁过程 
图 4 构建 UBM的体系架构
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图 5 所示为 UBM 检测到目标属性时的执行流
程，对比图 2 中 SM 的执行流程，UBM 将传统的
“if this, then that”的攻击行为触发思想替换为对鉴
别器的功能实现。“精准识别”和“意图隐藏”两个
功能要求：（1）鉴别器的输入空间是抗枚举的；（2）
鉴别器实现的映射关系，需要保证只有目标属性作
为输入时，才会输出 key；（3）输出空间也是抗枚
举的，即能够保证 key 满足至少 128 位的密钥强度。
这三点要求保证了无论从正向还是逆向分析的角
度，UBM 都是不可破解的，从而也很好的诠释了
“抗枚举性”和“确定性”的必要性。 
Target Attributes
Discriminator
End
 
图 5 UBM的执行流程 
综上，UBM 的构建是围绕鉴别器展开的。基于
属性判定函数，本文探索并发现了可以支持构建鉴
别的四种算法，如图 4 所示，它们分别是：①值传
递算法（Value transfer algorithm），②典型哈希算法
（Typical hash algorithm），③二分类深度神经网络
（Binary deep neural network），④感知哈希算法
（Perceptual hash algorithm）。在下文的实验中，本
文将首先基于这四种算法来构建具有“精准识别”
和“意图隐藏”功能的鉴别器，进而实现对 UBM 的
构建。 
4 实验 
表 2所示为四个UBM的元组构成。本章节中，
我们将围绕图 4 所示的用于构建鉴别器的四种算法
来完成 UBM 的构建实验，以支持进一步的性能评
估。 
表 2 四个 UBM的元组构成 
UBM={Discriminator, Unb, Judger, Decryptor, cp, BenCode} 
序号 Discriminator Unb eva←Judger Decryptor cp BenCode 
① Value transfer algorithm 
Unbreakable 
{
 
 
 
 𝑃𝑖𝑛−𝑡𝑎𝑟𝑔𝑒𝑡 ≤
1
2128
 
𝑃𝑜𝑢𝑡−𝑡𝑎𝑟𝑔𝑒𝑡 ≤
1
2128
   
            𝑃𝑠𝑡𝑎 = 1       
            𝑃𝑎𝑐𝑐 = 0       }
 
 
 
 
 
𝜑 = 𝑃𝐾𝐶𝑆7𝑃𝑎𝑑𝑑𝑖𝑛𝑔 
𝛿 = 𝐴𝐸𝑆 − 128 本 文 使 用
trickbot 中
的 a.exe 作为
𝑝𝑝，𝑐𝑝是𝑑𝑒𝑐
加 密 后 的 结
果。 
本 文 将
BenCode 实
现为简单的
弹框程序。 
② Typical hash algorithm 
𝜑 = 𝑃𝐾𝐶𝑆7𝑃𝑎𝑑𝑑𝑖𝑛𝑔 
𝛿 = 𝐴𝐸𝑆 − 256 
③ Binary deep neural network 
{
 
 
 
 𝑃𝑖𝑛−𝑡𝑎𝑟𝑔𝑒𝑡 ≤
1
2128
 
𝑃𝑜𝑢𝑡−𝑡𝑎𝑟𝑔𝑒𝑡 ≤
1
2128
   
            𝑃𝑠𝑡𝑎 ≥ 95%
            𝑃𝑎𝑐𝑐 ≤ 0.5%}
 
 
 
 
 
𝜑 = 𝑃𝐾𝐶𝑆7𝑃𝑎𝑑𝑑𝑖𝑛𝑔 
𝛿 = 𝐴𝐸𝑆 − 128 
④ Perceptual hash algorithm 
𝜑 = 𝑃𝐾𝐶𝑆7𝑃𝑎𝑑𝑑𝑖𝑛𝑔 
𝛿 = 𝐴𝐸𝑆 − 128 
其中，本文的实验主要在windows平台上完成，
但 UBM 的构建并不局限于 windows 平台，也可以
基于 linux等其他类型的系统平台进行实现。另外，
本文在实验中均采用 AES 对称加密算法来完成
UBM 的构建，在 AES 算法中，其所使用的密钥长
度就等同于相同的密钥强度，因此，参考 128 位密
钥强度难以破解的标准，UBM 中构建的鉴别器应
保证输出至少 128 bits 长度的密钥。 
4.1 Value transfer algorithm 
值传递算法是将目标属性转化为 key 的一种最
简单、直接的方式，它通过组合、拼接、剪切、赋
值等操作来构建鉴别器，建立目标属性到 key 的映
射。 
在本文的实现中，我们选用网络环境标识
（SSID）作为目标属性。由于 SSID 可以在(0, 256]
比特区间做任意长度的设置，本文设计使用 SSID
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与 GUID 的组合信息来生成 key，其实现方法如公
式（7）所示： 
𝑘𝑒𝑦𝑤𝑙𝑎𝑛 = {
𝑘𝑒𝑦𝑙𝑒𝑛(𝑆𝑆𝐼𝐷)(𝑆𝑆𝐼𝐷) + 𝑘𝑒𝑦128−𝑙𝑒𝑛(𝑆𝑆𝐼𝐷)(𝐺𝑈𝐼𝐷)，(𝑖) 
𝑚𝑑5(𝑆𝑆𝐼𝐷)                                                             ，(𝑖𝑖)
（7） 
式（7）中，𝑘𝑒𝑦𝑤𝑙𝑎𝑛指代用于加密和解密攻击
载荷的 key ， 𝑙𝑒𝑛(𝑆𝑆𝐼𝐷)表示 SSID 的长度，
𝑘𝑒𝑦𝑙𝑒𝑛(𝑆𝑆𝐼𝐷)(𝑆𝑆𝐼𝐷)表示由 SSID 生成的部分密钥，
𝑘𝑒𝑦128−𝑙𝑒𝑛(𝑆𝑆𝐼𝐷)(𝐺𝑈𝐼𝐷)则表示由 GUID 生成的部分
密钥，“+”代表组合或拼接。 
 具体地，公式（7）根据其 SSID 长度的不同，
给出了两种不同的密钥实现方案： 
 (𝑖): 当 SSID 的长度<=128bits 时，我们设计使
用 SSID 的全部二进制表示作为密钥的一部分，密
钥中不足 128 位的剩余部分由 GUID 补充生成，此
时 key 由 GUID 与 SSID 的共同信息组合而成。 
(𝑖𝑖): 当 SSID 的长度>128bits 时，我们设计对其
进行 md5 计算的方式用以生成具有 128bits 的 key。 
最终，本文基于公式（7）实现了对值传递型鉴
别器的构建。如图 6 所示，当鉴别器检测到当前主
机处于目标网络环境（使用 target SSID 标识）时，
便会通过值传递算法生成 key。 
Target SSID
（+target GUID）
Formula (7)
1
0
1
1
1
0
0
 
128 bits
key 
Discriminator
 
图 6 基于值传递算法的鉴别器 
值得一提的是，值传递型鉴别器对应的目标属
性的类型一般为短文本类型，除了 SSID 之外，还
可以是用于标识主机物理环境的硬盘序列号，计算
机名称等，它们也可以作为目标属性，用于实现鉴
别器的构建。 
4.2 Typical hash algorithm 
公式（7）中给出的密钥生成方案(𝑖𝑖)便是基于
典型哈希算法设计的，除 md5 之外，典型哈希算法
还包括 sha1、sha256、sha512 等。一方面，这类算
法对应的目标属性既可以是值传递算法中的短文
本对象，也可以是存在于受害主机上的某个特定文
件中所包含的长文本内容（不少于 128 bits）。另一
方面，这类算法可以实现将目标属性转化为不同长
度且不可破解的密钥上，比如 md5、sha1、sha256
和 sha512 算法分别对应可转化的密钥长度为
128bits、160bits、256bits 和 512bits。为了突出这两
个方面的特点，本文以特定文件为目标属性，并基
于 sha256 算法实现了鉴别器的构建。 
𝑘𝑒𝑦ℎ𝑎𝑠ℎ = 𝑠ℎ𝑎256(𝑡𝐹𝑖𝑙𝑒)       （8） 
具体地，根据公式（8），𝑡𝐹𝑖𝑙𝑒表示指定的目标
文件，𝑠ℎ𝑎256()可使用 hashlib 库中的 sha256()方法
进行实现，𝑘𝑒𝑦ℎ𝑎𝑠ℎ便是基于目标文件生成的 key。
如图 7 所示，我们指定目标文件为 APT1 的报告
《Appendix C (Digital) - The Malware Arsenal.pdf》
为例，鉴别器接收该文件为输入，输出的 key 为
0xe22e8ccf50d9e0013688229ffbffb4bc3a77e6e46b23
726fd83925ba5899af3e。 
Target File
Formula (8)
（Sha256）
1
1
1
0
0
0
1
 
256 bits
key 
Discriminator
 
图 7  基于典型哈希算法的鉴别器 
4.3 Binary deep neural network 
二分类深度神经网络（Binary classification 
Deep Neural Network, 简称 B-DNN）模型面向具有
唯一类性的目标属性进行实现。它的实现过程要求
输入空间提供一类高质量的目标属性样本集和一
类高质量的非目标属性样本集，以满足 B-DNN 的
训练需求。训练良好的 B-DNN 可在一类目标样本
与 key 之间建立“多对一”的映射关系。 
由此，在本文的实现中，我们首先构建了一个
二分类样本数据集。具体地，我们指定 Tom Cruise
的面部图像为目标属性，对应不是 Tom Cruise 面部
图像则为非目标属性，如图 8 所示为一类目标属性
样本集的部分示例。 
 
图 8  Tom Cruise 的一类面部图片示例 
其次，本文基于构建好的数据集来训练 B-DNN
模型，用于实现二分类功能，以实现对目标属性的
精准识别。 
再者，在鉴别器的构建中，恶意攻击意图的隐
藏体现为 key 的隐秘性。因此，在 B-DNN 模型中，
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本文设计将密钥动态隐藏在特定的隐含层中。为了
保证密钥不会被逆向破解，指定的隐含层需要具有
至少 128 个神经元，用于输出至少为 128 比特的
key。 
经过反复调整、训练与测试，本文构建的 B-
DNN 模型的层展开如图 9 所示，其中 Conv 表示卷
积层，Relu 表示激活层，基于 Relu 函数实现，Pool
表示池化层，AffineX 表示全连接层，X 表示该层神
经元的个数，例如 Affine128 表示具有 128 个神经元
的全连接层，Dropout 层用于防止过拟合，Softmax
作为最后一层，用于归一化和分类。 
Conv Relu Conv Relu Pool
Conv Relu Conv Relu Pool
Conv Relu Conv Relu Pool
Affine
32
Relu Dropout 分类结果
Affine
2
Softmax
Affine
128
Relu
Affine
128
Relu DropoutDropout
0 1 2 3 4
5 6 7 8 9
10 11 12 13 14
15 16 17 18 19 20
21 22 23 24 25
 
图 9  B-DNN的层展开 
最终，基于 B-DNN 的鉴别器如图 10 所示，B-
DNN 中的第 0-17 层构成了特征采集器 fCollector，
第 18-25 层构成了鉴别器𝑑𝑐𝑟。当 Tom Cruise 的图
片作为输入时，fCollector 会首先进行特征采集，用
全连接层的输出作为高维特征向量表示。然后，
Discriminator 接收高维特征向量为输入，对输入图
像是否为目标属性进行鉴别。 
...
Is 
Tom Cruise 
Not 
Tom Cruise
...
...
...
...... ...
Conv
128
Affine
32
128
2
fCollector Discriminator
Affine128
Output
Bucketization
Stable key
1
0
1
1
1
0
0
 
128 bits
key
Target  Image
 
图 10 基于 B-DNN的鉴别器 
具体地，Discriminator 会对 Affine128（对应图
9 所示的第 18 层）做输出，已经构建好的 B-DNN
在该输出上具有稳定的表现，即对应一类目标属性
样本，该层的 128 位输出数值非常相近。之后，我
们 对 应 这 类 相 近 的 输 出 采 用 分 桶 机 制
（Bucketization）进行处理，便可得到一个稳定性输
出，比如 0.995 和 0.998 均对应输出为 1，而 0.0006
和 0.0001 对应输出为 0。 
由此，基于 B-DNN 的鉴别器面向一类目标属
性样本，可以获得一个稳定的输出，该输出即为
stable key。以图 10 中所示的 Tom Cruise 的面部图
像 为 例 ， 本 文 最 终 得 到 的 stable key 为
0x5c3871870e3c50f469dd86aeed38f7ed。 
4.4 Perceptual hash algorithm 
感知哈希算法的作用是对每张图片生成一个
“指纹”（“fingerprint”）字符串，然后比较不同图
片的指纹，结果越接近，就说明图片越相似。尤为
关键地是，对于感知哈希而言，它可以对一类非常
相似的图片生成相同的指纹。当攻击者指定一张特
定图片时，便可以根据这张图片做不同的嵌入设计，
并维持它们的感知哈希值相同，这在攻击对抗场景
中，十分有助于开展协同攻击，又能够很巧妙地避
免分析者对同一张图片的签名、哈希等的检测，可
以保证在一个僵尸主机被发现的同时，可以不暴露
其他僵尸主机的存在。 
假 设 感 知 哈 希 的 一 类 图 片 可 以 使 用
{𝐼0, 𝐼1, 𝐼2, … , 𝐼𝑛}表示，当指定一张目标图片𝐼0后，其
他同类图片{𝐼1, 𝐼2, … , 𝐼𝑛}通常是人为加工的而成的。
以图 11 为例，子图(a)为本文指定的目标图片，即
Microsoft Word 应用程序的图像，在保持视觉相似
性的基础上，对(a)稍加改动生成子图(b)，两者的
sha256 哈希值存在明显的不同，但感知哈希值却是
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相同的，因此，这两个图像都可作为目标图片，被
基于感知哈希的鉴别器精准识别。 
 
图 11 基于感知哈希识别的同一类目标图片 
本文构建的基于感知哈希的鉴别器如图 12 所
示，它同 B-DNN 一样，面向具有唯一类性的目标
属性进行实现，由 fCollector和Discriminator构成。
fCollector 通过集成“图像灰度化”和“图像尺寸调
整”两个功能，对输入图像做主要特征采集，输出
9*9 大小的灰度图像作为特征图像；之后，
Discriminator 则通过对特征图像做行哈希计算和列
哈希计算，并输出为两个 8*8 大小的行哈希图像和
列哈希图像，它们对应为两个 64 位的哈希计算结
果，这两个结果组合为 128 位的输出。在图 12 展
示的示例中，我们给定图 11 中的目标图片𝐼0为输入，
对应鉴别器的输出即为 128 bits 的 key，其十六进制
表示为：0xd4e8e8aa8c94d4d4ffc04b6b6baab680。 
fCollector
Target  Image Image grayscale
Image resize
9*9 gray image
Output
Discriminator
Row hash calculation
Column hash calculation
8*8 row hash
Output
8*8 column hash
1
1
0
1
0
1
0
 
128 bits
key
 
图 12 基于感知哈希算法的鉴别器 
在上述四种鉴别器构建的基础上，根据表 2，
为了评估它们是否符合 UBM 的构建标准，我们为
UBM 中“不可破解”的安全属性 Unb 做了定性约
束，即明确了 eva 四元组中 x、y、z、w 四个临界值。
其中，对𝑃𝑖𝑛−𝑡𝑎𝑟𝑔𝑒𝑡和𝑃𝑜𝑢𝑡−𝑡𝑎𝑟𝑔𝑒𝑡的约束建立了对“抗
枚举性”的评估标准；对𝑃𝑠𝑡𝑎和𝑃𝑎𝑐𝑐的约束则建立了
对“确定性”的评估标准。根据 UBM 的形式化定
义，由于 Unb 是由这两个关键特征构成的二元组，
因此，只有满足这两个关键特性的评估标准，由鉴
别器构建的恶意代码才被定义为 UBM，即具有“不
可破解”的安全属性 Unb。 
综上，为了实现 UBM 的构建，下文中，我们
将首先对“抗枚举性”和“确定性”这两大关键特
性展开评估。 
5 评估 
本文的评估将从四个方面展开，分别是：（a）
抗枚举性、（b）确定性、（c）UBM 的体积增量、（d）
实际对抗防御能力。其中，（a）和（b）属于安全性
评估，评估对象是鉴别器，用于验证鉴别器是否符
合 UBM 的构建标准；（c）和（d）则属于实际应用
性评估，其评估对象是 UBM，通过验证 UBM 实际
对抗反病毒引擎的能力，为安全防御提出预警。 
5.1 抗枚举性评估 
参考 128 位密钥强度难以破解的标准，本文将
无穷大的遍历极限设定为2128，因此，对应表 2，本
文要求输入和输出空间要具有超过2128大小的枚举
空间。从反向定义的角度，本文将输入和输出空间
的抗枚举性指标𝑃𝑖𝑛−𝑡𝑎𝑟𝑔𝑒𝑡和𝑃𝑜𝑢𝑡−𝑡𝑎𝑟𝑔𝑒𝑡均设定为要
≤ 1 2128⁄ 。 
⚫ 输出空间 
在本文实现的鉴别器中，四种算法对应输出的
key 都保证了至少为 128 位，又因为我们使用的是
AES 算法，其密钥长度就等于相同位的密钥强度。
因此，对于基于典型哈希算法实现的鉴别器，其生
成 256 位的 key，因此根据公式（4），𝑃𝑜𝑢𝑡−𝑡𝑎𝑟𝑔𝑒𝑡 =
1 2256⁄ < 1 2128⁄ ；对于其他三种算法实现的鉴别器，
它们均生成 128 的 key，对应𝑃𝑜𝑢𝑡−𝑡𝑎𝑟𝑔𝑒𝑡 = 1 2
128⁄ 。
由此，四种鉴别器均在输出空间满足了难以破解的
抗枚举性。 
⚫ 输入空间 
根据公式（2）和公式（3），要在输入空间实现
难以破解的抗枚举性，对于具有唯一性的目标属性，
需要满足其输入空间中的总样本数量至少为2128；
对于具有唯一类型的目标属性，则要求输入空间中
样本类别的数量至少为2128。 
对于基于值传递算法和典型哈希算法实现的鉴
别器，其接收的目标属性样本都是至少为 128 bits
的文本，这些文本内容的设置不受限制，因此它们
在二进制空间上的遍历难度一定满足公式（9），其
中𝑙𝑒𝑛(𝑡𝑎𝑟𝑔𝑒𝑡 𝑠𝑎𝑚𝑝𝑙𝑒)表示目标属性样本的二进
制长度。值得一提的是，文件类型的目标属性也属
于文本的范畴。 
𝑃𝑖𝑛−𝑡𝑎𝑟𝑔𝑒𝑡 =
1
2𝑙𝑒𝑛(𝑡𝑎𝑟𝑔𝑒𝑡 𝑠𝑎𝑚𝑝𝑙𝑒)
≤
1
2128
       (9) 
对于基于 B-DNN 和感知哈希算法实现的鉴别
器，其接收的目标属性样本是某一类图片，而用于
   
(a) 𝐼0           (b) 非𝐼0 
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构建 UBM 的鉴别器，其实现了将具体的一类图片
与至少 128 bits 的 key 建立了“多对一”的映射关
系，而对应不同类别的图片都可以对应不同的 key。
由于 key 的枚举空间至少为2128，因此，对应的图
片类别的数量也一定超出了 2128 ，满足了
𝑃𝑖𝑛−𝑡𝑎𝑟𝑔𝑒𝑡≤ 1 2
128⁄ 的要求。 
 综上，本文基于四种算法实现的鉴别器对应输
入和输出空间均可实现“不可破解”的抗枚举性。 
5.2 确定性评估 
对于基于值传递算法和典型哈希算法构建的
鉴别器，其在目标属性和 key 之间实现的是“一对
一”的映射，对应目标属性的正样本只有唯一的一
个。因此，对应表 2，本文要求这类算法实现的𝑃𝑠𝑡𝑎
和𝑃𝑎𝑐𝑐一定为 1 和 0。 
本文通过数值计算进行了验证，根据公式（5），
𝑃𝑠𝑡𝑎计算为 1:1，即“key 的稳定性”概率为 100%。
又因为在抗枚举性评估中，我们已知由正样本和负
样本构成的输入空间是无穷大的，等价于对应非目
标属性的负样本数量至少为2128，因此根据公式（6）
和“一对一”的确定性映射，𝑃𝑎𝑐𝑐 ≤ 0/ 2
128 = 0，
即“key 的可达性”概率为 0。 
对于基于 B-DNN 和感知哈希算法构建的鉴别
器，其在目标属性和 key 之间实现的是“多对一”
的映射。对应表 2 中的𝑒𝑣𝑎元组，本文设置了可以
接受的容错范围，要求𝑃𝑠𝑡𝑎 ≥ 95%和𝑃𝑎𝑐𝑐 ≤ 0.5%。 
在基于 B-DNN 的实现中，鉴别器是基于有限
的输入空间建立的，根据公式（5）和（6）的分析，
若在有限输入空间内能够满足 key 的稳定性与可达
性要求，则面向实际应用的无穷大空间时也必定也
能够满足。因此，在基于 B-DNN 的鉴别器中，有
限输入空间是使用Tom Cruise的面部图像数据集和
非 Tom Cruise 的面部图像数据集建立的，如表 3 所
示，基于B-DNN的鉴别器实现的𝑃𝑠𝑡𝑎结果为 98.5%，
𝑃𝑎𝑐𝑐结果为 0，满足了“确定性”评估标准。 
表 3  B-DNN基于有限空间的确定性评估数据 
 𝑷𝒔𝒕𝒂 𝑷𝒂𝒄𝒄 
样本数量（张） 1317 1757 
概率 98.5% 0 
特别地，对于基于感知哈希的鉴别器，其面对
的一类样本，除最初始指定的𝐼0之外，其余同类图
片都是由攻击方控制、并进行改造加工的结果，对
防御者不可见，只有𝐼0存在于防御者可见的输入空
间中。因此，基于感知哈希的鉴别器虽然面向具有
唯一类性的目标属性，但从输入空间上看，其实现
的“多对一”的映射本质上仍等价于“一对一”的
映射关系。进而，根据公式（5）和（6），𝑃𝑠𝑡𝑎和𝑃𝑎𝑐𝑐
的计算结果分别为 1 和 0。 
综上，四种鉴别器均满足了“key 的稳定性”
和“key 的可达性”要求，具有“确定性”。结合对
抗枚举性的评估结果，由本文基于四种算法构建的
鉴别器均集成了“不可破解”的安全属性，符合UBM
的构建标准。由此，根据表 2 的元组构成，本文构
建了四个 UBM，分别为：①基于值传递的 UBM，
②基于典型哈希的UBM，③基于B-DNN的UBM，
④基于感知哈希的 UBM。 
5.3 UBM的体积增量 
为了在恶意代码攻击过程中，尽可能地减少被
怀疑或发现的可能性，UBM 的体积增量成为了本
文关注的一个重要因素。相对于良性功能代码
BenCode 而言，UBM 的体积增量定义为：除
BenCode 和 Unb 之外，UBM 六元组中其他四个元
素的体积加和。 
首先，本文实现的良性功能代码 BenCode 表现
为简单的“hello world”弹框，我们将其单独打包为
可执行应用程序后的体积为 20723KB，约为
20.24MB。 
基于 BenCode 的体积，本文将四个 UBM 的体
积增量呈现如表 4 所示。具体而言，本文将所有
UBM 分为两类，一类是基于非神经网络方法构建
的 UBM，一类是基于神经网络方法构建的 UBM。
它们的区别在于前者是“代码即实现”的方法，这
类 UBM 的体积增量来源于由构建 Discriminator、 
Judger 和 Decryptor 所增加的代码，以及在程序打
包过程中由这些代码所依赖的动态链接库，本文将
它们称为“代码体积增量”；而对于后者的构建则依
赖神经网络模型的训练与模型参数、结构的保存，
相比前者，还会带来额外的体积增量，本文称其为
“非代码体积增量”。 
表 4  UBM 的体积增量表 
基于***的 UBM 代码体积增量 非代码体积增量 总体积增量 密文攻击载荷体积 
值传递 21740KB-20723KB 0 0.99MB 452KB 
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非神经网
络方法 
典型哈希算法 21738KB-20723KB 0 0.99MB 
感知哈希 23245KB-20723KB 0 2.46MB 
神经网络
方法 
B-DNN 23247KB-20723KB model: 1850KB 4.27MB 
“代码体积增量”和“非代码体积增量”总结
了由 Discriminator、 Judger 和 Decryptor 带来的总
体积增量，还有一种是由密文攻击载荷𝑐𝑝带来的自
由体积增量。由于攻击载荷类型、功能及表现行为
的不同，不同攻击载荷的体积也是不同的。对此，
本文对公有云沙箱中标记为“恶意”的攻击载荷大
小进行了统计，如图 13 所示，接近一半的攻击载
荷，它们体积都小于 1MB。如表 2 所示，本文在构
建UBM时，使用 trickbot中的 a.exe作为攻击载荷，
其加密前后的体积均为 452KB，相比良性功能程序
的体积大小，攻击载荷的体积可做忽略处理。 
<1MB 1~2MB
>2MB
 
图 13 攻击载荷体积统计分布图 
 最后，根据表 4 中记录的数据，可以得出结论，
非神经网络方法为构建恶意代码所带来的总体积
增量是非常小的，在实际应用中不易引起安全防御
者的怀疑。在神经网络方法中，对基于 B-DNN 构
建 UBM 的方法，其使用的网络模型是本文手工构
建的，不依赖于开源的 tensorflow 库，因此模型体
积可以实现保存到很小，使得最终的总体积增量仅
为 4.27MB，相比良性功能程序仍然是一个不易被
怀疑的体积范围。 
 综上，从体积增量的角度分析，对于本文构建
的四个 UBM，它们的体积增量区间为[0.99MB, 
4.27MB]，良性功能程序的体积越大时，其被检测为
可疑的概率越低。因此，在实际攻击场景中，UBM
的构建需要根据实际可接受的体积增量比例，来选
择恰当的良性功能程序进行集成。 
5.4 实际对抗防御能力分析 
站在攻防对抗的角度，恶意代码建立隐蔽性是
为了对抗或绕过防御者反病毒引擎的检测，从而实
现为释放攻击创造先机。因此，为了更有力地证明
UBM 的实际攻击性能，本文使用部署在云端和主
机侧的反病毒引擎对构造的 UBM 进行实际对抗防
御能力分析。本文使用 1 个部署在主机侧的反病毒
引擎和近百个云端反病毒引擎进行检测，尤其是
VirusTotal[13]，它集成了大部分知名的反病毒引擎，
既可以执行静态分析，也可进行动态检测，其检测
结果具有信服力。具体如表 5 所示： 
表 5  反病毒引擎检测结果统计表 
反病毒引擎 
plain 
payload 
cipher 
payload 
UBM 
(with cipher payload) 
主机 火绒 立即查杀 0 风险 0 风险 
云端 
VirusTotal 57/72 0/61 
①：1/72 
②：1/71 
③：1/70 
④：1/71 
ThreatBook 9/25 0/25 —— 
注：①基于值传递的 UBM，②基于典型哈希的 UBM，③基于 B-DNN 的 UBM，
④基于感知哈希的 UBM. 
已知本文使用的 plain payload 为 trickbot 中的
a.exe，通过将其下载到主机侧或者上传至云端检测
引擎后，主机侧的反病毒引擎立即将其查杀，并生
成如表 6 所示的日志报告有病毒入侵；云端侧
VirusTotal 使用 72 个反病毒引擎进行检测，其中有
57 个检测 plain payload 为“恶意”，微步云[14]使用
的 25 个反病毒引擎中有 9 个检测 plain payload 为
“恶意”，并将威胁等级评定为“恶意”。 
表 6  主机侧反病毒引擎检测日志表 
主机侧反病毒引擎处理日志 
操作进程：C:\WINDOWS\Explorer.EXE 
病毒路径：C:\User\xxx\Desktop\a.exe 
病毒名称：Trojan/Generic!22FD6E23713D3DC1 
病毒 ID：22FD6E23713D3DC1 
操作结果：已处理 
与 plain payload 的检测结果相反，主机侧和云
端侧的反病毒引擎都将 cipher payload 检测为“安
全”文件。此外，本文还对完整、可发布的四个 UBM
进行了检测，如表 5 所示，所有四个 UBM 被几乎
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所有的反病毒引擎检测为“安全”。因此，以上检测
结果证明：即使在 UBM 或 cipher payload 开源的情
况下，防御侧也无法通过静态或动态、正向或逆向
的分析手段破解恶意代码中的攻击意图。最后，值
得一提的是，表 5 中，由于微步云设置文件大小上
限为 20MB，而 UBM 的体积超出了 20MB，因此本
文没有使用微步云中集成的反病毒引擎对其进行
检测；另外，根据表 5 最后一列，云端反病毒引擎
的检测结果中，所有 UBM 都被同一个反病毒引擎
检测为“不安全”，对于这一现象，本文尚未定位导
致这种检测结果的因素，后续笔者希望通过“沙箱
感知”的研究工作对其中的原因进行探究。 
综上，本文通过以上四个方面的性能评估，有
效验证了 UBM 所具有安全效益：一方面，“抗枚举
性”和“key 的稳定性与 key 的可达性”的有效评
估对“不可破解”的安全属性进行了验证；另一方
面，通过对“UBM 的体积增量”和“实际对抗防御
能力分析”的评估，进一步证明了 UBM 所总结的
一类恶意代码在实际应用中的隐蔽性，能够实现对
抗/绕过当前几乎所有知名反病毒引擎的检测。 
6 Defense against Unbreakable 
Malware 
本节中，我们将从目标属性的指定和 UBM 的
作用阶段两个方面来讨论可能的防御措施，以应对
UBM 带来的新型安全威胁。 
⚫ 目标属性指定带来的脆弱性 
在鉴别器的输入空间中，可指定的、与受害主
机关联的目标属性的类型非常多样，比如图 4 所示
的软件环境、物理环境、用户行为、地理位置等，
对目标属性的选用可以为防御者提供两种可能的
防御措施。 
一方面，从安全防御的角度，我们关注一类是
受害主机的自身属性，比如计算机名称、用户名等。
尽管在输入空间中，这两目标属性都可以保证抗枚
举性，但从防御分析的角度，对自身属性的调用也
可以被作为检测特征，用于辅助 UBM 的检测。 
另一方面，当指定的目标属性为特定的文件或
图片时，这类目标属性在受害主机上存在较大的可
遍历空间（该空间是输入空间的子集），鉴别器需要
频繁执行读取操作（比如频繁加载图片），以尝试解
密攻击载荷。对防御者而言，这种频繁操作是一种
异常行为，可以被作为检测 UBM 的一个特征点。 
⚫ 功能作用阶段带来的脆弱性 
参考恶意代码攻击链[1]，对于本文建模的 UBM，
我们主要关注攻击行为释放前的恶意代码的隐蔽
能力，其作用阶段不包括“影响”（“Effect”）和“命
令与控制”（“Command and Control”）两个阶段。即
使 UBM 在攻击行为释放之前保证了近乎绝对的隐
蔽性，但当 UBM 一旦释放攻击行为，其便无法逃
避基于进程行为[15, 16]和基于恶意流量[17, 18]的检测。
因此，针对 UBM，分析者可以从动态恶意行为查杀
的角度进行防御。 
7 Conclusion and Future work 
由于具有高安全威胁，隐蔽型恶意代码的构建
已经成为一种趋势。为了建立对新型攻击的主动防
御，防御者应首先立足攻击者视角研究未来可能的
新型恶意代码形态。在本文中，我们首次提出了一
类不可破解型恶意代码——UBM，并对其进行了形
式化建模与安全属性研究。为实现其“不可破解”
的安全属性，本文还提出了构建 UBM 所必须要满
足的两大关键特性，及其对应的评估四元组，建立
了对安全属性的评估标准。 
围绕 UBM 的体系架构，本文总结并发现了可
用于构建 UBM 的四种算法，并基于四元组的评估
标准，证明了这四种算法可成功实现“不可破解”
的安全属性。对应地，我们完成了四个 UBM 的构
建，并通过对UBM的实际应用性评估，证明了UBM
是一种具有威胁的新型攻击手法，即它具有不易被
察觉的体积增量，并可以成功避开本地和云端几乎
所有反病毒引擎的检测。 
 最后，为了防御这类新型的恶意代码攻击形态，
我们讨论了可能的安全防御措施。从对安全防御的
讨论中，我们发现了 UBM 的不足，未来，我们计
划针对这些问题进行改进。其中，可行的一项工作
是对 UBM 的作用阶段进行扩展，集成攻击行为释
放后的规避能力，这是一个正交问题，当前在攻击
释放后的规避研究中已经存在解决方案，比如流量
模仿技术。因此，在 UBM 的整个攻击生命周期上
的规避设计是可行的，我们将在未来开展这项工作，
旨在实现 UBM 的隐蔽式、可持续性攻击。更重要
的是，未来我们将投入更大的精力研究如何对抗这
种先进的不可破解的恶意代码。 
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