INTRODUCTION
Vietnam has become one of Asia's economic success stories in recent years. Average economic growth has been 7.8% per annum in the last decade. Since the 2008 global financial crisis, Vietnam entered a period of slower growth. Generally, there are certain challenges for the banking system in Vietnam. As a new industry, compared to other banking systems in the region and the world, Vietnamese banks are influenced by movements in the economy and governmental policies. In particular, after joining the World Trade Organization (WTO), domestic banks continue to lag behind their foreign peers in terms of financial strength and the technological curve. Moreover, many banks have not regarded risk management as one of the important goals. The faster the banking system develops, the more important the role of risk management becomes (Tran et al., Stewart et al., 2016) .
Banks have had to evolve in the face of increased competition from both within the banking sector and without, from the non-bank financial sector. In response to competition, banks have had to restructure, diversify, improve efficiency and absorb a greater risk (Matthews and Thompson, 2015) . The purpose of this paper is to analyze the type of risk management methods banks employ; which risk management procedures they use and how risk management is related to efficiency 1 and other variables. These variables are the type of bank in terms of asset size (small and large banks), shareholders (banks with and without foreign shareholders) and the number of years since establishment.
In this paper, we conduct, for the first time, an original survey questionnaire of Vietnamese 1 Efficiency at the unit level has become a contemporary major issue, due to the increasingly intense competition, globalisation, technological innovation and increased deregulation. Therefore it is important for banking regulators and market analysts to have sufficient relevant information that aids in the identification of actual or potential problems in the banking systems and individual banks (Fries and Taci, 2005 and Stewart et al., 2016) .
commercial banks to generate a unique data set for statistical analysis. 42% of the interviewees are General/Deputy General Directors and 58% are Heads/Deputies of a risk management department. The forms of survey questions are a matrix (fivepoint Likert scale from "strongly agree" to "strongly disagree"), multiple choice, choice by rank, closeended and open-ended questions. Seventeen questions are used which are arranged as four sections, namely: risk identification, risk monitoring system, credit risk analysis, and efficiency improvement suggestions (see Appendix I). KruskalWallis, Pearson chi-square and other tests are employed to test for relations between bank risk management, efficiency, and other variables. This is the first study to examine the risk management of the Vietnamese banking system in this way.
The rest of the paper is structured as follows. The next section contains a brief review of the empirical literature on bank risk management while Section 3 details developments in the Vietnamese banking system. Section 4 deals with research methodology and data. Empirical results and discussion are presented in Sections 5. Section 6 concludes.
LITERATURE REVIEW
Risk management plays a very significant part in the operation of financial institutions, and especially for banks where their operational risks are also often financial risks (Carey, 2001 ). However, it is important to acknowledge that there are several sources of risk that exist outside banks' control. Abraham (2008) added that the fractional reserve system acts as a source of instability to most commercial and investment banks. This is because the main purpose of investment banks is to ensure the efficient operation of financial markets and hence the efficient allocation of risk. Another critical factor influencing the risk management practices of banks is the competing influences of individual and institutional judgments of the risks faced by banks. Banking risks also have impacts on other social contexts of banking system such as social, cultural, legal and political aspects. Agoraki et al. (2011) found that regulators may be able to contain bank risk-taking by restrictions on bank activities, which appear to lower the credit of banks with relatively high market power and also have a direct negative effect on overall solvency risk. Coluccia et al. (2017) suggested that national authorities need to strengthen their ability to assess the effectiveness of a bank's risk governance and its risk culture and should engage more frequently with the board and its risk and audit committees. Ashraf (2017) stated that better political institutions increase banks' risk by boosting the credit market competition from alternative sources of finance and generating the moral hazard problems due to the expectation of government bailouts in worst economic conditions.
On the other hand, the global financial crisis of 2008-2009 has taught the world many invaluable lessons. One such lesson concerns the central importance of the banking sector and its regulation for the stable and efficient functioning of the global financial system. It is suggested that the financial system operates essentially as a franchise arrangement in which the public is the franchisor, while the private institutions that dispense its full faith and credit are effectively its franchisees. The government is not merely an exogenous force acting upon private financial markets in its traditional supervisory or constitutive capacity. The government is also an endogenous force acting within financial markets in a directly participatory capacity (see Omarova, 2015 and Omarova, 2017) . In our research, we also consider these aspects of risk identification, risk monitoring, credit risk analysis and bank efficiency.
There are different approaches in literature toward risk measurement. J.P. Morgan's RiskMetricsTM focuses on strictly measuring financial risk (Jorion, 2008) . Value-at-risk (VAR) analysis is relevant to any consideration of risk management and assessment, as it is a risk quantification tool with a long history of use in trading risks. VAR can provide an aggregate measure of risk and risk-adjusted performance (Leong, 1996 and Crouhy et al., 2013) . These are mathematical in nature or focus on specific types of risk such as credit risk. However, these models are not suitable for measuring risk due to their characteristics and limitations. The accuracy of these models largely depends on the existence of specific and accurate financial data. Moreover, they focus on specific types of risk and are not able to measure general operational risk (Eleftheriadis and Vyttas, 2017 In Vietnam, the problem of data collection made it difficult to investigate the issue through the survey method. No previous study has explicitly considered the whole system's bank risk management using a questionnaire. Ba-Hung and Huynh (2018) applied the framework used by Christopher Price 2008 and HSBC Money Laundering Risk Procedures 2016; with the purpose of estimating the risk contribution for each individual customer in Vietnamese banking system, mainly through the information from the survey only in South East region in Vietnam in general and Ho Chi Minh city in specific. In our survey, respondents are from major banks located over the whole country. Our study produces original primary data from a survey of Vietnamese banks and for the first time employs nonparametric methods to statistically assess whether there are differences in the following risk characteristics of banks in Vietnam.
THE VIETNAMESE BANKING SYSTEM
From 1986 the Vietnamese banking system was transformed from a mono to a two-tier banking system. The two-tier banking system has the State Bank of Vietnam (SBV) as the central bank (tier 1) and four specialized state-owned banks (tier 2). Table 1 shows the number of Vietnamese commercial banks from 1990 to 2016. With extended networks in almost all provinces and larger cities, state-owned commercial banks have a competitive edge in providing banking services. Although joint stock commercial banks increased their numbers immediately after their appearance in 1990 (in 2016 there were 31 joint stock commercial banks), the leading positions in the market still belonged to state-owned commercial banks. Three out of five state-owned commercial banks accounted for 45% of customer deposits, 41% of total assets and 51% of customer loans of the banking system in 2009 (Nguyen and Stewart, 2013) .
Non-state owned commercial banks consist of joint stock commercial banks, branches of foreign banks, joint venture commercial banks and foreign commercial banks.
2 Unlike state-owned commercial banks -a number of joint stock commercial banks make profits due to good performance. Joint stock commercial banks have achieved average returns on equity between 15% and 30%. The number of branches of foreign banks has increased from 18 banks in 1995 to 51 banks in 2016. However, each foreign bank normally has one branch in either Hanoi or Ho Chi Minh City. Hence, their assets, loans, and deposits are very small compared to state-owned commercial banks, joint stock commercial banks and joint venture commercial banks. The number of joint ventures in commercial 2 Foreign commercial banks normally transformed out of branches of foreign banks. Data on assets, loans and deposits of branches of foreign banks are very small compared to other banks. Therefore, in our application non-state owned commercial banks consist of joint stock commercial banks, joint venture commercial banks and one foreign commercial bank.
banks has decreased from four to two banks between 1995 and 2016. The first foreign commercial bank (being HSBC) had a license to set up a wholly foreign-owned bank from 2008 (in 2016 there were 8 foreign commercial banks) Stewart, 2013 and SBV, 2016 
RESEARCH METHODOLOGY AND DATA

Research methodology
Our research investigates the type of risk management methods that banks employ; which risk management procedures they use and how risk management is related to efficiency and other variables. We use a questionnaire to help us answer these questions. The choice of the questionnaire is based on two reasons: First, the questionnaire is characterized by an exceptional balance between cost, validity, and effectiveness in data collection. Second, experiments and observation have important limitations. In the field of management, the scientific questionnaire is clearly dominant in frequency as well as in effectiveness (see Eleftheriadis and Vyttas, 2017) .
Generally, two methods are used to analyze survey data, being parametric and non-parametric methods. The parametric method (one-way or onefactor ANOVA) is used to detect differences between the population mean of more than two groups, in terms of one variable measured over these groups. It requires data measured at the interval or ratio levels. However, business data are not always at these levels of measurement which hinders the use of parametric methods. Market research regularly produces data at the nominal (for example, "agree" versus "disagree" with a proposition about the product) and ordinal (for example, ranked preferences) levels. Serious doubts about the normality assumption even when the data are at interval or ratio levels provides another reason why nonparametric methods may be preferred to parametric ones. However, many authors refer to nonparametric methods as distribution-free, in that they make relatively few assumptions about the nature of the population distribution. The KruskalWallis test is a nonparametric method that is applied when there are more than two independent samples. The Kruskal-Wallis test is the most efficient in that it uses more of the information available in the sample readings 4 (Coshall, 2011, p. 137 ). The Pearson chisquare statistic tests whether the row and the column variables in a contingency table are independent. 5 One should not use the Pearson chisquare contingency statistic if more than 20% of the cells have expected values less than or equal to five when using contingency tables larger than 2X2. 6 A questionnaire consisting of seventeen questions is created and divided into four parts, including risk identification, risk monitoring system, credit risk analysis, and efficiency suggestions. The first part of four questions sought to shed light on banks' understanding of risk. The reason we include these questions is to see how banks understand and clarify the risks they are coping with. Moreover, when they rank their areas of risks, we can see the differences between their choices. The second part consists of five questions that identify which risk management procedure banks use. The third part has four questions and examines credit risk management. The purpose of these questions is to look at credit risk analysis. Credit risk is normally the most important type of risk as it presents the main function of banks. The last part comprises four questions that focus on relationships between bank risks and bank efficiency. The reason for these questions is to see the difference between performance, structure, and efficiency. 4 The Kruskal-Wallis test examines the differences in average (mean) ranks of variables allocated to each sample to assess if they are sufficiently similar to be likely to have been drawn from populations with the same distribution. If the Kruskal-Wallis statistic exceeds its critical value obtained from the chi-square distribution (equivalently, the probability value is below 0.05) the null hypothesis that the populations have the same distribution is rejected (we use a 5% level of significance for all tests). 5 A probability value of the Pearson test below 0.05 indicates rejection of the independence null. In the case of 2X2 tables, the formulae for Pearson chisquare tests is modified by the inclusion of Yates' continuity correction which is reported in the row denoted "Continuity correction". If any expected frequency in a 2X2 contingency table is less than or equal to five, then PASW automatically uses Fisher's exact test instead of the chi-square statistic to assess the notion of independence (Coshall, 2011, p. 97) . In this case, Fisher's exact test is favoured for inference over Pearson's chi-square test (with Yates' continuity correction). A 2-sided probability value of Fisher's exact test below 0.05 indicates rejection of the independence null. 6 In this case, the Mantel-Haenszel test is used for inference. The MantelHaenszel statistic is found in the row labelled "Linear-by-Linear Association" of the tables. It tests whether the variables under study are linearly related. The likelihood ratio statistic is also reported in the contingency table. It is an alternative to the Pearson's chi-square test and is valid in large samples (the two statistics yield very similar results).
Data
In our research, we use a qualitative interview-based study to achieve our research objectives. Our goal is to obtain a single answer to each question from each bank that represents the bank's whole philosophy. Therefore, the interviewee should be in the highest position in the bank or a person who understands all business areas in general and risk management in particular. Firstly, we tried to contact the General Directors/Deputy General Directors of banks, and brief them on the nature of the research. They could decide whether to answer the questionnaire directly or whether to pass it to those directly involved in risk management (mostly the head of the risk management department or credit department). Secondly, if we could not contact General Directors/Deputy General Directors of the banks we would liaise with the Head/Deputy of risk or relevant risk management department. Lastly, if this fails we would contact the bank directly. In total, respondents from 38 out of 48 banks, 7 located in Hanoi, Ho Chi Minh City and some other provinces in Vietnam, were interviewed (see Table 2 ). This sample provides a relatively robust cross-section of bank risk management in Vietnam.
In Table 2 , we provide summary information for the survey data. Fifteen interviewees are General Directors/Deputy General Director and one interviewee is a Chairman. Some of these first-level respondents pass the questions to second-level risk management managers (Head/Deputy of risk or relevant risk management department). 8 First and second-level interviewees account for 76.3% (29) of the 38 respondents. Third-level interviewees (head of the supervisory board, special assistant in risk management, secretary to the management board or head of the international settlement department) constitute 23.7% (9) of the 38 respondents. There are nineteen banks with assets less than 20,000 billion VND 10 Table 3 , the first column specifies variables (areas of risks, risk departments and training programmes) and the second column indicates the type of bank in terms of asset size. There are small banks (defined as total assets being less than 20,000 billion VND in 2009) and large banks (where total assets were more than 20,000 billion VND in 2009). The third column gives the number of banks, headed N, while the fourth column gives the mean rank of the variables that are ranked by the size of the variable. 11 The Kruskal-Wallis test is based on the ranking of the bank by the variable. Banks are ranked in ascending order where the bank with the smallest value of the variable is assigned the lowest rank of one, while the bank with the largest value of the variable receives the highest rank of N.
RESULTS AND DISCUSSION
Asset size
In Table 3 the mean rank is greatest for larger asset size banks for the number of departments variable (question 21, denoted Q21), which suggests that large banks have more departments than small banks. In contrast, the mean rank is larger for small banks compared to large banks for the variables risk identification (question 13, Q13) and risk monitoring system (question 22, Q22). Q13 originally had ten options for interviewees. However, after analyzing the data, we divided Q13 into two groups: (1) credit risk, liquidity risk and operational risk and (2) credit risk, liquidity risk and foreign exchange risk. All banks chose credit risk and liquidity risk as the most two important types of risk. Nevertheless, the mean rank of Q13 indicates that small banks regard to credit, liquidity and foreign exchange as their priority risks while large banks are more concerned with credit, liquidity and operational risk. Q22 on training programmes attended also has five options for respondents which we divide it into two groups: (1) bank has training programme of less than a quarter or no training and (2) bank has training programme of one year. The mean rank of Q22 indicates that small banks have less frequent training programmes than large banks. The righthand side of Table 3 gives the Kruskal-Wallis chisquare test statistic. For all variables the test statistics reject the null hypothesis at the 5% level indicating a significant difference between small and large banks in terms of risk identification, the number of training programmes attended and risk monitoring systems. These results are consistent with our expectations. Table 4 shows the results from the contingency analysis and the chi-square tests with the type of bank categorized by asset size and variables (in the columns headed area of risks (Q13), Risk departments (Q21) and Training programmes (Q22)). The rows specify the type of bank by asset size. The rows labeled Count represents the number of banks in a category while the rows below it give, respectively, the percentage of banks in a category according to size and the percentage of banks in a category by the variables From Table 4 we see that all banks deal with the two most important types of risks, namely credit risk and liquidity risk whereas some banks focus on operational risk and others on foreign exchange risk. There are 7 (36.8%) of the 19 small banks (with total 11 The mean rank indicates the relative average ranking of a particular variable between the categories of small and large banks. assets below 20,000 billion VND) that consider operational risk as one of the three main risks, which is 33.3% of the 21 banks that concentrate on operational risk. There are also 14 (73.7%) of the 19 large banks (with total assets above 20,000 billion VND) that consider operational risk as one of the three main risks which are 66.7% of the 21 banks that concentrate on operational risk. In contrast, 12 (63.2%) of the 19 small banks consider foreign exchange risk as one of the three most important risks, which is 70.6% of the 17 banks that focus on foreign exchange risk. 5 (26.3%) of the 19 large banks consider foreign exchange as one of the 3 most important risks, which is 29.4% of the 17 banks that that focus on foreign exchange risk. This indicates that large banks paid more attention to operational risk management. They are more aware of the possible failure of a bank's systems, controls or another management failure (including human error) than small banks. In contrast, small banks have problems with foreign currency suggesting that they generally do not have a strong budget of foreign currency that can sponsor activities relating to assets, liabilities and off-balance sheet items. Small banks typically have difficulties obtaining foreign currency, this was especially so during the 2008-financial-crisis.
All except one of the chi-square statistics reject the null of independence between asset size and area of risks are presented at the bottom of Table 4 . The Continuity correction test is the only one that (only just) does not reject the null and this is not a favored test because one of the expected frequencies is 5 in this 2x2 contingency table. 12 We, therefore, conclude that the area of risks depends on bank size. A similar analysis for the other variables (risk departments and training programmes), also presented in Table 4 , suggests that the null of independence from bank size is rejected by all reported tests. In particular, the results indicate that larger asset sized banks have more risk departments than smaller banks. Further, banks of larger asset size provide more frequent risk training programmes for staff than do smaller banks. In general, our results confirm that there is a significant difference between small and large banks in terms of risk identification (area of risks) and risk monitoring systems (the number of risk departments and the frequency of training programmes).
Bank ownership
The lower section of Table 5 reports the KruskalWallis, and other test statistics, for independence between the categories of risk intensification and whether or not they have foreign shareholders. Question 23 (Q23) about risk intensification had eight options which we divide into the following two distinct groups: (1) restructure the organisation, internal control, banking services, credit growth and new technology and (2) funding sources, loan types, internal control, banking services, credit growth and 12 A 2X2 contingency table is used for the area of risks tests where one expected frequency is equal to five in absolute value. Hence, Fisher's exact test is more appropriate than the Pearson chi-square or Continuation correction tests () to assess the notion of independence. new technology (see Table 5 ). 13 All test statistics reject the null hypothesis at the 5% level.
14 Therefore, we find that there is a significant difference between banks with and without foreign shareholders in terms of risk intensification.
The contingency analysis is reported in the top section of Table 5 . Four (26.7%) of the fifteen banks that have foreign shareholders prioritize restructuring, which is 20% of the 20 banks that regard restructuring the organization as the most important method to intensify risk management. Sixteen (69.6%) of the 23 banks without foreign shareholders prioritize restructuring, which is 80% of the 20 banks prioritizing the restructure of the organization. In contrast, eleven (73.3%) of the fifteen banks that focus on internal control have foreign shareholders, which is 61.1% of the eighteen banks that employ internal control as the priority method to intensify risk management. Only seven (30.4%) of the 23 banks without foreign shareholders focus on internal control, which is 38.9% of the eighteen banks that use internal control. This suggests that banks without foreign shareholders tend to focus on organizational restructuring to intensify risk management while banks with foreign shareholders typically emphasize the importance of internal control and audit system for this purpose. 15 This is consistent with our expectation. Hence, there is a difference between banks with and without foreign shareholders in terms of risk intensification methods prioritized.
Bank efficiency
To assess the correlation between the efficiency scores and the factors of interest (risk area identification, risk monitoring methods and efficiency improvement suggestions) we employ average efficiency scores using a 0.89 cut-off point to distinguish more efficient from less efficient banks (see Stewart et al., 2016). Question 14 (Q14) on risk area identification originally had seven options, however, after analyzing the data, we divided Q14 into two groups: (1) unsecured loans, securities and credit cards and (2) unsecured loans, securities and consumption loans. All banks chose unsecured loans and credit cards as the two most risky areas hence it is the third most risky area that distinguishes the categories. Question 24 (Q24) on risk monitoring methods originally had six options for interviewees. All banks consider the following methods should be employed to prevent risks: provide information through the credit information center, improve the legal framework, apply IT to manage and coordinate macro policies. A distinguishing feature is that some banks also consider inspection of the SBV as the next method while others prefer management of liquidity and risk training programmes. Question 44 (Q44) is an open-13 All respondents are in either group 1 or group 2. 14 In Table 5 one expected frequency (being four) is less than five in absolute value in the 2X2 contingency table, hence Fisher's exact test is preferred to the Pearson chi-square or Continuation correction tests for inference. As for the other reported tests, Fisher's test rejects the null hypothesis of independence. 15 The mean rank for banks with foreign shareholders (being 24.43) is greater than that for banks with non-foreign shareholders (16.28), which confirms this inference.
ended question asking for suggestions to improve bank efficiency. This is separated into two categories: (1) those with no suggestions and (2) those with specific suggestions such as Basel II, Internal control, Human resources, IT and banking services (see Table 7 ). Table 6 reports the mean rank of banks categorized by average efficiency scores and the factors discussed above. For all 3 factors the mean rank is larger for more efficient banks. This indicates that less efficient banks (with average efficiency scores less than 0.89) generally regard credit cards as the third riskiest area after unsecured loans and securities whereas more efficient banks consider consumption loans as the third riskiest area (see Q14). Further, comparatively inefficient banks focus on strengthening inspection of the SBV as the next most important method to prevent risks whereas more efficient banks concentrate on the management of liquidity and risk training programmes (Q24). This is consistent with our expectation. Table 7 reports the output from the contingency analysis (top section) and the chi-square tests (lower section) with the type of bank categorized by average efficiency scores and the variables (risk area identification, risk monitoring methods and suggestions for bank efficiency). The Kruskal-Wallis tests reject independence between the level of efficiency score and all 3 variables. In fact, all except for two tests (the continuity correction test for Q24 and Q44) reject the null. However, because all 3 variables' use a 2X2 contingency table where at least one expected frequency is less than or equal to five in absolute value, the continuity correction test is not favored for inference and we, therefore, reject the null hypothesis of independence at the 5% level. Therefore, we find that there is a significant difference between high and low-efficiency banks in terms of the risk areas identified, risk monitoring methods and suggestions for bank efficiency improvements. This is consistent with our expectation.
In response to Q14, all of the banks specified unsecured loans and securities as the two highest risk areas in the banking businesses. However, some banks regard to credit cards as the third highest risk area while others consider this to be consumption loans. We, therefore, distinguish banks according to their specification of the third highest risk area. The upper section of Table 6 indicates that 24 (92.3%) of the 26 less efficient banks emphasize credit cards as the third highest risk area. This represents 77.4% of the 31 banks that specify credit cards as the third highest risk area. Seven (58.3%) of the 12 more efficient banks specify credit cards in the top three risk areas, which is 22.6% of the 31 banks that suggest credit cards are the third highest risk area. In contrast, only 2 (7.7%) of the 26 less efficient banks indicate consumption loans to be one of the three main risky areas, which is 28.6% of the 7 banks that consider consumption loans as the third highest risk area. Further, 5 (41.7%) of the 12 more efficient specify consumption loans in the top three risks, which constitutes 71.7% of the 7 banks that choose consumption loans as the third highest risk area. Overall, this suggests that more efficient banks are less concerned with credit card risks, probably because they have good systems to control such risks, while less efficient banks have problems with this type of business.
Regarding risk monitoring methods, all the banks consider that the SBV should employ the following methods to prevent risks: (1) provide information through CIC; 16 (2) improve the legal framework; (3) apply IT to management and (4) coordinate macro policies. However, less efficient banks tend to regard inspection of the SBV as more important than liquidity management and staff training than more efficient banks. Further, more efficient banks tend to suggest more solutions to improve bank efficiency than less efficient banks (see Table 7 ).
In brief, there is a significant difference between less efficient and more efficient banks in terms of risk area identification, risk monitoring methods, and efficiency improvement suggestions. Table 8 reports, respectively, the output from the contingency analysis (top section) and the chi-square tests (lower section) with the type of bank categorized by the number of years since establishment and a bank's degree of risk awareness of other banks' risk management systems. The Kruskal-Wallis and all other chi-square tests reject the null of independence, except for the version with the continuity correction. However, because this is a 2X2 contingency table where one expected frequency is less than five in absolute value the continuity correction test is not favored for inference and we reject the null hypothesis of independence at the 5% level. Therefore, we find that there is a significant difference between young and old banks in terms of their risk awareness, which is consistent with our expectation.
Number of years since the establishment
The upper section of Table 8 indicates that 9 (52.9%) of the 17 young banks are aware of the strengths and weaknesses of other banks' risk management systems. This represents 33.3% of the 27 banks that understand the risk management systems of other banks. Eighteen (85.7%) of the 21 older banks understand other banks' risk management systems, which accounts for 66.7% of the 27 banks that are aware of other banks' risk management systems. On the other hand, 8 (47.1%) of the 17 younger banks do not understand other banks' risk management systems, which 72.7% of the 11 banks that are not aware of other banks' risk management systems. Further, 3 (14.3%) of the 21 older banks have no knowledge of other banks' risk management systems, which is 27.3% of the 11 banks that are not aware of the risk management systems of other banks. Thus, older banks tend to have better information about other banks' risk management systems than younger banks. 17 16 Credit Information Centre. 17 The mean rank is larger for banks that have been established for more than 15 years (being 22.94) than those that are less than 15 years old (16.71) which confirms that older banks are more aware of the strengths and weaknesses of other banks' risk management systems than younger banks.
CONCLUSION
The objective of this paper is to analyze the type of risk management methods banks employ; which risk management procedures they use and how risk management is related to efficiency and other variables. We find that the two most important types of risks identified by all Vietnamese banks are credit risk and liquidity risk. However, there are significant differences in terms of the third most important risk identified by bank size. Almost all small banks consider foreign exchange as the third most important type of risk while larger banks typically regard operational risk as one of the three riskiest areas. In terms of risk monitoring, our data also suggest that small banks typically have fewer risk departments and less training programmes for staff than larger banks. Our results indicate that the methods prioritized to intensify risk management and financial capacity are also significantly different in terms of bank ownership. Banks with foreign shareholders tend to focus on developing internal control and audit systems while banks without foreign shareholders typically prefer to restructure the organization and operations. In our survey, all banks identified unsecured loans and securities as the two most important risk areas. However, there are significant differences regarding the third most important area of risk. Less efficient banks regard to credit cards as the third most important risk area while more efficient banks identify consumption loans as the third riskiest area. There are also significant differences regarding risk monitoring. Less efficient banks prefer to strengthen the inspection of the SBV to help prevent risks while more efficient banks favor the management of liquidity between SBV and banks as well as risk training programmes for staff. Further, more efficient banks generally provide more suggestions to improve bank efficiency (referring to, Basel II, internal control, human resource management, IT, customer services, etc.) than less efficient banks. Finally, we find that banks that have been in existence for more than 15 years are generally more aware of the strengths and weaknesses of the risk management systems of other banks than younger banks.
A number of policy implications arise out of this paper. Credit and liquidity are the two most important types of risks with 38 top bank managers. These risks are also priority concerns of the State Bank of Vietnam and the Vietnamese government. Top managers of banks provided the following policy recommendations to improve bank efficiency: (1) application of Basel II; (2) increase internal control; (3) improve human resource management; and (4) improve IT and quality of customer services. Hence the first policy recommendation is that inspection by the State bank of Vietnam (SBV) is needed to prevent potential risks. Another policy recommendation is the intensification of risk management. Almost all bank managers prefer to restructure the banking system because some small banks are not sufficiently efficient in the market. Hence, merger and acquisitions should be the popular trend in the coming years. Further, the SBV needs to have policies for restructuring the system and promoting competition in the banking sector of Vietnam. This also aligns with recent policies from the State Bank of Vietnam to promote mergers and acquisitions and increasing the financial autonomy of banks. The State Bank of Vietnam targeted 6 to 7 mergers and acquisitions in the banking sector in 2014 and a 50% reduction in the number of commercial banks in the period of 2015-2017. The Vietnamese National Assembly also discussed the proposed amendments to the Law on Credit Institutions which is scheduled to be ratified in the next plenary session. This legal framework is expected to provide the authorities sufficient powers to address the challenges to advance the second phase of the banking sector restructuring plan (2012-2020). The key result of newly adopted important regulations is a legal framework better aligned with international best practices for banking supervision and emerging new standards for banking resolution (World Bank, 2014 and 2017; Matousek, 2017 and Nguyen et al., 2018) .
We stress the limitations of our study. There is a possibility to carry out the survey with branches of foreign banks even though they account for only a small percentage of the banking system in terms of loans, deposits, and assets. The next step should be to compare the Vietnamese banking risk management with other developing countries. 
SBV. (2014
Risk identification
Please give your rating: SA (strongly agree), A (agree), N (neutral/undecided), D (disagree), SD (strongly disagree).
Risk management is an important part of management reporting (Business plan for the next year).
Q12
The bank is aware of the strengths and weaknesses of risk management systems of other banks.
Q13
What areas of risks is the bank dealing with most at the moment? (Please rank each of these areas of risk to indicate how risky they are to your bank. Place 1 in the box next to the most risky, 2 in the second most risky and so on. Do not place the same number in more than one box 
Q23
What methods does the bank employ to intensify risk management and financial capacity in the future? (Please rank each of these methods to indicate how important they are to your bank when the bank decides to employ. Place 1 in the box next to the most important method, 2 in the second most important method and soon. Do not place the same number in more than one box).
Restructuring the organisation and operations Developing the internal control and audit system Applying new technology in banking operations Diversify banking services and improve quality of banking services and care of customers To control credit growth, NPLs decrease with focus on credit quality To decrease lending in foreign currencies, cut down the amount of short-term loans for mid and long-term lending To actively seek funding sources for investment and indirect investment into valuable papers to mitigate credit risks Others (please specify) Not Applicable Q24 What methods should be adopted by the SBV to prevent banking risks? (You can choose more than one) Strengthen the role of the state management in settlements Provide necessary information of customers for commercial banks through CIC (Credit Information Centre) Improve the legal framework for operations of the systems. Apply IT to strengthen the effectiveness of inspection over the systems To closely coordinate monetary policy with fiscal policy to ensure macroeconomic stability for the system. Others (please specify). Not Applicable Q25
Please give your rating: SA (strongly agree), A (agree), N (neutral/undecided), D (disagree), SD (strongly disagree). SA A N D SD Do you think that after the recent financial crises, the increase in the minimum of Capital Adequacy Ratio (CAR) from 8% to 9 % (Basel) for the Vietnamese banking system is necessary at the moment?
Credit risk analysis Q31 Please give your rating: SA (strongly agree), A (agree),N (neutral/undecided), D (disagree), SD (strongly disagree). SA A N D SD This bank's policy requires collateral for granting all loans.
Q32
What is the maximum loan amount for unsecured loans (loans without guarantee) in your bank? 
