It is known that the weakly monotone restarting automata accept exactly the growing contextsensitive langauges. We introduce a measure on the degree of weak monotonicity and show that the language classes obtained in this way form strict hierarchies for the various types of deterministic and nondeterministic restarting automata without auxiliary symbols.
Introduction
The motivation for introducing the restarting automaton in [2] was the desire to model the so-called analysis by reduction of natural languages [12, 13] . This analysis consists of a stepwise simplification of a sentence in such a way that the syntactical correctness or incorrectness of the sentence is not affected. After a finite number of steps either a correct simple sentence is obtained, or an error is detected. It turned out that the restarting automaton thus obtained can handle a class of languages that is much broader than the class CFL of context-free languages.
A restarting automaton, or RRWW-automaton, M is a device with a finite state control and a read/write window of fixed size. This window moves from left to right along a tape containing a string delimited by sentinels until M 's control decides (nondeterministically) that the contents of the window should be rewritten by some shorter string. After a rewrite, M continues to move its window to the right until it either halts and accepts, or halts and rejects, which means that it has reached a configuration from which it cannot continue, or restarts, that is, it moves its window to the leftmost position, enters the initial state, and continues with the computation.
Also some restricted variants of the restarting automaton have been considered. First, there are the deterministic variants. Then there are those variants that are allowed to only use the letters from the input alphabet, while in general a restarting automaton can use a finite number of auxiliary symbols in its rewrite steps. Further, a monotonicity property was introduced for RRWW-automata, and it was shown that the monotone RRWW-automata (with auxiliary symbols) characterize the class CFL, and that various restricted versions of deterministic monotone RRWW-automata (with or without auxiliary symbols) characterize the class DCFL of deterministic context-free languages [3] .
In [5, 7] the class CRL of Church-Rosser languages was introduced motivated by the fact that membership for these languages is decidable in linear time. In [10] it was then shown that the deterministic RRWW-automata (with auxiliary symbols) give another characterization of CRL. For the growing context-sensitive languages GCSL [1] , which can be seen as the nondeterministic variants of the Church-Rosser languages [8] , it was observed in [9] that they form a proper subclass of the class L(RRWW) of languages that are accepted by RRWW-automata.
In order to obtain a characterization of GCSL in terms of restarting automata, a relaxation of the monotonicity condition for RRWW-automata was introduced in [4] . Let c be a non-negative integer. An RRWW-automaton M is called weakly c-monotone if in any two consecutive rewrite steps of any computation of M the places of rewriting can increase their distances from the right end of the tape by at most c positions. An RRWW-automaton M is called weakly monotone if there exists a non-negative integer c such that M is weakly c-monotone. The weakly monotone RRWW-automata (with auxiliary symbols) recognize exactly GCSL [4] . For a recent survey on the restarting automata see [11] .
Here we study the influence of the degree of weak monotonicity on the expressive power of the various models of restarting automata. We focus on the restarting automata with the most transparent computations -those without auxiliary symbols. Further motivation for studying weak monotonicity comes from linguistics. The degree of weak monotonicity is a measure of across how many symbols (words of a sentence) already read before a reader must step back to the left during an analysis of a sentence in a certain (natural) language.
Definitions
A restarting automaton, RRWW-automaton for short, is a one-tape machine that is described by an 8-tuple M = (Q, Σ, Γ, c, $, q 0 , k, δ), where Q is the finite set of states, Σ is the finite input alphabet, Γ is the finite tape alphabet containing Σ, c, $ ∈ Γ are the markers for the left and right border of the work space, respectively, q 0 ∈ Q is the initial state, k ≥ 1 is the size of the read/write window, and
is the transition relation. Here P(S) denotes the powerset of the set S, and
is defined analogously.
The transition relation describes four different types of transition steps:
If M is in state q and sees the string u in its read/write-window, then this move-right step causes M to shift the read/write-window one position to the right and to enter state q ′ .
2.
A rewrite step is of the form (q ′ , v) ∈ δ(q, u), where q, q ′ ∈ Q, u ∈ PC (k) , u = $, and v ∈ PC (k−1) such that |v| < |u|. It causes M to replace the contents u of the read/writewindow by the string v and to enter state q ′ . Further, the read/write-window is placed immediately to the right of the string v. However, some additional restrictions apply in that the border markers c and $ must not disappear from the tape nor that new occurrences of these markers are created. Further, the read/write-window must not move across the right border marker $.
3.
A restart step is of the form Restart ∈ δ(q, u), where q ∈ Q and u ∈ PC (k) . It causes M to move its read/write-window to the left end of the tape, so that the first symbol it sees is the left border marker c, and to reenter the initial state q 0 .
4. An accept step is of the form Accept ∈ δ(q, u), where q ∈ Q and u ∈ PC (k) . It causes M to halt and accept.
Obviously, each computation of M proceeds in cycles. Starting from an initial configuration q 0 cw$, the head moves right, while move-right and rewrite steps are executed until finally a restart step takes M back into a configuration of the form q 0 cw 1 $. It is required that in each such cycle exactly one rewrite step is executed. By ⊢ c M we denote the execution of a complete cycle. As by a rewrite step the contents of the tape is shortened, only a linear number of cycles can be executed within any computation. That part of a computation of M that follows after the execution of the last restart is called the tail of the computation. It contains at most a single application of a rewrite step.
An input w ∈ Σ * is accepted by M , if there exists a computation of M which starts with the initial configuration q 0 cw$, and which finally ends with executing an accept step. By L(M ) we denote the language accepted by M , and L(RRWW) will denote the class of languages that are accepted by RRWW-automata.
In [3] a notion of monotonicity is considered for restarting automata. Let M be an RRWWautomaton. Each computation of M can be described by a sequence of cycles C 1 , C 2 . . . , C n , where C 1 starts with an initial configuration of M , and C n is the last cycle, which is followed by the tail of the computation. Each cycle C i contains a unique configuration of the form cxuy$ such that u → v is the rewrite step applied during this cycle. By D r (C i ) we denote the r-distance |y$| of this cycle. The sequence of cycles C 1 , C 2 , . . . , C n is called monotone if D r (C 1 ) ≥ D r (C 2 ) ≥ . . . ≥ D r (C n ) holds, and the RRWW-automaton M is called monotone if all its computations are monotone.
In [3] it is shown that all variants of deterministic monotone restarting automata accept exactly the deterministic context-free languages. For the nondeterministic restarting automata it turned out that the use of auxiliary symbols is necessary to obtain a characterization of the class of context-free languages.
In order to derive a characterization of the class GCSL of growing context-sensitive languages in terms of restarting automata, the notion of weak monotonicity was introduced in [4] . Let M be an R(R)WW-automaton, and let c ≥ 0 be an integer. We say that a sequence of cycles C 1 , C 2 , . . . , C n is weakly c-monotone, if D r (C i+1 ) ≤ D r (C i )+c holds for all i = 1, 2, . . . , n−1. An RRWW-automaton M is called weakly c-monotone if all its computations are weakly c-monotone. Further, we say that M is weakly monotone, if there exists a constant c ≥ 0 such that M is weakly c-monotone. The prefixes w(c)mon-and wmon-are used to denote the corresponding classes of restarting automata. For deterministic RRWW-automata we have the following observation.
Lemma 1 Each deterministic RRWW-automaton with window size k is weakly j-monotone for some j ≤ k − 2.
Thus, for deterministic R(R)WW-automata the above weak monotonicity condition is always satisfied, that is, CRL = L(det-wmon-RWW) = L(det-wmon-RRWW).
Hence, it is only for the various nondeterministic restarting automata that these additional restrictions make a difference. In [4] it is shown that
where the inclusion is known to be proper.
Hierarchies with respect to the degree of weak monotonicity
Here we are interested in the influence of the degree of weak monotonicity on the expressive power of the various types of restarting automata. It can be shown by specifically chosen example languages that the expressive power of the various types of deterministic and nondeterministic restarting automata without auxiliary symbols strictly increases when the degree of weak monotonicity grows.
Theorem 2 [6] For each i ≥ 0 and for each X ∈ {R, RR, RW, RRW},
Further, it can be shown that these hierarchies differ pairwise from each other. These results can best be presented by the following diagram, where an arrow A −→ B indicates that the class L(A) is strictly included in the class L(B). When there is no oriented path between any two types of restarting automata in the diagram, then the corresponding language classes are incomparable under inclusion. weak monotonicity induces corresponding hierarchies for the restarting automata with auxiliary symbols. We would certainly expect that. The class L(det-w(1)mon−RWW) is strictly larger than L(det-w(0)mon−RWW) = DCFL, and also L(w(1)mon−RWW) strictly contains L(w(0)mon−RWW) = CFL, because L(det-w(1)mon−RWW) contains non-context-free languages.
