ABSTRACT In this paper, the energy allocation problem of major production equipment is investigated from the perspective of the whole production process to meet the energy demands of the production system in the iron and steel enterprise. Taking into account the replacement between energy and the changeover state of equipment, a bi-objective mixed integer programming model is established to minimize the total energy cost and changeover cost of equipment. A multi-objective evolutionary algorithm (MOEA) is proposed to solve the model. The MOEA takes into account the correlation among variables in the model and extracts free variables to encode the individual. In order to preserve and utilize the local non-dominated information during evolution, a set-based population structure is proposed. A self-adaptive selection strategy of crossover operators is also designed to improve the efficiency of evolution. With the aid of the 0-1 state variables in the model, an improvement and updating mechanism is proposed to improve the quality and diversity of the external archive, which can help to prevent the evolution from premature or trapping in a local optimum. The computational results based on 160 practical instances illustrate that the proposed MOEA is superior to NSGA-II and MOEA/D and has potential application ability in practical production.
I. INTRODUCTION
Due to the high-energy consumption and serious pollution, the iron and steel industry has always been a major area of energy-saving and environmental protection. Pietzsch et al. [1] proposed the zero pollution concept and illustrated the challenges and key factors to achieve the zero pollution. He and Wang [2] made a review of energy-saving technology and its application in the iron and steel industry. consumption in the world. In recent years, cloud computing technologies [4] , prediction technologies [5] , [6] and optimization technologies [7] have achieved more attentions from both academia and industry. For the energy allocation optimization of iron and steel enterprises, more researches were focused on the system consisting of only one type of energy, such as the gas system [8] - [14] , cogeneration system [15] - [17] , or oxygen nitrogen system [18] - [20] , whereas few researches were devoted to the optimal allocation of various energies in the whole process.
As the main by-products of iron and steel production, the gas is very important to reduce the energy cost and environmental pollution. Junior et al. [8] built a mixed integer linear programming (MILP) model for the gas allocation with the goal of maximizing energy utilization and proposed a heuristic method. Ghanbari et al. [9] studied a new blast furnace technology with carbon capture unit and integrated polygeneration system, and established a mathematical model to optimize the use of surplus gas. Considering the environmental cost of pollutant emission, Kong [10] established a green mixed integer linear programming model with the objective to minimize the total cost including the operating cost and environmental cost. Li and Li [11] put forward a scheduling model of the by-product gas, which used the support vector machine to classify the data and generated the respective trend and the fluctuation sequence. By the Markov chain transfer probability matrix, the gas production could be adjusted and the gas allocation could be predicted.
Since the boiler and gas holder can alleviate the gas fluctuation, the gas balance allocation among the buffering users has also attracted many researchers' attentions. Based on the sum of the standard deviation and total changeover time, Zhao et al. [12] evaluated the effects of penalty factors on the stability of the boiler and gas holder, and established a MILP model of the short-term allocation of the by-product gas. Yang et al. [13] , [14] studied the allocation optimization of the surplus gas among the boiler and holder considering the capacity constraints, and realized the goal of reducing the total operation cost and energy emission. The validity and practicability of the model in the iron and steel enterprise were validated. With the help of the proposed model, the total operating cost was reduced by 7.8%.
The cogeneration system can buffer the steam and gas fluctuation, and thus provides electricity for the production system, reduces the purchase of electricity, and achieves the goal of energy-saving and emission reduction. Zeng and Sun [15] studied the short-term scheduling problem of steam generation system in iron and steel enterprises considering the time-sharing electricity price. They used thermodynamic equilibrium equation and the regression method to establish a complicated linear optimization model to minimize the energy cost, equipment maintenance cost and power grid exchange cost. An improved particle swarm optimization algorithm was proposed to solve the model, which used the time variable parameter, self-adaptive mutation mechanism and efficient constraint handling strategy. Li et al. [16] used the data-driven model to predict the level of gas tanks and adjust the gas supply of the cogeneration system, in which the reasoning method was used to balance the level of the gas holder and the economic operation of the boiler. Considering the time-sharing electricity price and the operating load efficiency of the boiler, Zhao et al. [17] established a mixed integer programming model to coordinate the allocation among the gas holder and the power plant, in which two conflicting objectives, i.e., the stability of the gas holder and the cost of purchasing electricity, were considered. To solve the model, the Pareto optimal concept and the fuzzy set method were used to find the compromise solution.
With respect to the researches on oxygen-nitrogen system, Han et al. [18] took account of the load change of oxygennitrogen separation units, and used a two-stage method to predict and schedule the oxygen-nitrogen system in iron and steel enterprises. Zhang et al. [19] studied the continuous multi-stage optimization scheduling of the oxygen system, and established a general MILP model to adjust the supplyside variables and minimize oxygen emission. Han et al. [20] proposed a nonlinear programming model for oxygen system scheduling, which considered not only the practical characteristics of the energy pipeline network but also the electricity cost acquired by a regression model between the load of air separation units and its corresponding electricity consumption. A particle swarm optimization algorithm was adopted to solve the problem.
As iron and steel enterprises usually have long production lines, the energy allocation optimization problem of the whole process has gradually become a new and hot research area. With the goal of minimizing the energy consumption, carbon dioxide emission and production cost, Shen et al. [21] studied the optimization problem of multiple processes from sintering to iron making and used a hybrid method of linear and non-linear programming to obtain the optimum solution. Peng et al. [22] established a linear programming model for the energy optimization in the integrated iron and steel enterprise with cogeneration system, which was used to control and optimize the energy flow between the production system and the cogeneration system. Liu et al. [23] proposed a bi-level optimization model with flexible batch processing, load self-balance and robust scheduling for energy-intensive enterprises. By the model, the unbalanced cost under the worst cases could be optimized. Tan and Liu [24] studied the steelmaking-refining-continuous casting scheduling problem considering the variable electricity price. A decomposition approach was proposed for the problem. In the first phase of the approach, the mathematical programming method was applied to determine the relative schedule plan for each cast. In the second phase, a scheduling problem of all casts subject to resource constraint and time-dependent electricity price was formulated and a heuristic combined with the constraint propagation was developed to solve this scheduling problem.
Up to now, most of the energy allocation problems are established as a single objective optimization model, and the solving approaches are mainly limited to the linear FIGURE 1. The schematic view of the production system and the energy system in iron and steel enterprises.
and nonlinear programming approaches [21] , [22] , optimal approaches [16] , heuristic approaches [12] , [24] or tool software [9] , [10] , [13] , [14] . However, the energy allocation problem of iron and steel enterprises needs to optimize several objectives simultaneously, such as the energy cost, operation cost, carbon dioxide emission cost and so on. It is difficult for the above approaches to solve such multiobjective problems. At present, the solving approaches for multi-objective multi-energy allocation problem are mainly the weighting approach [10] , [13] - [15] , [21] , which are difficult to obtain accurate decision information because the optimal weight combination is difficult to be determined. The Pareto-based multi-objective optimization technology is a better alternative, which can optimize several conflicting objectives simultaneously. Maddaloni et al. [25] used multiobjective optimization technology to optimize industrial gas network from the aspects of the structure and function, and the processing performance and the operating cost were evaluated. Under the dynamic scenarios, two optimization processes were compared and analyzed. In order to minimize the total operating cost and CO 2 emission simultaneously, Fazlollahi et al. [26] proposed a multi-objective optimization model and analyzed three methods: the ε-constraint method, the integer Cut Constraints method and the combination of the two methods based on the case comparisons. With the objectives of the sustainable economic benefit and carbon dioxide emission, Porzio et al. [27] proposed a novel multi-objective evolutionary algorithm. With comparison to the ε-constraint method, the reported result showed that the multi-objective evolutionary algorithm could generate the optimal solutions more quickly and achieve higher energy-saving.
In summary, there are few researches on the multi-energy allocation problem of the whole process in iron and steel enterprises. The replaceable relationship between the energy is one of the key factors during the process of multi-energy allocation and production scheduling, but it is neglected in previous literature. In this paper, from the perspective of the whole process, a bi-objective mixed integer programming model is established for the multi-energy allocation problem, which has the following two main characteristics: (1) the replaceable relationship among energies are considered to reduce the energy consumption and environmental pollution; (2) the production changeover cost is considered in order to maximize the capacity of production equipment.
To efficiently solve the model, a multi-objective evolutionary algorithm (MOEA) is proposed, and the main contributions of the algorithm are as follows: (1) the free variables are extracted from the model to encode the individual, and the feasible solutions are achieved by using the decoding and repair strategy; (2) a set-based population structure is designed to preserve the local optimal information from the iterations; (3) a self-adaptive selection strategy is proposed to choose more promising crossover operator to speed up the evolution; (4) an improvement and updating mechanism is proposed to improve the quality and diversity of the external archive, which in turn helps to provide better global information for evolution.
The rest of this paper is organized as follows. In Section II, the multi-energy allocation problem of the iron and steel enterprise is described. The mathematical model of the multi-energy allocation problem considering energy replacement and production changeover is proposed in Section III. In Section IV, the MOEA is presented in details. The computational experiments are carried out and ad analyzed in Section V. Finally, the conclusions and the future work are presented.
II. PROBLEM DESCRIPTION
The production process with various production equipment and multi-energy in iron and steel enterprises is very complicated. The main production equipment and energies of iron and steel enterprises are shown in FIGURE 1. The iron and steel making process mainly includes several consecutive stages such as sintering, coking, iron making, steel making, continuous casting, hot rolling, cold rolling, etc. Each stage generally consists of one or more production equipment, as shown in TABLE 1. According to the production plan, with the raw materials, power, steam, natural gas and other energies shown in TABLE 2, the equipment performs the production through a series of physical and chemical reactions, during which the secondary energies (such as flue gas, steam, by-product gas) will be generated and usually need to be recycled. Additionally, due to the high calorific value, the secondary energies should be used as the alternative energy to supply production and reduce the pollution emission as well.
The safety and balance of the energy system are very important and the energy storage devices should meet the capacity and balance constraints. If the inventory of some storage device exceeds the upper limit, the energy will be refused, which will cause the energy emitted unreasonably. Energy emission will increase the energy cost and aggravate the environmental pollution. In practical situation, the phenomenon of gas surplus is very frequent. In order to deal with the surplus gas and reduce the unreasonable emission, the surplus gas can be used to replace the primary energy to reduce the energy cost. Nevertheless, replacement between energies will lead to additional operating cost. If the energy supply cannot meet the need of production equipment, it may cause its capacities unable to work, and the production of the equipment has to be delayed. So, the research on the replacement between energies and the state changeover of equipment in iron and steel enterprises plays a very important role in maintaining the balance of the energy system and saving the energy cost. Through the investigation of several large steel enterprises in China, it is found that the multi-energy allocation problem is very complicated. The whole process of multi-energy allocation heavily depends on the experience of dispatchers and the prediction results, and the application of optimization technology is very scarce, which makes it very difficult to guarantee the accuracy of energy allocation. Therefore, according to the practical production requirements, the mathematical model considering both the replaceable relationship between energies and the production changeover of equipment is established, which satisfies the constraints of the production system and the energy system. The objectives of the model are to minimize both the total energy cost and the changeover cost of the equipment, which can help to optimize the energy configuration structure and determine the state and energy allocation quantity of the production equipment.
III. MATHEMATICAL MODEL
In the bi-objective mixed integer programming model of the multi-energy allocation problem, there are two objectives, i.e., the total energy cost and the production changeover VOLUME 7, 2019 cost. The constraints include the production equipment state changeover constraints, the equipment calorific value constraints, the storage capacity constraints and so on.
A. ASSUMPTIONS
The assumptions of the model are as follows:
• There is only one storage device considered for each type of energy;
• The leakage and loss of each type of energy in the transportation process of the pipe network is not considered.
B. INDEXES
i the index of production equipment, i = 1, 2, . . . , m, and m is the total number of production equipment; j the index of energy, j = 1, 2, . . . , n, and n is the total number of energies; k the index of alternative energy, k = 1, 2 . . . , n.
C. PARAMETERS

I
the production equipment set; J the energy set; ρ j the unit emission cost of the energy j; δ j the unit operating cost of the energy j; λ i the changeover cost when the equipment i is delayed; 
D. DECISION VARIABLES
X ij the allocation quantity of energy j on the equipment i; R ikj the allocation quantity of energyj to replace the energy k on the equipment i; Y i 0-1 variable, 1 means that the equipmenti is in delay state, 0 means that it is not; Z i 0-1 variable, 1 means that equipment i is in replacement state, 0 means that it is not; F j the emission quantity of the energy j; O ij the recovery quantity of the energy j from the equipment i; V j the inventory in the storage device for the energy j.
where f 1 means the total energy cost including the operating cost and emission cost of all energies, and f 2 represents the changeover costs including the delay cost and the replacement cost of all the production equipments.
The practical production has some peculiar characteristics and must be subject to many constraints. Constraints (4) and (5) indicate the allocation quantity for the production equipment. Constraints (4) require that when an equipment is in the normal production, the allocation quantity of the irreplaceable energy should be between the lower limit and the upper limit of the demand. However, when the equipment is changed into the delay state, the allocation quantity of irreplaceable energy can be less than the lower limit. Constraints (5) indicate that when an equipment is not in the replacement state, the allocation quantity of irreplaceable energy should be between the lower limit and the upper limit of the demand, however, if it is, the value can be less than the lower limit. Constraints (6) and (7) describe the constraints when an equipment is in a replacement state. Constraints (6) indicate that when any energy is replaced on an equipment, the state of the equipment must be in the replacement state. Constraints (7) describe that the replacement quantity for the irreplaceable energy must be 0, whereas for the replaceable energy, the quantity can be greater than 0 when the equipment is in a replacement state.
Constraints (8) indicate that the calorific value of mixed energy on an equipment should be between the upper and the lower limit of the equipment's demand in the normal production. However, when the equipment is in the delay state, the calorific value can be less than the lower limit. Constraints (9) show the relationship between recovery quantity of the energy and the equipment product output. Constraints (10) ensure the balance relationships among the current inventory, the initial inventory, the total allocation quantity of all the equipment, and the recovery and emission of the energy. Constraints (11) indicate that the energy inventory should be between the upper and the lower limit of the capacity of the storage device. Constraints (12) indicate that the energy emission occurs when the energy flow of the pipe network exceeds the capacity upper limit. Constraints (13) define the type constraints of the variables.
IV. PROPOSED ALGORITHM A. ALGORITHM OVERVIEW
Since the Vector Evaluated Genetic Algorithms was proposed by Schaffer [28] in 1985, many kinds of multiobjective evolutionary algorithms has emerged, such as the Genetic Algorithms for Multi-objective Optimization (MOGA) [29] , the Niched Pareto Evolutionary algorithm (NPGA) [30] and its improved version NPGA2 [31] , the Pareto Archived Evolution Strategy (PAES) [32] , the strength Pareto Evolutionary Algorithm (SPEA) [33] and its improved version SPEA2 [34] , the Nondominated Sorting Genetic Algorithm (NSGA) [35] and its improved version NSGA-II [36] , the Multiobjective Evolutionary Algorithm based on decomposition (MOEA/D) [37] and so on. In recent years, researchers have proposed varieties of multi-objective evolutionary algorithms (MOEAs) in the literature [38] - [40] , [52] , [53] . The applications of MOEAs in many fields [41] - [45] such as engineering technology, system engineering, production scheduling, etc., have achieved very promising results.
Due to the fact that the multi-energy allocation problem proposed in this paper is very complicated, a multi-objective evolutionary algorithm (MOEA) is developed to solve the problem. The detailed procedure of our MOEA is given in Algorithm 1. in a temporary set P t ; 2.2 Update the external archive with P t using the updating mechanism in Section IV-E; 2.3 if the external archive is updated do 2.3.1 Improve the newly added individual using the improvement mechanism in section IV-E; 2.3.2 update the external archive using the updating mechanism in section IV-E; End if End while
B. INDIVIDUAL ENCODING AND DECODING METHOD
In evolutionary algorithms, an individual is usually encoded with all the decision variables in the model. Whereas, due to the complicated coupling relationship among the variables in the addressed model, if the individual is represented directly by all the decision variables, it may cause the following problems: (1) if the non-free variables which can be calculated by other variables are incorporated in the individual, the search space dimensions will become large, which in turn increases the computational time; (2) if the non-free variables are involved in the evolution, it is very difficult to meet the related constraints and design effective repairing strategy; (3) there will be more variables encoded in the individual, and the relationship of the variables will become more complicated, which will make it more difficult to solve the model. Therefore, in the MOEA, the variables in the model are divided into free variables and non-free variables. The free variables are X ij , and the other variables can be directly or indirectly calculated by X ij . An individual encoded with X ij in a real matrix is shown as follows.
In order to obtain a complete and feasible solution of the problem, a decoding and repairing strategy is also designed. According to the relationships of the constraints in the model, the non-free variables values can be determined. When repairing an individual, it is preferred to meet the relatively loose constraints, and then meet relatively strict constraints. The random method is adopted to decrease or increase the corresponding variables until all the constraints are met.
C. SET-BASED POPULATION
During the iterations, the evolution efficiency of the population can be improved by utilizing the global and local information. The global non-dominated information can be preserved in the external archive. In order to keep the local non-dominated information and decrease the loss of evolution information, a set-based population structure is proposed. That is, the population P is composed of P size sets, and P [i] indicates the set of non-dominated individuals generated by the ith individual in P. The maximum capacity of P [i] is N psize . The individuals in P are randomly initialized according to the feasible range of each variable.
D. EVOLUTIONARY STRATEGY
In the evolution, the offspring are generated by the parent individuals that are selected from the current set P[i] and the external archive. This selection strategy can simultaneously utilize the local information and the global information to guide the searching direction.
1) SELF-ADAPTIVE SELECTION STRATEGY OF CROSSOVER OPERATORS
No-free-lunch Theorem [46] shows that there is no evolutionary operator suitable for all problems, and the robustness of the algorithm can be improved by a variety of operators [47] . Actually, at different stages of evolution, the effects of different evolutionary operations are also different. In order to improve the evolutionary efficiency, a self-adaptive selection strategy of crossover operators is proposed according to the historical search, which can select the most effective crossover operator according to the statistical information of external archive adaptively. The set of crossover operators are composed of BLX_α [48] , SBX [49] , SPX [50] , PCX [51] and DE [38] .
In order to record the crossover operator used by each individual, the index of the crossover operator in the individual is recorded (e.g., BLX_α = 1, SBX = 2, SPX = 3, PCX = 4, and DE = 5). When the population is initialized, the crossover operator is randomly assigned to each individual with a probability of 1/5. During the evolution, the new individual records the index of the crossover operator which is used to generate it. By counting the number of each crossover operator used by all the individuals in the external archive, the adoption frequency of each operator is obtained. Through this method, the historical contribution of each operator to the evolution can be evaluated. Correspondingly, the crossover operator is selected to generate the offspring with the roulettewheel selection method.
In the external archive, if there is a crossover operator which did not generate any offspring individual that successfully enters the external archive, this operator will not be selected. In order to avoid this phenomenon, the minimum threshold of selection probability p min is needed.
2) MUTATION OPERATOR
In order to prevent the population from premature or falling into local optimum due to lack of diversity, cross-generated individuals are mutated by the polynomial mutation strategy [52] with the probability p m . 
E. THE IMPROVEMENT AND UPDATING MECHANISM OF EXTERNAL ARCHIVE 1) THE IMPROVEMENT MECHANISM
In addition to the free variables in the model, there are 0-1 variables Y i and Z i that describe the state of the equipment i. By defining the variable K i = 2Y i + Z i , the state of equipment i can be determined uniquely, e.g., when Z i = 0 and Y i = 0, K i equals 0. This means that equipment i is neither in a delayed nor in a replacement state. The rest can be done in the same manner. By analyzing the characteristics of the addressed model, an improvement and updating mechanism of the external archive based on 0-1 variables is proposed to improve the quality and diversity of the external archive.
In order to describe the state fluctuation of the equipment i, the value of i of equipment i for all individuals in the external archive can be computed, and then the standard deviation D i can be computed. The larger D i is, the larger the state fluctuation of the equipment i is, and vice versa. It is meaningful to optimize the allocation quantity of the instability equipment for improving the quality of the individual.
To avoid excessively increasing the calculation time, the improvement of external archive is only performed when a new non-dominated individual x new is added into the external archive. Firstly, according to all D i , an equipment i is selected to be optimized using the roulette-wheel selection. Secondly, because the second objective of the model is determined only by the state of equipment, through keeping the state of all the equipment unchanged, the model can be transformed into a single objective linear model. So, the allocation quantity of the equipment i of x new can be improved by CPLEX, and the improved individual x new can be obtained.
2) THE UPDATING MECHANISM
For multi-objective problems, the diversity of the nondominated solution set is an important metric to achieve the complete Pareto front [53] and to provide richer decisionmaking information for decision makers. So, the crowding distance of NSGA-II is also used to keep the diversity of the external archive. The external archive is updated with x new based on the Pareto dominance. That is, when the number of non-dominated individuals in the external archive exceeds the maximum capacity limit EXA size , the crowding distance of NSGA-II is used to remove the most crowded individuals until the capacity limit is met.
The improvement and updating mechanism of external archive can be described as follows in Algorithm 2. The improvement and updating mechanism of the external archive can improve the quality and diversity of the external archive, which in turn can provide high quality parents for the population evolution.
V. COMPUTATIONAL EXPERIMENTS A. PROBLEM INSTANCES
There are a total of 16 scales of test instance groups in the experiment, each of which has 10 randomly generated instances according to the real data of the production system and energy system in an iron and steel enterprise. The number of equipment types is selected from {3, 5, 8, 12}, and the number of each type of equipment is randomly generated according to TABLE 1. The number of energies is selected from {3, 5, 10, 20}. Each test instance takes one-hour production plan as the scheduling period, and all the parameters in the instance are randomly generated within the range of actual production parameters. The calorific values of the gas and the level parameters of the gas holders are shown in TABLE 3 and  TABLE 4 , respectively. 
B. COMPUTATION ENVIRONMENT AND PARAMETER SETTING
All the experiments are carried out on a personal computer with Intel 3.6GHz i7 CPU, 8G memory, and Windows 10 operating system. The MOEA algorithm is implemented in C++ language. Each instance is tested for 10 duplicated times independently. All the testing algorithms stop after 30000 function evaluations. The parameters of MOEA are set as follows: P size = 100, EXA size = 100, N psize = 10, p min = 0.1, and p m = 0.1. According to the original literature, the parameters of five crossover operators are set as follows: α = 0.5 for BLX_α; η = 20 for SBX; ε = 1 for SPX; σ η = σ ε = 0.1 for PCX; and Cr = 1, and F = 0.5 for DE.
C. PERFORMANCE METRIC
In the experiments, two kinds of performance metrics, i.e., the general distance (GD) metric and the inverted general distance (IGD) metric are adopted to evaluate the performance of the testing algorithms.
The GD metric represents the approximation of the nondominated front A to the true Pareto front P * , which is used to evaluate the global convergence of the algorithm. The smaller the GD value is, the closer A is to P * . The GD metric is calculated as follows:
where d (v, P * ) indicates the minimum Euclidean distance between the point v in A and any point in P * . The IGD metric is used to evaluate both the convergence of A to P * and the diversity of the points in A. It is clear that a smaller value of IGD is preferred for the algorithm. The IGD metric is calculated as follows:
where d(v, A) indicates the minimum Euclidean distance between the point v in P * and any point in A.
Since the true Pareto front of each instance of the energy allocation problem is unknown, we use 6 hours as the stopping criterion to run the MOEA algorithm, NSGA-II and VOLUME 7, 2019 MOEA/D for 10 times respectively, and then select all the non-dominated solutions from the union of Pareto fronts obtained by the three algorithms as the reference Pareto front for each problem instance. In order to compare the performance of the strategies and algorithms, we use the average metric and the union metric of GD and IGD as the evaluation metrics, which are obtained by the following method shown in TABLE 5.
As did in many papers, we normalize the objective values of the non-dominated solutions obtained by the testing algorithms.
In order to compare the performance of the different strategies and algorithms, the non-parameter Friedman Test is used for the average metric and union metric of all 16 instance groups, and the confidence level is set to 95%. In the following graphs of the Friedman Test, if the bars of two strategies or algorithms don't overlap with each other, there is a significant performance difference between the two strategies or algorithms, otherwise, there is no significant difference. Meanwhile, in order to compare the significant difference of different instances in the same instance group, the pairwise T testing is used, and the confidence level is also set to 95%. 
D. PERFORMANCE ANALYSIS OF EACH IMPROVEMENT STRATEGY 1) EFFECTIVENESS OF THE SET-BASED POPULATION STRUCTURE
In order to test the efficiency of the set-based population structure, two algorithms MOEA set and MOEA pop are tested. The proposed algorithm with set-based population structure is represented as MOEA set . MOEA pop represents the algorithm based on the traditional population which consists of a number of individuals. The other strategies and parameter settings are the same as the MOEA set algorithm. The two algorithms are tested on the 160 instances, and the Friedman Test results of the average metric and the union metric are shown in FIGURE 2.
The average and union GD metrics are shown in FIGURE 2(a) and 2(c), from which it is clear that the MOEA set algorithm is significantly better than the MOEA pop algorithm. The average and union IGD metrics are shown in FIGURE 2(b) and 2(d). Similarly, the difference between the two algorithms is still significant for both the average and union IGD metrics. The reason can be analyzed as follows. The set-based population can preserve more local non-dominated information during the evolution process of each individual. Under the interaction of global information provided by the external archive, high-quality offspring can be generated, and the approximation to the reference Pareto front is improved significantly. To some extent, the diversity of the obtained non-dominated solution set has also been improved by the set-based population structure.
2) EFFECTIVENESS OF THE SELF-ADAPTIVE SELECTION STRATEGY OF CROSSOVER OPERATORS
To verify the efficiency of the self-adaptive selection strategy of crossover operators, the proposed algorithm with self-adaptive selection strategy (denoted as MOEA self ) is compared with the MOEA BLX α , MOEA SBX , MOEA SPX , MOEA PCX and MOEA DE algorithms, each of which uses a single crossover operator, respectively. The non-parameter Friedman Testing results of the performance metrics are shown in FIGURE 3(a)-(d) .
As shown in FIGURE 3(a) and 3(b), in terms of the average metrics, both average GD and average IGD, the performance of the MOEA self algorithm is significantly better than the other rivals. As shown in FIGURE 3(c) and 3(d), for the union metrics, the performance of MOEA self algorithm on the average GD metric is significantly better than MOEA SBX , MOEA SPX , and MOEA PCX algorithms and a little better than VOLUME 7, 2019 MOEA BLX α and MOEA DE . However, the performance of MOEA self algorithm on the union IGD metric is significantly better than all the other five algorithms that adopts only a single operator. The main reason is that, according to the statistical information of the crossover operators in the external archive, the MOEA self algorithm can adaptively select the promising crossover operators and thus the quality of the offspring can be further improved.
3) EFFECTIVENESS OF THE IMPROVEMENT AND UPDATING MECHANISM OF THE EXTERNAL ARCHIVE
In order to verify the effectiveness of the improvement and updating mechanism of the external archive, the MOEA non and the MOEA imp algorithm are tested. MOEA non algorithm does not use the improvement and updating mechanism of the external archive, while the MOEA imp algorithm uses the proposed mechanism. The non-parameter Friedman Testing results of the average metric and the union metric are shown in FIGURE 4(a)-(d) . The pairwise testing results of the different instances are shown in TABLE 6. In the MOEA non column, the symbol ''+'' indicates that MOEA imp algorithm is significantly superior to MOEA non , the symbol ''-'' indicates that MOEA imp algorithm is significantly inferior to MOEA non algorithm, and the symbol ''='' indicates that there is no significant difference between the two algorithms. The bolded data in the table indicate the best result of each instance group.
As shown in FIGURE 4, the influences of improvement and updating mechanism of the external archive on all the metrics are significant. As shown in TABLE 6, for all the metrics of all the instances groups with m = 3, MOEA non algorithm is significantly inferior to the MOEA imp algorithm. With respect to both the average GD and union GD metrics, MOEA imp algorithm is significantly superior to the MOEA non algorithm for the instance groups with m = 5. For the IGD metrics, however, the union IGD of the instance groups with n = 7 and n = 10, MOEA non algorithm is significantly superior to the MOEA imp algorithm. Whereas, all the other instance groups get better performance in both average IGD and union IGD. When m = 8, the results are quite similar to the those when m = 5. Only for the average IGD of the instance group when m = 8 and n = 10, MOEA non algorithm is significantly superior to the MOEA imp algorithm. When m = 12, MOEA imp can obtain better GD metrics than MOEA non . For the IGD metrics, only for the instance groups when n = 5, MOEA non get significantly superior IGD metrics. For the metrics of all the instance group when n =20, the MOEA non algorithm is significantly inferior to the MOEA imp algorithm. That is, for large-scale instances, the MOEA non algorithm stagnates in the evolution, while the MOEA imp algorithm can still obtain promising results. The reason is that the MOEA imp algorithm can improve the quality and diversity of the external archive continuously and achieve better balance of the exploration ability and exploitation. For the instance groups where m = 5, apart from the instance group when n = 5, the metrics of the MOEA are significantly superior to those obtained by NSGA-II. For the instance group where m = 5 and n = 5, the average IGD metric of the NSGA-II algorithm is significantly superior to those obtained by the MOEA algorithm. On the contrary, other metrics are significantly inferior to those obtained by the MOEA algorithm, which shows that the NSGA-II algorithm falls into the local optimal. For the instance groups where For 16 scales of instance groups, the Average GD and Union GD metrics of the MOEA algorithm are superior to those obtained by the NSGA-II algorithm and the MOEA/D algorithm, as shown in TABLE 7, which shows that the convergence of non-dominated solution set of the MOEA algorithm is better than the other two algorithms. As shown in TABLE 8, for the Average IGD metric of the MOEA algorithm, compared with the NSGA-II algorithm, 12 instance groups are significantly superior, 2 instance groups are significantly inferior and 2 instance groups have no significant difference in the 16 instance groups. Compared with the MOEA/D algorithm, 7 instance groups are significantly superior, 3 instance groups are significantly inferior and 6 instance groups have no significant difference in the 16 instance groups. For the Union IGD metric of the MOEA algorithm, compared with the NSGA-II algorithm, 14 instance groups are significantly superior, 1 instance group is significantly inferior and 1 instance group has no significant difference in 16 instance groups. Compared with the MOEA/D algorithm, 12 instance groups are significantly superior, 3 instance groups are significantly inferior and 1 instance groups have no significant difference in the 16 instance groups. This shows that the uniformity of non-dominated solution set of the MOEA algorithm is superior to those obtained by the NSGA-II algorithm and the MOEA/D algorithm. The average of the metrics of all the instance groups shows that the MOEA algorithm has the advantage over the other two algorithms in solving the energy allocation problem. Therefore, it can be concluded that the performance of the MOEA algorithm is superior to that of the NSGA-II algorithm and MOEA/D algorithm.
F. COMPARISON WITH THE MANUAL METHOD
In order to further illustrate the effectiveness of the MOEA algorithm on the actual production, based on the actual production of an iron and steel enterprise, an instance of 5 types of equipment and 3 types of energy is tested to compare and analyze the performance of the proposed algorithm. The five types of production equipment are respectively two 7.63m large coke ovens, two 5500m 3 blast furnaces, two 300-ton dephosphorization converters, two 2150mm casters, and two 1580mm hot rolling units (the total number of the equipment is 10). The 3 types of energies are respectively coke oven gas, blast furnace gas and Linz-Donawitz gas, which have complex replacement relationships in the energy systems.
The gas buffer devices are one 300,000 m 3 blast furnace gas holder, one 150,000 m 3 coke oven gas holder, and one 80,000 m 3 converter gas holder. In this instance, we need to allocate and recycle 3 types of energies according to 1-hour production plan horizon.
The traditional manual method is to allocate enough energy for each production equipment according to the production plan firstly. If there is a shortage of some type of energy, it is preferred to choose relatively sufficient alternative energy to replace it so as to ensure the smooth progress of production. If some type of energy is surplus and it exceeds the buffering capacity of the buffering device, in order to ensure the safety of the pipe network and buffer devices, it is preferred to replace the energy with sufficient buffering capacity to reduce energy emission. If the allocation quantity of the energy or the calorific value demand of the equipment still cannot be satisfied by the addressed method, according to the priority of the production equipment, one or several equipment would be selected to change over to delay state to ensure the smooth production of the main production processes.
The total energy cost and the production equipment state changeover cost of the manual method are calculated, and the solution obtained by the manual method and the nondominated solution obtained by the MOEA algorithm are shown in FIGURE 6. From this figure, it is clear that there are many non-dominated solutions obtained by the MOEA algorithm that can dominate the solution obtained by the manual allocation method. That is, the MOEA algorithm can provide more and better decision solutions for decision makers than the current manual method.
VI. CONCLUSIONS
In this paper, a bi-objective mixed integer programming model is proposed for the multi-energy allocation problem considering replacement between energies and production changeover in the iron and steel enterprise. The model is difficult to be solved because of the large number of decision variables, high coupling and high problem dimension. In order to efficiently solve the model, the MOEA algorithm is proposed. According to the characteristics of the model, the individual coding method is designed, and correspondingly a decoding and repairing method is also developed according to the constraints to obtain a feasible solution. A set-based population structure is proposed to preserve local non-dominated information during evolutionary process, which can in turn improve the effectiveness of evolution. In order to accelerate the convergence, a self-adaptive selection strategy is proposed based on the statistical information of the non-dominated individuals in the external archive. An improvement and updating mechanism of the external archive is proposed to improve its quality diversity. By the statistic of the 0-1 variables of the external archive, the allocation problem for the specific equipment can be solved with CPLEX. In the experiments, the proposed MOEA is evaluated on the 160 randomly generated instances and compared with NSGA-II and MOEA/D. The computational results reveal that MOEA outperforms NSGA-II and MOEA/D for most of the instances. Furthermore, the MOEA algorithm is used to solve a practical instance of an iron and steel enterprise and compared against the manual method. It is shown that the MOEA algorithm can provide more and better solutions than the traditional manual method, which means that the proposed model and MOEA can be applied in practice. Our future work will be devoted to solving the dynamic multiobjective multi-energy allocation problem and develop the energy optimization allocation system of iron and steel enterprises.
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