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SINGULARITIES GENERATED BY THE TRIPLE INTERACTION OF
SEMILINEAR CONORMAL WAVES
ANTOˆNIO SA´ BARRETO AND YIRAN WANG
Abstract. We study the local propagation of conormal singularities for solutions of semilinear
wave equations u = P (y, u), where P ∈ C∞ in three dimensions. We show that the interaction
of three classical conormal plane waves which intersect transversally at point q will produce sin-
gularities on the characteristic cone Q for  with vertex at q provided ∂3uP (q, u(q)) 6= 0. We know
from the work of Melrose & Ritter and Bony that away from the original waves the solution u(y)
is a Lagrangian distribution of suitable class with respect to the Q; here we compute its principal
symbol.
1. Introduction
We study the propagation of conormal singularities for solutions u(y) ∈ Hsloc(Ω), s >
3
2 , of
semilinear wave equations of the form
u = P (y, u) = Z(y)f(y, u), f ∈ C∞(Ω× C), Z ∈ C∞0 (Ω),
u(y) = v(y), t < −1,
(1.1)
where  is a second order strictly hyperbolic operator, t is a time function for , Ω is a relatively
compact neighborhood of 0 ∈ R3 which is bicharacteristically convex with respect to  and Z = 0
for t < −1. The existence and uniqueness of the solution u in this range of Sobolev regularity is
well known for Ω small enough and we want to analyze the singularities of u.
We shall assume that the initial data v(y) = v1(y) + v2(y) + v3(y), where vj(y) is a classical
conormal distribution to a C∞ hypersurface Σj ⊂ Ω which is closed and characteristic for .
Moreover, we shall assume that Σ1 ∩ Σ2 ∩ Σ3 = {0} and the normal vectors Nj to Σj, j = 1, 2, 3,
are linearly independent at {0}. We also assume that 0 ∈ {t = 0} and Z(y) = 1 near {0}.
The conormality assumption is fundamental; M. Beals [1] showed that without this assumption
singularities may self-spread and the singular support of u can propagate in the same way as its
support.
The study of the propagation of singularities for nonlinear wave equation started in the late
1970’s with the work of Bony [5, 6]. Bony [7, 8] also started the study of the interaction of
nonlinear conormal waves in the early 1980s and was followed by many people including Rauch
and Reed [33, 35, 36], Melrose and Ritter [25, 26], Chemin [10, 11], M. Beals [2], Piriou [32]
and Nadir and Piriou [31], Delort [12, 13], Lebeau [23], Melrose and Sa´ Barreto [29], Melrose, Sa´
Barreto and Zworski [30], Sa´ Barreto [37, 38], Zworski [42] and Joshi and Sa´ Barreto [20].
Our renewed interest in the topic comes from recent applications to inverse problems for semi-
linear wave equations in the work of Kurylev, Lassas and Uhlmann [21] and Lassas, Uhlmann and
Wang [22], and Uhlmann and Wang [41].
Key words and phrases. Nonlinear wave equations, propagation of singularities, wave front sets. AMS mathe-
matics subject classification: 35A18, 35A21, 35L70.
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If P (y, u) = a(y) + b(y)u, and hence equation (1.1) is linear, the superposition principle holds
and u(y) = u1(y) + u2(y) + u3(y), where uj is a conormal distribution to Σj . Bony [7, 8] and
Melrose and Ritter [25] proved that if v2 = v3 = 0, and v1 is conormal to Σ1, the solution u(y)
remains conormal to Σ1 in Ω. Similarly, if v3 = 0, and vj is conormal to Σj, j = 1, 2, then u
remains conormal to Σ1 ∪Σ2 in Ω. However in the case of three waves, this is no longer true. One
of the first examples of the appearance of new singularities in the interaction of three waves, in
the case of a system uj = 0, j = 1, 2, 3 and u = u1u2u3, was given by Rauch and Reed [35].
They showed that u has additional singularities on Q, the characteristic cone for  with vertex at
{0}.
Melrose and Ritter [25] and Bony [9], independently and using very different methods, showed
that if vj is conormal to Σj, j = 1, 2, 3, then the solution u(y) to (1.1) is conormal to Σ1∪Σ2∪Σ3∪Q.
This in particular shows that the only possible additional singularities resulting from the interaction
of three transversal conormal waves are contained in Q. In particular, these results show that away
from Q ∩ Σj, j = 1, 2, 3, u is a Lagrangian distribution of suitable class with respect to Q, but u
could be smooth there.
Our main result says that, under the non-degeneracy condition (∂3uP )(0, u(0)) 6= 0, the singu-
larities of u on Q will always exist on the cone Q.We first state a version of our main result leaving
out most technical details and we refer the reader to Theorem 4.1 for the precise statement.
Theorem 1.1. Let Ω, , P (y, u) and Σj, j = 1, 2, 3 be as above. Let u(y) ∈ H
s(Ω), s >
3
2 , be a solution to (1.1). Let Q be the characteristic cone for  with vertex at 0. Let vj be a
classical conormal distribution of appropriate order to Σj, j = 1, 2, 3. If (∂
3
uP )(0, u(0)) 6= 0, then
singsuppu ⊃ Q \ (Σ1 ∪Σ2 ∪Σ3). If (∂
3
uP )(0, u(0)) = 0, the possible singularities on Q are of lower
order and we cannot guarantee they exist.
Theorem 4.1 below actually gives the principal symbol of u, and shows that one can recover
(∂3uP )(0, u(0)) from the leading singularity of the solution u to (1.1) on the cone Q. Notice that
in the example of Rauch and Reed, u corresponds to the first step in the standard fixed point
iteration method used to show existence and uniqueness of solutions to (1.1) when P (y, u) = u3.
When P (y, u) = Z(y)u3 and  has constant coefficients, Theorem 4.1 is due to M.Beals [2]. Beals
showed in fact that the singularities produced by the first iteration, as in the example of Rauch
and Reed, are the strongest. Theorem 4.1 below also shows that even when P (y, u) is a polynomial
in u with C∞ coefficients of degree greater than three, as long as (∂3uP )(0, u(0)) 6= 0, this is no
longer the case.
Proposition 4.4 below allows us to adapt M. Beals’ methods to prove Theorem 4.1. The fact
that the initial data vj are classical conormal distributions makes it possible to avoid additional
technical difficulties involving propagation of singularities for product type conormal distributions,
see for example the work of Eswarathasan [14], Greenleaf and Uhlmann [15], Joshi [18, 19], Melrose
and Uhlmann [24] and references cited there.
Although we only treat the case of two space dimensions, our results hold in Rn+1, n ≥ 2. Since
we are dealing with a local problem, one can choose local coordinates in such a way that n − 2
variables appear as parameters that really play no role in the problem. In this case, our results
show that there will be new singularities on the characteristic cone over every q ∈ Σ1 ∩ Σ2 ∩ Σ3,
as long as (∂3uP (y, u))(q) 6= 0, and the three hypersurfaces intersect transversally at q.
It is also important to emphasize that we assume the hypersurfaces Σj remain smooth through-
out Ω and no caustics are formed. The propagation of singularities for solutions of semilinear
wave equations when caustics develop has been studied by several people including M. Beals [3, 4],
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Delort [12, 13], Joshi and Sa´ Barreto [20], Lebeau [23], Melrose [27, 28], Melrose and Sa´ Barreto
[29], Sa´ Barreto [38] and Zworski [42] .
2. Spaces of Distributions
We recall the definition of some spaces of distributions. For convenience, throughout the paper
we will use both F(ϕ) and ϕ̂ to denote the Fourier transform of ϕ. As usual, Hs(Rn+1), s ∈ R,
denotes the Sobolev spaces. The definition of the Besov spaces pHs(R
n+1), 1 ≤ p ≤ ∞, can be
found in Appendix B.1 of Ho¨rmander’s book [17]. As usual, we shall say that u ∈ Hsloc(R
n+1) or
u ∈ pH locs (R
n+1), if χu ∈ Hs(Rn+1) or χu ∈ pHs(R
n+1) for every χ ∈ C∞0 (R
n+1). We shall say
that u ∈ Hs−(Rn+1) if u ∈ Hs−ε(Rn+1) for all ε > 0.
2.1. Conormal Distributions. Let Ω ⊂ Rn+1 denote an open and relatively compact subset.
Following Ho¨rmander [17], u is said to be a conormal distribution of order m with respect to a
submanifold M ⊂ Ω of codimension k and we denote u ∈ Im(Ω,M) if for any N ∈ N,
V1V2 . . . VNu ∈
∞H loc
−m−n+1
4
(Ω),
where Vj, 1 ≤ j ≤ N are C
∞ vector fields tangent to M.
According to Theorem 18.2.8 of [17], u ∈ Im(Ω,M) if and only if u ∈ C∞(Rn+1 \M) and near
any point p ∈ M and in local coordinates where M = {y1 = y2 = . . . = yk = 0}, y = (y
′, y′′),
y′ = (y1, y2, . . . , yk), y
′′ ∈ Rn+1−k,
u(y) =
∫
Rk
ei〈y
′,η′〉a(η′, y′′) dη′, a ∈ Sm+
n+1−2k
4 (Rkη′ × R
n+1−k
y′′ ),(2.1)
where for r ∈ R, Sr(Rk × Rn+1−k) is the class of symbols satisfying
|Dαy′′D
β
η′a(η
′, y′′)| ≤ Cα,β(1 + |η
′|)r−|β|.
These symbol spaces satisfy
Sr(Rk × Rn+1−k) ⊂ Sr
′
(Rk × Rn+1−k), r < r′,
and the space of distributions satisfy
Im(Ω,M) ⊂ Im
′
(Ω,M), m < m′.
The principal symbol in these local coordinates is defined by the map
Im(Ω,M)/Im−1(Ω,M) −→ Sm+
n+1−2k
4 (Rk × Rn+1−k)/Sm+
n+1−2k
4
−1(Rk × Rn+1−k)
[u] 7−→ [a].
The symbol map can be invariantly defined as in [17], but since our analysis is completely local,
we will not concern ourselves with that.
In this paper we often deal with classical symbols:
a ∈ Smcl (R
k × Rn+1−k) if there exist aj(η
′, y′′) satisfying
aj(η
′, y′′) = |η′|m−jaj(
η′
|η′|
, y′′) for |η′| > 1 such that
a(η′, y′′)−
N∑
j=0
aj(η
′, y′′) ∈ Sm−N−1, for all N ∈ N.
(2.2)
The space of conormal distributions with classical symbols will be denoted Imcl (Ω,M).
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When M is a hypersurface, M = {y1 = 0}, and u ∈ I
m
cl (Ω,M) then it follows from (2.1) and
(2.2) that (with η′ = η1)
u(y1, y
′′) =
∫
R
eiy1η1a(η1, y
′′)dη1, where
a(η1, y
′′) ∼
∞∑
j=0
wj(y
′′)η
m+n−1
4
−j
1 , wj(y
′′) ∈ C∞, for |η1| > 1.
Recall, see for example [16, Example 7.1.17], that for m > 0,
χ(η1)F(y
m
1+)(η1) = χ(η1)C(m)η
−m−1
1 ,
with χ(η1) ∈ C
∞, χ(η1) = 0 if |η1| < 1, χ(η1) = 1 if |η1| > 2,
(2.3)
Therefore, for m+ n+34 < 0, u ∈ I
m
cl (Ω, {y1 = 0}) if and only if
u(y1, y
′′) ∼
∞∑
j=0
Cm,jwj(y
′′)y
−(m+n+3
4
)+j
1+ +G(y), wj , G ∈ C
∞.(2.4)
Here, the asymptotics means that for any J > 0, we have
u(y1, y
′′)−G(y)−
J∑
j=0
Cm,jwj(y
′′)y
−(m+n+3
4
)+j
1+ = O(y
−(m+n+3
4
)+J+1
1 ).(2.5)
If U(y) is a C∞ function whose Taylor series at {y1 = 0} is given by
U(y) ∼
∞∑
j=0
Cm,jwj(y
′′)yj1,
which one can obtain by applying Borel’s lemma, one can then express
u(y1, y
′′) = y
−(m+n+3
4
)
1+ U(y) + G˜(y), U, G˜ ∈ C
∞.
We shall often say that either
a0(η1, y
′′) = w0(y
′′)η
m+n−1
4
1 or u0(y1, y
′′) = Cm,0w0(y
′′)y
−m−n+3
4
1+
is the principal symbol of u.
(2.6)
Finally we recall properties of the spaces of distributions introduced by M. Beals [2] which he
used to prove Theorem 1.1 in the case where P (y, u) = Z(y)u3.
Definition 2.1. (M. Beals [2]) Let Ω ⊂ R3 be a neighborhood of 0 and let y = (y1, y2, y3) be
coordinates in Ω. For k1, k2, k3 ∈ R+ and s ∈ R, we say that u ∈ H
s,k1,k2,k3
loc (Ω) if for any ϕ ∈
C∞0 (Ω),
〈η1〉
k1〈η2〉
k2〈η3〉
k3〈η〉sϕ̂u ∈ L2(R3),(2.7)
where η = (η1, η2, η3), 〈ηj〉 = (1 + η
2
j )
1
2 , and 〈η〉 = (1 + |η|2)
1
2 . We say that u ∈ Hs−,k1,k2,k3loc (Ω) if
u ∈ Hs−ε,k1,k2,k3loc (Ω) for all ε > 0.
We remark that the spaces Hs,k1,k2,k3loc (Ω) depend on the choice of coordinates y. However, notice
that any change of coordinates that preserve {yj = 0}, j = 1, 2, 3, must satisfy
(y1, y2, y3) 7−→ (ψ1(y)y1, ψ2(y)y2, ψ3(y)y3) = (Y1, Y2, Y3),
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and thus for Ω small, the region
〈ηj〉 = (1 + |ηj |
2)
1
2 ≥ C〈η〉 = (1 + |η|2)
1
2 , j = 1, 2, 3,(2.8)
is mapped by the induced symplectic change of variables in T ∗Ω into a similar region defined by
the dual variables to Yj, j = 1, 2, 3. Microlocally in such a region, the space H
s,k1,k2,k3(Ω) is just
the standard Sobolev space Hk1+k2+k3+s. In what follows, we say that the (2.8) is a region where
all three variables ηj , j = 1, 2, 3 are elliptic.
We will need the following two results regarding the closure of Beals’ spaces under multiplication
and composition with C∞ functions. Proposition 2.2 is Lemma 4.3 of [2], but its proof is omitted
there. As we understand, Proposition 2.3 follows from Proposition 2.2, but it is not stated in [2].
We prove these two propositions in the appendix.
Proposition 2.2. (M. Beals [2]) Fixed local coordinates y = (y1, y2, y3) valid in a neighborhood Ω
of 0, if s ≥ 0 and kj >
1
2 , then
Hs−,k1,k2,k3loc (Ω) ⊂ L
∞
loc(Ω),(2.9)
Hs−,k1,k2,k3loc (Ω) is closed under multiplication, and for δ > 0 small enough
||ϕuϕv||s−δ,k1,k2,k3 ≤ C||ϕu||s−δ,k1,k2,k3 ||ϕv||s−δ,k1,k2,k3 , where
||ϕu||s−δ,k1,k2,k3 = ||〈η1〉
k1〈η2〉
k2〈η3〉
k3〈η〉s−δϕ̂u||L2(R3).
(2.10)
Moreover, if aj > 0 and a1 + a2 + a3 = 1, then
Hs+1−,k1,k2,k3loc (Ω) ⊂ H
s−,k1+a1,k2+a2,k3+a3
loc (Ω), and
||ϕu||s−δ,k1+a1,k2+a2,k3+a3 ≤ ||ϕu||s+1−δ,k1,k2,k3 .
(2.11)
We will also need the following result, which is an application of Proposition 2.2,
Proposition 2.3. If kj >
3
2 , for j = 1, 2, 3, u ∈ H
0−,k1,k2,k3
loc (Ω) and f(y, z) ∈ C
∞(R3 × C),
then f(y, u) ∈ H0−,k1,k2,k3loc (Ω) and for all u supported in a compact subset K ⋐ Ω such that
||u|||−δ,k1,k2,k3 ≤ C and ϕ ∈ C
∞
0 there exists a constant C˜, depending on f, ϕ and δ such that
||ϕf(y, u)|||−δ,k1,k2,k3 ≤ C˜.(2.12)
We analyze mapping properties of the fundamental solution of  for a particular type of choice
of coordinates. As above, Σj, j = 1, 2, 3, are C
∞ hypersurfaces that intersect transversally at 0. If
Σj = {φj = 0}, j = 1, 2, 3, near 0, dφj(0) are linearly independent. We can then rename yj = φj ,
and this gives local coordinates y = (y1, y2, y3) in a small enough neighborhood Ω of 0 such that
Σj = {yj = 0} in Ω, j = 1, 2, 3.(2.13)
As Σj is characteristic for , j = 1, 2, 3, one must have
 = a11(y)y1D
2
y1 + a12(y)Dy1Dy2 + a13(y)Dy1Dy3 + a22(y)y2D
2
y2 + a23(y)Dy2Dy3 + a33(y)y3D
2
y3+
3∑
j=1
aj(y)Dyj + b(y), aij(y), aj(y), b(y) ∈ C
∞, i, j = 1, 2, 3.
(2.14)
The strict hyperbolicity requires a12(0)a13(0)a23(0) 6= 0, and hence a12(y)a13(y)a23(y) 6= 0 near 0.
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Proposition 2.4. Let Ω be a neighborhood of 0 and let y = (y1, y2, y3) be local coordinates in
Ω such that (2.14) holds. Let Hs,k1,k2,k3loc (Ω) be the space defined above with respect to this choice
of coordinates. Let E+ denote the forward fundamental solution to . If Ω is small enough and
ϕ,ψ ∈ C∞0 (Ω)
ψE+ϕ : H
s,k1,k2,k3(R3) −→ Hs+1,k1,k2,k3(R3),(2.15)
is a bounded linear operator, and by that we mean
||〈η1〉
k1〈η2〉
k2〈η3〉
k3〈η〉s+1F(ψE+ϕG)||L2(R3) ≤ C||〈η1〉
k1〈η2〉
k2〈η3〉
k3〈η〉sF(ϕG)||L2(R3)(2.16)
Proof. In the model case considered by M. Beals [2],  = Dy1Dy2 +Dy1Dy3 +Dy2Dy3 , this result
is immediate because  commutes with 〈Dyj 〉 and 〈Dy〉 and E+ : H
m
loc(R
3) 7−→ Hm+1loc (R
3). Here,
for Ω small, our operator is essentially a small perturbation of the constant coefficients operator.
We first prove (2.15) for kj ∈ N0 = N ∪ {0} and in this case we need to show that if u = G ∈
Hs,k1,k2,k3loc (Ω), then
Dm1y1 D
m2
y2 D
m3
y3 ϕu ∈ H
s+1
loc (R
3), 0 ≤ mj ≤ kj , j = 1, 2, 3, and
||Dm1y1 D
m2
y2 D
m3
y3 ϕu||Hs+1 ≤ C||D
m1
y1 D
m2
y2 D
m3
y3 ψG||Hs .
(2.17)
As usual, we denote Dαy = D
α1
y1 D
α2
y2 D
α3
y3 , α = (α1, α2, α3) ∈ N
3
0, and we analyze the commutator of
Dαy and . We claim that the following holds:
[
Dαy ,
]
= Dαy−D
α
y =
αj−1∑
βj=0
Fα,βD
β
y+
αj∑
βj=0
Lα,βD
β
yu+
αj−1∑
βj=0
Qα,β(y,Dy)D
β
y ,
Qα,β = y1q1,α,β(y)D
2
y1 + y2q2,α,β(y)D
2
y2 + y3q3,α,β(y)D
2
y3 ,
(2.18)
where Fα,β, qj,α,β ∈ C
∞ and Lα,β is a first order differential operator.
We use induction to prove this formula, and we begin with the case |α| = 1. To simplify the
notation, we analyze [Dy1 ,] . It follows from (2.14) that
[Dy1 ,] = Dy1−Dy1 = (Dy1(y1a11))D
2
y1 + (Dy1a12)Dy1Dy2 + (Dy1a13)Dy1Dy3+
y2(Dy1a22)D
2
y2 + (Dy1a23)Dy2Dy3 + y3(Dy1a33)D
2
y3 +
3∑
j=1
(Dy1aj)Dyj + (Dy1b).
We then use that
Dy2Dy3 =
1
a23
− y1a11D2y1 − a12Dy1Dy2 − a13Dy1Dy3 − y2a22D2y2 − y3a33D2y3 − 3∑
j=1
ajDyj − b

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and we obtain
[Dy1 ,] =
1
a23
(Dy1a23)+
(
(Dy1(y1a11))− y1
a11
a23
(Dy1a23)
)
D2y1+(
(Dy1a12)−
a12
a23
(Dy1a23)
)
Dy2Dy1 +
(
(Dy1a13)−
a13
a23
(Dy1a23)
)
Dy3Dy1+
y2
(
(Dy1a22)−
a22
a23
(Dy1a22)
)
D2y2 + y3
(
(Dy1a33)−
a33
a23
(Dy1a33)
)
D2y3+
3∑
j=1
((Dy1aj)−
aj
a23
)Dyj + ((Dy1b)−
b
a23
).
This proves (2.18) for |α| = 1 where
F1,0 =
1
a23
(Dy1a23),
L1,1 =
(
(Dy1(y1a11))− y1
a11
a23
(Dy1a23)
)
Dy1 +
(
(Dy1a12)−
a12
a23
(Dy1a23)
)
Dy2+(
(Dy1a13)−
a13
a23
(Dy1a23)
)
Dy3 ,
L1,0 =
3∑
j=1
((Dy1aj)−
aj
a23
)Dyj + ((Dy1b)−
b
a23
),
Q1,0 = y2
(
(Dy1a22)−
a22
a23
(Dy1a22)
)
D2y2 + y3
(
(Dy1a33)−
a33
a23
(Dy1a33)
)
D2y3 .
Now assume that (2.18) holds for α = (α1, α2, α3) and we want to show that it holds for
α = (α1 + 1, α2, α3). One can easily verify that[
Dy1D
α
y ,
]
= Dy1
[
Dαy ,
]
+ [Dy1 ,]D
α
y .(2.19)
It follows from (2.18) that
Dy1
[
Dαy1 ,
]
=
α1∑
β1=0
α2−1∑
β2=0
α3−1∑
β3=0
Fα,βD
β
y+
αj−1∑
βj=0
[Dy1 , Fα,β]D
β
y+
α1+1∑
β1=0
α2∑
β2=0
α3∑
β3=0
Lα,βD
β
y +
αj∑
βj=0
[Dy1 ,Lα,β ]D
β
y+
α1∑
β1=0
α2−1∑
β2=0
α3−1∑
β3=0
Qα,βD
β
y +
αj−1∑
βj=0
[Dy1 , Qα,β]D
β
y .
(2.20)
We notice that [Dy1 , Fα,β ] ∈ C
∞ and [Dy1 ,Lα,β ] is a differential operator of order one and that
[Dy1 , Qα,β] = y1[Dy1 , q1,α,β]D
2
y1 + y2[Dy1 , q2,α,β]D
2
y2 + y3[Dy1 , q3,α,β]D
2
y3 + q1,α,βD
2
y1 .
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Therefore
αj−1∑
βj=0
[Dy1 , Qα,β]D
β
y =
αj−1∑
βj=0
(
y1[Dy1 , q1,α,β]D
2
y1 + y2[Dy1 , q2,α,β]D
2
y2 + y3[Dy1 , q3,α,β]D
2
y3
)
Dβy+
α1∑
β1=0
α2−1∑
β2=0
α3−1∑
β3=0
q1,α,βDy1D
β
y .
So we conclude that
Dy1
[
Dαy1 ,
]
=
α1∑
β1=0
α2−1∑
β2=0
α3−1∑
β3=0
F˜α,βD
β
y+
α1+1∑
β1=0
α2∑
β2=0
α3∑
β3=0
L˜α,βD
β
y +
α1∑
β1=0
α2−1∑
β2=0
α3−1∑
β3=0
Q˜α,βD
β
y ,(2.21)
with F˜α,β ∈ C
∞ and L˜α,β a differential operator of order one and Q˜α,β = y1q˜1,α,β(y)D
2
y1 +
y2q˜2,α,β(y)D
2
y2 + y3q˜3,α,β(y)D
2
y3 , q˜j,α,β ∈ C
∞.
On the other hand, using (2.18) for |α| = 1, we deduce that the second term in (2.19) is equal
to
[Dy1 ,]D
α
y = F1,0D
α
y +
1∑
j=0
L1,jD
j
y1D
α
y +Q1,0D
α
y , with |α| = m− 1.
But by assumption we have
F1,0D
α
y = F1,0D
α
y+ F1,0
[
,Dαy
]
=
F1,0D
α
y−
αj−1∑
βj=0
F1,0Fα,βD
β
y−
αj∑
βj=0
F1,0Lα,βD
β
yu−
αj−1∑
βj=0
F1,0Qα,βD
β
y .
Now we substitute (2.20) and (2.1) in (2.19), and we conclude that (2.18) holds for all α ∈ N30.
Now we use the commutator formula (2.18) to prove (2.17). We start with the case |α| = 1. If
u = G, then it follows from (2.18) that
G = u,
Dy1G− F1,0G = Dy1u+
1∑
j=0
L1,jD
j
y1u+Q1,0u.
So if we let U1 = (u,Dy1u) and G1 = (G,Dy1G− F1,0G), we get a 2× 2 system of equations
P1U1 = G1,
where P1 = (pij)1≤i,j≤2 is a 2 × 2 matrix of differential operators with p11 = , p12 = 0, p21 =
Q1,0 + L1,0 and p22 =  + L1,1. Since Q1,0 is equal to zero at {y = 0}, the operator P1 is a
perturbation of a matrix operator with diagonal principal part  Id2×2, and hence for small Ω,
P1 is strictly hyperbolic. If G ∈ H
s,1,0,0
loc , then G1 ∈ H
s
loc, and so U1 ∈ H
s+1
loc which implies that
u ∈ Hs+1,1,0,0loc and estimate (2.17) holds.
In general, if G ∈ Hs,k1,k2,k3loc , let Uk1,k2,k3 = (u,D
α
y u), αj ≤ kj , and Gk1,k2,k3 = (G,D
α
yG),
αj ≤ kj , j = 1, 2, 3, we get a system
Pk1,k2,k3Uk1,k2,k3 = Gk1,k2,k3 ,
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where Pk1,k2,k3 is a matrix of linear differential operators which is a perturbation of a matrix
operator with diagonal principal part given by  Idm×m, where m is the number of entries of
Uk1,k2,k3 . Then, for Ω small, standard energy estimates give (2.17) for kj ∈ N0, j = 1, 2, 3. Notice
that the size of the domain may shrink from step to step, and so it depends on kj , j = 1, 2, 3.
Next, to prove (2.15) for kj ∈ R+, j = 1, 2, 3, we appeal to the characterization of H
s,k1,k2,k3(R3)
given by (2.7) in terms of the Fourier transform F, which can be restated as
u ∈ Hs,k1,k2,k3(R3) if and only if Fu ∈ L2(R3, µs,k1,k2,k3(η)dη),
where the measure µs,k1,k2,k3(η) = 〈η1〉
2k1〈η2〉
2k2〈η3〉
2k3〈η〉2s.
If we denote T = ψE+ϕ, then we need to show that for j = 1, 2, 3,
FDyjTF
−1 : L2(R3, µs,k1,k2,k3(η)dη) −→ L
2(R3, µs,k1,k2,k3(η)dη),(2.22)
is a bounded linear operator for kj ∈ R+. We have proved this statement for kj ∈ N0. Fix
k1, k2 ∈ N0, and for m1,m2 ∈ N0, r ∈ [0, 1], set k3 = rm1 + (1 − r)m2. We know the operator
is bounded for r = 0 and r = 1, so it follows from the Stein-Weiss Interpolation Theorem, see
[40], that (2.22) holds for r ∈ (0, 1) and therefore the result holds for k1, k2 ∈ N0 and k3 ∈ R+.
Now fix k3 ∈ R+, k2 ∈ N0, and repeat the argument for k1 = rm1 + (1 − r)m2, m1,m2 ∈ N0,
r ∈ [0, 1]. Again, Stein-Weiss Interpolation Theorem guarantees that (2.22) holds for k2 ∈ N0
and k1, k3 ∈ R+. We apply the same argument for k1, k3 ∈ R+ fixed and k2 = rm1 + (1 − r)m2,
r ∈ [0, 1], m1,m2 ∈ N0 and we obtain the desired result. 
3. The control of singularities after the triple interaction
We recall the results of Melrose and Ritter [25], Bony [5, 6] and Sa´ Barreto [37] about the
propagation of conormal singularities for the triple transversal interaction of semilinear waves.
This justifies why the solution to (1.1), away from the three incident waves, is a Lagrangian
distribution to the light cone emanating from the point of interaction of the three waves. We take
the point of view of Melrose and Ritter [25] and Sa´ Barreto [37]. We use the spaces from [37], as
their definition involve fewer technical details.
Let Ω ⊂ R3 be an open subset, a family V of vector fields is said to be a Lie algebra of vector
fields in Ω if for any V,W ∈ V, the commutator [V,W ] ∈ V. We say that V is a C∞-module if
for any V ∈ V and f ∈ C∞(Ω), then fV ∈ V. We define the space of distributions conormal with
respect to a Lie Algebra and C∞-module of vector fields V as
IL2loc(Ω,V) = {u ∈ L
2
loc(Ω) : V1V2 . . . VNu ∈ L
2
loc(Ω), Vj ∈ V, N ∈ N}.(3.1)
One such example that will be used below is the Lie algebra of vector fields tangent to a C∞
variety. If S1, S2 and S3 are C
∞ manifolds S3 ⊂ S2 ⊂ S1, the corresponding C
∞ variety is the
family
W = {S1 \ S2, S2 \ S3, S3},
The Lie algebra of C∞ vector fields tangent to this variety consists of C∞ vector fields that are
tangent to S1, S2 and S3.
Let Σj ⊂ R
3, j = 1, 2, 3 be C∞ hypersurfaces which are characteristic for . Let Σ1∩Σ2∩Σ3 =
{q} and assume the normals of Σj are linearly independent at {0}. Let Q denote the light cone
with vertex at {0}. We define
Lij = Σi ∩ Σj, Lj = Q ∩ Σj,
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and we consider the varieties
Sij = {Σi \ Lij, Lij \ {0}, {0}}, 1 ≤ i ≤ 3, 1 ≤ j ≤ 3 i 6= j,
Si4 = {Σi \ Li, Li \ {0}, {0}}.
Notice we did not include the varieties formed by the cone, the lines and {0}. Consider the following
conic Lagrangian submanifolds of T ∗Ω :
Λi = N
∗Σi \ 0, 1 ≤ i ≤ 3, ΛQ = clos[N
∗(Q \ {q})] \ 0, Λ0 = N
∗{0} \ 0,
and Λ˜i = Λi ∪ ΛQ ∪ Λ0,
and define the following space of pseudodifferential operators
M(Ω, Λ˜i) = {A ∈ Ψ
1(Ω) : σ1(A) = 0 on Λ˜i}, here σ1(A) denotes the principal symbol of A.
If A ∈ M(Ω, Λ˜i) and a = σ1(A), then its Hamilton vector field is tangent to Λi, ΛQ and Λ0.
Given A,B ∈ M(Ω, Λ˜i), a = σ1(A), b = σ1(B) the principal symbol of their commutator [A,B] is
Σ1([A,B]) =
1
iHab and also vanishes on Λ˜j so we conclude that
if A,B ∈M(Ω, Λ˜i) then their commutator [A,B] ∈M(Ω, Λ˜i).
We then say that
u ∈ IL2loc(Ω, Λ˜i) if u ∈ L
2
loc(Ω) and
A1A2 . . . ANu ∈ L
2
loc(Ω), Aj ∈M(Ω, Λ˜i), for all N ∈ N.
The following was proved in [37]:
Theorem 3.1. The space
JL2loc(Ω) =
3∑
i,j=1,i 6=j
(
IL2loc(Ω, Sij) + IL
2
loc(Ω, Si4) + IL
2
loc(Ω, Λ˜i)
)
is a C∞ algebra. Moreover, if v,Dv ∈ Hs(Ω) ∩ JL2loc(Ω), s > 3/2 for t < 0 satisfies v =
f(y, v,Dv) in {t < 0} then there exists a neighborhood Ω of {0} and unique u,Du ∈ Hs(Ω) ∩
JL2loc(Ω) such that u = f(y, u,Du) in Ω and u = v in Ω−.
The results of Melrose and Ritter [25] and Bony [9] are very similar to Theorem 3.1, but are for
the case Pu = f(y, u), which would have been sufficient for the purposes of this paper.
This theorem shows that the only possible new singularities emanating from {q} due to the
non-linearity are contained in Q. Although Theorem 3.1 is stated for R3, the result holds in
general dimension, see [39, Theorem 7.1]. Next we show these singularities do appear, and most
importantly we compute its principal symbol on the cone, at least under some hypothesis on the
non-linearity.
4. Singularities generated by the triple interaction
We know from the results of Melrose and Ritter [25] and Bony [9], as explained in Theorem 3.1,
that microlocally away from the surfaces Σj the solution u to (1.1) with conormal initial data vj ,
j = 1, 2, 3, is a Lagrangian distribution to ΛQ, albeit with a L
2-based symbol. In this section we
compute the principal symbol of u microlocally near ΛQ and away from Σj and their intersection
with Q.
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It is worth doing explicit computations in the constant coefficients model for  considered by
M. Beals [2] in which the hypersurfaces Σj, j = 1, 2, 3, satisfy (2.13). In this case,
 = Dy1Dy2 +Dy1Dy3 +Dy2Dy3 .(4.1)
The conormal bundle to the cone ΛQ = clos[N
∗(Q \ {0})] \ 0 is given by the flow-out of N∗{0} ∩
p−1(0), which in this case is given by
Hp = (η2 + η3)∂y1 + (η1 + η3)∂y2 + (η1 + η2)∂y3 , where
p = η1η2 + η1η3 + η2η3 is the principal symbol of .
This implies that
ΛQ = {y1 = y2(1 +
η1
η3
)−2, y3 = y2(1 +
η3
η1
)−2, η2 = −η1(1 +
η1
η3
)−1}, if η1 + η3 6= 0,
ΛQ = {y1 = y3(1 +
η1
η2
)−1, y2 = y3(1 +
η2
η1
)−2, η3 = −η1(1 +
η1
η2
)−1}, if η1 + η2 6= 0,
ΛQ = {y2 = y1(1 +
η2
η3
)−2, y3 = y1(1 +
η3
η2
)−2, η1 = −η3(1 +
η2
η3
)−1}, if η2 + η3 6= 0.
Notice that in the region where ηi+ ηj 6= 0, i, j = 1, 2, 3, i 6= j, we have that near ΛQ (2.8) holds
The closure of the projection of ΛQ to R
3 is the characteristic cone Q which is given by
Q = {2y1y2 + 2y1y3 + 2y2y3 − y
2
1 − y
2
2 − y
2
3 = 0}.(4.2)
In the general case one can choose local coordinates in such a way that Q is a perturbation of the
model (4.2).
Now we come to our main result:
Theorem 4.1. Let Ω be a neighborhood of 0 ∈ R3. Let y = (y1, y2, y3) be local coordinates near 0
such that Σj = {yj = 0} and hence (2.14) holds. Let Q and ΛQ = N∗(Q \ {0}) be as defined above.
Let u ∈ Hs, s > 32 , satisfy (1.1) and assume that Z ∈ C
∞
0 (Ω) with Z = 1 near 0. Suppose that the
initial data v = v1 + v2 + v3, where vj ∈ I
−m− 5
4
cl (Ω,Σj), m > 4, is an elliptic classical conormal
distribution which has an expansion
vj(y) = Vj(y)y
m
j+ +Wj(y), Vj ,Wj ∈ C
∞, Vj |{yj=0} 6= 0.(4.3)
Let E+ denote the forward fundamental solution to  and suppose that Ω is small enough so that
Proposition 2.4 holds in Ω for kj j = 1, 2, 3, depending on m, as specified below. If (∂
3
uP )(0, u(0)) 6=
0, then microlocally in the region near ΛQ where ηj satisfy (2.8), j = 1, 2, 3,
u(y) = u0(y) + u1(y), where
u0(y) = (∂
3
uP )(0, u(0)) (V1(0)V2(0)V3(0))E+
(
ym1+y
m
2+y
m
3+
)
∈ H3m+
5
2
− \H3m+
5
2and
u1 ∈ H
3m+ 5
2
+r/2(Ω), provided r ∈ (0, 1 −
2
m+ 12
).
(4.4)
Proof. In what follows we will repeatedly make use of the fact that P (y, u) = Z(y)f(y, u) is
compactly supported in Ω.We begin as in the proof of Theorem 4.1 of [2]. Since vj ∈ I
−m− 5
4 (Ω,Σj)
then its principal symbol is in S−m−1(Ω× R) and we conclude that
v1 ∈ H
0−,m+ 1
2
,∞,∞
loc (Ω), v2 ∈ H
0−,∞,m+ 1
2
,∞
loc (Ω) and v3 ∈ H
0−,∞,∞,m+ 1
2
loc (Ω),
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and in particular, since m > 1, v = v1 + v2 + v3 ∈ H
m+ 1
2
−ε
loc (Ω), for all ε > 0. Since for ε small
enough, m + 12 − ε >
3
2 , and since u satisfies (1.1), u ∈ H
m+ 1
2
−ε
loc (Ω). Therefore, it follows from
Definition 2.1 that u ∈ H
0−, 1
3
(m+ 1
2
), 1
3
(m+ 1
2
), 1
3
(m+ 1
2
)
loc (Ω). Since m > 4,
1
3(m+
1
2) >
3
2 and it follows
from Proposition 2.3 that H
0−, 1
3
(m+ 1
2
), 1
3
(m+ 1
2
), 1
3
(m+ 1
2
)/3
loc (Ω) is a C
∞ algebra, so it follows from
Proposition 2.4 and Proposition 2.2 that
u− v = E+(P (y, u)) ∈ H
1−, 1
3
(m+ 1
2
), 1
3
(m+ 1
2
), 1
3
(m+ 1
2
)/3
loc (Ω) ⊂ H
0−,m
3
+ 1
2
,m
3
+ 1
2
,m
3
+ 1
2
loc (Ω).
Therefore u ∈ H
0−,m
3
+ 1
2
,m
3
+ 1
2
,m
3
+ 1
2
loc (Ω) and so,
u− v = E+(P (y, u)) ∈ H
1−,m
3
+ 1
2
,m
3
+ 1
2
,m
3
+ 1
2
loc (Ω) ⊂ H
0−,m
3
+ 2
3
,m
3
+ 2
3
,m
3
+ 2
3
loc (Ω).
After finitely many iterations we find that
u ∈ H
0−,m+ 1
2
,m+ 1
2
,m+ 1
2
loc (Ω) and therefore E+(P (y, u)) ∈ H
1−,m+ 1
2
,m+ 1
2
,m+ 1
2
loc (Ω).(4.5)
Next we appeal to (4.3) and we write
v = ν + E, where E ∈ C∞ and ν = ν1 + ν2 + ν3, νj = Vj(y)y
m
j+, with Vj ∈ C
∞.
We iterate this formula and obtain
u = v + E+P (y, ν + E+ E+(P (y, u))).
In what follows, to simplify the notation, we shall denote
W = E+ E+(P (y, u)) ∈ H
1−,m+ 1
2
,m+ 1
2
,m+ 1
2
loc ,(4.6)
and the Sobolev regularity comes from (4.5).
The following result separates the terms with higher order of regularity of the solution u to
(1.1):
Lemma 4.2. Let u, W and P (y, u) be as above. Then
u− v − E+
(
(∂3uP )(y,W)
) (
V1(0)V2(0)V3(0)y
m
1+y
m
2+y
m
3+
)
∈
H
1−,m+ 3
2
,m+ 1
2
,m+ 1
2
loc (Ω) +H
1−,m+ 1
2
,m+ 3
2
,m+ 1
2
loc (Ω) +H
1−,m+ 1
2
,m+ 1
2
,m+ 3
2
loc (Ω).
(4.7)
Proof. We begin by taking the Taylor expansion of order three in u of P (y, u) centered at W :
P (y,W+ ν) =
3∑
j=0
1
j!
(∂juP )(y,W)ν
j +
1
3!
ν4
∫ 1
0
(∂4uP )(y,W+ tν)(1− t)
3dt,
u− v = E+P (y, ν +W) =
E+
 3∑
j=0
1
j!
(∂juP )(y,W)ν
j
+ 1
3!
E+
(
ν4
∫ 1
0
(∂4uP )(y,W+ tν)(1− t)
3dt
)
.
(4.8)
First we consider the terms
R4(y) = E+
 3∑
j=0
1
j!
(∂juP )(y,W)ν
j
 .
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We observe that in virtue of (4.6) and Proposition 2.2,
W ∈ H
1−,m+ 1
2
,m+ 1
2
,m+ 1
2
loc ⊂ H
0−,m+ 3
2
,m+ 1
2
,m+ 1
2
loc ∩H
0−,m+ 1
2
,m+ 3
2
,m+ 1
2
loc ∩H
0−,m+ 1
2
,m+ 1
2
,m+ 3
2
loc .
(4.9)
Since m > 4, Proposition 2.3 implies that for any j,
(∂juP )(y,W) ∈ H
0−,m+ 3
2
,m+ 1
2
,m+ 1
2
loc ∩H
0−,m+ 1
2
,m+ 3
2
,m+ 1
2
loc ∩H
0−,m+ 1
2
,m+ 1
2
,m+ 3
2
loc .(4.10)
We know that
νj = (ν1 + ν2 + ν3)
j =
∑
|α|=j
να11 ν
α2
2 ν
α3
3 , α = (α1, α2, α3), and we split this sum as
ν2 = ν21 + ν
2
2 + ν
2
3 + 2ν1ν2 + 2ν1ν3 + 2ν2ν3,
ν3 = ν31 + ν
3
2 + ν
3
3 +
∑
i,j=1,i 6=j
3νiν
2
j + 6ν1ν2ν3.
Therefore we find that
R4(y) = E+ (P (y,W)) + E+ ((∂uP )(y,W)ν) + E+L where
L = L1 + L2 + L3,
L1 =
1
2!
(∂2uP )(y, u)
(
ν21 + ν
2
2 + ν
2
3 + 2ν1ν2 + 2ν1ν3 + 2ν2ν3
)
,
L2 =
1
3!
(∂3uP )(y, u)
ν31 + ν32 + ν33 + 3∑
i,j=1,i 6=j
3νiν
2
j
 ,
L3 = 6(∂
3
uP )(y, u)ν1ν2ν3.
To control products involving one or two factors ν
αj
i or ν
αi
i ν
αj
j , we proceed as in [2]. It follows
from Proposition 2.2 that for αj ≥ 1,
να11 ∈ H
0−,m+ 1
2
,∞,∞
loc (Ω), ν
α2
2 ∈ H
0−,∞,m+ 1
2
,∞
loc (Ω), ν
α3
3 ∈ H
0−,∞,∞,m+ 1
2
loc (Ω),
να11 ν
α2
2 ∈ H
0−,m+ 1
2
,m+ 1
2
,∞
loc (Ω), ν
α1
1 ν
α3
3 ∈ H
0−,m+ 1
2
,∞,m+ 1
2
loc (Ω), ν
α2
2 ν
α3
3 ∈ H
0−,∞,m+ 1
2
,m+ 1
2
loc (Ω).
Now observe that it follows from Proposition 2.2 and (4.10) that for any αj ≥ 1, and any j,
να11 (∂
j
uP )(y,W) ∈ H
0−,m+ 1
2
,m+ 1
2
,m+ 3
2
loc (Ω), ν
α2
2 (∂
j
uP )(y,W) ∈ H
0−,m+ 3
2
,m+ 1
2
,m+ 1
2
loc (Ω),
να33 (∂
j
uP )(y,W) ∈ H
0−,m+ 3
2
,m+ 1
2
,m+ 1
2
loc (Ω), ν
α2
2 ν
α3
3 (∂
j
uP )(y,W) ∈ H
0−,m+ 3
2
,m+ 1
2
,m+ 1
2
loc (Ω),
να11 ν
α3
3 (∂
j
uP )(y,W) ∈ H
0−,m+ 1
2
,m+ 3
2
,m+ 1
2
loc (Ω), ν
α1
1 ν
α2
2 (∂
j
uP )(y,W) ∈ H
0−,m+ 1
2
,m+ 1
2
,m+ 3
2
loc (Ω),
(4.11)
and so we conclude that
R4(y) = E+ (T) + E+
[
(∂3uP )(y,W)ν1ν2ν3
]
,
T ∈ H
0−,m+ 3
2
,m+ 1
2
,m+ 1
2
loc (Ω) +H
0−,m+ 1
2
,m+ 3
2
,m+ 1
2
loc (Ω) +H
0−,m+ 1
2
,m+ 1
2
,m+ 3
2
loc (Ω),
(4.12)
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where T is actually compactly supported in Ω, j = 1, 2, 3. Furthermore, by expanding Vj(y) in
Taylor series about {y = 0} we obtain
(∂3uP )(y,W)ν1ν2ν3 − (∂
3
uP )(y,W)V1(0)V2(0)V3(0)y
m
1+y
m
2+y
m
3+ ∈
H0−,m+
3
2
,m+ 1
2
,m+ 1
2 +H0−,m+
1
2
,m+ 3
2
,m+ 1
2 +H0−,m+
1
2
,m+ 1
2
,m+ 3
2 ,
(4.13)
So we conclude that
R4(y)− (∂
3
uP )(y,W)V1(0)V2(0)V3(0)y
m
1+y
m
2+y
m
3+ ∈
H0−,m+
3
2
,m+ 1
2
,m+ 1
2 +H0−,m+
1
2
,m+ 3
2
,m+ 1
2 +H0−,m+
1
2
,m+ 1
2
,m+ 3
2 ,
(4.14)
Now we consider the remainder in the Taylor’s expansion. We analyze the integrand term
ν4(∂4uP )(y,W+ tν).
Lemma 4.3. Under the hypotheses of Theorem 4.1 we have
ν4(∂4uP )(y,W+ tν) = B1(t) +B2(t) +B3(t),
B1(t) ∈ H
0−,m+ 3
2
,m+ 1
2
,m+ 1
2
loc (Ω),B2(t) ∈ H
0−,m+ 1
2
,m+ 3
2
,m+ 1
2
loc (Ω), and
B3(t) ∈ H
0−,m+ 1
2
,m+ 1
2
,m+ 3
2
loc (Ω)
and moreover for every δ > 0 there exists a constant C > 0 such that for all t ∈ [0, 1],
||B1(t)||−δ,m+ 3
2
,m+ 1
2
,m+ 1
2
≤ C
||B2(t)||−δ,m+ 1
2
,m+ 3
2
,m+ 1
2
≤ C
||B3(t)||−δ,m+ 1
2
,m+ 1
2
,m+ 3
2
≤ C.
(4.15)
Proof. We begin by expanding the term ν4 = (ν1 + ν2 + ν3)
4 :
ν4 = ν41 + ν
4
2 + ν
4
3 + 4ν
3
1ν2 + 4ν
3
1ν3 + 4ν
3
2ν1 + 4ν
3
2ν3+
4ν33ν1 + 4ν
3
3ν2 + 12ν
2
1ν2ν3 + 12ν
2
2ν1ν3 + 12ν
2
3ν1ν2 + 6ν
2
1ν
2
2 + 6ν
2
1ν
2
3 + 6ν
2
2ν
2
3 .
We see that
∂y1
[
ν41(∂
4
uP )(y,W+ tν)
]
= (∂y1ν
4
1)(∂
4
uP )(y,W+ tν)+
ν41(∂y1∂
4
uP )(y,W+ tν) + ν
4
1(∂
5
uP )(y,W+ tν)(t∂y1ν + ∂y1W) =
(∂y1ν
4
1)(∂
4
uP )(y,W+ tν) +
t
5
(∂5uP )(y,W+ tν)∂y1ν
5
1
ν41(∂y1∂
4
uP )(y,W+ tν) + ν
4
1(∂
5
uP )(y,W+ tν)(t∂y1(ν2 + ν3) + ∂y1W)
(4.16)
νk1 = (V1(y)y
m
1+)
k = V1(y)
kykm1+ ∈ H
0−,km+ 1
2
,∞,∞
loc (Ω),
∂y1ν
k
1 ∈ H
0−,km− 1
2
,∞,∞
loc (Ω),
∂y1ν2 ∈ H
0−,∞,m+ 1
2
,∞
loc (Ω),
∂y1ν3 ∈ H
0−,∞,∞,m+ 1
2
,
loc (Ω).
(4.17)
Since ν ∈ H
0−,m+ 1
2
,m+ 1
2
,m+ 1
2
loc (Ω) and W ∈ H
1−,m+ 1
2
,m+ 1
2
,m+ 1
2
loc (Ω), we know from Proposition 2.3
that
(∂y1∂
4
uP )(y,W+ tν), (∂
5
uP )(y,W+ tν), (∂
4
uP )(y,W+ tν), (∂
5
uP )(y,W+ tν) ∈ H
0−,m+ 1
2
,m+ 1
2
,m+ 1
2
loc (Ω)
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We also know that ∂y1W ∈ H
0−,m+ 1
2
,m+ 1
2
,m+ 1
2
loc (Ω) and so we conclude that
∂y1
[
ν41 (∂
4
uP )(y,W+ tν)
]
∈ H
0−,m+ 1
2
,m+ 1
2
,m+ 1
2
loc (Ω), and hence
ν41(∂
4
uP )(y,W+ tν)H
0−,m+ 3
2
,m+ 1
2
,m+ 1
2
loc (Ω).
(4.18)
The same argument used with respect to y2 and y3 respectively shows that
ν42(∂
4
uP )(y,W+ tν)H
0−,m+ 1
2
,m+ 3
2
,m+ 1
2
loc (Ω) and
ν43(∂
4
uP )(y,W+ tν)H
0−,m+ 1
2
,m+ 1
2
,m+ 3
2
loc (Ω).
(4.19)
Now we consider the terms with ν31 . We again write
∂y1
[
ν31(ν2 + ν3)(∂
4
uP )(y,W+ tν)
]
= (∂y1ν
3
1)(ν2 + ν3)(∂
4
uP )(y,W+ tν)+
ν31(∂y1(ν2 + ν3))(∂
4
uP )(y,W+ tν) + ν
3
1(ν2 + ν3)(∂y1∂
4
uP )(y,W+ tν)+
ν31(ν2 + ν3)(∂
5
uP )(y,W+ tν)(t∂y1ν + ∂y1W) =
(∂y1ν
3
1)(ν2 + ν3)(∂
4
uP )(y,W+ tν) +
t
4
(ν2 + ν3)(∂
5
uP )(y,W+ tν)(∂y1ν
4
1)+
ν31(∂y1(ν2 + ν3))(∂
4
uP )(y,W+ tν) + ν
3
1(ν2 + ν3)(∂y1∂
4
uP )(y,W+ tν)+
ν31 (ν2 + ν3)(∂
5
uP )(y,W+ tν)(t∂y1(ν2 + ν3) + ∂y1W).
Using (4.17) we conclude that
∂y1
[
ν31(ν2 + ν3)(∂
4
uP )(y,W+ tν)
]
∈ H
0−,m+ 1
2
,m+ 1
2
,m+ 1
2
loc (Ω) and therefore
ν31(ν2 + ν3)(∂
4
uP )(y,W+ tν) ∈ H
0−,m+ 3
2
,m+ 1
2
,m+ 1
2
loc (Ω).
(4.20)
Following this argument with respect to y2 and y3 we also find that
ν32(ν1 + ν3)(∂
4
uP )(y,W+ tν)H
0−,m+ 1
2
,m+ 3
2
,m+ 1
2
loc (Ω) and
ν33(ν1 + ν2)(∂
4
uP )(y,W+ tν)H
0−,m+ 1
2
,m+ 1
2
,m+ 3
2
loc (Ω).
(4.21)
The terms in ν2j ν
2
k , j 6= k, and ν
2
j νkνm, j 6= k, j 6= m and k 6= m can be handled in the same way
and we obtain
∂y1
[
y21y
2
2(∂
4
uP )(y,W+ tν)
]
∈ H
0−,m+ 1
2
,m+ 1
2
,m+ 1
2
loc (Ω),
∂y1
[
y21y
2
3(∂
4
uP )(y,W+ tν)
]
∈ H
0−,m+ 1
2
,m+ 1
2
,m+ 1
2
loc (Ω),
∂y2
[
y22y
2
3(∂
4
uP )(y,W+ tν)
]
∈ H
0−,m+ 1
2
,m+ 1
2
,m+ 1
2
loc (Ω),
∂y1
[
y21y2y3(∂
4
uP )(y,W+ tν)
]
∈ H
0−,m+ 1
2
,m+ 1
2
,m+ 1
2
loc (Ω),
∂y2
[
y22y1y3(∂
4
uP )(y,W+ tν)
]
∈ H
0−,m+ 1
2
,m+ 1
2
,m+ 1
2
loc (Ω),
∂y3
[
y23y1y2(∂
4
uP )(y,W+ tν)
]
∈ H
0−,m+ 1
2
,m+ 1
2
,m+ 1
2
loc (Ω).
The estimates in (4.15) follow by applying (2.12) and (2.10) at each step of the proof. This ends
the proof of Lemma 4.3. 
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To finish the proof of the proof of Lemma 4.2 one needs to show that∫ 1
0
ν4(∂4uP )(y,W+ tν)(1− t)
3dt ∈ H
0−,m+ 3
2
,m+ 1
2
,m+ 1
2
loc (Ω)+
H
0−,m+ 1
2
,m+ 3
2
,m+ 1
2
loc (Ω) +H
0−,m+ 1
2
,m+ 1
2
,m+ 3
2 (Ω).
The integral is a well defined Riemann integral, as all functions here are continuous, the only issue
is the boundedness of the integral in these spaces, but this follows from the estimates in (4.15) for
each Bj(t), j = 1, 2, 3. 
Microlocally in the region where (2.8) holds,
H1−,m+
3
2
,m+ 1
2
,m+ 1
2 +H1−,m+
1
2
,m+ 3
2
,m+ 1
2 +H1−,m+
1
2
,m+ 1
2
,m+ 3
2 ⊂ H3m+
7
2
−.
Therefore, provided (∂3uP )(y,W) 6= 0 near {y = 0}, we deduce from (4.7) that microlocally in
the region where (2.8) holds, that is, where ηj is elliptic, j = 1, 2, 3,
E+
(
(∂3uP )(y,W)
) (
V1(0)V2(0)V3(0)y
m
1+y
m
2+y
m
3+
)
∈ H
3m+ 5
2
−
loc and
u− E+
(
(∂3uP )(y,W)
) (
V1(0)V2(0)V3(0)y
m
1+y
m
2+y
m
3+
)
∈ H
3m+ 7
2
−
loc
and so E+
(
(∂3uP )(y,W)
) (
V1(0)V2(0)V3(0)y
m
1+y
m
2+y
m
3+
)
is the term of top singularity of u in the
region where ηj is elliptic, j = 1, 2, 3. However, this is not good enough to compute the principal
symbol of u near the light cone because the term
(
(∂3uP )(y,W)
)
depends on u. One might suspect
that in fact the top order singularity comes from
1
3!
[
(∂3uP )(y,W)|{y=0}
] (
V1(0)V2(0)V3(0)y
m
1+y
m
2+y
m
3+
)
,(4.22)
however the term (∂3uP )(y,W) is not C
∞ and so one cannot expand it in Taylor series about
{y = 0}, as we did above. To justify this step one needs the following Proposition which describes
the behavior of
F
(
ym1+y
m
2+y
m
3+(∂
3
uP )(y,W)
)
(ξ, k2ξ, k3ξ), as |ξ| → ∞,
where as mentioned above F denotes the Fourier transform. This corresponds to the region η1 = ξ,
η2/η1 = κ2 and η3/η1 = κ3. By symmetry, the same result holds if one switches the roles of η1, η2
and η3.
Proposition 4.4. Let a(η) = a1(η1)a2(η2)a3(η3), with aj(ηj) = χ(ηj)η
−m−1
j , m >
3
2 , where χ ∈
C∞(R), χ ≥ 0, χ(η) = 0 if |η| < 1 and χ(η) = 1 if |η| > 2. Let b(η) be such that for all ε > 0,
〈η1〉
m+ 1
2 〈η2〉
m+ 1
2 〈η3〉
m+ 1
2 〈η〉1−εb(η) ∈ L2(R3).(4.23)
Then for κ2, κ3 ∈ (α, β), α > α0 > 0, the convolution a ⋆ b satisfies
a ⋆ b(ξ, κ2ξ, κ3ξ) = a(ξ, κ2ξ, κ3ξ)
∫
b(η)dη +R(κ2, κ3, ξ),(4.24)
where R(κ2, κ3, ξ) satisfies∫
{|ξ|>1}
|ξ|6m+5+r−ε|R(κ2, κ3, ξ)|
2 dξdκ2dκ3 <∞,
for all ε > 0 provided r +
2
m+ 12
≤ 1.
(4.25)
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One should remark that (4.25) is equivalent to saying that in the region
Γ =
{
1
C
≤ |η2/η1| ≤ C,
1
C
≤ |η3/η1| ≤ C
}
where projective coordinates
η1 = ξ, κ2 = η2/η1, κ3 = η3/η1 hold ,∫
Γ
∣∣∣|η|3m+ 32+r/2R(η)∣∣∣2 dη <∞, provided r + 2
m+ 12
< 1,
(4.26)
where the Jacobian of the change of variables gives the extra two powers of ξ in (4.25).
Proof. By definition,
a ⋆ b(ξ, κ2ξ, κ3ξ) =
∫
R3
a(ξθ − η)b(η) dη, where
θ = (1, κ2, κ3) and (ξ − η1, κ2ξ − η2, κ3ξ − η3) = (ξθ − η),
(4.27)
and our goal is to show that
R(κ2, κ3, ξ) =
∫
R3
(a(ξθ − η)− a(ξθ)) b(η) dη(4.28)
satisfies (4.25). We only need to analyze the case ξ > 1, since the ξ < −1 case is identical. We
pick δ such that
0 < δ < min(1, α0), where κ2, κ3 > α0,(4.29)
and we split the integral (4.28) into eight parts corresponding to whether
|η1 − ξ| ≥ δξ or |η1 − ξ| ≤ δξ, |η2 − κ2ξ| ≥ δξ or |η2 − κ2ξ| ≤ δξ,
|η3 − κ3ξ| ≥ δξ or |η3 − κ3ξ| ≤ δξ,
(4.30)
and we define
Ij(κ2, κ3, ξ) =
∫
Aj(ξ,η)
a(ξθ − η)b(η) dη, where
A1(ξ, η) = {|η1 − ξ| ≥ δξ, |η2 − κ2ξ| ≥ δξ, |η3 − κ3ξ| ≥ δξ},
A2(ξ, η) = {|η1 − ξ| ≥ δξ, |η2 − κ2ξ| ≥ δξ, |η3 − κ3ξ| ≤ δξ},
A3(ξ, η) = {|η1 − ξ| ≥ δξ, |η2 − κ2ξ| ≤ δξ, |η3 − κ3ξ| ≤ δξ},
A4(ξ, η) = {|η1 − ξ| ≥ δξ, |η2 − κ2ξ| ≤ δξ, |η3 − κ3ξ| ≥ δξ},
A5(ξ, η) = {|η1 − ξ| ≤ δξ, |η2 − κ2ξ| ≥ δξ, |η3 − κ3ξ| ≥ δξ},
A6(ξ, η) = {|η1 − ξ| ≤ δξ, |η2 − κ2ξ| ≤ δξ, |η3 − κ3ξ| ≤ δξ},
A7(ξ, η) = {|η1 − ξ| ≤ δξ, |η2 − κ2ξ| ≤ δξ, |η3 − κ3ξ| ≥ δξ},
A8(ξ, η) = {|η1 − ξ| ≤ δξ, |η2 − κ2ξ| ≥ δξ, |η3 − κ3ξ| ≤ δξ}.
(4.31)
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We will show that for any ε > 0,∣∣∣∣∣a(ξθ)
∫
Ac
1
(ξ,η)
b(η)dη
∣∣∣∣∣ ≤ Cξ−3m−4, where Ac1(ξ, η) is the complement of A1(ξ, η),∣∣∣∣∣I1(κ2, κ3, ξ)− a(θξ)
∫
A1(ξ,η)
b(η)dη
∣∣∣∣∣ ≤ Cξ−3m−4,∫
ξ6m+5+r−ε|Ij(κ2, κ3, ξ)|
2dξdκ2dκ3 ≤ C, j = 2, 4, 5, provided r +
2
m+ 12
≤ 1,∫
ξ6m+5+r−ε|Ij(κ2, κ3, ξ)|
2dξdκ2dκ3 <∞, j = 3, 7, 8, provided r ≤ 1,∫
ξ6m+5+r−ε|I6(κ2, κ3, ξ)|
2dξdκ2dκ3 <∞, provided r ≤ 2.
(4.32)
These estimates imply (4.25). We start by proving the first inequality in (4.32).
Lemma 4.5. Let A1(ξ, η) be defined as in (4.31), then∣∣∣∣∣a(ξθ)
∫
Ac
1
(ξ,η)
b(η)dη
∣∣∣∣∣ ≤ Cξ−3m−4, where Ac1(ξ, η) is the complement of A1(ξ, η).
Proof. The complement of A1(ξ, η), can be divided in three regions according to whether |η1−ξ| <
δξ or |η2 − κ2ξ| < δξ or |η3 − κ3ξ| < δξ, and since
|η1| = |ξ + η1 − ξ| ≥ ξ − |η1 − ξ|,
|η2| = |κ2ξ + η2 − κ2ξ| ≥ κ2ξ − |η2 − κ2ξ|,
|η3| = |κ3ξ + η3 − κ3ξ| ≥ κ3ξ − |η3 − κ3ξ|.
and δ satisfy (4.29), we conclude that |ηj | ≥ Cξ for j = 1 or j = 2 or j = 3 in each of the three
pieces of Ac1(ξ, η). Also, since θj > δ, j = 1, 2, 3, a(ξθ) = ξ
−3m−3a(θ), for ξ large. Since m > 32 , we
have, for ξ large,∣∣∣∣∣ξ3m+4a(ξθ)
∫
Ac
1
(ξ,η)
b(η)dη
∣∣∣∣∣ ≤
3∑
j=1
|a(θ)|
∫
{|ηj |>Cξ}
ξ
|ηj |
|ηj ||b(η)|dη ≤
C1
3∑
j=1
∫
{|ηj |>Cξ}
|ηj ||b(η)|dη ≤ C2
∫
R3
〈η1〉〈η2〉〈η3〉|b(η)|dη =∫
R3
〈η1〉
m+ 1
2 〈η2〉
m+ 1
2 〈η3〉
m+ 1
2 |b(η)|〈η1〉
−m+ 1
2 〈η2〉
−m+ 1
2 〈η3〉
−m+ 1
2dη ≤
||b||
(∫
R3
[
〈η1〉
−m+ 1
2 〈η2〉
−m+ 1
2 〈η3〉
−m+ 1
2
]2
dη
) 1
2
≤ C3,
where ||b||2 =
∫
R3
[
〈η1〉
m+ 1
2 〈η2〉
m+ 1
2 〈η3〉
m+ 1
2 |b(η)|
]2
dη.

Now we prove the second estimate in (4.32).
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Lemma 4.6. Let A1(ξ, η) be as in (4.31), then
|I1(κ2, κ3, ξ)− a(ξθ)
∫
A1(ξ,η)
b(η)dη| ≤ Cξ−3m−4.
Proof. We will split this integral into two parts:
I1(κ2, κ3, ξ)− a(ξθ)
∫
A1(ξ,η)
b(η)dη =
∫
Z1(ξ,η)
(a(ξθ − η)− a(ξθ)) b(η)dη+∫
A1(ξ,η)\Z1(ξ,η)
(a(ξθ − η)− a(ξθ)) b(η)dη,
where Z1(ξ, η) = {|η1| < (1− δ)ξ, |η2| < (κ2 − δ)ξ, |η3| < (κ3 − δ)ξ}.
We will show that
|
∫
Z1(ξ,η)
(a(ξθ − η)− a(ξθ)) b(η)dη| ≤ Cξ−3m−4,
|a(ξθ)|
∫
A1(ξ,η)\Z1(ξ,η)
|b(η)|dη ≤ Cξ−3m−4,
|
∫
A1(ξ,η)\Z1(ξ,η)
a(ξθ − η)b(η) dη| ≤ Cξ−3m−4.
(4.33)
Let
W (κ2, κ3, ξ) =
∫
Z1(ξ,η)
|a(ξθ − η)− a(ξθ)||b(η)|dη.
Using the definition of a, we write
ξ3m+3W (κ2, κ3, ξ) =∫
Z1(ξ,η)
∣∣∣∣∣ χ(ξ − η1)χ(κ2ξ − η2)χ(κ3ξ − η3)|1− η1ξ |m+1|κ2 − η2ξ |m+1|κ3 − η3ξ |m+1 − χ(ξ)χ(κ2ξ)χ(κ3ξ)(κ2κ3)1+m
∣∣∣∣∣ |b(η)| dη.
On the domain of integration, ξ − |η1| ≥ δξ, κ2ξ − |η2| > δξ and κ3ξ − |η3| > δξ and therefore for
ξ large χ(ξ − η1)χ(κ2ξ − η2)χ(κ3ξ − η3) = 1 and χ(ξ)χ(κ2ξ)χ(κ3ξ) = 1 and so we have
ξ3m+3W (κ2, κ3, ξ) =∫
Z1(ξ,η)
∣∣∣∣∣ 1|1− η1ξ |m+1|κ2 − η2ξ |m+1|κ3 − η3ξ |m+1 − 1(κ2κ3)m+1
∣∣∣∣∣ |b(η)| dη.
But in Z1(ξ, η), |η1|/ξ < 1− δ < 1, |η2|/κ2ξ < (κ2 − δ)/κ2 < 1 and |η3|/κ3ξ < (κ3 − δ)/κ3 < 1,
and so
1
|1− η1/ξ|m+1
= (1− η1/ξ)
−m−1 ≤ 1 + C|η1/ξ|,
1
|κ2 − η2/ξ|m+1
= κ−m−12 (1−
η2
κ2ξ
)−m−1 ≤ κ−m−12 + C|η2/ξ|,
1
|κ3 − η3/ξ|m+1
= κ−m−13 (1−
η3
κ3ξ
)−m−1 ≤ κ−m−13 + C|η2/ξ|.
Therefore we conclude that
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ξ3m+3|W (κ2, κ3, ξ)| ≤ ξ
−1
∫
R3
〈η1〉〈η2〉〈η3〉|b(η)| dη ≤ Cξ
−1.
This proves the first estimate in (4.33).
We analyze
∫
A1(ξ,η)\Z1(ξ,η)
a(θξ)b(η) dη. In this region at least one of the ηj is bounded from
below by Cξ. Then, again using that θj > δ and hence a(ξθ) = ξ
−3m−3a(θ), we write as above
|ξ3m+4a(ξθ)|
∫
A1(ξ,η)\Z1(ξ,η)
|b(η)| dη ≤ C
3∑
j=1
∫
{|ηj |>Cξ}
ξ
|ηj |
|ηj ||b(η)|dη ≤
C1
3∑
j=1
∫
{|ηj |>Cξ}
|ηj ||b(η)|dη,
which can be bounded as in the proof of Lemma 4.5.
Now let us consider the case
∫
A1(ξ,η)\Z1(ξ,η)
a(ξθ−η)b(η)dη. Again, we have |ηj | ≥ Cξ for at least
one j ∈ {1, 2, 3}. But since the point is in A1(ξ, η), we also have |ξ− η|/ξ > δ |κ2ξ− η2|/ξ > δ and
|κ3ξ − η3|/ξ > δ, and therefore
|ξ3m+3a(ξθ − η)| = |a
(
ξθ − η
ξ
)
| = |
ξ − η1
ξ
|−m−1|
ξκ2 − η2
ξ
|−m−1|
ξκ3 − η3
ξ
|−m−1|a(1)| ≤ C.
Hence we have
|ξ3m+4−ε
∫
A1(ξ,η)\Z1(ξ,η)
a(ξθ − η)b(η)dη| ≤
3∑
j=1
∫
{|ηj |>Cξ}
ξ
|ηj |
|ηj ||b(η)|dη,
which can be bounded as above. This proves the second inequality of (4.32). 
Next we estimate I6(κ2, κ3, ξ).
Lemma 4.7. Let I6(κ2, κ3, ξ) =
∫
A6(ξ,η)
a(ξθ− η)b(η) dη, where A6(ξ, η) is defined in (4.31), then∫
ξ6m+5+r−ε|I6(κ2, κ3, ξ)|
2dξdκ2dκ3 <∞, provided r ≤ 2.
Proof. First we observe that in the region A6(ξ, η),
(1− δ)ξ ≤ η1 ≤ (1 + δ)ξ, (κ2 − δ)ξ ≤ η2 ≤ (κ2 + δ)ξ, (κ3 − δ)ξ ≤ η3 ≤ (κ3 + δ)ξ,
and so we conclude that
ξ3m+
5
2
+r/2−ε|I6(κ2, κ3, ξ)| ≤ C
∫
A6(ξ,η)
ξr/2|a(ξθ − η)||B(η)| dη, where
B(η) = 〈η1〉
m+ 1
2 〈η2〉
m+ 1
2 〈η3〉
m+ 1
2 〈η〉1−ε|b(η)|.
We make a change of variables
ξ − η1 = t1, κ2ξ − η2 = t2, κ3ξ − η3 = t3,(4.34)
and with respect to these
A6(t, ξ) = {|t1| < δξ, |t2| < δξ, |t3| < δξ}.(4.35)
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An application of Minkowski’s inequality gives[∫
(ξ3m+
5
2
+r/2−εI6(κ2, κ3, ξ))
2dξdκ2dκ3
] 1
2
≤
∫ (∫
A6(ξ,t)
|a(t)|ξr/2|B(ξθ − t)| dt
)2
dξdκ2dκ3
 12 ≤
∫
R3
|a(t)|
[∫ β
α
∫ β
α
∫
ξ≥maxj=1,2,3{1,|tj |/δ}
ξr|B(ξθ − t)|2dξdκ2dκ3
] 1
2
dt =
∫
R3
|a(t)|
[∫ β
α
∫ β
α
∫
ξ≥maxj=1,2,3{1,|tj |/δ}
ξr−2ξ2|B(ξθ − t)|2dξdκ2dκ3
] 1
2
dt.
Therefore, provided r ≤ 2,[∫
(ξ3m+
5
2
+r/2−εI6(κ2, κ3, ξ))
2dξdκ2dκ3
] 1
2
≤
∫
R3
|a(t)|
[∫ β
α
∫ β
α
∫
ξ≥1
ξ2|B(ξθ − t)|2dξdκ2dκ3
] 1
2
dt.
Now we write the last integral in terms of the variables η = (η1, η2, η3), we see that the map
(ξ, κ2, κ3) 7→ (ξ− t1, κ2ξ− t2, κ3ξ− t3) = (η1, η2, η3) is a diffeomorphism for ξ 6= 0 and its Jacobian
is equal to ξ2. So we obtain∫ β
α
∫ β
α
∫
ξ≥1
ξ2|B(ξθ − t)|2dξdκ2dκ3 ≤
∫
R3
|B(η)|2dη.(4.36)
So we conclude that∫
ξ6m+5+r−ε|I6(κ2, κ3, ξ)|
2dξdκ2dκ3 <∞, provided r ≤ 2.
This proves Lemma 4.7. 
Now we apply a similar argument to estimate the integrals Ij(κ2, κ3, ξ) defined in (4.31) with
j = 3, 7, 8.
Lemma 4.8. Let Ij(κ2, κ3, ξ) =
∫
Aj(ξ,η)
a(ξθ− η)b(η) dη, where Aj(ξ, η) is defined in (4.31), then∫
ξ6m+5+r−ε|Ij(κ2, κ3, ξ)|
2dξdκ2dκ3 <∞, j = 3, 7, 8, provided r ≤ 1.
Proof. On the domains Aj(ξ, η), j = 3, 7, 8 we have two ≤ signs and one ≥ sign. The argument
used to estimate I3(κ2, κ3, ξ) can be used to estimate I7(κ2, κ3, ξ) and I8(κ2, κ3, ξ).
On the domain A3(ξ, η), (κ2 − δ)ξ ≤ η2 ≤ (κ2 + δ)ξ and (κ3 − δ)ξ ≤ η3 ≤ (κ3 + δ)ξ, and since
〈η1〉 ≥ 1, we can say that
ξ3m+
5
2
+r/2−ε|I3(κ2, κ3, ξ)| ≤ ξ
m+ 1
2
+r/2−ε/2
∫
A3(ξ,η)
a(ξθ − η)B(η)dη,
where as above B(η) = 〈η1〉
m+ 1
2 〈η2〉
m+ 1
2 〈η3〉
m+ 1
2 〈η〉1−ε/2|b(η)|
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As in (4.34), set t = ξθ − η and therefore,
ξ3m+
5
2
+r/2−ε|I3(κ2, κ3, ξ)| ≤ ξ
m+ 1
2
+r/2−ε/2
∫
A3(t,ξ)
|a(t)|B(t− ξθ)dt.
Notice that |t1| > δξ on A3(t, ξ) and since for a integrable non-negative function F (t1, ξ),∫ ∞
1
∫
|t1|≥δξ
F (t1, ξ)dt1dξ ≤
∫ ∞
|t1|≥δ
∫ |t1|/δ
1
F (t1, ξ)dξdt1,
Minkowski’s inequality gives[∫ β
α
∫ β
α
∫ ∞
1
ξ6m+5+r−2ε|I3(κ2, κ3, ξ)|
2dξdκ2dκ3
] 1
2
≤
C
∫
|t1|≥δ
∫
R
∫
R
|a(t1)a(t2)a(t3)|
(∫ β
α
∫ β
α
∫ |t1|/δ
1
ξ2m+1+r−εB2(t− ξθ)dξdκ2dκ3
) 1
2
dt1dt2dt3
We write ξ2m+1+r−ε = ξ2m−1+r−εξ2 and take the term ξ2m−1+r−ε out of the square root, and since
ξ ≤ |t1|/δ this gives [∫ β
α
∫ β
α
∫ ∞
1
ξ6m+5+r−2ε|I3(κ2, κ3, ξ)|
2dξdκ2dκ3
] 1
2
≤
C
∫ ∞
δ
∫
R
∫
R
|a(t1)||t1|
m− 1
2
+r/2−ε/2|a(t2)a(t3)|
(∫ β
α
∫ β
α
∫ ∞
1
ξ2B(t− ξθ)dξdκ2dκ3
)1
2
dt1dt2dt3.
But as observed above in (4.36),∫ β
α
∫ β
α
∫ ∞
1
ξ2B(t− ξθ)2dξdκ2dκ3 ≤
∫
R3
B(η)2dη = ||b||2,
and since for |t1| > δ, a1(t1) = |t1|
−m−1a1(1) we find that∫ ∞
1
∫ β
α
∫ β
α
ξ6m+5+r−2ε|I3(κ2, κ3, ξ)|
2dξdκ2dκ3 ≤ C||b||
∫ ∞
δ
∫
R
∫
R
|t1|
− 3
2
+r/2−ε/2|a(t2)a(t3)|dt <∞,
provided r ≤ 1.
This proves Lemma 4.8. 
Now we estimate the integrals Ij(κ2, κ3, ξ) defined in (4.31) with j = 2, 4, 5.
Lemma 4.9. Let Ij(κ2, κ3, ξ) =
∫
Aj(ξ,η)
a(ξθ− η)b(η) dη, where Aj(ξ, η) is defined in (4.31), then∫
ξ6m+5+r−ε|Ij(κ2, κ3, ξ)|
2dξdκ2dκ3 ≤ C, j = 2, 4, 5, provided r +
2
m+ 12
≤ 1.
Proof. According to (4.31) the region A2(ξ, η), is characterized by two ≥ signs and one ≤ sign
and so the argument we use to estimate I2(κ2, κ3, ξ) also applies to estimate I4(κ2, κ3, ξ) and
I5(κ2, κ3, ξ), which also have two ≥ signs and one ≤ sign. The argument used to estimate I3 and
I6 would not work in this case.
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Since δ < κ3, it follows that (κ3 − δ)ξ < η3 < (κ3 + δ)ξ on A2(ξ, η). Therefore we have
ξ3m+
5
2
+r/2−2ε|I2(κ2, κ3, ξ)| ≤
C
∫
A2(ξ,η)
ξ2m+1+r/2−ε
(
|a(ξθ − η)|〈η1〉
−m− 1
2 〈η2〉
−m− 1
2
)(
〈η1〉
m+ 1
2 〈η2〉
m+ 1
2 〈η3〉
m+ 1
2 〈η〉1−ε|b(η)|
)
dη.
The Cauchy-Schwartz inequality give that
ξ6m+5+r−4ε|I2(κ2, κ3, ξ)|
2 ≤ ||b||2
∫
A2(ξ,η)
ξ4m+r+2−2ε
(
|a(ξθ − η)|〈η1〉
−m− 1
2 〈η2〉
−m− 1
2
)2
dη,
where ||b||2 =
∫
R3
(
〈η1〉
m+ 1
2 〈η2〉
m+ 1
2 〈η3〉
m+ 1
2 〈η〉1−ε|b(η|)
)2
dη.
(4.37)
We now divide the region
A2(ξ, η) = E1(ξ, η) ∪ E2(ξ, η) where
E1(ξ, η) = A2(ξ, η) ∩
(
{|η1| > ξ
1
m+1
2 } ∪ {|η2| > ξ
1
m+1
2 }
)
and
E2(ξ, η) = A2(ξ, η) ∩ {|η1| ≤ ξ
1
m+1
2 , |η2| ≤ ξ
1
m+1
2 }.
In the first region, |ηj | > ξ
1
m+1
2 for j = 1 or j = 2. In this case, 〈ηj〉
−m− 1
2 ≤ ξ−1, for j = 1 or
j = 2, and so ∫
E1(ξ,η)
ξ4m+r+2−2ε
(
|a(ξθ − η)|〈η1〉
−m− 1
2 〈η2〉
−m− 1
2
)2
dη ≤∫
E1(ξ,η)
ξ4m+r−2ε|a(ξθ − η)|2dη
in coordinates t = (t1, t2, t3) defined in (4.34) we have
∫
E1(ξ,η)
ξ4m+r−2ε|a(ξθ − η)|2dη ≤
∫
|t1|>δξ,|t2|>δξ
ξ4m+r−2ε|a1(t1)a2(t2)a3(t3)|
2dt1dt2dt3.
But a1(t1) = t
−m−1
1 a1(1) and a2(t2) = t
−m−1
2 a2(1), and so∫
E1(ξ,η)
ξ4m+r−2ε|a(ξθ − η)|2dη ≤
Cξ4m+r−2ε
∫ ∞
δξ
t−2m−21 dt1
∫ ∞
δξ
t−2m−22 dt2
∫
|a3(t3)|
2dt3 ≤ Cξ
−2+r−2ε.
Therefore we conclude that∫
E1(ξ,η)
ξ4m+r+2−2ε
(
|a(ξθ − η)|〈η1〉
−m− 1
2 〈η2〉
−m− 1
2
)2
dη ≤ Cξ−2+r−2ε.(4.38)
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In the region E2(ξ, η), t1 = ξ − η1 and t2 = κ2ξ − η1 and therefore ξ − ξ
1
m+1
2 < t1 < ξ + ξ
1
m+1
2
and κ2ξ − ξ
1
m+1
2 < t2 < κ2ξ + ξ
1
m+1
2 . Therefore,∫
E2(ξ,η)
(
|a(ξθ − η)|〈η1〉
−m− 1
2 〈η2〉
−m− 1
2
)2
dη ≤
C
∫ ξ+ξ 1m+12
ξ−ξ
1
m+1
2
|a1(t)|
2dt
∫ κ2ξ+ξ 1m+12
κ2ξ−ξ
1
m+1
2
|a2(t)|
2dt
∫
R
|a3(t)|
2dt.
But,
∫ ξ+ξ 1m+12
ξ−ξ
1
m+1
2
|a1(t)|
2dt ≤ C
∫ ξ+ξ 1m+12
ξ−ξ
1
m+1
2
t−2m−2dt =
C
2m+ 1
(
(ξ − ξ
1
m+1
2 )−2m−1 − (ξ + ξ
1
m+1
2 )−2m−1
)
=
C
2m+ 1
ξ−2m−1
(
(1− ξ−1ξ
1
m+1
2 )−2m−1 − (1 + ξ−1ξ
1
m+1
2 )−2m−1
)
≤ Cξ−2m−2ξ
1
m+1
2 .
Therefore we conclude that∫
E2(ξ,η)
ξ4m+r+2−2ε
(
|a(ξθ − η)|〈η1〉
−m− 1
2 〈η2〉
−m− 1
2
)2
dη ≤ Cξ
−2+r+ 2
m+1
2
−2ε
.(4.39)
Putting (4.38) and (4.39), we conclude that∫ β
α
∫ β
α
∫ ∞
1
ξ6m+5+r−4ε|I2(κ2, κ3, ξ)|
2dξdκ2dκ3 ≤ C
∫ ∞
1
ξ−2+r−2εdξ + C
∫ ∞
1
ξ
−2+r+ 2
m+1
2
−2ε
dξ.
These integrals converge, provided r+ 2
m+ 1
2
≤ 1, which is the range in (4.25). This proves Lemma
4.9. 
This also ends the proof of Proposition 4.4 
Now we can finish the proof of Theorem 4.1. Let C(m) and χ(ηj) be as in (2.3) and let zj(yj)
be the function whose Fourier transform is given by
ẑj = C(m)χ(ηj)η
−m−1
j .
Then, according to (2.3)
zj = y
m
j+ + ζj(yj), ζj(yj) ∈ C
∞(R).
So we conclude that
z1z2z3 = (y
m
1+ + ζ1(y1))(y
m
2+ + ζ2(y2))(y
m
3+ + ζ3(y3)) =
ym1+y
m
2+y
m
3+ +
3∑
i,j,k=1
ζi(yi)y
m
j+y
m
k+ +
3∑
i,j,k=1
ζi(yi)ζj(yj)y
m
k+
(4.40)
Therefore, applying the arguments used above to prove (4.11) we find that
ym1+y
m
2+y
m
3+ − z1z2z3 ∈
H
0−,∞,m+ 1
2
,m+ 1
2
loc (Ω) +H
0−,m+ 1
2
,∞,m+ 1
2
loc (Ω) +H
0−,m+ 1
2
,m+ 1
2
,∞
loc (Ω),
(4.41)
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and since (∂3uP )(y,W) ∈ H
1−,m+ 1
2
,m+ 1
2
,m+ 1
2
loc (Ω),
(∂3uP )(y,W)(y
m
1+y
m
2+y
m
3+)− (∂
3
uP )(y,W)(z1z2z3) ∈
H
0−,m+ 3
2
,m+ 1
2
,m+ 1
2
loc (Ω) +H
0−,m+ 1
2
,m+ 3
2
,m+ 1
2
loc (Ω) +H
0−,m+ 1
2
,m+ 1
2
,m+ 3
2
loc (Ω),
(4.42)
and we recall that W = E+ E+P (y, u(y)).
Using again that (∂3uP )(y,W) ∈ H
1−,m+ 1
2
,m+ 1
2
,m+ 1
2
loc (Ω) and since P (y, u) = Z(y)P (y, u) and
Z ∈ C∞0 (Ω), we may apply Proposition 4.4 to (∂
3
uP )(y,W)(z1z2z3),
with a = ẑ1ẑ2ẑ3 and b = F
(
(∂3uP )(y,W)
)
.
But since u = ν +W and ν = 0 at {y = 0}, then W(0) = u(0), and therefore∫
b(η)dη = (2π)3(∂3uP )(y,W)|{y=0} = (2π)
3(∂3uP )(0,W(0)) = (2π)
3(∂3uP )(0, u(0)).
It then follows from Proposition 4.4 that
F
[
(∂3uP )(y,W) (z1z2z3)
]
(ξ, κ2ξ, κ3ξ)− (∂
3
uP )(0, u(0))F(z1z2z3)(ξ, κ2ξ, κ3ξ) =
1
(2π)3
[
F((∂3uP )(y,W)) ⋆ F(z1z2z3)
]
(ξ, κ2ξ, κ3ξ)− (∂
3
uP )(0, u(0))F(z1z2z3)(ξ, κ2ξ, κ3ξ) =
R(ξ, κ2ξ, κ3ξ).
(4.43)
In view of (4.25) and (4.26), this implies that, microlocally in the region
η2/η1 = κ2, η3/η1 = κ3, κ2, κ3 ∈ (α, β), α > α0 > 0,(4.44)
we have (
(∂3uP )(y,W)
)
(z1z2z3)− (∂
3
uP )(0, u(0)) (z1z2z3) ∈ H
3m+ 3
2
+r/2,(4.45)
for r > 0 as in (4.4).
Notice that microlocally in the region (4.44)
H
0−,m+ 3
2
,m+ 1
2
,m+ 1
2
loc (Ω) +H
0−,m+ 1
2
,m+ 3
2
,m+ 1
2
loc (Ω) +H
0−,m+ 1
2
,m+ 1
2
,m+ 3
2
loc (Ω) ⊂ H
3m+ 5
2
−,
H
0−,∞,m+ 1
2
,m+ 1
2
loc (Ω) +H
0−,m+ 1
2
,∞,m+ 1
2
loc (Ω) +H
0−,m+ 1
2
,m+ 1
2
,∞
loc (Ω) ⊂ H
∞,
We then use (4.41), (4.42) and (4.43) to conclude that microlocally in the region (4.44),
(∂3uP )(y,W)(V1(0)V2(0)V3(0)y
m
1+y
m
2+y
m
3+)− (∂
3
uP )(0, u(0))(V1(0)V2(0)V3(0)y
m
1+y
m
2+y
m
3+) =
(∂3uP )(y,W)(V1(0)V2(0)V3(0)y
m
1+y
m
2+y
m
3+)− (∂
3
uP )(y,W)(V1(0)V2(0)V3(0)z1z2z3)+
(∂3uP )(y,W)(V1(0)V2(0)V3(0)z1z1z3)− (∂
3
uP )(0, u(0))(V1(0)V2(0)V3(0)z1z2z3)+
(∂3uP )(y,W)(V1(0)V2(0)V3(0)z1z2z3)− (∂
3
uP )(0, u(0))(V1(0)V2(0)V3(0)y
m
1+y
m
2+y
m
3+) ∈
H3m+
3
2
+r/2.
(4.46)
for r > 0 as in (4.4).
By symmetry the same argument applies in the regions
η1/η2 = κ1, η3/η2 = κ˜3, κ1, κ˜3 ∈ (α, β), α > α0 > 0,
η1/η3 = κ˜1, η2/η3 = κ˜2, κ˜1, κ˜3 ∈ (α, β), α > α0 > 0.
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Now we go back to (4.7) and we find that microlocally in the region where ηj is elliptic, j = 1, 2, 3,
u− E+
[
(∂3u)P (y,W))(V1(0)V2(0)V3(0))y
m
1+y
m
2+y
m
3+
]
∈ H3m+
7
2
−,
notice that in this region v ∈ H∞. We deduce from (4.46) that microlocally in the region where
ηj is elliptic, j = 1, 2, 3,
u− E+
[
(∂3u)P (y, u(0)))(V1(0)V2(0)V3(0))y
m
1+y
m
2+y
m
3+
]
∈ H3m+
5
2
+r,
with r > 0 as in (4.4). This proves (4.4) for any N. 
5. Appendix
The goal of this section is to prove Proposition 2.2 and Proposition 2.3. The proof of Proposition
2.2 is left for the reader in [2] and Proposition 2.3 is not quite stated there. Lemma 4.3 of [2] is
a little stronger than Proposition 2.2 and it states that Hs−,k1,k2,k3loc is an algebra, provided s ≥ 0
and min{s + kj} >
1
2 , but as we understand it, being an algebra means the space is closed under
product, and not necessarily closed under the composition with C∞ functions, that is, a C∞
algebra, as established in Proposition 2.3. Also, Proposition 2.3 is enough for our purposes, but it
is probably not sharp; s ≥ 0 and kj >
1
2 , j = 1, 2, 3 should be enough.
The main ingredient in the arguments used below is a Lemma due to Rauch and Reed [34]:
Lemma 5.1. Suppose K(ξ, η) =
∑k
j=1Kj(ξ, η) and
sup
ξ
∫
|Kj(ξ, η)|
2dη <∞ or sup
η
∫
|Kj(ξ, η)|
2dξ <∞.
If f, g ∈ L2(Rn) and h(ξ) =
∫
K(ξ, η)f(ξ − η)g(η)dη, it follows that h ∈ L2 and
||h||L2 ≤ C||f ||L2 ||g||L2 .(5.1)
We now prove Proposition 2.2 and we begin by proving the inclusion (2.9), that is
If s ≥ 0 and kj >
1
2
, j = 1, 2, 3, Hs−,k1,k2,k3loc (R
3) ⊂ L∞loc(R
3).
Proof. For ϕ ∈ C∞0 ,
|ϕ(y)u(y)| ≤ C
∫
|ϕ̂u(η)|dη = C
∫
Wk1,k2,k3,s(η)
−1Wk1,k2,k3,s(η)|ϕ̂u(η)|dη,
Wk1,k2,k3,s(η) = 〈η1〉
k1〈η2〉
k2〈η3〉
k3〈η〉s−δ .
Hence
|ϕ(y)u(y)|2 ≤ C2||ϕu||2
∫
R3
W−2k1,k2,k3,s(η)dη, where
||ϕu||2 =
∫
R3
W 2k1,k2,k3,s(η)|ϕ̂u(η)|
2dη.
But,
W−2k1,k2,k3,s(η) ≤ 〈η1〉
−2k1〈η2〉
−2k2〈η3〉
−2k3 , if s− δ > 0,
W−2k1,k2,k3,s(η) ≤ 〈η1〉
−2k1+δ〈η2〉
−2k2+δ〈η3〉
−2k3+δ
(
〈η〉2
〈η1〉2〈η2〉2〈η3〉2
)δ
, if s = 0
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and since
〈η〉2
〈η1〉2〈η2〉2〈η3〉2
≤ 1, and
∫
R
〈ηj〉
−2kj+δdηj ≤ C +
∫ ∞
1
η
−2kj+δ
j <∞
provided 1− 2kj + δ < 0, j = 1, 2, 3, or kj >
1
2 , j = 1, 2, 3, the result follows. 
Next we prove that if s ≥ 0 and kj >
1
2 , j = 1, 2, 3, H
s−,k1,k2,k3
loc (R
3) is closed under multiplication
and (2.10) holds.
Proof. We consider the case s > 0 first and we write
Wk1,k2,k3,s(ξ)ûv(ξ) =
∫
R3
Fk1,k2,k3,s(ξ, η) Wk1,k2,k3,s(ξ − η)û(ξ − η)Wk1,k2,k3,s(η)v̂(η)dη
where
Fk1,k2,k3,s(ξ, η) =
Wk1,k2,k3,s(ξ)
Wk1,k2,k3,s(ξ − η)Wk1,k2,k3,s(η)
=(
〈ξ1〉
〈ξ1 − η1〉〈η1〉
)k1 ( 〈ξ2〉
〈ξ2 − η2〉〈η2〉
)k2 ( 〈ξ3〉
〈ξ3 − η3〉〈η3〉
)k3 ( 〈ξ〉
〈ξ − η〉〈η〉
)s−δ
There are two possibilities:
|ξ − η| ≤
1
2
|ξ|, and in this case
1
2
|ξ| ≤ |η| ≤
3
2
|ξ|, or
|ξ − η| >
1
2
|ξ|.
Therefore
〈ξ〉
〈ξ − η〉〈η〉
≤
C
〈ξ − η〉
< 1 if |ξ − η| ≤
1
2
|ξ|,
〈ξ〉
〈ξ − η〉〈η〉
≤
C
〈η〉
< 1 if |ξ − η| >
1
2
|ξ|.
So we conclude that if s > 0,
1
C
F (ξ, η) ≤ Z(ξ, η) =
(
〈ξ1〉
〈ξ1 − η1〉〈η1〉
)k1 ( 〈ξ2〉
〈ξ2 − η2〉〈η2〉
)k2 ( 〈ξ3〉
〈ξ3 − η3〉〈η3〉
)k3
.
Now we divide the space in regions
Lj = {|ξj − ηj| ≤
1
2
|ξj |} or Gj = {|ξj − ηj | >
1
2
|ξj|}
and then we either have
〈ξj〉
〈ξj − ηj〉〈η1〉
≤
C
〈ξj − ηj〉
if |ξj − ηj | ≤
1
2
|ξj |, or
〈ξj〉
〈ξj − ηj〉〈η1〉
≤
C
〈ηj〉
if |ξj − ηj | >
1
2
|ξj|
and we decompose Z(ξ, η) =
∑
Z•j•k•m(ξ, η) where • = L or • = G and Z•j•k•m(ξ, η) is equal to
Z(ξ, η) restricted to •j ∩ •k ∩ •m. For example, ZL1L2L3(ξ, η) = Z(ξ, η) restricted to L1 ∩ L2 ∩ L3
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and ZG1L2G3 is equal to Z(ξ, η) restricted to G1 ∩L2 ∩G3 and so on. But each of these terms can
be handled in a very similar way. For example
1
C
ZG1L2L3(ξ, η) ≤
1
〈η1〉k1
1
〈ξ2 − η2〉k2
1
〈ξ3 − η3〉k3
Since kj >
1
2 , we conclude that ∫
R3
Z2•j•k•m(ξ, η)dη1dη2dη3 <∞.(5.2)
When s = 0 we write
Ak1,k2,k3(ξ)ûv(ξ) =
∫
R3
Ak1,k2,k3(ξ)
Bk1,k2,k3(ξ − η)Bk1,k2,k3(η)
Bk1,k2,k3(ξ − η)û(ξ − η)Bk1,k2,k3(η)v̂(η)dη,
where
Ak1,k2,k3(ξ, η) = 〈ξ1〉
k1〈ξ2〉
k2〈ξ3〉
k3〈ξ〉−3δ ,
Bk1,k2,k3(ξ) = 〈ξ1〉
k1〈ξ2〉
k2〈ξ3〉
k3〈ξ〉−δ.
As before, we write
F (ξ, η) =
Ak1,k2,k3(ξ)
Bk1,k2,k3(ξ − η)k1,k2,k3(η)
=(
〈ξ1〉
〈ξ1 − η1〉〈η1〉
)k1 ( 〈ξ2〉
〈ξ2 − η2〉〈η2〉
)k2 ( 〈ξ3〉
〈ξ3 − η3〉〈η3〉
)k3 ( 〈ξ〉−3δ
〈ξ − η〉−δ〈η〉−δ
)
=
U(ξ, η)V (ξ, η), where
U(ξ, η) =
(
〈ξ1〉
〈ξ1 − η1〉〈η1〉
)k1−δ ( 〈ξ2〉
〈ξ2 − η2〉〈η2〉
)k2−δ ( 〈ξ3〉
〈ξ3 − η3〉〈η3〉
)k3−δ
,
V (ξ, η) =
(
〈ξ1〉〈ξ2〉〈ξ3〉
〈ξ〉3
)δ ( 〈η〉
〈η1〉〈η2〉〈η3〉
)δ ( 〈ξ − η〉
〈ξ1 − η1〉〈ξ2 − η2〉〈ξ3 − η3〉
)δ
But
〈ξj〉
〈ξ〉
≤ 1 and
〈η〉
〈η1〉〈η2〉〈η3〉
≤ 1,
and therefore V (ξ, η) ≤ 1. We proceed exactly as above and split U(ξ, η) =
∑
U•i•j•k where each
U•i•j•k satisfies (5.2). The estimate (2.10) follows from Lemma 5.1.
The last part, inequality (2.11), follows by observing that
〈η〉 = 〈η〉a1〈η〉a2〈η〉a3 ≥ 〈η1〉
a1〈η2〉
a2〈η3〉
a3 .

Next we prove Proposition 2.3.
Proof. By replacing f(y, u) with f(y, u)− f(y, 0), we may assume that f(y, u) = 0 and since u is
compactly supported we may assume that f(y, u(y)) is compactly supported in y. We know from
(2.9) that u ∈ L∞(R3) and therefore f(y, u) ∈ L2(R3).
Since kj >
3
2 , by definition ∂y1u ∈ H
0−,k1−1,k2,k3(R3). Since (∂y1f)(y, u), (∂uf)(y, u) ∈ L
∞
loc(R
3),
∂y1f(y, u) = (∂y1f)(y, u) + (∂uf)(y, u)∂y1u ∈ L
2
loc(R
3).(5.3)
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We repeat this for ∂y2 and ∂y3 and so we conclude that f(y, u(y)) ∈ H
0−,1,1,1
loc (R
3) for any f ∈ C∞.
Moreover for all u such that ||u||−δ,k1,k2,k3 ≤ C, there exists K depending on f, C and δ such that
||f(y, u)||−δ,1,1,1 ≤ K.
Now suppose for any function f ∈ C∞, compactly supported in y, f(y, u) ∈ H0−,m1,m2,m3(R3)
with 1 ≤ mj < kj and for all ||u||−δ,k1,k2,k3 ≤ C, there exists K depending on f, C and
δ > 0 such that ||f(y, u)||−δ,m1,m2,m3 ≤ K. We apply (5.3) again. By hypothesis, (∂y1f)(y, u) ∈
H0−,m1,m2,m3loc (R
3) and (∂uf)(y, u) ∈ H
0−,m1,m2,m3
loc (R
3) and ∂y1u ∈ H
0−,k1,k2,k3
loc . Since mj ≥ 1 and
kj >
3
2 , it follows from Proposition 2.2 that
∂yjf(y, u) ∈ H
0−,r1,r2,r3
loc (R
3), rj = min{mj , kj − 1}.
This implies that f(y, u) ∈ H0−,r1+1,r2+1,r3+1(R3). This argument stops when rj = kj−1 and we are
done. Also the inductive hypothesis and (2.10) show that for every u such that ||u||−δ,k1,k2,k3 ≤ C,
there exists K, depending on f, C and δ such that ||f(y, u)||−δ,k1,k2,k3 ≤ K. 
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