Abstract. We define a constructive model for ∆ 0 2 -maps, that is, maps recursively definable from a map deciding the halting problem. Our model refines existing constructive interpretation for classical reasoning over one-quantifier formulas: it is compositional (Modus Ponens is interpreted as an application) and semantical (rather than translating classical proofs into intuitionistic ones, we define a mathematical structure intuitionistically validating Excluded Middle for one-quantifier formulas).
Introduction
A topological model for classical reasoning. Let N denote the set of nonnegative integers. In our model, we define a completion of N , quite similar to the topological completion defining the set R of Real numbers out of the set Q of Rational numbers. As we all know very well, some converging (i.e., Cauchy) succession over Q has no limit. In order to have a limit for all converging succession over Q, we consider the set of converging succession over Q themselves as a new class of individual, the set R of Real Numbers. Rational numbers are identified with constant successions over Q. In much the same way, since some converging succession over N has no computable result, we consider the set of converging succession to N as a new class of individual, and we denote it by N * . The original elements of N are identified with constants successions. All convergent successions over N now have some computable result in N * . From a classical viewpoint, N * is nothing but N , because each limit may be identified with its integer result. From a constructive viewpoint, several maps which were not computable over N are computable over N * (but with a result in N , no more in N ). Fix any two element subset B = {tt, ff} of N , and any total recursive f : N 2 → B. Typical maps computable over N * , but not computable over N , are the " s f " map, defined by s f (x) = tt if f (x, y) = tt for some y, and s f (x) = ff if f (x, y) = ff for all y. A " s f " map decides solvability in y of integer equations f (x, y) = tt (one of the many formulations of the so-called Halting Problem, a problem without recursive solution).
Starting from this consideration, we build a purely intuitionistic (i.e., not using Excluded Middle at all) model of recursive maps + " s f " maps: more precisely, of all ∆ 0 2 -maps. We only need some minor shifts in definition: convergence of successions and equality between successions have to be reformulated. New definitions are classically equivalent to the more traditional ones, but from a constructive viewpoint they are more significant. Any classical reasoning using only the existence of the " s f " map (essentially, any classical reasoning over one-quantifier formulas) may be reinterpreted as constructive reasoning in our model. The main result we have for our topological model is: whenever an equation g(x) = 0 (for g recursive map) has some solution x = l ∈ N * (has some solution in N ), then it has a solution x = n ∈ N (has some solution in the ordinary sense). Besides, n is not found by blind search through all integers, but it may be computed by using ideas from the proof of g(l) = 0. In other words: by working in N * , we may use non-recursive maps and one-quantifier classical reasoning in order to find effectively given solutions to recursive problems. A Realization semantic for classical equational reasoning. By building over the top of our model of ∆ 0 2 -maps, we may define an Heyting-like notion of "realizer" r for equations l = m between limits. A "realizer" is a map making explicit the construction hidden in constructive reasoning. Unlike equational reasoning over integers, equational reasoning over limits hides some non-trivial construction, hence some non-trivial realizer. Eventually, we sketch an implementation of realizers, that is, an explicit constructive content for a classical proof using the " s f " maps. All definition and proofs in this paper are purely intuitionistic. We use intuitionism as a tool to make explicit constructions usually hidden in classical reasoning. Some Features of Classical Logic not considered in this paper. Often, a proof in Classical Logic hides a non-deterministic, parallel algorithm. We did not try, however, to represent such features of Classical Logic in N * . There is also another relevant topic not included in this paper. In both Classical and Intuitionistic Arithmetic we may define, by a fixed point operator, maps which are convergent w.r.t. some evaluation strategy (say, call-by-name), yet divergent w.r.t. some other evaluation strategy (say, pure call-by value). In N * we will be able to represent different evaluation strategies for the same expression, yet we will only represent convergent evaluation strategies for any expression. In a forthcoming paper [1] we plan to show how non-determinism, parallelism, and divergent evaluation strategies may be represented in N * , at the price of choosing a more general notion of convergence to define N * . This is the plan of the paper. We first will introduce completion N * of N , then a computational interpretation for equational reasoning on N * . In 2 we introduce all intuitionistic concepts we need in the paper (wellfounded relations, direct sets and so forth). In 3 we define our model N * of limit reasoning over N . In 4 we characterize continuous maps on N * as ∆ 0 2 -maps. Eventually, in 5 we define a Realizability interpretation for equational reasoning. In 6 we use realizers to constructivize one simple classical theorem requiring Excluded Middle over one-quantifier formulas (over formulas without nested quantifiers).
Some intuitionistic concepts
In this section, we will introduce all ingredients we need for our completion of N : direct sets, covering of N , sequences, successions, stationarity, limits, well-founded relations, change ordering, stability. The key notion of the paper will be the notion of stability (a kind of converge notion for limits). In this simplified case, a canonical example of increasing succession of computation states is: 0 < 1 < 2 < . . .. We choose, as upper bound map j for D = N , the map j(n, m) = max(n, m). Another relevant example is D = Pfin(N ) = {finite subsets of N }. We choose, as upper bound map j for D = P fin (N ), the map j(J, H) = J ∪ H. Only at the end of Part II we will consider a more subtle choice for D. A particular choice for D may improve the description of the computations over N * , and therefore the efficiency of the computational interpretation of classical proofs. However, different choices for D generate isomorphic models of ∆ 0 2 -maps, as we are going to prove. In the rest of the paper the reader may assume that D = Pfin(N ).
Coverings of N . Let D be a directed set. Then a covering structure of N by D is any family {Cov(d)} d∈D of finite subsets of N : (i) indexed by elements of D in a recursive and increasing way, (ii) such that we may effectively find, for any x ∈ N , some element Cov(d) such that x ∈ Cov(d). Formally, a covering structure is a pair of recursive maps:
for all x ∈ N . When a covering structure by D is given, we say "D covers N ". When x ∈ Cov(d), we say that d covers x. Intuitively, if we have a covering relation, elements of D may be identified with finite subsets of N covering N . Clauses (i), (ii) now read as: (i) more d ∈ D is larger, more it covers elements of N ; (ii) given any x ∈ N , we may effectively
In applications, we sometimes assume an infinite effective family {(Cov n , ξ n )|n ∈ N } of covering structures to cover N by a fixed D (see section 5 for an example). We read "x l d" as "the l th component of d covers x". If we have a family of covering relations, any d ∈ D may be identified with a record, whose components are finite (and possibly overlapping) subsets {x ∈ N |x l d} of N , each of them labelled by some l ∈ N . Plurality of ways of covering N are introduced only to improve efficiency of the interpretation. Theoretically, the reader may always think that there is just one covering, that all covering are equal to this one, and the index l in l , ξ l is dummy. In fact, the reader may even assume that D = Pfin(N ), and that each d ∈ D is a finite subset of N.
Cofinality and stationarity on
Any cofinal subset is inhabited (there is at least one inhabitant of D, and therefore one inhabitant of X above it). A subset X ⊆ D is stationary in D iff for some e 0 ∈ X and all e ≥ e 0 we have e ∈ X. Every stationary subset of D is cofinal (but not conversely). Proof. Assume for some e0 ∈ X and all e ≥ e0 we have e ∈ X. Assume d ∈ D in order to prove e ∈ X for some e ≥ d. We choose e = j(d, e0) ≥ e0, d: we deduce e ∈ X from e ≥ e0. Sequences over D, successions. We call any total recursive map f : D → N a sequence: we think of f as a tree of streams of integers,
. . one for each increasing succession of computation states: d0 < d1 < d2 < d3 < . . . For instance, when D = N , the succession 0, 12, 3, . . . of computation states in D produces the stream of integers:
. .. We call any total recursive map g : N → I (with the elements of I coded in N ) a succession (over I). Stationarity and limits. Fix any sequence f : D → N . We say that f is stationary with limit n ∈ N iff the set {d ∈ D|f (d) = n} is stationary (iff for some d ∈ D and all e ≥ d we have f (d) = n). We say that f is stationary iff f is stationary with some limit n ∈ N . By directness of D, the limit of f , when it exists, is unique: if we have both f (e) = n for all e ≥ d, and f (e) = m for all e ≥ d , then there is some d" ≥ d, d , and we
There is a sequence L = {L n } n ∈ N , whose limit is tt when f (x) = tt for some x, and ff if
{L n } n ∈ N is a stream of ff's, turning to a stream of tt's from the first x such that f (x) = tt (if any exists). The key point to remark, in order to understand the rest of the paper, is that the limit of L cannot be computed out of f . The limit of L is indeed tt or ff, according if f (x) = tt for some x ∈ N , or f (x) = ff for all x ∈ N , but in order to decide which is the case, we need Excluded Middle, or the map, non-recursive in f , deciding the statement ∃x.(f (x) = tt). In both cases, existence of limit of L is not intuitionistically proved. Thus, if we want an intuitionistic theory of convergence encompassing L, we have to weaken (from an intuitionistic viewpoint) the notion of convergence. The new notion we will use is: L converges iff L changes its value only "finitely many times". This idea will be expressed by Wellfoundation of a suitable "change ordering" on the stream of values of L. From a classical viewpoint, this new notion, which we call "stability", is quite close to the traditional one, and equivalent to it when D = N (we skip the proof because it is classical and of no interest here). From a constructive viewpoint, however, "stability" will make the difference. By defining convergence as "stability", we will be able to prove convergence of limits with a non-recursive result. We introduce now intuitionistic Well-foundation, then stability.
Well-foundation (intuitionistic definition)
. Let (I, R) be any pair of a set I and some binary relation R ⊆ I × I. We define the notion "(I, R) is well-founded". If P ⊆ I, we consider P as a property defined over I, and we write P (z) for z ∈ P . We say that a property P is (I, R)-inductive iff for all x ∈ I: if P (y) for all y ∈ I such that R(y, x), then P (x). We say that (I, R) is well-founded on x ∈ I iff for all P ⊆ I which are (I, R)-inductive we have P (x). We say (I, R) is well-founded iff (I, R) is well-founded on all x ∈ I; equivalently, iff for all P ⊆ I which are (I, R)-inductive we have P = I. Some examples: (N, <) is well-founded. (Z, <), with Z = {relative integers}, is not well-founded, because the empty set is inductive on Z, but ∅ = Z. Being well-founded is a proof principle: if (I, R) is well-founded and P ⊆ I is (I, R)-inductive, then in order to prove P = I it is enough to prove that P is (I, R)-inductive. "I is R-well-founded on x" is itself an inductive property in the variable x. When no ambiguity will arise, we will drop any reference to I, or to R, or to both. In this case we will say: "P is inductive", "x ∈ I is well-founded", "I is well-founded", "R is well-founded". If x ∈ I is well-founded, and R is recursive, then for all infinite successions x0, x1, x2, . . . , xn, . . . ∈ I, with x0 = x, we have R(xn + 1, xn) false for some n ∈ N (proof: by induction over x). Classically, we may prove for any R something more, namely that "x is well-founded" is equivalent to the fact that all R-decreasing chain from x are finite. Intuitionistically, by induction over n ∈ N , we may prove only a weak form of converse: if all R-decreasing chain from x have length ≤ n, then x is well-founded. There are well-founded x with no common bound n ∈ N to the length of Rdecreasing sequences from x. For instance, add an element ω to N , with the axioms n < ω for all n ∈ N . Then ω is well-founded in (N ∪ {ω}, <), but no n ∈ N is a bound to the length of decreasing sequences from ω. Indeed,for all n there are decreasing sequences of length > n from ω:
Lexicographic ordering. Let L ⊆ N be any set of integer codes of lists, ordered by list extension. We define the lexicographic ordering over L by: < x0, . . . , xn−1 >>< y0, . . . , ym−1 > iff either the first list is an extension of the second one, or for some i < n, m we have x 0 = y 0 , . . . , x i−1 = y i−1 , and x i > y i (in the integer ordering). We quote now two properties of well-founded sets which will be useful later: (1) if I, J are ordering and f : I → J is any strictly increasing map, then J well-founded implies I well-founded. (2) If a set L of lists is well-founded by extension ordering, then L is well-founded by lexicographic ordering, too.
Stability
Ershov's Change ordering. Stability will express the convergence for a sequence f . Intuitively, f is a tree of streams of integers, and stability will say that, in all such streams, the value of f cannot keep on changing forever (eventually, it "stabilizes"). We say that f "changes its mind"
In this case we write d < f e. The relation < f is a sub-ordering of the (strict) ordering on D, and d ≤ d < f e ≤ e implies d < f e. We call < f the change ordering (first considered, but for a quite different purpose, by Ershov (see [0] )).
Classically, f is stable iff on all increasing succession {a n } n∈N on D, f changes its value only finitely many times. We interpreted increasing succession on D as history of some computations: thus, intuitively speaking, f is stable iff f is stationary when restricted to the history of any computation. We skip the proof of this equivalence because it is classical, and of no interest here. Intuitively, this means that we consider f a convergent sequence iff the succession {f (di)}i∈N is convergent for all
. . (for all computations described by some increasing succession over D). As we anticipated in the introduction, there is no room, in this simplified picture, for limits which are convergent respect to some computation and divergent respect to some other computation. "f stable" is an intuitionistic proof principle. Let P ⊆ D, and assume
Then we may conclude that P = D. A (crucial) example of stability. The sequence L = {Ln}n∈N defined above is not intuitionistically stationary, yet it is intuitionistically stable. L may change its value at most once, from some n such that Ln = 1, to some m > n such that L m = 0. Thus, all > L -decreasing chains have length ≤ 1. This implies that (D, >L) is well-founded. Thus, stability expresses convergence of L, even if cannot decide whether L has limit 0 or 1. More in general, if there is a bound n to the length of > L -decreasing chains, then >L is well-founded and L is stable. This is a particular case of stability: usually, there is no bound n ∈ N to the length of > Ldecreasing chains, or at least no recursive way to compute this bound out of L. We have i > f j iff walking from i to j we change segment. f stable means > f well-founded, that is, that the segments above are well-founded by >. This is an indirect way to say that there are only finitely many such segments (finitely many values of f ), and, in particular, that there is a last segment (corresponding to the last and limit value of f ). By expressing this fact in term of Well-foundation, we do not have to precise how many values f has, nor which is the last one (the limit of f ). This weakening of the notion of convergence (weakening which is such only intuitionistically) will allow us to prove convergence (in an intuitionistic way) also for limits with a non-recursive result.
In this section we define the set N * of converging sequences over N , and the notion of effective maps over N * , then we check that our definitions are well-given. We will drop the superscript D, and write I * for I *,D whenever no confusion arises. We code the elements of N * by the integer codes of the stable maps f . Each integer n ∈ N is identified with the sequence n
When no confusion arises, we will drop the superscript D, and write n • , or simply n. Classically, all stable sequences have a (unique) limit, which cannot be computed uniformly on N * : the existence of such a limit is not an intuitionistic theorem (see the example of the family of stable sequences L in the previous section). Call an isomorphism between N, N * any bijection compatible with zero and successor. Classically, N and N * have the same elements, but there is no recursive isomorphism between them. Otherwise, the image of any L ∈ N * under this bijection would be the limit value of L, and this limit would computable from L, contradicting the fact that limit is not computable. From an effective viewpoint, N * and N have a quite different structures: as we said, computable maps over N * correspond, via identification of a limit with its own result, to a class of non-recursive maps (actually, to ∆ 0 2 -maps). Fix any two element subset B = {tt, ff} of N . We call any b ∈ B * a stable Boolean. We continue our model construction by defining (by a suitable equation) effective continuous maps over N * . Then we define (by topological adherence) the predicate "b is equal to true" for any stable boolean b. Eventually, we define equality over
When no confusion arise, we will drop the index D, and write g * for g *,D . Continuous maps. We say that a (total, recursive) map φ : (
is continuous iff φ is extensionally equal to some lifting (to f * , for some
Remark that φ is determined by its restriction f to N k . From a topological viewpoint, this means that N is dense within its completion N * .
Extending recursive maps to continuous maps. Every total recursive h :
If we think of N as a subset of N * , we may think of "
• " as a special case of " * ". Some examples of extension of a total recursive map to some continuous
Take D = N , and assume l ∈ B * is any (stable) flow of tt's and ff's: tt, ff, ff, tt, tt, tt, ff, tt, . 
Remark that if
• does not decide whether l is cofinally 0 or cofinally 1 (in fact, there is no way to make such decision, in general). Truth over B * . Let b ∈ B * a stable boolean. We say that "b is equal to tt", or that "b is tt", for short, iff the set {d ∈ D|b(d) = tt} is cofinal in D. From a topological viewpoint, when D = N , "b is tt" means that the integer tt is adherent to the range {b (0) 
* then b is true iff b has limit tt. If b ∈ B * , then a sufficient condition for b true is that b has limit tt: i.e., that b(e) = tt for some e0 ∈ D and all e ≥ e0. Proof: if {d ∈ D|b(d) = tt} is stationary in D, then it is cofinal in D. All constants and operations over B : tt, ff, ¬, ∧, ∨, ⇒ may be extended to constants and operations over 
Classically, l, m are equal iff l, m have the same limit. Hence the equality over N * is not decidable. This completes our model construction.
Correctness of the Limit construction
We have still to check that equality, projections, compositions of continuous and lifting are well-defined. Then we will check that continuous maps are exactly ∆ 0 2 -maps, and, in particular, that they include all decision maps for one-quantifier formulas. We need one more concept: pointwise truth and pointwise implication. Pointwise truth and implication. Let a, b ∈ B * . We say that a is pointwise true iff a(d) = tt for all d ∈ D. If a is true pointwise, then with more reason a is true cofinally, that is, true as element of B * . We say that a
• b is true pointwise). We start by proving a technical result, that the set of true stable booleans is a (proper) filter, w.r.t. the pointwise implication. 
Lemma 3. (Filter Lemma
In the first case we apply principal induction hypothesis over the pair: e, e. In the second case we apply secondary induction hypothesis over the pair:
• a is true.
Transitivity. Assume a = • b and b = • c are true. Then by 3, point 1,
Thus, constant maps are continuous. Projections. Let qi be the i-th projection over N k , and pi the i-th projection over (N * ) k . We check that p i , q
we have to check that the sequence f
is well-founded. We will prove some Claim slightly more general than our thesis:
. Eventually, our thesis, or "all d ∈ D are wellfounded under > f (x) ", will follow from the Claim, just by taking d1 
)(e ) = f (x)(e ). There are two subcases.
. By ind. hypothesis over the pair e, e, and e ≥ e, we deduce that e is well-founded under > f (x). Assume x(d1) = x(d ) = x(e ). Call i the common value of these three expressions. By hypothesis on d , e , we deduce
, and ind. hyp. over the pair d1, e, and e ≥ d1, e, we conclude that e is well-founded by > f (x) .
The last lemma to be proved says that any lifting f * only depends on the extensional behavior (modulo =
• ) of the map f .
Lemma 5. (Compatibility of * and Extensional Equality
, that is, that for all d ∈ D there is some e ≥ d such that f (x(e))(e) = g(x(e))(e). We argue by induction over >x (well-founded by Lemma 4, point (i)).
By assumption, f, g are extensionally equal over
that is, {e ∈ D|f (i)(e) = g(i)(e)} is cofinal in D. Taking i = x(d), we deduce that for all d, there is some e ≥ d such that f (x(d))(e) = g(x(d))(e). If x(d) = x(e) we get the thesis. If x(d) = x(e),
we have e >x d. By induction hypothesis on e there is some p such that p ≥ e ≥ d and f (x(p))(p) = g(x(p))(p). We get our thesis also in this case. 
The Density Argument. As a particular case, if P : N → B * is an always true property on N , then its lifting P * : N * → B * is an always true property on N * . Thus, in order to prove P * (l) for all l ∈ N * , it is enough to prove P (x) for all x ∈ N . We call this argument "the Density Argument", because, topologically, and if we think of P
* as an open subset of N * , it means that N dense in N * . By combining the previous Lemmas we conclude Correctness:
Theorem 6. (Correctness of the topological model). All relations and maps used in our model construction are well-defined: 1. (Equality) equality on N * is an equivalence relation; 2. (Category of limits and continuous maps) continuous maps include projections and are closed under composition; 3. (Lifting) the result of lifting is compatible with equality on N * ; lifting sends extensionally equal maps into extensionally equal maps.
We include here a simple consequence of the Correctness Theorem. 
Lemma 7. (Lifting and Completion). Let
• x follows by definition of if and Density. Conversely, assume x =
• y for some y ∈ X * . Then X
The limit construction is independent from D
In the remaining of the section we will prove, as we anticipated in the introduction, that the construction N 
Since β is weakly increasing, this implies g(β(e 1 )) = g(β(e2)) for some β(e) ≥ β(e1) > β(e2) ≥ β(e ). This latter, in turn, implies β(e) > g β(e ). Thus, β is an increasing mapping from (E, > g β ) to (D, >g). From (D, >g) well-founded we conclude (E, > g β ) well-founded.

Lemma 9. (maps above the identity). Assume D is a direct set, α : D → D is weakly increasing and above the identity. If f, g ∈ N *,D and
Proof. We have f α, gα ∈ N *,D by 2.7, because α is weakly increasing. Now it is enough to check that f α = 
Lemma 10. (Connection Lemma). Let D, E be recursive direct sets covering N . If β, γ connects
D, E, then f → f γ , g → g β are maps compatible with = •, D , = •, E . Proof. Assume f = •, D f ,
(n) does not. h is weakly increasing. If d ≤ e, then e ≤ c(h(e)) implies d ≤ c(h(e)). Therefore h(d) ≤ h(e), because h(d) is ≤ than all x ∈ N such that d ≤ c(x). c • h is above the identity. If h(d) = x then c(x) ≥ d by definition of h. Thus, c(h(d)) ≥ d. h • c is above the identity.
We have h(c(n)) = the first x ∈ N such that (c(n) ≤ c(x)) = n, because c is strictly increasing, and if it were n < x we would deduce c(n) < c(x).
We extend isomorphism to maps in the traditional way. Let φ : 
Lemma 12. (Isomorphism Lemma
In the same way we may check that for all ψ : I *,E → J *,E and g ∈ N *,E , we have
Theorem 4 Characterizing continuous maps on N
*
In this section we check that the set continuous maps over N * coincide with the set of maps recursive w.r.t. the Halting Problem; classically, this means that they are exactly all ∆ 
In the same way we define a universal quantification all f (x) by ¬s ¬f (x). These maps are recursive because we assumed Cov m (d) be finite and recursive in m, d. Fix any x ∈ N k , and any increasing succession d1 < d2 < d2 < . . . of computation states. This succession represents the history of some computation. The succession
, . . . represents instead, for each step d i of the computation, the truth value s f (x)(di) we assign to ∃x ∈ N.f (x, y) = tt in the step di. We start by assigning ff to ∃x ∈ N.f (x, y) = tt. We switch to tt if and when we reach some d i ∈ D which m-covers some solution of f (x, y) = tt.
Lemma 14. ("some", "first" maps). (i)
Proof. We start by remarking that, by monotonicity of covering, if f (x, y) = tt for some y m d, and e ≥ d, then f (x, y) = tt for some
By e ≤ e, we obtain s f (x)(e) = tt. Thus, s f (x) is an increasing map from D, > s f (x) to B , ordered by tt > ff. This latter is a well-founded set: we conclude that Interpreting Quantifiers. By definition of s f (x), the equivalence (1)
, hence it is cofinally true. We deduce that s f (x) is a faithful interpretation of the existential over
By taking the contraposition of the implications (1) and (2) we obtain: (4)
having the same properties. Indeed, (1), (2), (4), (5) are true for all x ∈ (N * ) k by Density, and, for all x ∈ (N * ) k , (3), (6), (7) follow from them.
Lifting Recursive Maps to N * . Maps on N * include a corresponding f • for each total recursive map f over N . They are closed under composition. In order to prove they include all ∆ 0 2 -maps, we only have to prove they are closed under minimalization. We first express what is minimalization in N * . Fix any continuous property f y) . In other words, we ask the following statements to be true in
. We say that maps over N *,D are closed under minimalization iff whenever a map f * is minimalizable, then there is some minimalization g * of f * . It is immediate to show that minimalization, when it exists, it is unique up to extensional equality. We prove that, at least in the case D = N , maps over N *,D are closed under minimalization. Since all N *,D are recursively isomorphic, provided D covers N , the thesis will follow for all D. We introduce a map (µx.f ) :
We will prove that if f * is minimalizable, then (µx.f ) * is a minimalization of f * . The first step is to check that (µx.f ) is, indeed, a map:
Before this, we show that, in the case D = N , we may weaken the requirement for being a stable map.
Lemma 15. (Cofinality and Well-Foundation). Choose
Proof. We have to prove that all d ∈ N are well-founded for > L . Since X is recursive cofinal, we may define a total recursive map φ : N → N by: φ(x) = the first y ∈ X such that y ≥ x in N . We will prove d wellfounded for >L by principal induction over 0 by definition of φ) . Since wellfoundation is inductive, we have to check that all e >L d are well-founded w.r.t. > L . We consider two cases, according if
Well-foundation of e follows by secondary induction hypothesis. Assume e > φ(d). We will prove in this case that all e > L e are well-founded for >L. Since well-foundation is inductive, it will follow e well-founded. We have
by the properties of > L . By principal induction hypothesis, we conclude that all e >L e are well-founded for >L, as wished.
We may now check that (µx.f ) is, indeed, a map:
We start with a general remark for all y ∈ D * . 
Lemma 16. (Bar Lemma). Assume
Proof.
X is recursive, and cofinal in D, because both f * (x, y)(.) = tt and (y(.) ≤ .) are stable booleans, and are true: the first one by assumption, the second one by 16. By 15, it is enough to prove that, for any
is well-founded if restricted to X. As usual, we will in fact prove something more: for all
). The thesis will follow by selecting d = d 1 = d 2 . We argue by: principal induction over d 1 and > y , secondary induction over d2 and > <f (x,0),...,f (x,y(d 1 ))> . We have to prove that for all e ∈ X, if e > g(x) d, then e is well-founded in X, > g (x) . Since e > g(x) d, there are d , e such that d1, d2 ≤ d ≤ d ≤ e ≤ e and g(x)(d ) = g(x)(e ). In order to apply the inductive hypothesis, we have first to check: Claim. We cannot have:
Proof of the Lemma, by cases over the Claim. We may now apply induction hypothesis to prove our thesis. Assume
in all cases we deduce e > y(d1). Well-foundation of e in (X, > g(x) ) follows by principal induction hypothesis over the pair e, e. Assume f (x, i)( 
. By Density, it is enough to prove it for all x, y ∈ N k+1 . We prove first the truth of the right-hand side, then the truth of the left-hand side. Right-hand side. It is true pointwise. Indeed, for all x, y ∈ N k+1 we have
and (f * (x, y)(.) = tt) are stable booleans and cofinally true, the first by 16, the second by hypothesis. By the Filter Lemma 3, we conclude (f
Out of the previous Lemmas, we deduce that continuous maps include ∆ 
We conclude there is some e ∈ D such that e ≥ η(e) ≥ d, respectively, such that e ≥ e ≥ d, and such that, in both cases, L(e ) = L(δ(e )).
Fix any recursive enumeration {d
* , because it may be defined by composition of a negation, and of an existential over some decidable property. We already checked that universal quantifiers are faithfully interpreted in N * . Thus, for all
Theorem 20. (Characterization of continuous maps). Continuous maps are exactly
• has some stationarity point. By 19, if s(x) is always defined, then
• (s(x)) for all x. The right-hand-side, being a composition of a ∆ 
We ask that each next value in the list be a "better guess" for the point in which f assumes its limit value. That is, we want:
We ask, besides, that {k 1 , . . . , k n } ⊆ Cov(d), and that the last guess has no better guess indexed by some i d (we ask that di > f (x) d kn for no i d). We may recursively define some g(x, k)(d) with the required property as follows: 
is well-founded over D. Let us order the set of lists increasing under < f (x) lexicographically. Recall, we have l > l lexicographically iff either l is an extension of l , or for some list l" and some integers a < b (in the integer ordering) we have l ≥ l" * a, l ≥ l" * b (by prefix ordering). This set of list is well-founded because if l is an extension of l then last(l) > f (x) last(l ) because l is increasing w.r.t. > f (x) . Thus, last(.) is an increasing map from our set of lists and D, > f (x) . We conclude that lexicographic ordering is well-founded. 
(x)(e ) = g(x)(d ). Therefore g(x)(e) > g(x)(e ) ≥ g(x)(d ) > g(x)(e) lexicographically, hence g(x)(e) > g(x)(d) (again, lexicographically). Thus, g(x)(.)
is an increasing map from > g (x) and D to some well-founded lexicographic ordering. We conclude that >g (x) is well-founded over D. Hence g(x) ∈ N * .
best(x) is a stationary point of f (x)
• . By definition, for all i e, if d i ≥ best(x)(e) in D, then di > f (x) best(x)(e) is false, that is, f (x)(di) = f (x)(best(x)(e)). By unfolding definitions we obtain: (1) (best(x) ≤ A last remark: x cannot be, in general, the limit of l, because limits are not computable. The situation is similar when we get Real number by completion from Rational Numbers. Suppose we want to find square root of 2 with approximation = 10 −9 , i.e., we want to find some x ∈ Q such that |x 2 − 2| < . This means that we have to find some inhabitant in the open set O = {x|x 2 ∈ (2 − , 2 + )}. We know that O is inhabited by √ 2: since Q is dense in R, this means that O is inhabited by some
x ∈ Q (usually, we find some trunking x of √ 2). The rational x is always different from the irrational √ 2. The notation √ 2 is only used as a step in the computation whose output is x: we are planning to use limit integers in the same way. In the rest of the paper, we introduce a notion of realizer for equational statements in N * . Let f be total recursive : N → N . The constructive proof of ∀l ∈ N * : f • (l) = • 0 is true implies ∃x ∈ N.f (x) = 0 implicitly includes a (non-trivial) method to turn any proof of f • (l) = • 0, for some limit integer l, into the computation of an x such that f (x) = 0. In 5, we explicitly describe such a method. The tool we use is the notion of realizer. A realizer represents, in form of an effective map, the construction implicit in an intuitionistic reasoning. In 6, we will use realizers to constructivize one simple classical theorem requiring Excluded Middle on ∆ 0 2 -formulas.
A Realization interpretation for equations between limits
In this section we introduce a notion of realizer for equations t =
• u, for t, u ∈ N * . The we will show that classical equational reasoning about non-recursive maps on N may be turned, first, into constructive reasoning about continuous maps on N * , then, into operations building such realizers.
"Adherence maps" (or "realizers") of equations. Any equation t =
• u is short for "the sequences t, u ∈ N * are topologically adherent", or ∀d ∈ D.∃e ≥ d.t(e) = u(e) From a constructive view point, this means that there is some effective way, given any d ∈ D, to find some e ≥ d such that t(e) = u(e). We may represent such "effective way of computing e out of d" by some recursive map Φ : D → D computing e. In this paper, we only use realizers for adherence statements w.r.t. Discrete Topology on N . For this reason, we will also call our realizers "adherence maps". Φ may be considered as the constructive content of topological adherence between limits: Φ is a "realizer" of t =
• u. If we do not have Φ, in order to find some e ∈ D such that t(e) = u(e) we may just do blind search (we assumed D effectively enumerated); if we do have Φ, we have some more relevant information about computing e ∈ D. We propose a realization semantic for closed equational reasoning over continuous functions f * , g * on N * (we use no variables). For all l ∈ N * , each logical rule f
