We have developed a method to calculate the fractional distribution of CO 2 across all of its component isotopologues based on measured δ O, all at 68% confidence interval (CI).
calibration scale and between the primary standards and standards in subsequent levels of the calibration hierarchy.
The new calibration system uses multiple laser spectroscopic techniques to measure amount of substance fractions (in mole fraction units) of the three major CO 2 calibration scale with low uncertainty through our role as the World Meteorological Organization Global
Atmosphere Watch Central Calibration Laboratory for CO 2 . Our current estimates for reproducibility of the new calibration system are ± 0.01 μmol mol -1 CO 2 , ± 0.2‰ δ emissions reductions. The capability to independently and transparently verify emission reductions could be helpful for creating trust in the agreements.
The World Meteorological Organization Global Atmosphere Watch (WMO GAW) program facilitates cooperation and data sharing among participating national monitoring programs. Atmospheric data collected over small regional scales is difficult to interpret without global coverage that provides boundary conditions and also insight into 5 influences outside of the region. WMO GAW sets stringent compatibility goals so measurements from independent laboratories can be combined in scientific studies. This greatly enhances the value of the individual data sets since it allows processes occurring within the region to be better distinguished from processes external to that region. In combining data sets it is imperative that systematic biases between the monitoring networks be small enough that they do not influence scientific interpretation of patterns and strengths of sources and sinks. For CO 2 , the consensus 10 of the scientific community is that network biases should be below 0.1 μmol mol -1 in the Northern Hemisphere but less than 0.05 μmol mol -1 in the Southern Hemisphere where atmospheric gradients are smaller (WMO, 2016) . One initial requirement to accomplishing this network compatibility goal is that measurements are comparable, that is each independent laboratory uses a single common calibration scale. The use of a single calibration scale makes spatial gradients and temporal changes insensitive to large components in the full uncertainty budget of the scale 15 itself. The calibration scale must be maintained indefinitely to ensure that measurements from various organizations are compatible and that measurements over long time scales can be directly compared to infer rates of changes. The WMO GAW has designated a single laboratory as the Central Calibration Laboratory (CCL) whose mission is to maintain a stable reference scale over time and to disseminate it to other organizations with very low uncertainty (WMO, 2016) . 20
The WMO X2007 CO 2 in air calibration scale is maintained and propagated by the National Oceanic and Atmospheric Administration, Earth System Research Laboratory, Global Monitoring Division (NOAA) in its role as the WMO GAW CCL for CO 2 . The scale is defined by 15 primary standards covering the range 250 -520 μmol mol -1 . The primary standards are modified real air standards made in the early 1990's by filling cylinders with dried (H 2 O < 2 μmol mol -1 ) natural air at Niwot Ridge, CO, USA, a remote site at approximately 3040 masl in the Rocky 25
Mountains. It typically is exposed to clean tropospheric air and is only occasionally influenced by local sources. CO 2 abundances of the primary standards were adjusted either by scrubbing CO 2 from a portion of the natural air using a trap with sodium hydroxide coated silica to lower the CO 2 or by spiking with a mixture of CO 2 in air (approximately 10%) to raise it. This differs slightly from the current practice of targeting lower than local ambient CO 2 by diluting with ultra high purity zero air, CO 2 nominally < 1 μmol mol -1 (Scott Marrin Inc., Riverside CA, USA) (Kitzis, 30 2009 ).
The assigned values of the primary standards come from repeated (approximately every two years) manometric determinations of the primary standards. The manometer, an absolute measurement method, described fully in Zhao et al. (1997) , essentially measures the CO 2 amount of substance fraction in units of mole fraction (X CO2 ) by accurate measurement of pressure and temperature of a whole air sample and then of pure CO 2 extracted from the whole air 35 sample in fixed volumes. The manometer is enclosed in an oven capable of maintaining a constant temperature (within ± 0.01 °C). A 6 L volume borosilicate glass bulb (the large volume) is flushed with the dried whole air sample (dew point < -70 °C) and the pressure and temperature are measured after the large volume temperature equilibrates with the oven. CO 2 plus N 2 O and trace amounts of H 2 O are cryogenically extracted from the whole air sample using two liquid nitrogen cold traps. CO 2 and N 2 O are then cryogenically distilled from H 2 O and transferred 5 to a ~10 mL cylindrical glass vessel (the small volume). Pressure and temperature of the small volume are measured after the oven temperature has stabilized following the transfer. The volume ratio of the small to large volumes, determined by an off-line sequential volume expansion experiment, is used with the measured temperatures and pressures to calculate the ratio of moles CO 2 (corrected for the N 2 O) to total moles of air in the sample using the virial equation of state. Uncertainty of the method is ± 0.1 μmol mol -1 (68% CI) at 400 μmol mol -1 (Zhao et al., 10 2006, Brad Hall, personal communication) .
The transfer of the scale from primary to secondary standards and hence to tertiary standards (which are used as working standards by NOAA and delivered to other organizations) has been done historically using nondispersive infrared absorption spectroscopy (NDIR). The secondary standards are used to prolong the lifetime of the primary standards. The current primary standards have been in use for nearly 25 years and provide a consistent scale over 15 that time period. All measurements by NOAA and WMO GAW contributing programs are directly traceable to this single set of primary standards through a strict hierarchy of calibration.
The transfer of the scale from primary to secondary standards has typically been done using a subset of 3 or 4 primary standards rather than the entire set of 15 primary standards. This was done because we wanted to perform a local curve fit of the non-linear NDIR response while also minimizing use of the primary standards. The subset of 20 primary standards chosen was a function of the expected CO 2 abundance in the secondary standards and was designed to closely bracket the expected values with a small range of CO 2 in the primary standards. The relatively large uncertainty of the individual manometric assigned values would potentially introduce significant biases due to the use of subsets of primary standards. To prevent these biases, the individual manometrically assigned values of the primary standards were corrected based on the residuals to a consistency fit of almost all primary standards 25 (usually without the highest and the lowest primary) run on the NDIR. The re-assigned values (average manometer value minus the residual) were assumed to be the best assigned value for the primary standards. This in theory should allow the use of subsets of the primary standards when transferring the scale from primary to secondary. In practice, as will be shown, there are still possible biases due to the grouping of primary standards based on expected CO 2 of the secondary standards. Tertiary standards were calibrated similarly against closely spaced subsets of 30 secondary standards that bracketed the expected values of the tertiary standards.
New analytical methods developed over the last several years have greatly improved the ability of monitoring stations to measure CO 2 . These new analytical techniques and improved diligence of monitoring network staff are pushing the uncertainties of measurements lower and improving the network compatibility. Current scale reproducibility using the NDIR calibration system is 0.03 μmol mol -1 (68% CI) ("Carbon Dioxide WMO Scale", 35 Atmos. Meas. Tech. Discuss., doi:10.5194/amt-2017 -34, 2017 Hemisphere) network compatibility goal (WMO, 2016) . Improvements in the scale propagation uncertainty would help monitoring programs achieve the compatibility goals. We have therefore undertaken to improve our calibration capabilities and to address key uncertainty components of the scale transfer. These key components are the reproducibility of the scale transfer, the potential for mole fraction dependent biases, and of most importance to this 5 paper the potential issues relating to the isotopic composition of the primary standards and subsequent standards in the calibration hierarchy.
Isotopic influence on CO measurement
The WMO CO 2 mole fraction scale is defined as the number of molecules of CO 2 per mole of dry air, without regard 10 to its isotopic composition. An isotopologue of CO 2 has a specific isotopic composition. Analysts need to take into account differences in the relative sensitivity of their analyzers to different isotopologues (or isotopomers, see below) as well as differences in the isotopic composition of sample and standard gases.
Isotopic composition is typically measured by isotope ratio mass spectroscopy (IRMS) and is reported as the difference in the minor isotope to major isotope ratio (i.e.
13 C/ 12 C) from the ratio of an accepted standard reference material, typically in units of per mil (‰). For example, the 13 C isotopic value (δ 
Where ( Santrock et al. (1985) , Assonov and Brenninkmeijer (2003) , Brand et al. (2010) and references therein. Oxygen isotopes can be related to either Vienna Standard Mean Ocean Water (VSMOW) or to VPDB-CO 2 , with the latter commonly used in the atmospheric CO 2 community. The VPDB-CO 2 30
Atmos. Meas. Tech. Discuss., doi:10.5194/amt-2017 -34, 2017 Manuscript under review for journal Atmos. Meas. Tech. Discussion started: 14 February 2017 c Author(s) 2017. CC-BY 3.0 License. scale relates to the CO 2 gas evolved from the calcium carbonate material itself during the reaction with phosphoric acid and accounts for oxygen fractionation that occurs during the reaction (Swart et al., 1991) . In this paper all oxygen isotope values are referenced to the VPDB-CO 2 scale unless otherwise noted.
CO 2 analysers are not equally sensitive to the isotopologues of CO 2 . For example, gas chromatography where CO 2 is reduced to CH 4 and detected with a flame ionization detector (GC-FID) (Weiss, 1981) isotopologues. This occurs when standards are made from fossil fuel sourced CO 2 (often from combustion of natural gas) which results in significant depletion in 13 C and 18 O (Andres et al., 2000; Schumacher et al., 2011) .
In the past we have neglected the dependency of the NDIR response to isotopic composition during scale transfer.
The manometer measurement of the primary standards is not sensitive to isotopic composition, all isotopologues are included in the total. However, the primary standards have a range of δ 13 C and δ 18 O values (-7‰ to -18‰ δ 13 C and 25 0 to -15‰ δ 18 O) with higher CO 2 standards being more depleted due to the use in the early 1990's of a spike gas that was isotopically depleted. This probably introduced a slight bias in the results when the scale was transferred to secondary standards (often with ambient isotopic values) via NDIR measurements. It was assumed that the bias was small relative to the measurement noise in the NDIR analysis.
We intend to provide standards to the atmospheric monitoring community with isotopic values similar to the 30 background atmosphere by using natural air whenever possible. To adjust the CO 2 content in the natural air standards, the current practice is to dilute using essentially CO 2 free natural air (ultra high purity air, Scott Marrin, Inc. Riverside CA, USA) or enrich using high CO 2 (10 -20%) by us. However, the WMO scale is designed to track the slow isotopic depletion of background air as the global burden of CO 2 increases over the next decades due to burning of fossil fuels rather than approximate the composition of air influenced by local emission sources. We started using the isotopically correct spike gases in November 2011, prior to this the spike gas was fossil fuel sourced and was depleted in δ 13 C. Background is also our goal to provide calibration results that incorporate a characterization of the main isotopologues and accounts for isotopic differences among the primary standards and between the primary standards and measured cylinders through the calibration hierarchy. Doing this will ensure that the transfer of the WMO scale by distributing calibrated cylinders is not biased by isotopic differences and will provide the users of the distributed standards the 10 information required to properly address isotopic issues when making ambient air measurements.
Two different ways to define isotopic ratios and notation conventions
In order to estimate the influence of isotopic composition differences on CO 2 measurements and to develop a precise method for calibration transfer that takes isotopic composition into account we first introduce the "mole fraction" 15 notation for isotopic ratios in molecules. The conventional definitions of atomic isotopic ratios (r) are:
As used here the symbols 13 C, 18 O, etc. stand for abundances. It will simplify derivations below if we re-define isotopic ratios as abundance ratios relative to all carbon, oxygen, etc., similar to mole fractions in air. We give these re-defined ratios the symbol "R" instead of "r".
These definitions lead to the following relationships: 20
The equivalents for oxygen are: 
Δ
In the above (Eqs. (5) and (6)) and the rest of this work we will express δ and Δ as small numbers, not in the corrections for interfering masses, relative to a standard reference material. These mass ratios can be used with the accepted isotopic ratios of the standard reference materials to approximate the abundance as mole fraction (X) of the three main isotopologues in CO 2 using:
The oxygen abundance ratio is multiplied by a factor of two in Eq. (8) to convert the isotopic ratios from atomic abundance (i.e.
18
O/ 16 O) into molecular abundance. The approximations in Eqs. (7)- (9) oxygen isotopes to X(636) and of 13 C to X(826), as well as the portion of the total composed of the rare isotopologues. Depending on the level of uncertainty desired this may or may not be acceptable. As the WMO GAW CCL for CO 2 , NOAA is obligated to minimize biases in the CO 2 calibration scale, and therefore we will correctly account for the apportionment of CO 2 through all isotopologues.
We start by assuming a purely statistical distribution of 13 C, 18 O, and other atoms when putting together a molecule 5 starting from atomic abundance ratios as given in Table 1 , namely, that the probability of picking a particular isotope is not affected by what is picked before or later. In general the other picks can affect the probability a little (called "clumped" isotopes), so that the thermodynamic abundances are slightly different from the statistical distribution. We will ignore that, and construct a purely statistical baseline distribution. Thus the probability of picking a 13 C atom for a carbon position is defined as simply 13 R (the abundance ratio of 13 C to total carbon). 10
However, a molecule may have more than one position for C, O, N, etc. For example, suppose there are N chemical positions for a particular atom in a molecule and we want to define the probability of M of those positions being filled with one particular isotope (denoted isotope a). If the locations of the M, as a subset of N, do not matter, as is the case for symmetrical molecules like CO 2 and CH 4 , we could call the N positions equivalent. In that case the probability is 15
R a is the abundance ratio of isotope a, R b is the abundance ratio of other isotopes (R b = 1 -R a ). The first term in equation 10 is the statistical weight which equals the number of combinations (a statistical term, the order of picking the M does not matter) of M out of N, given as 
Or for methane, a single or double substitution of deuterium ( 2 H, or D) for H has respective statistical weights:
It should be noted that whether positions can be considered equivalent depends on the symmetry of the molecule and 25 the measurement method. For example for nitrous oxide the two positions for N in NNO would be equivalent when Atmos. Meas. Tech. Discuss., doi:10.5194/amt-2017 Discuss., doi:10.5194/amt- -34, 2017 O. In the latter case we need to keep separate track of the probabilities, denoted below as "P", of these two isotopomers. Isotopomers have the same number of specific isotopes, but they differ in their position in the molecule.
The probability for any particular CO 2 isotopologue is the product of the probability of picking the carbon isotope 5 and the probability of picking the oxygen isotopes. Each of these probabilities is determined using Eq. (10) The equations below give the probabilities for individual CO 2 isotopologues. When the isotopic compositions of the 10 standard reference materials (PDB in Table 1 ) are filled in we obtain the numbers after the "=>" sign. 
The sum of the above three major abundances is 0.99916141 = 1-0.00083859 15
The sum of the above four major abundances is 0.99993894 = 1-0.00006106 P(836) = 13 R*2* 18 R*(1-17 R-18 R) => 4. 618359 10 -5 and so on, with progressively smaller probabilities. The sum of all probabilities equals 1, which was verified digitally in double precision. In a population of CO 2 molecules, (i.e. a sample or standard cylinder) probabilities 20 determined from the abundance ratios of the population equate to the fractional abundance of each isotopologue.
An expression for potential effects of isotopic mismatches on measurements of CO 2
In this section we derive some practical expressions for errors, and corrections, resulting from isotopic mismatches if they are ignored, for the case of CO 2 . Similar considerations apply to other greenhouse gases such as CH 4 , N 2 O, 25 etc. The unknown quantity of CO 2 -in-air that we intend to measure is called "measurand". It can be a real air sample or an intermediate transfer standard. The errors typically depend on the instrument used because an instrument may be sensitive to just one isotopologue, or equally sensitive to all isotopologues, or something in between. Here we Atmos. Meas. Tech. Discuss., doi:10.5194/amt-2017 Discuss., doi:10.5194/amt- -34, 2017 The above are the first terms of a Taylor expansion around P PDB (626). Inserting the first derivatives and using Eq.
(6) gives:
If 13 Δ is positive the air to be measured has a higher 13 C/ 12 C ratio than PDB. Therefore P(626) is slightly lower than 10 it is for PDB, and the relative correction in the mole fraction assigned to the measured air will have to be positive, of opposite sign to the relative error of P(626): simple "correction" impractical. Equation (18) can best be used to quickly estimate the potential offsets due to sample/standard isotopic differences but is not practical for making corrections when multiple standards are used.
Therefore, we must instead use a calibration approach that fully accounts for the isotopic composition of the standards rather than using a post measurement correction.
We have taken the approach of decomposing the total CO 2 in the primary standards, as defined by manometric 20 measurements, into individual isotopologue mole fractions based on measured δ 13 C and δ the isotopologues, by first writing them in terms of conventional delta values by using relations (2) and (3) and by writing r sample as r PDB (1+δ) (see Eq. (5)). The fractional abundances (Eqs. (19)- (22)) are converted into mole fractions in dry air by multiplying with the total mole fraction of CO 2 in dry air (X CO2 ). The isotopologue mole fractions in air are written as X(626), etc. In other words, we have X(626) = X CO2 * P(626) and similar for all isotopologues. 10 A series of standards can in this way be used to calibrate the instrument response for each isotopologue individually.
P(626) =
With these response functions we can then assign mole fractions in air to the isotopologues of the unknown gas mixtures that are being measured, X(626) unk , etc.
Then we need to convert the measured isotopologue abundances of the unknown (X(626) unk , X(636) unk , and X(628) unk ) back to standard delta-notation using Eqs. (19)- (22) 
Equation (24) The total CO 2 in dry air is given by 10 X CO2,unk = X(626) unk + X(636) unk + X(826) unk + X(726) unk P(626) unk + P(636) unk + P(826) unk + P(726) unk (27) Dividing by the sum of the fractional abundances P, which would be equal to 0.99993894 if the isotopic ratios are equal to the standard reference materials for carbon and oxygen, would add 0.024 μmol mol -1 to X CO2 , assuming X CO2 ~ 400 μmol mol -1 . This small difference accounts for the rare isotopologues with multiple isotopic substitutions that are not being measured. The correction in Eq. (27) that applies for the unknown will in general be very slightly 15 different from 1−0.00006106 (see above, the sum of the four major molecular abundances). We calculate actual P values for the unknown using Eqs. (19)- (22) (Tuzson et al., 2008; McManus et al., 2015 solenoid valve fails to the idle gas during power outages to prevent loss of cylinders. This idle gas is partially dried room air drawn through a Nafion drier (Perma Pure LLC.) for extended system idle time (e.g. on weekends) but is a cylinder of dried ambient natural air (dew point ~ -80 °C) for short idle times during and just prior to actual calibrations. This cylinder ensures that the system downstream of the water traps does not get exposed to elevated levels of water vapor during short idle times between analyses. Each analyzer has a H 2 O trap up stream of the inlet 5 that normalizes any differences in water content among cylinders analyzed. These traps are 3.2 mm OD stainless steel tubing loops immersed in a -78 °C ethanol bath (SP Scientific Inc., MultiCool, model number MC480A). Both analyzers have individual sampling pumps to pull gas through the sample cell at partial vacuum. All tubing in the system is 3.2 mm or 1.6 mm OD stainless steel.
The flow rates are set to 130 -150 mL min -1 by using a critical flow orifice downstream of the isotope analyzer cell 10 or by partially closing the upstream solenoid valve in the CRDS instrument and relying on a stable pressure at the instrument inlet. The analysis sequence starts with a 4 minute flush of the sample/standard regulator (and sample/standard electronic pressure controller) and then alternates reference and sample through the two analyzers for 8 cycles before moving to the next sample or standard. Each measurement cycle is 2.5 minutes of flushing and a 30 second signal average. 15
Calibration and system performance
Analyzers are calibrated approximately every two weeks in an offline calibration mode using a suite of 14 secondary standards, covering the range 250 to 600 μmol mol -1 total CO 2 . The system is calibrated routinely to 600 μmol mol -1 in expectation of a scale expansion in 2017. Each isotopologue is calibrated independently after decomposing the 20 standard's total CO 2 into its component isotopologue mole fractions using the method discussed above. The secondary standards have assigned total CO 2 values by calibration against the entire set of primary standards (plus two additional standards that will extend the scale to 600 μmol mol -1 ) in an analogous manner as described here.
This is a significant change from our previous NDIR system where subsets of standards were used. It makes the new calibration system less likely to have CO 2 dependent biases. The secondary standard's δ The instrument readings are absorption measurements corrected for cell pressure and temperature and converted into nominal mole fraction units. However, we treat them purely as an instrument response in arbitrary units. They could also be a voltage or a current. The responses from the analyzers are subsequently used in an offline calibration of Atmos. Meas. Tech. Discuss., doi:10.5194/amt-2017 Discuss., doi:10.5194/amt- -34, 2017 Manuscript under review for journal Atmos. Meas. Tech. Discussion started: 14 February 2017 c Author(s) 2017. CC-BY 3.0 License. each instrument. We do not use the internal calibration capabilities of the instruments; this ensures that the measurements are directly traceable to the WMO primary standards and can be reprocessed for future scale revisions. Each standard is measured relative to a reference cylinder to correct for slow drift of the analyzers. For the CRDS and ICOS analyzers the instrument response to each standard is divided by the average instrument response of the bracketing reference aliquots. For the QC-TILDAS, the difference between the response to the standard and 5 the reference is used. In both cases we term the resulting values "response ratios". The choice of division vs subtraction is made due to the characteristics of the drift in each analyser. For example, the division operation does a better job when there is a slow span drift (perhaps due to variations in cell temperature and pressure) causing relative changes that are proportional to X CO2 , whereas the difference operation is more appropriate when the majority of the drift is caused by a uniform shift in the output that does not depend on X CO2 . Rather than characterize the source of 10 drift in each analyzer we use the reproducibility of target tank measurements to empirically determine which method gives more consistent results between calibration episodes.
The calibration curves are CO 2 as a function of response ratios. The CRDS instrument response is linear within the uncertainty of the standards. However, both isotope analyzers are slightly non-linear in their response and are fit with a quadratic polynomial. Non-linearity in the isotope analyzers may be partially due to incomplete flushing of 15 the sample cell, caused by un-swept dead volumes, as the system switches from reference to standard. Memory of the reference gas (ambient air from Niwot Ridge, ~400 μmol mol -1 CO 2 ) in the sample cell influences the standards on the ends of the scale more than those close to the reference gas value potentially leading to a slight non-linear response. Since all standards and all samples are measured against the same reference gas, small memory effects should cancel out. 20
Sample measurements are made relative to the same reference tank to account for drift in the analyzers between calibration episodes. The sample response ratios are used with the isotopologue specific calibration curves to determine isotopologue mole fractions for the sample cylinder which are combined into total CO 2 , δ 13 C, and δ 18 O values using the method discussed above. These values (total CO 2 , δ 13 C, and δ 18 O) are stored in the NOAA database and are reported to the user via certificates and the web interface. Isotopologue specific mole fractions are not 25 provided, however the equations described in this paper can be used to regenerate them.
Performance of the new calibration system has been evaluated over approximately one year by repeated measurements of target tanks (cylinders repeatedly measured as a diagnostic of system performance). Figure 2 shows the time series of total CO 2 measured for 4 target tanks with CO 2 ranging from 357 to 456 μmol mol -1 .
Standard deviations of the measurements are approximately ± 0.007 μmol mol -1 . Reproducibility of the target tanks 30 close to the reference tank (typically ~ 400 μmol mol -1 CO 2 ) are a little better than those farther out on the ends of the calibration range but the difference is small. While one year is not a long enough time series to fully quantify the reproducibility of the system, we estimate it to be ± 0.01 μmol mol -1 (68% CI) based on these target tank measurements. This is a significant improvement over the NDIR system where reproducibility is ±0.03 μmol mol -1 (68% CI) ("Carbon Dioxide WMO Scale", 2017) . 35 Atmos. Meas. Tech. Discuss., doi:10.5194/amt-2017 -34, 2017 Manuscript under review for journal Atmos. Meas. Tech. total CO 2 moves away from the reference cylinder, which is always an ambient CO 2 cylinder. However, even on the 20 wings of the range the performance is more than adequate for the purpose of correcting total CO 2 for isotopic differences. The reproducibilities of δ 13 C (± 0.2‰, 68% CI) and δ 18 O (± 0.2‰, 68% CI) are again estimated from target tanks measurements. The uncertainty for the isotope measurements is too large for these results to be used as true CO 2 isotope standards but is more than adequate for correcting atmospheric CO 2 measurement for standard vs sample isotope differences. 25
The new calibration system was run in parallel with the NDIR system from April 2016 through October 2016.
Agreement between the two systems near ambient CO 2 is good but there are significant offsets between 300 to 360 μmol mol -1 and 430 to 500 μmol mol -1 (Fig. 7) . These offsets can be traced primarily to the effects of calibrating the NDIR system with subsets of the primary standards when transferring the scale to secondary standards. Using subsets in this way makes the results from the NDIR system sensitive to uncertainty in the assigned values of the 30 individual primary standards. Additional manometric determinations have been made since the assignments were made in 2007. Also the use of the new calibration system for correcting the average manometer values for residuals of a fit to the entire set will help to improve the consistency of the individual assignments and thus reduce the CO 2 dependency of the NDIR measurements. These improvements, as well as two additional subtle bias corrections in the manometer calculations, will be incorporated in an upcoming scale revision (scheduled for mid-2017) (Brad 35 Hall, personal communication). The revised scale should remove most of the CO 2 dependent bias between the two analysis systems. Although there may be a component due to gas handling issues on the NDIR system that cannot be Atmos. Meas. Tech. Discuss., doi:10.5194/amt-2017 -34, 2017 Manuscript under review for journal Atmos. Meas. Tech. Discussion started: 14 February 2017 c Author(s) 2017. CC-BY 3.0 License.
resolved. This is still under investigation and will be addressed in a forthcoming paper discussing the scale revision.
After the scale revision all past calibrations of tertiary standards will be revised to the new scale. Calibrating the new system by fitting all primary standards makes the new system very insensitive to the assignment of individual cylinders. Thus results from the new system are more accurate than from the NDIR, however, caution should be used when evaluating cylinders for drift when comparing historical results from the NDIR system and new 5 measurements from the new calibration system as these systematic system differences could be incorrectly interpreted as drift.
Figure 7 also has results from highly depleted tanks (δ 13 C < -20‰) that shows a greater NDIR minus laser difference. This is consistent with the NDIR having reduced sensitivity to the minor isotopologues. Quantifying the sensitivity of the current NDIR (LI-COR 6252) is difficult due to the CO 2 dependent biases and would not be 10 possible for historical NDIR analyzers used on the NDIR CO 2 calibration system. Measurements of isotopically depleted cylinders by NOAA via NDIR need to be considered more uncertain due to this unknown isotope sensitivity of NDIR's used for CO 2 calibrations.
Conclusions 15
We describe here the expected distribution of isotopologues of CO 2 based on measured δ 13 C and δ 18 O and its application in calibrating cylinders for total CO 2 , δ 13 C, and δ 18 O. The distribution accounts for all isotopologues, including rare doubly substituted isotopologues. The methods are applicable to CO 2 or any other molecule where isotopologue (or isomer) specific values are required to reach desired precision goals.
The new calibration system provides total CO 2 values that are insensitive to isotopic differences between standards 20 and provides to users of the standards a characterization of the isotopic composition of the standards. The isotopic values are not intended for propagating the isotopic standard scales, they are only to be used to make corrections to atmospheric CO 2 measurements made by instruments that have selective sensitivities to the isotopologues. Isotopic standards should be calibrated by IRMS measurements.
The performance of the new calibration system improves our ability to propagate the CO 2 scale and is expected to 25 lead to improvements in the compatibility of measurement networks provided laboratories maintain tight connection with the CCL. Although the system has not run long enough to fully evaluate the reproducibility of the scale transfer, it is expected to be approximately ± 0.01 μmol mol -1 (68% CI). Comparison of the new calibration system with the historical NDIR based system shows significant CO 2 dependence in the NDIR measurements. This results from a combination of errors in the assigned values of the primary standards and the use of small subsets of the 30 primary standards when the scale is transferred to secondary standards. This is under further investigation and we expect to resolve the issue with an upcoming revision to the CO 2 in air scale.
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Code availability
Available upon request.
Data availability
Cylinder calibration results presented in this work include those used by laboratories outside of NOAA. We can provide results in anonymous form upon request. 5
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We will derive expressions for Δ in terms of conventional δ values because we currently supply standards to users within the greenhouse gas measurement community with their δ values as information in addition to the total X CO2 calibration. Where we have used the first 3 terms of the series expansion (1+r) -1 = 1 -r + r 2 − r 3 +… and the definitions of r, R, δ, and Δ. Expanding, The third and the last term cancel, and then keeping only the two leading terms, we obtain
Equation (A1) 
5
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