In this work we study the integrability of two-dimensional autonomous system in the plane with linear part of center type and non-linear part given by homogeneous polynomials of fifth degree. We give a simple characterisation for the integrable cases in polar coordinates. Finally we formulate a conjecture about the independence of the two classes of parameters which appear on the system; if this conjecture is true the integrable cases found will be the only possible ones.
Introduction
We consider the system (1.1)ẋ = −y + X s (x, y),
where X s (x, y) and Y s (x, y) are homogeneous polynomials of degree s, with s ≥ 2. The aim of this paper is to find the integrable cases of system (1.1) when s = 5 (see Theorem 1) . The integrable cases for quadratic systems, s = 2, and cubic homogeneous systems, s = 3, have been studied by several authors Bautin [1] , Chavarriga [2] , Coppel [5] , Lloyd [6] , Lunkevich and Sibirskii [7] , Schlomiuk [9] andŻoladek [13] . Some integrable cases of system (1.1) when s = 4 have been determinated by Chavarriga and Giné [4] . Poincaré [8] developed an important technique for the general solution of these problems. It consists on finding a formal power series of the form (1.2) H(x, y) = , and H n (x, y) are homogeneous polynomials of degree n, so thatḢ
where V 2k are real numbers called Lyapunov constants. The vanishing of all Lyapunov constants is a necessary condition for the integrability of the system (1.1); in this case the series H(x, y) would be a first integral of the system if it converges. This is an open question today. On the other hand, in general it is not possible to express this first integral (if it exists) by means of elementary functions. Lyapunov constants are polynomials in the variables given by the coefficients of the polynomials X s (x, y) and Y s (x, y). Thus the ideal generated by V 2k has a finite number of generators by Hilbert's Theorem. We denote by M (s) the minimum number of generators of such an ideal. It has been proved by Shi Songling [10] that under certain hypotheses on the Lyapunov constants, the number of small amplitude limit cycles around the origin is at least M (s). The vanishing of these generators is a sufficient condition for the vanishing of all Lyapunov constants and for the integrability of the system.
In Section 2 we give without proof some known results which are necessary for the proof of Theorem 1. In Section 3 we prove Theorem 1. This theorem characterizes the integrable cases by means of polar coordinates for s = 5. Finally, we give an appendix on the computation of Lyapunov constants for s = 5.
Some preliminary results
In the study of this problem we have used polar coordinates. In Lemma 1 we give the expression of system (1.1) in polar coordinates. In Proposition 1 we give the evaluation of series (1.2) in these coordinates.
Lemma 1.
In polar coordinates x = r cos(ϕ), y = r sin(ϕ) we can write system (1.1) as 
are the Lyapunov constants.
Lemma 1 and Proposition 1 are proved in [2] . In particular for s = 5 system (2.1) takes the form
where (2.4)
In this case the evaluation ofḢ(r, ϕ) from system (2.3) yields
for m = 0, 1, . . . , with H 0 (ϕ) = 1 2 and H m (ϕ) = H 4m+2 (ϕ). In Proposition 2 we will give the general form of the symmetric integrable systems. In Proposition 3 we will give a class of integrable systems which have an integrant factor given by a quadratic polynomial in the variable r s−1 whose coefficients are functions in ϕ.
Proposition 2. In the following two cases system (2.1) is integrable (in the sense that all its Lyapunov constants vanish):
where ω = ϕ + ϕ 0 and ϕ 0 and the coefficients R j and r j are arbitrary.
Systems satisfying (i) have null divergence and those satisfying (ii) have a certain resonance between the angular parameters ϕ j , ϕ j .
Proposition 3.
For s ∈ N with s ≥ 2 and arbitrary k 1 , k 2 , ϕ 0 ∈ R system (2.1) with (2.5)
In Cartesian coordinates x = r cos(ϕ + ϕ 0 ) and y = r sin(ϕ + ϕ 0 ) we can write system (2.5) in the form
with s ≥ 2. We note that the origin is a center for system (2.6). Proposition 2 is proved in [2] and Proposition 3 is proved in [3] . In order to establish the cases of Theorem 1, we have used a certain simplification expressed in the form of a conjecture. This conjecture simplifies the great number of factors that appear in the different Lyapunov constants. This assumption, which we think to be always satisfied, is stated as Conjecture 1.
Conjecture 1.
A necessary condition for all the Lyapunov constants of system (2.3) are zero is that the angular parameters (ϕ 6 , ϕ 4 , ϕ 4 , ϕ 2 , ϕ 2 ) and the radial ones (R 6 , R 4 , r 4 , R 2 , r 2 , R 0 , r 0 ) must be independent.
With reference to the number of small amplitude limit cycles around the origin that appear in the system (2.3) we note that in the third integrable case (Case 9) the number of relations of parameters is nine. So if Conjecture 1 is true, we think that the number of small amplitude limit cycles is at least nine.
The Lyapunov constants were obtained by using the computer algebra system Mathematica.
The main result Theorem 1. System (2.3) is integrable in the following cases:
This theorem is independent of Conjecture 1, but if Conjecture 1 is true then system (2.3) will only be integrable in the cases given by Theorem 1.
Proof of Theorem 1:
The first not zero Lyapunov constant is V 2 = −R 0 therefore R 0 = 0. The next not zero Lyapunov constant is
In particular the previous constant vanishes when ϕ 2 = ϕ 2 and ϕ 4 = ϕ 4 . On the other hand, if Conjecture 1 is true, we arrive at the same condition as above. With this assumption the next not zero Lyapunov constant is V 14 given by
The simultaneous vanishing of three factors of V 14 respect to the radials parameters with arbitrary angular parameters leads to the following cases:
1. 
In all cases V 50 , see Appendix 2, never vanishes. Therefore there is no possible integrable cases. The vanishing of R 6 will be seen later. The vanishing of cos(3ϕ 4 − 2ϕ 6 ) corresponds to Case 6. 
The vanishing of the first factor corresponds to Case 1. The situation when R 2 = 0 and r 2 = 0 corresponds to a degenerate case of zero divergence. The vanishing of the rest of the factors of V 18 allows to express r 2 in function of R 2 . If we introduce these relations in the next non-zero constant V 22 , see Appendix 1, we can see that this constant only vanishes when r 0 = 0. By substituting the expressions found in the next non-zero Lyapunov constant V 26 , see Appendix 1, we can see that this constant never vanishes in the case r 2 = 2R 2 and r 0 = 0 and in the case r 2 = 2R2 3 and r 0 = 0 is
The vanishing of V 26 allows to express R 2 in function of R 6 . Finally by substituting them in the next non-zero Lyapunov constant V 34 , see Appendix 3, we can see that this constant does not vanish. Therefore there is no possible integrable cases. The vanishing of R 6 will be seen later. The vanishing of sin(3ϕ 2 − ϕ 6 ) corresponds to Case 6.
We now consider the case R 6 = 0, then
If we impose that V 14 = 0 we have three possibilities. The vanishing of cos(2ϕ 2 − ϕ 4 ) corresponds to Case 7. The others correspond to Cases 4 and 5 which we will be studied.
Case 4:
In this case R 6 = 0 and R 4 r 2 − 2r 4 R 2 = 0. If r 2 = 0 and
The previous system is integrable and its first integral is
If r 2 = 0 or r 4 = 0 impliesφ = 1 and system (2.3) is trivially integrable.
Case 5:
In this case R 6 = 0 and r 2 − R 2 = 0. We can suppose r 2 = R 2 = 0, because r 2 = R 2 = 0 corresponds to a particular case of Case 6. Then if we introduce these relations in the next non-zero constant V 18 , see Appendix 1, we can see that this constant only vanishes when r 0 = 0. By substituting the expressions found in the next non-zero Lyapunov constant V 22 , see Appendix 1, we can see that this constant is
The vanishing of the first factor R 4 − 2r 4 corresponds to a particular case of R 4 r 2 −2r 4 R 2 = 0 which has been studied in Case 4. The vanishing of other factor of V 22 allows to express R 2 in function of R 4 and r 4 . Then
The simultaneous vanishing of the two previous Lyapunov constants give rise to three possible cases either r 4 +2R 4 = 0 R 4 = 0 or R 4 −2r 4 = 0. The last one corresponds to a particular case of R 4 r 2 − 2r 4 R 2 = 0 which has been studied in Case 4. In the first case, that is r 2 = R 2 , r 4 = −2R 4 and R 2 = ±2R 4 , system (2.3) reduces tȯ
If we make the change R = r 4 the system takes the forṁ
which corresponds to an integrable case of a homogeneous cubic system with linear part of center type, see for instance [2] . In the second case, that is r 2 = R 2 , R 4 = 0 and R 2 = ±r 4 , give rise to a new possible integrable case. System (2.3) reduces to
We will establish that this case is a true integrable case later.
Case 6:
We call this case angles resonance. Then system (2.3) is integrable (see Proposition 2).
We also assume that 3ϕ 2 − ϕ 6 = 0 (the opposite case has been studied in Case 6). Then a term that appears in V 22 and which must be zero independently on the rest is
From the vanishing of the factors of the previous expression and their substitution in the constants V 14 , V 18 , V 26 and the remaining terms of V 22 , see Appendix 1, we obtain cases already studied.
Case 8: Let ϕ 2 − 2ϕ 4 + ϕ 6 = 0. We also assume 2ϕ 2 − ϕ 4 − π 2 = 0 (the opposite case has been studied in Case 6). Then a term that appears in V 18 and which must be zero independently on the rest is
From the vanishing of the factors of the previous expression and their substitution into the constants V 14 , V 22 , V 26 and the remaining terms of V 18 , see Appendix 1, we obtain cases already studied.
. From the vanishing of the previous constant (we can assume that 2ϕ 2 − ϕ 4 − π 2 = 0, the opposite case has been studied in Case 6) we obtain two possible cases either R 2 − r 2 = 0 or 2R 2 r 4 − r 2 R 4 = 0. From the last one we obtain only cases already studied. In the first case, by substituting this value in V 18 , V 22 , V 26 and V 30 and imposing that these Lyapunov constants to be zero, we obtain a system of four equations since V 30 has two terms with independent trigonometric part, see Appendix 1. By solving this system we obtain some cases already studied, and a new solution given by R 2 = r 2 = r 0 , r 4 = R 4 , R 6 = R 4 , and R 4 = ±R 2 . These relations give rise to a new possible integrable case. System (2.3) takes the form
In order to establish that this case is a true integrable case, we need remember some definitions.
If we do the change R = r s−1 , then system (2.1) becomes
In the study and determination of the first integrals for quadratic systems and homogeneous cubic systems (see [2] ) and for homogeneous systems with s > 3 (see [3] and [4] ), we used a technique consisting in the research of polynomial particular solutions of system (3.3) of the form
where
. . , p, are homogeneous trigonometrical polynomials of degree k(s − 1) in the variables cos ϕ and sin ϕ.
Proposition 1. Function (3.4) is a particular solution of system (3.3) if the homogeneous trigonometric polynomials
A function W (x, y) will be called a null divergence factor for system (1.1) if W (x, y) = 0 is a particular solution for this system and the divergence of the vector field
We notice that if the divergence of a vector field is zero then system (1.1) defined for this vector field is integrable. In particular, if system (1.1) has a null divergence factor then this system is integrable and the origin is a center. 
Proposition 2. If
Proof: The function W (R, ϕ) is a null divergence factor for system (3.3) if
Now consider that the function W (R, ϕ) is of the form given in (3.6) with R = r s−1 . Then if we develop the expression (3.8) with respect to the powers of R, we have differential system (3.7). System (3.7) coincides with system (3.5) for each particular solution except in the first equation where the value of V 1 and U 1 are determined in function of P s (ϕ), Q s (ϕ), β and α.
Using these methods we have found two particular solutions for system (3.2) of the form
From these particular solutions is easy to see that
is a null divergence factor for system (3.2) which completes the proof and the system (3.2) is a new integrable case.
Using also these methods we have found a particular solution for system (3.1) of the form
From this particular solutions is easy to see that W (R, ϕ) = V (R, ϕ)R is a null divergence factor for system (3.1) which completes the proof and system (3.1) is a new integrable case too. 
Appendix 1
Lyapunov constants V 14 , V 18 , V 22 , V 26 and V 30 if ϕ 2 =φ 2 and ϕ 4 =φ 4 :12V 14 = 3(r 2 − R 2 )(−2R 2 r 4 + r 2 R 4 ) cos(2ϕ 2 − ϕ 4 ) +(6r 2 r 4 + 2R 2 r 4 + 5r 2 R 4 − 9R 2 R 4 )R 6 cos(ϕ 2 + ϕ 4 − ϕ 6 ) 24V 18 = 6r 0 (−2r 2 + 3R 2 )(−2R 2 r 4 + r 2 R 4 ) cos(2ϕ 2 − ϕ 4 ) +6r 0 (−4r 2 r 4 − 3r 2 R 4 + 9R 2 R 4 )R 6 cos(ϕ 2 + ϕ 4 − ϕ 6 ) +(3r 2 − 2R 2 )(−r 2 + 2R 2 )(r 2 + 3R 2 )R 6 sin(3ϕ 2 − ϕ 6 ) +(−4 2 r 4 + 56608r 3 2 R 2 r 4 − 38349r 2 2 R 2 2 r 4 − 43890r 2 R 3 2 r 4 +81402R 4 2 r 4 + 4021r4 2 R 4 + 31012r 3 2 R 2 R 4 − 143285r 2 2 R 2 2 R 4 +207714r 2 R 3 2 R 4 − 133830R 4 2 R 4 )R 2 6 cos(4ϕ 2 + ϕ 4 − 2ϕ 6 ) +6R
