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Strong magnetic field gradients can produce a synthetic spin-orbit interaction that allows for high fidelity elec-
trical control of single electron spins. We investigate how a field gradient impacts the spin relaxation time T1 by
measuring T1 as a function of magnetic field B in silicon. The interplay of charge noise, magnetic field gradi-
ents, phonons, and conduction band valleys leads to a maximum relaxation time of 160ms at low field, a strong
spin-valley relaxation hotspot at intermediate fields, and aB4 scaling at high fields. T1 is found to decrease with
lattice temperature Tlat as well as with added electrical noise. In comparison, samples without micromagnets
have a significantly longer T1. Optimization of the micromagnet design, combined with reductions in charge
noise and electron temperature, may further extend T1 in devices with large magnetic field gradients.
The Zeeman-split spin states of a single electron spin in a
large magnetic field can naturally be used to define a qubit
[1, 2]. For spins trapped in semiconductor quantum dots,
single qubit rotations can be achieved through conventional
electron spin resonance (ESR) with oscillating magnetic fields
[3, 4]. Spin rotations can also be electrically driven in the pres-
ence of an intrinsic spin-orbit field [5–7] or a synthetic spin-
orbit field generated by a micromagnet [8, 9]. Using nearest
neighbor exchange coupling, as first demonstrated in GaAs
devices [10], two-qubit operations have been recently imple-
mented in silicon with high fidelity [11–13].
Silicon has become a favored material for spin-based quan-
tum computing due to seconds-long spin relaxation times T1
[14, 15] and the ability to greatly extend spin coherence times
T2 through isotopic enrichment [4, 16–20]. By using electric
dipole spin resonance (EDSR) in the presence of a field gra-
dient, Yoneda et al. have demonstrated single spin rotations
with a fidelity >99.9% [9], approaching single qubit fidelities
obtained with superconducting qubits [21, 22]. Field gradi-
ents can also simplify the implementation of two-qubit gates
in silicon [12, 13]. However, the added control enabled by the
micromagnet can limit T2 [9] and may substantially reduce T1
[12, 13]. Given the growing importance of EDSR for silicon
spin qubits, it is necessary to understand how magnetic field
gradients impact T1.
Spin relaxation has been examined in detail in GaAs quan-
tum dots [2, 23–28]. Here the combination of intrinsic spin-
orbit coupling and electron-phonon coupling leads to a char-
acteristic T−11 ∝ B5 dependence of the spin relaxation rate
[29, 30]. In contrast, there are relatively few experimental
measurements of single spin relaxation in Si-MOS [15, 31, 32]
and Si/SiGe [33, 34]. It is generally understood that phonon-
mediated relaxation processes are important in silicon [35].
Moreover, the presence of valley states can lead to spin relax-
ation “hot-spots” when the valley splitting EV is comparable
to the Zeeman energy EZ [15, 36]. However, the addition of
a micromagnet to spin qubit devices may result in new relax-
ation pathways, as electrical noise (e.g. Johnson noise, 1/f
noise, or external noise) will lead to uncontrolled motion of
the electron in the field gradient, and give rise to a randomly
fluctuating magnetic field.
In this Letter, we examine the impact of a synthetic spin-
orbit field on single spin relaxation in Si. To better isolate the
effect of a micromagnet, we directly compare T1 on devices
fabricated with and without Co micromagnets. We find sig-
nificantly faster spin relaxation in devices incorporating mi-
cromagnets over a 6 T range of magnetic field. Consistent
with measurements on Si-MOS devices, we observe spin re-
laxation hotspots at intermediate fields [15]. However, there
is an unexpected saturation of T1 at low magnetic fields in the
micromagnet device [31] and an overall weak power-law scal-
ing at high fields on both devices. T1 decreases with tempera-
ture and added electrical noise, suggestive of a spin-relaxation
mechanism involving charge-noise-induced motion in a spin-
orbit field. These measurements should motivate further the-
oretical investigations of spin relaxation in Si/SiGe quantum
dots.
We measure T1 as a function of external magnetic fieldBext
on two devices (see Fig. 1) fabricated from the same Si/SiGe
wafer used in previous experiments [37, 38] . Electrons in the
Si quantum well are laterally confined using an overlapping
aluminum gate architecture [38]. Device 1 consists of a dou-
ble quantum dot (DQD) and an additional 250 nm thick Co
micromagnet [12]. Device 2 is a linear array of nine dots with
no micromagnet [39]. Single spin qubits are defined in the up-
per half of each device and charge detection is performed by
measuring the current through a charge detector located in the
lower half of the device (IS for Device 1, and IS1 or IS2 for
Device 2). All measurements are performed in a dilution re-
frigerator and Bext is applied along the [110] crystallographic
direction.
We begin by presenting measurements from Device 1. The
charge stability diagram is shown in Fig. 1(c) and is obtained
by differentiating the charge sensor current IS as a function of
the gate voltages VL and VR. The DQD is tuned to the one-
electron regime, where spin relaxation measurements can be
performed in the left dot near the (0,0)-(1,0) charge transition
or in the right dot near the (0,0)-(0,1) charge transition. Here
(NL,NR) refers to the number of electrons in the left and right
dots. Before measuring T1, the micromagnet is magnetized
by ramping the external field up to Bext = 6 T. The ∼140
mT field due to the micromagnet adds to Bext [12, 40], and
a transverse field gradient of ∼ 1.8 T/µm is estimated from
COMSOL simulations [9, 41].
The spin T1 of a single electron is measured using a three-
step “Elzerman” pulse sequence, as illustrated by points (A),
(B), and (C) in Fig. 1(c) [42]. The device is first emptied of
electrons at point (A) in the (0,0) region of the charge sta-
bility diagram. An electron with a random spin orientation
is loaded into the left dot by abruptly pulsing to point (B) in
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Figure 1. False color scanning electron micrographs of the devices used for the T1 measurements. (a) DQD device containing an additional Co
micromagnet (hashed region) for EDSR. (b) 9 dot device without a micromagnet. (c) Charge stability diagram acquired using the DQD. The
pulse sequence used to measure T1 is overlaid on the data. The T1 measurement starts with an empty DQD at position (A), loads a random
spin and waits for a time τ at point (B), and determines the final spin state at point (C) using spin-to-charge conversion.
the (1,0) region of the charge stability diagram. After waiting
for a time τ , the spin state is read out through spin to charge
conversion at point (C), which is near the (0,0)-(1,0) charge
transition. The pulse sequence is completed by pulsing back
to (A) to empty the DQD. Similarly, the right dot spin T1 is
measured by implementing the pulse sequence near the (0,0)-
(0,1) charge transition (points A′, B′, and C′).
Repeating the pulse sequence for varying wait times τ al-
lows us to measure the spin-up probability P↑(τ). We extract
T1 by fitting P↑(τ) to the form P↑(τ) = a exp(−τ/T1) + b,
where a and b depend on the initialization and readout fideli-
ties of the spin-up state [14, 34, 43]. For the simple expo-
nential dependence to hold, we tune the average time required
for an electron to tunnel onto the dot, ton, to be short relative
to the minimum τ used to collect the data [40]. The readout
visibility prohibits measurements below 0.15 T. We therefore
measure between 0.15 T and 6 T (the maximum field of our
vector magnet).
Spin relaxation data from Device 1 are shown in Fig. 2,
where we plot T−11 as a function of Bext for the left and
right dots. We observe three magnetic field regimes, where T1
shows qualitatively different behavior. For Bext < 300 mT,
T1 saturates around 65 ms for the left dot and 160 ms for the
right dot. In the intermediate field regime, where 0.3 T <
Bext < 1 T, we observe a dramatic peak in T−11 for both dots,
where T−11 > 1 kHz. The peak in T
−1
1 is consistent with a
spin-relaxation hotspot due to spin-valley mixing when EZ is
comparable to EV [15]. Above Bext ∼ 1 T, the relaxation
rates follow a power law with T−11 ∝ B4.0(3.8)ext for the left
(right) dot. In general, a high-field power law dependence is
expected, but with a larger exponent (B5ext in GaAs and B
7
ext
in Si/SiGe) [23, 36].
To better isolate the effect of the micromagnet on T1 we
have fully characterized Device 2, which is fabricated on the
same heterostructure as Device 1, but has no micromagnet.
The accumulation gates for Device 2 are designed to cre-
ate a linear chain of 9 tunnel coupled quantum dots, whose
charge states can be read out using three proximal quantum
dot charge sensors. Details on the fabrication of Device 2 and
data showing single electron occupancy through charge detec-
tion are presented in Ref. [39]. Since our devices operate in
accumulation mode, Device 2 can be used to measure the T1
of a single electron confined in a dot formed beneath any of
the nine plunger gates [labeled P1, P2, etc. in Fig. 1(b)]. To
illustrate the mode of operation of Device 2, the inset of Fig.
1(b) shows a COMSOL simulation of the electron density in
the Si quantum well. Here a single quantum dot is defined
under plunger gate P2. With the exception of barrier gate B3,
the plunger and barrier gates to the right of dot 2 are positively
biased to accumulate a channel of electrons that connects to a
two-dimensional Fermi sea. Transport measurements and spin
state readout can then be performed on dot 2 using standard
techniques. Moreover, T1 measurements can be performed on
other dots in the array by simply reconfiguring the gate volt-
ages [38].
Figure 3 shows T−11 as a function of Bext for dots 2, 5
and 6 in Device 2. Overall, the relaxation rates are slower in
Device 2, especially at low magnetic fields. Specifically, T1
approaches 5 s atBext = 400 mT, almost two orders of magni-
tude greater than data from Device 1 at the same Bext. Here,
the T1 measurements are restricted to Bext ≥ 400 mT, as T1
exceeds several seconds and the measurements become very
time-consuming at low field. As with Device 1, we observe a
peak in T−11 at intermediate fields in dot 2. However, no re-
laxation hotspot is observed in dots 5 and 6, presumably due
to a valley splitting that lies below the minimum Zeeman en-
ergy EZ = 110µeV for these data sets. For Bext > 2 T,
T−11 ∝ Bpext, with p exhibiting dot-to-dot variations and gen-
erally falling in the range 4< p < 6. Additional Device 2 data
are shown in [40].
We are able to fit the data from both devices to a three com-
ponent function:
T−11 (ωZ) = T
−1
1,sat + (cJωZ + cphω
5
Z)FSV(ωZ) + cpω
p
Z . (1)
The first term T−11,sat is an empirical magnetic field-
independent relaxation rate that captures the low field satu-
ration observed in experiment and ωZ = EZ/h¯ is the Larmor
precession frequency. The second term in Eqn. 1 accounts
for spin-valley relaxation at the hotspot and includes a John-
son noise term cJωZ and a phonon noise term cphω5Z , where
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Figure 2. Spin relaxation rate T−11 as a function of external mag-
netic field Bext from the left and right dots in Device 1 (with a Co
micromagnet). T1 saturates at low field in both dots, yielding T1 =
65 ms (160 ms). Spin-relaxation hotspots are observed at intermedi-
ate fields of Bext = 0.47 T (0.68 T) for the left (right) dot. For Bext
> 1 T, T−11 ∝ B4.0(3.8)ext for the left (right) dot.
cJ and cph are scaling pre-factors. These noise terms have
been included in previous analyses of spin relaxation rates in
Si-MOS devices [15, 32]. The behavior near the hotspot is
captured by
FSV(ωZ) = 1−
[
1 +
∆2
(EV − h¯ωZ)2
]−1/2
, (2)
which is parameterized by EV and the spin-valley mixing en-
ergy ∆ [36]. The final term in Eqn. 1 reproduces the high field
behavior with power law exponent p and scaling pre-factor cp
as free parameters to account for the observed variations be-
tween dots and devices.
Fits to the Device 1 data are shown by the dashed lines
in Fig. 2. To account for the additional field contribution
from the micromagnet we set ωZ = gµBBtot/h¯ with Btot =
Bext + Bm and Bm = 140 mT, where g = 2 is the g-factor
in silicon and µB is the Bohr magneton. Based on the micro-
magnet design, and the largeBext that should pin the magenti-
zation of the micromagnet in the direction ofBext, we assume
the two field contributions simply add [40]. From the low field
behavior we extract T−11,sat = 15.3 Hz (6.3 Hz) for the left
(right) dot. The spin-valley contribution to the total relaxation
rate agrees well with the data in the vicinity of the hotspots
and allows us to extract valley splittings of EV = 70µeV
(95µeV) when taking into account the field added by the mi-
cromagnet. These valley splittings are consistent with values
obtained through magnetospectroscopy and dispersive read-
out on similar devices [38, 44]. At high fields we find power
law exponents p = 4.0±0.1 (3.8±0.1). Here the strong spin-
valley hot-spot contribution to the spin relaxation rate limits
the precision of p.
The Device 2 data shown in Fig. 3 are also well fit by Eqn.
1. We extract a valley splitting EV = 106µeV in dot 2,
but neglect the spin-valley contribution in dots 5 and 6, as
no hotspots are observed in these data sets. For all three dots,
we find negligible saturation constants T−11,sat. Based on the
longest observed relaxation time on this device, we estimate
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Figure 3. T−11 as a function of Bext for dots 2, 5 and 6 of Device 2
(no micromagnet). No saturation in T1 is observed down to Bext =
0.4 T, where T1 = 5 s. Dot 2 exhibits a relaxation hotspot at Bext =
0.915 T. At high fields, T−11 ∝ B5.5ext (dot 2), B4.0ext (dot 5) and B4.7ext
(dot 6).
T−11,sat < 0.2 Hz. Finally, at high fields we observe a variety
of power law exponents with p = 5.5, 4.0 and 4.7 for dots 2,
5 and 6.
While the data are well fit by Eqn. 1, it has empirical fit
parameters. We therefore seek to constrain our fits by turn-
ing to existing theoretical models. Relaxation is expected to
be dominated by spin-orbit and spin-valley coupling, both of
which have been considered in detail for Si quantum dots and
can be distinguished by their characteristic magnetic field de-
pendence [35, 36, 45]. Spin-orbit coupling leads to spin relax-
ation through coupling to higher orbital states and is described
by the functional form
T−11,SO ∝
ω2Z
ω4d
S(ωZ), (3)
where ωd is the orbital confinement frequency and S(ωZ) is
the electrical noise spectrum at frequency ωZ [2, 36]. The
spin-valley contribution is described by
T−11,SV(ωZ) ∝ S(ωZ)FSV(ωZ), (4)
with FSV as previously defined. Both rates are dependent
on the noise spectrum S(ωZ), which can have contributions
from Johnson noise, charge noise, and phonons [36]. Johnson
noise, which may be caused by charge fluctuations in the re-
sistive leads of the quantum dots, results in a noise spectrum
SJ(ωZ) ∝ ωZ coth(h¯ωZ/2kBTe), where Te is the electron
temperature. Charge noise, often related to the occupation and
ionization of nearby charge traps, yields Sch(ωZ) ∝ Te/ωZ .
Phonons, which can couple to the electron through electric
fields generated by crystal lattice deformations, have a strong
energy dependence Sph(ωZ) ∝ ω5Z coth(h¯ωZ/2kBTlat).
In the low temperature limit (kBTe  h¯ωZ) valid in
our measurements, coth(h¯ωZ/2kBTe) ≈ 1 and the spin-
valley relaxation contributions mediated by Johnson noise and
phonons explain the relaxation hotspots in the data. However,
it is not possible to clearly identify the combination of existing
spin-orbit and spin-valley relaxation theories with the consid-
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Figure 4. Effects of noise and temperature on T1. (a) In the low field
regime (Bext = 0.25 T) on Device 1, where T1 saturates, we drive
gate R with white noise with power spectral density SRF. The relax-
ation rate scales linearly with SRF (dashed line). (b) WithBext = 1.5
T on Device 2, we measure the dependence of T1 on device temper-
ature, Tlat. Taking into account the minimum electron temperature,
T0 = 115mK, we find that T−11 ∝ Te =
√
T 20 + T
2
lat.
ered noise terms accounting for the low field saturation of T1
in Device 1 and the high field scaling of T1 in both devices.
To gather further insight into the mechanisms that lead to
the behavior at low and high fields, which so far has only
been captured by empirical terms, we take two additional
data sets. We first perform an experiment to examine the
low field saturation of T1 in the right dot of Device 1, which
could conceivably be due to charge-noise-induced motion in
a large magnetic field gradient. For this measurement we set
Bext = 250 mT and measure T1 as a function of the white
noise power SRF applied to gate R, coupling to the right dot
chemical potential. This artificial charge noise is generated
by an arbitrary waveform generator and is up-converted to the
resonance frequency of the electron spin fR = 10.22 GHz
using the mixing input of a vector signal generator [40]. As
shown in Fig. 4(a), T−11 increases linearly with SRF.
Since the spin relaxation rate is proportional to the noise
power spectral density we can extract an estimate for the mag-
nitude of the internal noise Sint in the device that leads to the
low power saturation of T1. Specifically, when SRF = Sint
we expect the relaxation rate to double. By meeting this
condition at T−11 = 12 Hz and SRF = −187 dBm/Hz, we
infer the internal noise. This power translates to a voltage
noise SV (fR) = 0.2 nVRMS/
√
Hz at the gate assuming a
high impedance load [40]. Applying 1/f scaling of the noise
source, and factoring in the lever arm conversion between gate
voltage and energy α = 0.13 e, this noise level corresponds to
SV ≈ 20µV/
√
Hz ≈ 3µeV/√Hz at 1 Hz, which is consis-
tent with charge noise values reported elsewhere in the liter-
ature [46, 47]. Together with the observed variation of satu-
ration between the two dots, this indicates that T1 sensitively
depends on the local noise environment.
Next, we investigate the mechanism leading to the high
field behavior of T1 in both devices. Based on the consid-
ered theoretical models for first-order relaxation processes,
the low temperature limit still holds up to about T ≈ 1 K
at Bext > 1 T, implying a temperature independence of T1.
However, higher-order processes might show a temperature
dependence at lower T [32, 48]. To reduce the impact of the
known spin-valley contribution, we perform this measurement
in dot 6 of Device 2 where no hotspot is observed. We fix the
magnetic field at Bext = 1.5 T and measure T1 as a function
of the lattice temperature Tlat, which is controlled by heating
the mixing chamber plate of the dilution refrigerator. We fit
the data shown in Fig. 4(b) to the form
T−11 (T ) = c
√
T 20 + T
2
lat, (5)
where T0 = 115 mK is the base electron temperature
in Device 2, c is an overall scaling factor, and the term√
T 20 + T
2
lat ≡ Te is the effective electron temperature. We
find that the relaxation rate increases linearly with Te, even
though we expect no temperature dependence. While more
studies are needed, this suggests that the high field behavior
may be impacted by higher-order processes, potentially in-
volving low lying valley-states in our system.
In conclusion, we have measured the spin relaxation time
T1 as a function of magnetic field in Si/SiGe quantum dots.
The presence of a micromagnet accelerates spin relaxation
over the entire range of magnetic fields and results in a satura-
tion of the relaxation time at low magnetic fields. A shorter T1
will adversely impact the readout visibility in large quantum
dot arrays where the measurement time can be a significant
fraction of T1 [39]. Our results imply that careful engineering
of the micromagnet will be crucial for improving the perfor-
mance of quantum dot devices incorporating micromagnets.
Of course, careful engineering will also require a full theoret-
ical understanding of the microscopic mechanisms responsi-
ble for spin relaxation in the presence of large magnetic field
gradients.
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