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1. Bevezetés
Az értekezésben lineáris id®késleltetett sztochasztikus diﬀerenciál-
egyenletekkel leírt statisztikai modellt tekintünk. A vizsgálódás cél-
ja a likelihood függvény lokális aszimptotikus tulajdonságainak bizo-
nyítása. A késleltetett egyenletek lokális aszimptotikus tulajdonsá-
gait vizsgáló cikkek listája nem túl kiterjedt. Az eredmények nagy
része Gushchin, Küchler és társszerz®inek köszönhet®. A hivatkozá-
sok részletes bemutatása megtalálható az értekezés 1.3-as szakaszában.
Gushchin és Küchler 1999-ben íródott cikkét azonban ki kell emelni.
Ebben a tanulmányban a
dX(t) = (aX(t) + bX(t− 1)) dt+ dW (t)
egyenlet lokális aszimptotikus tulajdonságait vizsgálták meg. Kiderült,
hogy tizenegy különböz® esetet lehet megkülönböztetni  melyekben
a LAN, LAMN, PLAMN és LAQ tulajdonságok valamelyike teljesül
(ezek deﬁníciói megtalálhatóak ebben a bevezet®ben és az értekezés
2.1-es szakaszában is)  amint a θ = (a, b) paraméter befutja az R2
paraméterteret. Ez a cikk volt az egyik legmotiválóbb és leghasznosabb
el®zmény az értekezés megszületésénél.
Az értekezés bevezet®je tartalmaz még néhány egyéb motiváló id®-
késleltetést tartalmazó példát (1.1-es szakasz), valamint az aszimpto-
tikus statisztika alapvet® koncepciójának egy heurisztikus tárgyalását
(1.2-es szakasz).
Ebben a tézisfüzetben felidézzük az aszimptotikus statisztika alap-
vet® deﬁnícióit. Az értekezés 2.1-es és 2.2-es szakaszában e témakör
további, részletesebb bemutatása található.
1.1 Deﬁníció. (LAQ) Legyen Θ ⊂ Rp egy nyílt halmaz. Statiszi-
kai kísérletek egy (XT ,XT , {Pθ,T : θ ∈ Θ})T∈R++ családja lokálisan
aszimptotikusan kvadratikus (LAQ) a θ ∈ Θ pontban, ha léteznek
rθ,T ∈ Rp×p, T ∈ R++ (skálázó) mátrixok, ∆θ,T : XT → Rp,
T ∈ R++ mérhet® függvények (statisztikák) és Jθ,T : XT → Rp×p,
T ∈ R++ mérhet® függvények úgy, hogy
log
dPθ+rθ,ThT ,T
dPθ,T
= h>T∆θ,T−
1
2
h>T Jθ,ThT+oPθ,T (1), amint T →∞,
amint hT ∈ Rp, T ∈ R++, egy korlátos család, amire teljesül, hogy
θ + rθ,ThT ∈ Θ minden T ∈ R++ esetén, továbbá
(∆θ,T ,Jθ,T ) = OPθ,T (1), T ∈ R++,
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és a
(L((∆θ,T ,Jθ,T ) |Pθ,T ))T∈R++
család minden µθ torlódási pontjára, amint T →∞, ami egy való-
szín¶ségi mérték az (Rp × Rp×p,B(Rp × Rp×p)) téren teljesül, hogy
(1.1) µθ({(∆,J) ∈ Rp × Rp×p : J egy szimmetrikus
és szigorúan pozitív deﬁnit }) = 1
és
(1.2)
∫
Rp×Rp×p
exp
{
h>∆− 1
2
h>Jh
}
µθ(d∆,dJ) = 1,
amint h ∈ Rp úgy, hogy létezik Tk ∈ R++, k ∈ N, és hTk ∈ Rp,
k ∈ N, úgy, hogy hTk → h, amint k → ∞, θ + rθ,TkhTk ∈ Θ
minden k ∈ N esetén.
1.2 Deﬁníció. (LAMN) Legyen Θ ⊂ Rp egy nyílt halmaz. Statisz-
tikai kísérletek egy (XT ,XT , {Pθ,T : θ ∈ Θ})T∈R++ családja lokálisan
aszimptotikusan kevert normális (LAMN) a θ ∈ Θ pontban, ha LAQ
a θ ∈ Θ pontban, és a (L((∆θ,T ,Jθ,T ) |Pθ,T ))T∈R++ család minden
µθ torlódási pontjára, amint T →∞, teljesül, hogy∫
Rp×B
eih
>∆ µθ(d∆,dJ) =
∫
Rp×B
e−h
>Jh/2 µθ(d∆,dJ),
minden B ∈ B(Rp×p) és h ∈ Rp esetén, azaz ∆ feltételes eloszlása
J-re vonatkozóan a µθ mérték melett Np(0,J), illetve, ami ezzel
ekvivalens, µθ = L((ηθZ, ηθη>θ ) |P), ahol Z : Ω→ Rp és ηθ : Ω→
Rp×p egymástól független véletlen változók a (Ω,F ,P) valószín¶ségi
mez®n úgy, hogy L(Z |P) = Np(0, Ip).
1.3 Deﬁníció. (LAN) Legyen Θ ⊂ Rp egy nyílt halmaz. Statiszti-
kai kísérletek egy (XT ,XT , {Pθ,T : θ ∈ Θ})T∈R++ családja lokálisan
aszimptotikusan normális (LAN) a θ ∈ Θ pontban, ha LAMN a
θ ∈ Θ pontban, és a (L((∆θ,T ,Jθ,T ) |Pθ,T ))T∈R++ család minden
µθ torlódási pontjára, amint T →∞, teljesül, hogy
µθ = Np(0,Jθ)× δJθ ,
ahol Jθ ∈ Rp×p egy szimmetrikus, szigorúan pozitív deﬁnit mátrix,
δJθ pedig a Jθ pontba koncentrált Dirac-mérték az (Rp×p,B(Rp×p))
téren. A Jθ mennyiséget információs mátrixnak nevezzük.
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1.4 Deﬁníció. (PLAMN) Legyen Θ ⊂ Rp egy nyílt halmaz. Sta-
tisztikai kísérletek egy (XT ,XT , {Pθ,T : θ ∈ Θ})T∈R++ családja perio-
dikusan lokálisan aszimptotikusan kevert normális (PLAMN) a θ ∈ Θ
pontban, ha LAQ a θ ∈ Θ pontban, és
(∆θ,kD+d,Jθ,kD+d)
D−→ (∆θ(d),Jθ(d)), amint k →∞,
amint d ∈ [0, D), és minden d ∈ [0, D) esetén ∆θ(d) feltételes
eloszlása Jθ(d)-re vonatkozóan Np(0,Jθ(d)) illetve, ami ezzel ekviva-
lens, léteznek egymástól független Z : Ω → Rp és ηθ(d) : Ω → Rp×p
véletlen változók úgy, hogy Z D= Np(0, Ip), és ∆θ(d) = ηθ(d)Z,
Jθ(d) = ηθ(d)η
>
θ (d).
2. Heston-modell
A lokális aszimptotikus tulajdonság illusztrálásához egy jól ismert
pénzügyi modellt, a Heston-modellt vizsgáltuk meg az értekezés 2.3-as
szakaszában. Ezen vizsgálódás eredményei Benke és Pap [3] cikkében
kerültek publikálásra.
A vizsgált Heston-modell az alábbi alakú.{
dYt = (a− bYt) dt+ σ1
√
Yt dWt,
dXt = (α− βYt) dt+ σ2
√
Yt
(
% dWt +
√
1− %2 dBt
)
,
t > 0,
ahol a > 0, b, α, β ∈ R, σ1 > 0, σ2 > 0, % ∈ (−1, 1) és (Wt, Bt)t>0
egy kétdimenziós standard Wiener-folyamat. Ebben a pénzügyi mo-
dellben Xt írja le egy kockázatos eszköz t id®pontbeli árfolyamának
logaritmusát, és Yt pedig a sztochasztikus volatilitását. A b paramé-
ter el®jelét®l függ®en három esetet lehet megkülönböztetni, melyeket
szubkritikus (b > 0), kritikus (b = 0) és szuperkritikus (b < 0) esetnek
nevezünk. Az (a, α, b, β) drift paramétereket tekintve megvizsgáltuk
ezen modell lokális aszimptotikus tulajdonságait.
Legyen Pθ,T az (Yt, Xt)t∈[0,T ] folyamat által generált valószín¶sé-
gi mérték a (C([0, T ],R2),B(C([0, T ],R2)) téren. Továbbá tekintsük
statisztikai kísérletek
(2.1) (ET ) :=
(
C(R+,R2),B(C(R+,R2)), {Pθ,T : θ ∈ R++ × R3}
)
családját, amint T ∈ R++, valamint az alábbi jelölést.
(2.2) S :=
[
σ21 %σ1σ2
%σ1σ2 σ
2
2
]
.
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2.1 Tétel. (Szubkritikus eset) Ha a ∈ (σ212 ,∞), b ∈ R++, és
α, β ∈ R, akkor a statisztikai kísérletek (2.1)-ben megadott családja
LAN a θ := (a, α, b, β) pontban rθ,T :=
1√
T
I4, T ∈ R++, skálázás-
sal és
Jθ :=
[
E
(
1
Y∞
)
−1
−1 E(Y∞)
]
⊗ S−1
információs mátrixszal.
Következésképpen a statiszikai kísérletek (C(R+,R2),B(C(R+,R2)),
{Pθ+h/√T ,T : h ∈ R4})T∈R++ családja konvergál az (R4 ×
R4×4,B(R4 × R4×4), {N4(Jθh,Jθ) : h ∈ R4}) kísérlethez, amint
T →∞.
2.2 Tétel. (Kritikus eset) Ha a ∈ (σ212 ,∞), b = 0, és α, β ∈ R,
akkor a statisztikai kísérletek (2.1)-ben megadott családja LAQ a θ :=
(a, α, b, β) pontban
rθ,T :=
[ 1√
log T
0
0 1T
]
⊗ I2, T ∈ R++,
skálázással és(
∆θ,T (Y,X),Jθ,T (Y,X)
) D−→ (∆θ,Jθ), amint T →∞,
ahol
∆θ :=

(
a− σ212
)−1/2 [σ1 σ2%
0 σ2
√
1− %2
]−1
Z2
S−1
[
a− Y1
α−X1
]
 ,
Jθ :=
(a− σ212 )−1 0
0
∫ 1
0
Ys ds
⊗ S−1,
ahol (Yt,Xt)t∈R+ a{
dYt = adt+ σ1
√Yt dWt,
dXt = α dt+ σ2
√Yt
(
%dWt +
√
1− %2 dBt
)
,
t ∈ R+
egyenlet (Y0,X0) = (0, 0) kezdeti értékkel vett egyértelm¶ er®s megol-
dása, ahol (Wt,Bt)t∈R+ egy kétdimenziós standard Wiener-folyamat,
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Z2 egy kétdimenziós standard normális eloszlású változó, ami függet-
len
(Y1, ∫ 10 Yt dt,X1)-t®l, és S a (2.2)-ben deﬁniált mátrix.
Következésképpen a statisztikai kísérletek (C(R+,R2),B(C(R+,R2)),
{Pθ+rθ,Th,T : h ∈ R4})T∈R++ családja konvergál az (R4 ×
R4×4,B(R4 × R4×4), {Qθ,h : h ∈ R4}) kísérlethez, amint T → ∞,
ahol
Qθ,h(B) := E
(
exp
{
h>∆θ − 1
2
h>Jθh
}
1B(∆θ,Jθ)
)
,
minden B ∈ B(R4 × R4×4) és h ∈ R4 esetén.
Amennyiben b = 0 és β ∈ R rögzített paraméterek, akkor a
statisztikai kísérletek(
C(R+,R2),B(C(R+,R2)),
{
Pθ,T : a ∈
(σ21
2
,∞
)
, α ∈ R
})
T∈R++
részcsaládja LAN a (a, α) pontban r
(1)
θ,T :=
1√
log T
I2, T ∈ R++,
skálázással és J
(1)
θ :=
(
a− σ212
)−1
S−1 információs mátrixszal.
Következésképpen a statisztikai kísérletek (C(R+,R2),B(C(R+,R2)),
{Pθ+h/√log T ,T : h1 ∈ R2})T∈R++ családja konvergál az (R2 ×
R2×2,B(R2 × R2×2), {N2(J (1)θ h1,J (1)θ ) : h1 ∈ R2}) kísérlethez, amint
T →∞, ahol h := (h1,0)> ∈ R4.
2.3 Tétel. (Szuperkritikus eset) Ha a ∈ [σ212 ,∞), b ∈ R−−, és
α, β ∈ R, akkor a statisztikai kísérletek (2.1)-ben megadott családja
nem LAQ a θ := (a, α, b, β) pontban az
rθ,T :=
[
1 0
0 ebT/2
]
⊗ I2, T ∈ R++
skálázással, annak ellenére, hogy(
∆θ,T (Y,X),Jθ,T (Y,X)
) D−→ (∆θ,Jθ), amint T →∞,
ahol
∆θ :=
(
I2 ⊗
[
σ1 σ2%
0 σ2
√
1− %2
]−1)
σ−11 V˜
Z1(
− Y˜−1/bb
)1/2
Z2
 ,
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Jθ :=
[∫ −1/b
0
Y˜u du 0
0 − Y˜−1/bb
]
⊗ S−1,
továbbá (Y˜t)t∈R+ a
dY˜t = adt+ σ1
√
Y˜t dWt, t ∈ R+,
egyenlet Y˜0 = y0 kezdeti értékkel vett egyértelm¶ er®s megoldása, ahol
(Wt)t∈R+ egy standard Wiener-folyamat és
V˜ := log Y˜−1/b − log y0 −
(
a− σ
2
1
2
)∫ −1/b
0
Y˜u du,
ahol Z1 egy standard normális eloszlású változó és Z2 egy kétdimen-
ziós standard normális eloszlású változó úgy, hogy (Y˜−1/b,
∫ −1/b
0
Y˜u du),
Z1 és Z2 függetlenek egymástól, S pedig a (2.2)-ben deﬁniált mátrix.
Továbbá (1.1) szintén tejesül, viszont (1.2) nem igaz.
Ha a ∈ (σ212 ,∞) és α ∈ R rögzített paraméterek, akkor a statisz-
tikai kísérletek(
C(R+,R2),B(C(R+,R2)),
{
Pθ,T : b ∈ R−−, β ∈ R
})
T∈R++
részcsaládja LAMN a (b, β) pontban r
(2)
θ,T := e
bT/2I2, T ∈ R++
skálázással és
∆
(2)
θ :=
(
−Y˜−1/b
b
)1/2 [
σ1 σ2%
0 σ2
√
1− %2
]−1
Z2,
J
(2)
θ :=
(
−Y˜−1/b
b
)
S−1.
Következésképpen a statisztikai kísérletek (C(R+,R2),B(C(R+,R2)),
{Pθ+ebT/2h,T : h2 ∈ R2})T∈R++ családja konvergál az (R2 ×
R2×2,B(R2 × R2×2), {L((∆(2)θ + J (2)θ h2,J (2)θ ) |P) : h2 ∈ R2}) kísér-
lethez, amint T →∞, ahol h := (0,h2)> ∈ R4.
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3. Egyenletes késleltetés
Az értekezés harmadik fejezetében a f® eredmények kerülnek bemuta-
tásra. Tegyük fel, hogy a megﬁgyelt (X(t))t∈[−r,T ], folyamatot a
dX(t) = ϑ
∫
[−r,0]
X(t+ u) a(du) dt+ dW (t), t > 0,
lineáris késleltetett sztochasztikus diﬀerenciálegyenlet írja le, ahol a
egy véges, el®jeles mérték a [−r, 0] intervallumon, W egy standard
Wiener-folyamat, ϑ pedig az ismeretlen, valós paraméter. Ezen modell
lokális aszimptotikus tulajdonságaira vagyunk kíváncsiak.
Egy bevezetés után a 3.2-es szakaszban el®ször egy speciális esetet
tekintünk, amikor a késleltetés egyenletes. Ezen vizsgálódás eredmé-
nyei Benke és Pap [1] cikkében kerültek publikálásra. Tehát tegyük fel,
hogy (X(ϑ)(t))t∈R+ a{
dX(t) = ϑ
∫ 0
−1X(t+ u) dudt+ dW (t), t ∈ R+,
X(t) = X0(t), t ∈ [−1, 0],
egyenlet megoldása, ahol (X0(t))t∈[−1,0] egy rögzített, folytonos kez-
deti függvény. Továbbá minden T ∈ R++ esetén legyen Pϑ,T
az (X(ϑ)(t))t∈[−1,T ] folyamat által generált valószín¶ségi mérték a
(C([−1, T ],R),B(C([−1, T ],R))) téren. Tekintsük a statisztikai kísér-
letek
(3.1) (ET ) :=
(
C(R+,R),B(C(R+,R)), {Pϑ,T : ϑ ∈ R}
)
családját, ahol T ∈ R++.
3.1 Tétel. Ha ϑ ∈ (−pi22 , 0), akkor a statisztikai kísérletek (3.1)-
ben megadott családja LAN a ϑ pontban rϑ,T =
1√
T
, T ∈ R++
skálázással és
Jϑ =
∫ ∞
0
(∫ 0
−1
x0,ϑ(t+ u) du
)2
dt.
3.2 Tétel. A statisztikai kísérletek (3.1)-ben megadott családja LAQ
a 0 pontban r0,T =
1
T , T ∈ R++ skálázással és
∆0 =
∫ 1
0
W(t) dW(t), J0 =
∫ 1
0
W(t)2 dt,
ahol (W(t))t∈[0,1] egy standard Wiener-folyamat.
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3.3 Tétel. A statisztikai kísérletek (3.1)-ben megadott családja LAQ
a −pi22 pontban r−pi22 ,T =
1
T , T ∈ R++ skálázással és
∆−pi22
=
1
pi(pi2 + 16)
(
16
∫ 1
0
(W1(s) dW2(s)−W2(s) dW1(s))
−4pi
∫ 1
0
(W1(s) dW1(s) +W2(s) dW2(s))
)
,
J−pi22
=
16
pi2(pi2 + 16)
∫ 1
0
(W1(t)2 +W2(t)2) dt,
ahol (W1(t),W2(t))t∈[0,1] egy kétdimenziós Wiener-folyamat.
3.4 Tétel. Ha ϑ ∈ (0,∞), akkor a statisztikai kísérletek (3.1)-ben
megadott családja LAMN a ϑ pontban rϑ,T = e
−v0(ϑ)T , T ∈ R++
skálázással és
∆ϑ = Z
√
Jϑ, Jϑ =
(1− e−v0(ϑ))2
2v0(ϑ)(v0(ϑ)2 + 2v0(ϑ)− ϑ)2 (U
(ϑ))2,
ahol
U (ϑ) = X0(0)+ϑ
∫ 0
−1
∫ 0
u
e−v0(ϑ)(s−u)X0(s) dsdu+
∫ ∞
0
e−v0(ϑ)s dW (s),
és Z egy standard normális eloszlású változó, ami független Jϑ-tól.
3.5 Tétel. Ha ϑ ∈ (−∞,−pi22 ), akkor a statisztikai kísérletek (3.1)-
ben megadott családja PLAMN a ϑ pontban D = piκ0(ϑ) periódussal,
rϑ,T = e
−v0(ϑ)T , T ∈ R++ skálázással és
∆ϑ(d) = Z
√
Jϑ(d), Jϑ(d) =
∫ ∞
0
e−2v0(ϑ)s(V (ϑ)(d− s))2 ds,
amint d ∈
[
0, piκ0(ϑ)
)
, ahol
V (ϑ)(t) = X0(0)ϕϑ(t) + ϑ
∫ 0
−1
∫ 0
u
ϕϑ(t+ u−s)e−v0(ϑ)(s−u)X0(s) dsdu
+
∫ ∞
0
ϕϑ(t− s)e−v0(ϑ)s dW (s), t ∈ R+,
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valamint
ϕϑ(t) := A0(ϑ) cos(κ0(ϑ)t) +B0(ϑ) sin(κ0(ϑ)t), t ∈ R,
és Z egy standard normális eloszlású változó, ami független Jϑ(d)-t®l.
4. Általános késleltetés
Az értekezés 3.3-as szakaszában az általános késleltetés¶ modellt vizs-
gáljuk. Az eredmények Benke és Pap [2] cikkében kerültek publikálásra.
Tekintsük tehát a{
dX(t) = ϑ
∫
[−r,0]X(t+ u) a(du) dt+ dW (t), t ∈ R+,
X(t) = X0(t), t ∈ [−r, 0],
egyenletet, ahol a késleltetést leíró a mérték egy tetsz®leges, véges,
el®jeles mérték a [−r, 0] intervallumon.
Az aszimptotikus viselkedés szoros kapcsolatban áll a hϑ : C→ C
ún. karakterisztikus függvénnyel, ami el®áll a
hϑ(λ) := λ− ϑ
∫
[−r,0]
eλu a(du)
alakban, és a
λ− ϑ
∫
[−r,0]
eλu a(du) = 0.
ún. karakterisztikus egyenlet megoldásainak (karakterisztikus gyökök)
Λϑ halmazával. Az egyik legfontosabb mennyiség a maximális valós-
rész¶ karakterisztikus gyök valósrésze, azaz
v0(ϑ) := sup{Re(λ) : λ ∈ Λϑ} <∞.
Minden λ ∈ Λϑ esetén jelölje mϑ(λ) a λ karakterisztikus gyök
multiplicitását.
A korábbi eredményekben és az egyenletes késleltetés esetében is az
látható, hogy a LAN tulajdonság akkor teljesül, ha a v0(ϑ) mennyiség
szigorúan negatív. Ennek megfelel®en az sejthet®, hogy ez a feltétele
a LAN tulajdonság teljesülésének. Ezzel szemben mutatunk példát
olyan esetre, amikor v0(ϑ) = 0 és a LAN tulajdonság áll fenn (ld.
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az értekezés 3.3.7-es példáját). A v0(ϑ) mennyiség egy módosítására
van szükség. Ehhez minden λ ∈ Λϑ esetén jelölje m˜ϑ(λ) a
Pϑ,λ(t) :=
mϑ(λ)−1∑
`=0
cϑ,λ,` t
`
komplex érték¶ polinom valódi fokszámát, ahol
cϑ,λ,` :=
1
`!
mϑ(λ)−1−`∑
j=0
Aϑ,−j−1−`(λ)
j!
∫
[−r,0]
ujeλu a(du),
és Aϑ,k(λ), k ∈ {−mϑ(λ),−mϑ(λ)+1, . . .} az 1/hϑ(z) függvény z =
λ pont körüli Laurent-sorának együtthatói. A zéró polinom fokszáma
legyen −∞. Továbbá legyen
v∗ϑ := sup{Re(λ) : λ ∈ Λϑ, m˜ϑ(λ) > 0},
m∗ϑ := max{m˜ϑ(λ) : λ ∈ Λϑ, Re(λ) = v∗ϑ},
ahol sup ∅ := −∞ és max ∅ := −∞.
Minden T ∈ R++ esetén legyen Pϑ,T az (X(ϑ)(t))t∈[−r,T ] folya-
mat által generált mérték a (C([−r, T ],R),B(C([−r, T ],R))) téren.
Tekintsük a statisztikai kísérletek
(4.1) (ET ) :=
(
C(R+,R),B(C(R+,R)), {Pϑ,T : ϑ ∈ R}
)
családját, ahol T ∈ R++.
4.1 Tétel. Ha ϑ ∈ R olyan, hogy v∗ϑ < 0, akkor a statisztikai
kísérletek (4.1)-ben megadott családja LAN a ϑ pontban rϑ,T =
T−1/2, T ∈ R++ skálázással és
Jϑ =
∫ ∞
0
(∫
[−r,0]
x0,ϑ(t+ u) a(du)
)2
dt.
Speciálisan, ha a([−r, 0]) = 0, akkor v∗0 = −∞, m∗0 = −∞, és a
statisztikai kísérletek (4.1)-ben megadott családja LAN a 0 pontban
r0,T = T
−1/2, T ∈ R++ skálázással és
J0 =
∫ r
0
a([−t, 0])2 dt.
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4.2 Tétel. Ha ϑ ∈ R olyan, hogy v∗ϑ = 0, akkor a statisztikai
kísérletek (4.1)-ben megadott családja LAQ a ϑ pontban rϑ,T =
T−m
∗
ϑ−1 skálázással és
∆ϑ =
∑
λ∈Λϑ∩(iR)
m˜ϑ(λ)=m
∗
ϑ
cϑ,λ,m∗ϑ
∫ 1
0
ZIm(λ),m∗ϑ(s) dZIm(λ),0(s),
Jϑ =
∑
λ∈Λϑ∩(iR)
m˜ϑ(λ)=m
∗
ϑ
|cϑ,λ,m∗ϑ |2
∫ 1
0
|ZIm(λ),m∗ϑ(s)|2 ds,
ahol
Zϕ,0 :=

W, ha ϕ = 0,
1√
2
(Wϕ,Re + iWϕ,Im), ha ϕ ∈ R++,
Z−ϕ,0, ha ϕ ∈ R−−,
és (W(s))s∈[0,1], (Wϕ,Re(s))s∈[0,1] és (Wϕ,Im(s))s∈[0,1], ϕ ∈ R++,
egymástól független standard Wiener-folyamatok, valamint
Zϕ,`(s) :=
∫ s
0
(s− u)` dZϕ,0(u), s ∈ [0, 1], ϕ ∈ R, ` ∈ N.
Speciálisan, ha a([−r, 0]) 6= 0, akkor v∗0 = 0, m∗0 = 0, és a
statisztikai kísérletek (4.1)-ben megadott családja LAQ a 0 pontban
r0,T = T
−1 skálázással és
∆0 = a([−r, 0])
∫ 1
0
W(s) dW(s), J0 = a([−r, 0])2
∫ 1
0
W(s)2 ds.
4.3 Tétel. Legyen ϑ ∈ R olyan, hogy v∗ϑ > 0. Ha
Hϑ := {Im(λ) : λ ∈ Λϑ ∩ (v∗ϑ + iR++), m˜ϑ(λ) = m∗ϑ} 6= ∅,
és a Hϑ-beli számoknak létezik egy Dϑ közös osztója (azaz páron-
ként összemérhet®ek és az ezen számokból képzett hányadosok és Dϑ
egész számok), akkor a statisztikai kísérletek (4.1)-ben megadott csa-
ládja PLAMN a ϑ pontban 2piDϑ periódussal, rϑ,T = T
−m∗ϑe−v
∗
ϑT
skálázással és
∆ϑ(d) = Z
√
Jϑ(d),
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Jϑ(d) =
∫ ∞
0
e−2v
∗
ϑt Re
( ∑
λ∈Λϑ∩(v∗ϑ+iR)
m˜ϑ(λ)=m
∗
ϑ
cϑ,λ,m∗ϑU
(ϑ)
λ e
i(d−t) Im(λ)
)2
dt,
amint d ∈ [0, 2piDϑ ), ahol
U
(ϑ)
λ = X0(0)+v
∗
ϑ
∫
[−r,0]
∫ 0
u
e−λ(s−u)X0(s) ds a(du)+
∫ ∞
0
e−λs dW (s),
minden λ ∈ C esetén, valamint Z egy standard normális eloszlású
változó, ami független az (X0(t))t∈[−r,0] és (W (t))t∈R+ folyamatok-
tól.
Ha Hϑ = ∅, akkor a statisztikai kísérletek (4.1)-ben megadott
családja LAMN a ϑ pontban rϑ,T = T
−m∗ϑe−v
∗
ϑT skálázással és
∆ϑ = Z
√
Jϑ, Jϑ =
c2ϑ,v∗ϑ,m∗ϑ
2v∗ϑ
(U
(ϑ)
v∗ϑ
)2.
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