Abstract. The Dvoretzky-Kiefer-Wolfowitz (DKW) inequality says that if Fn is an empirical distribution function for variables i.i.d. with a distribution function F , and Kn is the Kolmogorov statistic √ n sup x |(Fn − F )(x)|, then there is a finite constant C such that for any M > 0, Pr(Kn > M ) ≤ C exp(−2M 2 ). Massart proved that one can take C = 2 (DKWM inequality) which is sharp for F continuous. We consider the analogous KolmogorovSmirnov statistic KSm,n for the two-sample case and show that for m = n, the DKW inequality holds with C = 2 if and only if n ≥ 458. For n 0 ≤ n < 458 it holds for some C > 2 depending on n 0 .
Introduction
This paper is a long version, giving many more details, of our shorter paper [16] . Let F n be the empirical distribution function based on an i.i.d. sample from a distribution function F , let D n := sup x |(F n − F )(x)|, and let K n be the Kolmogorov statistic √ nD n . Dvoretzky, Kiefer, and Wolfowitz in 1956 [7] proved that there is a finite constant C such that for all n and all M > 0, (1) Pr(K n ≥ M ) ≤ C exp(−2M 2 ).
We call this the DKW inequality. Massart in 1990 [12] proved (1) with the sharp constant C = 2, which we will call the DKWM inequality. In this paper we consider possible extensions of these inequalities to the two-sample case, as follows. For 1 ≤ m ≤ n, the null hypothesis H 0 is that F m and G n are independent empirical distribution functions from a continuous distribution function F , based altogether on m + n samples i. We will say that the DKW (resp. DKWM) inequality holds in the two-sample case for given m, n, and C (resp. C = 2) if for all M > 0, the following holds:
(4) P m,n,M := Pr(KS m,n ≥ M ) ≤ C exp(−2M 2 ).
It is well known that as m → +∞ and n → +∞, for any M > 0,
P m,n,M → β(M ) := Pr( sup
where B t is the Brownian bridge process.
Remark. For M large enough so that H 0 can be rejected according to the asymptotic distribution given in (5) at level α ≤ 0.05, the series in (5) is very close in value to its first term 2 exp(−2M 2 ), which is the DKWM bound (when it holds). Take M α such that 2 exp(−2M Let r max = r max (m, n) be the largest ratio P m,n,M /(2 exp(−2M 2 )) over all possible values of M for the given m and n. We summarize our main findings in Theorem 1 and Facts 2, 3, and 4.
Theorem. For m = n in the two-sample case:
(a) The DKW inequality always holds with C = e . = 2.71828. (b) For m = n ≥ 4, the smallest n such that H 0 can be rejected at level 0.05, the DKW inequality holds with C = 2.16863. (c) The DKWM inequality holds for all m = n ≥ 458, i.e., for all M > 0, (6) P n,n,M = Pr (KS n,n ≥ M ) ≤ 2e
−2M
2 .
(d) For each m = n < 458, the DKWM inequality fails for some M given by (3) . (e) For each m = n < 458, the DKW inequality holds for C = 2(1 + δ n ) for some δ n > 0, where for 12 ≤ n ≤ 457,
δ n < − 0.07 n + 40 n 2 − 400 n 3 .
Remark. The bound on the right side of (7) is larger than 2δ n for n = 16, 40, 70, 440, and 445 for example, but is less than 1.5δ n for 125 ≤ n ≤ 415. It is less than 1.1δ n for n = 285, 325, 345.
Theorem 1 (a), (b), and (c) are proved in Section 2. Parts (d) and (e), and also parts (a) through (c) for n < 6395, were found by computation.
For m = n we have no general or theoretical proofs but report on computed values. The methods of computation are summarized in Subsection 3.2. Detailed results in support of the following three facts are given in Subsection 3.3 and Appendix B.
2. Fact. Let 1 ≤ m < n ≤ 200. Then:
(a) For n ≥ 4, the DKWM inequality holds. 
, all of which are less than 0.95, the largest being r max (132, 198 )
in n when k max is constant but jumps upward when k max does; k max is nondecreasing in m.
The next fact shows that for a wide range of pairs (m, n), but not including any with n = m or n = 2m, the correct p-value P m,n,M is substantially less than its upper bound 2 exp(−2M
2 ) and in cases of possible significance at the 0.05 level or less, likewise less than the asymptotic p-value β(M ): Remark. We found that in some ranges d 0 (m, n) ≤ D m,n ≤ 1/2, too few significant digits of small p-values (less than 10 −14 ) could be computed by the method we used for 0 < D m,n < d 0 (m, n). But, one can compute accurately an upper bound for such p-values, which we used to verify Facts 2, 3, and 4 for those ranges. We give details in Section 3 and Appendix B.
We have in the numerator of r max the p-values of 0.2189 (corresponding to m = 294) or more in Fact 3(b) ( Table 8) , and similarly p-values of 0.26 or more in Table  6 and 0.27 or more in Table 7 . These substantial p-values suggest, although they of course do not prove, that more generally, large r max do not tend to occur at small p-values.
Proof of Theorem 1
B. V. Gnedenko and V. S. Korolyuk in 1952 [9] gave an explicit formula for P n,n,M , and M. Dwass (1967) [8] gave another proof. The technique is older: the reflection principle dates back to André [1] . Bachelier in 1901 [2, pp. 189-190 ] is the earliest reference we could find for the method of repeated reflections, applied to symmetric random walk. He emphasized that the formula there is rigorous ("rigoureusement exacte"). Expositions in several later books we have seen, e.g. in 1939 [4, p. 32] , are not so rigorous, assuming a normal approximation and thus treating repeated reflections of Brownian motion. According to J. Blackman [5, p. 515 ] the null distribution of sup |F n − G n | had in effect "been treated extensively by Bachelier" in 1912, [3] "in connection with certain gamblers'-ruin problems."
The formula is given in the following proposition.
Proposition (Gnedenko and Korolyuk
Since the probability P n,n,M = Pr (KS n,n ≥ M ) is clearly not greater than 1, we just need to consider the M such that
i.e., we just need to consider the integer pairs (n, k) where
The exact formula for P n,n,M is complicated. Thus we want to determine upper bounds for P n,n,M which are of simpler forms. We prove the main theorem by two steps: we first find two such upper bounds for P n,n,M as in Lemma 6 and 14 and then show (6) holds when P n,n,M is replaced by the two upper bounds for two ranges of pairs (k, n) respectively, as will be stated in Propositions 13 and 16.
6.
Lemma. An upper bound for P n,n,M can be given by 2
Proof. This is clear from Proposition 5, since the summands alternate in signs and decrease in magnitude. Therefore we must have
As a consequence of Lemma 6, to prove (6) for a pair (n, k), it will suffice to show that
We first define some auxiliary functions.
, and Γ(x) is the Gamma function, defined for x > 0 by
It satisfies the well-known recurrence Γ(x + 1) ≡ xΓ(x).
It is clear that P H(n, k) ≤ 0 if and only if (9) holds.
Proof. Clearly DP H(n, k) is differentiable with respect to k on the domain n, k ∈ R such that n > 0 and 0 < k < n + 1/2, with partial derivative given by
It is easy to check that the denominator is positive on the given domain. Thus (11) is greater than 0 if and only if −2k 2 + 2k + n > 0, which is equivalent to
Since we have that when n ≥ 19,
(b) For 3/(2 ln 2) < α < 2/ √ ln 2 and n large enough,
Proof. Part (a) holds because the left side of (12) , as a quadratic in √ n, has the leading term n = √ n 2 > 0 and discriminant ∆ = α 2 ln 2 − 4 < 0 under the assumption.
For part (b), by plugging k = α √ n ln 2 into DP H(n, k), we have
which is well-defined by part (a). It is differentiable with respect to n with derivative given by
By part (a), the denominator
is positive. The numerator will be positive for n large enough, since the coefficient of its leading term,
is positive by the assumption α > 3/(2 ln 2) in this part. So part (b) is proved. For part (c),
This is clearly positive when 3 √ 3n − 10 √ n + 2 √ 3 ≥ 0, which always holds when n ≥ 3. This proves part (c).
For part (d), plugging α = 3/ln 2 into (13), we have
proving part (d). Part (e) then follows from parts (c) and (d).
Proof. By (14) for α < 2/ √ ln 2, in this case α = 1, we have that
The denominator is always positive for n ≥ 1 by (12) . The numerator as a quadratic in √ n has leading coefficient 2 ln 3/2 (2) − 3 √ ln 2 < 0. This quadratic also has a negative discriminant, so the numerator is always negative when n ≥ 1.
Similarly, we have
Therefore DP H(n, √ n ln 2) > 0 for all n ≥ 1.
Summarizing Lemmas 9, 10, and 11, we have the following corollary:
12. Corollary. For any fixed n ≥ 19, DP H(n, k) is decreasing in k when k ≥ √ n ln 2. Furthermore,
13. Proposition. The inequality (6) holds for all integers n, k such that n ≥ 108 and
Proof. By Lemma 6, the probability P n,n,M is bounded above by 2
n . We here prove this proposition by showing that (9) holds for all integers n, k such that √ 3n ≤ k ≤ n and n ≥ 108. To prove (9) is equivalent to proving
We will use Stirling's formula with error bounds. Recall that one form of such bounds [13] states that
for any positive integer s. We plug the bounds for
By taking logarithms of both sides of the preceding inequality, we have
Plugging k = t √ n into the RHS of (17), we can write the result as I 1 + I 2 + I 3 , where
Then we want to prove that for n large enough,
Then as a consequence, (16) will hold. By Corollary 12 and the fact that P H(n, k) is decreasing in k for n, k integers and k ≥ t √ n where t ≥ √ 3, if we can show that (18) holds for the smallest integer
and the RHS is smaller than 2 for all n ≥ 14. So our goal now is to prove (18) holds for all n ≥ 108, as assumed in the proposition, and √ 3 ≤ t < 2. By Taylor's expansion of (1 + x) ln(1 + x) + (1 − x) ln(1 − x) around x = 0, we find an upper bound for I 1 , given by
For I 2 , by using Taylor's expansion again, we have
where
We only need to show (18) holds for all √ 3 ≤ t < 2, and thus want to bound
n by a sharp upper bound. This means we want t √ n to be small.
We have n ≥ 64, which implies t √ n < 1 4 . Then we have an upper bound for R 3 :
It follows that
45n 3 . We now bound I 3 by studying two summands separately. For the first part of I 3 , we have
For the second part of I 3 , we have that when t/ √ n ≤ 1/4,
Therefore we have
Summing I 1 through I 3 , we have
We now want to show that I 1 + I 2 + I 3 < 0 for all n ≥ 108 and √ 3 ≤ t < 2. We will consider the coefficients of
, which is decreasing in t when √ 3 ≤ t < 2; thus by plugging in t = √ 3, we have
The coefficient of
, which is also decreasing in t when √ 3 ≤ t < 2. Thus by plugging in t = √ 3, we have
The coefficient of Thus when n ≥ 108 > 64 and √ 3 ≤ t < 2, we have
Therefore if we can show that for some n,
Solving (24), we obtain n ≥ 108.
Remark. The coefficient of 1 n in (22) is the same as the coefficient of 1 n in the Taylor expansion of I 1 + I 2 + I 3 . So when the leading coefficient
6 is positive, i.e., t < √ 3, the upper bound 2 2n n+k / 2n n from Lemma 6 will tend to be larger than e −k 2 /n . Now we want to show that (6) holds for all integer pairs (n, t √ n) with √ ln 2 < t < √ 3 and n greater than some fixed value. By the argument in the remark, we need to choose another upper bound for P n,n,M .
14. Lemma. We have P n,n,M ≤ 2
Proof. Let A be the event that sup
We want an upper bound for Pr(A ∪ B) = Pr(A) + Pr(B) − Pr(A ∩ B). Let S j be the value after j steps of a simple, symmetric random walk on the integers starting at 0. Then Pr(S 2n = 2m) = 1 4 n 2n n + m for m = −n, −n + 1, · · · , n − 1, n. By a well-known reflection principle we have nice exact expressions for Pr(A) and Pr(B),
Therefore we want a lower bound for Pr(A ∩ B). Let C be the event that for some
Then we can exactly evaluate Pr(C) by two reflections, e.g. [9] , specifically,
and C ⊂ A ∩ B, so the bound holds.
15. Lemma. Let n, k be positive integers, n ≥ 372, and
Proof. By Stirling's formula with error bounds, we have
where A n is defined as
, and so
Using again (19) and (20), we have for |x| < 1,
and also
So by plugging in k = t √ n, we have that for t √ n < 1 4 ,
Now we proceed to find a lower bound for I 5 . For all k ≤ n/8, in other words t := k/ √ n such that 8t ≤ √ n,
Since t ≤ √ 3, we know that as long as n ≥ 192, the condition 8t ≤ √ n will hold.
Adding our lower bounds for I 4 and I 5 , we have that when n ≥ 192 and √ ln 2 ≤ t ≤ √ 3,
for some γ. When γ = 0.05, we want to show that for n large enough, (26) Notice that when √ ln 2 < t < √ 3, the coefficient
is positive and is increasing in t; the RHS of (27) is increasing in t and decreasing in n. Thus we just need to make sure the inequality holds for t = √ 3. Therefore we need
16.
Proposition. Let k = t √ n, where √ ln 2 < t < √ 3, and k, n integers. Then the inequality
Proof. By Lemma 15, it will suffice to show that for n ≥ 6395 > 372,
Rewriting (29) by taking logarithms of both sides, we just need to show
By (16) We just need
The LHS of (31) is decreasing in n > 0. By numerically solving the inequality in n we have that n ≥ 6395. Therefore we have proved that when n > 6395, the original inequality (6) holds for all positive integer pairs (k, n) such that √ n ln 2 < k < √ 3n and k ≤ n.
Recall that by (8) , the inequality (6) holds for all k ≤ √ n ln 2. Combining Propositions 13 and 16, we have the following conclusion. Then by computer searching for the rest of the integer pairs (n, k), namely, 1 ≤ k ≤ n when 1 ≤ n ≤ 371 and √ n ln 2 < k ≤ √ 3n when 372 ≤ n < 6395, we are able to find the finitely many counterexamples to the inequality (6), and thus prove Theorem 1.
3. Treatment of m = n 3.1. One-and two-sided probabilities. For given positive integers 1 ≤ m ≤ n and d with 0 < d ≤ 1, let pv os be the one-sided probability
where the equality holds by symmetry (reversing the order of the observations in the combined sample). Let the two-sided probability (p-value) be P (m, n; d) := Pr(sup
The following is well known, e.g. for part (b), [10, p. 472] , and easy to check:
18. Theorem. For any positive integers m and n and any d with 0
Computational methods.
To compute p-values P (m, n; d) for the 2-sample test for d ≤ 1/2 we used the Hodges (1957) "inside" algorithm, for which Kim and Jennrich [11] 
−15 , the subtraction can lead to substantial or even total loss of significant digits, due to subtracting numbers very close to 1 from 1 (again see Table 1 ).
The one-sided probabilities pv os (m, n, d) and thus P (m, n; d) for d > 1/2 by Theorem 18(b) can be computed by an analogous "outside" method with only additions and multiplications (no subtractions), so it can compute much smaller probabilities very accurately. The smallest probability needed for computing the results of the paper is Pr(D 300,600 ≥ 1) which was evaluated by the outside program as 1.147212371856 · 10 −247
, confirmed to the given number (13) of significant digits by evaluating 2/ 900 300 . Moreover the ratio of this to 2 exp(−2M
2 ) is about 3 · 10 −74 , so great accuracy in the p-value is not needed to see that the ratio is small. For m = n we can compare results of the outside method to those found from the Gnedenko-Korolyuk formula in Proposition 5. For Pr(D 500,500 ≥ 0.502) the outside method needs to add a substantial number of terms. It gives 1.87970906825 · 10 −57 which agrees with the Gnedenko-Korolyuk result to the given accuracy.
For large enough m, n there will be an interval of values of d,
in which the p-values are too small to compute accurately by the inside method. We still have the possibility of verifying the DKWM inequality in these ranges using Theorem 18(a) if we can show that
where as usual M = mn/(m + n)d, and did so computationally for 100 ≤ m < n ≤ 200 and 190 ≤ n = 2m ≤ 600 as shown by ratios less than 1 in the last columns of Tables 7 and 8 respectively. With either the inside or outside method, evaluation of an individual probability takes O(mn) computational steps, which is more (slower) than for m = n. For mn large, rounding errors accumulate, which especially affect the inside method. Moreover, to find the p-values for all possible values of D mn , in the general case that m and n are relatively prime, as in a study like the present one, gives another factor of mn and so takes O(m 2 n 2 ) computational steps. The algorithm does not require storage of m × n matrices. Four vectors of length n, and various individual variables, are stored at any one time in the computation.
For n = 2m, the smallest possible d > 1/2 is d = (m + 1)/n. Let pvi and pvo be the p-value Pr(D m,n ≥ d) as computed by the inside and outside methods respectively. Let the relative error of pvi as an approximation to the more accurate pvo be reler = pvi pvo − 1 . For n = 2m, m = 1, . . . , 120, and d = (m + 1)/n, the following m = m max give larger reler than for any m < m max , with the given pvo. The small relative errors for m ≤ 10, 20, or 40, indicate that the inside and outside programs algebraically confirm one another. As m increases, pvo becomes smaller and reler tends to increase until for m = 100, pvi has no accurate significant digits. Of course, p-values of order 10 −15 are not needed for applications of the Kolmogorov-Smirnov test even to, say, tens of thousands of simultaneous hypotheses as in genetics, but in this paper we are concerned with the theoretical issue of validity of the DKWM bound.
3.3. Details related to Facts 2, 3, and 4. Fact 2(b) states that for 1 ≤ m < n ≤ 3 the DKWM inequality fails. The following lists r max (m, n) > 1 for each of the three pairs and the d max , equal to 1 in these cases, for which r max is attained. Fact 2(a) states that if 1 ≤ m < n ≤ 200 and n ≥ 4, the DKWM inequality holds. Searching through the specified n for each m, we got the following.
For m = 1, 2, the results of Fact 2(f) as stated were found. For 3 ≤ m ≤ 199 and m < n ≤ 200 we searched over n for each m, finding r max (m, n) for each n and the n = n max giving the largest r max . Tables 6 and 7 in Appendix B show that all r max < 1, completing the evidence for Fact 2(a), and were always found at n max = 2m for m ≤ 100, as Fact 2(c) states.
For Fact 2 (d) and (e) and Fact 3, the results stated can be seen in Tables 7 and  8. Fact 3(a) in regard to relative minima of r max is seen to hold in Table 6 . Increasing r max for 16 ≤ m ≤ 300 is seen in Tables 6 and 8 . Fact 3(b) is seen in Table  8 .
In Fact 3(c), the minimal r max (m, 2m) for m ≥ 101 is at m = 101 by part (a) with value 0.973341 in Table 8 . The largest r max in Table 7 for m ≥ 101 is 0.949565 < 0.973341 as seen with the aid of Fact 2(d). For Fact 3(d) , one sees that k max is nondecreasing in m in Tables 6 and 8 .
Regarding Fact 4, the relative error of the DKWM bound as an approximation of a p-value, namely
where M is as in (3) with d = k/L m,n , is bounded below for any possible d by
From our results, over the given ranges, the relative error has the best chance to be small when n = m and the next-best chance when n = 2m. On the other hand, in Table 7 in Appendix B, where rmaxx = rmaxx(m) = max m<n≤200 r max (m, n), we have for each m, n with 100 < m < n ≤ 200 and possible d that
Thus Fact 4(a) holds by Fact 3(c) and the near-equality of β(M ) and 2 exp(−2M
2 ) if either is ≤ 0.05, as in the Remark after (5). Fact 4(b) holds similarly by inspection of Table 7. 3.4. Conservative and approximate p-values. Whenever the DKWM inequality holds, the DKWM bound 2 exp(−2M
2 ) provides simple, conservative p-values. The asymptotic p-value β(M ) given in (5) is very close to the DKWM bound in case of significance level ≤ 0.05 or less, as noted in the Remark just after (5) .
In general, by Fact 4 for example, using the DKWM bound as an approximation can give overly conservative p-values. We looked at m = 20, n = 500. For α = 0.05 the correct critical value for d = k/500 is k = 151 whereas the approximation would give k = 155; for α = 0.01 the correct critical value is k = 180 but the approximation would give k = 186. For 180 ≤ k ≤ 186 the ratio of the true p-value to its DKWM approximation decreases from 0.731 down to 0.712.
Stephens [15] proposed that in the one-sample case, letting N e := n and (38) F := N e + 0.12 + 0.11/ N e , one can approximate p-values by Pr(
Stephens gave evidence that the approximation works rather well. In the one-sample case the distributions of the statistics D n and K n are continuous for fixed n and vary rather smoothly with n. Some other sources, e.g. [14, pp. 617-619] , propose in the two-sample case setting N e = mn/(m + n), defining F := F m,n by (38), and approximating Pr(D m,n ≥ d) by S pli := β(F d) ["Stephens approximation plugged into" two-sample]. Since F in (38) is always larger than √ N e , S pli is always less than the asymptotic probability β(M ) for M = √ N e d which, in turn, is always less than the DKWM approximation 2 exp(−2M
2 ). The approximation S pli is said in at least two sources we have seen (neither a journal article) to be already quite good for N e ≥ 4. That may well be true in the one-sample case. In the two-sample case it may be true when 1 < m ≪ n but not when n ∼ m. Table 2 compares the two approximations dkwm = 2 exp(−2M 2 ) and S pli to critical p-values for some pairs (m, n). For m = n, and to a lesser extent when n = 2m, it seems that dkwm is preferable. For other pairs, S pli is. For the six pairs (m, n) with L m,n = n or 2n, S pli < pv. For the other two (relatively prime) pairs, pv < S pli . For m = 39, n = 40, S pli has rather large errors, but those of dkwm are much larger.
In Table 2 , d = k/L m,n and pv is the correct p-value. After each of the two approximations, dkwm and S pli , is its relative error reler as an approximation of pv. (* For (m, n) = (21, 500), the value k = 3075 is not possible.)
The pair (400, 600) was included in Table 2 because, according to Fact 2(d), the ratio n/m = 3/2 seemed to come next after 1/1 and 2/1 in producing large rmax, and so possibly small relative error for dkwm as an approximation to pv, and rmax was increasing in the range computed for this ratio, m = 102, 104, ..., 132. Still, the relative errors of S pli in Table 2 are smaller than for dkwm.
It is a question for further research whether the usefulness of S pli , which we found for m = 20 or 21 and n = 500, extends more generally to cases where m is only moderately large and m ≪ n.
3.5.
Obstacles to asymptotic expansions. This is to recall an argument of Hodges [10] . Let
a one-sided two-sample Smirnov statistic. There is the well-known limit theorem that for any z > 0, if m, n → ∞ and zm,n → z, then Pr(Z + m,n ≥ zm,n) → exp(−2z 2 ). Suppose further that m/n → 1 as n → ∞. Then mn/(m + n) ∼ n/2. A question then is whether there exists a function g(z) such that
Hodges , so zm,n can converge to z at that rate. Then (39) is more plausible and it is of interest that Hodges showed it fails.
Here are numerical examples for m = n − 1, so Lm,n = n(n − 1), and for Dm,n rather than Z + m,n . We focus on critical values k and d = k/(n(n − 1)) at the 0.05 level, having p-values pv a little less than 0.05. Let reler be the relative error of dkwm as an approximation to pv. By analogy with (39), let us see how √ n · reler behaves. Table 3 . Behavior of the relative error of dkwm for m = n − 1 Here the numbers √ n · reler also seem "oscillatory" rather than tending to a constant.
Hodges' argument suggests that the approximation S pli , or any approximation implying an asymptotic expansion, cannot improve on the O(1/ √ n) order of the relative error of the simple asymptotic approximation β(M ); it may often (but not always, e.g. for m = n) give smaller multiples of 1/ √ n, but not o(1/ √ n).
Appendix A. Details for m = n ≤ 458
Here we give details on δn as in Theorem 1(e), giving data to show by how much (6) fails when n ≤ 457.
Recall that for m = n, we define M = k/ √ 2n. For each 1 ≤ n ≤ 457, we define kmax to be the k such that 1 ≤ k ≤ n and Pn,n,M 2e −2M 2 is the largest. Since (6) fails for n ≤ 457, when plugging in k = kmax, we must have
Then for any fixed n ≤ 457 and M > 0,
When n increases, the general trend of δn is to decrease, but δn is not strictly decreasing, e.g. from n = 7 to n = 8 (Table 5 ). For N ≤ 457, we define
Then it is clear that for all n ≥ N and M > 0,
In Table 4 we list some pairs (N, ∆N ) for 1 ≤ N ≤ 455. The values of δn and ∆N were originally output by Mathematica rounded to 5 decimal places. We added .00001 to the rounded numbers to assure getting upper bounds. Recall that for n ≥ 458, we have δn ≤ 0. As stated in Theorem 1(e) we have that for 12 ≤ n ≤ 457, (41) δn < − 0.07 n + 40 n 2 − 400 n 3 . (More precisely, (41) should be read as: the Mathematica output δn plus 0.00001 is smaller than the right hand side of (41) when 11 < n < 458.) The formula was found by regression and experimentation. In Table 5 , we provide the values of δn when 1 ≤ n ≤ 11. The data shown in Table 5 are the Mathematica output without adding 0.00001.
Appendix B. Tables for m < n
First, we give Table 6 for 3 ≤ m ≤ 99 and m < n ≤ 200, showing the n for which the largest rmax is attained, which is always n = 2m, the dmax = kmax/n at which rmax is attained, and "pvatmax," the p-value in the numerator of rmax. In this range, the bound (34) was used (d0(m, n) ≤ 1/2 is defined) only for 95 ≤ m ≤ 99, to avoid probabilities less than 10 −14 from the inside method. The given rmax are confirmed. Details are in Table  8 , first 5 rows, last 2 columns. Next, for each m with 100 ≤ m ≤ 199 we searched by computer among all n = m + 1, . . . , 200. For each such n, rmax(m, n) was found, and then for given m, the largest such rmax, called rmaxx in Table 7 , attained at n = nmax and for that n, at d = dmaxx = kmax/Lm,n max (recall that Lm,n is the least common multiple of m and n), and with a p-value "pvatmax" in the numerator of rmaxx. There are columns in Table 7 for each of these.
For each m < n ≤ 200 and each possible value d of Dm,n in the range (33) where the p-value by the inside method was found to be less than 10 −14 and so would have too few reliable significant digits, we evaluated instead the upper bound pv ub (m, n, d) as in Theorem 18(a) and took the ratio
where as usual M = mn/(m + n)d. We took the maximum of these for the possible values of d and the ratio of that maximum to rmax(m, n) as evaluated for all other possible values of d. Then we took in turn the maximum of all such ratios for fixed m over n with m < n ≤ 200, giving mrmr ("maximum ratio of maximum ratios") in the last column of Table 7 . As all these are less than 1 (the largest, for m = 196, is less than 0.415), we confirm that rmax(m, n) is not attained in the range (33) for 100 ≤ m < n ≤ 200 and so the given values of nmax and rmaxx are confirmed. For given m, mrmr often, but not always, occurs when n = nmax. For example, it does when m = 132 and for 195 ≤ m ≤ 199, but not for m = 168, for which nmax = 196 but mrmr occurs for n = 169.
In Tables 6 and 8 the ratio n/m is always 2, in Table 6 and for m = 100 because nmax = 2m from the computer search, and in Table 8 
