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a b s t r a c t
We apply the Tikhonov regularization method to reconstruct potentials of a p-Laplacian
eigenvalue problem using only zeros of one eigenfunction, with explicit error bounds.
This is an inverse problem on a class of nonlinear equations (when p ≠ 2). The study is
motivated by our previous work on Sturm–Liouville operators (Chen et al., 2011) [6].
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
The one-dimensional p-Laplacian eigenvalue problem is given as|u′|p−2u′′ = (q− λ)|u|p−2u in (0, 1)
u(0) = u(1) = 0 (1.1)
where p ∈ (1,∞) is a constant, λ ∈ R is the eigenvalue, u is the eigenfunction, and q is a potential. Here when p ∈ (1, 2),
|u′|p−2u′′ is understood as the distributional derivative of |u′|p−2u′/(p − 1). In this paper, we are concerned about the
reconstruction of a potential q in
Q :=

φ ∈ W 1,r((0, 1)) |
 1
0
φ(x)dx = 0

, r ∈ (1,∞), (1.2)
from the set of zeros of one eigenfunction to (1.1). This inverse nodal problem has been intensively studied for the classical
Sturm–Liouville problems (please refer to [1–5]). In a previous paper,we succeeded in giving a reconstruction of the potential
function of a classical Sturm–Liouville operator (e.g. p = 2) using only zeros of one eigenfunction by applying Tikhonov
regularization method [6], with explicit error bound. Also, we showed that the reconstruction algorithm is convergent in
L2(0, 1). Now as the inverse nodal problem for p-Laplacian becomes better understood [7,8], we look for a p-version of this
Tikhonov regularization method. We note that this is an inverse problem on a class of nonlinear equations, when p ≠ 2.
The special nonlinear homogeneity of the differential equation in (1.1)makes the eigenvalue problemwell-posed. Indeed,
for general q ∈ L1(0, 1), a generalized Prüfer substitution (cf. [9,10] and also (2.1) below) can be used to establish the
existence of countably infinite real and simple eigenvalues {λn}n>1whose associated eigenfunctions un has exactly n − 1
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zeros in (0, 1). We denote by {λn, un}∞n=1 = {λ(n, q), u(n, q; ·)}∞n=1 all the eigenpairs of (1.1) where λn < λn+1 for all n ≥ 1,
and the eigenfunctions are normalized by u′n(0) = 1. Then the nth nodal set
z(n, q) := {x ∈ [0, 1] | u(n, q; x) = 0} = {z0, z1, . . . , zn} ≡ (z0, . . . , zn)
has exactly n+ 1 elements and depends only on q.
When q ≡ 0, all the eigenpairs of (1.1) are given by
un(x) = Sp(nπpx), λn = (nπp)p, n > 1
where Sp(x), called the generalized sine function, are implicitly defined by
x =
 Sp(x)
0
1
(1− tp)1/p dt, Sp(±x+ kπp) = ±(−1)
kSp(x) ∀ x ∈ [0, πp/2], k ∈ Z,
and πp is the half period of Sp(·) given by
πp ≡ 2
 1
0
1
(1− tp)1/p dt =
2π
p sin(π/p)
.
It is easy to show that πp is strictly decreasing in p, with limp→∞ πp = 2 and limp→1+ πp = ∞. When p = 2, one sees that
S2(x) = sin x and π2 = π .
Let
X(n) = {(x0, . . . , xn) ∈ Rn+1 | 0 = x0 < x1 < · · · < xn−1 < xn = 1} (1.3)
be the set of admissible nth nodal set for the Dirichlet problem (1.1). Given n > 1 and x ∈ X(n), there is a unique step
(constant in each interval (xi−1, xi), i = 1, . . . , n) function q = P which has x as its nth nodal set; it is defined by
P ≡ V − V , V ≡ −
n
i=1

πp
xi − xi−1
p
χ[xi−1,xi), V ≡
 1
0
V (x)dx, (1.4)
where χA is the characteristic function of the set A. The associated eigenvalue is λ = −V . The goodness of such a simple
reconstruction of the potential is demonstrated in the following:
Theorem 1. Let x ∈ X(n) with n > 1 be given. Then for P, V , and V defined as in (1.4),
z(n, P) = x, λ(n, P) = −V , P − λ(n, P) = V .
In addition, if q ∈ Q satisfies z(n, q) = x and  10 |q(x)|dx 6 np−1πpp /2p, then
|λ(n, q)− λ(n, P)| 6 2p−1p ∥q−q∥Lr ,
∥q− P∥Lr 6 (2pp+ 1) ∥q−q∥Lr , (1.5)
where r ∈ [1,∞), ∥ · ∥Lr is the Lr((0, 1))-norm, and
q = n
k=1
q¯kχ[xk−1,xk), q¯k :=
1
xk − xk−1
 xk
xk−1
q(x)dx. (1.6)
In application, one first measures a nodal set x and then uses P and −V to approximate the unknown potential q and
the unknown eigenvalue λ(n, q), respectively. The quantity ∥q −q∥Lr is chosen as the reference size of error. With it, the
error estimate of P is calculated. This estimate is valid for all r > 1. In the literature, it was proven in [7,8] that q can be
reconstructed from its nodal sets {z(n, q) = (xn0, . . . , xnn) : n ∈ N} via the following limit:
q(x) = lim
n→∞ p(nπp)
p

n
i=1
n(xni − xni−1)χ[xni−1,xni )(x)− 1

, x ∈ [0, 1) (1.7)
where the convergence is pointwise as well as in L1(0, 1). Note that this construction, as well as that of (1.4), require an
accuracy of o(n−p−1) on the measurement of the nodal set of the nth eigenfunction. Here we shall give another method,
Tikhonov regularization, to reconstruct the potential based on the nodal set of one eigenfunction. This technique in general
relaxes the accuracy requirement on the measurement of the nodal sets.
Given x ∈ X(n) and constants ε > 0 and r > 1, we define a Tikhonov functional on Q by
E(n, ε, x;φ) := |x− z(n, φ)|rr + ε
 1
0
|φ′(x)|r dx ∀φ ∈ Q
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Fig. 1. Comparison of the reconstruction with n = 50 and p = 1.333: (i) the smooth curve is the true potential q∗; (ii) the zigzagged curve is a
reconstruction using (1.7) from a noised measurement x of the true nodal set z(n, q∗) with random error of size 5 × 10−(p+4); (iii) the thick curve in
the middle is the numerical iterations approximations in finding the minimizer φε with ε = n−2p−3 and r = 2.
where z(n, φ) is the nth nodal set associated with potential φ, |x − z|r is the ℓr -distance in Rn+1, and Q is as in (1.2). We
consider the minimization problem of finding φε ∈ Q such that
E(n, ε, x;φε) = min
φ∈Q
E(n, ε, x;φ). (1.8)
Using Theorem 1, we can estimate the error of reconstructing the potential by φε as follows:
Theorem 2. Let x ∈ X(n) with n > 1 be given.
(a) For any ε > 0 and r ∈ (1,∞), there is at least a minimizer φε of E(n, ε, x; ·) in Q.
(b) If q ∈ Q satisfies z(n, q) = x and ∥q′∥Lr 6 np−1πppπr/2p+1, then
∥φε − q∥Lr 6 C1

ε1/rnp+1−1/r + 1
n

∥q′∥Lr .
(c) If, in addition, q satisfies ∥q′∥Lr 6 np−1πppπr/2p+2 and |xα − x| 6 α 6 ε1/rnp−1πppπr/2p+2, then the solution φαε of the
minimization problemminφ∈Q E(n, ε, xα;φ) satisfies
∥φαε − q∥Lr 6 C2

np+1−1/r + 1
nε1/r

α + C2

np+1−1/rε1/r + 1
n

∥q′∥Lr .
Here C1 and C2 are positive constants that depend only on q and r.
Remark 1. (a) So far we are unable to show the uniqueness of minimizers of E; nevertheless, one can use any one of them
if there are many. A numerical comparison of different reconstruction formula is given in Fig. 1.
(b) LetM = ∥q′∥Lr . When n > (2p−1M/(πppπr))1/(p−1), taking ε = n1−(p+2)r we obtain from the assertion (b) of Theorem2
that
∥φε − q∥Lr 6 2C1Mn .
Thus, the Lr error is of order 1/n ifM is not large.
(c) In application, we let xα is the actual measurement of a true nodal set x = z(n, q), with measurement error of size α.
Assume thatM := ∥q′∥Lr 6 np−1πppπr/2p+2 and α 6 n1/r−3πppπr/2p+2, then taking ε = n1−(p+2)r , we obtain, from assertion
(c), the estimate
∥φαε − q∥Lr 6 2C2

np+1−1/rα + M
n

.
Suppose we take the optimal n 6 α−
1
p+2−1/r . Then the error of the theoretical reconstruction φαε for the target potential q
based on an α-accuracy measurement xα for the true nodal set x = z(n, q) is bounded by
∥φαε − q∥Lr ≤ 2C2[1+M]α
1
p+2−1/r .
We thus achieve an Lr error on the order of α
1
p+2−1/r .
In reality, there is a restriction in the accuracy of measurement instruments. In some cases, the measurement xα
corresponds to a function qα which might be far away from the true potential q. In this case the estimate (b) may become
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far from sufficient since the norm ∥q′α∥Lr could be extremely large. On the other hand, when q is the true potential, one can
reasonably assume that it is quite smooth. So assertion (c) provides a much better estimate. From Fig. 1, it is evident that
reconstruction from Tikhonov regularization is preferable when measurement errors are taken into account.
Remark 2. As the readerwill observe, the proof of Theorem2(c) goes in a similar line as that of Theorem2.1 in [11]. However
we do not have the conditional stability as in [11]:
∥q1 − q2∥W1,r 6 C(M)ω
|z(n, q1)− z(n, q2)|rr ,
where ∥q1∥Lr and ∥q2∥Lr are bounded byM , andω is themodulus of the conditional stability. Insteadwe are able to establish
the estimate in Theorem 2.1(b) below and thus complete the proof of (c).
Remark 3. In practice, one may use more than one nodal set of measurements, say x1 ∈ X(n1) and x2 ∈ X(n2). Then one
may use a minimizer of the following as an approximation of the unknown potential:
E(n1, n2, ε, x1, x2;φ) := |x1 − z(n1, φ)|rr + |x2 − z(n2, φ)|rr + ε
 1
0
|φ′(x)|r dx.
It is still open to see how statistical errors of measurements can be neutralized by using more than one nodal set, with fixed
size of error in measurements.
It is interesting to see that Tikhonov regularization can work on a general class of nonlinear equations. The above error
estimates appear as direct generalization of those in [6], when p = 2. The crux for this generalization is on one hand
a complete Sobolev theory forW 1,r space, and on the other an analogous generalized Prüfer substitution formed by the Sp
functionwhich can give accurate estimates of the eigenfunctions and eigenvalues (see Section 2).We also note that estimates
in Section 2 are slightly more refined than those in [6], although the strategy is quite similar. Also in this paper, we develop
Lr norms of error estimates for any r ∈ (1,∞), which is more flexible than just 2-norm estimates given in [6].
In Section 2, we prove Theorem 1 using a generalized Prüfer substitution. In Section 3 we shall study the minimization
of Tikhonov regularization. The proof of Theorem 2 is completed in Section 4.
2. Certain fundamental estimates
In this section, we first prove Theorem 1 and then as a preparation for the proof of Theorem 2, we study the variation of
potential with respect to its nodal set.
2.1. Proof of Theorem 1
A Prüfer type transformation.We begin with the generalized Prüfer substitution
u(x) = r(x) Sp(θ(x)), u′(x) = m r(x) S ′p(θ(x)) (2.1)
where Sp is the generalized sine function andm is a constant chosen at our convenience. Then
θ(xk) = kπp ∀ k = 0, 1, 2, . . . , n,
mp−1θ ′(x)−mp = (λ− q(x)−mp)|Sp(θ(x))|p ∀ x ∈ (0, 1). (2.2)
Lower bounds of λ. First we integrate (2.2) over [0, 1] to obtain
(λ−mp)
 1
0
|Sp|p dx = mp−1(nπp −m)+
 1
0
q|Sp|p dx (2.3)
where q = q(x), Sp = Sp(θ(x)), and θ(·) also depends on m. Taking m = nπp/2 and using the fact that |Sp| 6 1 and the
assumption that
 1
0 |q|dx 6 np−1πpp/2p 6 (nπp/2)p, we see that the right-hand side of (2.3) is non-negative, so we obtain
the basic estimate λ > (nπp/2)p. Consequently, 1
0
|q| dx 6 πp
2
nπp
2
p−1
6
πp
2
λ1−1/p. (2.4)
Next we integrate (2.2) over [xk−1, xk]withm = λ1/p to obtain
λ1−1/pπp − λ (xk − xk−1) = −
 xk
xk−1
q|Sp|p dx. (2.5)
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This implies that
λ(xk − xk−1) = λ1−1/pπp +
 xk
xk−1
q|Sp|p dx > λ1−1/pπp −
 1
0
|q| dx > πp
2
λ1−1/p
by (2.4). Consequently,
λ1/p >
πp
2(xk − xk−1) .
Similarly, using the identity |Sp|p = 1−|S ′p|p and denoting by q¯k the average of q over [xk−1, xk], we obtain from (2.5) that
(xk − xk−1)(λ− q¯k) = λ1−1/pπp −
 xk
xk−1
q|S ′p|p dx >
πp
2
λ1−1/p >
πp
2

πp
2(xk − xk−1)
p−1
.
Thus, λ > q¯k and
mk := (λ− q¯k)1/p > πp2(xk − xk−1) ∀ k = 1, . . . , n. (2.6)
Completion of the proof of Theorem 1. Finally, integrating (2.2) over [xk−1, xk], dividing the resulting equation by xk − xk−1,
and takingm = mk := (λ− qk)1/p we obtain
πp
xk − xk−1 −mk

mp−1k =
1
xk − xk−1
 xk
xk−1
(qk − q(x))|Sp|pdx.
Using the mean value theorem, for some ρ lies betweenmk and πp/(xk − xk−1), we havemkp −  πpxk − xk−1
p = pρp−1 mk − πpxk − xk−1

6 p

2mk
p−1 mk − πpxk − xk−1

6
2p−1p
xk − xk−1
 xk
xk−1
|qk − q|dx
where in the first inequality, we have used (2.6) which implies that ρ 6 2mk. Thus, by the definition of V andm
p
k = λ− q¯k,
we obtain
∥λ+ V −q∥rLr = n
k=1
(xk − xk−1)
mpk −  πpxk − xk−1
pr
≤
n
k=1
(xk − xk−1)

2p−1p
xk − xk−1
 xk
xk−1
|qk − q| dx
r
≤ (2p−1p)r
n
k=1
 xk
xk−1
|qk − q|r dx = (2p−1p)r∥q−q∥rLr .
Therefore, ∥λ+ V −q∥Lr ≤ 2p−1p∥q−q∥Lr . Consequently, since  10 q dx =  10 q dx = 0, we have
|λ+ V | =
 1
0
(λ+ V −q) dx ≤ ∥λ+ V −q∥L1 6 ∥λ+ V −q∥Lr .
Finally, from P = V − V , we have
∥q− P∥Lr 6 ∥q−q∥Lr + ∥λ+ V −q∥Lr + ∥λ+ V∥Lr 6 (2pp+ 1)∥q−q∥Lr .
This completes the proof of Theorem 1. 
The location of the nodal set. For later application, we estimate the location of the nodal set. Integrating (2.2) withm = λ1/p
over [0, 1] and dividing resulting equation by nλwe obtain
πp
λ1/p
= 1
n
− 1
nλ
 1
0
q|Sp|p dx.
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Next, integrating (2.2) withm = λ1/p over [xi, xk] (i < k) and dividing the resulting equation by λwe obtain
xk − xi = (k− i) πp
λ1/p
+ 1
λ
 xk
xi
q|Sp|p dx = k− in −
k− i
nλ
 1
0
q|Sp|p + 1
λ
 xk
xi
q|Sp|p.
Thus, (xk − xi)− k− in
 = 1λ
k− in
 1
0
−
 xk
xi

q|Sp|pdx
 6 1λ
 1
0
|q| dx. (2.7)
2.2. Variation of potential with respect to its nodal set
We proceed to study the variation of a potential with respect to its nodal set. Let q1, q2 ∈ Q and n be a positive integer
such that
max
 1
0
|q1| dx,
 1
0
|q2| dx

6
np−1πpp
2p+1
= 1
2n
nπp
2
p
. (2.8)
Take x = z(n, q1), y = z(n, q2), and
V1 = −
n
i=1

πp
xi − xi−1
p
χ[xi−1,xi), V2 = −
n
i=1

πp
yi − yi−1
p
χ[yi−1,yi).
We also let Vi =
 1
0 Vi and Pi = Vi − Vi. For z = (z0, z1, . . . , zn), we use notation δzi = zi − zi−1 and δz = (δz1, . . . , δzn).
Theorem 2.1. Assume that q1 and q2 satisfy (2.8) where n > 1. Then there exist positive constants C3 and C that depends only
on p and r such that
(a) ∥V1 − V2∥rLr 6 C3

nrp+r−1|x− y|rr + 1nr min

∥q′1∥rLr , ∥q′2∥rLr

.
(b) ∥q1 − q2∥rLr 6 C

nrp+r−1|x− y|rr + 1nr
 1
0 (|q′1|r + |q′2|r)dx

.
Proof. First of all, by (2.7) with i = 0, the lower bound λ > (nπp/2)p, and the assumption (2.8), we have
max
16k6n−1
xk − kn
 , yk − kn
 6 12n .
Hence xk, yk ∈ [(k− 12 )/n, (k+ 12 )/n]. Thus, yi−1 6 xi 6 yi+1 6 xi+2; also, |xk − yk| 6 1/n.
Next, setting i = k− 1 in (2.7), we derive that |xk − xk−1 − 1/n| 6 1/(2n) so that
1
2n
6 min{δxk, δyk} 6 max{δxk, δyk} 6 32n . (2.9)
Next denote
δ+i = max{0, yi − xi}, δ−i = max{0, xi − yi}, δi := |xi − yi|,
δ∗i = max{δxi, δyi}, δi∗ = min{δxi, δyi}.
Note that δxi := xi−xi−1 > [xi−min{xi, yi}]+[max{xi−1, yi−1}−xi−1] = δ−i +δ+i−1 and that δ+i +δ−i = |xi−yi| = δi 6 1/n.
(a) Now we are ready to prove the first assertion. Without loss of generality, we assume that ∥q′1∥Lr > ∥q′2∥Lr . Using
(a+ b)r 6 2r(ar + br) for non-negative a and bwe have
π−rpp ∥V1 − V2∥rLr =
n
i=1
 xi
xi−1


1
δxi
p
−
n
k=1
χ[yk−1,yk)
(δyk)p

r
dx
=
n
i=2
 1δxi
p
−

1
δyi−1
pr δ+i−1 + n−1
i=1
 1δxi
p
−

1
δyi+1
pr δ−i
+
n
i=1
 1δxi
p
−

1
δyi
pr δxi − δ+i−1 − δ−i 
6 2r
n
i=2
 1δyi
p
−

1
δyi−1
pr δ+i−1 + 2r n−1
i=1
 1δyi
p
−

1
δyi+1
pr δ−i
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+
n−1
i=1
 1δxi
p
−

1
δyi
pr δxi + (2r − 1)(δ+i−1 + δ−i )
≤ 2r
n
i=1
 1δxi
p
−

1
δyi
pr δxi + 2r n
i=2
 1δyi−1
p
−

1
δyi
pr δi
≡ I1 + I2.
We can estimate I1 by
I1 = 2r
n
i=1
 (δyi)p − (δxi)p(δxi)p(δyi)p
r δxi 6 2r n
i=1

pδ∗i p−1|δxi − δyi|
(δxi)p(δyi)p
r
δxi
6 (2p)r
n
i=1
|δxi − δyi|r
δ
r+rp−1
i∗
6 (2p)r(2n)r+rp−1|δ(x− y)|rr 6 (2p+3p)rnr+rp−1|x− y|rr ,
since by (2.9), δi∗ > 1/(2n), and
|δ(x− y)|rr =
n
i=1
|δxi − δyi|r 6
n
i+1
2r(|xi − yi|r + |xi−1 − yi−1|r) 6 2r+1|x− y|rr .
To estimate I2, we first use the comparison theorem to obtain
min[yk−1,yk]
(λ(n, q2)− q2) 6

πp
δyk
p
6 max
[yk−1,yk]
(λ(n, q2)− q2).
Hence, for k = 2, . . . , n, πpδyk−1
p
−

πp
δyk
pr ≤  max[yk−2,yk] q2 − min[yk−2,yk] q2
r
≤
 yk
yk−2
|q′2|dy
r
6 (yk − yk−2)r−1
 yk
yk−2
|q′2|rdy
by Hölder inequality. Thus,
πp
rp I2 6 2r
n
i=2
δi(δyi + δyi−1)r−1
 yi
yi−2
|q′2|rdr 6
3r−12r+1
nr
 1
0
|q′2|r dx
since δi 6 1/n and δyi 6 3/(2n).
In summary, we have
∥V1 − V2∥rLr 6 (2p+3pπpp)rnrp+r−1|δ(x− y)|rr +
3r−12r+1
nr
 1
0
|q′2|r dx.
This proves the first assertion (a) with
C3 = max{(2p+3pπpp)r , 3r−12r+1} = (23+ppπpp)r .
(b) We use
∥q1 − q2∥rLr ≤ 3r
∥q1 − P1∥rLr + ∥q2 − P2∥rLr + ∥P1 − P2∥rLr  .
Note that when x ∈ [xk−1, xk], we have
|q(x)− q¯k| = 1xk − xk−1
 xk
xk−1
 y
x
q′(z)dzdy
 ≤  xk
xk−1
|q′(z)| dz.
Hence from (1.6), 1
0
|q−q|r 6 n
k=1
δxk
 xk
xk−1
|q′(z)| dz
r
6
n
k=1
(δxk)r
 xk
xk−1
|q′(z)|r dz 6

3
2n
r  1
0
|q′(z)|r dz
since δxk 6 δ∗i 6 3/(2n). Thus, applying (1.5) of Theorem 1 we obtain for i = 1, 2,
∥qi − Pi∥Lr 6 (2pp+ 1)∥qi −qi∥Lr 6 3(2pp+ 1)2n ∥q′i∥Lr .
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Also
∥P1 − P2∥Lr ≤ ∥V1 − V2∥Lr + ∥V 1 − V 2∥Lr
= ∥V1 − V2∥Lr +
 1
0
(V1 − V2)

≤ 2∥V1 − V2∥Lr .
Hence putting all three together, we obtain the second assertion (b) with
C = max{(2p+4pπpp)r , 3r−122r+1 + 32r(1+ 2pp)r2−r} = (2p+4pπpp)r .
This completes the proof. 
3. Tikhonov regularization
In this section, we study the minimization problem for the Tikhonov functional E.
Theorem 3.1. Given n ∈ N, ε > 0 and x ∈ X(n), E(n, ε, x; ·) in Q admits at least one minimizer.
Proof. For the sake of simplicity, we write E(φ) = E(n, ε, x;φ). For r > 1, since E is a non-negative well-defined functional
on Q, there exists a minimizing sequence {φi}∞i=1, i.e., φi ∈ Q for all i, and
lim
i→∞ E(φi) = infφ∈Q E(φ).
This implies that {φi} is a bounded family inW 1,r([0, 1]). So, by the weak compactness of any closed and bounded subset of
Q, there exists φε ∈ Q such that along a subsequence j →∞,
φj −→ φε weakly inW 1,r((0, 1)) and uniformly in C([0, 1]).
Hence, by the weak lower semicontinuity of the functional
 1
0 |φ′|r , we have 1
0
|φ′ε(x)|rdx 6 lim infj→∞
 1
0
|φ′j (x)|rdx.
Furthermore,
lim
j→∞ z(n, φj) = z(n, φε), and limj→∞ λ(n, φj) = λ(n, φε),
so that
E(φε) 6 lim inf
j→∞ E(φj) = infφ∈Q E(φ).
Therefore, φε ∈ Q is a minimizer of E(n, ε, x; ·) in Q. 
For the purpose of numerical simulation, in the following, we shall derive the Euler–Lagrange equation for a minimizer.
For this, we recall a well-known result from the elliptic pde theory: Suppose f ∈ Lr((0, 1)) (r > 1) and q ∈ W 1,r([0, 1]).
Then  1
0
(|q′|r−2q′ζ ′ + ζ f )dx = 0 ∀ζ ∈ C∞([0, 1]) ⇐⇒

(|q′|r−2q′)′ = f in Lr((0, 1)),
q′(0) = q′(1) = 0.
Now let ε > 0, n ∈ N, and x = (x0, . . . , xn) ∈ X(n) be given and fixed. We write E(·) = E(n, ε, x; ·). For φε ∈ Q and
ζ ∈ W 1,r((0, 1)), we want to calculate the first variation of E(·) at φε in the direction ζ − ζ¯ ∈ Q where ζ¯ =
 1
0 ζ (x)dx.
Namely, we calculate
⟨∇E(φε), ζ − ζ¯ ⟩ := lim
t→0
E(φε + t[ζ − ζ¯ ])− E(φε)
t
.
First, for t ∈ R, set φ(t) = φε+ t[ζ − ζ¯ ], E(t) = E(φ(t)), Z(t) = (Z0(t), . . . , Zn(t)) := z(n, φ(t)),Λ(t) = λ(n, φ(t)) and
U(t, ·) = u(n, φ(t); ·). Using the notations ′ = ddx and˙= ddt , we also let V (t, ·) := U˙(t, ·). Then we have Z(0) = z(n, φε),
Zi(0) = zi,Λ(0) = λ, U(0, ·) = u(·) and V (t, 0) = V (t, 1) = 0.
From the definition of E, we see that
⟨∇E(φε), ζ − ζ¯ ⟩ = E˙(0), E˙(t) = r(Z − x)(r−1) · Z˙ + rε
 1
0
(φ′ε + tζ ′)(r−1)ζ ′ dx
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where f (r−1) = |f |r−2f and (Z − x)(r−1) = (Z0 − x0)(r−1), (Z1 − x1)(r−1), . . . , (Zn − xn)(r−1). Also, differentiating
U(t, Zi(t)) = 0 in t , we obtain
Z˙i(t) = − V (t, Zi(t))U ′(t, Zi(t)) ∀ i = 1, . . . , n− 1.
Next we differentiate the equation (U ′(p−1))′ = (p− 1)(φ −Λ)U (p−1) with respect to t to obtain
(p− 2)|U ′|(p−3)V ′U ′′ + |U ′|p−2V ′′ = (p− 1)(φ −Λ)|U|p−2V + (ζ − ζ¯ − Λ˙)U (p−1) in (0, 1).
LetW = |U ′|p−2(U ′V − V ′U). ThenW ′ = −(ζ − ζ¯ − Λ˙)|U|p and hence
|U ′|p−2(U ′V − V ′U) = −
 x
0

ζ − ζ¯ − Λ˙ |U|p.
Since U(t, 1) = V (t, 1) = 0, we have
Λ˙ = −ζ¯ +
 1
0 ζ |U|p 1
0 |U|p
.
Furthermore, we have
Z˙i(0) = −V (0, zi)u′(zi) =
 zi
0 (ζ − ζ¯ − Λ˙(0))|u|p
|u′(zi)|p
= 1|u′(zi)|p
 zi
0
ζ |u|p −
 zi
0 |u|p 1
0 |u|p
 1
0
ζ |u|p

= 1|u′(zi)|p
 1
0
ζ |u|p

χ[0,zi) −
 zi
0 |u|p 1
0 |u|p

dx
= 1|u′(zi)|p
 1
0
ζ |u|p
 1
zi
|u|p 1
0 |u|p
− χ[zi,1]

dx.
Hence
⟨∇E(φε), ζ − ζ¯ ⟩ = rε
 1
0

(φ′ε)
(r−1) ζ ′ + ζ |u|p
n−1
i=1
(zi − xi)(r−1)
ε |u′(zi)|p
 1
zi
|u|p 1
0 |u|p
− χ(zi,1]

dx.
Since the first variation of E at φε in any direction ζ − ζ¯ ∈ Q is zero, we have
φ′ε(0) = φ′ε(1) = 0, (φ′(r−1)ε )′ = |u|p
n−1
i=1
(zi − xi)(r−1)
ε |u′(zi)|p
 1
zi
|u|p 1
0 |u|p
− χ(zi,1]

in (0, 1).
Set qε = φε − λ and a = (a0, . . . , an−1), where
a0 = 1
ε
n−1
i=1
(zi − xi)(r−1)
|u′(zi)|p
 1
zi
|u|p 1
0 |u|p
, (3.1)
ak = a0 + 1
ε
k
i=1
(xi − zi)(r−1)
|u′(zi)|p ∀ k = 1, . . . , n− 1. (3.2)
In summary, we have the following theorem about the minimizer.
Theorem 3.2. Let ε > 0, n ∈ N and x = (x0, . . . , xn) ∈ X(n) be given. Consider
(u′(p−1))′ = (p− 1)u(p−1) qε in (0, 1),
u′(0) = 1, {x ∈ [0, 1] | u(x) = 0} = {z0, . . . , zn},
(q′(r−1)ε )
′ = |u|p
n−1
k=0
akχ[zk,zk+1) in (0, 1),
q′ε(0) = q′ε(1) = 0,
a0 is given by (3.1), and ak is given by (3.2).
(3.3)
Then (z, a, u, qε) solves (3.3), where qε = φε − λ, φε is a minimizer to (1.8), (λ, u) is the nth eigenpair to (1.1), z the nodal set
of u, and a = (a0, . . . , an−1) as in (3.1), (3.2).
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Therefore, by Theorem 3.2, a minimizer can be obtained by first solving (3.3) for qε and then defining
λ := −
 1
0
qε(x) dx, φε = λ+ qε.
Note that the solvability condition
0 =
 1
0
(q′(r−1)ε )
′ dx =
n−1
i=0
 zi+1
zi
ai|u|p =
n−1
i=0
ai
 1
zi
|u|p dx−
 1
zi+1
|u|p dx

=
n−1
i=1
(ai − ai−1)
 1
zi
|u|p dx+ a0
 1
0
|u|p dx
and the definition of ai − ai−1 in (3.3) give automatically the required formula for a0 in (3.1). The inductive definition for ai
in (3.3) then also gives the required formula for ai in (3.2) for each i = 1, . . . , n− 1.
Remark 4. Numerically, one can solve the elliptic system (3.3) by taking the t → ∞ limit of the solution (u(x, t), p(x, t))
of a parabolic–elliptic (or parabolic) system obtained by adding terms pt(x, t) and τ |u|p−2[ut − λ(t)u] (τ ∈ [0,∞)) in the
differential equations for q and u in (3.3), respectively.
4. Completion of the proof of Theorem 2
It remains to show the assertions (b) and (c) in Theorem 2.
(b) First of all, by the assumption z(n, q) = x we have ε∥φ′ε∥rLr 6 E(x;φε) 6 E(x; q) = ε∥q′∥rLr , so that ∥φ′ε∥Lr 6 ∥q′∥Lr .
Also, as
 1
0 q = 0 =
 1
0 φε we have, by Poincare inequality and variational characterization of Neumann eigenvalues for
p-Laplacian operators [12,10] (for Sp(πr( 12 − x))would be the first non-constant Neumann eigenfunction), 1
0
q 6 ∥q∥Lr 6 π−1r ∥q′∥Lr 6
np−1πpp
2p+1
.
Similar estimate also works for
 1
0 |φε|. Hence, by Theorem 2.1(b) with q1 = φε and q2 = q, we have 1
0
|φε − q|r ≤ Cnrp+r−1|z(n, φε)− x|rr +
C
nr
 1
0
(|φ′ε|r + |q′|r)
= Cnrp+r−1E(x;φε)+ Cnr
 1
0
(|φ′ε|r + |q′|r)
6 Cnrp+r−1ε
 1
0
|q′|r + 2C
nr
 1
0
|q′|r
≤ C

2
nr
+ εnrp+r−1
 1
0
|q′|r .
Taking the rth root we obtain the assertion (b) of Theorem 2 with C1 = (2C)1/r .
(c) By the assumption α 6 ε1/rnp−1πppπr/2p+2 and ∥q′∥Lr 6 np−1πppπr/2p+2, we have
∥(φαε )′∥rLr 6 ε−1E(xα;φαε ) 6 ε−1E(xα; q) 6 ε−1αr + ∥q′∥rLr .
Hence, using (|a| + |b|)1/r 6 |a|1/r + |b|1/r we have
∥φαε ∥L1 6 π−1r ∥(φαε )′∥Lr 6 π−1r (ε−1/rα + ∥q′∥Lr ) 6
np−1πpp
2p+1
.
Hence, we can apply Theorem 2.1(b) with q1 = φαε and q2 = q to obtain
∥φαε − q∥Lr 6 C1/rnp+1−1/r |z(n, φαε )− x|r +
C1/r
n
(∥(φαε )′∥Lr + ∥q′∥Lr )
6 C1/rnp+1−1/r
|z(n, φαε )− xα|r + |xα − x|r+ C1/rn ∥(φαε )′∥Lr + ∥q′∥Lr 
6 C1/rnp+1−1/r

E(xα;φαε )1/r + α
+ C1/r
n
∥(φαε )′∥Lr + ∥q′∥Lr 
6 C1/rnp+1−1/r

E(xα; q)1/r + α
+ C1/r
n
∥(φαε )′∥Lr + ∥q′∥Lr 
240 X. Chen et al. / J. Math. Anal. Appl. 395 (2012) 230–240
6 C1/rnp+1−1/r

α + ε1/r∥q′∥ + α+ C1/r
n

ε−1/rα + ∥q′∥Lr + ∥q′∥Lr

= C1/r

2np+1−1/r + 1
nε1/r

α + C1/r

np+1−1/rε1/r + 2
n

∥q′∥Lr .
This proves the assertion (c) of Theorem 2 with C2 = 2C1/r . 
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