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1 Introduction
In this paper we deal with the derivation of well-balanced solvers for non-homogeneous
2D hyperbolic systems of conservation laws. Our work is motivated by the need of
obtaining efficient solvers of 2D Shallow Water Equations (SWE in what follows)
with variable bottom topography, but most of our conclusions also apply to general
2D hyperbolic systems with source terms.
The accurate solution of hyperbolic systems with source terms requires numerical
solvers with specific properties. Indeed, an upwind discretization of the source term,
compatible with that of the flow term, must be performed. Otherwise, a first error
order in space, stemming from the numerical diffusion terms, takes place. This error,
after time iteration, may yield large errors in wave amplitude and speed. Roe in [27]
studies the relation between the choice of quadrature formulae to approximate the
average of the source term and the property of preserving the stationary solutions.
Bermu´dez and Va´zquez-Ce´ndo´n introduce in [5] some numerical solvers that up-
wind the source term for 1D SWE, by preserving water at rest. This work originated
the so-called “well-balanced” solvers, in the sense that the discrete source terms bal-
ance the discrete flux terms when computed on some (or all) of the steady solutions
of the continuous systems. Several sequels of this work for 1D SWE followed. See for
example: Castro et al. [13], Greenberg-Leroux [18], Kurganov-Levy [21], Le Veque
[22], Perthame-Simeoni [24], Zhou et al. [32].
A different way of studying the numerical treatment of source terms is to rewrite
the system as a non-conservative hyperbolic system, by adding up a new equation.
For example, for SWE with topography, by introducing that the derivative in time
of the bottom function is zero. A numerical scheme for non-conservative hyperbolic
system is then applied and finally it is rewritten in terms of the original variables.
The main difficulty of non-conservative systems both from the mathematical and
the numerical points of view comes from the presence of non-conservative products,
which makes difficult even the definition of weak solutions. In [15] authors introduce
the definition of non-conservative products as Borel measures given by Dal Maso,
LeFloch and Murat. This definition, which depends on the choice of a family of
paths in the phase space, allows one to give a rigorous definition of weak solutions
for non-conservative hyperbolic systems.
Pare´s and Castro present in [23] a study of well-balanced properties of Roe
method for non-conservative hyperbolic systems. They show that the scheme pro-
posed by Bermudez-Va´zquez [5] corresponds to the choice of a family of segments
in the definition of Roe linearization.
The paper of Bermu´dez and Va´zquez-Ce´ndo´n [4] reported a first extension of
Finite Volume schemes to 2D SWE with source terms stemming from variable bot-
tom topography. This extension followed the general idea of upwinding the source
terms, once the equation is discretized by means of local balances of fluxes between
neighboring cells. An extension of this method to the case of 2D hyperbolic systems
with non-conservative products is presented by Castro et al. in [9]. This paper in-
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cludes an application to the bilayer 2D SWE, to simulate the steady exchange flow
through the Strait of Gibraltar.
Several authors follow different approaches to discretize the shallow water equa-
tions by well-balanced solvers. In particular, in [11] Brufau and Garc´ıa-Navarro
derive a multidimensional upwind Finite Volume solver. This distributive scheme is
applied to the component of the source term stemming from the bottom gradient.
In this way, the water at rest is exactly preserved.
Hervouet uses in [19] Finite Element solvers combined with time discretization by
the Method of Characteristics, and an operator splitting technique. The description
of the evolution in time of the increment of the column of water in terms of the
gradient of the free surface allows to preserve the water at rest solution.
Audusse et al. use in [3] kinetic schemes to approach 2D SWE. With a ki-
netic formulation, the system becomes a linear equation, where the unknown is the
“microscopic density of particles”. To deduce the numerical scheme the original
unknowns are updated by an averaging process. The collision term in the kinetic
equation is neglected, what can be interpreted as performing all collisions at once on
each control volume. To achieve the well-balance property for still water flow, new
interface topography and water depth values are defined. This scheme has the spe-
cific advantage of preserving the water depth positiveness under a rather restrictive
CFL condition.
A different approach is followed by Amara, Capatina and Trujillo in [2]. Here, an
alternative form of 2D SWE is derived from a variational formulation of 3D Navier-
Stokes equation with free surface. The solution of this alternative form, together
with a post-processed vertical velocity, is a particular solution of the 3D Navier-
Stokes equations. Error estimates in terms of the thickness of the water layer are
deduced.
Aizinger and Dawson present in [1] a local discontinuous Galerkin method for 3D
SWE. The system includes the momentum equation for the horizontal components
of the velocity using the hydrostatic pressure, a continuity equation involving the
vertical velocity and an equation describing the motion of the free surface. Moreover
[1] studies the stability properties, proving the L2 stability for the Local Discontinous
Galerkin method for this 3D SWE non-linear model.
In [25] Quecedo et al. present a comparison of Navier-Stokes equations with SWE
for solving the dam break problem. The Navier-Stokes equations are discretizated
using a Finite Element Method with a Level-Set algorithm and the SWE equations
are discretized by using a Taylor-Galerkin scheme. One of the conclusions of the
paper of Quecedo et al. is that the SWE approach is appropriate for large computa-
tional domains, due to a smaller computational cost. Moreover, the results obtained
with SWE and Navier-Stokes equations for the evolution of the water depth far from
the dam are close.
The derivation of systematic techniques to build well-balanced numerical schemes
is also a relevant issue, as this is far from being a straightforward property to obtain.
In [14] a systematic derivation of well-balanced solvers for 1D systems for hyperbolic
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conservation laws is introduced. The main idea is to discretize an equivalent equation
with an additional source term. This term is specifically designed to balance the
first order term stemming from the numerical diffusion due to the actual numerical
scheme for the homogeneous equation.
We focus in this paper on the systematic derivation of well-balanced solvers
for 2D non-homogeneous hyperbolic systems of conservation laws by finite volume
methods. To do this we proceed similarly to the derivation of standard finite volume
solvers using the line method: we project the system (including the source terms)
along the normal to the boundary segment between two neighboring cells, assuming
that the source terms only vary along the normal direction. Then, a 1D well-balanced
approximated Riemann solver is applied to solve the resulting problems.
By this procedure we obtain a large family of conservative solvers that we prove
to be asymptotically well-balanced for essentially 1D solutions. In addition, we give
general conditions that we prove to be sufficient for a given scheme to exactly solve
an actual steady solution at grid nodes. These conditions are independent of the
numerical diffusion matrix of the scheme, thus largely simplifying the calculations.
We apply this general theory to 2D SWE, for which we introduce a systema-
tic discretization of source terms, in particular those coming from variable bottom
topography. We also introduce a large family of schemes that we prove to be asymp-
totically well-balanced for essentially 1D solutions, and to exactly solve water at rest.
We apply one of the solvers introduced in this paper to solve the SWE, for simulating
the real break of the dam of Aznalco´llar.
Although at present we are not able to give a proof of stability of our methods or
error estimates, in practice these yield quite good accuracy and stability properties
in tests involving strong shocks. This is confirmed by the hard test of the real dam
break of Aznalc´ollar.
This paper is organized as follows: In section 2, we summarize the basic technique
to discretize 1D hyperbolic systems with source terms. In Section 3, we present a
systematic derivation of well-balanced solvers for 2D Finite Volume schemes using
the line method. In Section 4, we study the conservation and balance properties of
the 2D proposed schemes. In Section 5 we present the application of the proposed
solvers to SWE. We also prove that the schemes exactly balance the stationary
solution of water at rest. In Section 6 we present three numerical tests. The first
one is a 1D double rarefaction wave with vacuum. The second test is the simulation
of the formation of an hydraulic jump and an hydraulic drop due to a supercritical
flow facing a descending ramp. The third test is an application to the study of
the flood produced by the dam break of the mining ponds of Aznalco´llar, a real
ecological disaster happened in Spain in 1998. Finally, in Section 7 we present the
conclusions of the paper.
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2 Balanced schemes for 1D non-homogeneous sys-
tems
In this section we study the discretization of 1D non-homogeneous hyperbolic sys-
tems of conservation laws. We shall summarize the derivation of a well-balanced
family of schemes for these systems introduced in [14]. We shall use this deriva-
tion to construct well-balanced Finite Volume schemes for 2D non-homogeneous
hyperbolic systems in the next section.
We consider systems with the structure

∂W (x, t)
∂t
+
∂
∂x
F (W (x, t)) = G(x,W (x, t)) x ∈]0, L[, t ∈]0, T [,
W (x, 0) =W0(x) x ∈ [0, L],
(1)
where W : [0, L]→ RN is the unknown function, F : RN → RN is the physical flux
function and G : [0, L]×RN → RN is the source term. We will suppose that F and
G are known piecewise C2 functions.
We consider a partition {xi}M+1i=0 of the interval [0, L], with step ∆x, and a
partition {tn}M+1n=0 of [0, T ]. We also denote xi+1/2 = (xi + xi+1)/2 for i = 0, . . . ,M .
We consider finite volume schemes that can be written in conservative form, for
the space discretization. To discretize in time, we use the explicit Euler scheme.
In the homogeneous case, G = 0, we consider conservative schemes with the
structure
W n+1i =W
n
i −
∆t
∆x
(
φ(W ni ,W
n+1
i+1 )− φ(W ni−1,W ni )
)
, (2)
where φ(Wi,Wi+1) is the numerical flux function. More specifically, we are interested
in schemes that can be written in ”viscous form”, for which the numerical flux φ
has the structure
φ(Wi,Wi+1) = FC(Wi,Wi+1)− 1
2
D(Wi,Wi+1)(Wi+1 −Wi), (3)
where by FC(Wi,Wi+1) we denote a centered approximation of F at xi+1/2, for
instance
FC(Wi,Wi+1) =
F (Wi) + F (Wi+1)
2
or FC(Wi,Wi+1) = F
(
Wi +Wi+1
2
)
. (4)
Also byD(Wi,Wi+1) we denote the upwinding matrix of the scheme. This matrix
is an approximation of a numerical diffusion matrix D(W˜i+1/2), where W˜i+1/2 is an
intermediate state for Wi and Wi+1, for instance its half value or the intermediate
state of Roe (Cf. Roe [28]). Matrix D must be defined (or, at least, semi-defined)
positive. It is related to the upwinding matrix by D(W,W ) = D(W ).
We suppose that D(W ) is a Lipschitz function of W . Its derivatives can have
some discontinuities at points where some of its eigenvalues vanish. Some examples
5
of matrices D are the absolute value |A| (Roe scheme), λA2 (Lax-Wendroff scheme),
a combination of Roe and Lax-Wendroff methods with flux limiters, or a diagonal
matrix (Lax-Friedrichs scheme).
The derivation of the well-balanced family of schemes introduced in [14] starts
from the observation that numerical schemes written in viscous form and defined
by (2), (3) can be interpreted as centered discretization of the parabolic equivalent
system
∂W
∂t
+
∂
∂x
F (W )− ν ∂
∂x
(
D(W ) ∂
∂x
W
)
= 0, (5)
where ν is equal to half of the space step (ν = ∆x/2) and D(W ) is the numerical
diffusion matrix. All stationary solutions of the hyperbolic homogeneous system,
when A(W ) is inversible, are constant and, then, also are stationary solutions of the
equivalent system (5).
In the case of the hyperbolic system with source term,
∂W
∂t
+
∂
∂x
F (W ) = G(x,W ), (6)
a “viscous correction” of the source term,
∂W
∂t
+
∂
∂x
F (W )− ν ∂
∂x
(
D(W ) ∂
∂x
W
)
= G(x,W ) + C(W ). (7)
is proposed to compensate for the numerical diffusion introduced by the discretiza-
tion of the physical flux on steady solutions.
If the Jacobian matrix A of the flux F is non singular at W , the correcting term
is defined as
C(W ) = −ν ∂
∂x
(D(W )A−1(W )G(x,W )). (8)
In this way, (7) is rewritten as
∂W
∂t
+
∂
∂x
[
F (W )−νD(W ) ∂
∂x
W
]
= G(x,W )−ν ∂
∂x
[
D(W )A−1(W )G(x,W )
]
. (9)
It is concluded that to build balanced numerical schemes for the non-homogeneous
hyperbolic system (6) it is enough to use second order approximations in space of
(9). Indeed, a stationary solution W of (6) verifies
A(W )
∂W
∂x
=
∂
∂x
F (W ) = G(x,W ).
Therefore, if A(W ) is non-singular,
∂W
∂x
= A−1(W )G(x,W );
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and the diffusion flow and source terms in (9) balance each other.
Moreover, these schemes are built with conservative structure. Indeed, (9) can
be re-written as
∂W
∂t
+
∂
∂x
[
F (W )− νD(W )
( ∂W
∂x
− A−1(W )G(x,W )
)]
= G(x,W ). (10)
This equation is discretized with three-points schemes with the structure
W n+1i −W ni
∆t
+
φG(W
n
i ,W
n
i+1)− φG(W ni−1,W ni )
∆x
=
= GC(xi−1, xi, xi+1,W
n
i−1,W
n
i ,W
n
i+1) (11)
where by φG we denote the numerical flux function modified by the presence of the
source term. By GC we denote a centered approximation of G at x = xi.
The modified flux φG is defined as
φG(Wi,Wi+1) = FC(Wi,Wi+1)−
−νD(Wi,Wi+1)
(Wi+1 −Wi
∆x
− A˜−1(Wi,Wi+1)GD(xi, xi+1,Wi,Wi+1)
)
. (12)
Here, GD is an approximation of G at x = xi+1/2 and A˜−1(Wi,Wi+1) is an appro-
ximation of A−1(W˜i+1/2). We also remember that D(Wi,Wi+1) is an approximation
of D(W˜i+1/2) and W˜i+1/2 is an intermediate state for the values Wi and Wi+1.
To approximate A−1(W ) when A(W ) is singular, this matrix is replaced by the
matrix A˜−1(W ) defined as:
If A = XΛX−1, with Λ = Diag(λj, j = 1, . . . , N), then A˜−1 = XΛ˜−1X
−1, where
Λ˜−1 = Diag(λ˜−1j , j = 1, . . . , N) with λ˜
−1
j =
{
1/λj if λj 6= 0
0 if λj = 0
i = 1, . . . , N.
(13)
The idea underlying this definition is that when some eigenvalue of A vanishes,
then no upwinding of the corresponding characteristic field is needed. Then, no
upwinding of the corresponding component of the source term is neither necessary.
This definition of A˜−1 also allows to balance the scheme in some situations where
A(W ) is singular in sets with nonzero measure.
Remark 1 Observe that even centered flux and source terms discretizations should
be compatible.
Remark 2 Under this point of view, the generalization of the proposed 1D numeri-
cal schemes to 2D systems is very simple and natural, by using analogous techniques
as for homogeneous systems. It is important to start from 1D numerical schemes
written under the conservative structure (11), this allows to introduce a systematic
technique to generalize 1D solvers for non-homogeneous hyperbolic systems to 2D.
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Another form to study the discretization of 1D systems can be seen for example
in [5], in this paper the authors propose to preserve the structure of the numerical
flux function of the homogeneous problem and to introduce an upwind discretization
of the source term. In fact, the schemes presented in [5] can be easily rewritten
under the structure (11).
These schemes balance a large class of stationary solutions in all [0, L] but on a set
whose measure tends to zero as ∆x→ 0. These schemes are called “asymptotically
balanced” (Cf. [14]).
Definition 1 (Asymptotically balanced schemes)
We say that scheme (11)-(12) is asymptotically balanced for a stationary solution
W (x) of the hyperbolic system (1) if there is an increasing sequence of compact sets
{Kn}n ⊂ [0, L] such that
1) µ([0, L]r ∪nKn) = 0, where µ denotes the Lebesgue measure in R.
2) For all n there exists a value δn > 0 such that if 0 < ∆x < δn, the scheme
balances the system in Kn up to second order.
It seems hopeless to expect that these schemes balance all stationary solutions in
all the domain ]0, L[ up to second order of accuracy, as the diffusion matrix D(W )
is only Lipschitz-continuous and the additional term C(W ) presents singularities
when some eigenvalues of A change sign.
However, in the case of SWE, many of these schemes exactly balance some
stationary solutions at the nodes of the mesh; in particular water at rest.
We shall precise these statements in Section 5, where we analyze the well-
balanced properties of these schemes for 2D Finite Volume methods that we in-
troduce in the next section.
3 Finite Volume schemes for 2D systems.
Let us now consider a general hyperbolic system of conservation laws with source
terms in two space dimensions on a bounded domain Ω ⊂ R2,

∂W
∂t
+
∂
∂x
F1(W ) +
∂
∂y
F2(W ) = G(x,W ) in Ω×]0, T [,
W (x, 0) =W0(x) in Ω;
(14)
completed with suitable boundary conditions on ∂Ω×]0, T [.
Here, W : Ω × [0,+∞[→ Rd is the unknown function; F1, F2 : Rd → Rd are
the flux functions, and G : Ω×Rd → Rd is the source term. We assume that F1,
F2 and G are known functions with piecewise C
2 regularity.
Let us also consider a partition of Ω (assumed to be polygonal) Vh = {Vi}ni=1 into
control volumes. We shall denote by Γi j the interface between two adjacent control
volumes Vi and Vj, and by ηi j its normal pointing from Vi to Vj . For each control
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volume Vi we denote by Ki the set of indices of the neighboring control volumes. If
Γ is a straight segment of ∂Vi located on ∂Ω, we add to Vh a virtual control volume
Vj , adjacent to Γ and exterior to Ω. We still denote Γ by Γi j. This is a useful
formalism to impose the boundary conditions.
Integrating (14) on Vi,∫
Vi
∂W
∂t
+
∑
j∈Ki
∫
Γi j
F(W ) · ηi j =
∫
Vi
G(x,W )dx,
where we denote F = (F1, F2). Following the basic idea of Finite Volume schemes
for the homogeneous case, we approximate this identity by
|Vi|W
n+1
i −W ni
∆t
+
∑
j∈Ki
‖Γi j‖φG(W ni ,W nj , ηi j) = |Vi|Gni . (15)
Here, W ni represents an approximation to the average
1
|Vi|
∫
Vi
W (x, tn)dx, G
n
i is
an approximation of
1
|Vi|
∫
Vi
G(x,W (x, tn))dx, and φG is some numerical flux func-
tion associated to the projection of system (14) on the direction ηi j. To construct
this projection, let us consider a vector η ∈ R2.
Observe that
∂
∂x
F1(W ) +
∂
∂y
F2(W ) =
2∑
i=1
{∂iF1(W )η1 + ∂iF2(W )η2}[∇W ]i · η+
+
2∑
i=1
{−∂iF1(W )η2 + ∂iF2(W )η1}[∇W ]i · η⊥,
where we denote [∇W ]i = (∂1Wi, ∂2Wi) and η⊥ = (−η2, η1). Indeed,
2∑
i=1
{∂iF1(W )η1}[∇W ]i · η +
2∑
i=1
{−∂iF1(W )η2}[∇W ]i · η⊥ =
2∑
i=1
∂iF1(W ) [η
2
1 ∂1Wi + η1η2∂2Wi + η
2
2 ∂1Wi − η1η2∂2Wi] =
2∑
i=1
∂iF1(W ) (η
2
1 + η
2
2) ∂1Wi. (16)
Similarly,
2∑
i=1
{∂iF2(W )η2}[∇W ]i · η +
2∑
i=1
{∂iF2(W )η1}[∇W ]i · η⊥ = (17)
2∑
i=1
∂iF2(W ) (η
2
1 + η
2
2) ∂1Wi (18)
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Figure 1: Definition of Ni, Pij and the line x(ξ)
Assume that a solution W (x, t) of (14) does not vary in the direction η⊥ =
(−η2, η1), that is
∇W · η⊥ = 0. (19)
If we define the 1D vector function U(ξ, t) = W (x(ξ), t) with x(ξ) = ξ η + x0 (for
some x0 ∈ R2), then ∂
∂ξ
U(ξ, t) = ∇W (x(ξ), t) · η and
∂
∂ξ
[
F1(U) η1 + F2(U) η2
]
(ξ, t) =
d∑
i=1
{∂iF1(U) η1 + ∂iF2(U)η2}[∇W ]i(x(ξ), t) · η =
=
[ ∂
∂x
F1(W ) +
∂
∂y
F2(W )
]
(x(ξ), t) (20)
Consequently, U(ξ, t) is a solution of the 1D hyperbolic system with source term
∂U
∂t
+
∂
∂ξ
[
(F · η)(U)
]
= G˜(ξ, U),
where F = (F1, F2) and G˜(ξ, U) = G(x(ξ), U).
This suggests to define φG(Wi,Wj, ηi j) as some approximation of the flux at
ξ = 0 of the solution for the 1D non-homogeneous Riemann problem

∂U
∂t
+
∂
∂ξ
[
(F · η)(U)
]
= G˜i j(ξ, U) in R×]0,+∞[,
U(ξ, 0) =
{
Wi if ξ < 0,
Wj if ξ > 0;
(21)
where G˜i j(ξ, U) = G(Pi j + ξηi j , U), for some point Pi j ∈ Γi j (see Figure 1). To
obtain balanced 2D schemes, we use the fluxes for balanced 1D schemes defined in
the previous section.
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Let us define φG. We first observe that using (20), the Jacobian matrix of the
1D flux F · η is
A(U, η) = F ′1(U)η1 + F ′2(U)η2.
Next, we identify the cell valuesWi andWj with nodal values at some points Ni ∈ Vi
and Nj ∈ Vj located along the straight x(ξ) = Pi j + ξ ηi j .
Then, we set
φG(Wi,Wj, ηi j) = FC(Wi,Wj, ηi j)−
−νi jD(Wi,Wj, ηi j)
(Wj −Wi
di j
− A˜−1(Wi,Wj, ηi j)Ĝi j(Wi,Wj, ηi j)
)
(22)
where FC is a second order approximation of F
(
Wi +Wj
2
)
· η; d i j is the distance
between Ni and Nj ; νi j = d i j/2; A˜−1(Wi,Wj, ηi j) is some first order approximation
of A˜−1
(
Wi +Wj
2
, ηi j
)
, and Ĝi j(Wi,Wj , ηi j) is some first order approximation of
G
(
Pi j ,
Wi+Wj
2
)
.
Then, by using the numerical flux modified by the source term we can easily
apply the same type of extension as in the case of homogeneous system. We obtain
the scheme defined by (15)-(22).
4 Conservation and well-balanced properties
In this section we prove the conservation and the balance properties of the proposed
scheme.
4.1 Conservation
We start by analyzing the conservation properties by a rather general result.
Theorem 1 Let us denote by W nh : Ω¯ → Rd an approximation of W (x, tn) built by
means of the discrete values {W ni }. We suppose that
a) W nh verifies W
n
i =
1
|Vi|
∫
Vi
W nh (x)dx, G
n
i =
1
|Vi|
∫
Vi
G(x,W nh (x)) dx.
b) The diffusive flux vanishes on the boundary of Ω (D = 0 on ∂Ω).
c) The following symmetries hold,
c1) FC(U, V, η) = −FC(V, U,−η) c2) D(U, V, η) = D(V, U,−η)
c3) A˜−1(U, V, η) = −A˜−1(V, U,−η) c4) Ĝ(U, V, η) = Ĝ(V, U,−η)
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Then, the scheme defined by (15)-(22) is globally conservative, in the sense that∫
Ω
W n+1h (x)dx−
∫
Ω
W nh (x)dx
∆t
+
∑
Γi j⊂∂Ω
‖Γi j‖FC(W ni ,W nj , ηi j)
=
∫
Ω
G(x,W nh (x))dx. (23)
Proof: Due to c1)-c4), the function φG defined by (22) verifies
φG(U, V, η) = −φG(V, U,−η).
Now, summing in equation (15), all contributions from φG due to internal faces Γi j
vanish. So we recover
n∑
i=1
|Vi|W
n+1
i −W ni
∆t
+
∑
Γi j⊂∂Ω
‖Γi j‖φG(W ni ,W nj , ηi j) =
n∑
i=1
|Vi|Gni .
Using now hypothesis a) and b) we conclude (23).

We observe that ifGi is an approximation of orderO(hk) (where h is the diameter
of the partition) of
1
|Vi|
∫
Vi
G(x,W (x))dx, the method verifies (23) up to order hk.
Conditions c1) to c4) are all natural, linked to the symmetries of problem (21)
with respect to exchanging Wi and Wj .
We observe that Hypotheses c1) and c2) ensure that the numerical flux func-
tion of the homogeneous hyperbolic system is conservative, that is, φ(U, V, η) =
−φ(V, U,−η). Hypothesis c3) and c4) are additional sufficient conditions to ensure
that
φG(U, V, η) = −φG(V, U,−η). (24)
4.2 Balance properties
In this subsection we study the balance properties of the proposed method. We
study wether it verifies the same properties as a 2D finite volume method for the
homogeneous case: by the form in which it is built, we study 1D solutions discretized
on a mesh that verifies hypothesis (19).
We are able to prove an asymptotic balance property for essentially one-dimensional
solutions. We also give sufficient conditions for a scheme to exactly balance a given
stationary solution at grid nodes. These conditions are simple to verify.
In practice, our scheme solves quite accurately, combined with mesh-refinement
techniques, all kind of solutions. We present some numerical evidence of this fact in
the numerical tests section.
We start by setting the following definitions:
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Definition 2 We say that a solution W (x, t) of system (14) is essentially 1D along
the direction η ∈ R2 if there exists a 1D function U : [E,F ]× [0, T ] → R such that
W (x, t) = U(ξ(x), t),
with ξ(x) = (x− x0) · η + ξ0 for some x0 ∈ R2, ξ0 ∈ R, provided
G(x,W (x, t)) = G˜(ξ(x), U(ξ(x), t))
for some function G˜ : R×RN → RN .
Definition 3 Given a solution W (x, t) of system (14) essentially 1D along the
direction η, we say that a rectangular grid is compatible with the direction η if it can
be obtained by a rotation from a cartesian grid in such a way that the positive x axis
is mapped into the vector η.
Definition 4 We shall say that a Finite Volume scheme is directionally asymptot-
ically well-balanced for system (14) if it is asymptotically well-balanced at least with
order two for essentially 1D steady solutions, on rectangular grids compatible with
the direction of the solution.
With these definitions we may state our main result:
Theorem 2 Assume the hypotheses of Theorem 1 to hold. Assume that the Finite
Volume scheme (15)-(22) is built from an asymptotically well-balanced at least with
order two 1D scheme. Then, scheme (15)-(22) is directionally asymptotically well-
balanced for system (14).
Proof: Due to property (24) and the essentially 1D nature of W , it is straight-
forward to prove that scheme (15)-(22) reduces to the 1D scheme (11)-(12), if we
identify the initial conditions by U0i = U(ξi, t
0) =W 0i .
Now, due to (20) we have
∂W
∂t
(x, t) + [∇ · F(W )](x, t)−G(x,W (x, t)) =
=
∂U
∂t
(ξ(x), t) +
∂
∂ξ
[(F · η)(U)](ξ(x), t)− G˜(ξ(x), U(ξ(x), t)). (25)
If we denote
T2D(W )(x, t) =
∂W
∂t
(x, t) + [∇ · F(W )](x, t)−G(x,W (x, t))
and
T1D(U)(ξ, t) =
∂U
∂t
(ξ, t) +
∂
∂ξ
[(F · η)(U)](ξ, t)− G˜(ξ, U(ξ, t)),
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by equality (25) we have that
T2D(W )(x, t) = T1D(U)(ξ(x), t). (26)
In what follows we suppose that W is a stationary solution. Moreover, we write as
Th,1D(Uh) = 0 and Th,2D(Wh) = 0 the numerical schemes for the one-dimensional
system T1D(U) = 0 and the two-dimensional system T2D(W ) = 0, respectively.
We denote by xi j the nodes of the rectangular mesh of Ω, where the index i (for
a fixed index level j) correspond to nodes along direction η and index j (for a fixed
index level i) along direction η⊥. As this mesh is compatible with the direction η,
the values ξ = xi j · η are equal for all j. We shall suppose that Ω is the rectangle
Ω =]A,B[ η+]C,D[ η⊥.
Then, if the one dimensional scheme is balanced for U on a compact set K, we
have
Th1D(U)(ξi) = T1D(U)(ξi) +O(h2), (27)
for all the 1D nodes, ξi ∈ K; where h is the space step of the mesh {ξi}i.
Moreover, as the 2D scheme (15)-(22) reduces to the 1D scheme (11)-(12), we
have
Th,2D(W )(xi) = Th,1D(U)(ξi), ∀i. (28)
Thus, by (26), (27) and (28) we conclude
Th,2D(W )(xi) = Th,1D(U)(ξi) = T1D(U)(ξi) +O(h2) = T2D(W )(xi) +O(h2), (29)
∀xi ∈ K̂ = Kη + [C,D]η⊥.
Now, as we suppose that the 1D scheme is asymptotically well-balanced at least
with order two, we consider a family of increasing compact sets {Kn} ⊂ [A,B] such
that the 1D measure of [A,B] \ ∪nKn is zero, and on each compact set Kn we have
(27) for 0 < h < δn.
If we set K̂n = Knη+ [C,D]η
⊥, the family {K̂n}n verifies an analogous property
with respect to Ω, and by (29), the system (14) is balanced on each K̂n if h < δn.

Moreover, we can give sufficient conditions to exactly balance a given 2D sta-
tionary solution at grid nodes. We have the next result:
Theorem 3 Given a stationary solution W of the non-homogeneous hyperbolic sys-
tem (14), if FC(W i,W j , ηi,j), Gi and Ĝi j(W i,W j, ηi,j), ∀j ∈ Ki verify
1
|Vi|
∑
j∈Ki
‖Γi j‖FC(W i,W j , ηi,j) = Gi, (30)
W j −W i
d i j
= A˜−1(W i,W j , ηi,j) Ĝi j(W i,W j , ηi,j) (31)
then the numerical scheme defined by (15)-(22) exactly balances system (14) for the
stationary solution.
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Proof: To prove that the scheme exactly balances the stationary solution W , it is
enough to prove
1
|Vi|
∑
j∈Ki
‖Γi ,j‖φG(W i,W j, ηi,j) = Gi. (32)
But, as φG is defined by (22), by (31) we obtain φG(W i,W j , ηi,j) = FC(W i,W j , ηi,j).
Then, (32) is verified by hypothesis (30).

Remark 3 If A(W ) is non-singular, instead of (31) it is simpler to verify the con-
dition
A(W i,W j , ηi,j)W j −W i
d i j
= Ĝi j(W i,W j, ηi,j)
Remark 4 Condition (30) means that the discrete flux across the boundary of cell
Vi balances the discrete source term on Vi; while condition (31) means that the
normal derivative of the discrete flux along the direction ηi j balances the component
of the source term projected into the direction ηi j.
5 Application to ShallowWater Equations (SWE)
In this section we apply the previous proposed method to approximate the 2D SWE.
These equations describe the behaviour of a flow in a channel, a lake or coastal areas.
The unknowns are
W =
(
h , q1 , q2
)T
, (33)
where h is the height of the water colum and q = (q1, q2) the discharge in the x and
y directions.
The SWE can be written as a two-dimensional hyperbolic conservation law with
source term (14), where the flux functions are
F1(W ) =


q1
q21
h
+
1
2
g h2
q1 q2
h


, F2(W ) =


q2
q1 q2
h
q22
h
+
1
2
g h2


; (34)
and the source term corresponding to variable bottom is
G(x,W ) =


0
g h
∂H
∂x
(x)
g h
∂H
∂y
(x)


. (35)
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By H we denote the depth of the bottom from a fixed reference level A:
H = A− zb(x), where zb(x) is the bottom function. We also denote ~q = (q1, q2).
If we also consider friction effects, we have an extra source term G2,
G2(W ) = gh
(
0
~Sf
)
(36)
with
~Sf = ~q
‖~q‖
h2C2Rh
, (37)
where Rh is the hydraulic ratio, that can be approximated by h. For Manning’s law
we have C = R
1/6
h /n
2 where n is the bed roughness coefficient.
We can consider G2 as a function of h, q1, q2 and ‖~q‖ =
√
q21 + q
2
2 :
G2(W ) = G2(h, ‖q‖, q1, q2). To discretize G2, we consider a semi-implicit discretiza-
tion: If by L(W n) we denote the spatial discretization of the system without inclu-
ding the term G2, we update the solution by solving the linear system
W n+1i =W
n
i +∆tL(W
n) + ∆tG2(h
n, ‖~q n‖, qn+11 , qn+12 )
So, in what follows, we focus our attention on the discrezation of SWE system
without friction terms.
In order to define a family of numerical schemes we begin by considering the
homogeneous case, φ:
φ(Wi,Wj, ηi j) = FC(Wi,Wj, ηi j)− νi jD(Wi,Wj, ηi j)Wj −Wi
di j
.
We consider the following definition of FC ,
FC(Wi,Wj , ηi j) =
F(W(1−α)i+αj) + F(Wαi+(1−α)j)
2
· ηi j , (38)
where we denote W(1−α)i+αj = (1− α)Wi + αWj with α ∈ [0, 1].
This expression is used in [13] to avoid entropy corrections in critical points.
The authors also propose a definition for the value α as a function depending on the
variables. However, the constant value α = 1/8 is shown to provide good results in
practically all cases. For the numerical tests that we present in this paper we have
set α = 1/8.
As matrix D, we can use the absolute value of Roe matrix, corresponding
to Roe method, or D = (∆t/∆x)A2, for Lax-Wendroff method. To obtain a
stable modification of Lax-Wendroff scheme, we combine both matrices by using
flux-limiters. Also, to obtain an extension of Lax-Friedrichs scheme we can use
D = (∆x/∆t)I, if by I we denote the identity matrix.
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Figure 2: Definition of Vi j and γl.
Following the previous section, to define the numerical source term (15), it is
enough to give Gi and Ĝi j . To define these two discretizations of G, we rewrite the
source term (35) as
G(x,W ) = f(W )

 0∂H/∂x
∂H/∂y

 where f(W ) = g h.
There is a first problem to approximate G, as frequently we have not an analytical
expression for the bottom function. In what follows, we suppose that we know the
values Hi, approximation of H(Ni) on the control volume Vi at the point Ni ∈ Vi.
Therefore, we must set Gi and Ĝi j in terms of the values Hi and Hj with j ∈ Ki.
• Definition of Gi.
We remark that Gi is defined as an approximation of G on the control volume Vi,
Gi ≈ 1|Vi|
∫
Vi
G(x,W )dx, with G(x,W ) = f(W )
(
0
∇H
)
.
Let us define Vi j as the subset of Vi whose boundary is defined by the union of Γi j
and the two segments that connect Ni with the extremities of Γi j (See Figure 2).
We use the quadrature formula formula
1
|Vi|
∫
Vi
f(W )∇H(x)dx = 1|Vi|
∑
j∈Ki
∫
Vi j
f(W )∇H(x)dx ≈
≈ 1|Vi|
∑
j∈Ki
f(Wρi+(1−ρ)j)
∫
Vij
∇H(x)dx. (39)
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with ρ = 1
2
+α(1−α). We observe that this value is an intermediate value between
1/2 (for α = 0) and 3/4 (for α = 1/2). This definition can be obtained in terms of
the integral of G evaluated at a reconstruction operator:
1
|Vi|
∫
Vi
f(W )∇H(x)dx ≈ 1|Vi|
∑
j∈Ki
∫
Vi j
f(Pij(W ))∇H(x)dx
where Pij is a reconstruction operator, that takes the valueWi over Ni and the value
αWαi+(1−α)j + (1− α)W(1−α)i+αj over Γij.
With the purpose of simplifying the notation we shall suppose that Vi j is a
triangle, where γ0 = Γi j is the intersection between Vi and Vj, and where γ1, γ2
are the two interior segments of the boundary of Vi j into Vi (see Figure 2). By ηl,
l = 0, 1, 2 we denote the outward unit normal vectors to γl, l=0,1,2 respectively (so
η0 = ηi j).
Then, by Green’s formula we have∫
Vi j
∇H(x) dx =
2∑
l=0
∫
γl
H(x) · ηl dx.
We approximate the value of H(x) on γ0 = Γi j by the mean value of Hi and Hj :
(Hi + Hj)/2. On the two interior segments to Vi (γ1 and γ2) we will approximate
H(x) by Hi. Therefore,∫
Vi j
∇H(x)dx ≈ Hi +Hj
2
‖γ0‖ η0 +Hi ‖γ1‖ η1 +Hi ‖γ2 ‖ η2 = ‖Γi j‖
2
(Hj −Hi) ηi j
(40)
To prove the last equality, we have considered that when H ≡ 1, we have
0 =
∫
Vi j
∇ 1 dx =
2∑
l=0
‖γl‖lηl.
Finally, due to (39)-(40) we define
Gi =
1
|Vi|
∑
j∈Ki
f(Wρi+(1−ρ)j)
‖Γi j‖
2
(Hj −Hi)
(
0
ηi j
)
, (41)
with ρ =
1
2
+ α (1− α).
Moreover, if we define H(1−α)i+αj = (1 − α)Hi + αHj, it is easy to see that the
previous definition of Gi is equivalent to
Gi =
1
|Vi|
∑
j∈Ki
g ‖Γi j‖
2
(hi + h(1−α)i+αj
2
(H(1−α)i+αj −Hi)+
+
hi + hαi+(1−α)j
2
(Hαi+(1−α)j −Hi)
)( 0
ηi j
)
. (42)
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• Definition of Ĝi j.
To define Ĝi j we remark that, following the construction of the scheme, it is an
approximation of G(R(x),W (R(x))) with
R(x) = [(x− Pi j) · ηi j ] ηi j + Pi j where Pi j ∈ Γi j .
Then, in the case of G defined by (35) we must approximate
G(x,W ) = f(W )
(
0
∇H(R(x))
)
, with f(W ) = g h.
If we denote x1 = x and x2 = y, we have
∂H(R(x))
∂xl
= ∇H(R(x)) · ∂R(x)
∂xl
=
∂H
∂ηi j
(R(x)) (ηi j)l, l = 1, 2. (43)
And an approximation, of first order of
∂H
∂ηi j
(R(x)) on Γi j is
∂H
∂ηi j
(Pi j) ≃ H(Nj)−H(Ni)
d i j
(44)
Then, by (43) and (44) we define
Ĝi j = g
hi + hj
2
Hj −Hi
d i j
(
0
ηi j
)
. (45)
With these definitions of FC , Gi and Ĝi j we have the following result.
Theorem 4 Let D be any arbitrary upwinding matrix and α be any arbitrary pa-
rameter α ∈ [0, 1]. Then, the scheme defined by (15), (22), (38), (42), (45) exactly
balances the stationary solution
W =
(
H , 0 , 0
)T
(46)
corresponding to water at rest.
Proof: To prove this property we remark that by Theorem 3 it is sufficient to see
that
1
|Vi|
∑
j∈Ki
‖Γi j‖FC(Wi,Wj, ηi j) = Gi, (47)
and
Wj −Wi
d i j
= A˜−1(Wi,Wj, ηi j)Ĝi j (48)
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for the stationary solution (46). For this solution we have
FC(Wi,Wj , ηij) =
1
4
g(h2(1−α) i+α j + h
2
α i+(1−α)j)
(
0
ηij
)
.
Moreover, by Green’s formula, we have
∑
j∈Ki
‖Γij‖F(Wi) · ηij = F(Wi)
∫
Vi
∇ ·
(
1 0
0 1
)
dx = 0.
Then,
1
|Vi|
∑
j∈Ki
‖Γij‖FC(Wi,Wj, ηij) = 1|Vi|
∑
j∈Ki
‖Γij‖
(
FC(Wi,Wj , ηij)− F(Wi) · ηij
)
=
=
1
|Vi|
∑
j∈Ki
g‖Γij‖
4
(h2(1−α) i+αj − h2i + h2α i+(1−α)j − h2i )
(
0
ηij
)
. (49)
As for the stationary solution defined by (46) we have h = H , and Gi is defined by
(42), we obtain that Gi coincides with (49). Then, (47) is verified.
Next, we must prove that (48) is verified for the stationary solution (46). But
for this stationary solution matrix A is non singular. Then,
A˜−1(Wi,Wj, ηij) = A−1
(
Wi +Wj
2
, ηij
)
.
Then, it is enough to check that
A
(
Wi +Wj
2
, ηij
)
Wj −Wi
dij
= Ĝij .
and
A
(
Wi +Wj
2
, ηij
)
=

 0 ηij,1 ηij,2gh(i+j)/2ηij,1 0 0
gh(i+j)/2ηij,2 0 0

 .
Finally, as h = H for this stationary solution, Ĝij defined by (45) coincides with
A
(
Wi +Wj
2
, ηij
)
Wj −Wi
dij
= g
hj + hi
2
hj − hi
dij
(
0
ηij
)
,
what concludes the proof.

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5.1 Numerical treatment of wet/dry fronts
Besides the difficulties related to source terms, some specific problems appear in the
particular case of SWE, in particular the numerical simulation of wet/dry fronts that
appear when the thickness of the water layer vanishes. The numerical treatment of
this front is important in emerging bottom topographies because the gradient of
the bottom function H generates spurious pressure forces that can make the fluid
to claim up steps or slopes in a non-physical way. This treatment can also directly
influence the velocity of the front. The treatment of wet/dry fronts is also related
to the balance properties of the method.
We use here the numerical treatment proposed by Castro et al. in [7]. It basically
consists in a local redefinition of the topography in the inter-cells corresponding to
wet/dry transitions in order to avoid the generation of spurious pressure forces.
Another wet/dry treatment is presented in [8] considering the Godunov flux in the
inter-cell corresponding to wet/dry transition. A nonlinear Riemann problem whose
solution depends on the bottom jump and the fluid regime is solved.
(a) Case 1 (b) Case 2
Figure 3: Emerging bottom configurations
In order to apply the numerical technique proposed in [7], first, we note that the
numerical scheme (15), (22), (38), (41), (45), can be written under the following
structure:
W n+1i = W
n
i −
∆t
|Vi|
∑
j∈Ki
‖Γij‖F−G,ij,
where
F−G,ij =
F(W(1−α)i+αj) + F(Wαi+(1−α)j)
2
· ηij − 1
2
D(Wi,Wj, ηij)(Wj −Wi)+ (50)
+
(1
2
ghρi+(1−ρ)j − 1
2
D(Wi,Wj, ηij)A˜−1(Wi,Wj, ηij)gh(i+j)/2
)
(Hj −Hi)
(
0
ηij
)
,
with ρ = 1
2
+ α(1− α).
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The numerical treatment of wet/dry fronts used in this work can be summarized
as follows: Let us suppose that an emerging bottom situation as the one shown in
Figure 3(a) arises at the edge Γij , where h(Ni) = 0 and h(Nj) ≤ H(Nj) − H(Ni).
In this case, instead of using (50), F−G,ij is given by:
F−G,ij =
(
0 , 0 , 0
)T
.
Conversely, in the situation shown in Figure 3(b), where h(Ni) ≤ H(Ni) − H(Nj)
and h(Nj) = 0, F−G,ij is given by:
F−G,ij =
F(W(1−α)i+αj) + F(Wαi+(1−α)j)
2
· ηij − 1
2
gρh2i
(
0
ηij
)
.
This modification can be interpreted as follows: at the edges where emerging
bottom situations arise, the projected Riemann Problem is substituted by an ap-
proximate partial Riemann problem (see [8] for details).
Some straightforward calculations show that Theorem 4 is also verified for water
at rest when there are wet/dry areas.
6 Numerical tests
In this section we present three numerical tests. In the first one, we consider a
one-dimensional flux that consists in a double supercritical rarefaction wave, where
one of them finds an obstacle and a shock is produced. We compare in this test the
solution obtained with the 2D solver using a non-structured mesh with the numerical
results for the 1D solver. In Test 2 we present the evolution in time until a stationary
solution that presents a jump and a drop. A turbulence viscosity term is included in
the system, following [31]. We follow Roache’s grid convergence criterion, to ensure
the grid convergence to the stationary solution. Finally, in Test 3, we study the
ecological disaster of Aznalco´llar’s dam break. In this case we test the arrival time
of the flow to a seating capacity station and the limits of the flood.
For tests 1 and 3 we consider finite control volumes of type edge (also called of
type baricentric). This type of control volume is defined as follows: We consider an
edge E of the triangulation Th, then the control volume VE is the subset that contains
the fixed edge E and whose boundary is defined by the union of the segments that
connect the baricenters of the two triangles that contain E and the extremities of
the edge (see Figure 4).
We consider the numerical scheme defined by (15)-(22) with α = 1/8 and
D(Wi,Wj, ηi j) = |A((Wi +Wj)/2, ηi j)|.
As CFL condition we use cfl = 0.8. This condition, for the two-dimensional
system, is imposed in such a way that ∆t verifies
∆t
|Vi|
∑
j∈Ki
‖Γi j‖max
l
{|λi j,l|} ≤ 2 cfl ∀i (51)
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VE
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Figure 4: Finite volume mesh of edge type
where by λi j,l l = 1, . . . , N we denote the eigenvalues of A((Wi +Wj)/2, ηi j).
6.1 A double rarefaction wave with vacuum
In this subsection we present a test proposed by Gallou¨et in [16]. The initial condi-
tions are
h(x, 0) = H(x), q(x, 0) =
{
350 if x > 50/3,
−350 if x < 50/3,
where H(x) = 10− zb(x), and the bottom function is defined by
zb(x) = zb(x, y) =
{
1 if 25/3 < x < 25/2
0 otherwise
This is a one-dimensional test initially proposed by Toro (see [30]) over a flat bottom.
In [16] the authors propose to introduce a bump on the bottom, on the left of
x = 50/3.
We have a supercritical flow as initial conditions, that is separated at the left
and the right of x = 50/3, with Froude numbers ±3, 533. The test consists in two
supercritical waves which instantly separate the water column at x = 50/3 and
produce a vacuum. The wave traveling to the left presents a shock in the water
surface, produced by the presence of the bump. The purpose of this test is to
study the robustness of the numerical schemes, including the numerical treatment
of wet/dry fronts (see Section 5.1).
We compare the solution obtained with the 1D solver with the result of the 2D
solver using a non-structured mesh. The domain of the 1D problem is [0, 25] and
for the 2D we consider [0, 25]× [0, 1]. The final time is fixed at t = 0.25 s.
At y = 0 and y = 1 we impose as boundary condition q ·η = 0 as it was proposed
in [4]. At x = 0 and x = 25 we duplicate the states, for the virtual control volumes
adjacent to the boundary and exterior to the domain (See Section 3).
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Figure 5: Analysis of the 1D character of the 2D solution. Water surface (h−H) on
y = 0.5 (cross-line) and one-dimensional water surface solution (continuous line).
For the 1D problem we consider ∆x = 0.25. In the case of the 2D problem, we
have used finite control volumes of type edge which are built by a non-structured
mesh with 3960 triangles.
In Figure 5 we compare the results of water surface (h−H) of the two-dimensional
scheme at y = 0.5 with the ones of the 1D scheme. In Figure 6 we compare the
water surface provided by the 2D scheme at y = 0 and y = 0.5. The main differences
occur at the transition of wet/dry areas on the obstacle. This may be due to the
loss of accuracy produced by the representation of the sharp sides of the obstacle in
the non-structured grid.
We also observe that 1D and 2D scheme provide close solutions, where there is no
obstacle, the transition of wet/dry areas is well captured, and shocks and rarefaction
waves are also well captured.
We finally observe in Figure 6 that the 1D nature of the solution is quite well rep-
resented by our solver, again with some disagreements near sharp bottom gradients.
6.2 Hydraulic jump and hydraulic drop
In this subsection we present a test proposed in [31], where an hydraulic jump and
an hydraulic drop are formed.
To study the formation of hydraulic jumps in open channel flows Zhou and
Stansby propose in [31] a stationary system based in SWE with friction and a tur-
bulence viscosity term. We consider the unsteady system and study the convergence
in time towards the stationary solution. The system proposed in [31] can be written
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Figure 6: Analysis of the 1D character of the 2D solution. Left: Water surface at
y = 0 and y = 0.5. Right: Zoom at the bottom step (y = 0.5 cross-line, y = 0
continous line)
as follows
∂W
∂t
+ ∂xF1(W ) + ∂yF2(W ) = G(W ) +G2(W ) + div
(
hνt(W )∇
(
0
~U
))
(52)
where W is the vector of unknowns (33), (F1, F2) = F is defined by (34), G is the
source term due to the topography defined by (35) and G2 is the source term of
friction terms defined by (36). We denote ~U = ( q1/h , q2/h ). Finally, the turbulent
viscosity coefficient νt(W ) is defined by (see [31]) νt(W ) = kq∗/6, where k is the
Von Ka´rma´n constant (equal to 0.4) and q∗ = hu∗ where u∗ is the shear velocity,
q∗ =
n
h7/6
√
g(q21 + q
2
2).
We remember that by n we denote the Manning coefficient (see equation (36)).
To discretize system (52) we consider the proposed discretization defined in Sec-
tion 5, including a centered discretization of the turbulent viscosity term. Con-
cretely, we consider the scheme
|Vi|W
n+1
i −W ni
∆t
+
∑
j∈Ki
‖Γi j‖φG(W ni ,W nj , ηi j) = |Vi|Gni+
+
∑
j∈Ki
‖Γi j‖
hn(i+j)/2ν
n
t,(i+j)/2
dij
(
0
~Unj − ~Uni
)
(53)
We have denoted νnt,(i+j)/2 = νt(W
n
(i+j)/2); and W(i+j)/2 = (Wi +Wj)/2.
The test is the following. We consider a domain of 30.5 m. length and 1.4 m.
width. H(x) = −zb(x), where the bottom function is
zb(x) = zb(x, y) =
{
0 if x < 14.5,
−0.03(x− 14.5) if x ≥ 14.5.
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The domain is a rectangular channel with two slopes. An upstream horizontal reach
is connected with a reach with a negative slope of −0.03 (See Figure 7).
As initial condition we consider h = 0, ~q = 0 on all the domain. And we introduce
a supercritical boundary condition (Fr = 4.65) at x = 0,
h(t, (0, y)) = 0.06, q1(t, (0, y)) = 0.21426, q2(t, (0, y)) = 0
We consider a regular rectangular mesh defined by 61 points on edge x and 10
points on edge y.
In Figure 7 we present the evolution of the central depth profile at different
times: 3, 5, 10, 15, 17, 30 and 300 s. We observe the evolution of the water surface
until the stationary solution is reached. In Figure 8 we present the evolution of the
discharge and a zoom of the discharge at t = 300 s.
The result of this test is a stationary solution where an hydraulic jump appears
in the flat reach and a drop appears around the line where the slope of the channel
changes.
The jump produces an increase of the water surface level and the flow changes
from supercritical to subcritical. We denote by h1 the depth on the left and by
h2 the depth on the right of the jump. Numerically we obtain h1 = 0.1137 and
h2 = 0.2285. As we have a stationary jump, by the Rankine-Hugoniot condition or
by Be´langer formula (see [31]) we have
h2
h1
=
√
8Fr21 + 1− 1
2
(54)
where Fr1 is the Froude number at the left of the jump, we obtain Fr1 = 1.784. By
introducing these values of h1 and Fr1 in (54) we deduce that the value after the
jump must be h2 = 0.2356.
In the drop, there is a decrease of water depth, the flow changes from subcritical
to supercritical and there is a line of critical points where the slope of the chan-
nel changes. The theoretical value of the critical depth (hc) at these points must
verify that the Froude number is equal to one, q/(hc
√
ghc) = 1, then hc = 0.1673.
Numerically we obtain h = 0.16707.
The depth profiles that this stationary solution presents, from the left to the
right, are: H3, Jump, H2, Drop, S2 and finally an uniform flow (See Figure 7). If
we denote by S0 = ∂xH , we have: at H3 S0 = 0, Fr > 1, h < hc, for H2 S0 = 0,
Fr < 1, h > hc. In S2 we have S0 > Sc, Fr > 1, hn < h < hc, where Sc = Sf (hc),
with Sf defined by the first component of (37), and hn is the depth for an uniform
flow. The uniform flow is obtained when S0 = Sf . For this test we can deduce that
the value of the depth for the uniform flow is hn = 0.1054, numerically we obtain
h = 0.1055.
Finally, we include a grid convergence study. We consider three meshes obtained
by halving the grid size. The x-space steps are ∆x = 0.5, ∆x = 0.25 and ∆x = 0.125.
We respectively denote by W1, W2 and W3 the solutions obtained with the finer
mesh, the intermediate mesh and W3 the coarser mesh.
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Figure 7: Hydraulic jump and hydraulic drop. Evolution of the water surface.
Convergence to the stationary solution. (Profiles of the central depth).
Roache [26] defined an error estimate that contains a safety factor, referred as
the Grid Convergence Index or GCI. The GCI gives a band of error around the fine
mesh solution. A small value of GCI indicates that the computation is near the
asymptotic numerical solution. The GCI factor is defined by
GCIij =
Fs
rp − 1
∥∥∥Wj −Wi
Wi
∥∥∥100%
where the safety factor is set to Fs = 1.25. By r we denote the grid refinement
factor, r = 2 for the considered meshes. Using these meshes we compute GCI12 and
GCI23. By Theorem 2 we have that the solution studied in this test is preserved up
to second order, although the presence of the jump can reduce the order of accuracy.
We determine the effective order of convergence for this solution using the solutions
in the three meshes, taking as reference solution W1, corresponding to the finer
mesh. Then, the value of p can be calculated from
p =
ln(‖W3 −W1‖L1/‖W2 −W1‖L1)
ln(r)
. (55)
We obtain
‖W3 −W1‖L1 = 0.0776, ‖W2 −W1‖L1 = 0.0246.
then, using (55) we obtain p = 1.6796. We also obtain∥∥∥W3 −W2
W2
∥∥∥
L1
= 0.0343,
∥∥∥W2 −W1
W1
∥∥∥
L1
= 0.0092.
We can now calculate the values of GCI12 and GCI23, we obtain
GCI23 = 1.9458%, GCI12 = 0.5219%
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Figure 8: Hydraulic jump and hydraulic drop. Discharge. Left: evolution for t=2,
5, 10, 15, 17, 30 and 300 s. Right: Zoom of the discharge at t=300 s.
We have verified that all grid levels are in the asymptotic range of convergence for
the computed solutions. This is checked by observing wether the following relation
is verified
GCI23 = r
pGCI12.
We obtain
GCI23
rpGCI12
= 1.16
6.3 Numerical simulation of a real dambreak: Aznalco´llar
(Spain, 1998)
In this section we present the results obtained in the simulations of the Aznalco´llar
dam break. Aznalco´llar mines are located near Seville (Spain). Residuals produced
by the mine activity were stored in two reservoirs located near Guadiamar river.
On April, 25th 1998, a part of the lateral wall of the bigger reservoir was col-
lapsed, provoking a first flood through the Guadiamar basin. After approximately
5 hours and 10 minutes, a part of the wall separating the two reservoirs collapsed,
provoking a second flood. An aerial view of the affected zone is shown in Figure 10.
In order to perform the simulation of the flood, first a 2D triangular mesh of the
region containing the flooding area is constructed. This mesh is finer in the abrupt
zones and, in particular, in the dam area (see Figure 9(a)).
Next, a description of the topography is needed over the mesh, that is, the values
of H(x) at all vertices of the mesh must be provided. We have computed them from
topographical data provided by Dr. F.J. Segovia Espiau (University of Sevilla) using
the procedure described in Appendix A from a CAD format map where the level
curves are given (see Figure 9(b)).
Finally, an edge-based finite volume mesh is built using the triangular mesh
previously generated, following the procedure described in Appendix A. The final
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(a) Finite volume mesh of the domain
(b) Topographic map: level curves
Figure 9: Topographic map and finite volume mesh.
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Figure 10: Image after the dam break
mesh is formed by 30398 finite volume cells.
As initial condition, water at rest in the two reservoirs is considered, placing the
free surface 30 cm below the top of the dam walls. In order to simulate the dam
break of the first reservoir, a similar hole to the one produced by the wall collapse
is considered in the original topography. The collapse of the second reservoir is
simulated in the same way.
Just after the dam break two effects take place: A large upstream rarefaction
wave and a strong downstream transcritical shock, in the presence of wet/dry tran-
sitions and very strong topography gradients. Both are remarkably computed by
our solver, that appears to produce the necessary entropy levels.
Some validation of the simulation is possible: the velocity of the flood is checked
by comparing the arrival time of the simulated flood with the real one at a seating
capacity station located in the basin of the river Guadiamar, practically in the
middle of the considered region. The real time that took the flood to arrive to this
point, was one hour and forty minutes, while in the simulation time differs less than
two minutes (See Figure 17(c)). The Manning coefficient is chosen to n = 0.039.
It is defined as a mean value of the Manning coefficients corresponding to the area
where flood is produced. This value fits the flood velocity.
The extension of the numerical flood is compared with real limits in Figure
12(a). An excellent fit takes place in the areas with larger slopes, where both limits
practically coincide. In the areas with small slopes, the error is larger. This error
possibly arises because sedimentation effects were no considered in this model.
In Figures 11(a) and 11(b) we present two details of the dam area after the dam
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break. In Figure 11(c) a zoom of the dam area at the moment of the collapse of the
second reservoir is shown. In Figure 11(d) we present a view of all the domain two
minutes after the second reservoir collapses.
(a) Zoom after the dam break (b) Zoom after the dam break (lateral view)
(c) Zoom of the dam area when the second reser-
voir collapses
(d) View of all the domain after 2 minutes the
second reservoir collapses
Figure 11: Evolution of the flood (Aznalco´llar dam break)
Finally, we show the results corresponding to four sections: Section 1 placed
inside the dam; a downstream section (Section 2), a section located on the seating
capacity station (Section 3) and a section located downstream the seating capacity
station (Section 4) (see Figure 12(b)).
In Figures 13, 14, 15 and 16, the water depth is shown at different times on
Sections 1, 2, 3 and 4 respectively.
In Figure 17 several time series showing the depth at selected points chosen in
each section (see Figure 12(b)) are depicted.
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(a) Comparison of real and computed limits of the
flood
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Figure 12: Left: comparison of the real and computed limits. Right: Selected
sections in the domain
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Figure 13: Water depths in Section 1
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(a) Time t=15 minutes
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Figure 14: Water depths in Section 2
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(a) Time t=1 hour and 40 minutes
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Figure 15: Water depths in Section 3
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Figure 16: Water depths in Section 4
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Point 1. Water depth
(a) Time series for a point located in Section 1
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Point 2. Water depth
(b) Time series for a point located in Section 2
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Capacity station. Water depth
(c) Time series for a point located in Section 3
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Point 3. Water depth
(d) Time series for a point located in Section 4
Figure 17: Depth time series for several points.
Appendix A. Construction of the mesh and inter-
polated topography for Aznalco´llar toxic waste test
We present in this appendix the form in which we have constructed the mesh of
triangles to build the finite volume mesh used in the simulation of Subsection 6.3,
and the topography.
The objective is to associate a value of the topography to each node of a mesh
of triangles of the domain.
We describe the process in three steps.
• Step 1: We build an auxiliar triangulation T ′. The vertex of the triangles of
T ′ are the points at which we know the topography.
• Step 2: We build a mesh of triangles T by using adaptive techniques, in
order to obtain a finer mesh in areas with larger gradient and near equilateral
triangles.
• Step 3: Finally, we interpolate the values of the topography at each node of
the triangles of T , with the help of the auxiliar mesh T ′.
i) Auxiliar mesh T ′
We start from a file which contains a set of points (x, y,H(x, y)). We have built
this file from the level curves of a plane of the studied real domain.
The information that we have extracted from each level curve contains a set of
points whose horizontal coordinates (x, y) can be very close. So, we apply a filter to
all the set of points. The idea is to construct a rectangular mesh and to choose just
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one point in each rectangle, the nearest point to the “center of mass” of all points
contained in the rectangle.
With this new set of points we define a mesh of triangles, in such a way that
each vertex of each triangle is a point of this set. The purpose of the previous filter
is to avoid the formation of degenerated triangles in this mesh.
We will refer to this mesh as T ′. We shall use this mesh to interpolate the
bottom topography.
ii) Triangular mesh T
Using the set of points and the topographic plain, we define a boundary of the
domain. With this definition of the boundary, we can use a meshing program (in
our case emc2 from INRIA) to obtain a mesh of triangles of the domain. Defining
the number of points over the boundary we can control the size of the triangles.
We also use mesh adapting techniques (see [6]) in order to make the triangles
smaller over the dam and in areas with a big gradient of topography.
We denote the final triangulation mesh by T . This triangulation T is used in
Subsection 6.3 to define the edge type finite volume mesh.
iii) Interpolation of the topography
To each node of the mesh T we must associate a value of the topography.
The process of interpolation has been done as follows: at first, for a given vertex
of the triangulation T , we look for the triangle of T ′ in which it is contained. Sub-
sequently, as we know the bottom topography on each vertex of T ′, we interpolate
using the barycentric coordinates of the vertex in a triangle of T ′: if a given vertex
vi of T is contained in a triangle T of T ′, (λ1, λ2, λ3) are its barycentric coordinates
on T and p1, p2, p3 are the corresponding bottom topography at the nodes of T , we
interpolate the bottom function at vi by
λ1 p1 + λ2 p2 + λ3 p3.
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Appendix B: Notation
|A| absolute value of matrix A
A˜−1 generalized inverse matrix of A (see Section 2)
A(W, η) F ′1η1 + F ′2η2
D upwinding matrix of the scheme
dij distance between the nodes Ni and Nj
F physical flux function of the 1D problem
FC centered approximation of F
F (F1, F2) where F1 and F2 are the physical fluxes
FC centered approximation of F
G source term
GC centered approximation of G
GD approximation of G at a point in the boundary of a control volume
G˜(ξ, U) G(x(ξ), U), where x(ξ) is a line in the 2D domain (see Section 3)
G˜ij(ξ, U) G(Pij + ξηij, U)
Ĝij approximation of G˜ij at ξ = 0
h height of the water column
H bathimetry: H = A¯− zb, where A¯ is a reference level
I identity matrix
Ki set of indices of the control volumes neighboring Vi (see Section 3)
Ni center point of the control volume Vi
Pij point of Γij
q1, q2 discharges on x and y directions, respectively
t time variable
Vi a control volume of a finite volume mesh
|Vi| area of Vi
Vij triangle interior to Vi defined by Ni and Γij
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|Vij| area of Vij
W vector of conservative unknowns
Wi approximation of the mean value of W over the control volume Vi
W(1−α) i+α j (1− α)Wi + αWj
X matrix whose columns are the eigenvectors of A(W, η)
x, y horizontal space variables
x (x , y)
zb bottom function
∆x, ∆t space and time steps
φ numerical flux function for the homogeneous problem
φG numerical flux function depending on G
γl edges of Vij l = 0, 1, 2 (Figure 2) where γ0 ≡ Γij
Γij common edge to the volumes Vi and Vj
‖Γij‖ length of Γij
ηij unitary vector ortogonal to Γij pointing from Vi to Vj
λij eigenvalues of A(Wi+Wj2 , ηij)
Λ diagonal matrix of the eigenvalues of A(W, η)
ν ∆x/2
νij dij/2
ρ
1
2
+ α(1− α) with α ∈ [0, 1]
7 Conclusions
We have introduced in this paper a systematic technique to extend finite volume
solvers for 2D hyperbolic systems to non-homogeneous systems. To do this we
proceed similarly to the derivation of standard finite volume solvers using the line
method: we project the system (now including the source terms) along the normal
to the boundary segment between two neighboring cells, assuming that the source
terms only vary on the normal direction.
We then apply 1D well-balanced approximated Riemann solvers to approximate
the resulting problems.
By this procedure we obtain a large family of conservative solvers that we prove
to be asymptotically well-balanced for essentially 1D steady solutions, on grids which
are compatible with the solution. In addition, we give general conditions that we
prove to be sufficient for a given scheme to exactly solve an actual steady solution at
grid nodes. A relevant feature of these equilibrium properties is that we separately
balance the centered and the de-centered part of our schemes.
We apply this general theory to 2D SWE, for which we introduce a systematic
discretization of source terms, in particular those coming from variable bottom to-
pography. We also introduce a large family of schemes that we prove to be asymp-
totically well-balanced for essentially 1D solutions, and to exactly solve water at
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rest.
Although by now we are not able to give a proof of stability of our method or error
estimates, in practice our schemes present good accuracy and stability properties in
tests involving strong shocks, rarefaction waves, sharp bottom gradients and large
transient wet/dry transitions.
Finally we have applied the best of the schemes introduced to the ecological
disaster produced by the dam break of the mining ponds in Aznalco´llar happened
in Spain in 1998. The good properties of the introduced solver is confirmed by this
hard test.
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