Higher order modes (HOMs) can severely limit the operation of superconducting cavities in a linear accelerator with high beam current, high duty factor, and complex pulse structure. The full HOM spectrum has to be analyzed in order to identify potentially dangerous modes already during the design phase and to define their damping requirements. For this purpose a dedicated beam simulation code simulation of higher order mode dynamics (SMD) focused on beam-HOM interaction was developed, taking into account important effects like the HOM frequency spread, beam input jitter, different chopping patterns, as well as klystron and alignment errors. Here, SMD is used to investigate the influence of HOMs in detail in the superconducting proton linac at CERN and their potential to drive beam instabilities in the longitudinal and transverse plane.
I. INTRODUCTION
The superconducting proton linac (SPL) [1] [2] [3] is conceived as a 4 MW high power superconducting linac in pulsed operation, as driver for a neutrino or a radioactive ion beam facility. It accelerates H À from 160 MeV up to 5 GeV using two families ( g ¼ 0:65 and g ¼ 1:0) of five cell superconducting elliptical -mode cavities, operating at 704.4 MHz. A pulse length of 1 ms is foreseen with an average pulse current up to 40 mA and a repetition rate of 50 Hz. All basic design parameters of the linac and the cavities used in this study are listed in Tables I and II. The linac consists of two sections with different cavities. In the medium beta section, nine periods are planned, each containing six elliptical g ¼ 0:65 five cell cavities and two quadrupole doublets, see Fig. 1 . Afterwards 24 periods with eight elliptical g ¼ 1:0 five cell cavities and one quadrupole doublet compose the high beta section, see Fig. 2 . There are also alternative layouts with other sectorizations proposed [4] , which entail only minor differences with respect to beam dynamics and which are not discussed in this paper. Possible extraction regions along the linac are not considered in this study.
Beam instabilities caused by higher order modes (HOMs) are of concern in high power superconducting linacs and have already been treated in various publications [5] [6] [7] [8] . The experience gained at SNS [9, 10] raises the question, if dedicated HOM couplers are really needed in machines like SPL, ESS [11, 12] , or Project X [13, 14] .
In this paper the code simulation of higher order mode dynamics (SMD) [15] is introduced, which is developed to simulate the HOM-beam interaction in the longitudinal and transverse plane. A special focus is set on the implementation of the longitudinal dynamics of < 1 beams. SMD is benchmarked against existing codes such as, for example, TALOBBU [7] to verify its performance.
The influence of various parameters is analyzed, such as mean HOM frequency, HOM frequency spread, substructured pulses, cavity alignment, and injection noise as a function of beam current and HOM damping separately for the longitudinal and transverse plane. In the longitudinal plane the impact of rf errors is studied to define tolerable limits for HOM induced beam degradation.
Based on the simulation results, HOM damping requirements for different operation modes will be defined.
II. BEAM PHYSICS
In this section a brief summary is given of the basics of higher order mode excitation and beam interaction based on [8, [16] [17] [18] . For simplification, a complex notation for the voltage is used. By convention, the observable physical quantities are real and the sign of the imaginary phase is positive [ expðþi!tÞ] . Compared to the considered HOM wavelength, the bunch length in the SPL is very short [19] , meaning that bunches can be treated as pointlike charges. The coordinate system is chosen such that the beam always travels along the z axis (beam axis) in positive direction. The electrical z axis in the cavity is assumed to be identical with the geometrical z axis.
A point charge traveling along the beam axis excites all monopole modes inside a cavity. Since all modes are orthogonal to each other, they can be discussed separately. The mode specific voltage induced by a point charge q is ÁV q;n ¼ Àq ! n 2 ðR=QÞ n ðÞ;
where ! n is the angular frequency of the mode and is the relativistic factor of the particle velocity. ðR=QÞ n ðÞ of a particular mode with an angular frequency ! n takes into account the velocity-dependent transit time factor and is defined [20] as ðR=QÞ n ðÞ ¼ j R 1 À1 E n;z ðr ¼ 0; zÞ expði! n z c Þdzj 2 ! n U n ; (2) where E n;z is the field component along the beam axis and U n the stored energy of mode n. The integration borders are set to infinity to consider also the fields leaking out of the cavity into the beam pipe. A bunch passes a cavity, where no fields are present beforehand, and induces the voltage ÁV q;n in mode n, which starts oscillating at t ¼ 0, when the bunch passes the cavity midplane [21] . Because of losses the voltage decays over time according to V n ðtÞ ¼ ÁV q;n expðÀt=T d;n Þ expði! n tÞ;
where the decay time constant T d;n is
Q L;n is the quality factor of the complete system for this mode. It is the inverse sum of all subsystems
where Q 0;n is the value for the unloaded cavity mode and Q ex;n is the total quality factor of the external loads, which are the fundamental power coupler, HOM coupler, and dampers such as bellows. The natural Q 0 of a superconducting cavity is in the order of 10 10 . So Q L is dominated by Q ex and in this paper the simplification Q L % Q ex is made. Q ex;n depends on the coupling efficiency to the particular mode and can vary over several orders of magnitude from mode to mode. So-called trapped modes have most of their stored energy in the center cells, which means that they do not or only very weakly couple to HOM couplers or the power coupler. In consequence trapped modes have generally a very high Q ex . In this paper Q ex is used as a simulation parameter and is not calculated from EM simulations for the particular modes. The voltage induced by the next bunch arriving after the time T b in the same mode is added as vector sum to the voltage already present in the cavity. Under the assumption that the time between bunches is constant and that there is no charge scatter, the equilibrium HOM voltage in continuous wave (CW) operation can be derived by evaluating the sum of the induced voltages directly:
From this formula, one can easily see that a HOM with f ¼ k=T b , k 2 N will be excited on resonance, which are the principal machine lines. In pulsed operation the voltage after one pulse with N bunches and no HOM voltage present before the first bunch arrives is then
If there are substructures in the pulse train, the formula can be extended to
where k j is the number of repetitions, T j the period length of the substructure, and M the number of structure elements. M ¼ 0 corresponds to CW operation, M ¼ 1 to pulsed operation, and M > 1 to pulsed operation with further substructures. Because of the chopping of the regular bunch sequence, additional weaker chopping machine lines appear at
that can also excite a HOM on resonance. These resonances, created by the pulse substructure, are called chopping machine lines in the further discussion. The smaller T j , the stronger is the resonance, which can be explained by looking at the Fourier components of the excitation.
Hence, the most dangerous resonances are the principal machine lines, created by the bunch spacing T b . Dipole modes can only be excited by off-axis particles, because they do not have any field component (E z ) along the beam axis. The following convention is used for dipole fields in this paper: E z ðx; y; zÞ ¼ E z ðr; zÞ cosðÞ with x ¼ r cosðÞ and y ¼ r sinðÞ. The polarization axis is chosen such that the maximum electric field is along the x axis and so ¼ 0. E z rises approximately linearly with the transverse coordinate x as long as x is smaller than the cavity iris radius R iris . A deviation from the x axis can be neglected in a first order approximation because @E z =@y ¼ 0.
The particles get deflected in the field of a dipole mode inside a cavity. Using the Panofski-Wenzel theorem [22, 23] this can be expressed as
where ! n is the angular frequency of the mode n. A socalled ''transverse voltage'' V ?;n can be defined and linked to the voltage V jj;n ðx; Þ induced by a charge q traveling with the speed c parallel to the beam axis at distance x:
while using the fact that for dipole modes the longitudinal voltage scales linearly with x. Similar to the longitudinal ðR=QÞ n ðÞ the same parameter can be introduced for dipole modes,
with an integration path parallel to the beam axis at distance x 0 using relation (11):
A pointlike bunch of charge q, passing the cavity off axis with distance x, induces in a dipole mode with an angular frequency ! n a purely imaginary transverse voltage given by 
The energy conservation is discussed in Appendix B. If a pulse, consisting of several bunches, passes a cavity, one has to sum up the induced voltages taking into account their phase relationship and their exponential decay. Concerning the induced longitudinal voltages, Eqs. (6)- (8) are also valid for dipole modes under the assumption that x is constant.
These formulas can be used for first estimates of the expected HOM voltage in resonant excitation. Away from the machine lines, destructive interference occurs. In a real machine bunch noise, such as arrival time errors, energy errors, transverse displacement and tilt, and charge jitter, has to be considered in this context, leading to a much higher voltage as one would expect from assuming a perfect beam off resonance. This can even drive instabilities as shown in [8] . That is why numerical studies have to be performed to estimate the effect of HOMs.
A. Longitudinal beam dynamics
The charge to mass ratio is the same for a single particle and a bunch of particles of the same kind. So all following equations are also valid for a pointlike bunch of particles. In contrast to electron linacs, particles enter a hadron linac with a speed far below the speed of light. In this case the change of the particle velocity along the linac has various consequences, such as, for example, a velocity-dependent time of flight, which has to be included in the simulation.
An energy error leads to a transit time factor change from cavity to cavity and additionally a change of the maximum accelerating voltage V rf in a cavity. This, together with the phase error of the particle, leads to a different energy gain in the cavity as compared to the synchronous particle. Because of errors in the rf system, an additional phase and amplitude error of the accelerating mode has to be considered. The error in the energy gain per cavity is then
where V Ã rf is the maximum accelerating voltage including transit time factor correction and amplitude errors. Ã s is the effective operation phase ( Ã s ¼ s þ rf error ) of the cavity and ! r dt is the arrival phase error of the particle. ÁU is the energy gain of the synchronous particle without rf errors,
A charged particle passing the cavity is subject to an additional energy change caused by an excited HOM,
where <ðV n Þ and =ðV n Þ are the real and imaginary part of the HOM voltage, present at the transit of the cavity's midplane. In addition, half of the HOM voltage induced by the particle itself acts back on it, which is known as the fundamental theorem of beam loading [24] . Summing up all these effects leads to a total energy error evolution in cavity m of
where dE ðmÞ is the energy error in front of the cavity m. This energy error dE ðmþ1Þ translates into an arrival time error when passing through the drift space between cavity m and m þ 1:
The slope depends on the drift length L ðmÞ , the mass m 0 and relativistic s of the synchronous particle,
The longitudinal beam dynamics along a linac can be fully described by Eqs. (18) and (19) .
B. Transverse beam dynamics
The particles get deflected in the field of a dipole mode inside a cavity, where the deflection is, to very good approximation, independent of the transverse position (x; y), where the particle passes the cavity. According to the Panofski-Wenzel theorem [22, 23] , a complex voltage V ? yields a transverse momentum kick,
which gives rise to a change of the transverse trajectory inclination for small angles of
where p k is the longitudinal momentum and <ðV ? Þ the real part of the HOM voltage. There is no direct interaction between the voltage induced by a particle and the particle itself, since there is a phase difference of 90 between them for dipole modes.
The transverse focusing is done in the SPL by one quadrupole doublet per focusing period. This can be simplified by assuming a constant phase advance per focusing period and translating this into a smooth focusing between the cavities. The transfer matrix between two cavities with focusing is then given by
where L is the distance between the cavities and the beam optics beta function, considered locally/piecewise constant. If there are no deflecting HOMs, the particle oscillates with a wavelength of 2 in the transverse plane.
III. SIMULATION CODE
A linac containing different sections and periodic substructures with a given cavity spacing is modeled using a drift-kick approach. Pointlike bunches are tracked through the complete linac. The particle velocity is assumed constant inside the cavity and the interaction between particle and cavity takes place in the cavity midplane. In [8] the implementation of the beam-HOM interaction used in SMD is described in detail. It is assumed that there is no coupling between the longitudinal and the transverse plane so they can be treated independently. Space charge effects are neglected in all simulations.
SMD is implemented in ROOT [25] to allow for a fast, compiled program core and using the framework routines for data analysis. The execution time for simulating two pulses consisting of 350 000 single bunches is about 10 s in the transverse and 45 s in the longitudinal plane on a desktop PC with a IntelÒ Core TM 2 Duo E6750 with 4 GB RAM. Only one core is used in the simulation and about 250 MB RAM. The simulation code has two logical modules: One for the longitudinal plane and one for the transverse plane.
A. Longitudinal module
Field maps of the TM 010; mode in the different cavities are used to derive the E 0 TðÞ for the synchronous particle in each cavity. A two point linear interpolation is used for all other particles to model explicitly the deviation in the acceleration kick of nonsynchronous particles caused by the energy error, which translates into a different transit time factor [26] . The fields in the cavities are normalized to the design E 0 Tð g Þ, taking into account a certain phase advance limitation per period and the design phase s . Furthermore, amplitude and phase errors can be applied individually to each cavity.
A bunch is defined as lost, if the absolute phase of the bunch is outside the limits
where s is design phase, which is negative using the linac convention. Longitudinal beam dynamics simulations can be carried out to study effects of input errors in terms of energy and phase errors, as well as cavity gradient or rf errors. In addition, one HOM with individual characteristic values per cavity is applied, which can be excited by a pulsed beam. It is also possible to preserve the induced voltage or set it to a certain value in order to perform studies with a fixed HOM voltage. The action back on the beam can also be controlled individually for each cavity.
B. Transverse module
The transverse plane is modeled assuming smooth focusing in the intercavity drift space using 2 Â 2 transfer matrices. For simplicity no explicit focusing lattices are modeled. Instead the transverse focusing profile of multiparticle simulations is used in the transfer matrices.
In the initial transverse beam dynamics model the following basic assumptions and simplifications are made: (i) no alignment errors in the focusing elements; (ii) cavities have no transverse displacement; (iii) the beam is injected on axis with a normal distributed bunch to bunch spread in position and transverse momentum; (iv) one dipole mode is considered per cavity with its maximum field in the simulated plane; (v) the beam is longitudinally matched, there are no HOM monopoles; (vi) all errors are Gaussian distributed.
A simplified model of transversely displaced cavities is implemented to study alignment issues in the context of dipole modes. For this purpose a Gaussian distributed transverse position offset is used in all cavities. This affects only the HOM excitation, but not the transverse focusing. A bunch is defined as lost, if the transverse displacement is larger than a defined threshold value.
C. Modeled effects
In the modules a variety of effects is implemented. They can be divided into machine and beam caused effects. The modeled machine caused effects are the impact of different HOM parameters such as frequency, frequency spread, ðR=QÞ n ðÞ, and Q ex . Each cavity has its own set of independent parameters. Second, rf errors and cavity gradient errors can be applied individually to each cavity. This opens a wide range of scenarios which can be investigated. In the case of beam based effects , the influence of the basic beam parameters such as current and different pulse substructures can be studied, as well as beam injection noise in terms of energy, phase, position, momentum, and bunch charge jitter. For noise generation independent Mersenne Twistor random number generators [27] are used for each quantity.
D. Benchmark
In order to verify the obtained results, a benchmark in the longitudinal plane against other codes [7, 8] was performed. 50 000 bunches were tracked through a generic linac and the output was compared. The results agree perfectly within the numerical errors [28] . A detailed discussion can be found in [29] .
IV. SIMULATION INPUT PARAMETERS
In order to run beam dynamics simulations, cavity HOM data and beam input parameters are needed. They are introduced in this section. All parameters are based on results from the SPL HOM workshop [30] held at CERN in 2009. Linac4 [31, 32] , presently under construction at CERN, will be used as injector front end for all simulations.
A. Cavity modeling
Since the final cavity geometries are not yet confirmed, preliminary symmetrical cavity shapes are used for this study. The medium beta cavity is based on [33] and the high beta cavity is a rescaled TESLA cavity [34] [35] [36] . The exact geometries are listed in Appendix A. A HOM analysis was done with HFSS TM v11 [37] , using postprocessing scripts [38] . The TM monopole [39] and dipole modes with the highest ðR=QÞ n values, found for both cavity families in the considered velocity range, are listed in Tables III and  IV . The dipole modes classified as TE modes do also have TM components since pure TE modes does not exist in elliptical cavities due to the openings. This longitudinal E-field component is essential to excite the mode. All listed monopole modes are also analyzed at g with SUPERFISH [40] for comparison. The change of ðR=QÞ n as a function of the beam velocity is shown in Fig. 3 . Especially in the medium beta cavity no mode with a constantly high ðR=QÞ n value can be observed.
The HOM with the highest overall ðR=QÞ n ðÞ below the beam pipe cutoff frequency in each linac section is chosen as default for all simulations. A Gaussian HOM frequency spread of f HOM ¼ 1 MHz is assumed for all modes based on the experience at DESY [41] and Jefferson Laboratory [42] .
In this paper the focus is set to modes below the beam pipe cutoff frequency with artificially high ðR=QÞ n values. However, there are also potentially dangerous modes above the cutoff frequency. Their frequency and ðR=QÞ n ðÞ values depend strongly on the intercavity section and the cavity-to-cavity coupling. Hence, the complete cryomodule has to be simulated as it is done in [43] . With these simulations, trapped modes can be identified and the cavity and/or cryomodule design will then have to be adapted if necessary. The influence of a mode with moderate ðR=QÞ n ðÞ $ 1, weak damping, and resonant excitation on the beam will be discussed in Sec. V G 4.
Introducing mechanical imperfections, the ðR=QÞ n and Q ex of a HOM in a cavity can change significantly, as shown in [44] . This effect has to be taken into account when specifying the HOM damping requirements. One can try to quantify the effect by studying the influence of mechanical tolerances on ðR=QÞ n ðÞ and Q ex . Instead of performing a statistical study we carry out simulations with very conservative assumptions and large safety margins (e.g. on the beam current) to compensate for this effect.
B. Beam input parameters
Simulation values based on Linac4 beam dynamics studies [45] are used as beam input parameters. The relevant values for the bunch energy and phase jitter in the longitudinal plane as well as the position and momentum spread in the transverse plane are listed together with all other beam parameters in Table V. In the default simulation settings, a 1 ms pulse with no substructure is used and the beam current is set to hI b i ¼ 400 mA, which corresponds to 10 times the nominal current, as a safety margin.
Beside the position/momentum or the energy/phase jitter, a bunch to bunch charge jitter of q ¼ 3% is used as a very conservative estimation [46] . All input noise is considered as independent and Gaussian distributed. Focusing in the longitudinal plane is achieved by the rf, which operates at ¼ À15 and the maximum zero current phase advance per period is limited to 75
. In order not to exceed this limit, the gradient in some cavities has to be reduced accordingly. A smooth focusing based on the phase advance per period for zero current in the transverse plane is used. Along the linac the phase advance per period decreases from 13:3 =m to 1:1 =m according to the used lattice design [48] .
C. Simulation execution
The beam and HOM configuration, introduced before, are used to perform bunch tracking simulations in the longitudinal and transverse plane. Always at least two consecutive pulses are simulated. If the HOM voltage decay time T d gets longer than the period length (T r ¼ 20 ms) due to a high Q ex , the number of simulated pulses is increased until a steady state situation is reached, assuming an ideal loading curve from pulse to pulse. This is the case for Q ex > 10 7 . The number of simulated pulses is calculated using (7) and a theoretical load level of 99%:
All results shown refer always to the last simulated pulse, if not stated differently.
V. LONGITUDINAL PLANE
Before looking at the effects of HOMs the nominal beam according to Table V , with injection energy and phase jitter, is tracked through the linac without HOM interaction. The resulting energy and phase error distribution is plotted in a Table VI , is defined based on the data introduced before and will be used in all longitudinal beam dynamics simulations, if nothing different is stated.
A. Initial simulation with a HOM
The same bunch pattern as before is used, but an additional HOM monopole far away from any machine line is present in each cavity, see Table VI . The case where a HOM falls on a machine line will be discussed later in Sec. V G. The beam current is hI b i ¼ 400 mA, the charge scatter q ¼ 3%, the HOM frequency spread f HOM ¼ 1 MHz, and Q ex ¼ 10 7 . The simulation is repeated for 1000 linacs, which means that each time a different seed for the HOM frequency spread generator is used. All other parameters stay the same. In Fig. 5 the resulting phase space histogram is shown. The mean values in both planes show only minor deviations in the order of 10 À3 compared to without HOM, and slight changes are visible in the border area.
The average and maximum HOM voltage, present in the cavities after the second pulse, is illustrated in Table VI . Table VI. the ðR=QÞ n ðÞ change. The maximum values are about 5 times higher than the average values. In order to compare the results obtained with different input parameters and to identify easily the impact of the HOM, a figure of merit has to be defined. The phase space area created by all bunches in a pulse at the end of the linac
where dE is the energy error of a bunch and d its phase error, is used for this purpose. This value is rotation but not displacement invariant, which means the energy and phase oscillations along the linac have no effect on but a general energy or phase offset increases it. A growth HOM = with a growth rate HOM = À 1 is then defined as the effective ratio of a HOM disturbed pulse over an undisturbed pulse. This can be used to measure the influence of HOMs or rf errors.
B. rf errors without HOMs
One of the main sources of energy and phase jitter are the rf power sources as already reported [49] . The SPL design aims for RMS errors of 0.5 in phase and 0.5% in amplitude. With these errors and assuming a uniform distribution 1000 different linacs are simulated. The phase space distribution at the exit of the linac is shown in Fig. 7 . A significant phase space area increase can be observed as compared to the case where no rf errors are present. The distribution of is normalized to the case, where no rf errors are present. On average the phase space increases about a factor 3.8, which will be used as the tolerable limit for HOM induced beam degradation.
The values of the energy and phase error at the end of the linac are about a factor 2 larger as compared to the values in [2] . This difference can be explained with a different energy gain per cavity due to energy error caused transit time factor changes. This effect was not included in the previous study. To confirm this explanation, simulations, using the energy gain of the synchronous particle per cavity for each particle, are executed and lead to the expected energy and phase error as stated in [2] . Further simulations with different rf errors and the influence of HOMs will be shown later in Sec. V I.
C. Current and damping sweeps
The first two parameters which are investigated in detail are the beam current hI b i and the external damping Q ex . Figure 8 shows a parameter sweep, where hI b i is varied between 40 and 400 mA and Q ex between 10 4 and 10 8 . Each set is simulated for 100 linacs. At nominal current, no obvious change is visible. At Q ex ¼ 10 7 , HOM = À 1 is about 0.2%. Increasing the beam current by a factor of 10 leads to an increase of HOM = À 1 by a factor 100, but only $3% in absolute terms. Below Q ex ¼ 10 5 even at 400 mA HOM = À 1 is less than 1%.
In general, HOM = is proportional to hI b i 2 , while the HOM voltage increase is proportional to hI b i, because the HOM voltage induced by a single bunch is proportional to the charge per bunch, see Eq. (1). This is no contradiction, because is the correlated product of the energy and phase error and the mean value of both quantities increases linear with hI b i.
Looking now at the Q ex dependency, one can divide the graph into three regions: Q ex < 4 Â 10 6 , 4 Â 10 6 < Q ex < 6 Â 10 7 , and 6 Â 10 7 < Q ex . In the second region around Q ex % 4 Â 10 7 , a plateau is visible. This can be explained by the fact that the rise time to reach the maximum HOM voltage is longer than the beam pulse, but the decay time is shorter than the period length. So the voltage decays 2 . The plateau around Q ex % 4 Â 10 7 is due to the pulse period structure. Settings: N ¼ 100, see Table VI. completely before the next pulse arrives. In the first region, the maximum HOM voltage is reached during the pulse. If Q ex increases further (third region), the decay time gets longer than a period length and the HOM voltage can increase from pulse to pulse. This damping regime should be avoided to prevent long term instabilities. This characteristic curve of the Q ex dependency shows the same qualitative behavior as the square of the voltage calculated with Eq. (8), taking only the real part and neglecting the oscillations introduced by the imaginary part.
In all further simulations, 10 times the nominal beam current hI b i ¼ 400 mA is used as a safety margin and a Q ex ¼ 10 7 is assumed.
D. Beam injection noise
The excitation of a HOM far from a resonance depends strongly on the beam noise. In order to verify that the used injection beam noise pattern is a representative sample, 1000 simulations are carried out, where all the machine parameters stay the same, but the injection beam noise pattern is varied. Then the simulations are repeated, where additionally the HOM frequency pattern is varied. There is only a minor difference in these simulation results compared to the result, where a fixed injection beam noise pattern is used and the HOM frequency pattern is varied. Hence, the same injection beam noise pattern will be used in all further simulations.
E. Charge scatter
The number of particles per bunch is not constant over time and so there is a bunch to bunch charge scatter, which is assumed to be Gaussian distributed with a sigma of a few percent. This scatter has an impact on the HOM excitation and induces a beam blowup as shown in Fig. 9 , where q is varied between 0 and 10%.
influence and can be neglected in the further discussion. The observed increase in HOM = is proportional to
F. HOM frequency spread
Past studies [7, 8] have shown that the HOM frequency spread plays an important role in building up beam instabilities. In the simulation presented here, the parameters listed in Table VI are used, but the width of the Gaussian distributed HOM frequency spread f HOM is varied in the range of 10 4 -10 7 Hz around the nominal HOM frequencies. In total 100 linacs are simulated in each step.
The average and maximum value of HOM = is plotted in Fig. 10 , where a significant growth is observed for f HOM < 100 kHz. A larger HOM frequency spread leads to less beam perturbation and reaches a minimum level for f HOM > 1 MHz. In this regime, there is no constructive interaction of the HOMs in the single cavities.
At nominal beam current, the impact is less than 1% at f HOM ¼ 10 kHz. The expected HOM frequency spread in the SPL cavities is assumed to be greater than 1 MHz for all modes beside the fundamental passband and is well above the threshold.
No result for f HOM ¼ 10 MHz is shown in Fig. 10 , because the HOM frequency in the medium beta section would be less than 3 f HOM away from the 5th machine line and would disturb the result. The effect of HOMs at a machine line is discussed in the next subsection.
The simulations are also carried out for stronger damping (lower Q ex ). This leads to a shift of the HOM frequency spread threshold to lower f HOM . For higher Q ex the threshold moves to larger f HOM . A comparison with analytic results is done in Sec. VI E. 
G. Machine lines
The most dangerous situation is a HOM which falls on a machine line (ML). In this case a resonance excitation from bunch to bunch occurs and a significant HOM voltage can build up in the cavities. The minimum distance of a HOM to a machine line is estimated, where operation with no essential impact by HOMs is possible. Therefore, two sets of simulations are carried out. First, the mean HOM frequency hf HOM i is set on a machine line and the HOM frequency spread f HOM is increased. Second, hf HOM i is shifted away from the machine line with a constant f HOM . Additionally the effect of strong HOM damping is analyzed. In both linac sections the ðR=QÞ n ðÞ maps of the monopole modes listed in Table V are used as before, but the HOM frequency is shifted to a machine line. The beam current is reduced to the nominal 40 mA, because the beam is lost immediately at 400 mA in almost all cases. All other simulation parameters are the default ones listed in Table VI 1. HOM frequency spread at a machine line
The mean HOM frequency is set to the 4th machine line at 1408.8 MHz and the HOM frequency spread is varied from 10 kHz to 10 MHz. In order to have enough statistics, 100 linacs are simulated in each step and the resulting HOM = against f HOM is shown in Fig. 11 , where the beam is strongly disturbed and beam losses occur for f HOM < 400 kHz. Even for a large HOM frequency spread of 10 MHz there is still a significant impact. One cavity with a HOM at the machine line can drive instabilities as already shown earlier in this paper. Hence, a HOM with a high ðR=QÞ n ðÞ, sitting directly on a machine line, has to be excluded during the cavity design phase.
HOM frequency distance to a machine line
The HOM frequency spread is fixed to 1 MHz and hf HOM i increased in 1 MHz steps starting at the 4th machine line. The results are shown in Fig. 12 . Outside the 3 area which corresponds to 3 MHz, there is no impact of the machine line any more and the normal off resonance growth is observed. Since the machine line resonances are very sharp, only very few cavities with a HOM in this small bandwidth are needed to drive beam instabilities. If the distance of the mean HOM frequency together with its spread is larger than the bandwidth of the resonance, no resonance excitation can occur. This is the case here for jhf HOM i À f ML j > 3 MHz. This criteria can be used in the cavity design phase to exclude frequency bands around the machine lines.
Strong damping
Also the dependency on Q ex in case of a resonance excitation is investigated. The average and maximum phase space increase of 100 linacs is shown in Fig. 13 , where the damping and the current is varied. At 400 mA the phase space increase is always higher than the increase due to rf errors above Q ex ¼ 10 4 . Decreasing the current to the nominal 40 mA relaxes the situation, but even there the maximum phase space increase exceeds the average phase space increase due to rf errors above Q ex ¼ 10 5 . Even with strong HOM damping, operation is critical from the beam dynamics point of view, if a HOM falls on a principal machine line. In this case also the power dissipated in the HOM coupler is significant and has to be considered.
Resonance in a single cavity
In the subsections before the mean HOM frequency was set to a machine line. Now only one cavity in the linac has a Table VI. HOM directly at the 8th machine line with a ðR=QÞ n ¼ 1 . In all other cavities the nominal HOM with a frequency spread of 1 MHz is present. A sweep is performed where the resonant HOM is put in each cavity in the linac with a Q ex ¼ 10 8 . Four consecutive pulses are simulated to take into account the long rise time at that damping level. For comparison also the voltages and the phase space increase after the first pulse is recorded. The HOM voltage present in the resonantly excited cavity is about 336 kV after the first pulse and 405 kV after the last pulse, which is in good agreement with the analytical value obtained by Eq. (8) . There is only a minor deviation ($ 10 À3 ) in the resonance HOM voltage along the linac due to the arrival time error.
In Fig. 14 the resulting phase space increase is shown as a function of the cavity, where the HOM at the machine line is located. The strongest influence is observed as expected, if the resonant HOM is at the beginning of the linac, because the relative deceleration kick [50] , caused by the HOM, is highest there compared to the particle energy. Oscillations in phase space growth along the linac are observed, which can be explained by the following. Bunches with an energy and phase error perform oscillations in the phase space traveling along the linac due to the rf focusing. The used injection pattern causes a characteristic oscillation with peaks in the phase and energy error at certain points along the linac. If now the resonant HOM is at a position with a low energy error, the impact is higher than at positions with high energy error. The period length of the observed phase space increase oscillations fits with the phase error oscillation. In a real machine these peaks in energy and phase error are not fixed due to a changing injection distribution. Hence, the envelope of the oscillation should be taken as a measure of the phase space increase. The influence at the first pulse is less, because at the start no HOM voltage is present in the cavity. At Q ex ¼ 10 8 the decay time is larger than the repetition period and the HOM voltage cannot decay completely between two pulses. Hence, the HOM voltage increases from pulse to pulse and causes a larger phase space increase.
The total phase space increase due to a resonant HOM with a low ðR=QÞ n (< 1), can be tolerated at a damping of Q ex ¼ 10 8 in the high beta section, without any major influence on the beam. In the beginning of the medium beta section the phase space increase is significantly larger than the increase due to rf errors. This situation improves, if a higher damping is present or the mode is detuned. Detuning the resonant mode leads also to a decrease of the maximum HOM voltage and causes less beam disturbance. The HOM voltage is reduced about a factor 10, if the mode frequency is shifted by 1 kHz at Q ex ¼ 10 8 . A cavity in operation is tuned each pulse to compensate for the Lorentz force detuning. It is very unlikely that a HOM stays over several pulses exactly on a machine line. Hence, the most critical case is the HOM voltage built up during one pulse. The HOM voltage induced during one pulse saturates above Q ex ¼ 10 8 due to the long filling time. From this point of view, a trapped mode with a ðR=QÞ n < 1 is only a concern for the beam stability, if it appears in the beginning of the medium beta section and its frequency meets exactly a machine line. The width of the resonance decreases with increasing Q ex . Hence, the needed detuning decreases as well. The exact limits for ðR=QÞ n ðÞ as a function of the resonance frequency can be calculated analytically using Eq. (8) and limiting the HOM voltage to a value smaller than the accelerating voltage error caused by the rf system. 
H. Substructured pulses
Any substructure in the beam pulse, created by chopping, introduces new spectral lines in addition to the machine lines created by the bunch spacing (nf b , n 2 N). The chopping frequency f c ¼ f b =N is defined by the periodicity of the substructure, where m out of N bunches are used. To keep all possibilities open and to allow any chopping pattern means that stable operation with a resonant HOM excitation must be guaranteed. Therefore, three different (m=N) patterns with the same ratio and a bunch repetition frequency of 352.2 MHz are investigated in more detail and listed in Table VII . The charge per bunch is increased by a factor 8=5 to keep the total charge per pulse constant.
A frequency scan between the 3rd and 4th machine line is performed where the mean HOM frequency with a f;HOM ¼ 1 MHz is set to a chopping machine line and the ðR=QÞ n ðÞ maps of the monopole modes listed in Table V are used.
The longitudinal phase space increase of one simulated pulse at nominal beam current and Q ex ¼ 10 7 versus the frequency is shown in Fig. 15 , where also the simulated TM 011 monopole frequencies of the g ¼ 1 cavity are indicated along with the phase space increase due to rf errors. Away from the principal machine lines only the 5=8 pattern triggers a certain growth. One of the 5=8 chopping resonance lines is close to the expected frequency of the TM 011;3=5 mode, which has a maximum ðR=QÞ n value of about 5 . In general, the impact of the chopping machine lines on beam degradation increases with the repetition rate, which can be explained by looking at its Fourier components. At Q ex ¼ 10 5 no growth due to the chopping machine lines is observed in Fig. 16 for all chopping patterns at nominal current, which ensures stable operation for any chopping pattern. At this damping level only principal machine lines can cause beam blowup.
The pulse substructure used at SNS [18] corresponds to a 260=378 chopping pattern. There the repetition rate is too small to create any potentially dangerous chopping machine lines. Hence, only the principal machine lines can drive instabilities significantly. Since all monopole modes in the SNS cavities [51] are far away from these resonance lines, no resonant HOM excitation is observed during operation [30] .
I. rf errors and HOMs
As already introduced, rf errors lead to a significant longitudinal phase space increase. Repeating the 1000 simulations with an equal distributed RMS rf error of 0.5 in phase and 0.5% in amplitude, but additionally with a HOM present, leads to the phase space histogram shown in Fig. 17 . No changes as compared to Fig. 7 are observed and the HOM does not drive any further beam blowup.
Increasing the rf error leads to a further increase in , as shown in Fig. 18 . Also in this case there is no deviation observed, if additionally a HOM is present. Table VI .
The effect of a HOM at a machine line together with rf errors dependent on the damping is studied as well. To better illustrate the effect of a HOM at a machine line in combination with rf errors (rf þ ML), the following additional cases are simulated: only a HOM at a machine line (ML), only rf errors (rf), and rf errors with a HOM not resonantly excited (rf þ HOM) are plotted together in Fig. 19 . There the average and maximum values of 100 simulations per damping value are shown, where the HOM frequency pattern and the rf error pattern are both varied. An equal distributed RMS rf error of 0.5 in phase and 0.5% in amplitude is used in all simulations with rf errors.
At Q ex ¼ 10 4 the HOM at a machine line is damped strong enough not to cause an additional phase space increase. Between 10 4 < Q ex < 10 5 the influence of the HOM starts to rise and the maximum values of increase slightly, while the average values are still the same as for the other cases. Above Q ex ¼ 10 5 the effective phase space starts to increase significantly and the HOM at the machine line becomes the main source of beam blowup, if the damping is less than Q ex ¼ 5 Â 10 6 .
J. Fundamental passband modes
In the five cell SPL cavities, the four additional modes of the fundamental passband can drive beam instabilities, because their ðR=QÞ n ðÞ values can be significant at certain particle velocities as shown in Fig. 20 . The mode frequencies and the ðR=QÞ n ðÞ obtained with SUPERFISH are listed in Table VIII. The TM 010;4=5 modes, which have the highest ðR=QÞ n ðÞ values, are used in both cavities for further beam dynamics studies. The mode frequency spread is significantly lower for these modes than for other HOMs. In all simulations a frequency spread of 10 kHz is used.
In the first configuration the TM 010;4=5 modes are excited by the nominal pulse structure for five different beam currents, as shown in Fig. 21 , and 100 linacs are simulated for each step. Above Q ex ¼ 10 5 and no significant effect occur at hI b i ¼ 100 mA and lower currents. The strong influence of the TM 010;4=5 is due to the high ðR=QÞ n values at the beginning and end of the medium beta section. This effect can only be reduced by reducing the energy range, which is covered by the medium beta cavity.
The TM 010;3=5 mode in the high beta cavity and the TM 010;2=5 mode in the medium beta cavity are close to a chopping machine line at 699.998 MHz created by a 50=80 chopping pattern. A worst case scenario would be if the mean mode frequency in both cavities is identical with the chopping machine line, which is simulated and shown in Fig. 22 . For comparison the simulation is repeated with the mode frequencies obtained from SUPERFISH, see Fig. 23 , and with the nominal pulse structure, see Fig. 24 . All simulations are done for ten linacs.
If the mean mode frequency falls directly on that chopping machine line, increases significantly. At 400 mA the beam exceeds the rf growth limit above Q ex ¼ 5 Â 10 4 , where also losses occur and operation would only be possible, if the mode is strongly damped. At nominal beam current the beam stays stable, but starts to grow above Q ex ¼ 10 4 . All simulations away from the resonance show no significant longitudinal phase space increase even when using 10 times the nominal current. A distance of a few 100 kHz to the chopping machine line is sufficient to avoid resonance excitation and a significant longitudinal phase space increase.
In [49] the damping, provided by the fundamental power coupler, is estimated for the fundamental passband modes. The damping is sufficient for all scenarios as long as the beam current does not exceed 100 mA. At 400 mA exceeds the rf growth limit at the expected Q ex in the worst case chopping scenario and for the excitation of the TM 0104=5 mode. 
VI. TRANSVERSE PLANE
In contrast to the longitudinal plane a HOM that affects the transverse plane can only be exited by an off-axis beam, because E z ð0; ; zÞ is zero for all these modes. First, the parameters and assumptions needed to execute simulations in the transverse plane are summarized. Then effects such as beam break up threshold current, beam noise, alignment errors, and substructured pulses are investigated in detail.
A. Simulation input parameters
It is assumed for the SPL that the beam enters the linac on axis with a Gaussian position and momentum spread listed in Table IX together with all other default simulation settings used in the transverse plane. An explicit study of off-axis injected beams is done as well and will be discussed later in this section.
A bunch is defined as lost if the transverse displacement at the end of a section is larger than the iris radius of the cavity, which is a very optimistic value. The aim of this study is not to monitor losses, but to limit the maximum Table VI. induced voltage by an off-axis bunch. For precise loss studies the beam halo has to be modeled as well as the exact linac layout including magnet and alignment errors.
B. Initial simulation
Before looking at the impact of dipole modes, a simulation only with injection beam noise, including charge jitter, transverse displacement, and tilt, is carried out and used as reference. The resulting phase space distribution at the end of the linac is shown in Fig. 25 . Repeating the simulations with one dipole mode present in each cavity, with a HOM frequency spread of 1 MHz, a beam current of 400 mA, and a Q ex ¼ 10 7 , leads only to modest changes in the phase space distribution, as illustrated in Fig. 26 .
As in the longitudinal plane an effective transverse phase space area, created by one pulse and calculated by
can be used. By normalizing it with a reference area, which is the effective phase space area without HOM impact, it can be used as a measure for the HOM influence. The average and maximum HOM voltage along the linac after the second pulse for 1000 different linacs, using the same settings as before, are shown in Fig. 27 . The oscillations observed in the average HOM voltage in the high beta section are due to the betatron oscillations along the linac. Looking at the maximum HOM voltage, an increase along the high beta section is observed while the R=Q ? ðÞ decreases. This result is consistent with analytical studies like [5] .
C. Current and damping sweeps
As in the longitudinal plane, the upper limit for Q ex is set to 10 8 , which is the damping level, where the influence of pulse-to-pulse coupling starts to rise.
The beam current hI b i is varied between the nominal current up to 400 mA. 100 different linacs are analyzed for each combination of Q ex and hI b i and the resulting average transverse phase space increase and its variance is illustrated in Fig. 28 .
At a Q ex of 10 4 , no growth is observed for all currents. In case of hI b i ¼ 400 mA, the influence starts to rise at Q ex ¼ 10 5 and reaches a plateau level around Q ex ¼ 10 7 before starting to rise further above Q ex ¼ 4 Â 10 7 due to pulse-to-pulse coupling. Also the spread in the single simulation results increases significantly. At nominal current below Q ex ¼ 4 Â 10 7 no effect is visible. In general, the phase space increase is quadratic with the beam current and the dependency on Q ex is the same as in the longitudinal plane.
Based on these results all further studies are carried out at a Q ex ¼ 10 7 and hI b i ¼ 400 mA. At this damping level Table IX. the pulses are still independent from each other and the HOM voltage history does not have to be taken into account.
D. Injection beam noise
Injection beam noise is essential to excite dipole modes, because the beam on axis has no effect. Following the logic, applied in the longitudinal plane, simulations with different beam noise patterns are executed to define a representative sample, which is used in the subsequent studies. 1000 simulations are carried out in each case, where the following parameter is varied: (i) injection noise pattern; (ii) HOM frequency pattern; (iii) injection noise and HOM frequency pattern.
The deviation in all cases is around 0.3% and all mean values deviate less than 1. Based on these results, the effect of different injection noise patterns is not considered in further simulations and only the HOM frequency pattern will be varied.
In Fig. 29 the effect of the charge scatter is shown, which is less than in the longitudinal plane. The observed increase in is proportional to 2 q and scales also with the beam current in the same manner. Even for a charge scatter of 10% the phase space increase is the same order of magnitude as the deviation due to different injection noise or HOM frequency patterns.
E. HOM frequency spread
The HOM frequency spread is important in building up instabilities. Below a certain frequency spread threshold level, the beam position modulation induced by a dipole mode in a cavity is constructively increased in further downstream cavities. In order to find this threshold level, the HOM frequency spread is varied between 10 kHz and 10 MHz.
The average and maximum transverse phase space increase for 100 linacs is shown in Fig. 30 . No values are plotted for 10 kHz because beam losses occurred there. From the graph, one can see that the threshold level is in the order of some 100 kHz, much smaller than the HOM frequency spread in the SPL cavities, which is expected to be at the level of several MHz.
Simulations carried out with the nominal beam current indicate the same threshold level, but the transverse phase space increase is smaller due to the reduced current.
This confirms the analytical work on transverse beam breakup of transient beams in [5] , which describes the HOM frequency spread as an additional HOM damping. Repeating the simulation with lower Q ex values leads to a shift of the threshold value to lower frequency spread values, as expected. A higher HOM frequency spread is Table IX . The plateau around Q ex ¼ 10 7 is due to the pulse period structure. Settings: N ¼ 100, see Table IX. needed for higher Q ex to sufficiently reduce the HOM excitation and the caused phase space increase.
F. Substructured pulses
The influence of the pulse substructure is investigated in detail in the transverse plane, too. Therefore, the same chopping patterns are used as in the longitudinal plane, but different resonance frequencies, which are listed in Table X . The integrated charge per pulse is kept constant, which means an increase of the bunch current in case of chopping. The increase in phase space at the exit of the linac for different chopping patterns, off and on resonance, as a function of the damping is shown in Fig. 31 . For each configuration 100 linacs with different HOM frequency patterns are simulated.
Introducing chopping leads to an increase in due to the increased bunch charge. This can be validated by repeating the simulation with increased beam current but without chopping. Shifting the HOM frequency to a chopping machine line causes a further increase in the phase space area. In this context it should be stated that the induced transverse HOM voltage scales with ! 2 n . A chance of the HOM frequency leads to a change in the transverse phase space increase, which is roughly proportional to ! n .
Hence, the observed phase space increase is only partly due to the resonance condition.
The characteristic Q ex dependency is the same as in the nominal case. The difference between the different chopping patterns is relatively small and the mean values are all inside an error of one sigma.
In general, the effect of chopping in the transverse plane is far less dramatic than in the longitudinal plane and has the same effect as shifting a dipole mode to a machine line. At 10 times the nominal current the phase space increase is less than 10%, even for Q ex ¼ 10 7 .
G. Alignment errors
The effects of displaced beams and cavities can drive dipole modes, as the beam passes the cavities off axis. There is no additional first order effect on the monopole modes, because a longitudinally displaced cavity causes the same effect as a phase error, which can be treated as a klystron error. Hence, alignment errors are only treated in the transverse plane in this survey. First, the cavities are displaced inside the cryomodule and second the effect of off-axis injection is analyzed.
Cavity alignment
The cavities are randomly displaced transversely around the beam axis. A Gaussian distribution with a deviation of dx is considered. The magnets are assumed not to be affected. Additional transverse rf kicks, introduced by the accelerating mode in a displaced cavity, are also not considered in this simulation [52] . The dx is varied in the range from 0.1 up to 10 mm and for each dx 100 linacs are simulated, where only the cavity displacement is varied. All other parameters are the default ones. Figure 32 shows the phase space increase at the end of the linac. The Table X) , N ¼ 100, see Table IX . average increase in is proportional to 2 dx and starts to rise above dx ¼ 1 mm compared to the simulation result without cavity displacement. This result agrees with the analytic predictions in [53] . For smaller displacements no significant phase space increase is observed. Even for dx ¼ 10 mm and 400 mA the additional phase space increase is only about 3% and in the same order of magnitude as the variation due to different HOM frequency patterns.
From experience at other labs, it is expected that the cavities can be aligned with a precision in the order of 1 mm. At that level, dipole modes do not affect the beam more than in the case of a perfect cryomodule. So cavity alignment errors are no concern for HOM excitation in the SPL, within the simulation limitations. The influence of magnet displacement errors has been studied for different focusing schemes in [54] .
Off-axis injection
The beam is injected off axis into the linac. All further downstream cryomodules are assumed to be perfectly aligned with the first one. is not translation invariant and a mean off-axis extraction position leads to an increase of .
To get rid of this effect, the following translation invariant formula is used to calculate the phase space area in this subsection:
where " x and " x 0 are the mean values of the position and momentum distribution. Using (28) instead of (27) , the phase space increase is then only due to the effect of the dipole mode and shown in Fig. 33 . There the phase space increases with the injection offset approximately quadratically. The mean extraction position as well as the extraction declination increases linear with the injection offset, which is also reflected in the HOM voltage, shown in Fig. 34 , because the bunch induced voltage in a dipole mode is proportional to the off-axis position x. This result is in good agreement with [55] , where the effect of off-axis injection is discussed analytically.
In case of off-axis injection the influence of the dipole mode increases, but not significantly. The additional increase is less than 1% in case of injection 10 mm away from the beam axis and a beam current of 400 mA. The deviation in the phase space area due to different HOM frequency patterns is 2.8% and so much higher than the influence of an off-axis injected beam. Hence, alignment seems to be no major issue in the context of HOMs for the SPL. Further multiparticle simulations, however, have to be carried out to study the general beam sensitivity with respect to alignment errors of transverse and longitudinal focusing.
VII. CONCLUSION
A new code SMD, dedicated to simulate the influence of higher order modes in superconducting proton linacs, is developed, benchmarked, and used to analyze the potential risk of HOMs in the SPL. Simulations are carried out in the longitudinal and transverse plane.
One of the results is that dipole modes do not affect a proton beam significantly as it is the case for electrons. In the longitudinal plane the influence of injection beam noise, HOM frequency spread, rf errors, machine lines, and substructured pulses are investigated in detail as a function of the beam current and the HOM damping. Using the SPL design parameters and estimated errors, only resonance lines are critical for a stable operation. The principal machine lines are known and can be taken into account in the cavity design, so that no HOM meets Table IX. such a resonance. However, machine lines created by the pulse substructure depend on the chopping pattern and can occur at any frequency. A strong HOM damping of Q ex ¼ 10 5 is recommended to allow any possible pulse substructure. In the absence of any pulse substructure only a moderate damping in the order of Q ex ¼ 10 7 is needed. In the transverse plane the influence of beam injection noise, HOM frequency spread, resonances, and cavity alignment is investigated in detail and no instabilities have been found at a moderate HOM damping level of Q ex ¼ 10 7 . The variety in the pulse substructure is the main difference of the SPL to other high power superconducting proton linacs such as SNS or ESS and causes stricter HOM damping requirements in the order of Q ex ¼ 10 5 as compared, for example, to SNS. In Project X also high frequently chopping patterns are foreseen, but there the average beam current is a factor 40 smaller than in the SPL. Hence, resonant HOM excitation is less critical there.
APPENDIX A: CAVITY SHAPE PARAMETERS
The cavity shape parameters are illustrated in Fig. 35 and the used values are listed in Table XI .
B. ENERGY VERSUS MOMENTUM GAIN
We will show in the following that the same (small) momentum change, once in longitudinal, once in transverse direction, corresponds to very different energy gain, much lower in the transverse case. This relation holds for any particle speed from classical v ( c to highly relativistic v % c cases.
To include any particle speed we use the always precise relativistic energy-momentum relation, 
The coordinate system for the following considerations is chosen such that before deflection p ? ¼ 0.
For the longitudinal case we let an accelerating cavity induce a longitudinal momentum increase Áp jj , very small compared to p jj . Then the corresponding energy change of the particle is The fraction under the root is much smaller than 1 for any particle speed. In the classical case E 2 0 is about the square of the rest energy E 0 % m 0 c 2 , and the fraction becomes about 2v jj Áv jj =c 2 ( 1. In the relativistic case with E 0 ) m 0 c 2 we have from (B1) cp jj =E 0 ! 1; hence, the fraction tends against 2Áp jj =p jj ( 1. Then we get to first order
For the transverse case we let a deflecting cavity induce a transverse momentum kick Áp ? and again we can reasonably assume that Áp ? ( p jj . In assuming the unproven hypothesis that p jj is unchanged when passing the purely deflecting cavity-see the core of this paper-we can determine the energy change to be 
Also here the fraction under the root is very small compared to 1 for any particle speed; hence, we get to first order 
For a realistic deflection Áp ? =p jj is a very small number. This means that for the same (small) momentum change the energy change in the transverse case is considerably smaller than in the longitudinal case.
All these considerations are only based on kinematics and do not consider how the deflection was realized, by either electric or magnetic fields. For the latter case it is known that the energy change is even rigorously zero, i.e., due to the curvature of the track the momentum in the initial forward direction diminishes just by the right amount.
