Over the last few decades, a number of mathematical models have been introduced for solving Multi-mode Resource Constrained Project Scheduling Problems (MRCPSPs). However the computational effort required in solving those models depends on the number of variables. In this paper, we attempt to reduce the number of variables required in representing MRCPSPs by formulating two new event-based models. A comparative study was conducted by solving standard benchmark instances using a common objective function for the developed as well as the existing mathematical models. The study provided interesting insights about the problem characteristics, model sizes, solution quality, and computational effort of these approaches.
Introduction
The Resource Constrained Project Scheduling Problem (RCPSP) has been a challenging research topic over the last few decades [1] . For it, each activity in RCPSP requires some resources for its processing, such as: machines and tools, human and their skills, raw materials, natural resources (energy, water, land, etc.), information and money. A variant of RCPSP is known as the Multi-mode Resource Constrained Project Scheduling Problem (MRCPSP) and for it each activity can be performed using one out of a set of different resources (known as modes), with specific activity durations and resource requirements. MRCPSP provides the most comprehensive framework for realistically representing the flexibilities that decision makers have [2] . MRCPSPs have many applications within computer integrated manufacturing, planning in make-to-order production, as well as other production planning problems, such as flow shop and job shop scheduling problem. These applications have stimulated many mathematical formulations for the MRCPSPs. From the last decades or so, CPM and PERT were the fundamental techniques to solve project scheduling problems that minimize the project completion time, while satisfying the precedence relationships among the activities, with an assumption that the resources are unlimited. In reality, as the resources are limited, the formulation of MRCPSPs becomes complex and the formulation varies with the assumptions made. To solve RCPSPs, integers linear programming (ILP) based approaches are widely used [3] . In the formulation by Pritsker et al. [4] , the binary decision variable is defined to be one if activity finishes at time instant , and to be 0 otherwise. This formulation requires the use of at most nT binary decision variables and constraints, where n is the number of jobs and m is the number of arcs. Later, Klein and Scholl [5] developed two different models where binary variable is defined to be one if activity is in progress in period , and to be 0 otherwise. These formulations require nT binary decision variables and constraints, which is more than the previous one. Therefore, real life projects with many activities are impossible to solve by using exact algorithms, as they involve a large number of variables and constraints. Again, according to Lawler [6] , the MRCPSP belongs to ; and the solution time is a function of , which is further increased exponentially with the modes, number of variables and constraints [7] . Many researchers have tested their approaches by solving benchmark instances from PSPLIB (Project Scheduling Problem Library), with different number of activities, such as 30, 60, 90 and 120 for single mode and 10-30 activities for multi-modes. According to Horroelen and Leus [8] and Alcaraz et al. [9] , many of the 60-activity and most of the 90-and 120-activity instances from PSPLIB are beyond the capability of exact methods. Koné et al. [10] has recently indicated that MILP model can deal with up to 25-35 activities within the convenient computational time of 500 seconds. For this reason, any mathematical model that can reduce the number of variables and constraints in representing MRCPSPs would be very practically useful.
Pinto and Grossmann [11] provided an example from a plastic compound plant where the activity duration varied from 0.783 to 11.25 days. The conventional discrete-time formulations are not suitable to tackle this class of problem unless the processing time is rounded or the time horizon is decomposed into smaller time intervals, which only yields approximate solutions. Although Koné et al. [10] presented two event based approaches for single mode RCPSP that can deal with non-integer duration, there is no such model available for MRCPSP. In this regard, the continuous time formulation, along with the event based formulation, can be interesting approaches to study MRCPSPs. From the literature review, it is clear that the trend in MRCPSP research and practice is to formulate the problem as a mathematical model, such as Mixed Integer Linear Programming (MILP), and then solve the model using a conventional optimization technique. However, considering the state of current computational capability, the conventional methods are incapable of solving MILP models with a large number of variables and constraints. In some models, the number of variables increases exponentially with the number of time periods, which encourages the development of alternative mathematical models which by redefining the variables, attempt to minimize the number of variables and constraints.
In this paper, we have formulated two event based models for representing MRCPSPs. For reducing the number of binary decision variables, in those models, we have considered continuous time or time-independent approaches that are known as 'Start/End Event based formulation (SEE) and 'On/Off Event based formulation (OOE)'. The proposed formulations are variants of that of Zapata et al. [2] , but with fewer variables. Thus, instead of the 3 binary variables for Zapata et al. [2] , it took 2
variables for SEE and binary variables for OEE, where m represents number of modes and n represents the number of activities. It was conjectured from the earlier researchers that the solution time of integer programming can be bounded as an exponential function of the number of variables [12] . So, the main intention of this paper is to reduce the number of variables and also the solution times for solving MRCPSP. Our developed mixed integer programming models were solved by using a commercial optimization solver. The proposed model is capable of dealing with MRCPSPs of up to 30-35 activities within reasonable computing time (500 sec). To demonstrate the applicability of the developed models, a number of 10-30 activity multi-mode benchmark instances from the Project Scheduling Library (PSLIB) were solved. The solutions were analyzed for problems with different levels of complexity and are compared with the traditional discrete time approach. The computational studies were also conducted to analyze the effects of different factors that relate to performance.
The structure of the paper is as follows: in section 2, we define the basic MRCPSPs. The terminologies, the proposed event based MILP formulations are described in section 3. In section 4, solution approaches are discussed. The experimental studies, along with the computational results and analysis are provided in section 5. Finally, we provide conclusions in the last section.
Problem Description
MRCPSP belongs to the set of combinatorial optimization problems [10] . The MRCPSP under study in this paper is based on the following assumptions: (i) the activities composing a project have certain and known durations that pertain to certain modes; all predecessors must be finished before an activity can start; (iii) resources can be either renewable or both renewable and non-renewable. Renewable resources are available in limited amounts, whereas non-renewable resources are fixed for the whole project; (iv) activities are non-preemptive (i.e., cannot be interrupted when in progress); (v) the main objective is to minimize the project completion time. Let I be the number of activities to be scheduled, R be the number of available renewable resources to be allocated and be the number of modes available for activity i. The activities constituting the project are represented by a set {0,..., I+1}, where 0 and I+1 are the dummy nodes representing the start and end respectively. Accordingly, the set of renewable resources are defined by {0,1,...,r}, whereas the non-renewable resources are defined by {0,1,...,w}. The other important notations are depicted in the next section as Nomenclature. The traditional formulations for scheduling are discrete in manner, i.e., it depends on discretization of the time horizon, T, which is represented as {0, ..., t}. Each resource type has a certain capacity limit which cannot be exceeded throughout the project life.
The Mathematical Models
In this section, firstly, we have presented a discrete time approach and then two new formulations are developed.
Nomenclature
Capacity 
Discrete Time Approach (DT)
The standard MRCPSP requires sequencing the project activities, so that the precedence constraints are met, the execution mode for each activity is determined, the resource constraints are met and the project duration is minimized. In spite of having several mathematical models for MRCPSP [2] and [13] , the model from Talbot [14] is still being used as a basis for discrete time approach and hence is employed throughout this paper as the discrete time (DT) approach for comparing with our proposed models. In the MRCPSP model, a binary decision variable is defined to be 1 if activity starts at mode m at time instant , and 0 otherwise. The model can be presented as follows:
Here, constraint equation (1) represents that every job or activity must be handled exactly one time for all modes. Constraint set (2) ensures that precedence relationships are maintained. Meanwhile constraint sets (3) and (4) respectively represent that the capacity of the renewable and non renewable resources are satisfied. Finally, constraint set (5) defines the finish time of activity i.
Start/End Event Based Continuous Time Formulations (SEE)
In discrete time formulations, the variables are indexed by time. In contrast to that formulation, in this section, a new event based formulation is proposed for MRCPSP. It is based on the concept of the single mode RCPSP model proposed by Koné et al. [10] . For classical MRCPSP, the numbers of activities are often considered as n+2 (where n is the activity number with 0 & n+1 being the dummy source and sink nodes). On the contrary, this event based formulation considers only (n+1) activities as events. Event-based formulations also have the advantage that they can deal with non-integer activity processing times. More importantly, for instances with long scheduling horizons, event-based models involve fewer variables in comparison to the models indexed by time. Here, we used only two types of binary variables one for start event at mode m and the other one is for the end event ( ) at mode m. A continuous variable represents the date of event e and a continuous ble,
, is used for the quantity of resource k that is required immediately after event e at mode m. That is why this proposed approach is termed as a start/end event based formulation (SEE).
Min 0
,
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Constraint (7) stipulates that event 0 starts at time 0. Inequalities (8) ensure that if activity starts at event e and ends at event f, then . Any other combination of values for and yield either or , which are redundant with constraint (9) . Constraints (10) and (11) ensure that the start and end events must have a single occurrence for all of its available modes respectively. Constraint (12) describes the precedence relationship between activities. Constraint (13) represents that the total resource demands for each resource starts at event 0. Constraint (14) defines that for each resource r, its demand immediately after event e is equal to its demand immediately after the previous event e-1, plus the demand required by the activities (on any mode m) that start at event e, minus the demand required by the activities that end at event e. Constraint (15) limits the demanded resources at each event to the availability of resources. Constraints (16)-(18) are valid inequalities based on activity time windows. Inequality (20) is for non-renewable resource w, while the usages of that resource throughout the whole event date must to be within its maximum available limit.
On/Off Event Based Continuous Time Formulation (OOE)
In this section, we propose another model that uses only one type of binary variable per event. Similar to the last section, this is also an extension of an earlier model proposed by Koné et al. [10] . The SEE model needs more variables for representing events than doe the OEE model [3] . For it, the number of events is exactly equal to the number of activities. The representation of the resource constraints is also simpler and easier. Again, rather than using tree decision variables for start/end formulation, here in this model only two decision variables are used. A decision variable is set to be 1 if activity starts at event e at mode m or if it is still being processed immediately after event e. Here, in the same way as in the previous model, a continuous decision variable ( ) represents the date of event e. The OOE formulation is presented below.
Min
The objective is once again to minimize the makespan. Constraints (23) ensure that each activity is processed at least once during the project. Constraints (24) build up the relationship between the makespan and the event dates: if is in process at event e but not at event e-1, i.e., if starts at event e. Constraints (25) and (26) ensure the basic definition of event sequencing. Constraints (27) link the binary optimization variable to the continuous variable , and ensure that if activity starts immediately after event e and ends at event f, then the date of event f is at least equal to the date of event e plus the processing time of activity . Constraints (28) and (29) are called contiguity constraints, and they ensure non pre-emption (i.e. that the events after which a given activity is being processed are adjacent). Constraints (30) maintain the precedence relationship. Constraints (31) are the resource constraints limiting the total demand of activities in process at each event. Constraints (32) and (33) ensure that the start time of any activity is between its earliest and latest start time.
Experimental Study
The mathematical models developed in the previous section for MRCPSPs are integer programming models which can be solved using standard optimization algorithms. The developed models were coded with the LINGO optimization software, and were executed on an Intel core i7 processor with 16.00 GB RAM and a 3.40 GHz CPU. For solving the models, the Branch and Bound algorithm (B&B) algorithm within LINGO was applied. To compare the models, we have selected a number of MRCPSP benchmark instances from the popular test library known as PSPLIB-Project Scheduling Problem Library [15] . The characteristics of the MRCPSP instances vary a lot in terms of the average number of resources required (resource factor, RF), the resource feature incorporates time parameters (resource strength, RS) and finally the integration of resource and precedence features. For justifying the proposed formulations, we considered the RS and RF for both renewable and non renewable resource to be 0.5, which means that if the project has 4 renewable or non renewable resources then for any particular time each activity can demand two resources. As suggested by the earlier models, the conventional DT approach needs binary variables, where m is the number of modes, n is the number of activities including the dummy ones and T is the total project completion time. But for the SEE and OOE approaches, they need only 2 and binary variables to represent any MRCPSP. This indicates the binary variables required for SEE are twice that of OOE. To compare the above mentioned three models, we have considered a number of 10activity test instances, with low activity duration time, that have an average makespan of 18. As shown in Table 1 , the conventional DT approach needs on average 648 binary variables, while OOE and SEE require 432 and 864 respectively. After multiplying each activity duration time by 10 (now considered as a higher activity duration), the number of binary variables for DT becomes 6156 and the makespan increases from 18 to 81. However, the number of variables for SEE and OOE remain the same. As the number of variables is the dominating factor for the computational time required in solving a model, the time recorded in Table 1 consistently shows that the models with higher numbers of variables takes longer computational time than the same ones with lower numbers of variables. We have further analyzed and compared the above mentioned three models using a number of test instances from PSLIB with 10, 12, 14, 16, 18, 20 and 30 activities for both high and low duration times. Here, high duration means five times longer than low duration. For the low activity duration, the number of variables and the computational time required, with respect to the number of activities, are presented in Figures  1 and 2 respectively. For the high activity duration, these plots are shown in Figures 3  and 4 . In these figures, for either low or high activity duration of all three models, the number of variables increases with the number of activities and the computational time consistently increases with the increase of the number of variables. There is no impact on the number of variables in SEE and OOE when the activity duration is changed (say changing from low to high). However, as can be seen in Table 1 and Figures 1 and 3 , the number of variables significantly increases in DT as activity duration increases. From these four figures, it is clear that OOE is the best model irrespective of the length of activity duration. However, SEE is better than DT only for high activity duration. 
Fig. 1. Relationship between number of variables and activities with low duration time

Effects of New Activity Insertion
In real life projects, some activities may be added or removed during project execution. In this section, we will analyze the impact of new activity insertion. To do this, we assumed that a set of new activities with precedence relations need to be added to the project network. Here we have considered three cases for a 10-activity instance (J1010_4) with randomly generated duration and resource usage requirements on each mode. In figure 5 , Ins-2 represents the insertion of two new activities which replaced 2 old activities. From the figure, it is quite clear that the impact of new activity insertion is insignificant for event based approaches. However it has a clear impact on DT model. Note that, for all approaches, the number of constraints increases significantly with the increase of new activities. 
Effects of Precedence Modifications
In a project, the activity priority may be revised and this may change the precedence relationship. In this section, we have also analyzed the impacts of any particular precedence modifications. An example of precedence modification is when the project network for A needs to satisfy the additional precedence relationship , and that it also no longer needs to satisfy the relations in . We have considered four randomly generated precedence modifications for analyzing the impact on the three models. As shown in figure 6 , similar conclusion can be drawn for precedence modifications as was earlier found for new activity insertions. From the figure, it can be observed that with increasing numbers of precedence modifications (PM), the number of variables remain same for both event based approaches, while for the DT approach, the number of variables is increased. So, it can be claimed, that the proposed event based approaches are independent of precedence modifications. But for all approaches, the number of constraints is slightly increased with the increase of precedence modifications. Fig. 6 . Distribution of number of variables with precedence modifications
Conclusions
In this paper, we have developed two new event based mathematical models (mixed integer linear program) for MRCPSP that reduced the number of variables and hence the required solution times. For solving the models, the branch and bound techniques were implemented within LINGO. A number of benchmark problems with different numbers of activities and resources were solved and compared. From the comparisons, it can be concluded that (i) there is no impact on the number of variables in SEE and OOE with activity duration, (ii) the number of variables significantly increases in DT with increases of activity duration, (iii) OOE is the best model irrespective of the length of activity duration, (iv) SEE is better than DT only for high activity durations, (v) the effect of new activity insertion or precedence modification on the number of variables are insignificant for SEE and OOE, and (vi) there is a clear negative effect for new activity insertion or precedence modification on the DT model. So practitioners will benefit by choosing the proposed event based model (OOE) for MRCPSP, as it requires the lower number of variables and lower computational time in comparison to other existing models. The future research should be on proposing some real time event based RCPSP approaches for handling uncertainties or research disruptions. Implementing this model for more complex problems with large number of activities could be another important extension of these proposed models. 
