We generalize the classical theory of periodic continued fractions (PCFs) over Z to rings O of S-integers in a number field. Let B = {β, β * } be the multi-set of roots of a quadratic polynomial in O [x]. We show that PCFs P = [b 1 , . . . , b N , a 1 . . . , a k ] of type (N, k) potentially converging to a limit in B are given by O-points on an affine variety V := V (B) N,k generically of dimension N + k − 2. We give the equations of V in terms of the continuant polynomials of Wallis and Euler. The integral points V (O) are related to writing matrices in SL 2 (O) as products of elementary matrices. We give an algorithm to determine if a PCF converges and, if so, to compute its limit.
Introduction
A regular (or simple) continued fraction [c 1 , c 2 , c 3 , . . .] is one where c i ∈ Z with c i > 0 for i > 0. It is a classical fact that all regular continued fractions converge. Every irrational real number has a unique representation as a regular continued fraction. By a celebrated theorem of Lagrange [Lag70] , a real number α is a quadratic irrational if and only if its regular continued fraction is eventually periodic, that is, of the form P = [b 1 , . . . , b N , a 1 , . . . , a k ] . The eventually periodic continued fraction P -henceforth simply called periodic -is of type (N, k) and of period k. A famous example of this is the continued fraction √ 2 = [1, 2] of type (1, 1) . In this paper we generalize the theory of periodic continued fractions (PCFs) from Z to the S-integers O of a number field K. We establish the foundations of periodic Ocontinued fractions in terms of products of 2 × 2 matrices over O. A PCF P over O (or an O-PCF) formally satisfies a quadratic polynomial Q(x) ∈ O[x] with multi-set of roots B = {β, β * } ⊆ P 1 (Q). We say that P has roots B. If P actually converges to a limitβ, then β ∈ B. Requiring that P = [y 1 , . . . , y N , x 1 , . . . , x k ] formally satisfy Q(x) = Ax 2 + Bx + C ∈ O[x] with roots B defines a PCF variety V := V (B) N,k ⊆ A N,k := A N × A k generically of dimension N + k − 2. If α ∈ O but β = √ α / ∈ O, we write V (α) N,k for V ({β, −β}) N,k . We give the equations of these PCF varieties using the continuant polynomials of Wallis [Wal56, p. 191 
k ) ∈ V (O). Unlike the classical theory of regular Z-PCFs, here β can have infinitely many O-PCFs of type (N, k). This leads to questions about the integral points on the varieties V (B) N,k -for example, are the O-points degenerate, i.e., is their Zariski closure a proper subvariety? As a first result on the geometry of V (B) N,k , we show that it fibers over Fermat-Pell conic curves in Theorem 3. 5 .
But there is more than the algebraic theory: one also has to worry about convergence, which is delicate. For example, [1, −1, 2] does not converge, but [1, −2, 2] does. We formulate classical convergence conditions as Algorithm 1 which is easy to apply, deferring the proofs to an appendix. The criteria for convergence involve both algebraic conditions and inequalities. For any B we define an affine variety V N,k in Definition 3.1 which is a divisor on V (B) N,k having the property that all points on V N,k correspond to divergent continued fractions, cf. Corollary 4. 4 . Finding O-PCFs for β then entails a two-step process: 1) Find the points ( 
k ] converges to β using Algorithm 1. We generalize the prototypical continued fraction √ 2 = [1, 2] , which gives a Z-point on V (2) 1,1 , to the Z 2 -extension n≥0 F n of Q with F n = Q(α n ) and α n = 2 cos(2π/2 n+2 ). Note that α 2 n+1 = 2 + α n and that the integers of F n are O n = Z[α n ] for n ≥ 0. Our problem is to find the Z[α n ]-PCFs of type (N, k) for α n+1 , with √ 2 = [1, 2] corresponding to n = 0 and (N, k) = (1, 1). Hence we have:
In Section 5 we analyze the easy case of the three PCF varieties of dimension less than 1, solving Problem 1.1 for (N, k) = (0.1), (0, 2), (1, 1).
The second half of the paper -Sections 6, 7, and 8 -studies the diophantine geometry of the three PCF varieties which are curves, namely V (B) N,k with (N, k) = (0, 3), (2, 1), and (1, 2) . We prove in Theorems 6.3, 7.1, and 8.1 that for generic B the O-points on these PCF curves are finite in number by applying Siegel's theorem. We solve Problem 1.1 for (N, k) = (2, 1), (1, 2) , and (0, 3) (the cases of curves) and n = 0, 1. These curve examples amply illustrate the arithmetic richness of these varieties, with the case n = 1 not surprisingly giving the greatest difficulty. The one break we get is that V (2 + √ 2) 2,1 (Z[ √ 2]) = ∅ by a simple congruence argument -so there are no periodic Z[ √ 2]-continued fractions of 2 + √ 2 of type (2, 1), cf. Proposition 7.4. We use Skolem's p-adic method [Sko34, Sko38] for p = 2 to find V (2 + √ 2) 0,3 (Z[ √ 2]) and V (2 + √ 2) 1,2 (Z[ √ 2]). Skolem's method does not always apply in diophantine problems, and it does not always work even when it applies, but on these PCF curves over the Z 2 -extension of Q it is effective. The argument for V (2 + √ 2) 1,2 in Section 8 is particularly involved since Skolem does not apply directly but only after passing to a cover.
An early (1942) application of the p-adic method was Ljunggren's famous result [Lju42] solving x 2 + 1 = 2y 4 over Z -the only solutions are (x, y) = (±1, ±1) and (x, y) = (±239, ±13). We use Ljunggren two separate times-once for V (2 + √ 2) 0,3 and once for V (2 + √ 2) 1 
Periodic Continued Fractions
. , c n ] with partial quotients c i is defined inductively as follows.
In other words, if we define an automorphism of P 1 by φ c (z) = c + 1/z and put
For α ∈ C define the matrix D(α) := α 1 1 0 , and set t := D(0); note that D(α) −1 = tD(−α)t = 0 1 1 −α .
(2)
As usual we identify z ∈ P 1 (C) with v z .
Definition 2. 1 . Let F = [c 1 , c 2 , c 3 , . . . , c n ] be a finite continued fraction. Define
Explicit formulas for p n and q n are known classically; we give them later in (9). So φ F = M(F ), and F = p n /q n in terms of the c i . Furthermore, using (2)
gives the inverse. Note that
We define the infinite continued fraction C := [c 1 , c 2 , c 3 , c 4 , . . .] to be a formal expression as in (1), but which does not terminate. We define M n (C) =
]) for n ≥ 1, M 0 (C) = I, and its convergents to be [
if the limit exists. In the theory of regular (or simple) continued fractions for approximating real numbers, the c i ∈ Z are positive for i > 1, and the limit always exists. We say that C is over
is often used to denote both the continued fraction and its value if it exists, but we have chosen to restrict this abuse of notation to the finite case or when all the c i 's are explicit real numbers. In addition we write equality between two continued fractions if they are connected by formal manipulations that leave the value unchanged if it exists. For example, the following lemma says that we can write Proof. It suffices to observe that φ a (φ 0 (φ b (z))) = φ a+b (z).
Another way to prove this is to note that the convergents of [. . . , a + b, . . .] are the same as those of [. . . , a, 0, b, . . .] with two omissions.
Definition 2.3. The infinite continued fraction P = [c 1 , c 2 , c 3 , . . .] is periodic if there are integers N ≥ 0 and k ≥ 1 so that c n = c n+k for all integers n > N. We write
for the infinite periodic continued fraction if c n depends only on n mod k for n > N, and say P has type (N, k) and period k. If N and k are both minimal, we say that (N, k) is the minimal type and k is the minimal period. We set A N,k = A N × A k ∼ = A N +k . The PCF P in (3) determines a point p = p(P ) = ( Definition 2.4. We set the following notation for
.
In terms of variables (y 1 , . . . , y N , x 1 , . . . , x k ) put
Remark 2.5. Note that det E N,k (p) = (−1) k .
We call B = B N,k (P ) the roots of P or p. Here we have the usual convention that ∞ is a root of 0x 2 + Bx + C and a double root of 0x 2 + 0x + C. We leave B N,k (P ) undefined if E N,k (P ) is a multiple of the identity because this corresponds to Quad N,k (P ) = 0. In Proposition 2.10 we shall see that E(P ) does not depend on the choice of N but does depend on k.
In particular it can happen that E(P ) is defined for k but not defined for some multiple of k, corresponding to the case G = 0 in Proposition 2. 10 . This can only happen ifβ(P ) does not exist. The PCF P * is called the dual of P (Galois [Gal28]). So if N > 0, the dual of a PCF of type (N, k) can be made to be of type (N, k). However, the dual of type (0, k) is of type (1, k 
Consequently, Quad N,k (P * ) = −(−1) k Quad N,k (P ) and B(P * ) = B(P ).
The matrix E(P ) plays a key role; it is almost true that the conjugacy class of E(P ) determines the convergence behavior of P , the exception being Theorem 4.3(b). The following straightforward linear algebra proposition applies to a general 2 ×2 matrix E, which we shall apply to our matrix E(P ). Example 2.7. Suppose P = [2, −2, 4] = √ 2 with (N, k) = (1, 2). Then ] formal manipulation shows that
Hence, since our continued fraction P is periodic of type (N, k) we have
Thus P = E(P )(P ) by Equation (4). Since
we get E 11 (P )P + E 12 (P ) E 21 (P )P + E 22 (P ) = P and hence E 21 (P )P 2 + [E 22 − E 11 ](P )P − E 12 (P ) = 0.
So Quad N,k (P )(P ) = 0 provided E(P ) is not the identity.
We can write the entries of E(P ) explicitly using Euler's continuant polynomials K n [Eul44]. Define K n recursively by
, c n ) = K n−1 (c 1 , . . . , c n−1 )c n + K n−2 (c 1 , . . . , c n−2 ) (7) or, equivalently, K n (c 1 , . . . , c n ) = c 1 K n−1 (c 2 , . . . , c n ) + K n−2 (c 3 , . . . , c n ).
For example,
The recursion relation (7) is exactly what is needed to show the identity
for n ≥ 0 by induction. This in turn gives formulas for p n and q n in Definition 2.1:
. , c n ) and q n = K n−1 (c 2 , . . . , c n ).
Continuant polynomials have the following properties:
Equations (10) and (11) give another proof of Lemma 2.2.
We can use (8) to give the 2 × 2 matrix E N,k (P ) in (4):
Once we establish that P does not converge if E is a multiple of the identity in Theorem 4.3, the following proposition will follow from the above discussion. The next proposition gives a property of the entries of E which will have a geometric consequence in Section 3. To help with the notation make the a i periodic by writing
Proposition 2. 10 . Fix integers N, ℓ ≥ 0 and k, m ≥ 1. Define
Then
Proof. First we prove the proposition for m = 1. Since a k+i = a i for 1 ≤ i ≤ ℓ, we find
by applying the identity (11) ℓ times, thus proving G = 1 in this case. So without loss of generality we can now assume ℓ = 0. Let E be as in Equation (4) so that E N,mk = (E N,k ) m , and
where r i are the eigenvalues of E, since trace is invariant under conjugation. By the Cayley-Hamilton theorem and induction,
From this, together with Tr(E) = r 1 + r 2 and det(E) = r 1 r 2 = (−1) k , we can derive the polynomial expression for G to be U m−1 (Tr(E)/2) if k is even and
PCF Varieties
Let Q ֒→ C be an algebraic closure of Q, and let O ⊆ Q be the S-integers in a number field K. Suppose B is the multi-set {β, β * } of roots in P 1 (Q) of the quadratic polynomial
with (0, 0, 0) = (A, B, C) ∈ P 2 (O) and the usual convention that one (resp., both) of β, β * is ∞ if A = 0 (resp.,
The PCF variety V (B) N,k is the affine variety over O defined by the three equations
. , x k ) in the notation (5). We call (N, k) the type of the PCF variety V (B) N,k . In the special case 
. , x k ]) is a multiple of the identity, proving (a).
To prove (b) , it suffices by (a) to remark that V 0,1 = ∅ since M([x 1 ]) = D(x 1 ) is never a multiple of the identity.
To prove (c), observe that 
In this case we recover the familiar Fermat-Pell equation, namely 
. , a k ) and Remark 2.5.
x − E 12 must be a multiple of Ax 2 + Bx + C with A = 0, this multiple must be 0, i.e., E is a multiple of the identity. But V N,k was defined by the equations specifying that E(p) was a multiple of the identity.
If (0, λ) is on FP k (B), then λ = ±i k and
The prototypical PCF, essentially known to the ancient Greeks, is √ 2 = [1, 2] . We are interested in generalizing this ur-example to the Z 2 -extension of Q. We review this tower of number fields now and set notation. For an integer m ≥ 1, let ζ m be the primitive mth root of unity e 2πi/m with
The integers of the number field F n are O n := Z[α n ] for n ≥ 0.
With this notation
The problem of finding all Z-PCFs for √ 2 of type (1, 1) would involve finding the integral points on V (2) 1,1 . We will see in Proposition 5.2 that
Hence there is only one Z-PCF of √ 2 of type (1, 1). The generalization of this to the Z 2 -extension of Q is:
The associated diophantine problem for PCF varieties is: 
We then have
We want to understand the decomposition (20); Corollary 4.4 will show that
The convergence of P = [b 1 , . . . , b N , a 1 , . . . , a k ] was understood in the nineteenth century (see, e.g., [JT80, Chapter 3]). It only depends on the a i , but the criteria for convergence involve both algebraic conditions and inequalities. To give the inequalities, make the a i periodic as in (12). Then we have the condition for divergence:
In this section we give the practical Algorithm 1 which given P answers the questions (a) Does P converge? (b) If so, which element of B(P ) is its value (or limit)?
We defer proofs to the appendix.
where we take whichever expression is not the indeterminate 0/0.
. , a k ] be a PCF. Then the valueβ(P ) exists if and only if none of the following three conditions is satisfied:
If it converges, then the valueβ(P ) = β + (E(P )).
We reformulate Theorem 4.3 as the following algorithm.
Step 2 corresponds to checking for Case (a) , and Step 6 corresponds to checking for Case (c). 
Output : Either its value (or limit)β(P ) or "doesn't exist". 
instead in the algorithm. Furthermore, |E 21 z + E 22 | tells us how fast the continued fraction converges: each successive convergent provides 2 k log 10 (
decimal digits of accuracy on average. 2 If z = β + (E) = β − (E), and therefore the limit exists and |E 21 z + E 22 | = 1, exponentially many convergents are needed for each additional digit of accuracy. For example the m-th convergent of [2i] is i + i/m, so the n-th digit isn't accurate until past the 10 n -th convergent. Since the dimension of a PCF variety of type (N, k) is N + k − 2 and k ≥ 1, there are three types where PCF varieties consist of a finite set of points. 5. 1 . Type (0, 1). We have 
From (14), the variety V 0,1 = ∅. Nominally the dimension of V (B) 0,1 is −1, which means that only special β, β * give a nonempty variety. For these special β the variety has exactly one point. The condition for V (B) 0,1 to be nonempty from (21) (18) is π FP (a 1 ) = (1, 0). We have thus proved:
Proposition 5. 1 . If V (B) 0,1 = ∅ and β + β * = 0, then β = ±1. In particular, the variety V (2 + α n ) 0,1 = ∅, and there are no Z[α n ]-PCFs for α n+1 of type (0, 1) for n ≥ 0.
According to Algorithm 1 let β, β * be the two roots of x 2 − a 1 x − 1 = 0. If a 1 = ±2i the value of the PCF P = [a 1 ] exists andβ(P ) = β = β * = ±i. If β = β * but |β| = 1, then the value does not exist. If |β| > 1 > |β * |, thenβ(P ) = β. It is easy enough to say what happens more directly. If a 2 1 ∈ R and −4 < a 2 1 ≤ 0, then the value does not exist. Otherwise, β(P ) = β + (E(P )).
5.2.
Type (0, 2). From (5),
Hence if B = {β, β * } are roots of Ax 2 + Bx + C, the variety V (B) 0,2 is given (15) by
From (14), the variety V 0,2 is given by According to Algorithm 1 let β, β * be the two roots of a 2 x 2 − a 1 a 2 x − a 1 = 0. If (a 1 , a 2 ) = (0, 0), then the valueβ(P ) of the PCF P = [a 1 , a 2 ] does not exist. If a 1 = 0 = a 2 , then β(P ) = β = β * = 0. If a 1 = 0 = a 2 , thenβ(P ) = β = β * = ∞. If a 1 a 2 = −4, then β(P ) = β = β * = a 1 /2 = −2/a 2 . If β = β * but |a 1 β + 1| = 1, thenβ(P ) does not exist. If |a 2 β + 1| > 1 > |a 2 β * + 1|, thenβ(P ) = β. (1, 1) . From (5),
Type
Hence if B = {β, β * } are roots of Ax 2 + Bx + C, the variety V (B) 1,1 ⊆ A 1,1 is given (15) by
A(x 1 − 2y 1 ) = B, A(y 2 1 − x 1 y 1 − 1) = C, B(y 2 1 − x 1 y 1 − 1) = C(x 1 − 2y 1 ). From (14), the variety V 1,1 is given by 1 = x 1 y 1 + 1 − y 2 1 = x 1 − 2y 1 = 0, so V 1,1 is the empty set. If A = 0, V (B) 1,1 is empty. Otherwise, the variety consists of two points (counting multiplicity) (y 1 , x 1 ) = (b 1 , a 1 ) in a potentially quadratic extension with
The Fermat-Pell conic FP 1 (B) is given (17) by Cx 2 − Bxy + Ay 2 = −A and the map π FP : V (B) 1,1 → FP 1 (B) by π FP (y 1 , x 1 ) = (1, x 1 − y 1 ).
Since (x − α n+1 )(x + α n+1 ) = x 2 − (2 + α n ), we have the following proposition. It has no points rational over Q(α n ) if n ≥ 1. The PCF variety V (2) 1,1 consists of the two points (b 1 , a 1 ) = ±(1, 2).
(b)
There are no Z[α n ]-PCFs of type (1, 1) for α n+1 if n ≥ 1. If n = 0, there is precisely one:
Proof. We need only remark that 1 − α n < 0 if n ≥ 1, and hence its Galois conjugate 1 + α n cannot be a square in Q(α n ) ⊂ R.
According to Algorithm 1 let β, β * be the two roots of
PCF Curves of Type (0, 3)
There are three types -(N, k) = (0, 3), (2, 1), (1, 2) -where the PCF variety V (B) N,k is 1-dimensional. The remainder of this paper is devoted to analyzing these PCF curves, beginning in this section with type (0, 3).
From (5) we have
Hence the variety V 0,3 ⊆ A 0,3 is defined by
and so V 0,3 consists of the two points ±(i, i, i). If B = {β, β * } are the roots of Ax 2 + Bx + C, then from (15) the variety V (B) 0,3 ⊆ A 0,3 is given by
Eliminating x 1 we can rewrite the Equations (22) as the plane curve V (B) 0,3 : A(x 2 2 + 1) − Bx 2 (x 2 x 3 + 1) + C(x 2 x 3 + 1) 2 = 0.
Hence the curve V (B) 0,3 has genus 0 and, as we shall see, has a rational point if and only if i ∈ K or B 2 − 4AC is a nonzero sum of squares.
Proposition 6. 1 . For even k, the variety V (B) N,k always has a K-rational point. For odd k, if the variety V (B) N,k has a K-rational point, then B 2 − 4AC is the sum of two squares in K.
Proof. We showed in 5.2 that V (B) 0,2 always has a K-rational point, so we are done in the even k case. If ∞ ∈ B, then A = 0 so B 2 − 4AC = B 2 is a square in K. Otherwise, let P be the PCF associated to the K-rational point. Note that, up to a square,
which is the sum of two squares if k is odd.
If B 2 − 4AC = R 2 + S 2 with R, S ∈ K, we can obtain an explicit parametrization of the rational curve V (B) 0,3 over K. Proposition 6.2. Suppose B 2 − 4AC = R 2 + S 2 = 0 with R, S ∈ K, and C = −A. Then all points (a 1 , a 2 , a 3 ) on V (B) 0,3 over K are given by
for some t ∈ P 1 (K).
For example if β = α 1 = √ 2 we get the parametrization Proof. If AC(A+C)(B 2 −4AC) = 0 then the curve has four geometric points at infinity on the normalization using the parametrization in Proposition 6.2. Hence, by Siegel's Theorem 6.4 below, the curve has finitely many O-points.
Theorem 6.4 (Siegel [Sie14] , [Ser89, p. 95]). If an affine rational curve over O has three or more geometric points at infinity after normalization, then it has finitely many O-points. An affine curve of positive genus always has finitely many O-points. Then
for n ∈ Z gives infinitely many Z[ √ 2]-points on V ({1, 0}) 0,3 corresponding to infinitely many Z[ √ 2]-PCFs [x 1 , x 2 , x 3 ] of type (0, 3) with value 0.
The Fermat-Pell conic FP 3 (B) is given (17) by Cx 2 − Bxy + Ay 2 = −A and the map π FP : V (B) 0,3 → FP 3 (B) by π FP (x 1 , x 2 , x 3 ) = (x 2 x 3 + 1, x 2 ) from (18). 16 6. 1 . Z-Points on V (2) 0,3 . For β = √ 2 = α 1 , we have A = 1, B = 0, and C = −2. So Equations (22) say V (2) 0,3 is given by
For x 1 , x 2 , x 3 ∈ Z we must therefore have x 2 = ±1. Hence we have:
Proposition 6.6. Use Algorithm 1 to verify that the limits exist and are as stated.
Z[
√ 2]-Points on V (2 + √ 2) 0,3 . For β = α 2 , we have A = 1, B = 0, and However, 4 mod 8 is not twice a square, so b = 1 is impossible, and we must have b = −1. If (a, b) is a solution to (26), so is −(a, b). So, without loss of generality,
However, by (26) we have
Hence (27) shows that u 2j 2n must be a square in Z[w], which means that the integer n is either a square or twice a square. The latter is impossible since
Hence n = y 2 and b = (m + y 2 w)(m − y 2 w) = m 2 − 2y 4 = −1.
We thus recover Ljunggren's equation [Lju42] with the complete solution set over Z given by Proof. Again we check convergence using Algorithm 1.
The last two PCFs converge extremely slowly. For these [a 1 , a 2 , a 3 ], we have |(a 1 a 2 +1)α 2 + a 1 | ≈ 1.002094, which means every extra significant digit requires ≈ 3/(2 log 10 (1.002094)) ≈ 1651 more convergents by Remark 4.5(c). We now consider PCF curves of type (2, 1). From (5) we have
The variety V 2,1 from (16) is given by 1 = −x 1 = 1 = 0, so it is empty as we know from Proposition 3.2(b). Let B = {β, β * } be the roots of
. Then from Definition 3.1 the variety V (B) 2,1 ⊆ A 2,1 is given by
A(−y 2 1 y 2 2 + y 2 1 y 2 x 1 + y 2 1 − 2y 1 y 2 + y 1 x 1 − 1) = C(y 2 x 1 − y 2 2 + 1), B(−y 2 1 y 2 2 + y 2 1 y 2 x 1 + y 2 1 − 2y 1 y 2 + y 1 x 1 − 1) = C(2y 1 y 2 2 − 2y 1 y 2 x 1 − 2y 1 + 2y 2 − x 1 ). Generically the curve (28) has genus 1 and is given by = A 2 (x 2 1 + 4) (y 2 2 − y 2 x 1 − 1) 2 , noting that A = (Ay 2 1 + By 1 + C)(y 2 2 − y 2 x 1 − 1). The j-invariant of its jacobian is
If, say, i ∈ K then the curve (29) has rational points which we now analyze case by case. If A = 0 = B we can let y 2 be the parameter and (y 1 , y 2 , x 1 , y) = − C B − y 2 y 2 2 + 1 , y 2 , y 2 2 − 1 y 2 , B(y 2 2 + 1) , so again we are done by Siegel since there are four points at infinity x 2 = ±i, 0, ∞. If A = B = 0 we have the parametrization (y 1 , y 2 , x 1 , y) = (y 1 , ±i, ±2i, 0), but this corresponds to β = β * = ∞. If B 2 − 4AC − 4A 2 = 0 = A we have the parametrization
so again we are done by Siegel since t = ±1, 3, 1 ± 2i, ∞ gives six points at infinity. If B 2 − 4AC = 0 then (29) says y 2 + 4A 2 = 0, so if i ∈ K then A = 0, a case we have already covered. Finally note that if β ∈ O then β * is uniquely determined and B 2 − 4AC = 0. 
which is integral if {β = −B/(2A), i, y 2 } ⊆ O, and y 2 − i is a unit. Hence we can have infinitely many integral points in this case.
The Fermat-Pell conic FP 1 (B) is given by Cx 2 − Bxy + Ay 2 = −A from (17) and the map π FP : A 2,1 ⊇ V (B) 2,1 → FP 1 (B) is given by π FP (y 1 , y 2 , x 1 ) = (−y 2 2 + y 2 x 1 + 1, y 1 y 2 2 + y 2 − y 1 y 2 x 1 − y 1 ). Proposition 7.3. The PCF curve V (2) 2,1 has exactly four Z-points:
(y 1 , y 2 , x 1 , y) = (1, 0, −2, 2), (−1, −2, −2, 2), (1, 2, 2, −2), (−1, 0, 2, −2).
Hence,
√ 2 has exactly two Z-PCFs of type (2, 1): √ 2 = [−1, 0, 2] and √ 2 = [1, 2, 2].
Proof. The quartic −4(y 2 1 − 2) 2 + 8 = 4(−y 4 1 + 4y 2 1 − 2) from Equation (29) only has only two integral y 1 giving positive z 2 values, let alone square integer values, namely ±1, which yield (y 1 , y 2 , x 1 , y) = (1, 0, −2, 2), (−1, −2, −2, 2), (1, 2, 2, −2), (−1, 0, 2, −2). Proof. By (29), the PCF curve V (2 + √ 2) 2,1 is given by (with w = √ 2 as in Section 6.2) z 2 = −4(y 2 1 − 2 − w) 2 + 8 + 4w = −4y 4 1 + 8(2 + w)y 2 1 − 4(4 + 3w)
with w = √ 2 as in (24). For (30) to have a solution in Z[w], we must have that −y 4 1 + (4 + 2w)y 2 1 − (4 + 3w) 20 is a square in Z[w]. But this is impossible mod 4 : −y 4 1 + (4 + 2w)y 2 1 − (4 + 3w) must be w or −1 − w mod 4, whereas the squares in Z[w] are 0, 1, 2, or 3 + 2w mod 4.
PCF curves of type (1, 2)
Lastly we consider the PCF curves with type (1, 2). These are substantially more difficult than the types (0, 3) and (2, 1) considered in Sections 6 and 7.
From (5)
The variety V 1,2 from (16) is given by x 1 = x 2 = −x 1 x 2 = 0, so it is a line; we know from Proposition 3.2(c) that dim V 1,2 = 1. From Definition 3.1 the curve V (B) 1,2 is given by Proof. By Equation (31), there are three points at infinity, y 1 = ∞ or a root of Ay 2 1 +By 1 +C, so we are done by Siegel's Theorem 6.4.
Rearranging Equation (31), we obtain
For the special case of α ∈ O, √ α / ∈ O, (32) simplifies to
The O n -points on V (2 + α n ) ′ 1,2 come in natural "families" of size 2 n+1 , which is clearest to explain by a general lemma:
Let O ⊂ C be a Dedekind domain. Let m ∈ O, and let σ be an automorphism of O such that σ(m)/m = u 2 for some unit u ∈ O × . If (y 1 , x 1 ) ∈ O 2 is a solution to y 2 1 x 1 + 2y 1 = mx 1 , then so is (u −1 σ(y 1 ), uσ(x 1 )). 21 We need the following lemma so that we can take m = α 2 n+1 . (Recall F n+1 = Q(α n+1 ) from the introduction.) Lemma 8. 3 . Let σ generate Gal(F n+1 /Q). Then σ j (α n+1 )/α n+1 is a unit in F n .
Proof. Since N F n+1 /Q (α n+1 ) = 2 and 2 ramifies completely in F n+1 , σ j (α n+1 ) equals α n+1 up to a unit in F n+1 . Also F n is the fixed field of the involution of F n+1 that takes α n+1 to −α n+1 , which clearly fixes σ j (α n+1 )/α n+1 .
Applying Lemmas 8.2 and 8.3 we have the following Proposition 8. 4 . Let σ generate Gal(F n+1 /Q) and let u j = σ j (α n+1 )/α n+1 for 0 ≤ j < 2 n+1 ; the u j are distinct units in F n with u 2 n = −1. If (y 1 , x 1 ) is an O n -point on V (2 + α n ) ′ 1,2 in (33), then so is (u −1 j σ j (y 1 ), u j σ j (x 1 )). A consequence of Proposition 8.4 is the following:
1,2 consist of the extraneous point (y 1 , x 1 ) = (0, 0) together with families (u −1 j σ j (y 1 ), u j σ j (x 1 )) with y 1 = 0 = x 1 , which correspond to O n -PCFs for α n+1 or −α n+1 of type (1, 2) .
To see that the 2 n+1 members of a family are distinct, suppose x 1 = u j σ j (x 1 ) for some j = 0. Then σ j (α n+1 x 1 ) = α n+1 x 1 and because some power of σ j equals σ 2 n , −α n+1 x 1 = σ 2 n (α n+1 x 1 ) = α n+1 x 1 . So x 1 = 0, which implies y 1 = 0, a contradiction.
Note that Equation (33) implies x 1 x 2 (x 1 x 2 + 4) = 4y 1 x 1 (y 1 x 1 + 2) = 4x 2 1 α 2 n+1 > 0, which implies x 1 x 2 < −4 or x 1 x 2 > 0, so by Algorithm 1 the PCFs from the families all converge.
We next reduce finding integral points on V (2+α n ) ′ 1,2 to finding integral points on another curve. We give a general lemma.
Lemma 8. 6 . Let O ⊂ C be a Dedekind domain, let p be a rational prime that has a unique O-prime p above it, and assume p = (π) is principal. If y 1 , x 1 ∈ O satisfy y 2 1 x 1 + py 1 = πx 1 , then p | x 1 and (x 1 /p) | y 1 , so that a = x 1 /p, b = py 1 /x 1 ∈ O satisfy a 2 b 2 +b = π. Conversely, if a, b ∈ O satisfy a 2 b 2 + b = π, then x 1 = pa, y 1 = ab ∈ O satisfy y 2 1 x 1 + py 1 = πx 1 . Proof. We can write p = π e u for some unit u and e > 0. We have π | y 2 1 x 1 = πx 1 − π e uy 1 so π | x 1 or π | y 1 . If π | y 1 we get π(y 1 /π) 2 x 1 + π e u(y 1 /π) = x 1 , which implies π | x 1 , so π | x 1 in either case. We have y 2 1 (x 1 /π) + π e−1 uy 1 = π(x 1 /π), which is identical to the original equation with x 1 /π replacing x 1 and e − 1 replacing e, so we can repeat this process e times to show that p = π e u | x 1 . Now we have y 1 = πa − y 2 1 a = a(π − y 2 1 ) with a = x 1 /p, so a | y 1 . Letting y 1 = ab and dividing by a we obtain b = π − (ab) 2 .
Remark 8.7. Applying Lemma 8.6 with O = O n = Z[α n ], p = 2, and π = 2 + α n , we see that O n -points on V (2 + α n ) ′ 1,2 correspond one-to-one with O n -points on the curve
The curve E(2 + α n ) is in turn closely related to the curve Proof. An explicit isomorphism from E(2+α n ) in (34) to F (2+α n ) in (35) is given by t = ab,
One could also deduce the finiteness of the O n -points on E(2 + α n ) via the finiteness of the O n [1/2]-points on P 1 \ {0, α n+1 , −α n+1 }, which is a common application of Siegel's theorem. In the following we shall find all solutions to (a 2 b + 1)b = 2 + α n , then recover the PCF as α n+1 = [ab, 2a, 2ab]. Proof. Firstly, b | 2 implies b = ±1, ±2, and then we can solve for a in each case.
As a consequence we deduce the following continued fractions. 
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Most of the rest of this section is devoted to proving Theorem 8.11. By Equation (36), b|w in F 1 , so b = ±u k , ±wu k . We divide the proof up into four cases: b = 1, −1, −2, 2, which correspond to b = ±u 2k , ±u 2k+1 , ±wu 2k , ±wu 2k+1 . We change variables to simplify. Let x = −wb/u ∈ Z[w], so x = 2 b . The identity (ab) 2 = uw + uwx/2 = uw(x + 2)/2 implies
which is elliptic if b = 2. Hence, it is necessary and sufficient to find all the Z[w]-points (x, y) on the curve (37) with w(x + 2)/(ux 2 ) = a 2 a square in Z[w] and x = 2 b . We pause in this proof to prove a theorem that follows from the "method of descent" of Fermat and from an application of this method by Bessy. Proof. Let σ generate Gal(F 1 /Q), and denote the quadratic twist of E by 2 by E σ : y 2 = x 3 − 4x, which is F 1 -isomorphic to E but not Q-isomorphic. Fermat showed in effect that E(Q) = (0, 0), (1, 0) = E[2] ∼ = (Z/2Z) 2 , and Bessy 3 showed in effect that E σ (Q) = (0, 0), (2, 0) = E σ [2] ∼ = (Z/2Z) 2 .
Suppose P ∈ E(F 1 ). Then 2P = (P + P σ ) + (P − P σ ). Now (P + P σ ) σ = P + P σ , so P + P σ ∈ E(F 1 ) σ = E(Q). Likewise (P − P σ ) σ = −(P − P σ ), which identifies P − P σ with a point on E σ (Q 
Alternatively, Equation (37) with b = 1 is the elliptic curve E : y 2 = (x + 1) 3 − (x + 1), which is Q-isomorphic to the E in Theorem 8. 12 . So E has only affine points (x, y) = (0, 0), (−1, 0), (−2, 0), (−w, ±(2 − w)), (w, ±(2 + w)),
which have x = 0, 1, 4, −2, none of which equals 2 b = 2.
Case b = −2. Equation (37) with b = −2 is the elliptic curve E : y 2 = x 3 − 4x, which is F 1 -isomorphic to the E in Theorem 8. 12 . So E has only affine points (x, y) = (0, 0), (2, 0), (−2, 0), (2 − 2w, ±(4w − 4)), (2 + 2w, ±(4w + 4)), the last four of which have x = −4 = 2 b and w(x + 2)/(ux 2 ) a square. These correspond to the points (a, b) = (±(1 − w), −4 − 3w = −wu 2 ), (±1, w), which correspond to the 5th and 6th pairs in the theorem.
Case b = 2. In this case the curve (37) is rational, and the norm of x needs to be 4. One solution is (x, y) = (−2, 0) which gives the extraneous solution (a, b) = (0, uw). Otherwise, to get integral points we let t = y/(x + 2) be integral, so that (x, y) = (t 2 , t(t 2 + 2)) with t = ±2. Hence, we can take t = ±wu j , x = 2u 2j , and b = −wu 2j+1 .
Lemma 8. 13 .
Proof. Since z 2 is a unit of norm 1 and −b/(wu) is the square of a unit from above, the proof reduces to algebraic verification that the two maps are well defined and inverse to each other.
The pair (±a, b) corresponds to a quadruplet of (z 1 , z 2 , z 3 ), so the sixteen solutions in Theorem 6.7 correspond to four pairs of solutions here, namely b = −wu 2j+1 with j = ±1, ±7 and a = ±(4 − 3w), ±(2 + w), ±(149266 − 105547w), ±(61828 + 43719w), respectively. In terms of y 1 , x 1 , x 2 the first map is y 1 , x 1 , x 2 ) = ±(z 1 z 2 + 1, − 2 z 2 2 (z 2 z 3 + 1), 2(z 1 z 2 + 1) .
We try to proceed as in the first two cases. The curve E : y 2 = x(x + 2)(x − 1), elliptic curve 96A1 in [Cre97] and 96.b3 in [LMF] , has E(Q) = E[2]. The curve E σ : y 2 = x(x + 4)(x − 2), elliptic curve 192A2 in [Cre97] and 192.a2 in [LMF] , has E σ (Q) ∼ = Z × Z/2Z × Z/2Z. The point (x, y) = (4, 8) is a generator for E σ (Q)/torsion, which corresponds to (x, y) = (2, −2w) on the original curve E. Looking for rational preimages of (2, −2w), (1, 0), (0, 0) under [2] we find an additional point P := (w, w) satisfying 2P = (2, −2w). So E(F 1 ) is P, (1, 0), (0, 0) ∼ = Z × Z/2Z × Z/2Z, which Magma's Generators tells us directly.
Searching E(F 1 ) = nP + E[2], n ∈ Z, for n < 100, the largest n we find with coordinates in Z[w] is n = 4. So E appears to have 23 affine Z[w]-points: (x, y) =(0, 0), (−2, 0), (1, 0), (−1, ±w), (2, ±2w), (4, ±6w), (w, ±w), (−w, ±w), (−3w + 4, ±(9w − 12)) , (3w + 4, ±(9w + 12)) , (17w + 24, ±(119w + 168)) , (−17w + 24, ±(119w − 168)) , (25, ±90w), with x = 0, 4, 1, 1, 4, 16, −2, −2, −2, −2, −2, −2, 625. Of the six x's with norm −2 only the 1st, 2nd, 5th, and 6th have square w(x + 2)/(ux 2 ), giving (a, b) =(±1, −1 − w), (±(1 − w), 1 + w) , (±(13 + 9w), −7 + 5w) , (±(31 − 22w), −41 − 29w) , which correspond to the first four pairs in the theorem. We now have to roll up our sleeves and do some more work to show we get no other solutions in this case.
To simplify notation, for the remainder of this section we set K = F 1 = Q(α 1 ) = Q( √ 2). Write b = ±uz 2 for some unit z of Z[w]. Setting a ′ := ab, we have a ′ 2 = wu − b = wu ∓ uz 2 and wu = a ′ 2 ± uz 2 , (38) which is a "generalized (Fermat-)Pell equation" over Z[w] subject to the additional condition that z be a unit.
The two choices of sign are equivalent under Galois conjugation, because the conjugate of uz 2 is −u −1 z 2 = −u(z/u) 2 . We choose the minus sign, so that (38) is equivalent to
where v = u 1/2 (40) and L 1 is the quadratic extension K(v) of K. Because u has one positive and one negative conjugate, this extension L 1 is a quartic number field with two real embeddings and one conjugate pair of complex embeddings. By Dirichlet's unit theorem, then, the group U L 1 of units of L 1 has rank 2. The image of the norm map N L 1 /K : U L 1 → U K has rank 1, because it contains the unit u 2 = N L 1 /K (u), and is contained in the rank-1 group U K . Therefore ker(N L 1 /K ) has rank 1, and is thus of the form ±u Z 1 for some u 1 (so that if u 1 = x 1 + vz 1 then (x 1 , z 1 ) is a fundamental solution of x 2 1 − uz 2 1 = 1 over Z[w]). Hence the solutions a ′ + vz ∈ Z[v] of (39) constitute a finite number of cosets of ±u Z 1 , and in each coset the condition that N K/Q (z) = ±1 becomes an exponential diophantine equation in one variable. Thus the p-adic technique applies: extend from u Z 1 to u Zp 1 for some prime p, write N K/Q (z) as a function on Z p , and count the preimages of ±1. As it happens, our problem gives rise to a very favorable case of this technique: there is only one coset, and when we choose p = 2 we find four preimages, each corresponding to one of our known solutions. (In general, not all p-adic solutions come from Z, and the spurious ones must be ruled out by further analysis.) The details follow.
The unit group of L 1 is generated mod ±1 by v and v 3 − v 2 − v = −u + (u − 1)v = −(1 + w) + wv. 4 Of these, v has norm −u but −(1 + w) + wv has norm 1, so the kernel of N L 1 /K : U L 1 → U K consists of the powers of u 1 := −(1 + w) + wv and their negatives. Note that N L 1 /K (1 + v) = N L 1 /K (1 − v) = −w and that (1 + v)/(1 − v) = −(1 + w) + wv; since this is a unit, the ideals (1 + v) and (1 − v) are the same, so each has square (w), whence the ideal (w) is ramified in L 1 (and thus the rational prime (2) of Q is also totally ramified in L 1 , where it factors as (1 + v) 4 ). Now since the ideal (wu) = (w) is prime in K and ramified in L 1 , we know that the solutions α ∈ Z[v] of the equation N L 1 /K (α) = wu either form a single coset of ±u Z 1 or do not exist at all; and a quick search finds the solution
so the general solution is α = ±α 1 u k 1 . (We could also have found an initial solution by working backwards from one of the first four lines of the list in the theorem with b = −1.) These solutions must be permuted by the Galois involution of L 1 /K, and indeed we compute that u − v = −α 1 u 1 , so in general the Gal(L 1 /K) conjugate of α 1 u k 1 is −α 1 u 1−k 1 . Recall that we seek α = a ′ + vz such that N L 1 /K (α) = wu and N K/Q (z) = ±1. We now know that N L 1 /K (α) = wu is equivalent to α = ±α 1 u k 1 , and that the v coefficient of α 1 u k 1 is invariant under k ←→ 1 − k. We may thus assume that k is even. Moreover the choice of sign in α = ±α 1 u k 1 does not affect N K/Q (z). We tabulate a ′ , z, N K/Q (z) for the five smallest {k, 1 − k} pairs, listing the even k first in each pair: Extending this calculation further suggests that if k ′ ≡ k (mod 4) but k ′ = k, then the corresponding values of N K/Q (z) are congruent modulo 2 val 2 (k ′ −k)+3 but not modulo 2 val 2 (k ′ −k)+4 , and in particular that no value appears more than once in each congruence class k ≡ k 0 (mod 4). Since each congruence class already contains one case of N K/Q (z) = 1, this would imply that there are no others, and thus that our list of b = −1 solutions is complete. In the remainder of this section, we prove this (in the equivalent form of Proposition 8.17 below) by extending N K/Q (z) to a continuous function from k ∈ 2Z 2 to Z 2 , and in effect finding the valuation of this function's derivative.
We compute that N L 1 /K (1 − u 1 ) = 4 + 2w and N L 1 /Q (1 − u 1 ) = 8, so in particular val 2 (1 − u 1 ) = 3/4 and val 2 (1 − u 2 1 ) = 3/2 > 1. Thus u 2j 1 has a 2-adically convergent binomial expansion
(−1) n j n (1 − u 2 1 ) n for j ∈ Z, which extends to a continuous function j → u 2j 1 from Z 2 to Z 2 [v]. The same is then true of a ′ and z, which take values in Z 2 [w], and of N K/Q (z), taking values in Z 2 .
We first determine the function z = z(j). For n ≥ 0, write (1 − u 2 1 ) n = r n + vs n with r n , s n ∈ Z[w]. Then (−1) n j n (ur n + us n ) + v(r n + us n ) using (40). Proof. Again we check convergence using Algorithm 1.
For the last continued fraction [b 1 , a 1 , a 2 ] we have a 1 α 2 − b 1 a 1 − 1 ≈ 0.995825, which means that every extra significant digit requires ≈ −2/(2 log 10 (0.995825)) ≈ 550 more convergents by Remark 4.5(c).
Remark 8. 20 . In keeping with Proposition 8.5, the number 21 of O 1 -points on E(2 + √ 2) in Theorem 8.11 (which is the same as the number of O 1 -points on V (2 + √ 2) ′ 1,2 by Remark 8.7) is congruent to 1 mod 4. Likewise also in keeping with Proposition 8.5, the number 10 of O 1 -PCFs of α 2 of type (1, 2) is divisible by 2.
