The simplex method is frequently the most efficient method of solving linear programming (LP) problems. This paper reviews previous attempts to parallelise the simplex method in relation to efficient serial simplex techniques and the nature of practical LP problems. For the major challenge of solving general large sparse LP problems, there has been no parallelisation of the simplex method that offers significantly improved performance over a good serial implementation. However, there has been some success in developing parallel solvers for LPs that are dense or have particular structural properties. As an outcome of the review, this paper identifies scope for future work towards the goal of developing parallel implementations of the simplex method that are of practical value.
Introduction
Linear programming (LP) is a widely applicable technique both in its own right and as a sub-problem in the solution of other optimization problems. The simplex method and interior point methods are the two main approaches to solving LP problems. In a context where families of related LP problems have to be solved, such as integer programming and decomposition methods, and for certain classes of single LP problems, the simplex method is usually more efficient.
The application of parallel and vector processing to the simplex method for linear programming has been considered since the early 1970s. However, only since the beginning of the 1980s have attempts been made to develop implementations, with the period from the late 1980s to the late 1990s seeing the greatest activity. Although there have been a few experiments using vector processing and shared memory machines, the vast majority of implementations have made use of distributed memory multiprocessors and Ethernet-connected clusters.
The initial aim of this paper is to provide a comprehensive review of past approaches to exploiting parallelism in the simplex method, including an assessment of the extent to which they have yielded implementations of practical value. To facilitate this, Sect. 2 introduces the simplex method and discusses issues of implementation and computational characteristics that influence its parallelisation. A short overview of the nature of practical LP problems and suitable test problems is given in Sect. 3. Terms and concepts in parallel computing that are used in this paper are introduced briefly in Sect. 4.
It is clear from the review of past work in Sect. 5 that, in most cases, the focus of attention has been the development of techniques by which speed-up can be achieved. Only rarely has any thought been given to the underlying computational scheme in terms of serial efficiency and numerical stability. As a consequence, although many implementations have demonstrated good speed-up, and a few were worthwhile parallel challenges at the time, fewer still have been of practical value.
The second aim of the paper is to identify promising computational strategies for worthwhile future parallel implementations. This is done in Sect. 6. Although the feasibility of their implementation is considered, detailed discussion of techniques and architectures is beyond the scope of this paper.
The simplex method
The simplex method and its computational requirements are most conveniently discussed in the context of LP problems in standard form minimize c T x subject to Ax = b
x ≥ 0,
where x ∈ R n and b ∈ R m . The matrix A in (2.1) usually contains columns of the identity corresponding to logical (slack) variables introduced to transform inequality constraints into equations. The remaining columns of A correspond to structural (original) variables.
In the simplex method, the indices of variables are partitioned into sets B corresponding to m basic variables x B , and N corresponding to n − m nonbasic variables x N , such that the basis matrix B formed from the columns of A corresponding to B is nonsingular. The set B itself is conventionally referred to as the basis. The columns of A corresponding to N form the matrix N . The components of c corresponding to B and N are referred to as, respectively, the basic costs c B and non-basic costs c N .
When the nonbasic variables are set to zero the valuesb = B −1 b of the basic variables, if non-negative, correspond to a vertex of the feasible region. The expression
