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Abstract
The signal-noise ratio of a portfolio of p assets, its expected return di-
vided by its risk, is couched as an estimation problem on the sphere Sp−1.
When the portfolio is built using noisy data, the expected value of the
signal-noise ratio is bounded from above via a Crame´r-Rao bound, for the
case of Gaussian returns. The bound holds for ‘biased’ estimators, thus
there appears to be no bias-variance tradeoff for the problem of maximiz-
ing the signal-noise ratio. An approximate distribution of the signal-noise
ratio for the Markowitz portfolio is given, and shown to be fairly accurate
via Monte Carlo simulations, for Gaussian returns as well as more exotic
returns distributions. These findings imply that if the maximal popula-
tion signal-noise ratio grows slower than the universe size to the 1
4
power,
there may be no diversification benefit, rather expected signal-noise ra-
tio can decrease with additional assets. As a practical matter, this may
explain why the Markowitz portfolio is typically applied to small asset
universes. Finally, the theorem is expanded to cover more general mod-
els of returns and trading schemes, including the conditional expectation
case where mean returns are linear in some observable features, subspace
constraints (i.e., dimensionality reduction), and hedging constraints.
1 Introduction
Given p assets with expected return µ and covariance of return Σ, the portfolio
defined as
ν∗ =df Σ−1µ, (1)
known, somewhat informally, as the ‘Markowitz portfolio’, plays a central role
in portfolio theory. [20, 3] Up to scaling, it solves the classic mean-variance
optimization, as well as the (population) Sharpe ratio maximization problem:
max
ν
ν>µ√
ν>Σν
. (2)
In practice, the Markowitz portfolio has a tarnished reputation, and is in-
frequently, if ever, used without some modification. The unknown population
parameters µ and Σ must be estimated from samples, resulting in a feasible
portfolio of dubious value. Michaud went so far as to call mean-variance opti-
mization, “error maximization.” [23] In its stead, numerous portfolio construc-
tion methodologies have been proposed to replace the Markowitz portfolio, some
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based on patching conjectured theoretical deficiencies, others relying on simple
heuristics. [7, 30, 3]
Praticioners often resort to dimensionality reduction heuristics to mitigate
estimation error, effectively reducing the number of free variables in the portfolio
optimization problem. One version of this tactic describes the returns of dozens,
or even hundreds, of equities as the linear combination of a handful of ‘factor’
returns (plus some ‘idiosyncratic’ term); the portfolio problem is then couched
as an optimization over factor portfolios. If the population parameters were
known with certainty, shrinking the set of feasible portfolios would only result
in reducing the optimal portfolio utility. However, the population parameters
can typically only be weakly estimated, and dimensionality reduction is common
practice.
In this paper, an upper bound is established on the expected value of a
feasible portfolio’s signal-noise ratio, defined to be the expected return of the
portfolio divided by it’s risk, with return and risk measured using the (unknown)
population parameters, and with the “expected value” taken over realizations
of the sample used to estimate the portfolio. This bound balances the ‘effect
size,’
√
nµ>Σ−1µ, with the number of assets, p, and justifies some form of
dimensionality reduction. It is established, for example, that if, by adding
additional assets to the investment universe,
√
µ>Σ−1µ grows at a rate slower
than p1/4, the upper bound on expected signal-noise ratio can decrease.
2 Portfolio signal-noise ratio
Let x be the vector of relative returns of p assets, with expectation µ and
covariance Σ. A portfolio νˆ on these assets has expected return νˆ>µ and
variance νˆ>Σνˆ. Define the signal-noise ratio of the portfolio νˆ as the signal-
noise ratio of the returns of νˆ>x:
q (νˆ) =df
νˆ>µ√
νˆ>Σνˆ
(3)
One can think of the signal-noise ratio as a kind of ‘quality’ metric on
portfolios, as follows: The Sharpe ratio statistic of the future returns of νˆ
are ‘stochastically monotonic’ in the signal-noise ratio as so defined, meaning
that if q (νˆ1) ≤ q (νˆ2) then the Sharpe ratio of νˆ2>x (first order) stochastically
dominates the Sharpe ratio of νˆ1
>x.
Note that the portfolio signal-noise ratio is bounded by the signal-noise ratio
achieved by the population Markowitz portfolio, ν∗:
|q (νˆ)| ≤ ζ∗ =df
√
µ>Σ−1µ = q (ν∗) = q
(
Σ−1µ
)
. (4)
We can interpret portfolio signal-noise ratio geometrically, in ‘risk space’, by
introducing a risk transform:
q (νˆ) =
νˆ>ΣΣ−1µ√
νˆ>Σνˆ
=
(
Σ>/2νˆ
)>
Σ>/2ν∗√(
Σ>/2νˆ
)> (
Σ>/2νˆ
) . (5)
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Now normalize by the maximum absolute value that q (νˆ) can take:
q (νˆ)
ζ∗
=
(
Σ>/2νˆ
)>
Σ>/2ν∗√(
Σ>/2νˆ
)> (
Σ>/2νˆ
)√(
Σ>/2ν∗
)> (
Σ>/2ν∗
) ,
=
 Σ>/2νˆ√(
Σ>/2νˆ
)> (
Σ>/2νˆ
)
> Σ>/2ν∗√(
Σ>/2ν∗
)> (
Σ>/2ν∗
)
 ,
= fS
(
Σ>/2νˆ
)>
fS
(
Σ>/2ν∗
)
,
where
fS (x) =df
x√
x>x
(6)
is the projection operator taking non-zero vector x to the unit sphere. That
is, q (νˆ) /ζ∗ can be viewed as the dot product of two vectors on the unit
sphere (assuming both νˆ and ν∗ are non-zero vectors), namely fS
(
Σ>/2νˆ
)
and fS
(
Σ>/2ν∗
)
. Let θ be the angle between fS
(
Σ>/2νˆ
)
and fS
(
Σ>/2ν∗
)
,
and thus q (νˆ) = ζ∗ cos θ.
In practice the portfolio νˆ is built using n i.i.d. observations of the random
variable x. Denote these observations by the n× p matrix X, and, by abuse of
notation, denote the estimator that gives νˆ for a given X by νˆ (X). By the same
abuse of notation, write θ (X). We will bound the expected value of νˆ (X).
To appeal to a Crame´r-Rao bound, one must typically assume the estimator
is unbiased. For this problem a somewhat weaker condition suffices.
Assumption 2.1 (Directional Independence). Assume that
E
[
fS
(
Σ>/2νˆ (X)
)]
= cn
(
ζ2∗
)
fS
(
Σ>/2ν∗
)
+ bn (µ,Σ) , (7)
where bn (µ,Σ) is the ‘bias’ term, which is orthogonal to fS
(
Σ>/2ν∗
)
, and
which may be an arbitrary function of µ and Σ.
Note that by orthogonality of bn (µ,Σ) and fS
(
Σ>/2ν∗
)
, and linearity of
the expectation,
E [cos θ (X)] = E
[
q (νˆ)
ζ∗
]
= E
[
fS
(
Σ>/2νˆ (X)
)>
fS
(
Σ>/2ν∗
)]
= cn
(
ζ2∗
)
. (8)
Thus |cn (x)| ≤ 1, and we expect cn (x) ≥ 0 for a ‘sane’ portfolio estimator.
Moreover, one expects cn (x)→ 0 as nx→ 0, and for non-zero x, cn (x)→ 1 as
n→∞.
When bn (µ,Σ) is the zero vector, the estimator is a ‘parallel estimator’ in
Watson’s terminology [15], or ‘unbiased’ in the sense of Hendricks. [12, 11] Note
that Equation 7 is satisfied for any directionally equivariant portfolio estimator,
i.e., one which, for any orthonormal H, (H>H = Ip = HH>), one has
νˆ
(
XH>
)
= Hνˆ (X) .
However, one should recognize that not all portfolio estimators satisfy this as-
sumption. For example, consider an estimator that never concentrates greater
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than p−
1
2 proportion of its total gross allocation in any one asset; this estima-
tor does not exhibit Directional Independence, since it can not capitalize when
ν∗ = ζ∗e1. Neither does the “one over N allocation” estimator. [7]
We must eliminate other ‘pathological’ cases from consideration.
Assumption 2.2 (Residual Independence). Assume that the distribution of
the residual
fS
(
Σ>/2νˆ (X)
)
− E
[
fS
(
Σ>/2νˆ (X)
)]
is independent of Σ>/2 ν∗.
This assumption prevents us from making false assertions about e.g., the
1/N allocation in the case where it happens to nearly equal ν∗. [7]
Let y be a p-variate random variable. Then
tr (Var (y)) = tr
(
E
[
(y − E [y]) (y − E [y])>
])
,
= tr
(
E
[
yy>
])− tr(E [y] E [y]>) ,
= E
[
y>y
]− E [y]> E [y] . (9)
By Equation 7, and using orthogonality of bn (µ,Σ) and fS
(
Σ>/2ν∗
)
, we then
have
tr
(
Var
(
fS
(
Σ>/2νˆ (X)
)))
= 1−
(
c2n
(
ζ2∗
)
+ b>n (µ,Σ) bn (µ,Σ)
)
≤ 1− c2n
(
ζ2∗
)
, (10)
We will bound the variance of fS
(
Σ>/2νˆ (X)
)
by a Crame´r-Rao lower bound,
thus establishing an upper bound on cn
(
ζ2∗
)
.
Define
η =df Σ
>/2ν∗ = Σ−1/2µ. (11)
Note that η>η = µ>Σ−1µ = ζ2∗ . Using the Crame´r-Rao lower bound for the left
hand side of Equation 10, and then using the definition of η in the expectation,
we have [24]
1
n
tr
(
DI−1η D>
) ≤ 1− c2n (η>η) , (12)
where
D =df
dcn
(
η>η
)
η√
η>η
dη
. (13)
Here we take the derivative to follow the ‘numerator layout’ convention, meaning
a gradient is a row vector. This derivative takes the form
D =
c′n
(
η>η
)√
η>η
ηη> + cn
(
η>η
)( I√
η>η
− ηη
>
η>η
3
2
)
. (14)
To compute the Fisher information, Iη, we must fix the likelihood of the
returns, x. While the normal distribution is a poor fit for asset returns [6], it is
a convenient distribution to work with.
Assumption 2.3 (Normal Returns). Assume that x are multivariate normally
distributed, x ∼ N (µ,Σ).
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For multivariate normal returns, and conditional on Σ, the log likelihood
takes the form
log f (η |x ) = c1 − 1
2
(x− µ)>Σ−1 (x− µ) ,
= c (x) + η>Σ−1/2x− 1
2
η>η,
(15)
dropping the ‘nuisance parameters’ from the likelihood function. The Fisher
Information is negative the expectation of the Hessian of the log likelihood with
respect to η. In this case we have simply
Iη = −E
[
∂2log f (η |x )
∂η∂η>
]
= Ip. (16)
This radically simplifies the exposition, as the Crame´r-Rao bound of Equation 12
can now be expressed as
1
n
tr
(
DD>
) ≤ 1− c2n (η>η) . (17)
Using the form of D given in Equation 14, and noting that the cross terms are
orthogonal, we have
tr
(
DD>
)
= tr
([
c′n
(
η>η
)]2
ηη> + c2n
(
η>η
) [ I
η>η
− ηη
>
(η>η)2
])
,
=
[
c′n
(
η>η
)]2
η>η + c2n
(
η>η
) p− 1
η>η
,
(18)
using the fact that tr
(
yy>
)
= y>y. With Equation 17, this gives
[
c′n
(
η>η
)]2
η>η + c2n
(
η>η
) p− 1
η>η
≤ n (1− c2n (η>η)) . (19)
The term
[
c′n
(
η>η
)]2
η>η is non-negative, so we may discard it to get a coarser
bound that does not involve the derivative of cn:
c2n
(
η>η
) p− 1
η>η
≤ n (1− c2n (η>η)) . (20)
This yields
c2n
(
η>η
) ≤ nη>η
p− 1 + nη>η , (21)
proving the following theorem.
Theorem 2.4. Let νˆ (X) be an estimator based on n i.i.d. observations of
multivariate Gaussian returns, X, satisfying the assumptions of directional in-
dependence and residual independence. Then
E [q (νˆ (X))] ≤
√
nζ2∗√
p− 1 + nζ2∗
. (22)
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Theorem 2.4 balances the “degrees of freedom” of the estimator, p− 1, with
one lost because only direction matters, and the “observable effect size”, nζ2∗ .
The effect size is a unitless quantity. If ζ∗ is measured in trading days, then n
should be the number of trading days; if ζ∗ is measured in ‘annualized’ terms,
then n should be the number of years.
This bound is fairly harsh. Consider a typical actively managed portfolio.
Generously, we can estimate ζ∗ = 1yr−1/2 over p = 10 assets, using n = 5yr of
historical data. Then the expected value of q (νˆ (X)) is bounded by 0.6yr−1/2;
the event of having a year-over-year loss is then a “0.6-sigma” event.
Theorem 2.4 suggests that for comparing investments, the magnitude of
the squared Sharpe ratio is a limiting factor, rather than the Sharpe ratio itself
(assuming it is positive). That is, under the bound of the theorem, ζ∗ = 2yr−1/2
is four times as ‘good’ as ζ∗ = 1yr−1/2, in the sense that such an effect size can
‘balance’ four times as many degrees of freedom.
3 Approximate distribution of the signal-noise
ratio of the Markowitz portfolio
Here we establish an approximate distribution of the quantity q (νˆ) /ζ∗ = cos θ
for the sample Markowitz portfolio, νˆ∗ =df Σˆ−1µˆ, with Σˆ, µˆ the usual sample
estimates of Σ and µ. The approximation is constructed by assuming that
misestimation of Σ contributes no error to the portfolio.
Assuming that Σˆ = Σ, then
Σ>/2νˆ∗ = Σ−1/2µˆ = Σ−1/2µ+
1√
n
z, (23)
where z ∼ N (0, I). Then, with q (νˆ (X)) /ζ∗ = cos (θ (X)), we should have
cot (θ (X)) =
∥∥Σ−1/2µ∥∥
2
+ 1√
n
z1√
1
n
∑
2≤i≤p z
2
i
, (24)
where the zi are independent standard normal random variables. This can be
expressed as
tan
(
arcsin
(
q (νˆ (X))
ζ∗
))
∼ 1√
p− 1 t
(√
nζ∗, p− 1
)
, (25)
where t (δ, ν) is a non-central t-distribution with non-centrality parameter δ and
ν degrees of freedom.
Approximation 25 implies the following approximation:
q2 (νˆ (X)) ∼ ζ2∗B
(
nζ2∗ ,
1
2
,
p− 1
2
)
, (26)
where B (δ, p, q) is a non-central Beta distribution with non-centrality δ, and
‘shape’ parameters p and q. [31] However, by describing the distribution of the
square of q (νˆ (X)), we cannot easily model the (sometimes significant) proba-
bility that it is negative. This form, does, however, give bounds on the variance
of q (νˆ (X)) under the approximation of Approximation 25, since the moments
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of the non-central Beta are known. [31, sec 30.3] Under Approximation 25, we
have
E
[
q2 (νˆ (X))
]
= ζ2∗e
−nζ
2∗
2
Γ
(
3
2
)
Γ
(
1
2
) Γ (p2)
Γ
(
p+2
2
) 2F2(p
2
,
3
2
;
1
2
,
2 + p
2
;
nζ2∗
2
)
, (27)
where 2F2 (·, ·; ·, ·; ·) is the Generalized Hypergeometric function. [26, sec 16.2]
This is a rough upper bound on the variance of q2 (νˆ (X)); a lower bound can
be had using the upper bound on the mean from Theorem 2.4.
Because the median value of the non-central t-distribution is approximately
equal to the non-centrality parameter, [14, 16] the median value of q (νˆ (X)) for
the sample Markowitz portfolio, via Approximation 25, is approximately
m ≈ ζ∗ sin
(
arctan
( √
nζ∗√
p− 1
))
=
√
nζ2∗√
p− 1 + nζ2∗
, (28)
which is exactly the upper bound of Theorem 2.4!
3.1 Monte Carlo simulations
The accuracy of Approximation 25 is checked by Monte Carlo simulations: 107
simulations were performed of construction of the Markowitz portfolio using
n = 1012 (4 years of daily observations), p = 6 and ζ∗ = 1.25yr−1/2; the
returns are normally distributed. Since the population Markowitz portfolio is
known, the portfolio signal-noise ratio can be computed exactly. The Q-Q plot
in Figure 1 confirms that Approximation 25 is very good for this choice of
n, p, ζ∗.
Rather than rely on ‘proof by graph’, the Kolmogorov-Smirnov test was com-
puted for the values of signal-noise ratio generated under Gaussian returns. [21]
The statistic, the maximal difference between empirical CDF and theoretical
CDF under the approximation, was computed to be 0.004 over the 107 simula-
tions. While this seems small, the computed p-value under the null underflows
to 0 because the sample size is so large.
The experiment is then repeated using returns drawn from a uniform distri-
bution, a t-distribution with 4 degrees of freedom, from a Tukey h-distribution
with parameter h = 0.15, and from a Lambert W × Gaussian with parameter
γ = −0.2. [8, 9] Returns are generated by first generating i.i.d. p-variate draws
from a zero mean, identity covariance distribution whose marginals follow the
so-named laws, then scaling and shifting to have the appropriate ζ∗. For each
simulation, the Σ is a random draw from a Wishart random variable.
The uniform distribution is not a realistic model of market returns, but is
included to check the approximation on platykurtic returns. The t and more
exotic distributions are more realistic models of market returns, and are lep-
tokurtotic. The Lambert W has non-zero skew. Again, 107 simulations are
performed under each of these distributions with the same values of n, p, ζ∗ as
above. Some of the empirical quantiles from these simulations are shown in
Table 1, along with the approximate quantiles from Approximation 25. The
Kolmogorov-Smirnov test statistics for the different distributions are presented
in Table 2. For this choice of n, p, ζ∗, the approximation is very good, across
the tested returns distributions.
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Figure 1: Q-Q plot of 107 simulated signal-noise ratio values versus Approxima-
tion 25 is shown. Units are ‘annual’, i.e., yr−1/2. Since the number of samples
is very large, only a subset of 104 points, uniformly selected by sample quantile,
are plotted.
In Table 3, the empirical mean value of q (νˆ∗), over the 107 simulations, is
presented for the five returns distributions, along with the upper bound given
by Theorem 2.4. It seems that there is a small gap between the empirical mean
for the case of Gaussian returns, and the theoretical upper bound, a gap on the
order of 4%. Perhaps this gap is caused by discarding the derivative term from
Equation 19, or because the sample Markowitz portfolio is not efficient for finite
samples.
In Table 4, the empirical mean value of q2 (νˆ∗), over the 107 simulations, is
presented for the five returns distributions, along with the theoretical value from
Equation 27, which is valid only under Approximation 25. The approximate
value is decent, meaning an estimate of the variance of q (νˆ∗) could be had by
combining Equation 27 and the upper bound of Theorem 2.4.
Of course, these simulations are conducted using only a single choice of
the parameters n, p and ζ∗. To check the robustness of this approximation to
these parameters, 105 Monte Carlo simulations were conducted for each com-
bination of n = 0.5, 1, 2, 4, 8 years of daily observations, p = 2, 4, 8, 16, 32, and
ζ∗ = 0.35, 0.5, 0.71, 1, 1.41yr−1/2, all under Gaussian returns. The Kolmogorov-
Smirnov test statistic is then computed on the empirically observed quantiles of
portfolio signal-noise ratio, under the distribution of Approximation 25.
Plots of the Kolmogorov-Smirnov statistic are given in Figure 2, and Fig-
ure 3, which suggest that the quality of Approximation 25 is a function of the
quantity ζ∗ (p− 1) /
√
n. As a rough guide, when ζ∗ (p− 1) /
√
n ≤ 5yr−1, for
daily observations, Approximation 25 is an acceptable approximation to the
distribution of signal-noise ratio of the sample Markowitz portfolio.
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Figure 2: The Kolmogorov-Smirnov statistic for Approximation 25 over 105
simulations of Gaussian returns is plotted versus ζ∗ (p− 1) /
√
n, with ζ∗ in an-
nualized terms, and n measured in years. There is one line for each combination
of n and ζ∗. The line color corresponds to the ‘effect size’,
√
nζ∗, which is unit-
less.
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Figure 3: The Kolmogorov-Smirnov statistic for Approximation 25 over 105
simulations of Gaussian returns is indicated, by color, versus p, and the ‘total
effect size,’
√
nζ∗, which is a unitless quantity. Different facets are for different
values of n (in years).
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q.tile normal unif. t(4) Tukey(0.15) Lam.W(-0.2) approx.
0.005 -0.0499 -0.0493 -0.0435 -0.0474 -0.0514 -0.0450
0.010 0.0947 0.0954 0.1001 0.0973 0.0934 0.0996
0.025 0.2885 0.2888 0.2923 0.2901 0.2871 0.2928
0.050 0.4356 0.4356 0.4383 0.4369 0.4341 0.4397
0.250 0.7858 0.7859 0.7867 0.7864 0.7850 0.7890
0.500 0.9528 0.9527 0.9531 0.9529 0.9521 0.9550
0.750 1.0706 1.0706 1.0708 1.0706 1.0702 1.0721
0.900 1.1432 1.1431 1.1433 1.1433 1.1431 1.1442
Table 1: Empirical quantiles of portfolio signal-noise ratio from 107 simulations
of 1012 days of 6 assets, with maximal Sharpe ratio of 1.25yr−1/2 are given,
along with the approximate quantiles from Approximation 25. Units of signal-
noise ratio are ‘annual’, i.e., yr−1/2.
normal unif. t(4) Tukey(0.15) Lam.W(-0.2)
0.0045 0.0045 0.0039 0.0043 0.0057
Table 2: Kolmogorov-Smirnov statistic comparing the empirical CDF to that of
Approximation 25 over 107 simulations of 1012 days of 6 assets, with maximal
Sharpe ratio of 1.25yr−1/2 are given for the different returns distributions.
4 Diversification
Theorem 2.4 has implications for the diversification benefit. Consider the case
of p = 6, n = 1012, ζ∗ = 1.25yr−1/2 versus some superset of this asset universe
with p = 24, n = 1012, ζ∗ = 1.6yr−1/2. Since the optimum cannot decrease over
a larger feasible space, we observe that the superset has a higher population
signal-noise ratio, ζ∗, One should not, of course, increase the investment universe
without some concomitant increase in ζ∗. However, in this case the bound on
expected signal-noise ratio from Theorem 2.4 for the smaller asset universe is
0.93yr−1/2, while for the superset it is 0.89yr−1/2. Diversification has possibly
caused a decrease in expected signal-noise ratio, even though the opportunity
exists to increase signal-noise ratio by a fair amount.
By the ‘Fundamental Law of Asset Management,’ one vaguely expects ζ∗ to
increase as
√
p. [10] If however, ζ∗ scales at a rate slower than p1/4, then the
derivative of the bound in Theorem 2.4 will be negative for sufficiently large p:
adding assets to the universe causes a decrease in expected signal-noise ratio.
To see why, note that
√
nζ2∗/
√
p− 1 + nζ2∗ has ζ2∗ in the numerator, and
√
p in
the denominator; if ζ∗ grows slower than p1/4 the denominator will outpace the
numerator.
More formally, let B be the bound on signal-noise ratio from Theorem 2.4:
B =df
√
nζ2∗√
p− 1 + nζ2∗
.
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normal unif. t(4) Tukey(0.15) Lam.W(-0.2) bound
0.9 0.898 0.899 0.899 0.898 0.932
Table 3: Empirical mean portfolio signal-noise ratio from 107 simulations of
1012 days of 6 assets, with maximal Sharpe ratio of 1.25yr−1/2 are given, along
with the upper bound from Theorem 2.4. Units of signal-noise ratio are ‘annual’,
i.e., yr−1/2.
normal unif. t(4) Tukey(0.15) Lam.W(-0.2) approx.
0.9 0.864 0.865 0.864 0.863 0.868
Table 4: Empirical mean of squared portfolio signal-noise ratio from 107 sim-
ulations of 1012 days of 6 assets, with maximal Sharpe ratio of 1.25yr−1/2 are
given, along with the approximate value from Equation 27. Units of squared
signal-noise ratio are ‘annual’, i.e., yr−1.
By taking the derivative of logB with respect to p, a little calculus reveals that
dlogB
dp
≥ 0⇔ ζ∗
2nζ2∗ + 4 (p− 1)
≤ dζ∗
dp
,
⇔ 1
2nζ2∗ + 4 (p− 1)
≤ dlog ζ∗
dp
, (29)
The last inequality is implied by the inequality 14(p−1) ≤ dlog ζ∗dp , with equality
holding for ζ∗ = c (p− 1)1/4.
The decreasing upper bound with respect to growing universe size is illus-
trated in Figure 4. Under the assumption ζ∗ = ζ0pγ , the upper bound of
Theorem 2.4 is plotted versus p for different values of γ. The value of ζ0 is set
so that ζ∗ = 1.25yr−1/2 when p = 6. For γ < 14 , one sees a local maximum in
the upper bound as p increases, a behavior not seen for γ > 14 , where the bound
on signal-noise ratio grows with p.
This relationship between signal-noise ratio and p for different values of γ
appears not just in the upper bound of Theorem 2.4, but apparently also for
most quantiles of the distribution given by Approximation 25, as illustrated in
Figure 5. Again assuming ζ∗ = ζ0pγ , lines of ζ∗ and the 0.25, 0.50, and 0.75
quantiles of ζ∗q (νˆ (X)), under Approximation 25, are plotted versus p. The
panels represent γ values of 0.21, 0.25, and 0.29. Again, the value of ζ0 is set
so that ζ∗ = 1.25yr−1/2 when p = 6. For γ < 14 , one sees a local maximum in
signal-noise ratio as p increases, a behavior not seen for γ > 14 , where quan-
tiles of signal-noise ratio grow with p. For the case of ‘slow growth’ of ζ∗, the
diversification benefit is not seen by the sample Markowitz portfolio, rather its
practical utility decreases because the estimation error outpaces the growth of
ζ∗.
4.1 Diversification under CAPM
It is not clear how ζ∗ ‘should’ scale with p. It is easy to construct a model under
which ζ∗ scales as p
1
2 : assume all assets have independent returns with the same
signal-noise ratio. It is also easy to accidentally construct a model under which
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Figure 4: The upper bound of Theorem 2.4 is plotted versus p for different
scaling laws for ζ∗. These scaling laws correspond to ζ∗ = ζ0pγ , with γ taking
values between 0.15 and 0.35. The constant terms, ζ0, are adjusted so that ζ∗ =
1.25yr−1/2 for p = 6 for all the lines. The bound uses n = 1012, corresponding
to 4 years of daily observations.
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Figure 5: Some quantiles of the signal-noise ratio of the Markowitz portfolio,
under Approximation 25, are plotted versus p for different scaling laws for ζ∗.
The 3 panels represent different values of γ, viz. 0.21, 0.25, and 0.29. The
bound uses n = 1012, corresponding to 4 years of daily observations.
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ζ∗ ultimately scales as p for small , as done here. Suppose the ith asset has
expected return αi, exposure βi to ‘the market’, and volatility σ. Assume the
market return is zero mean with volatility σm. Then the squared signal-noise
ratio is
ζ2∗ =
α>α+
(
σm
σ
)2 [
β>βα>α− (α>β)2]
σ2 + σ2mβ
>β
,
=
α>α
σ2
σ2 + σ2mβ
>βsin2 (ψ)
σ2 + σ2mβ
>β
, (30)
where ψ is the angle between the vectors α and β. Depending on how the sine
of ψ grows with universe size, one observes different scaling of ζ∗ with respect to
p. When the assets all have the same alpha and beta, i.e., α = α1 and β = β1,
the sine is identically zero, and ζ∗ =
√
(pα2) / (σ2 + pσ2mβ
2) < αβ−1σ−1m . Thus
ζ∗ asymptotically scales slower than p for all  > 0.
On the other hand, when the sine is one, i.e., when α is orthogonal to β,
ζ∗ =
√
α>ασ−1, which grows however the assets are ordered, presumably on
the order of p
1
2 . Thus under a CAPM model, the growth of ζ∗ depends on the
‘alignment’ of the vectors α and β.
5 Generalizations
Theorem 2.4 is somewhat lacking because it ignores conditioning information
which may affect the distribution of future returns, and which may inform the
portfolio manager. Few active managers, it is presumed, are holding the uncon-
ditional Markowitz portfolio based on in-sample data. What is sought is a more
general theorem that allows more elaborate models of returns, and more elabo-
rate, parametrized, trading schemes, with ζ∗ redefined as the maximal portfolio
signal-noise ratio over the trading schemes, and p redefined as the ‘degrees of
freedom’, perhaps the rank of some derivative at the optimal parameter, say.
Towards that goal, a few generalizations can easily be made.
5.1 Conditional portfolio signal-noise ratio
The model of stationary mean returns is generalized by one where the expected
return of the assets is linear in some state variables, or ‘features’, f i, observed
prior to the investment decision. [28, 5, 13] That is, one observes the f -vector
f i at some time prior to when the investment decision is required to capture
xi+1. The general model is now
E [xi+1 |f i ] = Bf i, Var (xi+1 |f i ) = Σ, (31)
where B is some p× f matrix.
Here we bound the signal-noise ratio of portfolios which are linear in the
features f i. That is, the portfolio manager allocates their assets proportional
to Nˆf i for some matrix Nˆ.
Using the law of iterated expectations, the unconditional expected value of
the returns of the portfolio is
E
[
E
[(
Nˆf i
)>
xi+1 |f i
]]
= tr
(
Nˆ>B E
[
f if i
>
])
= tr
(
Nˆ>BΓf
)
,
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by definition of Γf as the second moment of f i.
Unfortunately the unconditional variance will, in general, involve a term
quadratic in the expectation. However, it can easily be shown that the uncon-
ditional expected variance of the portfolio’s returns is
E
[(
Nˆf i
)>
Σ
(
Nˆf i
)]
= tr
(
Nˆ>ΣNˆΓf
)
.
We can then redefine1 the signal-noise ratio of the portfolio as the unconditional
mean divided by the unconditional expected risk:
Q
(
Nˆ
)
=df
tr
(
Nˆ>BΓf
)
√
tr
(
Nˆ>ΣNˆΓf
) . (32)
When f i is a deterministic scalar constant, this coincides with the ‘usual’ defini-
tion of signal-noise ratio as being like a Sharpe ratio. However, except possibly
for an intercept term, one expects f i to be random, or at least out of the control
of the portfolio manager.
Once again, a risk transform can be injected to express portfolio optimization
as an estimation problem on a sphere:
Q
(
Nˆ
)
=
tr
((
Σ>/2NˆΓf 1/2
)> (
Σ−1/2BΓf 1/2
))
√
tr
((
Σ>/2NˆΓf 1/2
)> (
Σ>/2NˆΓf 1/2
)) ,
=
vec
(
Σ>/2NˆΓf 1/2
)>
vec
(
Σ−1/2BΓf 1/2
)
√
vec
(
Σ>/2NˆΓf 1/2
)>
vec
(
Σ>/2NˆΓf 1/2
) .
(33)
This function is maximized by taking
Nˆ = N∗ =df Σ−1B, (34)
which has signal-noise ratio
ζ∗ =df Q (N∗) =
√
tr (B>Σ−1BΓf ). (35)
The square of this quantity, ζ2∗ , is the ‘population analogue’ of the Hotelling-
Lawley trace. [29, 25]
Again we can write
Q
(
Nˆ
)
ζ∗
= fS
(
vec
(
Σ>/2NˆΓf 1/2
))>
fS
(
vec
(
Σ−1/2BΓf 1/2
))
.
1If an analysis of the conditional expected return divided by risk is required, it is possible
one could define Q (·) as the expected return divided by square root of the unconditional
second moment. The signal-noise ratio would then be tan (arcsin (Q (·))). One could possibly
find a Crame´r-Rao bound on the expected value of this Q (·). This ‘Pillai-Bartlett’ form of
Q (·) is likely unrequired for low frequency settings.
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Thus finding a ‘good’ Nˆ becomes an estimation problem on the sphere Sfp−1.
An analogue to Theorem 2.4 can be proved with fp replacing p, by assuming
a particular form to the likelihood. We must generalize the assumption of
Directional Independence, after which the theorem proceeds easily.
Assumption 5.1 (Conditional Directional Independence). Assume that
E
[
fS
(
vec
(
Σ>/2Nˆ (X,F)
))]
= cn
(
ζ2∗
)
fS
(
vec
(
Σ>/2N∗Γf 1/2
))
+Bn (µ,Σ, Γf ) ,
(36)
where Bn (µ,Σ, Γf ) is the bias term, orthogonal to fS
(
vec
(
Σ>/2N∗Γf 1/2
))
.
Theorem 5.2. Let one element of f i be a deterministic 1. Suppose the vector
of the remaining f − 1 elements of f i stacked on top of xi+1 are multivariate
Gaussian. Let X, F be n × p and n × f matrices of i.i.d. observations of the
features and returns. Let Nˆ (X,F) be an estimator satisfying the assumptions of
Conditional Directional Independence and Residual Independence. Then
E
[
Q
(
Nˆ (X,F)
)]
≤
√
nζ2∗√
fp− 1 + nζ2∗
. (37)
Proof. We can proceed as in Section 2. Let X be the n × p matrix of portfolio
returns, and let F be the corresponding n × f matrix of features. View the
portfolio coefficient Nˆ as an estimator, a function of the random data, i.e.,
Nˆ (X,F). Define
H =df Σ
−1/2BΓf 1/2. (38)
Then
ζ2∗ = tr
(
H>H
)
.
We get, analogously to Equation 12,
1
n
tr
(
DI−1vec(H)D>
)
≤ 1− c2n
(
tr
(
H>H
))
, (39)
where
D =df
dcn
(
tr
(
H>H
))
H√
tr(H>H)
d vec (H)
. (40)
Without loss of generality, we assume it is the first element of f i that is a
deterministic 1. Then, the log likelihood of the vector of f i stacked on top of
xi+1 is: [28]
log f
([
f i
xi+1
]
|Θ
)
= cf+p − 1
2
log |Θ| − 1
2
tr
(
Θ−1
[
f i
xi+1
] [
f i
xi+1
]>)
,
(41)
where Θ is the second moment matrix:
Θ =df E
[[
f i
xi+1
] [
f i
xi+1
]>]
=
[
Γf ΓfB
>
BΓf Σ + BΓfB
>
]
. (42)
The inverse of Θ has the following, somewhat surprising, form [28]:
Θ−1 =
[
Γf
−1 + B>Σ−1B −B>Σ−1
−Σ−1B Σ−1
]
. (43)
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A square root of this matrix (a Cholesky factor, up to permutation) is:
Θ−1 =
[
Γf
−1/2 −B>Σ−1/2
0 Σ−1/2
] [
Γf
−1/2 −B>Σ−1/2
0 Σ−1/2
]>
,
=
[
Γf
−1/2 0
0 I
] [
I −H>
0 Σ−1/2
] [
I −H>
0 Σ−1/2
]> [
Γf
−>/2 0
0 I
]
.
(44)
By the block determinant formula,
|Θ| = |Γf |
∣∣Σ + BΓfB> − BΓfΓf−1ΓfB>∣∣ = |Γf | |Σ| . (45)
Thus, conditional on Γf and Σ, the negative log likelihood takes the form:
− log f
([
f i
xi+1
]
|H, Γf ,Σ
)
= −cf+p + 1
2
log |Γf |+ 1
2
log |Σ|
+
1
2
tr
([
I −H>
0 Σ−1/2
] [
I −H>
0 Σ−1/2
]> [
Γf
−>/2f i
xi+1
] [
Γf
−>/2f i
xi+1
]>)
.
(46)
Sweeping the nuisance parameter terms into the constant, as well as terms in
the trace which are not quadratic in H, we have
− log f
([
f i
xi+1
]
|H, Γf ,Σ
)
= −c′ + 1
2
tr
(
H>H
(
Γf
−>/2f i
)(
Γf
−>/2f i
)>)
,
(47)
= −c′ + 1
2
vec (H)> vec
(
HΓf
−>/2f if i
>Γf−1/2
)
.
(48)
= −c′ + 1
2
vec (H)>
([
Γf
−>/2f if i
>Γf−1/2
]
⊗ I
)
vec (H) .
(49)
The Fisher Information, then, is
Ivec(H) = E
[([
Γf
−>/2f if i
>Γf−1/2
]
⊗ I
)]
= Ifp. (50)
The remainder of the proof proceeds exactly as in Section 2.
5.2 Subspace constraints
Consider, now, the case of conditional expectation, as presented in Section 5.1,
but where the portfolio is constrained to be in some lower dimensional subspace.
That is, by design,
J⊥Nˆ (X,F) = 0, (51)
where J⊥ is a (p− pj)× p matrix of rank p− pj , that is chosen indpendently of
the observations of X and F. Let the rows of J span the null space of the rows
of J⊥; that is, J⊥J> = 0, and JJ> = I.
We can simply use the results of Section 5.1, but replacing the assets with
the pj assets spanned by the rows of J. That is, we can replace the xi+1 with
Jxi+1, and replace Nˆ (X,F) with J
>(JJ>)−1Nˆ (X,F) to arrive at the following
analogue of Theorem 5.2:
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Theorem 5.3. Let one element of f i be a deterministic 1. Suppose the vector
of the remaining f − 1 elements of f i stacked on top of xi+1 are multivariate
Gaussian. Let X, F be n × p and n × f matrices of i.i.d. observations of the
features and returns. Let Nˆ (X,F) be an estimator satisfying the assumptions of
directional independence and residual independence, with the constraint
J⊥Nˆ (X,F) = 0, (52)
for (p− pj)× p matrix J⊥, which is chosen independently of the observed X and
F. Let the rows of J span the null space of the rows of J⊥.
Then
E
[
Q
(
Nˆ (X,F)
)]
≤
√
nζ2∗,J√
fpj − 1 + nζ2∗,J
, (53)
where
ζ2∗,J =df tr
(
B>J>
(
JΣJ>
)−1
JBΓf
)
.
5.3 Hedging constraints
Consider, now, the case where one seeks a portfolio whose returns are indepen-
dent, in the probabilistic sense, of the returns of some traded instruments in the
investment universe. Independence is a difficult property to check or enforce;
however, independence implies zero covariation, which can be easily formulated
and checked.
Since the portfolio estimator may not deliver a perfectly hedged portolio due
to misestimation of the covariance matrix, we will, with perfect knowledge of Σ,
consider the signal-noise ratio of the hedged part of the portfolio. The hedged
part is defined in terms of a risk projection. If νˆ1 is a feasible portfolio based
on the sample, then the hedged version of this portfolio is the solution to the
optimization problem
min
νˆ:GΣνˆ=0
Var
(
(νˆ − νˆ1)>xi+1
)
, (54)
where G is a pg × p matrix of rank pg, the rows of which we wish to ‘hedge out.’
Using the Lagrange multiplier technique, this can easily be found to be solved
by
νˆ = νˆ1 − G>
(
GΣG>
)−1
GΣνˆ1. (55)
Thus we will consider the signal-noise ratio of the portfolio estimator(
Ip − G>
(
GΣG>
)−1
GΣ
)
Nˆ (X,F) .
Note, however, that the row rank of
(
Ip − G>
(
GΣG>
)−1
GΣ
)
is p − pg. Thus
hedging is an instance of a subspace constraint and we can apply Theorem 5.3
outright.
Theorem 5.4. Let one element of f i be a deterministic 1. Suppose the vector
of the remaining f − 1 elements of f i stacked on top of xi+1 are multivariate
Gaussian. Let X, F be n × p and n × f matrices of i.i.d. observations of the
features and returns. Let Nˆ (X,F) be an estimator satisfying the assumptions
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of directional independence and residual independence. Let pg × p matrix G be
chosen independently of X and F.
Define
∆I,Gζ
2
∗ =df tr
(
B>Σˆ−1BΓf
)
− tr
(
B>G>
(
GΣG>
)−1
GBΓf
)
. (56)
Then
E
[
Q
([
Ip − G>
(
GΣG>
)−1
GΣ
]
Nˆ (X,F)
)]
≤
√
n∆I,Gζ
2
∗√
f (p− pg)− 1 + n∆I,Gζ2∗
. (57)
6 Examples
6.1 The equal weight puzzle
Theorem 2.4 can help us make sense of puzzling findings in the literature. For
example, in the “1/N” paper, DeMiguel et al. find that the equal-weighting
portfolio outperforms, in terms of out-of-sample Sharpe ratio (and other mea-
sures), the Markowitz portfolio and numerous other portfolio estimators. [7]
This finding is supported on a number of real world data sets, and a few syn-
thetic ones. One data set used was the returns of the 10 industry portfolios and
the US equity market portfolio, computed by Ken French.
The monthly returns, from 1927-01-01 to 2013-08-01, for these 11 assets were
downloaded from Quandl. [22] The Sharpe ratio of the equal weighted portfolio
on the assets, over the 1040 months, is around 0.65yr−1/2. The Sharpe ratio
of the sample Markowitz portfolio over the 11 assets over the same period is
around 0.99yr−1/2. [27] Now consider a portfolio estimator given 5 years of
observations, as in DeMiguel et al. [7], assuming ζ∗ = 0.99yr−1/2. The bound
on expected value of q (νˆ (X)) from Theorem 2.4 is only 0.57yr−1/2. Under
Approximation 25, the probability that q (νˆ (X)) exceeds 0.65yr−1/2 in this case
is only 0.33. It is not surprising that DeMiguel et al. drew the conclusions
they did, nor that they would be refuted by looking at a longer sample, as by
Kritzman et al. [17]
One could also use Theorem 5.4 here. However, the upper bound of that
theorem is non-negative, and zero only if the quantity ∆I,G ζ
2
∗ is zero. This
is a statement regarding unknown population parameters, but we can perform
inference on this quantity. For example, based on the 1040 months of data on
these 11, the 95% confidence interval on ∆I,G ζ
2
∗ , where G is the 1 × 11 matrix
of all ones, is [0.18, 0.79] yr−1, under the assumption of Gaussian returns. [27]
6.2 Empirical diversification in the S&P 100
To check how ζ∗ might scale with p, the weekly log returns of the adjusted
close prices of the stocks in the S&P 100 Index, as of March 21, 2014, were
downloaded from Quandl. [22] Adjustments for splits and dividends were made
in some unspecified way by the upstream source of the data, Yahoo Finance.
Stocks without a full 5 years of history were discarded, leaving 96 stocks. Note
that selection based on membership in the index at the end of the period adds
no small amount of selection bias, which we shall ignore here.
Based on the weekly returns from 2009-03-27 to 2014-04-04, estimates of ζ∗
were computed, using the ‘KRS’ estimator. [18, 27] This was performed on the
19
0.6
0.8
1.0
1.2
1.4
1 10 100
# assets
ζ *
Figure 6: Growth of estimated ζ∗ versus p for the S&P 100 Index names, in
alphabetical order, showing the ‘Apple effect.’
first p assets, with p ranging from 1 to 96. The estimate of ζ∗ versus p is plotted
in Figure 6, with assets added in alphabetical order. Because Apple appears at
the beginning of this list, it appears that ζ∗ starts reasonably large, but then
actually decreases when adding assets. This is an artifact of the estimator, since
the true ζ∗ can only increase when adding assets.
Since the ordering of assets here is arbitrary, the experiment was repeated
1000 times, with the stocks randomly permuted, and ζ∗ estimated as a function
of p. Boxplots, over the 1000 simulations, of the KRS statistic versus p are given
in Figure 7. There is effectively no diversification benefit observed here beyond
the mean effect, which is equivalent to holding an equal weight portfolio. Given
the conditions under which signal-noise ratio grows with p outlined in Section 4,
one expects poor performance of directionally independent portfolio estimators
over even a small subset of the S&P 100.
7 Discussion
Care should be taken in the interpretation of Theorem 2.4, or its generaliza-
tions from Section 5. It does not claim that the sample Markowitz portfo-
lio is somehow ‘optimal,’ nor does it make comparative claims about different
portfolio estimators when presented with the same data. The theorem does
not imply that somehow ‘overfitting’ to the observed data can be mitigated
by selecting a less desireable portfolio. It does not claim that sample esti-
mates of the signal-noise ratio of a portfolio are useless. It is trivially the case,
for example, that if q (νˆ1) > q (νˆ2), then, with probability greater than half,
νˆ1
>µˆ/
√
νˆ1
>Σˆνˆ1 > νˆ2>µˆ/
√
νˆ2
>Σˆνˆ2, where the probability is over draws of µˆ
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Figure 7: Growth of estimated ζ∗ versus p for the S&P 100 Index names is shown
over 1000 permutations of the stocks. There is effectively no diversification
benefit here beyond an equal weight portfolio.
and Σˆ. The theorem does not claim that the expected signal-noise ratio of a
portfolio estimator is negative. (Indeed, it can not, since the portfolio estima-
tor which generates a random portfolio, ignoring the data, has zero expected
signal-noise ratio). The theorem makes no claims (e.g., providing a Bayesian
posterior) about any particular portfolio based on a single sample of the data:
it is a statement about the expectation of the estimator under replication of
draws of the sample.
One should recognize, moreover, there are situations where the assumptions
of the theorem are violated. For example, in some cases a prior bias for positive
expected returns, i.e., µ ≥ 0, is warranted, and thus a portfolio estimator with
a long bias is chosen. This can happen when the underlying assets are equities,
and the eligible universe is based on some minimum longevity, as this introduces
a ‘good’ survivorship bias: companies with negative expected return should
founder and perish, leaving behind those with more positive µ. Effectively this
acts to boost n somewhat, although the effect is likely small.
There are other reasonable portfolio estimators which violate the assumption
of Directional Independence. For example, an estimator which performs some
dimensionality reduction based on the observed data, X and F will not be covered
by Theorem 5.3 since the subspace is chosen based on the sample. However, it
might not be covered by Theorem 5.2 because the expected signal-noise ratio
might depend on how B aligns with the leading eigenvectors of Σ, say.
7.1 Future work
These findings perhaps raise more questions than they answer:
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1. Foremost, the bounds of Theorem 2.4 and Theorem 5.2 depend on the
unknown quantity, ζ2∗ . How can we perform inference, Frequentist or
Bayesian, on q (νˆ∗), where νˆ∗ is the Markowitz portfolio, given the ob-
served information (viz. µˆ and Σˆ)? This is a problem of enormous prac-
tical concern to hundreds of quantitative portfolio managers.
Contrast inference on the portfolio signal-noise ratio with inference on the
population signal-noise ratio: under Gaussian returns, the distribution
of ζˆ2∗ in terms of n, p and ζ
2
∗ is known. [1, Theorem 5.2.2] Thus, for
example, the quantity (1− p/n) ζˆ2∗ − p/n is an unbiased estimator for ζ2∗ ,
etc. Performing inverence on q (νˆ∗) is tricky because ζ2∗ is unknown and
the error νˆ∗− ν∗ is likely not independent of the error in the estimate ζˆ∗.
It may be the case, however, that inference on the portfolio signal-noise
ratio qualifies as an ‘impossible’ estimation-after-selection problem. [19]
2. While Theorem 2.4 requires Gaussian returns, one expects that the result
holds for returns distributions whose likelihood is “more concave” than
the Gaussian at the MLE. Exact conditions for this to hold should be
established.
3. Theorem 5.2 applies to the case of trading strategies where the portfolio
is linear in the observable features, f i. Can it be used as an approximate
bound for trading strategies which are nonlinear, complex functions of the
features?
4. What can be said about scaling of ζ∗ with respect to p for different models
of market returns? Can one establish sane sufficient conditions for which
ζ∗ grows slower than p
1
4 ? What is the analogue of Equation 30 for a
multi-factor model of returns?
5. Can we find a lower bound, or a non-trivial upper bound on the variance
of q (νˆ (X))? Together these could be used to give guarantees about the
quantiles of q (νˆ (X)). A lower bound on the variance can likely be had via
a result of Kakarala and Watson. [15] Together with Cantelli’s Inequality,
these would give rough (perhaps useless) upper bounds on the sth quantile
of portfolio signal-noise ratio, for 12 < s < 1.
6. How tight is the bound of Theorem 2.4, and can it be much improved by
directly analyzing the differential inequality of Equation 19, rather than
discarding the derivative term? Or perhaps the bound can be improved
by using an ‘intrinsic’ Crame´r-Rao bound. [32]
7. How good is Approximation 25? Can we find the expected value of the
distribution in Approximation 25, and what is the gap between it and the
bound of Theorem 2.4? Can we find the exact distribution of signal-noise
ratio of the sample Markowitz portfolio under Gaussian returns, perhaps
leveraging the work of Bodnar and Okhrin, or of Britton-Jones. [2, 4]
8. Can the assumption of Directional Independence be weakened? Can the
Theorem 5.2 be generalized to deal with omitted variable bias in f i?
9. The analysis of signal-noise ratio ignores the ‘risk-free’ or ‘disastrous’ rate
of return, and all trading costs. Can the expected bounds be generalized
to include these costs?
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