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El modelo sigma de Poisson es una teoría topológica de campos, en la cual el campo fun-
damental es un morfismo que va desde el fibrado tangente de una superficie  al fibrado
cotangente de una variedad de Poisson X. El interés inicial en este modelo se debió al
hecho de que ciertas teorías de campos gauge dos-dimensionales, tales como la gravedad
topológica, la teoría de Yang-Mills y los modelos de Wess-Zumino-Witten, resultan ser
casos particulares de este último. Recientemente, el modelo ha sido de nuevo objeto de
atención desde la aparición del artículo de Cattaneo y Felder [1], en el que se demuestra
que en el caso en que la superficie  es un disco cerrado, la expansión perturbativa de la
integral de caminos reproduce el producto estrella introducido por Kontsevich en [2] para
resolver el problema de la cuantización de variedades de Poisson.
Este proyecto de grado tiene como objetivo principal proporcionar una descripción detalla-
da de la data geométrica que permite especificar las condiciones de frontera en un modelo
sigma de Poisson; para alcanzar este objetivo, se empezará definiendo lo que es una varie-
dad de Poisson, luego, se definirán las estructuras asociadas a este tipo de variedades, a
saber, los corchetes de Poisson y los tensores de Poisson, además, se demuestrarán algunas
propiedades importantes de estos tensores, por ejemplo, la identificación de los tensores
multilineales con las multiderivaciones, que se utilizará para asociar el corchete de Poisson
de la variedad (multiderivación) con un campo bivectorial. Con ayuda de esto, se expresará
en coordenadas locales la identidad de Jocobi para tensores de Poisson.
En segunda instancia, se definirá una subvariedad coisótropa de una variedad de Poisson;
utilizando una subvariedad de este tipo, se determinarán las condiciones de frontera en el
modelo.
Una vez se tienen las herramientas matemáticas involucradas en el desarrollo del trabajo,
se procederá a explicar lo que es un modelo sigma de Poisson. Se calculará en detalle la
variación de la acción del modelo bajo ciertas transformaciones Gauge utilizando la iden-
tidad de Jacobi en coordenadas locales. En la última parte, se calculará la variación de
la acción bajo un cambio infinitesimal en el campo del modelo, de la que se obtendrán
las ecuaciones de movimiento y una restricción sobre la frontera. Así, considerando que
el campo del modelo lleva la frontera de la superficie de partida a una subvariedad cois-
trópica, se obtendrán las condiciones de frontera en coordenadas locales. Por último se
mostrará que las condiciones de frontera son invariantes bajo las transformaciones Gauge.
Esta descripción de las condiciones de frontera es bastante similar a las condiciones de
frontera en la teoría de cuerdas, conocidas bajo el nombre de D-branas.
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Preliminares
En este capítulo se define una variedad de Poisson y se definen las estructuras asociadas a
esta, los corchetes de Poisson y los tensores de Poisson, además se calcula la forma de la
identidad de Jacobi para estos tensores. Por uĺtimo, se define subvariedad coisótropa y se
dan algunos ejemplos de ellas.
Corchetes de Poisson
En mecánica clásica se describe la evolución de un sistema mecánico en el tiempo con
n grados de libertad utilizando un punto (q(t); p(t)) en el espacio de fase R2n. Aquí, los
(q1(t); : : : ; qn(t)) son las coordenadas espaciales generalizadas y los (p1(t); : : : ; pn(t)) son
las coordenadas de momentum generalizadas. La evolución del sistema en el tiempo es
determinada por una función H : R2n  ! R, llamada el hamiltoniano. Si (q(0); p(0)) es el
estado inicial del sistema, entonces el estado en el tiempo t del sistema se puede obtener









para i = 1; : : : ; n.
La descripción del movimiento en mecánica es el punto de partida de la geometría de
Poisson. Se inicia definiendo un producto entre cualesquiera funciones suaves f y g sobre
















Así, si una función H ha sido fijada, las ecuaciones de Hamilton pueden ser escritas ha-
ciendo uso de este producto, es decir:
_qi = fH; qig;
3
_pi = fH; pig;
para i = 1; : : : ; n.
De esta forma muchas propiedades de las ecuaciones de Hamilton pueden ser reescritas
en términos de corchetes de Poisson f; g. Por ejemplo, una función f se conserva en el
movimiento si y solo si esta conmuta con H(Hamiltoniano) bajo el corchete de Poisson:
fH; fg = 0. También, si dos funciones f1 y f2 son conservadas en el moviento, el corchete
de Poisson de las dos ff1; f2g también se conserva.
El corchete de Poisson mencionado anteriormente cumple ciertas propiedades que se utili-
zan para generalizarlo y definir así una estructura de Poisson sobre una variedad diferencial.
Definición 1.1. Una estructura de Poisson de clase C1 sobre una variedad M (de clase
C
1) de dimensión finita es una operación antisimétrica R-bilineal
C
1(M)C1(M) ! C1(M); (f; g) 7 ! ff; gg; (1.1)
sobre el espacio C1(M) de funciones de valor real C1 sobre M , que verifica la identidad
de Jacobi
fff; gg; hg+ ffg; hg; fg+ ffh; fg; gg = 0; (1.2)
y la identidad de Leibniz
ff; ghg = ff; ggh+ gff; hg; 8f; g; h 2 C1(M): (1.3)
El par (M; f; g) es llamado una variedad de Poisson.
Ejemplo 1.1. Se puede definir una estructura de Poisson trivial sobre cualquier variedad
al poner ff; gg = 0 para todo f; g.
Ejemplo 1.2. Sea M = R2 con coordenadas (x; y) y sea p : R2  ! R una función suave














Primero, se verifica la identidad de Jacobi (1.2), para esto, a continuación se calculan los
términos que la conforman:
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De esta forma, al sumar los tres términos se obtiene:
fff; gg; hg+ ffg; hg; fg+ ffh; fg; gg = 0:





















































































































Así, por la definición del corchete de Poisson, se cumple ff; ghg = ff; ggh+ gff; hg.
Definición 1.2. Una variedad simpléctica (M;!) es una variedad M equipada con una
2-forma diferencial cerrada no degenerada !, denominada forma simpléctica.
La no degeneración de la 2-forma diferencial ! significa que el correspondiente homomor-
fismo ![ : TM ! T M del espacio tangente de M a su espacio cotangente, que asocia a
cada vector X el covector X! es un isomorfismo. Este isomorfismo viene dado por:
iX!(Y ) = !(X;Y ):
Si f : M ! R es una función sobre una variedad simpléctica (M;!), se puede definir su
campo vectorial Hamiltoniano denotado por Xf como:
iXf! =  df ;
así, se puede defirnir sobre (M;!) un corchete natural llamado el corchete de Poisson de
! como sigue:
ff; gg = !(Xf ; Xg) =  hdf;Xgi =  Xg(f) = Xf(g):
Proposición 1.1. Si (M;!) es una variedad simpléctica suave, entonces el corchete
ff; gg = !(Xf ; Xg) es una estructura de Poisson suave sobre M .
Demostración. Para verificar que ff; gg = !(Xf ; Xg) es un corchete de Poisson, se debe
probar que el corchete en cuestión satisface la identidad de Leibniz y la identidad de Jacobi.
Veamos:
ffg; hg = !(Xfg; Xh)
=  hd(fg); Xhi
=  hgdf + fdg;Xhi
=  hgdf;Xhi   hfdg;Xhi
=  ghdf;Xhi   fhdg;Xhi
= gff; hg+ ffg; hg;
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por lo tanto, la identidad de Leibniz se satisface.
Ahora resta verificar que se satisface la identidad de Jacobi: en este caso se utilizará la
fórmula de Cartan para la derivada exterior de una k-forma.
Sea  una k-forma diferencial, entonces, por la fórmula de Cartan se tiene lo siguiente:











[Xi; Xj]; X1; : : : ; cXi; : : : ; cXj; : : : ; Xk+1 ;
donde X1; : : : ; Xk+1 son campos vectoriales y el gorro significa que la entrada correspon-
diente es omitida.
Ya que ! es una 2-forma cerrada se cumple que:
d!(Xf ; Xg; Xh) = 0:
Aplicando la fórmula de Cartan a !, Xf , Xg y Xh se llega a que:
0 = Xf(!(Xg; Xh)) +Xg(!(Xh; Xf)) +Xh(!(Xf ; Xg))
  !([Xf ; Xg]; Xh)  !([Xg; Xh]; Xf)  !([Xh; Xf ]; Xg)
= Xffg; hg+Xgfh; fg+Xhff; gg
+ [Xf ; Xg](h) + [Xg; Xh](f) + [Xh; Xf ](g)
= ff; fg; hgg+ fg; fh; fgg+ fh; ff; ggg+Xf(Xg(h)) Xg(Xf(h))
+Xg(Xh(f)) Xh(Xg(f)) +Xh(Xf(g)) Xf(Xh(g))
3(ff; fg; hgg+ fg; fh; fgg+ fh; ff; ggg);
por tanto
ff; fg; hgg+ fh; ff; ggg+ fg; fh; fgg = 0:




En esta sección se relacionan las estructuras de Poisson con los campos tensoriales de or-
den dos, definiendo así los tensores de Poisson. Además, se especifica qué condiciones debe
satisfacer un campo tensorial de orden dos para ser un tensor de Poisson.
Sea M una variedad suave y q un entero positivo. Se denota por qTM el espacio tangente
de q-vectores de M: este es un fibrado vectorial sobre M , cuya fibra sobre cada punto
x 2M es el espacio qTxM = q(TxM) que es el producto exterior de q copias del espacio
tangente TxM . En particular TM = TM . Si (x1; : : : ; xn) es un sistema local de coorde-
nadas en x, entonces qTxM admite una base con los siguientes elementos:
@
@xi1




con i1 < i2 <    < iq.
Un campo q-vectorial  sobre M es por definición, una aplicación  de M a qTM , que
asocia a cada punto x 2M un q-vector (x) 2 qTxM , de forma suave.






















donde las componentes i1:::iq , que son los coeficientes de , son funciones suaves.
Los coeficientes i1:::iq son antisimétricos respecto a los índices, es decir, si se permutan
dos índices entonces el coefiente queda multiplicado por -1. Por ejemplo i1i2::: =  i2i1:::.
Si los coeficientes i1:::iq son de clase Ck, se dice que  es Ck.
Los campos q-vectoriales suaves son objetos duales a las q-formas diferenciales. Si  es
un campo q-vectorial y  es una q-forma diferencial que en algún sistema de coordenadas














i1:::iqdxi1 ^    ^ dxiq ;





Observe que este producto es independiente del sistema de coordenadas local elegido:
sean Ui y Uj abiertos de la variedad M tales que Ui \ Uj 6= ;.
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 = 1:::qdx1 ^    ^ dxq = 
0
1:::q
dy1 ^    ^ dyq ; (1.6)
































El respectivo cambio de coordenadas del lado derecho de la ecuación (1.6) es:
































































primeras q columnas y las primeras q filas.
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dx1 ^    ^ dxq ;






































































Un campo q-vectorial  define una transformación antisimétrica
R-multilineal de C1(M)     C1(M) (q veces) a C1(M) por la siguiente fórmula:
(f1; : : : ; fq) := h; df1 ^    ^ dfqi: (1.7)
Proposición 1.2. Una tranformación R-multilineal  : C1(M)  C1(M) ! Ck(M)
se puede definir por la fórmula (1.7) si, y solo si,  es antisimétrica y satisface la
regla de Leibniz o la condición:
(fg; f2; : : : ; fq) = f(g; f2; : : : ; fq) + g(f; f2; : : : ; fq): (1.8)
Una transformación  que satisface la fórmula (1.8) es llamada una multiderivación, y la
proposición de arriba identifica las multiderivaciones con los campos multivectoriales.
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Demostración.
Primero la parte "solo si".
La transformación R-multilineal  se puede escribir como:
(f1; : : : ; fq) = h; df1 ^    ^ dfqi
Para demostrar esto se verifica que la expresión anterior es antisimétrica y satisface la
regla de Leibniz.
Primero se demuestra la antisimetría:
(f2; f1;    ; fq) = h; df2 ^ df1 ^    ^ dfqi
= h; (df1 ^ df2 ^    ^ dfq)i
=  h; df1 ^ df2 ^    ^ dfqi
=  (f1; f2;    ; fq):
Sigue ahora la regla de Leibniz:
(fg; f2;    ; fq) = h; d(fg) ^    ^ dfqi
= h; (gdf + fdg) ^    ^ dfqi
= h; gdf ^    ^ dfq + fdg ^    ^ dfqi
= h; gdf ^    ^ dfqi+ h; fdg ^    ^ dfqi
= gh; df ^    ^ dfqi+ fh; dg ^    ^ dfqi
= g(f;    ; fq) + f(g;    ; fq):
Por último se prueba la parte "si".
Se asume, por hipótesis que  es antisimétrica y satisface la regla de Leibniz. Se debe
mostrar que dado (f1;    ; fq) satisfaciendo las condiciones anteriores, existe un campo
bivectorial  tal que:
(f1; : : : ; fq) = h; df1 ^    ^ dfqi:
Sea U un abierto con coordenadas (x1; : : : ; xq), por la definición (1.4) se puede escribir el
lado derecho de la ecuación anterior como:
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Primero se verifica que (1; f2;    ; fq) = 0 8f 2 C1(M), esto se sigue de la regla de
Leibniz, pues:
(1; f2;    ; fq) = (1 1; f2;    ; fq) = 1 (1; f2;    ; fq) + 1 (1; f2;    ; fq);
así,
(1; f2;    ; fq) = 2(1; f2;    ; fq);
y, por tanto (1; f2;    ; fq) = 0.
Además, por linealidad se tiene que (c; f2;    ; fq) = 0 8c 2 R, ya que:
(c; f2;    ; fq) = c(1; f2;    ; fq) = 0:
Para una función f 2 C1(U), la expansión de Taylor de f alrededor de x0 es:











j   xj0) +O(3);
con Fij 2 C1(U). Si se expresa cada fi con la aproximación de Taylor, se tiene:























j   xj0) +O(3)
1A ;
esta expresión, utilizando (c; f2;    ; fq) = 0, y la linealidad de (f1; : : : ; fq) se puede
simplificar como:





(x0)   
@fq
@xiq





para algunas funciones G(x) 2 C1(U). Por tanto, si se hace x = x0, se obtiene:
(f1;    ; fq)(x0) =
qX
i1;:::;iq=1
(x1; : : : ; xq)(x0)
@f1
@xi1




y ya que el punto x0 es un punto arbitrario de U , el resultado se sigue para todo U , es decir:









Así, se cumple que:
(f1;    ; fq) = h; df1 ^    ^ dfqi:
En particular, si  es una estructura de Poisson, entonces esta es antisimétrica y satisface
la regla de Leibniz, por tanto, esta se puede escribir a partir de un campo bivectorial como
sigue:
ff; gg = (f; g) = h; df ^ dgi: (1.10)
Un campo bivectorial , tal que ff; gg = h; df ^ dgi es un corchete de Poisson, es decir,
que ff; gg satisfaga la identidad de Jacobi, es llamado un tensor de Poisson. El correspon-
diente corchete de Poisson es denotado por f; g.
De esta forma, se puede definir una variedad de Poisson como el par (M;), donde  es
el tensor de Poisson asociado al corchete de Poisson f; g.






















donde ij = h; dxi ^ dxji = fxi; xjg, y
























Ejemplo 1.3. El tensor de Poisson correspondiente a la forma simpléctica estándar ! =Pn








Proposición 1.3. Para cualquier campo bivectorial C1-suave , se puede asociar a
este un campo trivectorial  definido como:
(f; g; h) = fff; gg; hg+ ffg; hg; fg+ ffh; fg; gg; (1.13)
donde fs; tg denota h; ds ^ dti.
Demostración. Para probar que (f; g; h) define un campo trivectorial, basta probar que
(f; g; h) es R-multilineal, antisimétrico y satisface la regla de Leibniz. El lado derecho
de la ecuación (1.13) es R-multilineal y antisimétrica por definición a partir del campo
bivectorial. Así, basta probar que (f; g; h) satisface la regla de Leibniz.
(f1f2; g; h) = f1(f2; g; h) + f2(f1; g; h); (1.14)
es decir:
fff1f2; gg; hg+ ffg; hg; f1f2g+ ffh; f1f2g; gg
= f1(fff2; gg; hg+ ffg; hg; f2g+ ffh; f2g; gg)
+ f2(fff1; gg; hg+ ffg; hg; f1g+ ffh; f1g; gg): (1.15)
Se calcula ahora cada uno de los sumandos del lado izquierdo de la ecuación (1.15)
fff1f2; gg; hg = ff1ff2; gg+ f2ff1; gg; hg = ff1ff2; gg; hg+ ff2ff1; gg; hg
= f1fff2; gg; hg+ ff2; ggff1; hg+ f2fff1; gg; hg+ ff1; ggff2; hg; (1.16)
ffg; hg; f1f2g = ffg; hg; f1gf2 + ffg; hg; f2gf1; (1.17)
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ffh; f1f2g; gg = ff1fh; f2g+ f2fh; f1g; gg = ff1fh; f2g; gg+ ff2fh; f1g; gg
= f1ffh; f2g; gg+ fh; f2gff1; gg+ f2ffh; f1g; gg+ fh; f1gff2; gg: (1.18)
Se suman los tres términos anteriores y en la ecuación (1.18) se cambian los sumandos
fh; f1g por  ff1; hg y fh; f2g por  ff2; hg utilizando la antisimetría del corchete:
fff1f2; gg; hg+ ffg; hg; f1f2g+ ffh; f1f2g; gg
= f1fff2; gg; hg+ ff2; ggff1; hg+ f2fff1; gg; hg+ ff1; ggff2; hg+ ffg; hg; f1gf2
+ ffg; hg; f2gf1 + f1ffh; f2g; gg   ff2; hgff1; gg+ f2ffh; f1g; gg   ff1; hgff2; gg
= f1fff2; gg; hg+ f2fff1; gg; hg+ ffg; hg; f1gf2
+ ffg; hg; f2gf1 + f1ffh; f2g; gg+ f2ffh; f1g; gg: (1.19)
Por último, al factorizar, se obtiene el resultado de la ecuación (1.15):
fff1f2; gg; hg+ ffg; hg; f1f2g+ ffh; f1f2g; gg
= f1(fff2; gg; hg+ ffg; hg; f2g+ ffh; f2g; gg)
+ f2(fff1; gg; hg+ ffg; hg; f1g+ ffh; f1g; gg): (1.20)
Se procede ahora a calcular en coordenadas locales (f; g; h)
(f; g; h) = fff; gg; hg+ ffg; hg; fg+ ffh; fg; gg: (1.21)
Para esto, se calculan cada uno de los términos de la derecha de la ecuación anterior en
coordenadas locales; para calcular los tres términos basta con calcular el primero y después
rotar el nombre de las funciones.
Para calcular el primer término en coordenadas locales, primero se calcula el corchete de
f y g a partir de la definición del corchete en función del campo bivectorial:









; df ^ dgi; (1.22)
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Por la misma definición, el término fff; gg; hg es:








; d(ff; gg) ^ dhi: (1.25)









































Ahora, se continúa con el cálculo de d(ff; gg) ^ dh




































1A dxs ^ dxk: (1.28)
De acuerdo a lo anterior, el término fff; gg; hg queda como:
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Como se dijo antes, rotando las funciones f , g y h, se obtienen los otros dos términos del
lado derecho de la ecuación (1.21), así:






























































Antes de hacer la suma final, se renombran los índices de la siguiente forma:
i! k, j ! i, k ! j:































i! j, j ! k, k ! i:
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De esta forma, se suman las ecuaciones (1.29), (1.32), (1.33) y se aplica la antisimetría del
campo bivectorial (ij =  ji), obteniéndose:












































































Y así, al eliminar los términos semejantes, queda la siguiente expresión:




















ijk aijk significa la suma cíclica aijk + ajki + akij.
De la ecuación anterior se puede ver fácilmente que el campo trivectorial asociado a





















De acuerdo a todo lo realizado anteriormente, y reconociendo que la identidad de Jacobi
para  se cumple cuando  = 0 se puede hacer la siguiente afirmación:
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expresado en un sistema
de coordenadas dado (x1; : : : ; xn) es un tensor de Poisson si, y solo si, este satisface







sk = 0 (8 i; j; k): (1.37)
Ejemplo 1.4. Estructura de Poisson constante en Rn: Si se toman constantes cualesquiera
para ij, se observa que la proposición anterior se cumple trivialmente, por tanto, todos
los tensores bivetoriales constantes son estructuras de Poisson.
En particular, la estructura de Poisson canónica en R2n asociada a la forma simpléctica
canónica ! =
P
dqi ^ dpi es de este tipo.
Ejemplo 1.5. Cualquier campo bivectorial en una variedad dos dimensional es un tensor
de Poisson. El campo trivectorial  en la proposición (1.3) es idénticamente cero, ya que
no hay trivectores no triviales sobre una variedad dos dimensional. Así, la identidad de
Jacobi es no trivial a partir de dimensión 3.
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Subvariedades coisótropas
En esta sección se recuerda el concepto de subvariedad en general y se define lo que es una
subvariedad coisótropa junto a algunas de sus propiedades.
Se comienza recordando el concepto de subvariedad:
Definición 1.3. Sea M una variedad C1, n = dimM . Diremos que N M es una subva-
riedad de dimensión k si 8q 2 N existe una carta (U; ) enM tal que q 2 U , (q) = 0 2 Rn
y tal que:
(U \N) = (U) \ (Rk  f0g) = fz 2 (U)jzk+1 = zk+2 =    = zn = 0g:
De esta definición se puede observar que así como una variedad es un espacio que localmente
es como Rn, una subvariedad es un espacio que localmente luce como un subespacio de Rn.
Se definen las cartas de la subvariedad de la siguiente forma:
Sea q 2 N y sea (U; ) una carta en M con q 2 U y tal que:
(U \N) = (U) \ (Rk  f0g):
Ahora
(U) := f(t1; : : : ; tn)j(t1; : : : ; tk; 0; : : : ; 0) 2 (U)g
 : U \N  ! (U)  Rk
Y así, (U \N;) es denominada carta de subvariedad para N .
La colección de todas las cartas de subvariedad en N forman un atlas C1 y por tanto
definen una estructura C1 sobre N .
Definición 1.4. Una aplicación C1 f : N  !M es una inmersión difeomórfica si:
 f es inyectiva.
 df(q) : TqN  ! Tf(q)M 8q 2 N .
 f es un homeomorfismo de N sobre f(N).
Proposición 1.5. Sea f : N  ! M una inmersión difeomórfica, entonces f(N) es
una subvariedad de M y f : N  ! f(N) es un difeomorfismo.
Antes de pasar a la definición de subvariedad coisótropa, se recuerda el concepto de campo
vectorial hamiltoniano.






















Definición 1.5. Una subvariedad Y de una variedad de Poisson (M;) se llama subva-
riedad coisótropa de M si para cada subconjunto abierto V de Y y para cada función f ,
definida en una vecindad de V en M tal que fY \V = 0, el campo vectorial hamiltoniano
Xf es tangente a Y en cada punto de V .
La condición de que una variedad Y de una variedad de Poisson sea coisótropa puede
establecerse puntualmente. Para ello, debe recordarse que un campo bivectorial  2 X2
determina una aplicación # : 
1  ! X1 definida por   ! i. De esta forma, se tiene




Ahora, un campo bivectorial  2 X2(M) se dice que no es degenerado en x 2 M si
#x : T

xM  ! TxM es un isomorfismo. Así, se dirá que  2 X2(M) es no degenerada si
es no degenerada en cada punto x de M . Si se considera un campo bivectorial  2 X2(M)






entonces la no degeneración de  (para x en M) es la misma que la no degeneración de
esta forma bilineal antisimétrica en x.
Finalmente, se define el subespacio NxY de T xM como:
NxY := f 2 T

xM j (v) = 0 para todo v 2 TxY g:
Cada elemento en NxY puede ser considerado como la diferencial en x de alguna función
f , definida sobre una vecindad de x en M y cuya restricción a Y es cero.
Con estas ideas claras, se establece el siguiente resultado:
Proposición 1.6. Sea Y una subvariedad de una variedad de Poisson (M;), las
siguientes condiciones sobre Y son equivalentes:
 Y es una subvariedad coisótropa;
 Para cada x 2 Y , x(NxY;NxY ) = f0g;
 Para cada x 2 Y , #x (NxY )  TxY .
A continuación, se expresa la condición de una subvariedad Y de una variedad de Poisson
(M;) para que sea una subvariedad coisótropa en términos de un sistema de coordenadas
de la variedad M .
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Sea Y M una subvariedad embebida de M , además sean:
dimY = s; dimM = s+ t:
Sea x un punto en Y , entonces, sobre un vecindad de x en M existen funciones x01; : : : ; x0t,
tales que (x01; : : : ; x0s; x001; : : : ; x00t) es un sistema coordenado para M en una vecindad U
de x y tal que Y \ U está dado por las ecuaciones x001 =    = x00t = 0.
Ahora, se define la matriz de Poisson asociada a .









La matriz de Poisson X asociada a  es la matriz cuya entrada ij es ij. Así, la matriz de







donde A y D son matrices cuadradas de tamaño s y t respectivamente y cada uno de los
bloques A; B; C; D es una función que devuelve matrices en U .
Proposición 1.7. Sea Y una subvariedad de una variedad de Poisson (M;) con las
condiciones anteriormente mencionadas, entonces, Y es una subvariedad coisótropa
si y solo si DjY \U = 0.
Demostración. Y es coisótropa en U M si y solo si cada campo vectorial hamiltoniano
XF , con F una función sobre U que se hace cero sobre Y \U , es tangente a Y en cada punto
de Y \U . Ya que Y \U es la región donde las coordenadas locales x001; : : : ; x00t se hacen cero,
esto sucede si y solo si los campos vectoriales hamiltonianos Xx00i son tangentes a Y \U en
cada punto de Y \ U para todo i = 1; : : : ; t y esto se cumple si y solo si Xx00i[x
00j](x) = 0










entonces aplicado a x00j la condición Xx00i[x




= 0) = 0, que es lo
mismo que DjY \U = 0.
Ahora, se ilustran algunos ejemplos de subvariedades coisótropas.
Ejemplo 1.6. Cualquier subvariedad de codimensión 1 de una variedad de Poisson (M;)
satisface (; ) = 0; 8;  2 NY .
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Ejemplo 1.7. Sea R2n con la estructura de Poisson canónica. Para cualquier conjunto
abierto U 2 R2n las subvariedades:
Cpr = f(q; p) 2 U : pr = pr+1 =    = pn = 0g;
Cqr = f(q; p) 2 U : qr = qr+1 =    = qn = 0g;
donde 1  r  n, son subvariedades coisótropas.
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Modelo sigma de Poisson
Introducción
En este punto ya se tienen todas las herramientas necesarias para hablar sobre un modelo
sigma de Poisson; se hará uso, para describirlo, de variedades de Poisson; y para determinar
las condiciones de frontera de este, variedades coisótropas. En este capítulo se describirá
detalladamente un modelo sigma de Poisson, se verá que este queda especificado por una
superficie compacta que se conoce como fuente, una variedad de Poisson (cuyas propie-
dades se discutieron en los preliminares) conocida como variedad objetivo y un morfismo
entre ellas, que queda parametrizado por una aplicación diferencial  :   ! X y una
1-forma  sobre  que toma valores en T X. Además se define la acción asociada al
modelo y se calcula la variación de esta acción bajo ciertas transformaciones Gauge. La
idea es mostrar como varía la acción de la teoría bajo las transformaciones Gauge consi-
deradas y a partir de esta variación encontrar las restriciones que se deben imponer en la
frontera de la superficie compacta para que el cambio de la acción sea invariante bajo las
transformacones Gauge. En la siguiente sección se encuentran otras restricciones sobre la
frontera. Para ello se asume que una de las transformaciones del morfismo que define el
modelo lleve la frontera de la superficie a una subvariedad coisótropa de la variedad de
Poisson objetivo. De esta forma se determinan otras condiciones de frontera en la teoría
que luego se expresan en coordenanadas locales de la subvariedad coisótropa, que servirá
para mostrar que las condiciones de frontera son invariantes bajo las transformaciones
Gauge iniciales.
Las variedades coisótropas juegan un rol fundamental en geometría simpléctica ya que
ellas describen sistemas con simetrías (restricción de primera clase de Dirac) y brindan
un método para generar nuevos espacios simplécticos (reducción simpléctica). Ellas son
el marco de trabajo general para estudiar simetrías en el mundo de Poisson. Como se
dijo en la introducción inicial, un modelo interesante se presenta cuando se considera que
la superficie fuente es un disco cerrado, ya que la expansión perturbativa de la integral
de camino reproduce el producto estrella de Kontsevich para resolver el poblema de la
cuantizacion de variedades de Poisson. Un problema relevante concierne a otras posibles
condiciones de frontera. Así, las subvariedades coisótropas de una variedad de Poisson
clasifican las posibles condiciones de frontera (D-branas) de los modelos sigma de Poisson.
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Acción y transformaciones gauge en el modelo Sigma de Poisson
Un modelo sigma de Poisson está especificado por su espacio objetivo, una variedad de
Poisson X. Los campos del modelo están dados entonces por una transformación del espa-
cio tangente T de una variedad orientada dos dimensional , posiblemente con frontera,
al haz cotangente T X de X. Tal tranformación está dada por un par (; ) conformada
por una transformación base  :  ! X y una 1-forma  sobre  que toma valores en
T X.
Si  son cordenadas locales en X, ,  = 1; 2 coordenadas locales en ,  las compo-









 ^  ; (2.1)
bajo las transformaciones gauge infinitesimales:
 =  ; (2.2)
 =  d   @
 ;  (2.3)






Veamos ahora que en efecto, este es el cambio de la acción.































 ^  +
1
2
 ^  +
1
2
 ^  :




















 ^ ( d   @
);
donde d = d() = d + d y  = @:






 +  ^ @
d





 ^   
1
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 ^   
1
2


























Los siguientes términos también se anulan:
 ^ d  
1
2
d ^   
1
2
 ^ d ;
pues, haciendo uso de la antisimetría de ^, lo anterior se puede escribir como:
 ^ d +
1
2
 ^ d  
1
2
 ^ d ;
ahora, restando el primer y último sumando, se obtiene:
1
2




renombrando los indices  !  y ! , queda:
1
2
 ^ d +
1
2




( + ) ^ d = 0;
ya que  =  .














pues, si se hacen los siguientes cambios de índices: ! ,  !  y !  para el segundo












 ^  ;






) ^  :













) ^  :
Observe que la suma en los paréntesis debe ser cero por la condición de Jacobi para que














Para terminar, observe que el integrando de la expresión anterior es la derivada exterior







que era lo que se quería mostrar.
OBSERVACIÓN:






Que más adelante será de utilidad.
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Condiciones de frontera
En este capítulo se calcula la variación de la acción bajo un cambio infinitesimal del campo
del sistema, a partir de este se encuentran las ecuaciones de movimiento y las restricciones
en la frontera de la superficie dos dimensional. Además, se trabaja con una subvariedad
coisótropa como imagen de la frontera de la superficie a través del campo, obteniendo así
las condiciones de frontera buscadas. Por último se analiza la invarianza de las condiciones
de frontera bajo las transformaciones Gauge.
En el desarrollo de esta sección asumiremos que la frontera @ tiene una única componen-
te conexa. También asumiremos que @ es cerrada y es parametrizada por una variable
angular  .
La primera restricción proveniene de las ecuaciones de movimiento para el campo . Bajo
un cambio infinitesimal en , el cambio en la acción 2.1 consiste de un término en la su-
perficie menos un término en la frontera. Esto se resume en la siguiente proposición:
Proposición 2.2. Un cambio infinitesimal en , produce un cambio en la acción 2.1




































 ^  :
Considérese ahora la siguiente ecuación:
d(
) = d
    ^ d
;
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 ^  ;
donde  = @.














por último, se hace el cambio de índices ! , !  y  !  en el segundo término de














que era lo que se quería demostrar.
En la expresión anterior, i : @ !  denota la inclusión de la frontera.






 ^  = 0; (2.8)
de esta forma, para que el cambio en la acción sea cero, se requiere que las ecuación de




) = 0; (2.9)
donde i = d ; por tanto,la restricción es escrita como:

 = 0: (2.10)
Otra restricción viene del requerimiento de hacer la acción (2.1) invariante bajo las trans-
formaciones gauge 2.2 y (2.3). Por tanto, de acuerdo con (2.7) es obtenida la siguiente
restricción:
i(d
) = 0; (2.11)
que puede ser reescrita como:
@
 = 0: (2.12)
Finalmente, se require que las condiciones de frontera anteriores sean invariantes bajo las
transformaciones gauge (2.2) y (2.3) restringidas a la frontera; para esto, es utilizada una
subvariedad coisótropa Y  X. Se denota el haz conormal de Y como NY . Las condi-
ciones de frontera requieren que  : @ ! Y , lo que implica que j@ 2 TY . Para
que la ecuación (2.10) sea válida, se debe asumir que en la frontera @,  2  (NY ).
Análogamente, para que sea válida la ecuación (2.12), también se debe asumir que en la
frontera @,  2  (NY ). Esquemáticamente, estas afirmaciones son resumidas así:
 : @  ! Y ) j@ 2 
TY; (2.13)

 = 0 ) j@ 2  (
NY ); (2.14)
@
 = 0 ) j@ 2  (
NY ): (2.15)
Para mostrar que las condiciones de frontera  = 0 y @ = 0 son invariantes bajo
las transformaciones gauge, son consideradas las condiciones de frontera en coordenadas




g en X, de tal forma que la sub-










00 = 0; (2.17)
0@
0 + 00@
00 = 0: (2.18)
Pero por la primera ecuación de las tres anteriores, se observa que 
00
= 0 y @
00
= 0,





0 = 0; (2.20)
0@
0 = 0; (2.21)





0 = 0; (2.23)
0 = 0: (2.24)






; 0) = 
000(
0
; 0)0 + 
0000(
0
; 0)00 ; (2.25)
0 = 0 =  @0   @0
0000(
0
; 0)0000 ; (2.26)









; 0)0000 = 0: (2.28)
Y ya que Y es una subvariedad coisótropa, por la proposición (1.7) se tiene que 0000(0 ; 0) =
0.




Así, es posible garantizar la consistencia del modelo sigma de Poisson bajo las trans-
formaciones gauge (2.2) y (2.3) utilizando una subvariedad coisótropa, es decir, obli-
gando a que la aplicación diferencial  restringida a la frontera de  tome sus valores
en una subvariedad coisótropa Y  X.
En resumen, las condiciones de frontera quedan determinadas por la subvariedad
coisótropa de la siguiente manera:
 : @  ! Y ) j@ 2 
TY;

 = 0 ) j@ 2  (
NY );
@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