Partitional clustering algorithms for highly similar and sparseness y-short tandem repeat data / Ali Seman by Seman, Ali
UNIVERSITITEKNOLOGI MARA
PARTITIONAL CLUSTERING ALGORITHMS 
FOR HIGHLY SIMILAR AND SPARSENESS 
Y-SHORT TANDEM REPEAT DATA
ALI SEMAN
Thesis submitted in fulfillment 
of the requirements for the degree of 
Doctor of Philosophy
Faculty of Computer and Mathematical Sciences
April 2013
AUTHOR’S DECLARATION
I declare that the work in this thesis/dissertation was carried out in accordance with 
the regulations of Universiti Teknologi MARA. It is original and is the result of my 
own work, unless otherwise indicated or acknowledged as referenced work. This 
thesis has not been submitted to any other academic institution or non-academic 
institution for any degree or qualification.
I, hereby, acknowledge that I have been supplied with the Academic Rules and 
Regulations for Post Graduate, Universiti Teknologi MARA, regulating the conduct of 
my study and research.
Name of Student : Ali Bin Seman
Student I.D. No. :2008261838
Programme : CS990
Faculty : Faculty of Computer and Mathematical Sciences
Thesis Title : Partitional Clustering Algorithms for Highly Similar and 
"hort Tandem Repeat Data
Signature of Student
Date : April 2013
ii
ABSTRACT
Clustering is an overlapping method found in many areas such as data mining, 
machine learning, pattern recognition, bioinformatics and information retrieval. The 
goal of clustering is to group any similar objects into a cluster, while the other objects 
that are not similar in the different clusters. Meanwhile, Y-Short Tandem Repeats (Y- 
STR) is the tandem repeats on Y-Chromosome. The Y-STR data is now being 
utilized for distinguishing lineages and their relationships applied in many 
applications such as genetic genealogy, forensic genetic and anthropological genetic 
applications. This research tends to partition the Y-STR data into groups of similar 
genetic distances. The genetic distance is measured by comparing the allele values 
and their modal haplotypes. Nevertheless, the distances among the Y-STR data are 
typically found similar or very similar to each other. They are characterized by the 
higher degree of similarity of objects in intra-classes and also inter-classes. In some 
cases, they are quite distant and sparseness. This uniqueness of Y-STR data has 
become problematic in partitioning the data using the existing partitional clustering 
algorithms. The main problem was essentially caused by the mode mechanism 
(problem P?) which was unable to handle the characteristics of Y-STR data, thus 
producing poor clustering results. The problem has become worst when the initial 
centroid selection which is also known as problem Po failed to obtain good centroids. 
These conditions have led the existing partitional algorithms to local minima and 
empty clusters problems. As a result, a new idea of problem P2 using the objects 
(medoid) themselves was introduced. The idea was incorporated into a new algorithm 
called, k-Approximate Modal Haplotypes (&-AMH) algorithm. Six Y-STR data sets 
were used as a benchmark to evaluate the performances of the algorithm against the 
other eight partitional clustering algorithms. Out of six data sets, the &-AMH 
algorithm obtained the highest mean accuracy scores for the five data sets and one 
data set was at equal performance. For the overall performances which were based on 
the six data sets, the &-AMH algorithm recorded the highest mean accuracy scores of
0.93 as compared to the other algorithms: the ^-Population (0.91), the &-Modes-RVF 
(0.81), the New Fuzzy &-Modes (0.80), A:-Modes (0.76), &-Modes-HI (0.76), £-Modes- 
HII (0.75), Fuzzy £-Modes (0.74) and £-Modes-UAVM (0.70). A One-Way ANOVA 
test also indicated that the clustering accuracy scores of &-AMH algorithm was 
significantly different as compared to the other eight partitional algorithms. In 
addition, the algorithm was also efficient in terms of time complexity which was 
recorded as O (km(n-k) and considered as linear. Thus, the &-AMH algorithm has 
been bounded with good characteristics of a desired algorithm -  scalability.
ACKNOWLEDGEMENTS
Alhamdulillahi rabbil Alaminn. Praise to Allah, the Almighty for being me at this end 
point of my PHD. Appreciation goes to the following:
My supervisors -My heartiest gratitude and gratefulness to my main supervisor, Prof. 
Dr. Zainab Abu Bakar and co-supervisor, Prof. Dr. Mohamed Nizam Isa whose wise 
supervision and keenness in supporting my research. They groomed me in nature to 
be a genuine researcher as well as a truly PHD student. Thank you very much!
University and faculty -  Thank UiTM, particularly for giving me the financial 
assistance rendered throughout my study. Many thanks also go to the former dean, 
Prof. Dr. Zainab Abu Bakar, the newly appointed dean, Prof Dr. Azlina Mohamed, 
Prof Dr. Daud Mohamad and the others, P.M Dr. Noorizam Daud, P.M. Dr. 
Nurazzah Abdul Rahman, Ida Rosmini and whoever gave their assistance and 
supports. Thanks also to all lab technicians who supported me for conducting more 
than 5400 experiments and some experiments took more than 48-running hours.
My parents and siblings- I am deeply grateful to my parents - my late father, Seman 
Bin Sutin who passed away in 2007 for being me as a rubber tapper to become a 
though man like himself. My beloved mother, Siti Binti Madon (77 years) who 
always repeated her advices e.g. Jangan berkawan dengan budak-budak tu.. during 
my school days. To my parent in-law: Ust. Hj. Adnan Mat Wali and Hajjah Zalehah 
Mohd Yunus for always praying me. To my siblings: Zalhe, Zalid and Pidah who 
gave me continuous supports, especially during my first degree.
My family -  My dearest wife, Adibah Adnan who always stood by me since I 
tendered my 24-hours-resignation for my MSc, 13 years ago. Thanks also for letting 
me for 24 hours x 7 days x 3.5 years in the study mode during my PHD. Thanks also 
to Amir Syahmie (15 years), Ain Sakinah (14 years), Amir Sofivan (11 years) and Amir 
Syakir (10 years) who understood that their father was a student again. Thank also to 
Syahmie and Ain who managed to score 4A, IB (UPSR) & 92% (PSRA) and 5A 
(UPSR) & 95.2% (PSRA) respectively in the absence of my assistance due to my 
PHD constraints.
Those people who had lent their hands -  Dr. Haslina (Klinik Sifa’ Bangi) who 
“enabled” me for an interview, Prof. Dr. Rosalinda (UTM) who urged me to “quit” it, 
Datuk Hj. Ibrahim Ahmad (Now KP MARA) who “backed the IS up”, Mr. Azizian for 
being a good listener for every sweet and bitter PHD stories, Mr. Syahrul for 
“overstaying” with me e.g. 10 pm -  9.00 am to make “things” happened and all RAs: 
Zahari, Hasmarina, Nurin, Soleha, Kamal, Mastura, Fadzila, Suhaida and Shukriah.
TABLE OF CONTENTS
Page
AUTHOR’S DECLARATION ii
ABSTRACT iii
ACKNOWLEDGEMENTS iv
TABLE OF CONTENTS v
LIST OF TABLES x
LIST OF FIGURES xiv
CHAPTER ONE: INTRODUCTION
1 .1 Introduction
1 . 2 Y-Chromosome Short Tandem Repeats
1.3 Partitional Clustering Algorithms
1.4 Problem Description
1.5 Objective
1 . 6 Scope of the Research
1.7 Contribution of Knowledge
1 . 8 Overview of the Thesis
CHAPTER TWO: LITERATURE REVIEW
2.1 Introduction 13
2.2 The DNA Background 13
2.2.1 DNA Methods 14
2.2.2 Y-STR Methods and Applications 17
2.3 Clustering Algorithms in the DNA Problems 21
2.4 Partitional Clustering Algorithms 23
2.4.1 Numerical and Categorical Algorithms 24
2.4.2 Hard and Soft Clustering Algorithms 25
2.5 Partitional Clustering Algorithms for Categorical Data 26
v
