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The term ‘combinatorial mixtures’ refers to a flexible class of models for inference on mixture 
distributions [4] whose components have multidimensional parameters. The idea behind it is 
to allow each element of component-specific parameter vectors to be shared by a subset of 
other components. 
We develop Bayesian inference and computational approaches for this class of distributions. 
We define a structure for a general prior distribution where a positive probability is put on 
every possible combination of sharing patterns, whence the name combinatorial mixtures. 
This partial sharing allows for generality and flexibility in comparison with traditional 
approaches to mixture modeling, while still allowing to assign significant mass to models 
that are more parsimonious than the general mixture case in which no sharing takes place. 
This also unifies the inference on component-specific parameters with that on the number of 
components. 
We illustrate our combinatorial mixtures in an application based on the normal model. We 
introduce normal mixture models for univariate and bivariate data, which are amenable to 
Markov Chain Monte Carlo computing. In the light of combinatorial mixtures, we assume a 
decomposition of the variance-covariance matrix proposed by Barnard et al. (2000) [1], 
which separates out standard deviations and correlations, and thus allows to model those 
parameters separately. 
This development was originally motivated by applications in molecular biology, where one 
deals with continuous measures, such as RNA levels, or protein levels, that vary across 
unknown biological subtypes. In some cases, subtypes are characterized by an increase in 
the level of the marker measured, while in others they are characterized by variability in 
otherwise tightly controlled processes, or by the presence of otherwise weak correlations. 
Also, several mechanisms can coexist. It may also allow to model an interesting 
phenomenon observed in microarray analysis when two variables have the same mean and 
variance but opposite correlations in diseased and normal samples [2]. We use data on 
molecular classification of lung cancer from the web-based information supporting the 
published manuscript Garber et al. (2001) [3]. 
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