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Abstract 
A compact sampling calorimeter is developed and used to measure the ratio between 
positive and negative muons in the cosmic ray flux at momenta below 1 Ge V/ c. The 
delayed coincidence method is used, based on the reduced mean life time of negative 
muons due to nuclear capture in matter. It is shown that aluminum is a good choice as 
capture medium for negative muons and suitable for a simple detector set-up. The muon 
charge ratio is found to be 1.30 ± 0.05 for a mean momentum of 0.86 Ge V je and over a 
zenith angle acceptance with 8mean = 26°. 
Zusammenfassung 
Ein kompakter Detektor zur Messung des Ladungsverhältnisses von Myonen 
aus der Höhenstrahlung 
Zur Messung des Ladungsverhält:qisses von positiven zu negativen Myonen aus der Höhen-
strahlung für Impulse kleiner 1 Ge V je wird ein kompaktes Sampling- Kalorimeter ent-
wickelt und aufgebaut. Basierend auf der Änderung der mittleren Lebenszeit von nega-
tiven Myonen in Materie durch nuklearen Einfang wird eine verbesserte "delayed coin-
cidence" - Methode benutzt. Es wird gezeigt, daß Aluminium als Einfangmedium für 
negative Myonengeignet ist um eine kompakte Auslegung des Detektors zu ermöglichen. 
Das Ladungsverhältnis der Myonen bei einem mittleren Impuls von 0.86 Ge V und einem 
mittleren Zenitwinkel von 26° wird zu 1.30 ± 0.05 bestimmt. 
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1 Introduction 
The ratio of positive to negative eosmie ray muons is of great interest for different aspeets 
of elementary particle- and astrophysies. At high energy, the muon eharge ratio refleets 
speeifie features of hadronie interaction [1, 2, 3]. Models of eosmie ray interaetion in the 
atmosphere are used to interpret data from extensive air shower experiments, aiming at 
information about the energy speetrum and ehemieal eomposition of the primary flux. 
As indicated by high-energy experiments, the observed positive eharge exeess increases 
slightly with the muon energy and ean be eorrelated with enhaneed strangeness produe-
tion, favoring K+ and K 0 as eompared to !{-. The low energy muon flux is the bulk 
souree of lle, Ve, vJ.L and IJJ.L, the ratios lle/ve and vJ.Ljv11 being direetly related to the muon 
eharge ratio. Correet interpretation of the experiments investigating the ratio lle + /Je 
to vJ.L + /JJ.L needs preeise knowledge of the eontribution of eaeh neutrino flavor, sinee the 
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Figure 1: Compilation of results on the eharge ratio of vertieal muons in the momentum 
range up to 20 Ge V je. Experimental data- see Appendix. 
Several experimental teehniques have been applied to measure the muon eharge ratio. 
Fig. 1 eompiles results up to 20 Ge V/ e muon momentum, but there are also measure-
ments in a higher momentum range up to 105 Ge V je. While around 10 Ge V je the data 
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appear in fair agreement, the picture is not clear around 1 Ge V j c. In most experiments 
the separation of positive and negative particles was performed by means of a magnetic 
field, historically first by solid iron magnetic lenses, or by combining magnets with a cloud 
chamber [7]. Later on magnetic spectrometer set-ups became the most common instru-
ments to measure charged particle spectra. Different types of detectors were used for 
refined methods for particle identification: drift-tube tracking hodoscopes, time-of-flight 
systems, transition-radiation detectors, electromagnetic calorimeters, Cherenkov thresh-
old detectors etc. In the output signals of such detectors, cuts are madetoseparate muons 
from other cosmic ray particles, especially from low-energy electrons. Compact set-ups 
have been used in balloon-borne experiments to extend the measurements to different 
altitudes in the atmosphere (MASS2 [8], IMAX [9] or HEAT [10]). The scattered results 
in the range below a few Ge V j c in Fig. 1 indicate experimental uncertainties. Spectrom-
eters are difficult to use for very low momenta, due to the large percentage of electrons 
present in the secondary cosmic rays and different acceptances for positive and negative 
particles. 
A different experimental approach is the method of delayed coincidences [11, 12] in which 
the muons are identified via their decay by recording a delayed coincidence between the 
incoming muon, stopped in some absorber, and the electron ernerging from the decay. The 
separation between positive and negative muons is clone by using two different absorbers, 
one with low atomic number (graphite or sulphur) and one with high atomic number 
(lead). In the light absorber negative muons are considered to decay with the same mean 
life time as the positive muons, while in the heavy one they are captured in muonic atom 
orbits and disappear by a nuclear capture. The atomic and nuclear capture processes 
of negative muons have been theoretically studied in detail [13] and the capture rates 
have been measured for almost all elements and for some of their isotopes [14]. Correct 
capture rates and mean life times have been considered in two experiments using a single 
absorber of large volume: KAMIOKANDE [15] and KARMEN [16, 17]. These devices are 
neutrino detectors with facilities for vertex reconstruction and time measurements. Mea-
surements with KAMIOKANDE, a 2140 t pure water Cherenkov detector placed 1000 m 
underground, reported a muon charge ratio of 1.37±0.06 at 1.2 Te V je. The KARMEN 
detector is a 56 m3 liquid scintillator and measured 1.28±0.02 at 5.1 Ge V j c [17]. In these 
experiments the difference between positive and negative muons is determined by a pre-
cise analysis of the decay time curves of negative muons due to the capture in oxygen and 
carbon nuclei, respectively. The mean life time of negative muons in various materials is 
given in Tab. 1. It can be noticed that the difference to the mean life time of the free 
decay of positive muons is still small for carbon or oxygen, thus one needs high statistical 
accuracy for a good separation. 
In the present experiment alumirrum is used as absorber to separate positive from ne-
gative muons. The mean life time of negative muons is less than half of the mean life 
time for positive muons, but still measurable with simple electronics and at a reasonable 
decay rate (see Tab. 1). The alumirrum absorber is arranged as several passive layers, 
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alternating with active detector modules. This configuration improves the collection rate 
against re-absorption of decay electrons coming from muons stopped in aluminum. 
Table 1: Total capture data for various elements [14) 
Mean life time (ns) Total capture probability (%) 
Vacuum 2197.03 ± 0.04 0.00 
Carbon 2026.3 ± 1.5 7.85 
Oxygen 1795.4 ± 2. 18.43 
Sodium 1204.0 ± 2. 45.39 
Magnesium 1067.2 ± 2. 51.66 
Aluminum 864.0 ± 1. 60.95 
Silicon 756.0 ± 1. 65.86 
Phosphor 611.2 ± 1. 72.43 
Sulphur 554.7 ± 1. 75.00 
Lead 75.4 ± 1. 97.25 
2 The method 
The main idea of the delayed coincidence method exploits the different behavior of nega-
tive and positive muons after they are brought to rest in matter. While the positive muon 
has only the possibility to decay, the negative muon is captured by the host atom forming 
a muonic atom. Within a short time (10-13 s) the muon cascades to the lowest level ls 
and can undergo either decay or capture by the nucleus. The competition between the 
two processes reduces the mean life time of the decay and is characterized by 
Atotal = Acapture + Adecay 






The nuclear capture rate is determined by the overlap of the muonic orbit with the nucleus 
and it follows roughly apower law of the atomic number (Acapture rv Z 4 , [18]). The Huff 
factor Q takes into account that the normal muon decay rate is slightly reduced due to 
the binding of the negative muon in the atomic orbit, shrinking the phase space for the 
decay. In compounds the atomic capture prefers the nucleus with the larger nuclear cap-
ture rate, i.e. larger atomic number. For instance, in a plastic scintillator base material 
(polyvinyl-toluol, 2-CH3C6H4CH=CH2 monomer) only the carbon capture is significant. 
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The actual detector consists of three materials which contribute to the stopping of low 
energy muons: lead, alumirrum and scintillator ( carbon). Nuclear capture characteristics 
can be seen in Tab. 1. While the effective mean life time of the negative muon is too 
short and the decay probability too small in case of a lead absorber, carbon gives too little 
difference to the positive muon mean life time, but alumirrum appears tobe an optimum 
choice. Muonic atoms of alumirrum have a quite different mean life time compared with 
the free decay of the positive muons combined with a reasonable decay probability. Alu-
minum is relatively cheap, available with a high degree of purity and easy to be shaped 
according to the experimental requirements. In the present experiment the decay time 
signals from the positive and negative muons stopped in the detector are collected in 
~t bins. The total muon decay curve is a superposition of four exponentials refiecting 
the decay of positive and negative muons stopped in different media. If N+ and N_ are 
the numbers of positive and negative muons which enter the detector, the decay curve 
is given by the sequence of the ~N numbers of decay signals accumulated in time bins 
(ti, ti + ~t), with the index i running from 1 (t1 = 0) to the maximum allowed by the 
total observation time window 
~N(ti, ti + ~t) = N+ Co Oo exp(- !.i_) + N_ [ t cj Oj exp(- ti )] . ( 4) 
To j=l TJ 
There ok = [1- exp(- ~:)], k = 0, 1, 2, 3 are corrections due to integrated time signals 
over the bin width. Index 0 stands for positive muons, while 1, 2, 3 correspond to the 
negative muons decaying in aluminum, lead and carbon, respectively. By a fit of eq. 4 to 
the experimental decay curve, N+ and N_ can be deduced. In order to reduce the number 
of free parameters, the detection probabilities for the decay electrons, co and cj, j = 1, 
2, 3, are determined by Monte-Carlo (MC) simulation with GEANT 3.21 [19]. Because 
this version of GEANT does not include nuclear capture, the detection probabilities for 
negative muons are split in 
j = 1, 2, 3, ( 5) 
where only Cj have tobe determined from the simulation and the decay probabilities P~ecay 
are taken from [14]. Secondary particle production following the nuclear capture can be 
neglected because neutrons and gammas, evaporating from the highly excited nucleus, 
will hardly fake a decay electron. 
3 The apparatus 
The WILL I detector (Weakly Ionizing Lepton Lead Interaction) is installed at the Na-
tional Institute of Nuclear Physics and Engineering- Horia Hulubei, Bucharest, 44° 26' N 
latitude and 26° 04' E longitude near sea level. It was originally designed for prototype 
studies of electromagnetic cascades induced by interaction of high energy cosmic ray 
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muons in lead. The calorimeter was conceived like a sampling device, with 20 lead ab-
sm·ber plates of 1 m2 area and 1 cm ~ 2 r.l. thickness alternating with plastic scintillators 
(see Fig. 2). The detector is placed in the basement of a building, under ~ 60 cm of re-
inforced concrete. A 10 cm lead shield at the top of the instrument eliminates low energy 
electrons and gammas and sets the energy threshold of the detector. The 90 X 90 X 3 cm3 











Figure 2: The WILLI detector. 
Fig. 3 gives a horizontal cross section of a scintillator plate inside an aluminum box 
viewed from above. Because ofthelarge scintillator area, a configuration with two photo-
multipliers (PM) placed in opposite corners is used to enhance light collecting. The light 
output is collected from the scintillator sides by wave length shifters (WLS), connected 
in pairs with plastic light guides placed in opposite corners. The scintillator, WLS and 
the light guides are wrapped in aluminum foil. All 20 modules form a stack of about 
2 m height and the detector is placed in the basement of a building, under ~ 60 cm of 
reinforced concrete, in a vertical position. 
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Figure 3: The active element. 
Muons of low energy may stop in the detector and the eventual decay electrons are 
detected if they deposit energy over the threshold in one scintillator. A first trigger from 
the 1st and the 4th layer ( counting from top) starts the time measurement, when a muon 
enters and the delayed signal from the decay electron is recorded in the 16 remairring 
layers. 
3.1 Electronic layout and data acquisition 
The data acquisition system is designed to give information about the energy deposit in 
all the 20 calorimeter layers and time information from the lowest 16 layers (see Fig. 4). 
Each PM supplies three analog signals: the first, A, is collected from the anode and is used 
for the energy measurement; a second signal, D, from the third dynode ( counting from the 
anode side) is intended to enlarge, if necessary, the dynamic range towards high energy 
deposits in the scintillator; a third signal, T, from the first dynode is used for the time 
measurements. The maximum of the shaped anode pulse is detected in a "sample & hold" 
module (S & H) and fed into a 12 bit ADC converter MPV906 (VME standard). For the 
main trigger, T 1 , four channels are available in a coincidence scheme within 50 ns. For 
recording the time history of one event a Multiple Time Digital Converter (MTDC) is 
used. It is interfaced with a VME bus by a WRAP-1/68K board using a TS68901 Multi-








Figure 4: Electronic layout. 
low voltage, which sets pulse amplitude thresholds on all 16 channels. The TTL signals 
are fed further to monostables MS which stretch the pulse length to 40 ns. 
All16 X 2 time signals are stored in eight 256 x 4 bits RAM modules every 20 ns (with a 
50 MHz address counter). A second trigger is made by sampling the result after 80 ns ( T) 
from the main trigger. An event. data blockwill be written on the storagemedium when 
both triggers are given. The expected background comes from uncorrelated particles, 
like a muon crossing the detector without stopping and another particle, either electron, 
gamma or another muon, entering the detector froin the sides. Another source is the 
noise along the time electronic chains which can be partially reduced by adjusting the low 
valtage thresholds and asking for coincidence between both PM of each scintillator plate. 
The cuts made by the software are very restricting since the loss of some decay events is 
less important for the later analysis than the contamination with background events. Fig. 
5 shows an individual event from the off-line computer event display, containing the ADC 
and MTDC information of the lowest 16 scintillator layers (32 PM). The continuous muon 
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"track" is seen as zero time signals down to a "stopping layer" and the decay electron as 
a short delayed "track" in the vicinity of the "stopping layer" (in this case the electron 
is detected in the next active layer after 179 clock pulses, about 3.6 f1S after t~e main 
trigger). Finally a histogram with 256 bins is built, which corresponds to the decay curve 
of muons stopped in the detector. 
ADC 







Figure 5: Event display: ADC and MTDC image of a muon decay event. The ADC scale 
corresponds to the 0 - 4095 channel range and the MTDC comprises 256 bins of 20 ns 
width. The muon stops after penetrating 4 + 11 active layers and the electron is seen in 
the next layer. 
A linear time scale is supposed, assuming all bins have equal 20 ns widths. Nevertheless, 
a Fourier analysis of this time spectrum revealed some asynchronaus behavior between 
the clock and the address counter (some output bits switched slightly delayed). This is 
reflected in periodical discontinuities of the time spectrum at channel numbers of powers 
of 2. Therefore, before any detailed investigation, the 256 channels were grouped every 
two bins and the result with 40 ns per bin was used further for the data analysis. 
3.2 Detector efficiency calculations 
Simulations show that the decay electrons deposit mainly low energy in the scintillator 
· (see Fig. Sa), thus a threshold araund few MeV will significantly affect their detection 
efficiency. This would subsequently influence the calculation of the four detector constants 
and finally lead to a wrong value of the charge ratio. Therefore, in order to perform 
realistic MC simulations, the shape of the energy thresholds must be precisely calibrated. 
8 
3.2.1 Energy calibration of the active layers 
For the calibration procedure cosmic ray muons are used that traverse all the 20 modules 
of the calorimeter ( the first and the last layer PM were used as trigger). The data are 
based upon 600 000 events and are obtained in an acquisition time of 21 hours. Fig. 6a,b 
show the two PM anode spectra for one of the scintillator plates. In order to compensate 
the different amplifications along the electronic chain, all anode spectra are normalized. 
Due to the absorption of the light in the relatively large scintillator, the signals on both 
anodes of one plate become position sensitive. This is reflected in the ratio of the anode 
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Figure 6: Single anode spectra from calibration measurements for one scintillator plate 
( a, b); the ratio between the difference and the sum of the two normalized anode signals 
of one scintillator plate ( c); correction factor used in eq. 6 ( d). 
Simulations have been clone with muons with energies higher than 800 MeV impinging on 
top of the instrument, using the energy spectrum data from [20) and taking into account 
a distribution of the zenithangle 1(8) = 1(0°) cos2 8 and uniform in the azimuthangle 
<I>. At these energies the muons can be considered minimum ionizing particles. The most 
probable energy loss of a muon crossing vertically the 3 cm of scintillator is 6 MeV. The 
maximum in the angular distribution of the accepted muon flux is around 20° zenith 
angle, thus the effective scintillator thickness crossed by the particle leads to 6.4 MeV as 
mostprobable energy deposit. A maximumzenithangle for accepted events of 60° (with 
a low probability) corresponds to 12 MeV. 
By comparing the data with the MC simulations, the energy calibration for the anode 
signals can be investigated. The energy deposit per event can be assumed as the sum of 
the normalized anode signals, A1 and A2 , multiplied by an exponential correction for the 
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a3 = 0.29 
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Figure 7: Calibration results for a single plate: energy deposit spectra and parameters in 
eq. 6 and 7. 
E[MeV] = a 1(Ad A2 ) exp(- a2 l~: ~ ~: 1), (6) 
where the experimental resolution is taken into account by 
O'E = a3jE[MeV]. (7) 
The three parameters, a 1 , a 2 and a 3 , have been determined for each scintillator plate 
by minimizing the difference between the data and the simulation spectra. The good 
agreement (Fig. 7) justifies the assumption made for the calibration. 
3.2.2 Energy deposit thresholds for the MTDC events 
The thresholds in the energy deposit for the measurements with the MTDC system are 
not very sharp. They can be determined by comparing data with simulation at low energy 
deposit. This occurs when only the decay electron is detected in the scintillator (see Fig. 
5). Spectra of the energy deposit up to 10 MeVare built with such data (Fig. 8a), where 
the effect of a threshold can be noticed when comparing with the simulations (Fig. Sb), 
where no thresholds are considered. The observed experimental excess of events at very 
low energy has to be accounted as uncorrelated ADC and MTDC information. 
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Figure S: Shape determination of the threshold of a single active layer: spectra of the 
energy deposit in the scintillator from data ( a), simulation (b) and their ratio (scattered 
points in ( c) ); a Gauss-form ( continuous line) gives the normal frequency function (grey 
area) to approximate the efficiency function in the scintillator; the parameters are Ethr = 
3.9 MeV and (J'thr = 0.9 MeV. 
By dividing the two spectra, the shape of the diffuse threshold is estimated (Fig. Sc). 
It can be seen that the efficiency function is well approximated by a normal frequency 
function. The deduced threshold shapes are introduced in the simulations and the spec-
trum of the energy deposited by the decay electrons is compared with the data (Fig. Sd). 
In Fig. Se the spectra of the energy deposited by the muons at the end of their track 
( "stopping layer") are compared too. 
4 Discussion and results 
In Fig. 9a the detector efficiency constants c0 and ci, i = 1, 2, 3 from eq. 4, determined 
by the MC simulations, are used to illustrate the four exponentials which have to be 
deconvoluted from the total decay curve. Instead of the two muon numbers the total 
muon number 
(S) 
and the charge ratio 
(9) 
are used, thus eq. 4 is written 
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~105 ::' · .. Ä 
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Figure 9: MC simulation results on different materials contribution to the total decay 
curve ( a); Experimental data decay curve (b). 
ßN(ti, ti + ßt) = ~ {R Co bo exp(- !.i_) + [ t cj bj exp(- ·!.i_) J}. (10) 
R + 1 To i=l T1 
Fig. 9b displays experimental data for about 5.3 million events. The first 10 channels 
could not be evaluated mainly because of the 80 ns second trigger condition. The free 
decay curve ( T = 2.19703 f1S, adequately normalized) is plotted for comparison. 
The background from random coincidences in the cosmic ray flux, described in Sec. 3.1, 
follows an exponential which is superimposed to the decay spectrum. Nevertheless, due 
to the low rate, this background is practically uniformly distributed in the time window 
of 5.12 f1S. 
In particular, the background has been considered in the data analysis as follows. Al-
though the life time of the muons is recorded from ~ 0. to 5.12 flS there should be no 
systematic difference when fitting the decay curve only in parts of the time range (see 
also [16]). For instance, one could fix the end point of the fit at the end of the 128 
channels in the time spectrum and shift the first point of the fit in the positive direction 
of the time axis, starting from channel10 (400 ns). Without background subtraction, a 
systematic increase in the charge ratio R(fl+ /11-) is noticed. This can be related to the 
decreasing "signal/ noise" ratio. A constant background ( slope zero) in all the time range 
will force the fit to "look for" those components which participate in the total spectrum 
with smaller slopes, therefore the number of positive muons (largest mean life time, i.e. 
smallest slope) will be overestimated compared tothat of negative muons. The "stability" 
over different fit intervals has been the criterion for choosing the value of the constant 
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Figure 10: Momentum and zenith angle distributions of accepted events. The measured 
intensity of the vertical muon fiux is shown for comparison (Allkofer, Carstensen and Dau 
[20]). 
measurement clone up to 22 ps in which the background could be seen in the last bins 
separated from the decay exponentials. The background was afterwards subtracted from 
the data before fitting the two numbers, N0 and R(p+ jp-). 
The present measurement results in R(J-l+ / J-L-) = 1.30 ± 0.05 (Fig. 11), a value slightly 
different from the preliminary measurement with only 10 detector modules [21]. From the 
MC simulations it is estimated that the muon momentum is between 0.6 and 1.2 Ge V je 
with a mean value of 0.86 Ge V j c and the mean zenith angle is 26°. The error in R is 
that of the corresponding parameter in the fit procedure. Fig. 9b illustrates the quality 
of the data. With sufficient statistics the difference between the data and the positive 
muon decay curve is clearly visible. A decrease of this quality (by lowering the statistics) 
makes the result of the fit more dependent on the fit conditions, i.e. the first affected is 
the "stability" discussed above. 
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Figure 11: Seleeted results from Fig. 1 for muon momentum < 2 GeVJe. •- present 
result at mean momentum 0.86 Ge V Je. 
5 Conclusions 
A eompaet detector has been set up by applying a modified method of delayed eoineidenees 
to determine the eharge ratio of eosmie ray muons below 1 Ge V Je, using a eonfiguration 
initially designed for prototype studies of high energy muon speetrometry (22]. The alu-
minum as absorber material leads for negative muons to a signifieant differenee in the 
mean life time eompared to that of the free deeay of positive muons, deteetable with sim-
ple time eleetronies and suffieiently high rates. A first measurement of the eharge ratio 
of positive to negative muons with a mean momentum of 0.86 Ge V Je and a mean zenith 
angle of 26° gives 1.30 ± 0.05 and demonstrates the eapability of the deteetor. 
The method overeomes the diffieulties of magnetie spectrometer experiments with a bet-
ter diserimination of muons by the deteetion of their deeay eleetrons. The baekground 
ean be further redueed when surrounding the detector modules with anti-eounters. This 
is important for teleseope measurements with inclinations, where the muon flux will drop 
while the baekground inereases. Due to the original experimental purpose the WILLI set-
up eontains lead absorbers. The lead, however, plays no signifieant role for the present 
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studies, but it reduces the contribution of aluminum by absorbing low energy decay elec-
trons. It is also possible to extend the measurement of the decay exponentials into a 
region were the separation could be better, as long as the required statistics remains rea-
sonable. Such a modified version is now under construction for systematic measurements 
of the charge ratio of the inclusive muon flux with different conditions. 
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6 Appendix 
Table 2 compiles experimental results, shown in Fig. 1 and 11, indicating the exper-
imental method used and the reference. The geomagnetic cut-off (Re) is calculated by 
interpolating a two dimensional grid (latitude and longitude) for the geographicallocation 
of the particular experiment [23]. 
Table 2: Method: A- delayed coincidences, B- magnetic spectrometer. 
Author/Ref. p~ean [Ge V Je] R(!-l+ I 1-l-) Method Re [GV] 
Conversi [11] 0.4 1.24 ±0.05 A 6.4 
Conversi [11] 0.35 1.24 ±0.15 A 1.9 






Moroney [25] 0.6 1.14 ±0.07 B 3.0 
1.6 1.20 ±0.07 
1.7 1.16 ±0.10 
2.6 1.39 ±0.12 
3.4 1.28 ±0.08 
4.3 1.36 ±0.12 
9.0 1.38 ±0.12 
Fukui [26] 0.85 0.88 ±0.13 B 12.2 
1.71 1.03 ±0.11 
3.72 1.27 ±0.14 
10. 1.27 ±0.15 
Holmes [27] 6.7 1.39 ±0.08 B 2.9 
11. 1.35 ±0.08 
18. 1.29 ±0.08 





Author/Ref. r;ean [Ge V /c] R(ll;+ I f-l-) Method Re [GV] 
Coates [29] 4.32 1.33 ±0.10 B 2.6 
Rastin [31] 4.3 1.217±0.033 B 2.6 
Kawaguchi [32] 7.4 1.284±0.094 B 12.0 
10.6 1.249±0.076 
15.3 1.312±0.068 
Allkofer [34] 0.325 0.98 ±0.13 B 14.1 
0.515 1.25 ±0.13 
0.71 1.46 ±0.20 
0.995 1.50 ±0.13 
1.4 1.20 ±0.12 
2.42 1.64 ±0.12 
5.4 . 1.32 ±0.12 
13. 0.95 ±0.14 
19. 1.07 ±0.18 
Baber [35] 4.0 1.22 ±0.04 B 2.6 
6.1 1.27 ±0.04 
9.2 1.26 ±0.06 
12.4 1.25 ±0.08 
17.1 1.27 ±0.09 










Allkofer [38] 0.46 1.17 ±0.11 B 14.1 
0.90 1.43 ±0.10 
19 
( continuation) 
Author/Ref. p:ean [Ge V /c] R(f-l+ I !F) Method Re [GY] 
1.60 1.51 ±0.10 
2.40 1.71 ±0.14 
3.80 1.36 ±0.10 
11.40 1.06 ±0.07 
0.46 1.37 ±0.14 2.3 
0.90 1.41 ±0.10 
1.60 1.51 ±0.12 
2.40 1.66 ±0.16 
3.80 1.53 ±0.14 
11.40 1.22 ±0.10 
Abdel-Monem [41] 3. 1.20 ±0.06 B 4.8 
5.3 1.24 ±0.07 
8.4 1.26 ±0.11 
12.1 1.24 ±0.12 
18.8 1.24 ±0.15 







Burnett [39] 14.4 1.32 ±0.05 B 5.8 
17.4 1.25 ±0.05 
Singhal [12] 0.23 1.02 ±0.17 A 15.6 
0.31 1.24 ±0.23 
0.52 0.99 ±0.17 
0.74 1.46 ±0.24 





















Stephens [45] 0.8 0.97 ±0.06 B 4.9 
0.9 0.9.5 ±0.05 
1.0 1.04 ±0.04 
2.0 1.12 ±0.03 
3.0 1.18 ±0.03 
8.0 1.27 ±0.03 
10. 1.44 ±0.07 
11.2 1.26 ±0.07 
13.0 1.17 ±0.06 
15.3 1.23 ±0.05 
18.1 1.14 ±0.04 
Basini [46] 0.3 0.97 ±0.09 B 0.7 
0.46 1.02 ±0.07 
0.62 1.01 ±0.06 
0.83 1.13 ±0.05 
1.2 1.17 ±0.04 
21 
( continuation) 
Author/Ref. p:ean [Ge V Je] R(!-l+ I f-l ) Method Re [GV] 
1.94 1.17 ±0.04 
3.5 1.22 ±0.03 
8.0 1.18 ±0.03 
Grandegger [16] 5.1 1.32 ±0.04 A 2.9 
Jannakos [17] 5.1 1.28 ±0.02 A 2.9 
Basini [8] 0.49 1.08 ±0.24 B 4.3 
0.82 1.22 ±0.26 
1.24 1.13 ±0.18 
Krizmanic [9] 0.44 1.12 ±0.27 B 0.4 
Schneider [47] 0.59 1.17 ±0.04 B 4.3 
Tarle [10] 0.59 1.081±0.054 B 0.4 
WILLI, this work 0.86 1.30 ±0.05 A 5.6 
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