Two Prüfer Domain Counterexamples  by Loper, K.Alan
Journal of Algebra 221, 630–643 (1999)
Article ID jabr.1999.8010, available online at http://www.idealibrary.com on
Two Pru¨fer Domain Counterexamples
K. Alan Loper
Department of Mathematics, Ohio State University-Newark,
1179 University Drive, Newark, Ohio 43055
Communicated by Craig Huneke
Received January 5, 1998
1. INTRODUCTION
It is well known that every integrally closed domain can be expressed
as an intersection of valuation domains. It seems reasonable then, when
searching for examples of integral domains with particular properties, to
attempt the construction by intersecting a carefully chosen collection of
valuation domains. In this article we use this technique to answer two ques-
tions concerning Pru¨fer domains which were raised in the literature.
The first question deals with generators of maximal ideals. It is well
known that if every maximal ideal of a Dedekind domain D is principal,
then D is a PID. In the more general situation where D is a Pru¨fer domain,
nonmaximal prime ideals are never finitely generated and maximal ideals
are not necessarily finitely generated. However, finitely generated maximal
ideals can occur in Pru¨fer domains which are not Dedekind domains. In
line with this, Monte Boisen posed the following question at a conference
in Nebraska in 1974.
Question 1. Let D be a Pru¨fer domain whose maximal ideals are all
principal. Is D a Bezout domain?
This question was restated in a paper of Fontana and Gabelli [1]. In
that paper, they used the above problem as motivation to ask the related
question of when the ideal class group of a Pru¨fer domain is generated by
the classes of the invertible maximal ideals. They gave a very satisfactory
answer to this question, but left Boisen’s question unsolved. In this article
we construct an example which gives a negative answer to Boisen’s question.
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The second question deals with divisorial ideals in Pru¨fer domains. In
particular, the following theorem appears in a book [2, Theorem 4.1.22]
concerning Pru¨fer domains by Fontana, Huckaba, and Papick.
Theorem 1.1. Let R be a Pru¨fer domain of dimension ≤ 2 and let P ∈
SpecR. Then P = Pv if and only if P−1 6= R.
In the discussion following this theorem, the authors note that coun-
terexamples to this result exist if R is allowed to be infinite dimensional,
but they note that it is unknown whether the result holds for finite dimen-
sional Pru¨fer domains. Hence, our second question is as follows:
Question 2. Does there exist a finite-dimensional Pru¨fer domain which
does not satisfy the conclusion of Theorem 1.1?
In this article we construct a three-dimensional Pru¨fer domain for which
the conclusion of Theorem 1.1 does not hold. So, in some sense, Theorem
1.1 is a best possible result.
2. BACKGROUND RESULTS
In this section we give some background results concerning construction
of valuation domains and intersections of valuation domains which we use
in the two constructions.
We begin with three results concerning a certain Pru¨fer domain con-
struction given in [5]. Theorem 2.1 is the basic result around which both
constructions are built.
Theorem 2.1 (5, Corollary 2.6). Suppose D is a domain with field of
fractions K and that f x ∈ Dx is a nonconstant, monic polynomial of
degree n. Let B = Vii ∈ 3 be a collection of valuation overrings of D such
that f x does not have a root in the residue field of any Vi ∈ B and let
T = Ti∈3 Vi. Then T is a Pru¨fer domain.
Theorem 2.2 (5, Theorem 2.5). Suppose D is a Pru¨fer domain as con-
structed in Theorem 2.1. Also suppose that I is a finitely generated ideal of D.
Then Im is a principal ideal for some positive integer m.
Theorem 2.3 (5, Corollary 2.3). Suppose that V is a valuation domain
with quotient field K. Suppose also that f x ∈ V x is a monic, nonconstant
polynomial of degree n which does not have a root in the residue field of V . Let
v be a valuation on K corresponding to V and let α;β be nonzero elements
of K. Then vβnf  α
β
 = minnvα; nvβ.
Now we turn to a means of constructing valuation overrings of integral
domains which is utilized in our first construction.
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Definition 2.4 (See 19.1 of 3). Let M be a prime ideal of a domain D.
We say that M is P-adic provided it satisfies the following conditions.
1. If d1 ∈ Mt −Mt+1 and d2 ∈ Mr −Mr+1 then d1d2 ∈ Mt+r −
Mt+r+1. (Here t and r are nonnegative integers and M0 = D.)
2.
T
n∈Z+Mn = 0.
For justification of the next three results, see the discussion on pp. 224–
227 of [3].
Proposition 2.5. Suppose that D is a domain with quotient field F and
that M is a P-adic ideal of D. Define a function vM from D−0 to Z+
S0
by vMd = t where d ∈Mt −Mt+1. Then vM extends to a valuation on F .
The valuation defined in the above proposition is known as the M-adic
valuation on F .
Proposition 2.6. Let F be a field and let M be the ideal generated by x1
and x2 in the domain Fxλλ∈3. (Here the xλ’s are indeterminates and
x1; x2 ∈ xλ.) Then M is P-adic.
Note. The passage from [3] cited above as justification for Proposi-
tion 2.6 actually deals with the ideal generated by all of the indeterminates.
However, the proof extends easily to the case given above.
The M-adic value of a polynomial in Fxλλ∈3 as in the preceding
proposition is the order of the polynomial with respect to x1 and x2.
Proposition 2.7. Let D be a factorial domain and let M be a principal
prime ideal of D. Then M is P-adic.
Now we utilize some ideas from the theory of integer-valued polynomials
to construct a new class of valuation domains which are useful in our second
construction.
These domains will be subrings of the field Qx; y of rational functions
in two variables over Q and the definition will involve evaluating these
rational functions at both x and y. It turns out that it is nontrivial in making
such an evaluation to specify the order of evaluation. So, for example, if
we wish to evaluate the rational function f x; y = x
x+y at 0; 0, we find
that the result is 0 if we substitute for x first and the result is 1 if we
substitute for y first. In what follows, we adopt the convention that we
always substitute for x first. Moreover, after substituting for x, we simplify
the resulting fraction before substituting for y. So, as in the example above
x
x+0 = 1 and 00+y = 0.
Definition 2.8. Let p ∈ Z be a prime number, let vp be the p-adic
valuation (normalized) on the field of p-adic numbers and let α;β be p-
adic integers. Then let Vp; α;β = φx; y ∈ Qx; yvpφα;β ≥ 0.
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Proposition 2.9. Let p;α;β be as in Definition 2.8. Then the following
hold:
1. Vp; α;β is a valuation domain with quotient field Qx; y.
2. The maximal ideal of Vp; α;β is generated by p.
3. The residue field of Vp; α;β is the finite field of p elements.
4. If α and β are both transcendental over Q and are algebraically in-
dependent over Q, then Vp; α;β is one dimensional.
Proof. The first three claims are obvious.
Suppose that α and β are both transcendental over Q and are alge-
braically independent over Q. We prove the fourth claim. Let M be the
maximal ideal of Vp; α;β and let φ be a nonzero element of M . Note
that our assumptions concerning α and β imply that φα;β 6= 0. Let
vpφα;β = m. Then vppm/φα; β = 0 and so pm/φ ∈ Vp; α;β. It
follows that p, and hence all of M , is contained in the radical of the ideal
generated by φ. Hence, M must have height 1.
Finally, we alter Definition 2.8 slightly to obtain more valuation domains
which are of use in the second construction.
Definition 2.10. Let a; b ∈ Z. Then let V0; a; b = φx; y ∈
Qx; yφa; b ∈ Q.
Definition 2.11. Let a ∈ Z. Then let V0; a; y = φx; y ∈
Qx; yφa; y ∈ Qy.
Lemma 2.12. Let p be a prime number and let a; b ∈ Z. Then V0; a; b is
an overring of Vp; a; b and V0; a; y is an overring of V0; a; b. Moreover, V0; a; b
and V0; a; y are independent of the value of p.
Proof. Obvious.
3. CONSTRUCTION 1
In this section we construct a counterexample to Question 1. We begin
by outlining the steps involved in the construction.
1. We begin with the ring D1 = Qx1; x2; x3; ::: of polynomials in
a countably infinite number of indeterminates over the field Q of rational
numbers.
2. We choose a collection of P-adic ideals of D1.
3. We say D2 is the intersection of the valuation domains chosen
in the previous step and prove that D2 is a Dedekind domain with class
number 2.
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4. We pull each valuation overring of D2 back to a rank 2 valuation
domain.
5. We let D3 be the intersection of the valuation domains constructed
in step 4.
6. We prove that
(a) D3 is a Pru¨fer domain (by Theorem 2.1).
(b) The only maximal ideals of D3 are those contracted from the
maximal ideals of the valuation domains constructed in Step 4.
(c) Each maximal ideal of D3 is principal.
(d) D3 is not a Bezout domain.
Now we proceed with the construction in more detail.
Step 1. Let D1 = Qx1; x2; x3; : : : be the ring of polynomials in a
countably infinite number of indeterminates over the field Q of rational
numbers and let K be the quotient field of D1.
Step 2. Let M = x1; x2 be the ideal of D1 generated by x1 and x2.
• Proposition 2.6 implies that M is P-adic. Let vM represent the M-
adic valuation on K and let VM represent the corresponding valuation do-
main. Assume that vM is normalized.
• For each irreducible polynomial φ in M , let Mφ represent the prin-
cipal prime ideal of D1 generated by φ. Then each Mφ is P-adic by Propo-
sition 2.7. For each φ, let vφ be the Mφ-adic valuation on K and let Vφ be
the corresponding valuation domain. Assume that each vφ is normalized.
It is easy to see that the residue field of VM has the form Fy where
F = Qx3; x4; : : : and y is the image of x1/x2. Indeed, the residue field of
VM is isomorphic to K. Note, in particular, that the polynomial x2 + 1 is
irreducible over the residue field of VM .
Along the same line of thinking, let C = Vφφ ∈ M is irreducible and
x2 + 1 has no roots in the residue field of Vφ.
Step 3. Let D2 = 
T
Vφ∈C Vφ
T
VM . We need to show first that D2 is a
Dedekind domain, and then that it has class number 2.
Proposition 3.1. D2 is a Dedekind domain.
Proof. The valuation domains in C were chosen so that x2 + 1 is irre-
ducible over the residue field of each. We have also noted that x2 + 1 is
irreducible over the residue field of VM . It is then immediate from Theorem
2.1 that D2 is a Pru¨fer domain.
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It is also easily seen that each of the valuation domains intersected to
form D2 is rank-1 discrete and that the intersection is locally finite. Hence,
D is a Krull domain.
It is well known that a domain which is both a Krull domain and a Pru¨fer
domain is a Dedekind domain.
Proposition 3.2. D2 has class number 2.
Proof. Note first that since D2 is a Dedekind domain then the maximal
ideals of D2 are exactly the ideals contracted from the maximal ideals of the
valuation domains in C along with the ideal contracted from the maximal
ideal of VM . Let P be the ideal of D2 contracted from the maximal ideal of
VM and let ψ = x21 + x22. Then ψ is a unit in each Vφ ∈ C and vMψ = 2.
Also note that D2 1ψ  is equal to
T
Vφ∈C Vφ which is a localization of the
factorial domain, D1, and hence is a PID.
So we can infer that the ideal class group of D2 is generated by the ideal
class containing P and that this class has order at most 2. To complete
the proof, we need to demonstrate that there does not exist an element
α ∈ P such that vMα = 1 and vφα = 0 for all Vφ ∈ C. The proof is
accomplished in several steps.
1. First we characterize the irreducible polynomials φ ∈M such that
x2 + 1 has a root in the residue field of Vφ. In particular, these polynomi-
als are exactly those irreducible polynomials in M which can be expressed
in the form bτ2 + ρ2 with b ∈ Q; τ; ρ ∈ M and τ and ρ having no com-
mon factors in D1. (In fact, since we are really characterizing the valuation
domains Vφ, the constant b can be disregarded without loss of generality.)
To see this, first note that if φ = τ2 + ρ2 with φ ∈ M and τ and ρ
having no common factors in D1, then
τ
ρ
corresponds to a root of x2 + 1 in
the residue field of Vφ.
Conversely, suppose that φ ∈ M is an irreducible polynomial such that
x2 + 1 has a root in the residue field of Vφ. Then there exists a rational
function θ
δ
∈ Vφ with θ; δ ∈ D1 such that φ divides θ2/δ2 + 1 in Vφ. Clearly,
we can assume that the fraction θ
δ
is in lowest terms and that φ does not
divide δ in D1. It follows then that φ divides θ2 + δ2 in D1. Note however
that D1i is a factorial domain and that θ2 + δ2 factors as θ+ iδθ− iδ.
Since θ and δ have no common factors in D1 this implies that φ can be
expressed (up to multiplication by a constant) as τ + iρτ − iρ = τ2 +
ρ2. Finally, the conclusion that τ and ρ have no common factors follows
from the assumption that φ is irreducible.
2. Now suppose that α ∈ P such that vφα = 0 for all Vφ ∈ C. Write
α = h
g
with h; g ∈ D1 and h; g having no common factors. Then for any φ
which is an irreducible factor of either h or g we have Vφ 6∈ C. Since the
product of polynomials which can be expressed as a sum of two squares can
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also be expressed as a sum of two squares the previous paragraph implies
that h and g can be written (up to multiplication by a constant) as sums of
two squares. Then, using f x = x2 + 1, Theorem 2.3 implies that vMα is
the minimum of a set of two even numbers and hence is even. In particular,
vMα cannot equal one and so P is not principal. It follows that D2 has
class number 2.
Step 4. It follows from the fact that D2 is a Dedekind domain that the
valuation overrings are exactly those used in the construction. Clearly, this
collection of valuation domains is countable. So, we designate VM as V0 and
enumerate the valuation domains in C as V1; V2; V3; : : :. In this step we
will extend each Vi to a rank 2 valuation domain.
• Recall that the residue field of VM = V0 is isomorphic to
Qyx3; x4; x5; : : : with x1/x2 playing the role of y. Consider the
subring Qyx3; x4; x5; : : : and then consider the principal prime ideal
generated by x3. As before, note that this ideal is P-adic and let W0 be
the corresponding valuation subring of Qyx3; x4; x5; : : :. Let V ∗0 de-
note the pullback of W0 to a rank 2 valuation domain with quotient field
Qx1; x2; x3; : : :. Two facts are then evident.
1. The maximal ideal of V ∗0 is generated by x3.
2. The residue field of V ∗0 is isomorphic to Qyx4; x5; x6; : : :
with x1/x2 playing the role of y. In particular, note that the polynomial
x2 + 1 does not have a root in the residue field of V ∗0 .
• For i > 0, recall that Vi was defined as Vφ for some polynomial φ in
the ideal generated by x1 and x2 in the ring Qx1; x2; x3; : : :. Let φi des-
ignate the polynomial used to define Vi. Note that the standard expression
of φi involves only a finite number of the indeterminates x1; x2; x3; x4; : : : :
Let n0 = 2. For each i > 1 choose a positive integer ni so that:
1. ni is greater than each integer j such that xj is involved in the
expression of φi.
2. ni > ni−1.
• Now consider the residue field of Vi for i > 0. Since φi is a poly-
nomial it is clear that the residue field is isomorphic to Fixni+1; xni+2;
xni+3; : : : where Fi is an algebraic function field. The key thing to note
about Fi is that, by the choice of the valuation domains Vi in C, Fi
does not contain a root to the polynomial x2 + 1. Consider the subring
Fixni+1; xni+2; xni+3; : : : and then consider the principal prime ideal gen-
erated by xni+1. As before, note that this ideal is P-adic and let Wi be the
corresponding valuation subring of Fixni+1; xni+2; xni+3; : : :. Let V ∗i de-
note the pullback of Wi to a rank 2 valuation domain with quotient field
Qx1; x2; x3; : : :: As with V ∗0 two facts are then evident.
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1. The maximal ideal of V ∗i is generated by xni+1.
2. The residue field of V ∗i is isomorphic to Fixni+2; xni+3;
xni+4; : : :. In particular, note that the polynomial x2 + 1 does not have a
root in the residue field of V ∗i .
Step 5. Let D3 =
Ti=∞
i=0 V
∗
i .
Step 6. In this step, we prove four propositions which together demon-
strate that D3 is a Pru¨fer domain which has all maximal ideals principal
and which is not a Bezout domain. In particular, we prove that D3 gives a
negative answer to Boisen’s question.
Proposition 3.3. D3 is a Pru¨fer domain.
Proof. It was demonstrated in Step 4 that the polynomial x2 + 1 fails to
have a root in the residue field of each Vi. The result then follows immedi-
ately from Theorem 1.2.
Recall that D1 = Qx1; x2; x3; : : :.
Proposition 3.4. For each i let Mi denote the maximal ideal of D3 con-
tracted from the maximal ideal of V ∗i . Then each Mi is a principal ideal gen-
erated by xni+1.
Proof. It is evident that for each i the element xni+1 is contained in Mj
only for i = j. Since xni+1 generates the maximal ideal of V ∗i for each i the
result follows.
Following Gilmer and Heinzer in [4] we say that an intersection T =T
λ∈3 Vλ of valuation domains is irredundant provided T 6=
T
3−j Vλ for
each j ∈ 3. The next result then follows easily.
Corollary 3.5. The intersection D3 =
Ti=∞
i=0 V
∗
i is irredundant.
The next result is a paraphrased version of Corollary 1.11 of [4].
Proposition 3.6. Suppose that T is a Pru¨fer domain and that T =T
λ∈3 Vλ of valuation domains is an irredundant intersection of valuation do-
mains. Suppose also that d ∈ T is a nonunit in only finitely many of the Vλ.
Then the collection of maximal ideals of T contracted from the maximal ide-
als to the Vλs in which d is a nonunit is exactly the set of all maximal ideals
of T which contain d.
Proposition 3.7. The maximal ideals Mi of D3 contracted from the val-
uations V ∗i are the only maximal ideals of D3.
638 k. alan loper
Proof. This follows immediately from Proposition 3.6 if we can demon-
strate that the intersection D3 =
Ti=∞
i=0 V
∗
i is locally finite. Let
ψ
θ
∈ D3 −0
with ψ; θ ∈ D1. To show that viψθ  > 0 for only finitely many values of i
it is sufficient to prove that viψ > 0 for only finitely many values of i.
To prove this, suppose that there are infinitely many values of i such that
viψ > 0. Then for each such i, we can find hix and kix ∈ D1 =
Qx1; x2; x3; : : : such that ψ = hiφi + kixni+1. Observe that φi
never involves the variable xni+1 and then rewrite the preceding equation
so that ψ is represented as a polynomial in the variable xni+1 to obtain
ψ = h∗i φi + k∗i xni+1 with h∗i not involving the variable xni+1. If we
observe that ψ only involves a finite number of variables, then it follows
that k∗i = 0 for all sufficiently large values of i. This, in turn, implies that
ψ is divisible in D1 by φi for infinitely many values of i. This is impossible.
The result then follows.
Proposition 3.8. D3 is not a Bezout domain.
Proof. This is obvious since D2 is an overring of D3 which is not a
Bezout domain.
We close this section by noting that it is easy to see that the domain
D3 actually belongs to a very specialized class of Pru¨fer domains known as
generalized Dedekind domains (see Corollary 5.4.10 of [2]). So the above
example constitutes a very strong negative answer to Boisen’s question.
4. CONSTRUCTION 2
In this section we construct a counterexample to Question 2. As in the
previous section, we list the steps involved in the construction briefly first
and then again in more detail.
1. We construct a collection Vii ∈ Z+ of valuation subrings of
Qx; y using Definition 2.8. V1 will be three dimensional and Vi will be
one dimensional for i > 1.
2. We let D = Ti=∞i=1 Vi and use Theorem 2.1 to prove that D is a
Pru¨fer domain.
3. Let Mi be the maximal ideal of D contracted from the maximal
ideal of Vi. Let Mx and Mx; y designate the height-1 and height-2 prime
ideals contained in M1.
4. We prove that Mx is the prime ideal which fails to satisfy the con-
clusion of Theorem 1.1 by means of the following steps.
(a) We prove that Mx; y is divisorial. Hence, M−1x 6= D.
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(b) We prove that every principal fractional ideal of D either con-
tains Mx; y or fails to contain Mx. Hence, Mx is not divisorial.
Step 1. 1. Let S = pii ∈ Z+ be the prime numbers which are con-
gruent to 3 modulo 4 listed in ascending order. So, p1 = 3; p2 = 7; p3 =
11; p4 = 19; : : : :
2. For each pi choose pi-adic integers αi; βi as
(a) α1 = β1 = 0.
(b) For i > 1 the following properties hold:
i. αi and βi are both transcendental over Q and are algebraically
independent over Q.
ii. vpiαi = 2i and vpiβi = i.
3. For each i let Vi = Vpi; αi; βi
Step 2. Let D = Ti=∞i=1 Vi.
The following result then follows easily.
Proposition 4.1. D is a Pru¨fer domain.
Proof. Proposition 2.9 implies that the residue field of Vi is a finite field
with pi elements for each i. Since each pi is congruent to 3 modulo 4, the
polynomial t2 + 1 has no roots in the residue field of each Vi. The result
then follows immediately from Theorem 2.1.
Step 3. For each i, let Mi designate the maximal ideal of D contracted
from the maximal ideal of Vi. We note the following facts.
1. M1 is a height-3 prime ideal. It contains the height-2 prime ideal
Mx; y (contracted from the maximal ideal of V0; 0; 0) and the height-1
prime ideal Mx (contracted from the maximal ideal of V0; 0; y).
2. Mi is a height-1 prime ideal for i > 1 since Vi is one dimensional
for i > 1.
Step 4. In this step we demonstrate that Mx is the prime ideal which
fails to satisfy the conclusion of Theorem 1.1.
We begin by demonstrating that M−1x 6= D. We break the argument into
a sequence of three propositions.
Proposition 4.2. Each Mi is a principal ideal generated by pi.
Proof. We have already observed that the maximal ideal of each Vi is
a principal ideal, generated by pi. The result then follows easily from the
observation that each pi is a unit in each Vj when j 6= i.
Proposition 4.3. Mx; y is a divisorial ideal.
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Proof. Clearly, Mx; y =
Ti=∞
i=1 M
i
1. Since M1 is a principal ideal, the
result follows.
Proposition 4.4. M−1x 6= D
Proof. Since Mx; y is a divisorial ideal, we know that Mxv ⊆ Mx; y.
Since Mxv = Mx−1−1 the result follows.
Now we demonstrate that Mx is not divisorial. Again the proof will con-
sist of several propositions.
Proposition 4.5. A prime ideal of D is divisorial if and only it can be
expressed as the intersection of integral principal ideals.
Proof. Suppose that a prime ideal P of D can be expressed as the in-
tersection of integral principal ideals. Then P is divisorial by definition.
Suppose that a nonmaximal prime ideal P of D is divisorial. Then P can
be expressed as an intersection
T
λ∈3 Iλ of fractional principal ideals. For
each λ ∈ 3 let Jλ = Iλ
T
D. Then each Jλ is a finitely generated integral
ideal of D. Theorem 2.2 implies that for each λ there exists a positive
integer nλ such that J
nλ
λ is a principal ideal. Note that P is a nonmaximal
prime in a Pru¨fer domain and hence is not finitely generated. It follows that
P ⊆ Jλ implies P ⊆ Jnλλ . Then P =
T
λ∈3 J
nλ
λ is the desired representation.
Proposition 4.6. Let D∗ = Ti=∞i=2 Vi. Then the valuation domain V0; 0; 0
is an overring of both D and D∗.
Proof. It is clear that V0; 0; 0 is an overring of V1 and hence of D. It
is less clear that it is an overring of D∗. Suppose that φ ∈ Qx; y and
φ 6∈ V0; 0; 0. We wish to show that φ 6∈ D∗. Let φ = f x; y/gx; y with
f; g ∈ Zx; y with f and g having no common factors. We consider two
cases.
1. Suppose that φ0; y is undefined. Then we can write gx; y =
xhx; y for some hx; y ∈ Zx; y and write f x; y = xk1x; y +
k2y with k1 ∈ Zx; y and k2 ∈ Zy − 0. It is easy to see that if vpiαi
is sufficiently large compared to vpiβi, then we have vpif αi; βi =
vpik2β and vpiα > vpik2βi. The result then follows for this case
from our choices of αi and βi.
2. Suppose that φ0; y is defined and φ0; 0 is not defined. Clearly
then, φ0; y 6= 0. It follows that we can write f x; y = xf1x; y + f2y
with f2y ∈ Zy − 0 and write gx; y = xg1x; y + yg2y with
g2y ∈ Zy − 0. Moreover, the assumption that φ0; 0 is not defined
implies that we can write φ0; y = f2y/yg2y = f3y/yg3y with
f30 6= 0. If vpiαi is sufficiently large compared to vpiβi, then we obtain
vpif αi; βi/gαi; βi = vpif2βi/yg2βi = vpif3βi/yg3βi.
Then the fact that f30 6= 0 implies that vpif3βi = vpif30 whenever
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vpiβ > vpif30. It then follows that for a sufficiently high choice of i
we have vpif αi; βi/gαi; βi = vpif3βi − vpiβg3βi < 0. The
result follows.
As in the first construction we follow Gilmer and Heinzer in [4] and
say that an intersection T = Tλ∈3 Vλ of valuation domains is irredundant
provided T 6= T3−j Vλ for each j ∈ 3.
Proposition 4.7. Both of the intersections D∗ = Ti=∞i=2 Vi and D =Ti=∞
i=1 Vi are irredundant.
Proof. This follows immediately from the fact that each pi is a unit in
Vj whenever j 6= i.
Proposition 4.8. Each principal ideal of D either contains Mx; y or fails
to contain Mx.
Proof. Suppose that d ∈ D such that the principal ideal I = d contains
Mx. Since Mi has height 1 for each i > 1, we know that M1 is the only Mi
which contains Mx and hence M1 is the only Mi which contains d. Thus,
ID∗ = D∗. However, Proposition 4.6 implies that Mx; yD∗ is a proper
prime ideal of D∗. So, in V1 the value of d is sufficiently small that d
generates an ideal which contains the ideal which contracts to Mx; y in D
and in each Vi for i > 1, d is a unit. It follows that I contains the ideal
Mx; y.
Corollary 4.9. Mx is not divisorial.
Proof. Proposition 4.5 indicates that Mx must be expressible as an in-
tersection of principal ideals to be divisorial. However, Proposition 4.8 in-
dicates that Mx; y is the interesction of all of the principal ideals which
contain Mx.
It should be pointed out that more can be said fairly easily concerning
the ideal structure of D. In fact, we can completely describe the spectrum
of D.
Proposition 4.10. Each nonzero prime ideal of D is either one of the Mi’s
or is Mx or is Mx; y.
Proof. Let S be the multiplicative set generated by pii ∈ Z+. Then
let DS = S−1D be the localization of D at S. Recall that each Mi is a
principal ideal generated by pi. It follows that the ideals Mi are the only
prime ideals of D which do not extend to proper prime ideals in DS . We
prove that DS = V0; 0; 0. The result follows immediately.
Let f x; y and gx; y be nonzero polynomials in Zx; y. Our goal is to
show that either f/g or g/f lies in DS . This will show that DS is a valuation
domain. It will then follow from Proposition 4.6 that DS = V0; 0; 0.
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Consider just the polynomial f momentarily. We describe four classes
of polynomials, exactly one of which contains f . To construct these classes
consider elements of Zx; y as being polynomials in the single variable x.
Note that this means that the constant term is a polynomial in the single
variable y. So, given any nonzero polynomial hx; y ∈ Zx; y, we write it
in the form
∗ ∗ hx; y = xthk1x; y + yrhk2y + b
with k2y ∈ Zy and b ∈ Z and k1x; y either 0 or not a multiple of x.
Class 1. The set of all polynomials with the “pure” constant term (b)
not equal to zero.
Class 2. The set of all polynomials with zero pure constant term, but
with a nonzero constant term when considered as a polynomial in x. (I.e.
b = 0, rh > 0, and k2y 6= 0.)
Note that the polynomial k1x; y can be decomposed in the same man-
ner that h was decomposed in ∗∗, but the specification that k1x; y not be
a multiple of x implies that k1 must fit into either Class 1 or 2.
Class 3. b = 0, k2y = 0, and k1x; y in Class 1.
Class 4. b = 0, k2y = 0, and k1x; y in Class 2.
Now, again consider the polynomial f . It follows from the representation
∗∗ that for all but finitely many values of i we have
1. If f is in Class 1, then vpif αi; βi = 0.
2. If f is in Class 2, then vpif αi; βi = cf i for some positive
integer cf dependent only on f .
3. If f is in Class 3, then vpif αi; βi = cf 2i for some positive
integer cf dependent only on f .
4. If f is in Class 4, then vpif αi; βi = cf i2i for some positive
integer cf dependent only on f .
Similarly, we can place gx; y in one of Classes 1–4 and find a constant
cg corresponding to cf as above if g is in one of Classes 2–4.
Suppose that f is in Class jf and g is in Class jg. Then for all but finitely
many values of i
• If jf > jg, then vpif αi; βi/gαi; βi ≥ 0
• If jf = jg and cf ≥ cg, then vpif αi; βi/gαi; βi ≥ 0
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Results corresponding to the above two statements hold when f and g
are reversed.
Finally, since all but finitely many values of i lead to one of the above
conclusions we infer that either f/g or g/f lies in DS as desired. This
concludes the proof of Proposition 4.10.
Note that we have demonstrated that D is a Pru¨fer domain with all max-
imal ideals principal. It is reasonable to ask then whether this example
which answers Question 2 is also an answer to Question 1. In particular, is
D a Bezout domain? If D is not a Bezout domain then the same example
provides an answer to both Questions 1 and 2. However, Corollary 1.8 of
[1] implies that D is a Bezout domain since DS is a valuation domain and
hence is a Bezout domain.
We close by noting that Definition 2.8 can be generalized by indexing the
valuation domains with some chosen number n of p-adic integers rather
than 2. In this way, comparable examples to the one given could be con-
structed with any finite dimension greater than 2.
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