Abstract-With the proliferation of cameras on mobile devices there is an increased desire to image document pages as an alternative to scanning. However, the quality of captured document images is often lower than its scanned equivalent due to hardware limitations and stability issues. In this context, automatic assessment of the quality of captured images is useful for many applications. Although there has been a lot of work on developing computational methods and creating standard datasets for natural scene image quality assessment, until recently quality estimation of camera captured document images has not been given much attention. One traditional quality indicator for document images is the Optical Character Recognition (OCR) accuracy. In this work, we present a dataset of camera captured document images containing varying levels of focal-blur introduced manually during capture. For each image we obtained the character level OCR accuracy. Our dataset can be used to evaluate methods for predicting OCR quality of captured documents as well as enhancements. In order to make the dataset publicly and freely available, originals from two existing datasets -University of Washington dataset and Tobacco Database were selected. We present a case study with three recent methods for predicting the OCR quality of images on our dataset.
I. INTRODUCTION
With the increasing quality of cameras on mobile devices, imaging document pages as an alternative to scanning is becoming more feasible ( [1] , [2] , [3] ). However, camera captured document images may suffer from degradations arising from the image acquisition process. One of the most frequently occurring distortions that affects captured image quality is blur. When taking a photo, there are different causes of blur. Figure  1 shows examples of (a) out-of-focus blur, (b) blur due to the motion of camera, and (c) blur due to limited depth of field which occurs when content is at different distances. This is especially apparent in close ups and with imaging devices that have a large aperture. Small, high-resolution cameras in smartphones are more susceptible to these distortions due to their relatively large apertures, and their light-weight and singlehand usage, which make them difficult to hold steady [4] .
In the presence of such distortions, the ability to automatically assess the quality of captured images is also becoming increasingly desirable. The required quality of a document image is usually constrained by the applications and usually with respect to human perception or machine readability. An important measure that reflects machine readability is Optical Character Recognition (OCR) accuracy. Predicting OCR accuracy is useful in many different applications. For example, it can be used for selecting the image which will produce the highest OCR accuracy among multiple images of the same document and providing feedback to user in case a re-capture is required. When capturing a document, it is often difficult for a user to determine whether an image is focused on a small mobile screen, so real-time methods for quality estimation can be especially useful [1] . For a large-scale document processing tasks, we can filter out highly degraded document image for which the OCR system would fail. Quality estimation of images has other applications in document analysis tasks including adjusting filters for restoration methods [5] , and identifying in-focus and out-of-focus areas of an image [6] .
While there has been a lot of work on the creation of standard datasets for scene images ( [7] , [8] , [9] ), the quality estimation of camera captured document images has not been given as much attention ( [1] , [10] , [11] ). In this work, our goal is to create a dataset of camera captured document images which can be used for the development of quality estimation methods on document images. We have made the dataset publicly and freely available to research community. We selected a set of high-quality document pages from public domain, and used a smart-phone camera for the creation of the dataset. A series of images with varying levels of blur were captured, and OCR accuracies of these images were obtained using three different OCR engines: ABBYY Finereader [12] , Tesseract [13] and Omnipage [14] . We evaluated the OCR results of each image against the ground-truth text files. 1 In this work we discuss in detail the creation and characteristics of our dataset. In addition, we present a case-study and discuss results of recent quality estimation methods on our dataset. We hope that our dataset will be useful for researchers working in the area of document image quality assessment.
The remainder of the paper is organized as follows. In Section II we present the related work on dataset creation for document image quality assessment. We provide details of our dataset in Section III. We then present a case study on OCR quality estimation in Section IV and conclude our paper in Section V.
II. RELATED WORK
In this section, we briefly review existing approaches on the creation of dataset for quality assessment of document images. More specifically we will focus on datasets for estimating OCR quality of document images.
Many datasets for assessing the quality of scanned document images have been discussed ( [5] , [15] , [16] ). One of the early works on predicting OCR accuracy was done by Blando et al. [15] . They used two sets of test data in their experiments. The first set was a subset of ISRI's Sample 2 data base [17] consisting of 460 pages. Each page was digitized at 300 dpi using a Fujitsu M3096M+ scanner. The second set consisted of 200 pages selected from 100 magazines that had the largest paid circulation in the U.S. in 1992. For each magazine, they selected two pages at random and each page was digitized (300 dpi) using a Fujitsu M3096G scanner. The images were binarized using a fixed threshold of 127 out of 255. They used a total of six OCR systems for processing their data sets and collected character accuracy for each image. In their evaluation, each character insertion, deletion, or substitution required to correct the generated OCR text was counted as an error. The character accuracy in their work is defined as:
where n is the total number of characters in the ground-truth text [17] .
Cannon et al. [5] focused on the quality of type-written document images and applied it for selecting the optimal restoration approach. They used five quality measures that assess the severity of background speckle, touching characters, and broken characters. They used a dataset of 139 document images with 300 dpi resolution. OmniPage Pro v8.0 was used to perform OCR and the character error rate of the corpus was found to be 20.27%. They further formed a sub-corpus of 41 documents having OCR character error rates between 20% and 50% to perform analysis on highly degraded images. They also created a small corpus of documents spanning a range of gradually decreasing quality by repeatedly photocopying a page from a book (a total of 9 versions). Each successive copy was degraded with background speckle, widened strokewidths, touching characters and other common attributes of lower quality document images.
Souza et al. [16] experimented with a database containing printed documents with a wide variety of font sizes, types and styles. They used a database consisting of 736 documents divided into three sets. Almost all of the images suffer from some type of degradation, such as broken characters, touching characters, salt-and-pepper noise, or the combination of two or more of these problems. Only one printed text line in English was used in all images and none of the images contained any graphics, tables, drawings or underlined text.
Zheng and Kanungo [18] proposed a morphological degradation model based restoration approach for document images. They created a dataset of 100 one-column pages of English Bible that were typeset using LATEX. One additional image was used to estimate pattern distributions. Although the text content of the additional image was different from that of the test images, its font and bigram symbol characteristics were kept similar to the test images. The 100 test images were degraded and categorized into ten groups based on their unique parameter set. They used FineReader 4.0 for OCR and reported reductions in OCR accuracy error rate at the character and word levels ranging from 3.4% to 41.5% and from 1.0% to 20.4% respectively for different sets of model parameters associated with the degraded images.
Zi [19] presented a document image degradation methodology which incorporated several common types of noise at the page and pixel levels. They developed a system to automatically generate ground truth and degraded images from electronic text. Using their approach, one can produce a complete set of ground truth (text-files and noise free images) which can be used in training or evaluating document analysis systems.
Kumar and Ramakrishnan [20] used a database of 132 annotated multi-script scanned document images comprised of different forms of degradation. They grouped all possible scenarios of the document image degradations to be assigned by a user in the form of a subjective score. Each document image was annotated by 6 users on a scale from 1-5. The dataset is limited to human annotated quality scores and no OCR related analysis was done.
Peng et al. [10] proposed an OCR based method which predicts the Normalized Word Error Rate (N-WER) of each document image where a high WER indicates a low image quality. They used a total number of 235 scanned and binarized Arabic text documents from a Field data set as original high-quality documents. They captured four degraded images using a digital camera of which two images suffered severe out-of focus blur, and one suffered slight out-of-focus blur. One "clean" image was also captured using an auto-focus feature. The WER for each document was calculated using BBN's OCR engine. The dataset is not available publicly for comparison and analysis of other approaches.
Antonacopoulos et al. [21] constructed a dataset consisting of a total of 740 text zone images from a collection of gray scale newspaper images with machine-printed English and Greek text. OCR output from FineReader 9 was used to obtain character level OCR accuracy associated with each image. Ye and Doermann selected a subset of 521 text zone images which contain more than 30 characters as an experimental set in their work on OCR quality prediction ( [11] , [22] ).
Most of the previous work on OCR quality prediction models is limited to scanned document images. The degradations and distortions associated with camera-captured images, however, are very different than scanned images ( [10] , [22] ). The work of Peng et al. [10] introduced an approach Fig. 2 . Creation of our Document Image Quality Assessment dataset. Images were captured from a fixed distance to include the whole page (including borders). The camera was focused at varying distances to generate a series of images with focal blur.
to create a camera-based document image dataset for OCR quality assessment. But the dataset consisted of only Arabic documents and it is not publicly available. In our work, we have chosen English documents from two publicly available datasets, and made our dataset freely available. Also, unlike [10] which allowed only three levels of degradation based on focus distances, we have captured 6-8 images per document to allow a more continuous OCR quality degradation.
III. DOCUMENT IMAGE QUALITY DATASET
In order to make our dataset available, a total of 25 documents from two publicly available data sets -University of Washington Dataset [23] and Tobacco Database [24] were selected. For each document, 6-8 images were taken from a fixed distance to capture the whole page. The camera was focused at varying distances to generate a series of images with focal blur (as illustrated in Figure 2 ). We used a smartphone 2 with a feature that triggers the camera hardware for focus when the capture button is pressed half-way. Between a fixed minimum and maximum distance to the document, users were instructed to first focus at any distance of their choice. Then a capture was triggered to include the whole document (including borders). The focus distance was decided by user and we did not calibrate distances across different captures. Other conditions including lighting and place of capture were kept the same for all documents. One of the shots taken was sharp, i.e., focus and capture is done at the same (fixed) distance. A total of 25 such sets, each consisting of 6-8 highresolution images (dimension: 3264×1840) were created using an Android phone with an 8 mega-pixel camera. The dataset has a total of 175 images. Figure 3 shows three sample images from our dataset, and the corresponding OCR accuracy.
We used three popular OCR engines to process the images: ABBYY FineReader 10 [12] , Tesseract [13] and Omnipage [14] . We used the batch-mode default settings and saved the generated text-files in the plain text format. We obtained character level accuracy for each captured image in our dataset 2 Motorola DroidX with Android using the ISRI-OCR evaluation tool [25] . The tool's program accuracy generates a character accuracy report when a correct and OCRed file is given. We used the program in the caseinsensitive mode. A character accuracy report consists of six sections. The first section specifies the number of characters in the ground truth, the number of errors made by the OCR engine, and the character accuracy (as percentage).
In our first release we provide the following for download: (1) 25 sets of camera captured images each containing 6-8 images of a particular document, (2) three OCR text files corresponding to three OCR engines used for each captured image and ground-truth text file, and (3) OCR accuracies associated with each captured image. Figure 4 , 5 and 6 shows the histograms of OCR accuracies in our dataset using FineReader, OmniPage and Tesseract respectively. As observed in Figure  6 , some documents have negative OCR accuracy when the number of errors is more than the number of characters (Equation 1). The number of characters is computed using the groundtruth file and errors are defined as the actual edit operations (character insertions, substitutions, and deletions). Negative OCR accuracy may occur in highly degraded document image when OCR engine treats some non-text regions (e.g. logo, figures) as text regions and generates text for these regions. In that case, extra deletion operations are required and the number of errors may be larger than the original number of characters in the groundtruth. Our dataset is publicly available for download at [26] . 
IV. CASE STUDY: OCR QUALITY PREDICTION
In this section we discuss results of three recent methods on quality assessment on our dataset. We used the OCR text output from ABBYY's FineReader in this case study. FineReader is a widely used OCR software [27] and provides the best performance among the three OCR softwares we have tested on our dataset. In this case study, we limit the evaluation to OCR text obtained using FineReader. 
A. Methods and Evaluation
We evaluated two unsupervised sharpness estimation methods for OCR quality prediction on our dataset. These methods were developed for estimating human-perceived sharpness of images. We are interested in evaluating whether the sharpness scores computed by these methods are good indicator of OCR quality. Additionally, we tested a supervised approach of Ye and Doermann [11] based on feature learning which showed promising results on a set of scanned gray-scale document images. The three methods selected are as follows: 1) Q: Zhu et al. [28] proposed a no-reference sharpness metric (Q) based on singular value decomposition (SVD) of the local image gradient matrix. The method was shown to perform well on the parametrization of an image restoration algorithm.
2) DOM: Kumar et al. [1] presented a fast sharpness estimation approach ( DOM) for smart-phone based document images where degradation is common due to defocus or camera-motion. Their experiments with a corpus of document images that they collected and labeled using workers from Amazon's Mechanical Turk show that the performance of their method is better than state-of-the-art perceptually-based models ( [29] , [30] ).
3) CORNIA: Ye and Doermann [11] proposed an unsupervised feature learning framework to learn effective features directly from the training data for predicting OCR accuracy of gray-scale document images. The first step in their approach involves extracting rawimage-patches from a set of unlabeled images to learn a dictionary using a clustering method. For the OCR quality prediction on a given image, a set of rawimage patches are extracted and encoded using the learned dictionary based on soft-assignment encoding with max pooling. In the last step, Support Vector Regressor (SVR) [31] is used to learn a mapping from the image features to an image quality score. By learning a compact set of filters CORNIA was shown to perform real-time quality estimation ( [32] , [22] ).
We used the MATLAB implementation provided by each of the authors for evaluation. First two methods do not require an explicit training phase, and the parameters were tuned based on cross-validation on different sets. For CORNIA, we used a 25-fold cross-validation scheme in which images from 24 sets were used for training and the remaining set was used for testing. This procedure was repeated for all 25 sets.
We used two metrics for evaluating the performance of different systems. The first was the Spearman Rank Order Correlation Coefficient (SROCC) to measure how well the rank assigned by each method correlate with the ranked OCR accuracies. The second was the Pearson (or Linear) Correlation Coefficient (LCC) to measure the linear dependence between scores and OCR accuracy. While SROCC is a monotonicity measure of a prediction model the second metric LCC measures the strength and the direction of a linear relationship ([33] , [34] ). Figure 7 summarizes the results of Spearman rank correlation (SROCC) values for 25 sets in our data. We computed the SROCC for each set using the scores computed by each method against the OCR accuracy. The top of the bars in Figure 7 indicate observation median and the line segments represent the 75th and 25th percentile. Of the three methods, DoM performed consistently well on all the sets, while Q and CORNIA showed relatively higher variation in results on different sets. A higher SROCC value indicates the method's ability to rank images for a particular document, and can be used to select the image with best OCR accuracy. Figure 8 shows the box-plot for Pearson correlation scores for 25 sets. Similar to previous plot, the bar shows the 75th and 25th percentile of scores. A good correlation score is needed for applications such as determining whether a captured image is good enough to keep or should be retaken. CORNIA performed better than other two approaches on modeling the linear relationship between two variables. When the goal of quality estimation is to predict the true quality score of images with different underlying content, CORNIA (or other supervised methods) usually outperforms unsupervised approaches.
B. Results and Discussion

V. CONCLUSION
We have created a dataset for evaluating document image quality assessment approaches. Our dataset and related data is publicly and freely available for download. To the best of our knowledge, this is the first publicly available dataset for camera captured document image quality assessment. This dataset will be useful to researchers working on the purposive evaluation of quality estimation methods for predicting the OCR quality of document images. The dataset has a total of 525 (175 × 3) OCR-text files from three popular OCR engines. Furthermore, we also obtained character level accuracy for each OCR-text file. In future versions of this dataset, we would like to obtain human-perceived quality of each image. We also plan to add images representing other distortions such as low-light and motion-blur to our dataset.
We also presented results of three recent methods on estimating the OCR quality of images based on output obtained from FineReader. Using two different evaluation measures we compared and discussed the advantages of three quality estimation approaches. Our case study showed that DOM is effective for ranking images based on OCR quality and CORNIA is effective for obtaining the true quality scores of document images.
