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Abstract
Calculating trajectories of small particles in numerical simulations of incompressible
fluids is of great importance for natural and industrial applications, yet it is a dif-
ficult and computationally expensive challenge. The problem involves interpolating
the fluid velocity field and its derivatives onto the location of the particle, calcu-
lating forces and torques, then integrating a set of rigid-body equations, hence this
amounts to an interesting challenge from a numerical point of view. In this paper
we investigate some computational methods for addressing this problem, including
using regularised Stokeslet solutions to the steady Stokes equations to approximate
the local fluid field around the particle. We show a simple equivalence between reg-
ularised Stokeslets and matrix-valued radial basis function (MRBF) interpolation,
which is a well posed interpolation method. The resulting rigid body ODEs can
be integrated using a splitting method that utilises the exact rigid body motion of
the particle. We show numerically, for a variety of Stokes regimes, that the pro-
posed interpolation and integration algorithm reduces error for trajectories of small
inertial ellipsoidal particles compared to conventional methods in discrete Taylor-
Green vortices, as an example. We also conduct experiments with 10,000 particles
and measure statistical quantities of the particle system as a discrete probability
distribution. We show that when compared to a polynomial interpolation scheme,
a cheaper MRBF scheme can lead to more accurate distributions, despite having
more error, when measured in a more traditional sense. This is numerical evidence
to support the claim that interpolation errors are “averaged out” in simulations of
many anisotropic particles when MRBF interpolation methods are used.
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1. Introduction
In this paper, we address methods for tracking pathlines of inertial, anisotropic
particles in discrete incompressible flow fields. This is a challenging issue since the
particles do not follow the pathlines of the fluid elements. Often, the trajectories
of millions of particles are needed to gain statistically reliable results hence the
calculation of these trajectories is a computational bottle-neck of these simulations
and there is a demand for cheaper methods. In particular, this problem involves
interpolating the fluid velocity and its derivatives at the location of the particle,
calculating the forces and torques on the particle and then integrating a resulting set
of 13 coupled ordinary differential equations (ODEs) in time. Being able to conduct
low-cost, large-scale studies has significant impact in the simulation of natural and
environmental processes, for example, paper making, the spread of pollutants in
the atmosphere, pharmaceutical processes, ice cloud dynamics, pollen dispersion,
migration of plankton, spread of micro-plastics in the ocean, the movement of nano
particles in the blood stream etc. (see [1] and references therein).
In application, pathlines of particles in complex flows are required that usually
involve a direct numerical simulation of the Navier-Stokes equations
ρ
(
∂u
∂t
+ (u · ∇)u
)
− µ∇2u = −∇p+ F and ∇ · u = 0, (1)
where u is the fluid velocity, p the pressure, F the body force and µ is the fluid
viscosity. This means that the background fluid field is available only at discrete
points in space and time and an interpolation scheme needs to be integrated into
the algorithm. A number of authors whom have carried out simulations of spherical
particles in numerical turbulence have claimed that the accuracy of the interpolation
method is unimportant in deriving convergent Lagrangian statistics [2, 3, 4, 5, 6, 7].
In particular, it is claimed that the individual errors of particles are “averaged
out” when considering statistical quantities of many particles and therefore a linear
interpolation scheme is said to be sufficient. While these claims may hold merit
when considering pathlines of spherical particles in weakly fluctuating flows, they
are not so strongly supported when treating non-spherical particles, nor in flows
that vary significantly across the grid cells. The former is due to the fact that
the rotational dynamics of non-spherical particles are strongly coupled with their
translational dynamics, which can have a large effect on the final position of the
particle due to the rich interplay between the rotational and translational terms
of the rigid-body equations. The latter is valid when simulating high Reynolds
number flows, where the length scales that need to be resolved become increasingly
small to resolve small fluctuations in the flow. In addition, the fluid field possesses
the fundamental quality of being divergence-free, a feature that is destroyed when
conventional interpolation techniques are implemented.
To fully resolve all the fluid length scales in direct numerical simulations, the
grid spacing ∆x is set to be smaller than the Kolmogorov length, which is the scale
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where viscous effects dissipate vortices and hence can be considered the smallest
length scale of the flow. At this scale the Reynolds number is low and the flow
can locally be considered Stokesian. An idea that we explore in this paper is to
use analytic solutions to the steady Stokes equations to do interpolation on discrete
solutions to equation (1). In particular, we consider an interpolation scheme where
we use scaled and shifted regularised Stokeslet solutions to the Stokes equation,
which were derived by Cortez [8]. A question that arises when considering a new
interpolation scheme, is whether or not the scheme is well-posed. That is, whether
or not an interpolating surface exists and if it is unique. This is equivalent to
asking if there exists an invertible interpolation matrix. We answer this question
using theory developed in the context of matrix-valued radial basis functions, which
is a well-studied interpolation scheme that is able to create divergence-free vector-
valued approximations to vector-valued data for almost no extra cost to a polynomial
scheme. The use of matrix-valued radial basis functions have a wide and far reaching
application in fluid dynamics [9, 10], deep learning [11], magnetohydrodynamics [12],
engineering [13] and other areas of computational sciences, (we refer to books by
Buhmann [14] and Wendland [15]) but there are less studies on their use in particle
dynamics and local interpolation on fluid fields. Matrix valued radial basis functions
have, however, been used to calculate pathlines of massless, spherical tracer particles
and were shown to supercede polynomial interpolation in terms of cost and accuracy
[16].
In addition to interpolation, we also focus on a numerical integration scheme.
In recent years, many numerical analysts have turned their attention towards geo-
metric numerical techniques for solving ODEs, a field called geometric integration
[17]. While conventional numerical schemes are largely focused purely on minimising
numerical error for general ODEs, geometric integration techniques exploit partic-
ular geometric features and structures of the specific ODE under study to produce
solutions that are qualitatively more accurate than conventional schemes. These
geometric methods have seen great success over all-purpose multi-stage and multi-
step methods, due to their ability to conserve and exploit particular features of the
problem. The ODEs governing the dynamics of inertial particles in viscous flows
carry features that make them suitable to geometric treatment, such as simple forc-
ing terms and rigid-body motion. When considered separately, these two terms can
be integrated exactly, which makes the resulting ODE a perfect arena for a splitting
method that creates a numerical flow by composition of exact, sub-flows of the free
rigid-body motion and fluid forces.
Provided a suitable model for calculating the forces and torques on the particle
exist, the above methods are adaptable for arbitrarily shaped particles in a wide
range of flows. In this paper, we will conduct experiments on the particles that can
be modelled as small point-ellipsoids where the forces are due to Brenner [18] and
the torques are due to Jeffery [19], however we note that the method’s applicability
extends to other particle models, such as slender body models [20] etc.
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In the following section, we will review interpolation methods using polynomials,
scalar and matrix radial basis functions, and regularised Stokeslets. The section
concludes by showing a simple equivalence between the latter two. The third section
reviews the dynamics of inertial anisotropic particles immersed in viscous fluids,
which leads into the formulation of the splitting method for integrating the resulting
ODEs. We then focus our attention to a specific particle model, namely a well-
studied small inertial rigid ellipsoid model for particles in creeping Stokes flow. The
penultimate section is dedicated to numerical simulations in a discrete fluid velocity
field generated by a stationary 3D Taylor-Green vortex. The errors of the methods
are measured for a wide range of Stokes numbers and simulations with many particles
are carried out. The final section is dedicated to conclusions and future work.
2. Interpolation methods
To accurately specify the force and torque terms on the particle one needs to
accurately represent the fluid velocity and often its derivatives at the location of
the particle. The fluid field is available only at discrete points in space (usually on
a regularly spaced grid) and therefore an interpolation scheme must be employed.
Many authors [2, 3, 4, 5, 6, 7, 21, 22, 23, 24, 25, 26] use some form of polynomial
interpolation due to its simplicity and accuracy. Typically, one uses a cube consist-
ing of the n3 nearest data points {ui,xi}n3i=1 around the particle, where ui = u(xi)
is the fluid vector at the grid node located at xi = (xi, yi, zi)
T. As some models
require the the local fluid derivatives, for example the torque on an ellipsoid due to
Jeffery [19], one is faced with the problem of also accurately representing the local
derivatives of the velocity field at the location of the particle. One could create ap-
proximations to the fluid velocity Jacobian ∇u at the grid nodes using, for example,
a finite-difference approximation, then perform nine separate interpolations on each
component of ∇u. Another option is to create an interpolating surface for the veloc-
ity field and then take exact derivatives. The latter option is about nine times faster,
but less accurate, especially when the interpolation scheme is based on polynomials,
where taking derivatives reduces the polynomial order by one, resulting in slower
convergence of the derivatives [27]. On the other hand, radial basis function inter-
polation is based on creating an interpolating surface that is a linear combination of
positive definite functions that can have infinitely many non-vanishing derivatives
and have been shown to provide more accurate approximations to derivatives of
data compared to conventional polynomial interpolation schemes [14, 15]. In ad-
dition, by using matrix-valued radial basis functions it is possible to reconstruct
divergence-free surfaces from divergence-free data. This provides an advantage over
polynomial interpolation where it is not a straight forward task to construct efficient
divergence-free interpolating surfaces. Another advantage that is immediately clear
is that radial basis functions are able to do interpolation on scattered data, which
makes for a seamless transition into particle-laden simulations involving non-regular
computational grids. Examples are simulations of flows such as turbulent boundary
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layers, wall bounded turbulent flows or flows around complex solid objects where
variable grid spacing and shapes are needed to resolve flow around such geometries.
In these cases, polynomial interpolation becomes more cumbersome, whereas radial
basis functions can be used in exactly the same way as with a regularly spaced grid.
We will now review conventional tri-polynomial interpolation, which will be used
as a benchmark method in the following numerical experiments, then both scalar and
matrix-valued radial basis functions are presented. We will then further motivate
the use of matrix-valued radial basis functions by explaining their connection with
solutions to the Stokes equations and the method of regularised Stokeslets. We refer
to references such as [28, 29, 30, 31] for mathematical details in radial basis functions,
including proofs of well-posedness, convergence, stability and error estimates and
[12, 14] for details on the implementation of matrix-valued radial basis functions.
2.1. Tripolynomial interpolation
Tripolynomial interpolation of order s involves finding the coefficients of the
tri-variate polynomial
p(x) =
s∑
i,j,k=0
cijkx
iyjzk.
We will consider tri-linear, -quadratic and -cubic interpolation corresponding to
s = 1, 2 and 3 respectively. The case s = 3 is analysed by Lekien and Marsden [32],
which we refer to for more details. The (s + 1)3 coefficients are chosen such such
that p(xi) = di found by solving a linear system
Ac = d
where c ∈ R(s+1)3 is a vector containing the coefficients cijk, d ∈ R(s+1)3 is a vector
containing the (scalar) interpolating data and Anm element of the matrix A is the
monomial associated with the mth element of c and evaluated at the location of the
data point of the nth element in d. This is done for each component of the fluid
vector field and therefore requires the solution of three linear systems for vector-
valued data.
2.2. Scalar radial basis functions
Here we will give a brief introduction to radial basis functions (RBFs). RBF
interpolation differs from classical polynomial interpolation in that the interpolating
surface is a linear combination of positive definite radial functions ψ(ri) centred at
the grid node xi, and depend only on the distance ri = ||x − xi||2 from that node.
Such a surface is represented by
s(x) =
n∑
i=1
ψ(ri)ci,
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where the constants ci are chosen such that the surface is consistent with the data
points s(xi) = di. This is done by solving a linear system with a n
3 × n3 positive
definite coefficient matrix with components Aij = ψ(||xi−xj ||2). In this way we can
construct a vector-valued interpolating surface by interpolating each component of
the fluid field independently.
In addition to a more accurate interpolating surface, RBF interpolation has
the advantage of approximating data, with a C∞ surface that has infinitely many
non-vanishing derivatives. This means that we can find good approximations of
derivatives by simply taking the exact derivative of the interpolating surface. More-
over, we are not restricted to using a particular number of interpolation points. In
this way we can match the accuracy of the interpolation step to the accuracy re-
quirements of the ODE solver and hence, is more accommodating when optimising
the choice of h and ∆x. We are not afforded this freedom with a typical polyno-
mial method, which often requires solving a linear system of fixed size to ensure the
existence of a unique interpolating polynomial.
There are a number of known functions that satisfy the requirements of a radial
basis function and the most commonly used ones are listed below
ψ(r)
Gaussians exp(−(r)2)
Multiquadrics
√
2 + r2
Inverse multiquadrics 1√
2+r2
Inverse quadrics 1
2+r2
Polyharmonic splines
(r)k for k = 1, 3, ...
(r)k ln(r) for k = 2, 4, ...
Here,  is called the shape parameter and determines the “flatness” of ψ(r). In
general, one should choose  as low as possible, which results in more accurate
representations of the data, although worse conditioned linear systems.
2.3. Matrix valued radial basis functions
As the underlying data is divergence-free, it is desirable that our interpolating
surface also satisfies this quality, however the surface constructed from the above
scalar RBF formalism is not guaranteed to reproduce a divergence-free field. This
is easily remedied through the use of matrix-valued RBFs (MRBFs). In a similar
fashion to the scalar RBF case, constructing a MRBF interpolant involves solving
a linear system to find a set of, now vector-valued, coefficients. In this way, we can
calculate the three components of the interpolating surface simultaneously and have
that they produce a divergence-free field. A MRBF is given by
Φ(r) = (∇∇T −∆1)ψ(r)
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for some scalar radial basis function ψ(r). Then the vector-valued interpolating
surface s is constructed by
s =
n∑
i=1
Φ(||ri||)ci. (2)
Taking the divergence of Φ(ri)ci and with the aid of the double curl vector identity
in R3, we arrive at
∇ · Φ(ri)ci =∇ · (∇T∇−∆1)(ψ(ri)ci)
=∇ · (∇× (∇× (ψ(ri)ci))
= 0,
as the divergence of curl is zero. The vector coefficients ci are chosen such that
s(xi) = u(xi), which amounts to solving a single 3n
3 × 3n3 linear system for the
n3 vector-valued coefficients ci (as opposed to the scalar case where we solve three
n3×n3 linear systems). A theorem that is proved by Lowitzsch in [30] states that if
ψ(ri) is positive definite, then the distance matrix created by the elements of Φ(ri)
is also positive definite. This means that the interpolation scheme is well-posed and
there exists a unique surface s that interpolates the data points.
2.4. Interpolation with regularised Stokeslets
We have an interpolation scheme that is able to preserve the divergence-free con-
dition of an arbitrary vector field via MRBFs, however, we are given extra knowledge
of the underlying vector field that can be exploited; namely that the data is a nnu-
merical solution to the incompressible Navier-Stokes equations (equations (1)). We
are only interpolating in space and hence approximating steady-state solutions to
equations (1) and as the grid-spacing ∆x is comparable to the smallest length scales
of the flow (i.e., the Kolmogorov scale), the Reynolds number is small and the non-
linear terms of equations (1) can be ignored. Under the above assumptions, a good
approximation for the local flow in a grid-cell can be given by the steady Stokes
equations, which with body force F, reads
µ∇2u−∇p = − F and ∇ · u = 0. (3)
The question we address now is: can we use analytic solutions to the Stokes equations
to do interpolation on discrete solutions generated by Navier-Stokes equations? The
answer can be made clear by first reviewing one solution method to equation (3),
namely the method of regularised Stokeslets. Consider a point force at the origin
F = δ(x) f0, where δ(x) is the delta function. Solving equation (3) by Green’s
function gives rise to the Stokeslet solution, which reads
u =
1
8piµ
( ||x||2I + xxT
||x||3
)
f0 and p =
1
4pi
f0 · x
||x||3 . (4)
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One idea is to treat Stokeslet solutions like MRBFs and compute an interpolating
vector field from shifted and scaled Stokeslets, however this solution has discon-
tinuous derivatives at the origin and therefore is less amenable to interpolation
techniques unless you choose to center the Stokeslets outside the interpolation do-
main (which is possible, just a bit more cumbersome). One can avoid such singular
solutions by regularising the Stokeslet.
We will now follow the theory presented by Cortez in [8] to develop what is
called the regularized Stokeslet solution to the Stokes equations. Instead of a point
body force, we now consider an approximate problem where the forces are spread
out over a small ball centred around the origin. The force is maximum in the center
and quickly decays to zero at the surface of the ball. This is done by replacing the
body force term by F = φ(x) f0, where φ(x) is a radially symmetric smooth “blob”
function that decays to zero at infinity and satisfies∫
φ(x) dx = 1 and lim
→0
(φ(x)) = δ(x).
Now define the functions G and B as the solutions to
∆G = φ(x) and ∆B = G(x),
which is a smooth approximations to Green’s function and an approximation to
the solution to the biharmonic equation ∆2B = δ(x), respectively. Taking the
divergence of the Stokes equation gives the following expression for the pressure
term
∆p = ∇ · F,
which has the particular solution
p = f0 · ∇G.
This can be put back into the equation for u to yield
µ∆u = (f0 · ∇)∇G − f0φ,
which has the particular solution
µu(x) = (f0 · ∇)∇B(x)− f0G(x). (5)
This is known as the regularized Stokeslet velocity due to Cortez. If there are multiple
forces of magnitude fi centered at the points xi then the pressure and velocity are
given by scaled and shifted Stokeslet velocities and pressures, which is possible due
to the linearity of the Stokes equations (3).
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2.5. Matrix radial basis functions as the solution to a local Stokes problem
Now consider the interpolation problem where we construct an interpolating
vector-valued surface using scaled and shifted Stokeslets from equation (5). To
determine if the interpolation problem is well-posed we make use of the following
identity
(f0 · ∇)∇B = ∇∇T (Bf0), (6)
which is true for any function B(x) and constant vector f0. This can be shown
easily by writing the left hand side in index notation, where the ith component can
be expressed as
∑3
j=1(fj∂j)∂iB =
∑3
j=1(∂i∂j)Bfj , which is exactly the right hand
side of the identity (6). After inserting G = ∇2B and making use of the above
identity, we can re-write equation (5) as
u = (∇∇T − I∆)Bf0
which is analogous to a MRBF element if we can identify B(x) with a positive-
definite RBF ψ(||x||) and the force vectors are identified with the interpolation co-
efficient vectors f0 = c from equation (2). This means that every RBF corresponds
to a regularised Stokeslet solution, with force fi = ci if the function ∇4ψ(r) = φ(r)
satisfies the definition of a blob function. Although the converse is not necessar-
ily true: doing interpolation from shifted and scaled versions of the regularised
Stokeslets does not necessarily correspond to a MRBF scheme, as we are not guar-
anteed that the problem corresponds to a RBF that is positive definite, and hence
are not guaranteed that the interpolation matrix is invertible. We observe a few
things here. Doing MRBF interpolation with the RBF ψ = r, is equivalent to doing
interpolation with scaled and shifted Stokeslets from equation (4). However, as we
previously mentioned, this method leads to a singular interpolation matrix as r has
discontinuous derivatives at r = 0. This can be regularised by using ψ =
√
2 + r2,
which is a Hardy multi quadric and leads to a regularised Stokeslet solution pre-
sented by Cortez in [8]. In the following experiments, we will use the C∞ Gaussian
RBF ψ(r) = e
2r2 for the MRBF interpolation scheme. This corresponds to Stokeslet
solutions with the blob function
∇4ψ(r) = φ = 16
(
4r4 + 5 2r2 +
15
4
)
4e
2r2
and the Stokeslet velocity
u = (∇∇T − I∆)e−2r2 f0
= 4 2
((
1− 2r2) I + 2xxT ) e−2r2 f0,
which is a solution of equation (3) with F = φf0 and pressure term
p = 4 4
(
5 + 2 2r2
)
e−
2r2 (f0 · x) .
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3. Dynamics
The dynamics of a rigid anisotropic particle immersed in a viscous fluid is de-
scribed in this section. The variables p and m are the linear and angular momenta
of the particle, the former defined in the inertial frame and latter being defined in
the body frame of the particle (see figure 1). For a rigid particle with gravity Fg,
x
x'x''
Figure 1: A prolate spheroidal particle with coordinate lines of the inertial frame that is fixed in
space (thick black arrows), translating frame whose origin is co-translating with the particle center
of mass (thin black arrows) and the body frame that is co-translating and co-rotating with the
particle (thin blue arrows).
hydrodynamic force Fh and torque N, the momenta are determined by
p˙ = Fg + Fh,
m˙ = m× (I−1m) + N,
where I is the diagonal moment of inertia tensor and the dot denotes ddt . The
particle orientation is specified using Euler parameters q = (e0, e1, e2, e3)
T ∈ R4,
which satisfy the constraint ||q||2 = 1 and are determined by solving the ODE
q˙ =
1
2
q · w, (7)
where w = (0, (I−1m)T)T ∈ R4 and · denotes the Hamilton product of two quater-
nions [33]. There is a 2-to-1 correspondence between Euler parameters and 3 × 3
rotation matrices given by the Euler-Rodriguez map E : q 7→ Q ∈ SO(3). Setting
e = (e1, e2, e3), the rotation matrix E(q) = Q is constructed via
Q = 1 + 2e0eˆ + 2eˆeˆ,
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where 1 is the 3×3 identity matrix and we have introduced the hat operator defined
by ·̂ : R3 → so(3) and represents the skew-matrix form of a 3-vector, that is ω1ω2
ω3
 7→ ω̂ =
 0 −ω3 ω2ω3 0 −ω1
−ω2 ω1 0
 ,
where so(3) is the Lie algebra of SO(3) containing 3 × 3 skew-symmetric matrices
satisfying ω × v = ωˆv for ω,v ∈ R3. The Euler-Rodriguez map can be applied to
equation (7) to yield the matrix ODE
Q˙ = −ω̂Q.
Finally, the particle position is found by solving
x˙ = v.
Letting qi to be the ith column of Q
T, we can write the above set of ODEs as
p˙ = Fh + Fg,
m˙ = m× (I−1m) + N,
q˙i = −ω̂qi, for i = 1, 2, 3
x˙ = v.
(8)
If we write the particle’s mechanical energy as
H(y) =
1
2
pTm−1p +
1
2
mTI−1m +
1
2
3∑
i=1
qTi qi +mx
Tg,
and set y(t) = (pT,mT,qT1 ,q
T
2 ,q
T
3 ,x
T)T ∈ R18 then one can compactly write the
system of differential equations (8) as
y˙ = S∇H + F(y), (9)
where S ∈ R18×18 is a skew-symmetric matrix given by
S =

0 0 0 0 0 −1
0 m̂ 0 0 0 0
0 0 −Î−1m 0 0 0
0 0 0 −Î−1m 0 0
0 0 0 0 −Î−1m 0
1 0 0 0 0 0

,
and F(y) = (FTh ,N
T , 0, ..., 0)T ∈ R18 is a generalised force vector that can depend
non-linearly on y, u and its derivatives and depends on the particle model.
11
3.1. Splitting method
In the section 2 we addressed only spatial interpolation of the fluid velocity field
and temporal interpolation is avoided to reduce cost. In practice, many authors
use multi-step methods, for example Adams-Bashforth methods [4, 21, 22, 23], that
require only the fluid velocity at integer multiples of the timestep h, therefore cir-
cumventing the costs associated with temporal interpolation of the fluid velocity
field, which is needed when evaluating stage values between timesteps when using
high-order Runge-Kutta methods, for example. Because of this, we would like to
avoid such multi-stage methods, where multiple evaluations are needed at fractional
time steps. A drawback, however, with multistep methods is that the fluid informa-
tion and particle information is required from the previous time step. This multi-
plies the memory requirement, when compared to an explicit one stage method, like
the forward Euler method, for example. Apart from multi-step methods, another
promising candidate from the geometric integration community are splitting meth-
ods, which have the advantage of being explicit and have good stability properties
when compared to other explicit methods. The method is constructed as follows.
We split equation (9) into a rigid-body vector field and a vector field that depends
on the fluid forces
y˙ =S∇H := f1(y), (10)
y˙ = F(y) := f2(y). (11)
The numerical flow is computed using the second-order Strang splitting method
Φh = ϕ
[1]
h/2 ◦ ϕ
[2]
h ◦ ϕ[1]h/2,
where ϕ
[1]
h and ϕ
[2]
h represent the flow of equations (10) and (11) respectively. The
flow operator ϕ
[1]
h represents the exact solutions of the free rigid-body equations
described in [34]. The flow operator ϕ
[2]
h is found by integrating the generalised
force vector F(y). Whether or not an exact solution exists here depends on the
the particle model, however the solution is made simpler under the fact that q, x
and t are kept constant in this vector field, hence orientation, position and explicit
time-dependencies of the particle forces are removed and the existence of an analytic
solution only depends on how the force depends on the momenta p and m. In the
case of a rigid spheroid, which will be introduced in the following section, we have
F(y) = Ay + b, (12)
where A is a positive semi-definite matrix depending on the particle orientation and
b is a vector that depends linearly on the fluid velocity and the particle orientation,
therefore both quantities are constant in the flow of f2(y). Equation (12) can
therefore be integrated with the variation of constants formula. A splitting method
for this specific force term was designed in [35, 36].
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This splitting method is used for a number of reasons and we will now summarise
the main results from [35]. When the fluid forces are small, i.e. f2(y) = εf¯2(y) for
ε << 1, then the method has global order O(εh2), a feature that conventional
methods such as Adams-Bashforth are not afforded. In the presence of a stiff term,
for example when the fluid term is large in magnitude f2(y) =
1
ε f¯2(y), then the
splitting method suffers from order reduction in the stiff regime (i.e. when h >
ε). This is not an unfavourable feature in contrast to explicit Adams-Bashforth
methods which suffer from stability issues in this regime that render them unusable.
Additionally, the splitting method does not require memory of the vector field from
the previous step, which is an advantage when considering many particle systems.
The method is of roughly the same cost as the two-step Adam-Bashforth method.
4. Particle model
For the following numerical experiments, we will conduct simulations on dilute
solutions of point-like axisymmetric spheroids in a viscous fluid field. We ignore
particle-particle collisions and assume the fluid field is not affected by the presence
of the particles. In this section we will present a concise summary of this model and
refer the reader to [22, 23, 21] for more technical details.
The surface of a spheroid is defined by the equation
x2
a2
+
y2
a2
+
z2
c2
= 1,
where a and c are the distinct semi-axis lengths. The particle shape is characterised
by the dimensionless aspect ratio λ = c/a > 0, which distinguishes between spherical
(λ = 1), prolate (λ > 1) and oblate (λ < 1) particles (the latter two shapes are also
called as rods and disks).
An inertial particle immersed in a fluid will experience forces on its surface
that have magnitude governed by many parameters such as the particles density
ρp, length a, fluid density ρf , kinematic viscosity ν and fluid relaxation time τf .
Hence, it is a logical step to non-dimensionalise our equations by introducing a
dimensionless Stokes number. The particle Stokes number is formally defined as
the ratio of the particle and fluid relaxation times St = τp/τf , where for a spherical
particle the Stokes number is
St0 =
2Da2
9ντf
,
where D = ρp/ρf is the particle-fluid density ratio. Note that this definition only
depends on the particle size and inertia but not its shape. For spheroidal parti-
cles, the following shape dependent Stokes numbers are used, which are derived by
Shapiro and Goldenberg [37] and Zhao, et al. [21]
St =
{
St0 λ log(λ+
√
λ2 − 1)/√λ2 − 1 for λ > 1
St0 (pi − k0)/(2
√
1− λ2) for λ < 1
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where k0 = log((λ−
√
λ2 − 1)/(λ+√λ2 − 1)). Note that St → St0 as λ → 1 from
above or below. All equations are therefore implemented in their non-dimensional
form and all parameters have dimension equal to 1.
The particle experiences a hydrodynamic drag force due to Brenner [18],
Fh = QKQ
T(u− v),
where u = u(x, t) is the fluid velocity evaluated at the location of the particle
x, v = p/m is the particle velocity. The resistance tensor K was calculated by
Oberbeck [38] and is diagonal and positive definite. The gravity term is typically
defined as Fg = (0, 0, 1− 1D )T to account for the buoyancy force. The torque term
N depends on the particle shape and the local fluid velocity derivatives, and is given
in non-dimensional form by
Nx =
16piλ
3(β0 + λ2γ0)
[
(1− λ2)Syz + (1 + λ2)(Ωx − ωy)
]
,
Ny =
16piλ
3(α0 + λ2γ0)
[
(λ2 − 1)Szx + (1 + λ2)(Ωy − ωz)
]
,
Nz =
32piλ
3(α0 + β0)
(Ωz − ωz),
where the dimensionless body frame strain rate tensor is Sij =
1
2 (∂iuj + ∂jui) and
the rotation rate vector is Ωi =
1
2 (∇× u)i. The λ dependent parameters α0, β0
and γ0 are given by Siewert [39]. We define the positive definite matrices A1 and
A2 as well as the vectors b1 and b2 that depend on the local fluid velocity and its
derivatives such that
Fh =−A1p + b1,
N =−A2m + b2.
See [35] for details. The matrix A and vector b that appear in equation (12) are
therefore given by A = diag(A1, A2, 0, ..., 0) and b = (b
T
1 ,b
T
2 , 0, ..., 0)
T . Note that
the fluid terms Fh and N have magnitude that is inversely proportional to St, that
is |Fh| = O( 1St) and |N| = O( 1St).
5. Numerical experiments
In the following we will compare a number of solution methods that use either
matrix radial basis functions from the n×n×n nearest data points (MRBF(n−1))
or order n− 1 tripolynomials (TP(n− 1)) for interpolation and either the splitting
method (SP2) or the Adams-Bashforth two-step method (AB2) for integration. We
will compare the methods against a reference solution that uses exact interpolation
of the analytic fluid field and a classical fourth order Runge-Kutta method for time
integration with a comparatively small timestep.
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(a)
(b)
Figure 2: (a) A vector plot of the exact Taylor-Green fluid field. The velocity vectors are projected
onto the faces of the box. The colours are proportional to the fluid velocity magnitude at faces.
The vectors on the x-y plane at z = 0 are purely in the z direction and hence have no projection
onto the plane. (b) The error of the interpolated vector field along the line 0 ≤ x ≤ 1 at y = 5∆x
2
and z = 3∆x
2
, i.e., the black line in (a)
In this section we will use a discrete fluid field generated by a stationary Taylor-
Green vortex solution [40] to the Navier-Stokes equations (1), given by
u =2 cos(2pix) sin(2piy) sin(2piz),
v =− sin(2pix) cos(2piy) sin(2piz), (13)
w =− sin(2pix) sin(2piy) cos(2piz),
with uniform sampling in each direction ∆x = ∆y = ∆z. A representation of the
three-dimensional fluid field is given in figure 2a.
For the rest of the paper, the RBF shape parameter is set to 1 = 0.31, 2 = 0.23
and 3 = 0.16 corresponding to the MRBF1, MRBF2 and MRBF3 schemes and
the discrete fluid field has a grid spacing of ∆x = 0.1. These values are chosen
empirically to coincide with the lowest error when compared to the exact Taylor-
Green solution.
5.1. Computational cost
Here we will briefly summarise the costs associated with the above algorithms.
The main cost associated with the TP interpolation method is solving a linear system
of size 3n3×3n3. In [32], Lekien and Marsden give an exact expression for the inverse
coefficient matrix for the tri-cubic interpolation scheme, which can be used to solve
the linear system. The same can be done for the MRBF coefficient matrix on a
regular grid, as this matrix has a block skew-symmetric structure, which can also be
directly inverted exactly by using an algorithm by Akaike [41], hence both methods
are afforded the same algorithmic speed-ups if one desires. However these techniques
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are not implemented here and instead Guassian elimination is used for simplicity and
due to the fact that the systems are not so large (at most 192× 192 for the MRBF3
and TP3 schemes). Other than this, MRBF interpolation involves evaluation of more
complex basis functions (exponentials or fractional powers of polynomials), which is
slightly more costly than evaluating polynomials for TP interpolation. This cost is
small compared to that of solving the linear system, especially for the MRBF1 and
MRBF2 schemes, which have similar cost to TP1 and TP2, respectively.
The Adams-Bashforth method requires memory of the particle dynamics and the
fluid information at the previous timestep, which can lead to significant additional
memory requirements when large numbers of particles are being used. Other than
this the SP2 and AB2 methods are roughly equal in cost. Hence, the main cost of
the algorithms are determined by the size of the interpolation stencil.
5.2. Interpolation errors
In this section we will directly compare the interpolation errors of the TP and
MRBF schemes using quadratic polynomials (n = 3) as an example. The Taylor-
Green fluid field from equation (13) is discretised with ∆x = 0.1 and the fluid vectors
are interpolated at 1002 points on the faces defined by 0 ≤ x ≤ 1, 0 ≤ y ≤ 3/4 and
0 ≤ z ≤ 1 (same as the box in figure 2a) using the TP2 and MRBF2 methods. The
error of the interpolated vector field u relative to the exact solution ue is computed,
using the 2-norm, by ||u−ue||2. The fluid Jacobian is computed by taking the exact
derivative of the interpolating function and the error is computed by ||∇u−∇ue||
where || · || here is the matrix 2-norm. These errors are plotted in figure 3. We see
that the MRBF error is about an order lower than the TP2 solution for both fluid
vector and Jacobian error. In addition, there are sharp jumps in the fluid velocity
error across the grid cells. This is more closely examined in figure 2b, which shows
the value ||u − ue||2 along the line 0 ≤ x ≤ 1 at y = 5∆x2 and z = 3∆x2 (i.e. the
black line shown in figure 2a). We observe discontinuities in error of both solutions,
however the MRBF2 vector field has noticeably higher level of regularity compared
to the TP2 field, which is expected to reduce numerical noise during simulations as
particles traverse grid cells.
5.3. Ring of particles
In this experiment, 1000 disk-like particles are placed in a ring of radius 0.05,
centered about the point x0 = [
2
3 ,
2
3 ,
2
3 ]. The Stokes number and aspect ratio are
St = 5 and λ = 12 . Five methods are used to calculate the path of the 1000 parti-
cles: TP1+AB2, TP2+AB2, TP3+AB2, MRBF1+SP2 and MRBF2+SP2. The aim
of this experiment is to first gain a qualitative understanding of the particle-fluid
system under study and how the interpolation methods effect the resulting particle
positions. Figure 4 shows snapshots in the interval T = [0, 6] of the particles from
the MRBF2+SP2 solution (red dots) and the reference solution (black line) at four
moments in time. The ring of particles are distorted due to the fluid forces as well
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Figure 3: The errors of the interpolated vector fields at 1002 points on the faces defined by 0 ≤ x ≤ 1,
0 ≤ y ≤ 3/4 and 0 ≤ z ≤ 1. Note the difference in scales on the colour bars.
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as due to numerical errors from the interpolation and integration. We assume that
the reference solution has insignificant numerical error and that all distortions here
are purely due to the fluid. Here, the reference solution and the MRBF2+SP2 are
almost indistinguishable over the interval.
We now turn our attention to the figure 5, which shows the final t = 6 snapshot
of the previous experiment using the other solution methods. There is a large
mismatch between the position of the TP1+AB2 solution and the reference solution.
In addition, the TP1+AB2 solution does not produce an evenly spaced distribution
of particles and we instead see gaps (discontinuities) in the final position where
particles in different grid cells erroneously travel at significantly different speeds.
These discontinuities roughly correspond to the location of the cell faces and are
also observed in the TP2+AB2 solution but to a lesser extent. We note that the
TP2+AB2 method otherwise does a significantly better job at preserving the overall
shape of the ring. At a visual level, the TP3+AB2 and MRBF1+SP2 solutions are
closer to the reference solution and exhibit an even concentration of particles along
the ring. This can be explained by the fact that TP3 interpolated surfaces are
C1 continuous between cell faces [32], as opposed to only C0 for TP1 and TP2
interpolation. It isn’t clear how smooth MRBF surfaces are over cell faces but
figure 2b shows that MRBF can be smoother than the TP interpolation of equal
order which could explain why the MRBF1+SP2 solution does a much better job
than the conventional method of equal cost, i.e., the TP1+AB2 solution.
The divergence of the interpolated surface is measured at the location of the
particle and their values are plotted in figure 6. For the TP interpolated vector
fields, the average divergence error is reduced by about an order of magnitude as
the interpolating polynomial order is increased from linear to cubic, however the
errors are still very significant compared to the MRBF interpolation surface, which
has divergence at machine precision.
5.4. Direct measure of error in time
We now turn to some experiments to directly quantify the error of the algorithms.
In the next simulation, Np = 100 particles with random positions and orientations
are placed in the unit cube Ω = [0, 1]3 and their dynamics is calculated over an
interval of time. The experiment is repeated for two choices of λ and St that
correspond to a stiff and perturbed fluid-particle system. The components of the
dynamics are strongly coupled, that is, the position of the particles are dependent on
the forces, which is in turn affected by the orientation and torque. A good measure
of the numerical algorithm’s accuracy can therefore be measured as the difference in
position of the particle and a reference solution as errors in the orientation, angular
and linear momenta will show up in the position. Taking the average over the Np
particles yields the error expression
error =
1
Np
Np∑
i=1
||xi − xrefi ||2.
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(a) (b)
(c) (d)
Figure 4: The positions of a ring of 1000 particles in the interval at times t = 2, 4, 5 and 6. The
red dots represent the positions of particles calculated by the MRBF2+SP2 method and the black
line is the reference solution.
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(a) TP1+AB2 (b) TP2+AB2
(c) TP3+AB2 (d) MRBF1+SP2
Figure 5: The position of 1000 particles calculated using different methods (coloured dots) and the
reference solution (black line) at t = 6.
Figure 6: Average divergence of interpolated vector field averaged over the locations of the 1000
particles.
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(a) Stiff (b) Perturbed
Figure 7: The error of the solution methods for two particle-fluid systems.
Figure 7 shows the error as a function of time for the three simulations. Note
that when comparing algorithms in terms of computational cost, one should look
at the order of interpolation, for example TP1 solutions are roughly equal cost as
the MRBF1 solutions, which are plotted with the same marker face shape. There
are many observations to be made here. First, the error of the stiff simulation is
more dependent on the fluid behaviour and so the error fluctuates with the fluid.
It can be seen, however that the MRBF solutions and the TP3 solution with SP2
integration are all very competitive, while the AB2 methods suffer from stability
issues from the stiffness. Second, it is clear that, generally, the methods involving
either MRBFs or SP2 integration achieve more accurate solutions. In both cases,
the TP1+AB2 and TP2+AB2 solutions are amongst the worst performers. While
the MRBF solutions outperform the TP solutions of equal cost.
5.5. Measuring the error as a function of the Stokes number
In the following, we aim to display how the methods perform for a variety of
Stokes numbers. Here, 750 particles are given random initial positions and orien-
tations in the domain Ω = [0, 1]3 and are allowed to evolve in the time interval
T = [0, 1]. The rod-like particles have an aspect ratio of λ = 3 and a Stokes number
taking one of 15 values in the range 10−3 ≤ St ≤ 104 (i.e. 50 particles for each
of the 15 values of St). Figure 8, presents the average error in terms of St at the
end of the time interval. The main observation here is that the SP2 algorithms
(magenta and blue lines) become more accurate the larger St becomes, while the
AB2 methods (green and red lines) get to a certain point where the error is inde-
pendent of St. In this region where St is large, the effect of interpolation in the
SP2 methods become apparent, whereas for low St, the SP2 methods give similar
accuracy. The AB2 methods are mainly dominated by the integration error, which
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Figure 8: Error in terms of Stokes number. The black dashed line is O( 1
St
).
is independent of St. Additionally, the AB2 methods see stability issues for low St,
while the SP method retains stability for a larger range of St. These observations
are in agreement with other observations for splitting methods applied to stiff and
perturbed systems [42, 43]. In this time interval the MRBF methods give more
accurate solutions than the TP solutions of equal cost.
5.6. Comparing particle distributions due to interpolation methods
Up until now we have mainly focused on the average error in the positions of
individual particles. However, in practice, simulations involving many particles are
carried out to derive statistical measures from distributions of particles and their
individual error is less important. In particular, it is a more desirable quality of
an algorithm to be able to reproduce accurate distributions of particles rather than
minimising the absolute error of each individual particle. It is argued in many
studies (e.g., [6, 7, 44]) that the error from polynomial interpolation is unimportant
when considering statistics due to error being “averaged out” over many particles.
It is difficult to know whether or not this argument holds in general and there have
been few studies conducted to confirm the validity of this argument for non-spherical
particles. In this section we will show that, cheap MRBF interpolation can lead to
distributions that are closer to the reference distribution compared to expensive
TP interpolation, despite having worse error per particle on average. To do so we
will view systems of particles as discrete probability distributions and measure the
“distance” between the distribution and a reference distribution. In our context, a
distribution P = {(xi, wi)}ni=1 is a set of equally sized cells, where xi is the location
of the cell center and wi is a weight that equals the number of particles in that cell.
A natural method of comparing the distance between two probability distribu-
tions of equal size is the first Wasserstein distance (also known as the Earth Mover
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Distance in the computer science community). The first Wasserstein distance be-
tween two probability distributions is denoted by W1(P1, P2) and is a measure of
the cost of transporting the distribution P1 into P2 in the cheapest way possible,
hence involves solving an optimisation problem. The cost is measured as the dis-
tance between cell centers, measured in the 2-norm and weighted by the number of
particles being transported. For mathematical details about the first Wasserstein
distance, we refer the reader to [45] and the numerical calculations are computed
using a publicly available MATLAB code [46].
We will also compare distributions by the relative entropy (also known as the
Kullback-Leibler divergence) [47], which is a measure of how much information is
lost from a reference distribution P2 when an approximate distribution P1 is used.
The relative entropy is calculated by
E(P1, P2) =
∑
xi∈ΩP
P1(xi) log
(
P1(xi)
P2(xi)
)
,
where P (xi) = wi is the number of particles in the cell at xi and ΩP is the support
of the two distributions. If there is an empty cell in one distribution and not the
other, say at x = x0 we use P (x0) = δ for the empty cell, where δ = 10
−6 << 1, to
avoid singularities. This penalises the approximate solution for predicting a non-zero
probability of having a particle in a cell that should have zero particles according
to the reference distribution.
In this section we will use the methods TP1+SP2, TP2+SP2, TP3+SP2, MRBF1+SP2,
MRBF1+SP2 and MRBF2+SP2 to compute the path of 10,000 rod-like particles
with λ = 10. The particles are given random positions and orientations in a cube of
width 0.05 in the domain. The experiment is done twice, once with St = 5 on the
interval T = [0, 6] and once with St = 1/3 on the interval T = [0, 3].
Snapshots of the distributions at the end of the intervals are presented in figures
9 and 10, where the reference solution particle locations are represented by black
dots and the numerical solution by coloured dots. In figure 9 we see that the MRBF
and TP3 solutions are difficult to distinguish from the reference solution, whereas
there are regions of erroneous clustering in the TP1 and TP2 solutions, as seen by
the regions of black dots that are vacant of coloured dots. Similar observations are
seen in figure 10.
To gain a more quantitative sense of the accuracy of the distributions, the av-
erage error, first Wasserstein distance and relative entropy are calculated at the
end of the simulation for each experiment and the results are presented in tables
1 and 2. Note that the values in the tables are all relative to the TP3+SP2 solu-
tion to gain a relative sense of the methods performance, for example Wrel(P ) =
W1(Pref , P )/W1(Pref , PTP3) and similarly for Erel(P ) and the relative error.
From table 1 the main observations are that the MRBF1+SP2 and MRBF2+SP2
solutions, despite having more error than the TP3+SP2 solution, have a lower rel-
ative entropy. The same can be said about the relative first Wasserstein distance
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(a) MRBF1 (b) MRBF2 (c) MRBF3
(d) TP1 (e) TP2 (f) TP3
Figure 9: Snapshots at t = 6 from experiment 1. The different interpolation methods are given as
coloured dots and the reference solution as black dots. The Stokes number is St = 5.
for the TP3+SP2 solution and hence represents a distribution that is more similar
to the reference distribution. The MRBF3+SP2 solution is about 0.31 times more
accurate in all measures. Similar observations are made in table 2, although here, in
addition, the MRBF1+SP2 solution out performs the TP2 solutions in all measures.
The fact that the MRBF solutions have lower first Wasserstein distances than
the TP solutions, despite larger errors is supporting evidence towards the claim
that numerical errors are averaged out when doing statistics on large numbers of
particles. However this evidence is stronger when the divergence-free interpolation
is used.
Pn Erel(Pn) Wrel(Pn) rel. error
MRBF1+SP2 0.9147 1.3288 1.1649
MRBF2+SP2 0.3189 0.9035 1.2140
MRBF3+SP2 0.3171 0.3133 0.3150
TP1+SP2 23.7032 10.5297 11.0731
TP2+SP2 32.0349 16.7479 31.2162
TP3+SP2 1.0000 1.0000 1.0000
Table 1: Experiment 1 with St = 5.
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Figure 10: Snapshots at t = 3 from experiment 2. The different interpolation methods are given as
coloured dots and the reference solution as black dots. The Stokes number is St = 1/3.
Pn Erel(Pn) Wrel(Pn) rel. error
MRBF1+SP2 1.1131 1.1352 3.3758
MRBF2+SP2 0.9421 0.6520 1.1263
MRBF3+SP2 0.6851 0.4666 0.5820
TP1+SP2 12.3333 12.6987 12.5536
TP2+SP2 1.1226 2.0907 4.3909
TP3+SP2 1.0000 1.0000 1.0000
Table 2: Experiment 2 with St = 1/3.
6. Conclusion
In this paper we have proposed the use of matrix-valued radial basis function
integration and splitting methods for solving for inertial spheroidal particles in in-
compressible discrete vector fields. The methods are compared against conventional
methods involving Adams-Bashforth schemes and polynomial interpolation. The
methods are tested in a range of Stokes numbers that encapsulate the dynamics of
a wide range of particle applications and in most cases are shown to supersede the
conventional methods in terms of complexity and accuracy. In particular, we show
that the splitting method gains accuracy for perturbed systems (corresponding to
large Stokes numbers) and retains stability for smaller Stokes numbers where the
Adams-Bashforth method blow up. The use of matrix radial basis functions allow
the construction of divergence-free vector field approximations to the local fluid field
for almost no extra cost. We show, using the first Wasserstein distance, that us-
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ing cheap divergence-free interpolation leads to more accurate particle distributions
even though the average error per particle may be larger than high-order polynomial
interpolants. This is evidence to support the claim that errors are “averaged out”
when looking at statistical properties of many particles but is more so supported
when divergence-free interpolation is used. This good collective particle behaviour
can be somewhat argued from the fact that the particles see an interpolated vec-
tor field that is the exact solution to a Stokes problem, which we have shown arises
from the method of regularised Stokeslets. On the other hand, we observe erroneous
clustering and spreading of particles when tri-linear and tri-quadratic interpolation
is used in our discrete Taylor-Green flow experiments. This can be circumvented by
using the more expensive tri-cubic interpolation or a cheap matrix-valued radial ba-
sis function interpolation. We have no reason to believe that the methods proposed
in this paper would not easily extend to numerical turbulence as obtained in a fully
resolved direct numerical simulation.
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