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LOWER BOUNDS ON THE CHROMATIC NUMBER OF RANDOM GRAPHS
PETER AYRE, AMIN COJA-OGHLAN, CATHERINE GREENHILL
ABSTRACT. We prove that a formula predicted on the basis of non-rigorous physics arguments [Zdeborová and Krzakala:
Phys. Rev. E (2007)] provides a lower bound on the chromatic number of sparse randomgraphs. The proof is based on the
interpolationmethod frommathematical physics. In the case of random regular graphs the lower bound can be expressed
algebraically, while in the case of the binomial random we obtain a variational formula. As an application we calculate
improved explicit lower bounds on the chromatic number of randomgraphs for small (average) degrees. Additionally, we
showhowasymptotic formulas for large degrees that were previously obtained by lengthy and complicated combinatorial
arguments can be re-derived easily from these new results. MSC: 05C80
1. INTRODUCTION
1.1. Motivationandbackground. Amost fascinating feature of combinatorics is howeasy-to-state problems some-
times lead to deep and difficult mathematical challenges. The random graph colouring problem is a case in point.
Firstmentioned in the seminal paper of Erdo˝s andRényi that started the theory of randomgraphs [22], the problem
of finding the chromatic number of the binomial random graph G(n,d/n) with a fixed average degree d remains
open to this day. It is, in fact, the single open problem posed in that seminal paper that still awaits a complete so-
lution. Nor is the chromatic number of the random d-regular graph, a conceptually simpler object, known for all
values of d . Nevertheless, the quest for the chromatic number has contributed tremendously to the development
of new techniques, some of which now count among the standard tools of probabilistic combinatorics [38].
A series of important papers contributed ever tighter bounds on the chromatic number of random graphs.
Straightforward first moment calculations show that for any q ≥ 3 and for G either the binomial random graph
G(n,d/n) or the random regular graph G(n,d),
χ(G)> q w.h.p. if logq+ d
2
log(1−1/q)< 0. (1.1)
To be precise, (1.1) is obtained by computing the expected number of q-colourings, which tends to zero as n→∞
if logq+d log(1−1/q)/2< 0. A celebrated contribution of Achlioptas and Naor [4] shows that for G=G(n,d/n),
χ(G)≤ q w.h.p. if d < 2(q−1) log(q−1). (1.2)
The proof hinges on the computation of the second moment of the number of q-colourings, which involves a
delicate analytical optimisation task. Following up on work of Achlioptas and Moore [3], Kemkes, Pérez-Giménez
and Wormald [28] showed that (1.2) holds for the random regular graph G=G(n,d) as well. Expanding (1.1)–(1.2)
asymptotically for large q , we find χ(G)> q if d > (2q−1) logq+oq (1), while χ(G)≤ q if d ≤ (2q−2) logq−2+oq (1),
with oq (1) vanishing as q→∞. A series of papers [9, 10, 15] improved these asymptotic bounds to
χ(G)
{
≤ q if d ≤ (2q−1) logq−2log2+oq (1),
> q if d > (2q−1) logq−1+oq (1)
w.h.p. (1.3)
for both the binomial and the random regular graph. But in the absence of explicit estimates of the oq (1) error
term (1.3) fails to render improved bounds for any specific value of q . Finally, several articles have been dedicated
to the special case q = 3. For the binomial random graph the best bounds read [2, 21]
χ(G(n,d/n))
{
≤ 3 if d ≤ 4.03
> 3 if d > 4.94 w.h.p. (1.4)
For the random regular graph Diaz, Kaporis, Kemkes, Kirousis, Pérez and Wormald [17] showed that χ(G(n,5))= 3
w.h.p. if a certain optimisation problem attains itsmaximum at a specific point, for which they provided numerical
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evidence. Moreover, Shi and Wormald [39, 40] showed that χ(G(n,4)) = 3, while (1.1) implies that χ(G(n,6)) > 3.
The proofs of all of the above lower bounds rely upon the first moment method, in some cases applied to cleverly
designed random variables [9, 10, 21]. Similarly, all of the upper bounds derive from second moment arguments,
with the exception of the upper bound from (1.4) and [39, 40], which are algorithmic.
Additionally, physicists brought to bear a canny but non-rigorous technique called the ‘1RSB cavity method’
on the random graph colouring problem [42]. In the case of the random regular graph, the physics calculations
predict an elegant formula. Let
Σd ,q (α)= log
(
q−1∑
i=0
(−1)i
(
q
i +1
)
(1− (i +1)(1−α)/q)d
)
− d
2
log(1− (1−α)2/q) (α∈ [0,1]) (1.5)
and let α∗ ∈ [0,1] be the solution to the algebraic equation
q−1∑
i=0
(−1)i (1− (i +1)(1−α)/q)d−1
((
q−1
i
)
− 1−α
q
(
q
i +1
))
= 0 (1.6)
that minimises Σd ,q ( ·). (If there is more than one such value α∗, choose one arbitrarily.) Then [42] predicts that
χ(G(n,d))
{
≤ q if Σd ,q (α∗)≥ 0
> q if Σd ,q (α∗)< 0
w.h.p. (1.7)
There is a similarly precise, albeit more complicated, prediction as to the chromatic number of the binomial ran-
dom graph; see Section 1.3 below.
The aim of this paper is to rigorously establish the lower bounds on the chromatic number predicted by the
cavity method. In contrast to prior lower bound arguments, we do not rely on the first moment method. Instead,
we adapt a technique from the mathematical physics of spin glasses known as the ‘interpolation method’ [23, 27,
37] to the graph colouring problem. In a combinatorial context, the interpolation method has previously been
applied to establish a tight lower bound on the random k-SAT threshold [20], to the independence number of
random graphs [30] and other optimisation problems on random (hyper-)graphs [14, 36, 41] as well as to estimate
the rank of random matrices over finite fields [25]. So it may not be surprising that the method can be made
to work for graph colouring. However, the interpolation method remains relatively unknown in combinatorics,
where, we believe, it may potentially improve over first moment bounds in many more applications as well. We
therefore endeavour to explain the method at leisure in combinatorial terms to facilitate future applications of the
interpolation method.
We proceed to state the results for the random regular graph precisely, followed by the lower bound on the
chromatic number of the binomial random graph. Section 1.4 contains references to related work. An outline of
the proof strategy follows in Section 2.
1.2. The random regular graph. Given d ,q ≥ 3 and with Σd ,q (α) from (1.5) define
Σd ,q = min
0≤α≤1
Σd ,q (α), dq =min
{
d ≥ 3 : Σd ,q < 0
}
. (1.8)
Then we have the following lower bound on the chromatic number of the random regular graph.
Theorem1.1. If q ≥ 3 and d ≥ dq then χ(G(n,d))> q w.h.p.
The functionα 7→Σd ,q (α) is differentiable andΣd ,q (1)= 0. Furthermore, the calculations performed towards [42,
eq. (35)] show that Σ′
d ,q
(0) < 0. Hence, whenever the minimum value Σd ,q is negative, the minimiser αmust be a
zero of Σ′
d ,q
( ·). It follows, after some algebra, that the minimiser is a solution to (1.6). Thus, Theorem 1.1 verifies
the lower bound from (1.7), which [42] conjectures to be tight for all q ≥ 3.
Of course, we can evaluate Σd ,q numerically and calculate dq for any given q . The first few values are displayed
in Table 1. For those q where dq is displayed in boldface, the new bound strictly improves over the first moment
bound (1.1); in the other cases the bounds coincide. In addition, Table 1 shows the value dq,smm up to which (1.2)
implies that χ(G(n,d))≤ q w.h.p.(here “smm” is short for “second moment method”).
The asymptotic lower bound (1.3) on χ(G(n,d)), which was derived in [10] via an extremely laborious first mo-
ment argument, follows from Theorem 1.1 at the expense of just a brief calculation. (See Section 5.)
Corollary 1.2. If d > (2q−1) logq−1+oq (1) then χ(G(n,d))> q w.h.p.
2
q 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
dq,smm - 6 11 16 21 27 33 39 46 52 59 66 73 81 88 96 104 111
dq 6 10 15 20 25 31 37 44 50 57 64 71 78 86 93 101 109 117
TABLE 1. Bounds on the chromatic number of the random regular graph G(n,d) for small d .
1.3. The binomial random graph. Locally the random regular graph is as ‘deterministic’ as it gets: for all but a
bounded number of exceptional vertices, any bounded-depth neighbourhood is just a d-regular tree w.h.p. By
contrast, in the binomial random graph G(n,d/n) the neighbourhoods are random, distributed as the trees gener-
ated by a Galton-Watson process with offspring distribution Po(d). The value of the chromatic number predicted
by the cavity method mirrors this local non-uniformity. Indeed, while in the case of random regular graphs we
obtained the scalar optimisation problem (1.8), in the binomial case we face an optimisation problem over a prob-
ability measure on the unit interval. To be precise, let a be a probability distribution on [0,1]. Moreover, let (αi )i≥1
be a family of independent random variables with distribution a. Additionally, let D ∼ Po(d) be independent of the
αi . Then we define
Σ
∗
d ,q (a)= E
[
log
(
q−1∑
i=0
(−1)i
(
q
i +1
)
D∏
h=1
1− (i +1)(1−αh)/q
)]
− d
2
E
[
log
(
1− (1−α1)(1−α2)/q
)]
. (1.9)
Setting
Σ
∗
d ,q = inf
a
Σ
∗
d ,q (a), d
∗
q = inf
{
d > 0 : Σ∗d ,q < 0
}
, (1.10)
we obtain the following lower bound on the chromatic number.
Theorem1.3. If q ≥ 3 and d > d∗q then χ(G(n,d/n))> q w.h.p.
Zdeborová and Krzakala predict that this bound is tight for all q ≥ 3 [42].
Due to the optimisation over distributions a, the value d∗q may be hard to evaluate. The physics literature relies
upon a numerical heuristic called population dynamics [34] to tackle such optimisation problems, but of course
there is no general guarantee that the true optimiser will be found. Yet fortunately Theorem 1.3 shows that any
distribution a yields an upper bound on d∗q , and thus a lower bound on the chromatic number. In particular, we
could try atoms a= δα with α ∈ [0,1]. For instance, we find that Σ4.697,3(δ0.25)< 0, whence d∗3 ≤ 4.697; see Figure 1.
Even this quick bound significantly improves over the best prior bound (1.4) from [21], based on a tricky first
moment calculation, and comes within a whisker of the value d∗3 ≈ 4.687 obtained via population dynamics [42].
In principle, the 4.697 bound could be sharpened by optimising over distributions with a (small) finite support,
but such a calculation seems to require computer assistance.
FIGURE 1. The function Σ4.697,3(δα).
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Similarly, substituting a suitable atom a= δα into (1.10) suffices to rederive the large-q asymptotic lower bound
on the chromatic number from (1.3), originally established in [9] via a complicated first moment argument.
Corollary 1.4. If d > (2q−1) logq−1+oq (1) then χ(G(n,d/n))> q w.h.p.
1.4. Related work. The history of the random graph colouring problem is long and distinguished. Improving a
prior result of Matula [32], Bollobás [8] determined the chromatic number of the dense binomial random G(n,p)
for fixed p ∈ (0,1), up to amultiplicative error of 1+o(1). Kucˇera andMatula obtained the same result via a different
proof [33]. Łuczak [31] extended the approach from [32, 33] to sparse random graphs. His main result shows that
w.h.p. for p = o(1),
χ(G(n,p))=
(
1+O
(
loglognp
log2np
))
log(np)
2np
. (1.11)
Particularly for small edge probabilities p the bound (1.11) is not quite satisfactory, as a result of Alon and Krivele-
vich [5] shows that the chromatic number of G(n,p) is concentrated on two consecutive integers if p ≤ n−1/2−Ω(1).
Seizing upon techniques from [4, 5], Coja-Oghlan, Panagiotou and Steger [13] determined a set of three consecu-
tive integers on which the chromatic number concentrates for p ≤ n−3/4−Ω(1). Furthermore, the aforementioned
result of Achlioptas and Naor [4] determines the two integers on which χ(G(n,d/n)) concentrates, when d > 0 is
fixed. Yet in this case it is widely conjectured that there exists a sharp threshold for q-colourability, i.e., that for
each q ≥ 3 there exists d⋆q > 0 such that χ(G(n,d/n))≤ q if d < d⋆q while χ(G(n,d/n))> q if d > d⋆q . Clearly, if such
a d⋆q exists then the chromatic number would actually concentrate on a single integer for almost all d ∈ (0,∞).
Towards the sharp threshold conjecture, Achlioptas and Friedgut [1] established the existence of a non-uniform
threshold sequence for every q ≥ 3. Physics predictions [42] assert that the q-colourability threshold d⋆q coincides
with d∗q from (1.10) for all q ≥ 3.
Concerning the random regular graph G(n,d), Frieze and Łuczak [24] obtained an asymptotic bound akin
to (1.11) for d = o(n1/3), which Cooper, Frieze, Reed and Riordan [16] extended to d ≤ n1−Ω(1). Further, Kriv-
elevich, Sudakov, Vu and Wormald [29] obtained an asymptotic formula akin to Bollobás’ result [8] for degrees
n6/7+Ω(1) ≤ d ≤ 0.9n. The best prior bounds on χ(G(n,d)) with fixed d were stated in Section 1.1.
The physicists’ cavity method has inspired a great deal of rigorous work. Perhaps the most prominent example
is the proof of the k-SAT threshold conjecture for large k by Ding, Sly and Sun [20]. The proof of the lower bound
on the k-SAT threshold is based on an impressive second moment argument, while the proof of the upper bound
relies on the interpolation method. The way we use the interpolation method here is reminiscent of its applica-
tion in [20]. Further problems in which the 1RSB cavity method has been vindicated include the independent set
problem on random regular graphs [19], the regular k-NAESAT problem [18] and the regular k-SAT problem [12].
As for the history of the interpolationmethod itself, Guerra [27] invented the technique in order to study the free
energy of the Sherrington-Kirkpatrick spin glass model. The interpolation method went on to become a mainstay
of the mathematical physics of spin glasses (see, e.g., [35]). Franz and Leone [23] pioneered the use of the interpo-
lation method for combinatorial problems. The approach was further elaborated and generalised by Panchenko
and Talagrand [37], and their version of the interpolation method was applied to the k-SAT problem in [20]. We
will use (and adapt) the Panchenko–Talagrand version as well. Moreover, an important contribution of Bayati,
Gamarnik and Tetali [7] applied a different variant of the interpolation method to prove, e.g., the existence of the
limit limn→∞α(G)/n of the normalised independence number of the random graph G = G(n,d) or G = G(n,d/n).
This version of the interpolation method does not provide estimates of the value of such limits. But Sly, Sun and
Zhang [41] combined the combinatorial interpolation scheme from [7] with the interpolation arguments from
[23, 37] to derive bounds on the partition functions of random regular (and uniform) hypergraphs. For instance,
[41, Theorem E.3] shows that the formula provided by the 1RSB cavity method yields an upper bound on the par-
tition function for a variety of models. These models include the Potts antiferromagnet on the random regular
graph, which play a prominent role in the present paper as well. In particular, for the random regular graphG(n,d)
Corollary 2.11 below, an important intermediate step towards the proof of Theorem 1.1, is a special case of [41,
Theorem E.3]. Furthermore, building upon [36], Coja-Oghlan and Perkins [14] recently used the interpolation
method to derive precise variational formulas for the partition functions of random regular (hyper-)graphmodels.
The models studied in that paper include the Potts antiferromagnet as well, and the random regular graph ver-
sion of Corollary 2.11 could be derived from [14, Theorem 7.6] with little effort. But since the expositions of the
1RSB interpolationmethod for random regular graphs in [14, 41] and for binomial randomgraphs in [37] are rather
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brisk, and since, strictly speaking, [37] does not cover the Potts model, we present the interpolation method from
scratch, with a view to facilitating future uses of the method in combinatorics.
1.5. Preliminaries and notation. In order to avoid replications and case distinctions, throughout the paper we
use the shorthand G to denote either the random regular graph G(n,d) or the binomial random graph G(n,d/n).
Most of the statements and arguments in the following sections are generic and apply to either model, and in just
a few cases we will need to treat the twomodels separately. If G=G(n,d/n) is the binomial random graph then we
let D ∼ Po(d) be a Poisson variable, while in the case of the random regular graph we let D = d deterministically.
In either case we let (D i )i≥1 be independent copies of D .
As per common practice, we use the O( ·)-notation to refer to the limit n →∞. In our calculations we tacitly
assume that n is sufficiently large for the various estimates to be valid. In addition, in Section 5 we use Oq ( ·)-
notation to refer to the limit of large q as in Corollaries 1.2 and 1.4.
For a finite set Ω 6= ; we denote by P (Ω) the set of probability distributions on Ω. We identify P (Ω) with
the standard simplex in RΩ. Accordingly, P (Ω) inherits its topology from RΩ. Further, we write P 2(Ω) for the
space of probability measures on P (Ω). We endow P 2(Ω) with the weak topology, thus obtaining a Polish space.
Additionally, P 3(Ω) signifies the space of probability measures on P 2(Ω).
For a probability measure µ on a discrete probability space X we denote by σµ,σµ,1,σµ,2, . . . ∈X independent
samples drawn from µ. Where the reference to µ is apparent we omit µ from the superscripts and just writeσ, σ1,
etc. For a function X :Ωℓ→Rwe denote the expectation of X (σ1, . . . ,σℓ) by
〈
X ,µ
〉
. Thus,
〈
X ,µ
〉
=
〈
X (σ1, . . . ,σℓ),µ
〉
=
∑
σ1 ,...,σℓ∈X
X (σ1, . . . ,σℓ)
ℓ∏
i=1
µ(σi ).
Finally, we need the following version of a Markov random field. A factor graph
G = (V ,C , (Ωv )v∈V , (∂a)a∈C , (ψa )a∈C )
consists of
• a finite set V of variable nodes,
• a finite setC of constraint nodes,
• a finite or countable rangeΩv for each v ∈V ,
• a subset ∂a ⊂V for each a ∈C ,
• aweight functionψa :
∏
v∈∂aΩv → [0,∞) for each a ∈C .
A factor graph can be represented by a bipartite graph with vertex sets V and C where the neighbourhood of a ∈C
is just ∂a. We further define the function ψG :
∏
v∈V Ωv → (0,∞) by
σ 7→
∏
a∈C
ψa(σ∂a) (1.12)
for all σ= (σv )v∈V ∈
∏
v∈V Ωv , where σ∂a denotes the restriction of σ to ∂a. Finally, the partition function Z (G ) of
G is defined by
Z (G )=
∑
σ∈∏v Ωv
ψG (σ). (1.13)
If 0< Z (G )<∞ then G gives rise to a probability distribution
µG (σ)=ψG (σ)/Z (G ) for σ ∈
∏
v∈V
Ωv (1.14)
that is called the Boltzmann distribution of G .
2. OUTLINE
We proceed to survey the proofs of the main results, deferring most technical details to the following sections.
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2.1. The Potts antiferromagnet. The goal is to derive a lower bound on the chromatic number of the random
graph G = G(n,d) or G = G(n,d/n). We tackle this problem indirectly by way of a weighted version of the q-
colourability problem. To be precise, the q-spin Potts antiferromagnet at inverse temperatureβ> 0 on amultigraph
G = (V ,E ) is the probability distribution µG ,β on [q]V defined by
µG ,β(σ)=
1
Zβ(G)
∏
vw∈E (G)
1− (1−e−β)1{σ(v)=σ(w)}, where (2.1)
Zβ(G)=
∑
σ∈[q]V
∏
vw∈E (G)
1− (1−e−β)1{σ(v)=σ(w)}. (2.2)
Here it is understood that each edge of G contributes to the products in (2.1) and (2.2) according to its multi-
plicity. The strictly positive quantity Zβ(G), known as the partition function, ensures that µG ,β is a probability
measure. Moreover, we observe that the probability mass µG ,β(σ) is governed by the number of edges that σ ren-
ders monochromatic. Indeed, the product in (2.1) imposes an exp(−β) ‘penalty factor’ for every monochromatic
edge. Thus, larger values of β deliver higher penalties to monochromatic edges. In particular, if σ is a q-colouring
ofG then the product evaluates to one. Therefore, the partition function is lower-bounded by the total number of
q-colourings ofG and limβ→∞ Zβ(G) equals the number of q-colourings. Hence, χ(G)> q if there exists β> 0 such
that Zβ(G)< 1.
Thus, our approach is to show that there exists β> 0 such that if d exceeds the thresholds stated in Theorems 1.1
and 1.3 then w.h.p. logZβ(G) < 0. To facilitate the analysis of Zβ we will work with slightly modified and (for our
purposes) more amenable random graphmodels. Specifically, fixing ε> 0, we let
m ∼ Po≤dn/2((1−ε)dn/2) (2.3)
be a Poisson variable conditioned on not exceeding dn/2. Define G(n,d/n) as the random multigraph on the
vertex set Vn = {v1, . . . ,vn} obtained by inserting m independent random edges e1, . . . ,em chosen uniformly out
of all
(n
2
)
possible edges. Similarly, let G(n,d) be the random multigraph obtained from the following version of
the configuration model: choose a matching Γ of size m of the complete graph on Vn × [d] uniformly at random.
Then obtain G(n,d) by inserting one vw-edge for every matching edge {(v, i ), (w, j )} ∈ Γ. In order to avoid case
distinctions, we use the symbol G to denote either G(n,d/n) or G(n,d).
Workingwith the Potts antiferromagnet rather than directly with the graph colouring problemoffers two advan-
tages. First, the partition function Zβ(G) is always positive and logZβ(G) enjoys a Lipschitz property with respect
to edge additions/deletions. Indeed, adding or deleting a single edge can change logZβ(G) by an additive term
of at most β in absolute value. (See 3.1 below.) Second, as a consequence of this Lipschitz property it is easy to
prove that logZβ(G) is tightly concentrated about its expectation. Although similar statements already appear in
the literature (e.g., [6, 14]), we include the proof for completeness.
Proposition 2.1. For any ε,δ,β> 0 there is ξ> 0 such that for all large enough n we have
P
[∣∣logZβ(G)−E[logZβ(G)]∣∣> δn]≤ exp(−ξn), P[∣∣logZβ(G)−E[logZβ(G)]∣∣> δn]≤ exp(−ξn). (2.4)
Proposition 2.1 implies that the partition functions of G and G do not differ too much.
Corollary 2.2. For any β> 0we have limsupε→0 limsupn→∞ 1n
∣∣E[logZβ(G)]−E[logZβ(G)]∣∣= 0.
Finally, thanks to the following corollary it suffices to bound E[logZβ(G)] to show that G fails to be q-chromatic.
Corollary 2.3. If there is β> 0 such that limsupn→∞ 1n E
[
logZβ(G)
]
< 0, then χ(G)> q w.h.p.
Proof. If χ(G)≤ q then Zβ(G)≥ 1 for all β> 0. Hence,
limsup
n→∞
P[χ(G)≤ q]> 0⇒∀β> 0 : limsup
n→∞
P
[
logZβ(G)≥ 0
]
> 0. (2.5)
Now, assume that limsupn→∞
1
n
E[logZβ(G)]<−δ< 0 for some β> 0. Then Proposition 2.1 implies that logZβ(G)≤
−δn/2 w.h.p., and thus limsupn→∞P
[
logZβ(G)≥ 0
]
= 0. Thus, (2.5) shows that χ(G)> q w.h.p. 
The proofs of Proposition 2.1 and Corollary 2.2 can be found in Section 3, and we show how these results are used
to prove our main theorems at the end of Section 2.
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2.2. The interpolation scheme. The study of the partition function Zβ(G) is closely intertwined with the study of
the probability distribution µG,β from (2.1). What turns the latter task into a challenge is the possible presence of
extensive stochastic dependencies amongst the colours that σ ∈ [q]Vn , drawn from µG ,β, assigns to the different
vertices. While there are short range dependencies between the colour of a vertex v and the colours of vertices in
its proximity, the expansion properties of G are apt to cause long-range dependencies as well.
To cope with this issue, we are going to compare G with another random graph model G1 in which the depen-
dencies between the vertices are more manageable. Specifically, we will show that E[logZβ(G)] is upper-bounded
by E[logZβ(G1)]. To this end we will construct an interpolating family of random graphs (G t )t∈[0,1] such that
G0 essentially coincides with the random graph G from Section 2.1. To compare G0 and G1 we will show that
∂
∂t E[logZβ(G t )] is non-negative. This general proof strategy is known as the interpolation method. The specific in-
terpolation scheme (G t )t∈[0,1] that we use is an adaptation of the construction that Panchenko and Talagrand [37]
used to study binary problems on binomial randomhypergraphs (e.g., random k-SAT formulas). In the case of ran-
dom regular graphs, the present construction can actually be viewed as a special case of the interpolation scheme
from [14]. But since we need to perform the analysis for the binomial random graph anyway, a unified treatment
of both models incurs little overhead.
The elementsG t of the interpolation schemewill not be plain randomgraphs but random factor graphs. To con-
struct the interpolating family, fix a probability measure r ∈P 3([q]) as well as parameters ε,β> 0 and a probability
distribution γ on N. Let (r i )i≥1 be mutually independent random variables with distribution r; thus, r i ∈P 2([q]).
Next, for i ≥ 1, given r i let
{ρi ,h , ρi ,h, j , ρ
′
i ,h , ρ
′′
i ,h | j ,h ≥ 1}
be a set of mutually independent random variables with distribution r i . Then all random variables in
{ρi ,h , ρi ,h, j , ρ
′
i ,h , ρ
′′
i ,h | i , j ,h ≥ 1}
are mutually independent given (r i )i≥1. Additionally, let
M t ∼ Po((1−ε)(1− t)dn/2), M ′t ∼ Po((1−ε)tdn), M ′′t ∼ Po((1−ε)(1− t)dn/2) (2.6)
be mutually independent and independent of everything else. Define the event
M =
{
2M t +M ′t ≤ dn, M t +M ′t +M ′′t ≤ dn
}
and write (mt ,m
′
t ,m
′′
t ) for (M t ,M
′
t ,M
′′
t ) given M .
Remark 2.4. Although the above description of the random variables is complete and correct, now seems to be
a propitious moment to dwell on the measure-theoretic basis of the construction. It can be implemented on a
standard Borel space. To this end we identify the space P ([q]) with the standard simplex in Rq . Thus, P ([q])
inherits the Euclidean topology and the corresponding Borel algebra. Let
R : [0,1]2→P ([q]), (x, s) 7→Rx,s
be a measurable function and let
(x i , si ,h , y i ,h, j , y
′
i ,h , y
′′
i ,h )i , j ,h≥1
bemutually independent random variables that are uniformly distributed on the unit interval [0,1], all defined on
a common standard Borel space. Then R induces a distribution r ∈ P 3([q]) as for a given x ∈ [0,1] we naturally
obtain a distributionRx ∈P 2([q]), namely the distribution of the P ([q])-valued random variableRx,y1,1 . Conse-
quently, the distribution r of the P 2([q])-valued random variable Rx1 belongs to the space P
3([q]). Indeed, be-
cause P ([q]) is a complete separable metric space, any distribution r ∈P 3([q]) can be represented by a mapR in
this manner. Now, the above random variables r i can be identified with the P
2([q])-valued random variablesRxi .
Moreover, the ρi ,h ,ρi ,h, j ,ρ
′
i ,h
,ρ′′
i ,h
can be identified with the random variablesRxi ,yh ,Rx i ,y i ,h, j ,Rx i ,y ′i ,h
,Rx i ,y ′′i ,h
.
All the factor graphs G t have variable nodes
s,v1, . . . ,vn ,
with s ranging overN (that is,Ωs =N), and v1, . . . ,vn ranging over [q]. The constraint nodes are
e1, . . . ,emt ,a1, . . . ,am′t ,b1, . . . ,bm
′′
t
,g .
How constraint and variable nodes are connected depends on whether G is the binomial or the regular random
graph.
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Definition 2.5 (binomial case). The connections between the constraint and variable are as follows.
• Each ei , i ∈ [mt ], is adjacent to a random pair of two distinct variable nodes fromVn ; these pairs are drawn
uniformly and independently of everything else.
• Each ai , i ∈ [m′t ], is adjacent to s and one random variable node from Vn drawn uniformly and indepen-
dently of everything else.
• The constraint nodes g ,b1, . . . ,bm′′t are adjacent to the variable node s only.
The construction in the random regular case resembles the ‘configuration model’.
Definition 2.6 (regular case). Let Γt be a uniformly random maximal matching of the complete bipartite graph
with vertex classes (
mt⋃
i=1
{ei }× {1,2}
)
∪
m′t⋃
i=1
{ai } and
n⋃
i=1
{vi }× [d];
this matching covers the left vertex set completely because 2m t +m ′t ≤ dn.
• Each constraint node ei is adjacent to the variable nodes v,w for whichΓt contains edges between (ei ,1) and
{v}× [d] and (ei ,2) and {w}× [d].
• Each ai is adjacent to s and to the variable node w for which Γt contains an edge between ai and {w}× [d].
• The constraints g ,b1, . . . ,bm′′t are adjacent to s only.
Finally, we need to define the weight functions of the constraint nodes: let
ψg (σs)= γ(σs) (σs ∈N),
ψei (σv ,σw )= 1− (1−e−β)1{σv =σw } (∂ei = {v,w},σv ,σw ∈ [q]),
ψai (σs ,σv )= 1− (1−e−β)ρi ,σs (σv ) (∂ai = {s,v}, σs ∈N, σv ∈ [q]),
ψbi (σs)= 1− (1−e−β)
∑
τ∈[q]
ρ
′
i ,σs
(τ)ρ′′i ,σs (τ) (σs ∈N).
Thus, ψg simply weighs the value s according to the given probability distribution γ. Moreover, the constraint
nodes ei simulate the effect of the edges of the original graphG as in the definition (2.1) of the Pottsmodel. Indeed,
if the variable nodes adjacent to ei are coloured the same then the weight is exp(−β); otherwise it is one. Moreover,
ψai weighs the colour σ of the adjacent variable node from Vn according to ρi ,σs . Further, ψbi (σs) is determined
by the probability that two colours chosen independently fromρ′
i ,σs
,ρ′′
i ,σs
∈P ([q]) coincide. The total weightψG t ,
partition function Z (Gt ) and the Boltzmann distribution µG t are defined by the general formulas (1.12)–(1.14).
In the physics literature the ai are called external fields [34]. A similar construction involving an extra N-valued
variable node s was used in [41].
At ‘time’ t = 1 (2.6) ensures that mt = m′′t = 0. Thus, the only constraints present are the ai . Each of them
is connected to the variable node s and to one other variable node. Hence, the factor graph is star-shaped with
constraint node s at the centre. In effect, the variable nodes v1, . . . ,vn are dependent only through s.
By contrast, at t = 0 (2.6) yields m′t = 0. Thus, the factor graph contains only constraints of type ei and of type bi .
In effect, G0 decomposes into two parts. The connected component of s contains all the constraint nodes bi , none
of which is connected with v1, . . . ,vn . Thus, once more there is a star structure with s at the centre, and it is not too
difficult to write out the partition function of this component. Furthermore, the factor graph induced on v1, . . . ,vn
and e1, . . . ,em1 is essentially identical to the original graph G. More specifically, the Boltzmann distribution µG1
induces precisely the same distribution on [q]Vn as the Potts antiferromagnet µG ,β from (2.1). Thus, we can hope
to relate the partition functions Zβ(G) and Z (G0); see Figure 2 for an illustration.
We observe that the distribution of the degrees of v1, . . . ,vn remains (essentially) the same for 0≤ t ≤ 1. Specif-
ically, in the regular case most variables have degree exactly d throughout the interpolation, and in the binomial
case the degrees are approximately Po((1−ε)d) distributed. Additionally, the total number of constraints remains
(essentially) constant throughout the interpolation as well. Indeed, at t = 0 there are about (1−ε)dn/2 constraints
of type ei and about the same number of constraints bi , while at t = 1 we have about (1−ε)dn constraints of type
ai .
As mentioned above, the idea behind the construction is to compare E[logZβ(G)] with the partition function
of a simpler model where correlations amongst v1, . . . ,vn are amenable to a precise analysis. The following two
propositions spell out this relationship precisely.
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FIGURE 2. The factor graphs G0 (left) and G1 (right).
Proposition 2.7. Let
Y ′ =
∞∑
σs=1
γ(σs)
∏
1≤i≤dn/2
1− (1−e−β)
q∑
τ=1
ρ
′
i ,σs
(τ)ρ′′i ,σs (τ).
For any δ,β> 0 for small enough ε> 0we have E[logZ (G0)]≥ E[logZβ(G)]+E[logY ′]−δn.
Furthermore, the following proposition shows that Z (G1) dominates Z (G0). The proof is based on estimating the
derivative ∂∂t E[logZ (Gt )].
Proposition 2.8. We have E[logZ (G0)]≤ E[logZ (G1)]+o(n).
Finally, we introduce a convenient proxy for the partition function of G1: let
Y =
∞∑
σs=1
γ(σs)
n∏
i=1
q∑
σvi =1
D i∏
h=1
1− (1−e−β)ρi ,σs ,h(σvi ). (2.7)
Corollary 2.9. For any β> 0we have E[logZβ(G)]≤ E[logY ]−E[logY ′]+o(n).
The proofs of Propositions 2.7 and 2.8 and Corollary 2.9 can be found in Section 4. We are thus left to study Y ,Y ′,
which are approximations to the partition function of the factor graph G1 and the partition function of the s-
component of G0, respectively.
2.3. Poisson-Dirichletweights. While the expression E[logY ]−E[logY ′] fromCorollary 2.9 already bears a certain
resemblance to (1.9), an important difference remains. Namely, the expressions Y ,Y ′ inside the logarithm still
contain n, the number of vertices. If the probability distribution γ is an atom, that is, γ(k)= 1 for some k ∈N, then
we can produce the same joint distribution on σv1 , . . . ,σvn by deleting s and g from the factor graphs G0 and G1
and replacing σs by k in the expressions for Y and Y
′. This causes Y and Y ′ to factorise:
E[logY ]=
n∑
i=1
E
[
log
q∑
τ=1
D i∏
h=1
1− (1−e−β)ρi ,k ,h (τ)
]
, E[logY ′]=
∑
1≤i≤dn/2
E
[
log1− (1−e−β)
q∑
τ=1
ρ
′
i ,k (τ)ρ
′′
i ,k (τ)
]
. (2.8)
In particular, long-range correlations are completely absent in the target G1 of the interpolation. (The modified
G1 with s and g deleted consists of n connected components, each containing exactly one vi .) In physics jargon
the bound on E[logZβ(G)] that can be obtained from (2.8) is called the replica symmetric bound. While the replica
symmetric bound easily implies the first moment bound (1.1), it does not appear sufficient to prove Theorems 1.1
and 1.3 for any q ≥ 3.
Fortunately there is another choice of the distribution γ that leads to a simple formula. Recall that the Poisson-
Dirichlet distributionwithparameter y > 0 is defined as follows. LetP ⊂ (0,∞) be the countable point set generated
by a Poisson point process on (0,∞) with density x−1−ydx, independent of all other sources of randomness that
have been introduced thus far. Further, let (p i )i≥1 be the sequence that comprises the points from P in decreasing
order, i.e., p i ≥ p i+1 for all i . Because y > 0 we have
∑∞
i=1 p i <∞ almost surely. Therefore,
γ(s)= ps
/ ∞∑
i=1
p i
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defines a probability measure on N, the Poisson-Dirichlet law. To be precise, γ is a random probability measure
which depends on P . The following lemma enables us to simplify E[logY ], E[logY ′].
Lemma 2.10 ([37]). Suppose that (Xs )s≥1 are positive identically distributed randomvariables with bounded second
moments, mutually independent and independent of γ. Then
E
[
log
∑
s≥1
γ(s)Xs
]
= 1
y
logE[X
y
1 ].
Panchenko and Talagrand [37] used Lemma 2.10 to bound the partition function of the random k-SAT model. We
apply Lemma 2.10 in a similar manner to upper bound E[logZβ(G)]. Specifically, let R be the σ-algebra generated
by the random variables (r i ,D i )i≥1. Thanks to Lemma 2.10, the bound from Corollary 2.9 simplifies as follows.
Corollary 2.11. For any y,β> 0 and r ∈P 3([q])we have
limsup
n→∞
1
n
E[logZβ(G)]≤φβ,y (r)/y, where
φβ,y (r)= E
[
log E
[(
q∑
τ=1
D1∏
h=1
1− (1−e−β)ρ1,1,h(τ)
)y ∣∣∣R
]
− d
2
log E
[(
1− (1−e−β)
q∑
τ=1
ρ
′
1,1(τ)ρ
′′
1,1(τ)
)y ∣∣∣R
] ]
, (2.9)
with the outer E [ · ] being the expectation on r 1,D1 only.
Proof. Choose ε> 0 small enough and assume that n is sufficiently large. Moreover, for all k ∈N let
Xk =
n∏
i=1
q∑
σvi =1
D i∏
h=1
1− (1−e−β)ρi ,k ,h (σvi ), X ′k =
∏
1≤i≤dn/2
1− (1−e−β)
q∑
τ=1
ρi ,k (τ)ρ
′
i ,k (τ).
Applying Corollary 2.9 to the random distribution γ, we obtain
E[logZβ(G)]≤ E
[
log
∞∑
k=1
γ(k)Xk
]
−E
[
log
∞∑
k=1
γ(k)X ′k
]
+o(n).
Hence, Lemma 2.10 yields
y E[logZβ(G)]≤ E
[
logE
[
X
y
1 |R
]
− logE
[
X ′1
y |R
]]
+o(yn); (2.10)
clearly, since X1,X
′
1 do not depend on P , the outer E [ · ] in (2.10) is on (r i ,D i )i≥1 only. Further, because the
ρi , j ,h ,ρi , j ,ρ
′
i , j
aremutually independent given R, we obtain
E
[
log E[X
y
1 |R]
]
= nE
[
log E
[(
q∑
τ=1
D1∏
h=1
1− (1−exp(−β))ρ1,1,h(τ)
)y ∣∣∣R
]]
, (2.11)
E
[
log E[X ′1
y |R]
]
= dn
2
E
[
log E
[(
1− (1−exp(−β))
q∑
τ=1
ρ
′
1,1(τ)ρ
′′
1,1(τ)
)y ∣∣∣R
]]
. (2.12)
The assertion follows from (2.10)–(2.12). 
2.4. The zero temperature limit. To actually deduce a bound on the chromatic number from Proposition 2.11 we
need to fix the three remaining parameters β, y,r. Since the Potts model approaches the graph colouring problem
in the limit of large β, it seems natural to take the limit β→∞. In physics jargon, we take the ‘temperature’ 1/β
to zero. Moreover, physics intuition suggests sending the ‘Parisi parameter’ y to zero as well. Ding et al. [20] took
similar limits to derive the upper bound on the k-SAT threshold from the formula for the k-SAT partition function
from [37].
With respect to r, we make two different choices, depending on whether G is regular or binomial. Let us begin
with the regular case. For i ∈ [q], let ηi ∈P ([q]) be the atom on colour i . Moreover, let η0 = q−11 ∈P ([q]) be the
uniform distribution on the q colours. Then for a given α ∈ [0,1] we define
rα =αδη0 +
1−α
q
q∑
i=1
δηi ∈P 2([q]). (2.13)
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Geometrically, we can think of rα as a discrete distribution on the standard simplex P ([q])⊂ Rq that places mass
α on the centre and distributes the remaining mass 1−α equally amongst the q corners of the simplex. Let
rα = δrα ∈P 3([q]) (2.14)
be the atom on rα. Further, the expression (1.10) for the binomial randomgraph involves a probability distribution
a on [0,1]. Given any a ∈P ([0,1]), we define ra ∈P 3([q]) by
ra =
∫1
0
rαda(α). (2.15)
Plugging rα or ra into Proposition 2.11, we finally obtain the expressions from (1.8) and (1.10).
Proposition 2.12. If G=G(n,d) is the random regular graph then
lim
y→0
lim
β→∞
φβ,y (rα)=Σd ,q (α) for all α∈ [0,1].
Moreover, if G=G(n,d/n) is the binomial model then
lim
y→0
lim
β→∞
φβ,y (ra)=Σ∗d ,q (a) for all a ∈P ([0,1]).
The proof of Proposition 2.12 can be found in Section 4.4.
Nowwe have all the pieces in place to complete the proofs of the main theorems.
Proof of Theorem 1.1. Fix q ≥ 3 and assume that Σd ,q < 0 for some d ≥ 3. (This holds when d = dq , for example.)
Then Proposition 2.12 yields y,β > 0 and α ∈ [0,1] such that φβ,y (rα) < 0. In particular we can take α to be the
value whichminimises Σd ,q (·). Consequently, Corollary 2.11 implies that limsupn→∞ 1n E[logZβ(G)]< 0. Therefore,
Corollary 2.3 implies that
χ(G(n,d))> q w.h.p. (2.16)
We are left to prove that G(n,d ′) also fails to be q-chromatic w.h.p. for all d ′ > d . To see this, we observe that the
property of being q-colourable is decreasing; that is, if a graphG is q-colourable then so is every subgraphG ′ ofG.
Now, [26, Theorem 9.36] shows that if d ′ > d and if a decreasing property A is satisfied for G(n,d ′) w.h.p.then the
G(n,d) enjoys A w.h.p., too. Thus, (2.16) implies that χ(G(n,d ′))> q for all d ′ > d . 
Proof of Theorem 1.3. Once more we fix q ≥ 3 and suppose that Σ∗
d ,q
< 0 for some d > 0. (This holds when d =
d∗q , for example.) Then by Proposition 2.12 there exist y,β > 0 and a ∈ P ([0,1]) such that φβ,y (ra) < 0 and thus
limsupn→∞
1
n
E[logZβ(G)]< 0 by Corollary 2.11. Hence, Corollary 2.3 yields
χ(G(n,d/n))> q w.h.p. (2.17)
Finally, due to monotonicity, (2.17) implies that χ(G(n,d ′/n))> q w.h.p. for all d ′ > d . 
Given Theorems 1.1 and 1.3 the asymptotic formulas detailed in Corollary 1.2 andCorollary 1.4 follow from routine
calculations, which we defer to Section 5.
3. CONCENTRATION
After proving Proposition 2.1 in Section 3.1, we prove Corollary 2.2 in Section 3.2.
3.1. Proof of Proposition 2.1. The proof is based on Azuma’s inequality and the Lipschitz property of the random
variable logZβ( ·). Indeed, (2.2) shows that if a multigraph G ′ is obtained from G by adding one single edge then
e−β ≤ Zβ(G ′)/Zβ(G)≤ 1, and hence ∣∣logZβ(G ′)− logZβ(G)∣∣≤β. (3.1)
We pick a small enough ζ= ζ(ε,δ,β)> 0 and a smaller ξ= ξ(ε,δ,β,ζ)> 0. We treat the binomial random graph and
the random regular graph separately, tacitly assuming in either case that n is sufficiently large.
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3.1.1. The binomial random graph. Writing M ∼Bin(
(n
2
)
,d/n) for the number of edges ofG and invoking the Cher-
noff bound, we obtain
P [|M −dn/2| < ζn]≥ 1−exp(−4ξn). (3.2)
Further, let Gn,m be the random multigraph on n vertices comprising m edges chosen uniformly and indepen-
dently out of all
(n
2
)
possible edges. Let S be the event that Gn,m is simple. It is well known that
P
[
Gn,m ∈S
]
=Ω(1) uniformly for allm ≤ dn/2+ζn. (3.3)
Moreover, providing ξ is chosen small enough, Azuma’s inequality and (3.1) imply that
P
[∣∣logZβ(Gn,m )−E[logZβ(Gn,m )]∣∣> ζn]≤ exp(−6ξn) for allm ≤ dn/2+ζn. (3.4)
The estimates (3.3)–(3.4) imply that for allm ≤ dn/2+ζn,
P
[∣∣logZβ(Gn,m )−E[logZβ(Gn,m )]∣∣> ζn |S ]≤ exp(−5ξn). (3.5)
Since
| logZβ(Gn,m)| ≤ n logq+mβ=O(n+m), (3.6)
the bound (3.5) shows that for allm ≤ dn/2+ζn,∣∣E[logZβ(Gn,m) |S ]−E[logZβ(Gn,m )]∣∣≤ 2ζn. (3.7)
Further, because G | (M =m) and Gn,m |S are identically distributed, (3.5) and (3.7) show that
P
[ ∣∣logZβ(G)−E[logZβ(G) |M =m]∣∣> 3ζn ∣∣∣M =m]=P[∣∣logZβ(Gn,m )−E[logZβ(Gn,m ) |S ]∣∣> 3ζn |S ]
≤P
[∣∣logZβ(Gn,m)−E[logZβ(Gn,m )]∣∣> ζn |S ]≤ exp(−5ξn) for allm ≤ dn/2+ζn. (3.8)
Moreover, combining (3.2), (3.6) and (3.8), we obtain (2.4).
To prove the second assertion, we recall that m ∼ Po≤dn/2((1−ε)dn/2). We thus obtain the tail bound
P [|m− (1−ε)dn/2| > ζn]≤ exp(−2ξn) (3.9)
for sufficiently small ξ. Since G | (m =m) and Gn,m are identically distributed, (3.4) yields
P
[ ∣∣logZβ(G)−E[logZβ(G) |m =m]∣∣> ζn∣∣∣m =m ]≤ exp(−3ξn). (3.10)
Finally, providing that ζ is chosen small enough, (3.1) and (3.9) imply that
|E[logZβ(G) |m =m]−E[logZβ(G)]| ≤ δn/2 for all (1−ε)dn/2−ζn ≤m ≤ (1−ε)dn/2+ζn.
Therefore, the second part of (2.4) follows from (3.9) and (3.10).
3.1.2. The random regular graph. We recall that the random regular graph G can be constructed via the configura-
tion model by drawing a perfect matching e1, . . . ,edn/2 of the complete graph on the vertex set Vn × [d] uniformly
at random. To be precise, the sequence e1, . . . ,edn/2 is constructed by successively drawing a uniformly random
edge e i+1 that connects two distinct vertices of the complete graph on Vn× [d] that are not incident with e1, . . . ,e i .
Let G ′ be the random multigraph on [n] obtained by inserting for each matching edge e i = {(v,h), (w, j )} an edge
between v and w and let S denote the event that G ′ is simple. It is well known that
P [S ]=Ω(1); (3.11)
see, e.g., [26, Corollary 9.7]. Moreover, G is distributed as G ′ given S .
To prove the first inequality we consider the filtration (Et )t∈[dn/2] with Et generated by e1, . . . ,e t . Then the se-
quence (E
[
logZβ(G
′) | Et
]
)t∈[dn/2] is a Doobmartingale. Moreover, (3.1) implies that∣∣E[logZβ(G ′) | Et ]−E[logZβ(G ′) | Et+1]∣∣≤β. (3.12)
Therefore, Azuma’s inequality yields
P
[∣∣logZβ(G ′)−E[logZβ(G ′)]∣∣> δn/8]≤ exp(−2ξn). (3.13)
The first assertion thus follows from (3.11) and (3.13). Further, we can think of G as the multigraph obtained by
inserting the edges induced by e1, . . . ,em only. Hence, arguing as for (3.13) but stopping after m steps gives
P
[ ∣∣logZβ(G)−E[logZβ(G) |m]∣∣> δn/8∣∣∣m ]≤ exp(−2ξn). (3.14)
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Finally, the second assertion follows from (3.1), (3.9) and (3.14).
3.2. Proof of Corollary 2.2. Given δ,β> 0 we choose small enough ε= ε(δ,β)> 0, ζ= ζ(δ,β,ε), ξ= ξ(δ,β,ε,ζ) and
assume that n is sufficiently large. Once more we treat the binomial and the regular models separately.
3.2.1. The binomial random graph. We continue to denote the total number of edges of the binomial graph G =
G(n,d/n) by M andbyGn,M the randommultigraphobtained by including M uniformly and independently chosen
edges. Due to (3.2) and (3.9), with probability 1−exp(−Ω(n)), we can obtain Gn,M from G by adding or removing
no more than 2εdn edges. Hence, provided ε is small enough, (3.1) ensures that∣∣E[logZβ(G)]−E[logZβ(Gn,M )]∣∣≤ 2εβdn (1−e−Ω(n))+O(n2)e−Ω(n) ≤ δn/3. (3.15)
Furthermore, with S the event that Gn,M is simple, G is distributed as Gn,M given S . Therefore, (3.3) and (3.4)
imply that ∣∣E[logZβ(G)]−E[logZβ(Gn,M )]∣∣= ∣∣E[logZβ(Gn,M ) |S ]−E[logZβ(Gn,M )]∣∣≤ δn/3. (3.16)
Finally, the assertion follows from (3.15) and (3.16).
3.2.2. The random regular graph. As in Section 3.1.2 we denote by G ′ the random multigraph with dn/2 edges
drawn from the configuration model. By the principle of deferred decisions we can think of G ′ as being obtained
from G by adding the missing dn/2−m edges. Hence, provided that ε is sufficiently small, (3.1) implies that∣∣E[logZβ(G)]−E[logZβ(G ′)]∣∣≤ δn/3. (3.17)
Furthermore, as G is distributed as G ′ given the event S , (3.11) and (3.13) yield∣∣E[logZβ(G)]−E[logZβ(G ′)]∣∣≤ δn/3. (3.18)
The assertion follows from (3.17) and (3.18).
4. INTERPOLATION
In this section we carry out the technical details of the interpolation argument. Section 4.1 contains the proof of
Proposition 2.7 while Section 4.2 deals with the proof of Proposition 2.8. Subsequently, Section 4.3 contains the
proof of Proposition 2.9 and finally, in Section 4.4 we prove Proposition 2.12.
4.1. Proof of Proposition 2.7. A glimpse at (2.6) reveals that the random factor graph G0 consists of constraint
nodes e1, . . . ,em0 and b1, . . . ,bm′′0
only. (See also the left side of Figure 2.) The constraints e1, . . . ,em0 are adjacent to
the variables Vn but not to s, while b1, . . . ,bm′′0
are adjacent to s but not to Vn . Consequently, the partition function
factorises:
Z (G0)=Y ·Z , where Y =
∞∑
σs=1
γ(σs)
m′′0∏
i=1
ψbi (σs), Z =
∑
σ∈[q]Vn
m0∏
i=1
ψei (σ∂ei ).
Hence
E
[
logZ (G0)
]
= E
[
logZ
]
+E
[
logY
]
(4.1)
and by construction we have
E
[
logZ
]
= E
[
logZβ(G)
]
. (4.2)
Additionally, Y ′ is distributed as Y given m′′0 = ⌊dn/2⌋. Hence, since P[m′′0 > dn/2]= e−Ω(n), we can couple Y and
Y ′ such that
E[logY ′− logY ]= E

1{m′′0 ≤ dn/2} log ∞∑
σs=1
γ(σs)
∏
1≤i≤dn/2−m′′0
ψbi (σs )

+e−Ω(n). (4.3)
Since for any s ∈Nwe have exp(−β)≤ψbi (s)≤ 1 for all i , by (2.6) and (4.3) and applying Poisson tail bounds gives∣∣E[logY ′]−E[logY ]∣∣≤ εβdn/2+o(n). (4.4)
Combining (4.1), (4.2) and (4.4), we obtain
E
[
logZ (G0)
]
≥ E
[
logZβ(G)
]
+ E[logY ′]−εβdn/2+o(n). (4.5)
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Finally, the assertion follows from (4.5) and Corollary 2.2.
4.2. Proof of Proposition 2.8. We begin by defining a set Ct of variable nodes of G t , along with a probability
distribution Pt on Ct . In the binomial case (G is the binomial random graph) let Ct =Vn and let Pt be the uniform
distribution on Ct . In the regular case (G is the random regular graph) let Ct be the set of all vertices v ∈ Vn of
degree dG t (v) strictly less than d in G t , and providing that Ct 6= ; we define, for all v ∈Ct ,
Pt (v)=
d −dG t (v)∑
w∈Ct (d −dG t (w))
.
In both the binomial and the regular case we refer to the elements of Ct as cavities. Assuming that Ct 6= ;, we
denote by c1,c
′
1,c2,c
′
2, . . . ∈Ct cavities drawn independently from Pt . Note that P(Ct =;)= e−Ω(n).
The proof of Proposition 2.8 relies on coupling arguments. Specifically, we will couple G t with three random
factor graphs obtained by adding one more constraint of each of the three types of constraints:
• assuming that 2mt +m ′t ≤ dn−2, we obtain G ′t from G t by adding one more constraint emt+1 as per Defi-
nition 2.5 or 2.6, respectively; if 2m t +m′t > dn−2 then we let G ′t =G t .
• assuming that 2m t +m′t < dn, we obtain G ′′t from G t by adding one more constraint am′t+1 in accordance
with Definition 2.5 or 2.6, respectively; if 2m t +m ′t = dn then we let G ′′t =G t .
• finally, obtain G ′′′t from G t by adding one more constraint bm′′t +1.
The following lemma expresses the derivative of E
[
logZβ(G t )
]
in terms of these three enhanced factor graphs. Let
us observe for future reference that∣∣logZβ(G t )∣∣≤ n logq+β(mt +m′t +m′′t )=O(n), (4.6)
which follows from the fact that G t has at most 1+mt +m′t +m′′t ≤ dn+1 constraint nodes, and that the weight
functions of the constraint nodes ei ,ai ,bi satisfy exp(−β)≤ψei ,ψai ,ψbi ≤ 1.
Lemma 4.1. We have
2
(1−ε)dn
∂
∂t
E
[
logZβ(G t )
]
=−E
[
logZβ(G
′
t )
]
+2E
[
logZβ(G
′′
t )
]
−E
[
logZβ(G
′′′
t )
]
+o(1). (4.7)
Proof. Recalling that mt ,m
′
t ,m
′′
t are distributed as the independent Poisson variables M t ,M
′
t ,M
′′
t from (2.6) given
the event M = {2m t +m t ≤ dn, mt +m′t +m ′′t ≤ dn}, we see that
E
[
logZβ(G t )
]
=
∑
(m,m′ ,m′′)∈M
P
[
M t =m, M ′t =m′, M ′′t =m′′ |M
]
E
[
logZβ(G t ) |mt =m, m′t =m′m′′t =m′′
]
. (4.8)
The conditional expectation on the right hand side is independent of t . But the means of M t ,M
′
t ,M
′′
t are governed
by t . Hence, we need to differentiate P
[
M t =m, M ′t =m′, M ′′t =m′′ |M
]
. For (m,m′,m′′)∈M we obtain
∂
∂t
P
[
M t =m, M ′t =m′, M ′′t =m′′ |M
]
= ∂
∂t
P [M t =m]P
[
M ′t =m′
]
P
[
M ′′t =m′′
]
P [M ]
=
P [M ] ∂∂t
(
P [M t =m]P
[
M ′t =m′
]
P
[
M ′′t =m′′
])
−P [M t =m]P
[
M ′t =m′
]
P
[
M ′′t =m′′
]
∂
∂t P [M ]
P [M ]2
. (4.9)
The product rule yields
∂
∂t
P [M t =m]P
[
M ′t =m′
]
P
[
M ′′t =m′′
]
=
(
∂
∂t
P [M t =m]
)
P
[
M ′t =m′
]
P
[
M ′′t =m′′
]
+P [M t =m]
(
∂
∂t
P
[
M ′t =m′
])
P
[
M ′′t =m′′
]
+P [M t =m]P
[
M ′t =m′
]( ∂
∂t
P
[
M ′′t =m′′
])
=− (1−ε)dn
2
(P [M t =m−1]−P [M t =m])P
[
M ′t =m′
]
P
[
M ′′t =m′′
]
+ (1−ε)dnP [M t =m]
(
P
[
M ′t =m′−1
]
−P
[
M ′t =m′
])
P
[
M ′′t =m′′
]
− (1−ε)dn
2
P [M t =m]P
[
M ′t =m′
](
P
[
M ′′t =m′′−1
]
−P
[
M ′′t =m′′
])
. (4.10)
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Moreover, differentiating −P[M ]=P[M c ]−1 gives
− ∂
∂t
P [M ]=
∑
(m,m′,m′′)6∈M
∂
∂t
P [M t =m]P
[
M t =m′
]
P
[
M ′′t =m′′
]
= exp(−Ω(n)). (4.11)
Combining (4.8)–(4.11) and using P [M ]= 1−exp(−Ω(n)), we obtain
− 2
(1−ε)dn
∂
∂t
E
[
logZβ(G t )
]
= o(1)+
∑
(m,m′ ,m′′)∈M
(
E
[
logZβ(G t ) |mt =m,m′t =m′,m ′′t =m′′
]
(P [M t =m−1]−P [M t =m])P
[
M ′t =m′
]
P
[
M ′′t =m′′
]
−2E
[
logZβ(G t ) |mt =m,m′t =m′,m ′′t =m′′
]
P [M t =m]
(
P
[
M ′t =m′−1
]
−P
[
M ′t =m′
])
P
[
M ′′t =m′′
]
+E
[
logZβ(G t ) |mt =m,m ′t =m′,m ′′t =m′′
]
P [M t =m]P
[
M ′t =m′
](
P
[
M ′′t =m′′−1
]
−P
[
M ′′t =m′′
]))
. (4.12)
By the principle of deferred decisions, if (m,m′,m′′) ∈M then we can think of G t given m t =m,m ′t =m′,m′′t =m′′
as resulting from G t given mt =m−1,m ′t =m′,m′′t =m′′ via the insertion of one more constraint emt . Therefore,∑
(m,m′,m′′)∈M
E
[
logZβ(G t ) |mt =m,m′t =m′,m ′′t =m′′
]
(P [M t =m−1]−P [M t =m])P
[
M ′t =m′
]
P
[
M ′′t =m′′
]
= E
[
1{(mt +1,m ′t ,m ′′t ) ∈M } logZβ(G ′t )
]
−E
[
logZβ(G t )
]
. (4.13)
The definition (2.6) of the Poisson variables ensures that P[(mt +1,m ′t ,m ′′t ) ∈M ] = 1− exp(−Ω(n)). Hence, (4.6)
and (4.13) yield∑
(m,m′,m′′)∈M
E
[
logZβ(G t ) |mt =m,m′t =m′,m ′′t =m′′
]
(P [M t =m−1]−P [M t =m])P
[
M ′t =m′
]
P
[
M ′′t =m′′
]
= E
[
logZβ(G
′
t )
]
−E
[
logZβ(G t )
]
+o(1). (4.14)
Similarly,∑
(m,m′,m′′)∈M
E
[
logZβ(G t ) |mt =m,m′t =m′,m′′t =m′′
]
P [M t =m]
(
P
[
m′t =m′−1
]
−P
[
m′t =m′
])
P
[
M ′′t =m′′
]
= E
[
logZβ(G
′′
t )
]
−E
[
logZβ(G t )
]
+o(1), (4.15)∑
(m,m′,m′′)∈M
E
[
logZβ(G t ) |mt =m,m′t =m′,m′′t =m′′
]
P [M t =m]P
[
M ′t =m′
](
P
[
M ′′t =m′′−1
]
−P
[
M ′′t =m′′
])
= E
[
logZβ(G
′′′
t )
]
−E
[
logZβ(G t )
]
+o(1). (4.16)
Thus, the assertion follows from (4.12), (4.14), (4.15) and (4.16). 
Let C be the event that |Ct | ≥n2/3. The choice of the parameters (2.6) ensures that
P [C]= 1−exp(−Ω(n)). (4.17)
We proceed to calculate the three expressions on the r.h.s. of (4.7). Recall the function ψG t and the Boltzmann
distribution µG t which correspond to G t , defined as in (1.12) and (1.14).
Lemma 4.2. We have
E
[
logZβ(G
′
t )
]
−E
[
logZβ(G t )
]
= o(1)−
∞∑
ℓ=1
(1−e−β)ℓ
ℓ
E
[
1C ·
〈
1{σc1 =σc2 },µG t
〉ℓ]
.
Proof. Since (4.6) shows that logZβ(G t ), logZβ(G
′
t )=O(n), (4.17) implies that
E
[
logZβ(G
′
t )
]
−E
[
logZβ(G t )
]
= E
[
1C · logZβ(G ′t )
]
−E
[
1C · logZβ(G t )
]
+o(1). (4.18)
Moreover, conditioned on the event C, the factor graph G ′t results from G t via the addition of a single constraint
emt+1. Denoting by u,v the variable nodes that emt+1 joins, we obtain
logZβ(G
′
t )− logZβ(G t )= log
Zβ(G
′
t )
Zβ(G t )
= log
∑
σ∈N×[q]n
ψemt+1(σu ,σv )
ψG t (σ)
Zβ(G t )
= log
〈
ψem t+1 ,µG t
〉
. (4.19)
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(Here the sum is over all σ = (σs ,σv1 , . . . ,σvn ) ∈ N× [q]n , recalling that Vn = {v1, . . . ,vn}.) In particular, because
exp(−β)≤ψemt+1(σ)≤ 1 we have −β≤ logZβ(G ′t )− logZβ(G t )≤ 0. Further, conditioned on C, the probability that
two cavities c1,c2 chosen independently with distribution Pt coincide is o(1). Hence, recalling the construction
of the probability distribution Pt on the set Ct of cavities, we notice that the distribution of the pair (u,v ) and the
distribution of the pair (c1,c2) have total variation distance o(1). Consequently, (4.19) yields
E
[
1C · logZβ(G ′t )
]
−E
[
1C · logZβ(G t )
]
= E
[
1C · log
〈
ψemt+1 ,µG t
〉]
= o(1)+E
[
1C · log
(
1− (1−e−β)
〈
1{σc1 =σc2 },µG t
〉)]
= o(1)−
∞∑
ℓ=1
(1−e−β)ℓ
ℓ
E
[
1C ·
〈
1{σc1 =σc2},µG t
〉ℓ]
. (4.20)
The assertion follows from (4.18) and (4.20). 
Lemma 4.3. We have
E
[
logZβ(G
′′
t )
]
−E
[
logZβ(G t )
]
= o(1)−
∞∑
ℓ=1
(1−e−β)ℓ
ℓ
E
[
1C ·
〈
ρm′t+1,σs (σc1 ),µG t
〉ℓ]
.
Proof. Just as in the proof of Lemma 4.2 we have
E
[
logZβ(G
′′
t )
]
−E
[
logZβ(G t )
]
= E
[
1C · logZβ(G ′′t )
]
−E
[
1C · logZβ(G t )
]
+o(1). (4.21)
Denote by v ∈Vn the variable node adjacent to the new constraint am′t+1 of G
′′
t . Then conditioned on Cwe have
logZβ(G
′′
t )− logZβ(G t )= log
∑
σ∈N×[q]n
ψam′t+1
(σv )
ψG t (σ)
Zβ(G t )
= log
〈
ψam′t+1
,µG t
〉
.
By construction, the variable node v is distributed according to Pt , the law of c1. Hence,
E
[
1C · logZβ(G ′′t )
]
−E
[
1C · logZβ(G t )
]
= E
[
1C · log
(
1− (1−e−β)
)〈
ρm′t+1,σs (σc1),µG t
〉]
=−
∞∑
ℓ=1
(1−e−β)ℓ
ℓ
E
[
1C ·
〈
ρm′t+1,σs (σc1 ),µG t
〉ℓ]
. (4.22)
Combining (4.21) and (4.22) completes the proof. 
Lemma 4.4. We have
E
[
logZβ(G
′′′
t )
]
−E
[
logZβ(G t )
]
= o(1)−
∞∑
ℓ=1
(1−e−β)ℓ
ℓ
E
[
1C ·
〈
q∑
τ=1
ρ
′
m′′t +1,σs
(τ)ρ′′
m′′t +1,σs
(τ),µG t
〉ℓ]
.
Proof. This follows from similar manipulations as in the proofs of Lemmas 4.2 and 4.3. 
Proof of Proposition 2.8. Let
∆ℓ = E
[
1C ·
(〈
1{σc1 =σc2},µG t
〉ℓ−2〈ρm′t+1,σs (σc1 ),µG t
〉ℓ
+
〈
q∑
τ=1
ρ
′
m′′t +1,σs
(τ)ρ′′
m′′t +1,σs ,
(τ),µG t
〉ℓ)]
.
Combining Lemmas 4.1–4.4, we see that
2
(1−ε)dn
∂
∂t
E
[
logZβ(G t )
]
= o(1)+
∞∑
ℓ=1
(1−e−β)ℓ
ℓ
∆ℓ. (4.23)
We are going to show that ∆ℓ ≥ 0 for all ℓ≥ 1; then the assertion follows from (4.23) and the fundamental theorem
of calculus.
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Thus, fix ℓ≥ 1 and let σ(1),σ(2), . . . ,σ(ℓ) signify independent samples from µG t . Because the expectation of the
product of independent random variables equals the product of their expectations, we can rewrite ∆ℓ as
∆ℓ = E
[
1C ·
〈(
ℓ∏
h=1
1{σ(h)c1 =σ(h)c2 }
)
−2
(
ℓ∏
h=1
ρ
m′t+1,σ(h)s
(σ(h)c1 )
)
+
(
ℓ∏
h=1
q∑
τ=1
ρ
′
m′′t +1,σ(h)s
(τ)ρ′′
m′′t +1,σ(h)s
(τ)
)
,µG t
〉]
=
∑
τ∈[q]ℓ
E
[
1C ·
〈( ℓ∏
h=1
1{σ(h)c1 = τh}
)( ℓ∏
h=1
1{σ(h)c2 = τh}
)
−2
( ℓ∏
h=1
1{σ(h)c1 = τh}
)( ℓ∏
h=1
ρ
m′t+1,σ(h)s
(τh)
)
+
( ℓ∏
h=1
ρ
′
m′′t +1,σ(h)s
(τh)
)( ℓ∏
h=1
ρ
′′
m′′t +1,σ(h)s
(τh)
)
,µG t
〉]
. (4.24)
To simplify the last expression, we introduce for τ ∈ [q]ℓ,
X τ =
∑
c∈Ct
Pt (c)
ℓ∏
h=1
1{σ(h)c = τh}.
Further, let (ρˆi )i≥1 be a family of distributions ρˆi ∈P ([q]) drawn from r i ∈P 2([q]) such that, given r i , the ρˆi are
mutually independent and independent of everything else. Writing E′ for the expectation over (ρˆi )i≥1 only, let
Y τ = E′
[
ℓ∏
h=1
ρˆ
σ
(h)
s
(τh)
]
.
Since c1,c2 and (ρm′t+1,s ,ρ
′
m′t+1,s
,ρ′′
m′t+1,s
)s≥1 in (4.24) are mutually independent, we can interchange the order in
which expectations are taken and rewrite (4.24) as
∆ℓ =
∑
τ∈[q]ℓ
E
[
1C ·
〈
X 2τ−2X τY τ+Y 2τ,µG t
〉]
=
∑
τ∈[q]ℓ
E
[
1C ·
〈
(X τ−Y τ)2,µG t
〉]
≥ 0. (4.25)
Finally, the assertion follows from (4.23) and (4.25). 
4.3. Proof of Corollary 2.9. We begin by estimating the partition function of G1.
Lemma 4.5. For any δ> 0 there is ε> 0 such that for all large enough n we have E[logZ (G1)]≤ E[logY ]+δn.
Proof. Let d1,d 2, . . . ,dn denote the degrees of the variable nodes v1, . . . ,vn in G1. Each of the constraints a j is
adjacent to only one of the variable nodes from Vn . For each vi , suppose the constraints ai1 , . . . ,ad i are adjacent
to vi and let ρi ,σs ,h denote the distribution associated with aih , for h ∈ [d i ]. (In the definition of the interpolation
scheme, this distribution is denoted ρih ,σs .) Then we can write
E[logZ (G1)]= E

log ∞∑
σs=1
γ(σs)
∑
(σv )v∈Vn ∈[q]Vn
m′∏
j=1
ψa j (σ∂a j )


= E
[
log
∞∑
σs=1
γ(σs)
n∏
i=1
q∑
σvi =1
d i∏
h=1
1− (1−exp(−β))ρi ,σs ,h(σvi )
]
. (4.26)
Suppose first that G is the binomial random graph and let d ′1, . . . ,d
′
n ∼ Po((1−ε)d) be independent random vari-
ables. The construction of G1 ensures that (d 1, . . . ,dn) is distributed as (d
′
1, . . . ,d
′
n ) given d
′
1+·· ·+d ′n ≤ dn. Since
this event occurs with probability 1− exp(−Ω(n)), we conclude that dTV((d1, . . . ,dn ), (d ′1, . . . ,d ′n)) = exp(−Ω(n)).
Therefore, (4.26) yields
E[logZ (G1)]= E

log ∞∑
σs=1
γ(σs)
n∏
i=1
q∑
σvi =1
d ′i∏
h=1
1− (1−e−β)ρi ,σs ,h(σvi )

+o(n). (4.27)
To compare this last expression with Y from (2.7), let ∆i ∼ Po(εd) be independent random variables for i ∈ [n].
Then we can couple the D i from (2.7) and the d
′
i from (4.27) by letting D i = d ′i +∆i . Thus, since each factor in
(4.27) lies in the interval [exp(−β),1], we obtain the estimate
E[logZ (G1)]≤ E[logY ]+βE
[
n∑
i=1
∆i
]
+o(n)≤ E[logY ]+βεdn+o(n), (4.28)
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whence the assertion follows. Second, if G is the random regular graph then D i = d deterministically. Hence,
letting ∆i = d −d i , we obtain (4.28) in this case as well. 
Proof of Corollary 2.9. The corollary follows from Proposition 2.7, Proposition 2.8 and Lemma 4.5 by taking δ to
zero. 
4.4. Proof of Proposition 2.12. Wewill calculate the limits of the two terms appearing in (2.9) separately. To facil-
itate a unified treatment, let a ∈P ([0,1]) be the given probability distribution in the binomial case and let a= δα
for α ∈ [0,1] in the case of the random regular graph. Also let (αi )i≥1 be independent samples from a.
Lemma 4.6. We have
lim
y→0
lim
β→∞
E
[
log E
[(
q∑
τ=1
D1∏
h=1
1− (1−e−β)ρ1,1,h(τ)
)y ∣∣∣R
]]
= E
[
log
q−1∑
i=0
(−1)i
(
q
i +1
)
D1∏
h=1
(1− (i +1)(1−αh)/q)
]
.
Proof. For c ∈ [q] letUc = {∀h ∈ [D1] :ρ1,1,h 6= δc } and letU =
⋃
c∈[q]Uc . Then
0≤
q∑
τ=1
D1∏
h=1
1− (1−e−β)ρ1,1,h(τ)≤ q exp(−β) ifU does not occur,
(1− (1−e−β)/q)D1 ≤
q∑
τ=1
D1∏
h=1
1− (1−e−β)ρ1,1,h(τ)≤ q ifU occurs.
(The lower bound in the first line is trivial, while the upper bound follows sinceUc fails for each c ∈ [q]. The upper
bound in the second line is trivial, while the lower bound follows by taking the term corresponding to some colour
c whereUc holds.) Consequently, we obtain
lim
y→0
lim
β→∞
E
[(
q∑
τ=1
D1∏
h=1
1− (1−e−β)ρ1,1,h(τ)
)y ∣∣∣R
]
=P [U |R] (4.29)
pointwise. Furthermore, by inclusion/exclusion,
P [U |R]=P
[ ⋃
c∈[q]
Uc
∣∣∣R
]
=
q∑
k=1
(−1)k−1
∑
Q⊂[q]:|Q |=k
P
[⋂
c∈Q
Uc
∣∣∣R
]
. (4.30)
Because ρ1,1,1, . . . ,ρ1,1,D1 are mutually independent given R, for any setQ ⊆ [q] of size k we find that
P
[⋂
c∈Q
Uc
∣∣∣R
]
=
D1∏
h=1
(1−k(1−αh)/q)
using (2.13)–(2.15). Hence, (4.30) yields
P [U |R]=
q∑
k=1
(−1)k−1
(
q
k
)
D1∏
h=1
(1−k(1−αh)/q). (4.31)
Finally, the assertion follows from (4.29) and (4.31). 
Lemma 4.7. We have
lim
y→0
lim
β→∞
E
[
log E
[(
1− (1−e−β)
q∑
τ=1
ρ
′
1,1(τ)ρ
′′
1,1(τ)
)y ∣∣∣R
]]
= E
[
log(1− (1−α1)(1−α2)/q)
]
.
Proof. LetU be the event that there exists c ∈ [q] such that ρ′1,1 =ρ′′1,1 = δc . Then
0 ≤ 1− (1−e−β)
q∑
τ=1
ρ
′
1,1(τ)ρ
′′
1,1(τ)= exp(−β) ifU occurs,
1− (1−e−β)/q ≤ 1− (1−e−β)
q∑
τ=1
ρ
′
1,1(τ)ρ
′′
1,1(τ)≤ 1 ifU does not occur.
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(The sum over τ equals 0 if ρ′1,1 and ρ
′′
1,1 are atoms on two different colours, and equals 1/q otherwise.) Therefore,
we have pointwise convergence
lim
y→0
lim
β→∞
E
[(
1− (1−e−β)
q∑
τ=1
ρ
′
1,1(τ)ρ
′′
1,1(τ)
)y ∣∣∣R
]
= 1−P [U |R] . (4.32)
Since P [U |R]= (1−α1)(1−α2)/q , using (2.13)–(2.15), the assertion follows from (4.32). 
Proof of Proposition 2.12. The proposition follows from Lemmas 4.6 and 4.7 immediately. 
5. ASYMPTOTICS
We perform asymptotic expansions of Σd ,q ( ·), Σ∗d ,q ( ·) in the limit of large q to prove Corollaries 1.2 and 1.4. In this
section, the notation O˜q (·) suppresses polynomials in logq , and bothOq (·) and O˜q (·) refer to the limit q→∞.
5.1. Proof of Corollary 1.2. Write Σd ,q (α)= S−T , where
S = log
q−1∑
i=0
(−1)i
(
q
i +1
)
(1− (i +1)(1−α)/q)d , T = d
2
log
(
1− (1−α)2/q
)
.
We will let
α= 1
2q
, d = (2q−1) logq−c (5.1)
with c =Oq (1), and expand S and T asymptotically in the limit q→∞. Substituting for d in S gives
S = log
q−1∑
i=0
(−1)i
(
q
i +1
)
exp
(
((2q−1) logq−c) log
(
1− (i +1)(1−α)/q
))
. (5.2)
Observe that
log(1− (1−α)/q)=− 1
q
+O(q−3), (5.3)
and so, for the i = 0 termwe have the expansion
exp
(
((2q−1) logq−c) log
(
1− (1−α)/q
))
= exp
(
−((2q−1) logq−c)/q+O˜q (q−2)
)
= exp
(
−2logq+ (logq)/q+c/q+O˜q (q−2)
)
. (5.4)
Moreover, for i ≥ 1 we have
exp
(
((2q−1) logq−c) log
(
1− (i +1)(1−α)/q
))
= q−2(i+1)
(
1+O˜q
(
1
q
+ (i +1)
2
q2
))
. (5.5)
Plugging (5.4) and (5.5) into (5.2) gives
S = log
(
q ·exp
(
−2logq+ (logq)/q+c/q +O˜q (q−2)
)
− 1
2
q−2+O˜q (q−2))
)
=− logq+ logq
q
+ c
q
+O˜q (q−2)+ log
(
1−1/(2q)+O˜q (q−2)
)
=− logq+ logq
q
+ 2c−1
2q
+O˜q (q−2).
Similarly, substituting for α and d in T gives
T =
(
q logq− 1
2
logq−c/2
)
·
(
−1/q+1/(2q2)+Oq (q−3)
)
=− logq+ logq
q
+ c
2q
+O˜q (q−2).
Hence,
Σd ,q (α)= S−T =
c−1
2q
+O˜q (q−2).
Consequently, if c ≤ 1− εq where εq → 0 slowly enough then Σd ,q (α) < 0 for large enough q . This completes the
proof of Corollary 1.2.
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5.2. Proof of Corollary 1.4. With α,d as in (5.1) we consider the distribution a= δα. With D ∼ Po(d) let
S = E
[
log
q−1∑
i=0
(−1)i
(
q
i +1
)
(1− (i +1)(1−α)/q)D
]
, T = d
2
log
(
1− (1−α)2/q
)
. (5.6)
First,
(2q)−D ≤
q−1∑
i=0
(−1)i
(
q
i +1
)
(1− (i +1)(1−α)/q)D ≤ 1. (5.7)
To see this, we interpret the sum in the middle as an inclusion/exclusion formula. Namely, choose c1, . . . ,c D ∈
{0,1, . . . ,q} independently such that the probability of drawing 0 equals α and the probability of drawing i ∈ [q]
equals (1−α)/q . Then the sum equals the probability of the event [q] \ {c1, . . . ,c D } 6= ;, which is clearly lower
bounded by αD = (2q)−D . Poisson tail bounds show that P[ |D −d | ≥ 10pq logq] = Oq (q−4) and combining this
with (5.7) gives
S = E
[
log
q−1∑
i=0
(−1)i
(
q
i +1
)
(1− (i +1)(1−α)/q)D
∣∣∣ |D −d | ≤ 10pq logq
]
+Oq (q−2).
Hence, let∆ be distributed as D −d given |D −d | ≤ 10pq logq . Then
S = E
[
log
q−1∑
i=0
(−1)i
(
q
i +1
)
(1− (i +1)(1−α)/q)d+∆
]
+Oq (q−2)
= E
[
log
q−1∑
i=0
(−1)i
(
q
i +1
)
exp((d +∆) log(1− (i +1)(1−α)/q))
]
+Oq (q−2). (5.8)
For the i = 0 term, using (5.1) and (5.3), we have the expansion
exp((d +∆) log(1− (1−α)/q))= exp
(
−(d +∆)/q+O˜q (q−2)
)
= exp
(
−2logq+ logq/q+c/q −∆/q+O˜q (q−2)
)
(5.9)
= q−2
(
1+ logq/q+c/q +O˜q (q−2)
)
exp(−∆/q). (5.10)
Moreover, for i ≥ 1, using the fact that∆/q = O˜(q−1/2), we obtain
exp
(
(d +∆) log
(
1− (i +1)(1−α)/q
))
= q−2(i+1)
(
1+O˜q
(
1
q1/2
+ (i +1)
2
q2
))
. (5.11)
Plugging (5.10) and (5.11) into (5.8), we obtain
S = E
[
log
(
q−1
(
1+ logq/q+c/q+O˜q (q−2)
)
exp(−∆/q)− 12q−2+O˜q (q−5/2)
)]
+Oq (q−2)
=− logq+ log
(
1+ logq/q+c/q +O˜q (q−2)
)
−E
[
∆/q
]
+ log
(
1−1/(2q)+O˜q (q−3/2)
)
=− logq+ logq
q
+ 2c−1
q
−E
[
∆/q
]
+O˜q (q−3/2). (5.12)
Since d = E[D] and because conditioning on |D −d | ≤ 10pq logq does not shift the mean of D by more than
Oq (1/q), we obtain E[∆]=Oq (1/q). Using this and (5.12) yields
S =− logq+ logq
q
+ 2c−1
2q
+O˜q (q−3/2). (5.13)
Combining (5.13) with the expansion (5.1) of T , we finally obtain
Σ
∗
d ,q (δα)= S−T =
c−1
2q
+O˜q (q−3/2).
Thus, setting c ≤ 1− εq with εq → 0 slowly, we see that Σ∗d ,q < 0 for large enough q . This completes the proof of
Corollary 1.4.
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