Introduction

0.1.
In several respects, the quiver varieties introduced by Nakajima [N1] are analogous to the variety Ꮾ e of Borel subalgebras in a complex simple Lie algebra containing a given nilpotent element e. It would be very interesting to define a canonical basis of the equivariant K-theory of a quiver variety analogous to the (conjectural) one proposed in [L1] and [L3] for Ꮾ e . (This would give something very close to the canonical basis of the modified quantized affine enveloping algebra, whose geometric interpretation has been elusive until now.) In this paper, we take (what we hope is) a small step in this direction. All the ingredients used for Ꮾ e (except one) make sense for a quiver variety, and here we concentrate on finding the missing ingredient, the analogue of an opposition involution. For this purpose, it is essential to use the model of a quiver variety introduced in [L2] , not as an orbit space (as in [N1] ), but as a kind of Grassmannian. More precisely, it appears as the variety of submodules of a projective module (of finite-dimension over C) over the Gelfand-Ponomarev algebra [GP] corresponding to a Coxeter graph of type A, D, and E.
In §1 we show that the duals of these projective modules are again projective, and the resulting duality allows us to construct an analogue of the opposition involution. In §2 we speculate on how the canonical basis may be defined in our case. In §3 we study a partition of a quiver variety.
New symmetries of quiver varieties
1.1. Assume that we are given two finite sets I, H with I = ∅, two maps H → I denoted as h → h and h → h such that h = h for all h ∈ H , and an involution h →h of H such that (h) = h for all h ∈ H . We say that i, j ∈ I are joined if there exists h ∈ H such that h = i, h = j . Thus I becomes the set of vertices of a graph.
The path algebra Ᏺ associated to (I, H ) is the associative C-algebra with 1 defined by the generators e i (i ∈ I ), h (h ∈ H ) and the relations e i e j = δ i,j e i for i, j ∈ I , i e i = 1, e h h = h = he h for h ∈ H . It follows that h 1 h 2 = 0 for h 1 , h 2 ∈ H such that h 1 = h 2 .
1.2. Throughout this paper we assume that W is finite and that (I, H ) is connected, in the sense that e i Ᏺe j = 0 for any i, j in I . Then there is a unique partition I = I 1 I −1 such that I 1 and I −1 are discrete. For δ ∈ {1, −1}, we set s δ = s I δ ∈ W .
There is a unique element w 0 ∈ W and a unique involution i → i * of I such that w 0 (i) = −i * (equality in Z[I ]) for all i ∈ I . There is a unique involution h → h * of H such that (h * ) = (h ) * , (h * ) = (h ) * . This involution commutes with¯: H → H .
1.3.
Following [GP] , we define P to be the quotient algebra of Ᏺ by the two-sided ideal generated by the elements h∈H ; h =i hh (one for each i ∈ I ).
We define for any n ∈ Z a subspace P n as follows. If n ≥ 1, P n is the subspace of P spanned by the images of the products h 1 h 2 · · · h n with h 1 , h 2 , . . . , h n ∈ H ; let P 0 be the subspace of P spanned by {e i | i ∈ I }; for n < 0, we set P n = 0. We have P = ⊕ n P n as a vector space.
There is a unique (involutive) algebra antiautomorphism ι : P → P such that ι(e i ) = e i * for all i and ι(h) =h * for all h ∈ H . We also write ι(x) =x * for x ∈ P.
1.4. Let Ꮿ 0 be the category whose objects are I -graded finite-dimensional Cvector spaces V = ⊕ i∈I V i and whose morphisms are linear maps compatible with the grading. For V ∈ Ꮿ 0 , we set
For k ∈ I and n ∈ N, we regard P n e k as an object of Ꮿ 0 with i-component e i P n e k . Let c be the Coxeter number of W . Let c = c − 2. We have c ≥ 0. where we apply alternately s −δ , s δ , P n e k = 0 for n > c , (b)
This is contained in [L2, §4] . A related result can be found in [GP] . Corollary 1.6 [GP] . We have dim P < ∞.
1.7.
For i ∈ I , we set ᏸ i = e i * P c e i . Clearly, ι : P → P restricts to an involution of ᏸ i . Since dim ᏸ i = 1 (see Proposition 1.5(d)), there exists a unique κ i ∈ {1, −1} such thatx * = κ i x for all x ∈ ᏸ i .
For example, if (I, H ) is of type A and the distances from i ∈ I to the two extremal vertices of the graph are a, b (so that a + b = |I | − 1), then κ i = (−1) ab .
1.8.
For a C-vector space V , we denote by V * the dual vector space; for a linear map φ : V → V , we denote by t φ : V * → V * the transpose of φ.
If M is a P-module, then M * is naturally a P-module:
. Note also that Gr P (M), Gr P (M * ) are naturally projective varieties, and the bijections above are in fact isomorphisms of algebraic varieties. Proposition 1.9. (a) For i ∈ I , let C i be the vector space C with the P-module structure in which h acts as zero for any h ∈ H and e j acts as δ i,j for any j ∈ I . Then (C i ) i∈I is a set of representatives for the isomorphism classes of simple P-modules.
(b) For k ∈ I , the left ideal Pe k of P is an indecomposable projective P-module. Moreover, (Pe k ) k∈I is a set of representatives for the isomorphism classes of indecomposable projective P-modules.
We prove (a). By Proposition 1.5(b), P + = ⊕ n≥1 P n is a nilpotent two-sided ideal of P. Hence, the simple P-modules are the same as the simple P/P + -modules and (a) follows.
We prove (b). From P = ⊕ k Pe k , we see that each Pe k is a projective P-module. Let M be a P-submodule of Pe k such that M ⊂ P + . Then we can find m ∈ M such that m − e k ∈ P + . We show by descending induction on r that, for any p ∈ P r e k , we have p ∈ M. For r > c , this is clear from Proposition 1.5(b). In the general case, we have pm − p = p(m − e k ) ∈ r ; r >r P r e k . Hence, by the induction hypothesis, we have pm − p ∈ M. Since pm ∈ M, we have p ∈ M. This gives the induction step.
We see that if M is a P-submodule of Pe k such that (Pe k )/M is simple, then M is contained in P + , hence, in P + e k . Thus, Pe k has exactly one simple quotient P-module, namely, (Pe k )/(P + e k ) ∼ = C k . This shows that the P-module Pe k is indecomposable. Therefore, (b) follows from (a).
Let
for any h ∈ H and u ∈ Z as follows.
For u < 0, we set D u = 0. We set D 0 = D. For u < 0 and h ∈ H , we set φ u+1,u h = 0. Assume that for some u 0 ∈ N, D u is already defined for u ≤ u 0 and φ u+1,u h :
is already defined for u < u 0 and h ∈ H . We set
where a is the linear map whose h-component is φ
(The first map is the identity isomorphism of D u 0 h onto the direct summand corresponding to h =h; the second map is the canonical one.) This completes the inductive definition of
Then D ♥ is a (projective) P-module, in fact the direct sum of the (projective) P-modules Pe k ⊗ D k , where P acts only on the first factor. Using Proposition 1.9(b), we see that all projective P-modules of finite-dimension over C are obtained in this way. We set
The first assertion of (a) is contained in [L2, Theorem 4.5] ; the second assertion of (a) follows from the first, using the definitions. Now (b) and (c) follow from (a), using Proposition 1.5.
We prove (d 
The exactness of the sequence above follows from the definition, except for the injectivity of a. The injectivity of a then follows from Proposition 1.11(d).
LetD
, andD † be defined in terms ofD in the same way that
, and D † were defined in terms of D. We define for any i, u an isomorphism of vector spaces
by definition) and we take γ i,u to be the identity map. Assume now that u ∈ [0, c ] and that the maps γ i,u are already defined whenever u ≤ u and that the diagrams Ᏸ u ,h are commutative whenever u < u. To define γ i,u+1 , we consider the following commutative diagram.
Here the upper horizontal maps are the exact sequence as in 
(y, y ) = 0 for any y ∈ P u e k , y ∈ P u e k with u + u = c , (y, y ) =ȳ * y for any y ∈ P c −u e k , y ∈ P u e k .
(a) The pairing ( , ) is perfect, and (x * y, y ) = (y, xy ) for any
Using §1.13 and the isomorphism Proposition 1.11(a) for D and forD, in the case where y, y ) , such that the summands e i P u e k , e i P u e k are orthogonal unless u = c −u, i = i * and such that (c) (h * y, y ) = (y, hy ) for any y ∈ Pe k , y ∈ Pe k , h ∈ H ; (d) (y, y ) is given by the obvious pairing
, it is enough to show that (e) (y, y ) =ȳ * y for any y ∈ e i * P c −u e k , y ∈ e i P u e k . We argue by induction on u. If u < 0 or if u = 0 but i = k * , we have y = 0 = y and (e) holds. If u = 0 and i = k * , then (e) holds by (d). Assume now that u > 0. Then y is a C-linear combination of elements of the form hỹ with h ∈ H andỹ ∈ e h P u−1 e k . It is then enough to show that
This follows from the induction hypothesis. Thus (e) is proved and (a) follows. We prove (b). By the perfectness of ( , ), there is a unique C-linear map t : Pe k → Pe k such that (y , y) = (t (y), y ) for all y, y ∈ Pe k . From the defining properties of ( , ), we see that t maps e i P u e k into itself for any i, u. In particular, t (e k ) = ce k for some c ∈ C. Using (a), we see that for any y, y ∈ Pe k , x ∈ P, we have
hence, t (xy) = xt (y). Thus t is P-linear.
For any y ∈ ᏸ k , y = 0, we have (t (e k ), y ) = (y , e k ) = c(e k , y ); hence, ce k * y = y * e k . By the definition of κ i , we haveȳ * = κ k y ; hence, cy = κ k y and c = κ k . Thus t (e k ) = κ k e k . Since t is P-linear, it follows that t (y) = κ k y for all y ∈ Pe k . This proves (b).
1.15.
We regard (Pe k ) * ⊗ ᏸ k as a P-module in which P acts only on the first factor.
Let
The corollary is proved.
Let us choose for each k ∈ I an isomorphism of vector spaces c k
as the direct sum over k ∈ I of the isomorphisms
From Corollary 1.16, we see that C is P-linear. We now apply the same construction to c k instead of c k , where c k is the map
(Here κ k is as in §1.7.) Then, instead of C, we obtain an isomorphism of P-modules
It is enough to show that t τ k = κ k τ k , where τ k is the map
This follows easily from Proposition 1.14(b).
For two C-vector spaces V ,V , let Iso(V , V ) be the set of all isomorphisms
group with the following multiplication law:
(Here we do not use the definition of κ i .)
ThenᏳ = Ᏻ Ᏻ 1 is an (algebraic) group with the following multiplication law:
We define a map :
(This is obvious when x ∈ G D , and it follows from Lemma 1.18
for any x, x ∈G D . There are four cases to consider.
Case 1:
In Cases 1 and 2, formula (b) follows directly from the definitions.
Assume now that x, x are as in Case 3. By Case 2, applied to x , x , we have (x x ) = (x ) (x ). Using (a) three times, we deduce (xx ) = (x ) (x) . Applying to both sides, we deduce (xx ) = (x) (x ), as desired. Assume next that x, x are as in Case 4. By Case 2, applied to xx , x , we have (x) = (xx ) (x ); hence, (xx ) = (x) (x ) . Using (a), we deduce (xx ) = (x) (x ), as desired. The lemma is proved.
1.21.
It is easy to see that is an imbedding of algebraic groups. Hence, via , we may identify G D with a closed subgroup of Ᏻ and we may identifyG D with a closed subgroup ofᏳ.
Since x is P-linear, it follows that for any u ≥ 0, any k ∈ I , and any ξ ∈ P u e k ⊗ D k we have
It follows that x is unipotent. Thus U is a unipotent algebraic group. Since G D is reductive, it follows that U is the unipotent radical of Ᏻ. Thus G D may be identified with the reductive quotient of Ᏻ.
For any
Note that (g, V ) → g • V defines an action ofᏳ on Gr P (D ♥ ) (in fact, an algebraic group action). This follows from the equality (g(U )) ⊥ = t g −1 (U ⊥ ) for any g ∈Ᏻ and for any U ∈ Gr P (D ♥ ).
1.23.
Combining Lemma 1.20 with §1.22, we see that
Let Bil i be the set of all nonsingular forms
This action is not compatible with the P-module structure, but satisfies
. (In the last equality, the exponent c comes from the fact that c enters the definition of γ i,u (see §1.13).) Hence, if V ∈ Gr P (D ♥ ) and x ∈G D , we have
Thus the C * -action andG D -action on Gr P (D ♥ ) commute. Nakajima [N1] associates to this datum a smooth algebraic variety s D,V ; it is an open set in the variety consisting of all (x, p, q) , where 
Speculation on a canonical basis
here V runs over a set of representatives for the isomorphism classes of objects in Ꮿ 0 (in both unions, all but finitely many terms are empty). ThenL D is smooth and L D is a closed subvariety ofL D .
We assume that (h) = h , where i ∈ C * (i ∈ I ) is a constant for i ∈ I 1 and is minus that constant for i ∈ I −1 . In this case, L D is independent of the choice of i . It may be interpreted as the variety consisting of all P-module structures on V (with e i acting as δ i,j on V j ), together with a map p : D → V in Ꮿ 0 whose image generates V as a P-module, modulo the natural action of
we use it to carry the P-module structure of D ♥ /V to V, we define p as the composition D → D ♥ → D ♥ /V → V (the first map is the inclusion, the second map is the canonical one), and we set q = 0. We thus get a point of L D,V . The map (a) thus defined is an isomorphism [L2, Theorem 2.26]. Taking disjoint union over all V ∈ Ꮿ 0 (up to isomorphism), we obtain an identification
2.2.
For any algebraic variety X with an algebraic action of a torus R , we denote by Coh R (X ) the abelian category of coherent R -equivariant sheaves on X . Let K R (X ) be the Grothendieck group of Coh R (X ). This is naturally a module over R , the representation ring of R . In addition to the action of the torus R, we consider the action (see §1.25) of C * on X. This commutes with the R-action; hence, we obtain anR-action on X, wherẽ R = R × C * .
Let
We identify C * = Z[v, v −1 ], where v is an indeterminate that corresponds to the identity representation C * → C * . Then we have canonically
Hence, the R-module KR(X) is naturally a Z[v, v −1 ]-module. Moreover, for any character τ : R → C * and for any ξ ∈ KR(X), the product τ ξ ∈ KR(X) is well defined by the R -module structure. Let x → x † be the involution of the ring R defined by τ → τ −1 for all τ as above.
We seek a canonical basis B of the Z[v, v −1 ]-module KR(X), which is preserved by the maps ξ → τ ξ for any character τ : R → C * .
Because of the analogy between the variety X and the varieties Ꮾ e (see §0.1), we expect that B should have a definition along the lines of [L3, §5.11 ]. Thus we expect that ±B should be defined as the set of all ξ ∈ KR(X) which satisfỹ As in [L3] , we first consider some provisional form ofβ, ( ). The provisional form ofβ is D X (Serre-Grothendieck duality; see [L1, §6.10] ). The provisional form of
is the tor-product [L1, §6.4] relative to the smooth varietyL D and its closed subvarieties X, X; p is the map from X to the point. The provisional form ofβ is not quite correct. It satisfies the antilinearity requirement but is not R -linear. Similarly, (:) is not quite correct. It is R -linear in both variables. For this reason, we (as in [L1] ) add some correction factors that will remedy these defects. Thus we defineβ = T −1 * D X , where is an involution of X and T is an automorphism of KR(X). Similarly, we set ( In analogy with [L1] , we take T to be the action of w 0 in the braid group action attached to the natural module structure on KR(X) over the quantized enveloping algebra given by (I, H ). (We are not precise about how to normalize T ; this remains to be done.) Such a module structure has been defined by Nakajima [N2] . (Note, however, 
that he looks at K G D ×C * (X) instead of KR(X).)
Therefore the essential missing ingredient is the involution : X → X. We take to be the action on X of an element in the subset R 1 of G for all r. One checks easily that R ∪ R 1 is a subgroup ofG D ; κ ∈ R, R 1 ⊂ ᐁ (see §1.24); yxy = x for all x ∈ R 1 , y ∈ R; x 2 = κ for all x ∈ R 1 . It follows that * : KR(X) → KR(X) is a well-defined involution, independent of the choice of element of R 1 . (Here we also use the fact that commutes with the C * -action (see §1.25).) Note that, with this definition of * ,β and ( ) have the expected linearity properties.
2.4. Now the action ofR on X = L D extends naturally to an action ofR onL D . We define
is the tor-product [L1, §6.4] relative to the smooth varietyL D and its closed subvarieties X,L D ; p is the map from X to the point. Let 
A partition
3.1. Using again the analogy between Gr P (D ♥ ) and the variety Ꮾ e (see §0.1), we define (by analogy with [DLP, Proposition 3 .2]) a partition of Gr P (D ♥ ) into locally closed smooth subvarieties by prescribing the relative position with a fixed, canonically defined (incomplete) flag in D ♥ . 
Let
). Let F be the vector space consisting of all
Proposition 3.3. The map τ is a submersion (of smooth manifolds).
Let :
Then to solve (a), it is enough to solve (a1) and (a2) (with unknowns ξ
holds for all i, u, u ; 2 ≤ u − u ≤ n + 1. Note that A 0 , A 0 are trivially true. If A n , A n hold for all n ≥ 0, then clearly (a1), (a2) can be solved. We first solve (a1) using A n , then we solve (a2), with we see that to prove A n , A n , it is enough to proveÃ n ,Ã n :
holds for all i, u, u ; u − u = n + 1;
holds for all i, u, u ; u − u = n + 1. For any m ∈ (−∞, c ], we consider the following statement: , which is injective since (f u ,u h ) ∈ E 0 ); hence, the set of all such (b i ) is isomorphic to a vector space. In particular, it is nonempty. We see thatB n,m holds. Hence, A n holds.
For any m ∈ [1, ∞), we consider the following statement: ) ∈ E 0 ; hence, the set of all such (c i ) is isomorphic to a vector space. In particular, it is nonempty. We see that B n,m holds. Hence, A n holds. The proposition is proved.
Corollary 3.4. The fibre τ −1 (0) is a smooth manifold of pure dimension
From Proposition 3.3, we see that τ −1 (0) is a smooth manifold of pure dimension
For any i ∈ I and u ∈ [0, c ], we substitute
, and we get
The corollary follows.
Consider the vector space E 1 consisting of all (f u+1,u h
) h∈H ; u∈Z , where
). Let F 1 be the vector space consisting of all
Proposition 3.6. The map τ 1 is a submersion (of smooth manifolds). Let (f u+1, u h ) ∈ E 1 0 . The tangent map from the tangent space
).
We must show that this tangent map is surjective. Assume that an element (γ u+2,u i ) ∈ F 1 is given. We must prove that the equations (a) have some solution (ξ u+1,u h ) ∈ E 1 . Let W u i be as in Proposition 3.3. We write γ
, where
Similarly, we can write the unknown (ξ
and we write (f
Then to solve (a), it is enough to solve (a1) and (a2) below (with unknowns ξ
). The fact that these equations can be solved follows from the fact that A 1 , A 1 in Proposition 3.3 can be solved. The proposition is proved.
Corollary 3.7. The fibre (τ 1 ) −1 (0) is a smooth manifold of pure dimension
From Proposition 3.6, we see that (τ 1 ) −1 (0) is a smooth manifold of pure dimension
As in the proof of Corollary 3.4, this equals
The corollary follows. 
we see that ∼ = C N , where
The lemma follows.
3.10. We identify 1 with the subset of consisting of all (f u ,u h ) such that f u ,u h = 0 whenever u − u ≥ 2.
Lemma 3.11. We keep the notation of Lemma 3.9. Let U be the subgroup of P consisting of all (g u ,u i ) such that g u,u i = 1 for all i, u. Let be the U -orbit of (ψ u+1,u h ) in (under the restriction of the P -action). Then
Let U 0 be the stabilizer of (ψ Since the last map is surjective, it follows that there is a unique linear map
This map has the required properties. Thus C n,m is proved. 
It follows that dim U /U 0 = N. Since U is a unipotent group, (a) follows. We prove (b). It is clear that ⊂ . Now ∼ = C N by (a) and ∼ = C N by Lemma 3.9. It is well known that any injective map of algebraic varieties C N → C N is bijective. It follows that = .
Proposition 3.12. (a) The L-action on 1 is transitive.
We prove (a). Let (f u+1, u h ) ∈ 1 . This makes M into a P-module, generated by
) ∈ 1 . This gives rise in the same way to a P-linear
). This proves (a). We prove (b). By Lemma 3.11, the P -orbit of any element of contains some element of 1 . Thus (b) follows from (a).
The fact that , 1 are irreducible follows from Proposition 3.12. If in §3.2 we take V u i = M u i , then τ −1 (0) = , (τ 1 ) −1 (0) = 1 ; hence, the dimension formulas in (a) and (b) are special cases of Corollaries 3.4 and 3.7.
Assume that we are given
The homogeneity statements are standard. The dimension formulas are obtained by taking the difference of dim P (or dim L) and the dimension of a corresponding isotropy group
for any h. Let Z be the variety consisting of all pairs (f, (V i 
In the following result we fix ( 
We prove (a). The second projection pr 2 : Z → ᏼ d can be regarded as a Pequivariant map, with ᏼ d a P -homogeneous space. The fibre of pr 2 over (V i ) is the variety τ −1 (0) in Corollary 3.4; hence, it is smooth of pure dimension. It follows that Z is smooth of pure dimension equal to dim τ −1 (0) + dim ᏼ d . The first projection pr 1 : Z → can again be regarded as a P -equivariant map with a P -homogeneous space (see Proposition 3.12). Hence, Z f = pr
Using Corollary 3.4, Proposition 3.13, and Lemma 3.15, we obtain 
This implies (a).
We prove (b). As in the proof of (a), we see, using the two projections
f is smooth of pure dimension dim(τ ( r D) ♥ ) ). We also see that each connected component of Gr P (D ♥ ) C * has an action of R whose fixed point set is a union of components of r 0 r=1 Gr P (( r D) ♥ ) C * .
3.21.
In this subsection, we assume that |D| = k for some k. Let δ ∈ {1, −1} be such that k ∈ I δ (see §1.2). We have e i P u e k = 0 if i / ∈ I (−1) = 0 for all i, u; hence, D 0 = 0. In particular, dim Z f = D depends only on dim W i (not on dim W u i ). The connected components C of Gr P ((D ♥ ) C * ) can be described explicitly in the following cases.
Type A: each C is a point. Type D: each C is a point or a product of projective lines. Type E 6 : each C is a point; a product of 1, 2, or 3 projective lines; or a projective plane with 0, 1, 2, or 3 points blown up.
It would be interesting to explicitly describe C for type E 7 , E 8 .
