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(a) Two conditions of DPI. (b) HCI breaks the conditions of DPI.
Figure 1: Data processing inequality (DPI) is a mathematical theorem that confirms and underlines the challenge of infor-
mation loss in almost all fully automatic data intelligence workflows except some simple ones with very small data spaces.
Human computer interaction (HCI) can provide cost-beneficial means to alleviate the problems due to DPI.
ABSTRACT
In human computer interaction (HCI), it is common to eval-
uate the value of HCI designs, techniques, devices, and sys-
tems in terms of their benefit to users. It is less common
to discuss the benefit of HCI to computers. Every HCI task
allows a computer to receive some data from the user. In
many situations, the data received by the computer embod-
ies human knowledge and intelligence in handling complex
problems, and/or some critical information without which
the computer cannot proceed. In this paper, we present an
information-theoretic framework for quantifying the knowl-
edge received by the computer from its users via HCI. We
apply information-theoretic measures to some common HCI
tasks as well as HCI tasks in complex data intelligence pro-
cesses. We formalize the methods for estimating such quan-
tities analytically and measuring them empirically. Using
theoretical reasoning, we can confirm the significant but of-
ten undervalued role of HCI in data intelligence workflows.
CCS CONCEPTS
•Human-centered computing→HCI theory, concepts
and models; Visualization theory, concepts and paradigms;
•Mathematics of computing→ Information theory; •
Information systems→ Data analytics;
KEYWORDS
Human-computer interaction, data intelligence, information
theory, cost-benefit, interaction, knowledge, visualization.
First completed, on 21 September, 2018, in Oxford, UK
Author copyright, 2018.
ACM Reference Format:
Min Chen. 2018. The Value of Interaction in Data Intelligence. arXiv
reference number.
1 INTRODUCTION
Data intelligence is an encompassing term for processes that
transform data to decisions or knowledge, such as statistical
inference, algorithmic analysis, data visualization, machine
learning, business intelligence, numerical modelling, compu-
tational simulation, prediction, and decision making. While
many of these processes are propelled by the desire for au-
tomation, human-computer interaction (HCI) has been and
is still playing valuable roles in almost all nontrivial data
intelligence workflows. However, the benefits of HCI in a
data intelligence workflow are often much more difficult to
measure and quantify than its costs and disadvantages. This
inevitably leads to a more fervent drive for replacing humans
with machines in data intelligence.
In information theory, the Data Processing Inequality (DPI)
is a proven theorem. It states that fully automated post-
processing of data can only lose but not increase information.
As Cover and Thomas explained [8], “No clever manipulation
of data can improve the inferences that can be made from the
data.” In most data intelligence workflows, since the original
data space contains much more variations (in terms of en-
tropy) than the decision space, the loss of information is not
only inevitable but also can be very significant [5].
In the context of data visualization, Chen and Jänicke first
pointed out that HCI alleviates the undesirable bottleneck of
DPI because the mathematical conditions for proving DPI are
no longer satisfied with the presence of HCI. As illustrated
in Figure 1(a), the proof of DPI assumes that (i) each process
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in a workflow must receive data only from its proceeding
process, and (ii) the output of a process must depend only on
the output of its proceeding process. As illustrated in Figure
1(b), any human inputs based on human knowledge (e.g.,
the variation of context and task) violate the first condition.
Meanwhile any human inputs based on observing the previ-
ous processes in the workflow (e.g., the details being filtered
out or aggregated) violate both conditions. Therefore, if we
can quantitatively estimate or measure the amount of infor-
mation passing from humans to the otherwise automated
processes, we can better appreciate the value of interaction
in data intelligence.
In this paper, we present an information-theoretic frame-
work for measuring the knowledge received by a computa-
tional process from human users via HCI. It includes several
fundamental measures that can be applied to a wide range
of HCI modalities as well as the recently discovered cost-
benefit metric for analyzing data intelligence workflows [5].
We describe the general method for estimating the amount
of human knowledge delivered using HCI. We outline the
general design for an empirical study to detect and measure
human knowledge used in data intelligence. With these the-
oretical contributions, we can explore the value of HCI from
the perspective of assisting computers, which differs from
the commonly-adopted focuses on assisting human users.
2 RELATEDWORK
In the field of HCI, the term of “value” has several commonly-
used referents, including (a) worth in usefulness, utility, bene-
fit, merit, or importance, (b) monetary, material, developmen-
tal, or operational cost, (c) a quantity that can be measured,
estimated, calculated, or computed, and (d) a principle or
standard in the context of moral or ethics. In this paper, we
examine the value of HCI processes primarily in terms of (a)
and (c) with some supplemental discussions on (b). Readers
who are interested in (d) may consult other works in the
literature (e.g., [12, 26, 30, 33]).
Most research effort in HCI has been devoted to bring
about the usefulness and benefits to humans. The goals of
HCI and the criteria for good HCI are typically expressed
as “support people so that they can carry out their activities
productively and safely” [23]; “effective to use, efficient to use,
safe to use, having good quality, easy to learn, easy to remember
how to use” [24]; “time to learn, speed of performance, rate
of errors by users, retention over time, subjective satisfaction”
[32]; and “useful, usable, used” [10]. On the contrary, it is
less common to discuss the usefulness and benefits of HCI
to computers. While there is little doubt that the ultimate
goal is for computers to assist humans, it will be helpful to
understand and measure how much a computer needs to be
assisted by its users before becoming useful, usable, and used.
It is hence desirable to complement the existing discourses on
value-centered designs (e.g., [1, 7, 11, 19, 26]) by examining
the value of HCI from the perspective of computers.
It is also feasible to develop quantitative methods for mea-
suring and estimating how much a computer needs to know
since we can investigate the inner “mind” of a computer pro-
gram more easily than that of human users. The field of HCI
has benefited from a wide-range of quantitative and qualita-
tive research methods [2, 9, 13, 15, 18, 20–22, 25], including
quantitative methods such as formal methods, statistical anal-
ysis, cognitive modelling, and so on. This work explores the
application of information theory [8, 28] in HCI.
Claude Shannon’s landmark article in 1948 [28] signifies
the birth of information theory. It has been underpinning the
fields of data communication, compression, and encryption
since. Its applications include physics, biology, neurology,
psychology, and computer science (e.g., visualization, com-
puter graphics, computer vision, data mining, and machine
learning). The cost-benefit metric used in this work was pro-
posed in 2016 [5] in the context of visualization and visual
analytics. It has been used to prove mathematically the cor-
rectness of a major wisdom in HCI, “Overview first, zoom,
details-on-demand” [3, 6, 31], and to analyze the cost-benefit
of different virtual reality applications [4]. Two recent papers
have showed that the metric can be estimated in practical ap-
plications [34] and be measured using empirical studies [16].
While, information theory has been applied successfully to
visualization (i.e., interaction from computers to humans)
[3, 6], this work focuses on the other direction of HCI (i.e.,
from humans to computers).
3 FUNDAMENTAL MEASURES
From every human action upon a user interface or an HCI
device, a computer receives some data, which typically en-
codes information that a running process on the computer
wishes to know, and cannot proceed without. Through such
interactions, humans transfer their knowledge to computers.
In some cases, the computers learn and retain part of such
knowledge (e.g., preference setting and annotation for ma-
chine learning). In many other cases, the computers asked
blithely for the same or similar information again and again.
In HCI, we all appreciate that measuring the usefulness
or benefits of HCI to humans is not a trivial undertaking. In
comparison, the amount of knowledge received by a com-
puter from human users via HCI can be measured relatively
easily. Under an information-theoretic framework, we can
first define several fundamental measures about the infor-
mation that a computer receives from an input action. We
can then use these measures to compare different types of
interaction mechanisms, e.g., in terms of the capacity and
efficiency for a computer to receive knowledge from users.
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Alphabet and Letter
When a running process on a computer pauses to expect an
input from the user, or a thread of the process continuingly
samples the states of an input device, all possible input values
that can be expected or sampled are valid values of a uni-
variate or multivariate variable. In information theory, this
mechanism can be considered in abstraction as a communi-
cation channel from a user to a computational process. This
variable is referred to as an alphabet, Z, and these possible
values are its letters, {z1, z2, . . . , zn}.
In a given context (e.g., all uses of an HCI facility), each
letter zi ∈ Z is associated with a probability of occurrence,
p(zi ). Before the process receives an input, the process is
unsure about which letter will arrive from the channel. The
amount of uncertainty is typically measured with the Shan-
non entropy [28] of the alphabet:
H(Z) = −
n∑
i=1
p(zi ) log2 p(zi ) [unit: bit] (1)
We can consider alphabets broadly from two different
perspectives, the input device and the input action, which are
detailed in the following two subsections.
Input Device Alphabet
An input device alphabet enumerates all possible states of a
physical input device, which can be captured by a compu-
tational process or thread through sampling. Such devices
include keyboard, mouse, touch screen, joystick, game con-
troller, VR glove, camera (e.g., for gestures), microphone (e.g.,
for voices), and many more. Most of these devices feature
multivariate states, each of which is a letter in the input
device alphabet corresponding to the device.
For example, the instantaneous state of a simple 2D point-
ing device may record four values: its current location in x-y
relative to a reference point, the activation status of its left
and right buttons. The instantaneous state of a conventional
keyboard may consist of 80-120 variables, one for each of
its keys, assuming that simultaneous key activations are all
recorded before being sequentialized and mapped to one or
more key inputs in an input action alphabet (to be discussed
in the next subsection).
The design of an input device may involve many human
and hardware factors. Among them, the frequency or proba-
bility, in which a variable (e.g., a key, a button, a sensor, etc.)
changes its status, is a major design consideration. Hence,
this particular design consideration is mathematically un-
derpinned by the measurement of Shannon entropy. The
common wisdom is to assign a lower operational cost (e.g.,
speed and convenience) to a variable that is more frequently
changed (e.g., a more frequently-used button). This is concep-
tually similar to entropic coding schemes such as Huffman
encoding in data communication [14].
However, the sampling mechanism for an input device
usually assumes an equal probability for all of its variables.
From the perspective of the device, a variable may change
at any moment, and all letters (i.e., states) in the alphabet
have the same probability. This represents the maximal un-
certainty about what is the next state of the input device, as
well as the maximal amount of information that the device
can deliver. For an input device alphabet Z with n letters
and each letter has a probability of 1/n, this maximal quan-
tity is the maximum of the Shannon entropy in Eq. (1), i.e.,
Hmax = log2 n = log2 ∥Z∥. We call this quantity the instan-
taneous device capacity and we denote it as Cdev.
For example, for a simple 2D mouse with 2 on-off but-
tons, operating in conjunction with a display at a 1920×1080
resolution, its instantaneous device capacity is:
Cdev = Hmax = log2 1920 + log2 1080 + log2 2 + log2 2
≈10.907 + 10.077 + 1 + 1 = 22.984 bits
While the notion of instantaneous device capacity may be
useful for characterizing input deviceswithwhich a sampling
process has to be triggered by a user’s action, it is not suited
for input devices with a continuing sampling process (e.g., a
video camera for gesture recognition). Hence a more general
and useful quantity for characterizing all input devices is
to define the maximal device capacity over a unit of time.
We use “unit: second” for the unit of time in the following
discussions. Let τ be the sampling rate, that is, maximal
number of samples that a process can receive from an input
device within a second. Assuming that the instantaneous
device capacity of the device is invariant for each sample,
the bandwidth (cf. bandwidth in data communication) of the
device is defined as:
Wdev = τ × instantaneous device capacity [unit: bit/s].
Note: while the instantaneous device capacity is measured
in bit, the bandwidth,Wdev, is measured in bit per second.
For example, if the sampling rate of the aforementioned
mouse is 100 Hz, then its bandwidth is Wdev ≈ 2, 298.4
bits/s. Similarly, consider a data glove with 7 sensors with a
sampling rate of 200Hz. If its five sensors for finger flexure
have 180 valid values each and the pitch and roll sensors
have 360 valid values each, its bandwidth is:
Wdev = 200
(
5 log2 180 + 2 log2 360
) ≈ 10, 888.6 bits/s.
Input Action Alphabet
An input action alphabet enumerates all possible actions that
a user can perform for a specific HCI task in order to yield
an input meaningful to the computer. Here the phrase “a
specific HCI task” stipulates the condition in which the user
is aware of what the computer wants to know, e.g., through
a textual instruction or a visual cue on the screen or through
context awareness based on previous experience or acquired
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(a) a 3-letter alphabet (b) a 1-letter alphabet
Figure 2: After selecting a channel from a TV listing, a TV
set typically prompts a few options for a user to decide.
knowledge. The phrase “meaningful to the computer” stipu-
lates the condition in which an action that the computer is
not programmed to handle for the specific HCI task should
not be included in the input action alphabet.
Consider a simple HCI task of making a selection out of
k radio buttons. (Multiple choice buttons can also be in-
cluded in this consideration.) Assume that selecting nothing
is not meaningful to the computer. The corresponding input
action alphabet is: Aradio = {option1, option2, . . . , optionk }.
When each option is associated with a binary bit in an imple-
mentation, the letters in the alphabet can be encoded as a set
of k-bit binary codewords: {00··001, 00··010, . . . , 10··000}. If
all k options are equally probable, the entropy of the alpha-
bet is log2 k . A selection action by the user thus allows the
computer to remove log2 k bits of uncertainty, or in other
words, to gain log2 k bits of knowledge from the user for this
specific HCI task. We call this quantity the action capacity
of the HCI task, which is denoted as Cact.
In practice, radio buttons featured in many HCI tasks do
not have the same probability of being selected. For example,
as shown in Figure 2(a), after selecting a channel from a list
of current shows, the TV displays an input action alphabetA
with three options, a1: “More Event Info”, a2: “Select Chan-
nel”, and z3: “View HD Alternatives”. The probability of a1
depends on several statistical factors, e.g., how informative
is the title in the list, how many users prefer to explore a less-
known program via investigational viewing verse how many
prefer reading detailed information, and so on. The proba-
bility of a3 depends on how often a user selects a non-HD
channel from a TV listing with an intention to view the corre-
sponding HD channel. Different probability distributions for
A will lead to different amount of knowledgeH(A) = Cact.
As exemplified by the instances below, the more skewed a
distribution is, the less the knowledge is worth or the less
action capacity that the HCI task has:
p(a1) = p(a2) = p(a3) = 1/3 −→Cact(Aa) ≈ 1.58
p(a1) = 0.2,p(a2) = 0.7,p(a3) = 0.1 −→Cact(Ab ) ≈ 1.16
p(a1) = 0.09,p(a2) = 0.9,p(a3) = 0.01 −→Cact(Ac ) ≈ 0.52
When the probability of a letter in an alphabet becomes 1,
the alphabet no longer has any uncertainty. As shown in
Figure 2(b), if a TV offers only one optional answer, the
device capacity of the corresponding alphabet, Cact, is of 0
bits. We will revisit this example in Section 5.
Similarly, we can apply entropic analysis to check boxes.
Consider an input action alphabetAcheckbox that consists of k
check boxes.Withm = 2k possible combinations.Acheckbox =
{combination1, combination2, . . . , combinationm}. The alpha-
bet can be encoded using a k-bit code, b1b2b3 · · ·bk , where
each bit, bj , 1 ≤ j ≤ k , indicates whether the corresponding
checkbox is on or off. If all combinations have the equal prob-
ability, the amount of knowledge that computer can gain
from the user is Cact = 2k bits, which is also the maximum
entropy of the alphabet.
We now examine a more complicated type of input actions.
Consider an HCI task for drawing a freehand path using a
2D pointing device. Assume the following implementation
constraints: (i) the computer can support a maximum m
sampling points for each path; (ii) the drawing canvas is a
rectangular area [xmin,xmax] × [ymin,ymax]; (iii) the points
along the path are sampled at a regular time interval ∆t ,
though the computer does not store the time of each sample;
and (iv) the sampling commences with the first button-down
event and terminates with the subsequent button-up event.
Let Afreehand be all possible paths that a user may draw
using the 2D pointing device, and A(k )freehand be a subset of
Afreehand, consisting of all paths with k points (k ∈ [1,m]).
The sub-alphabetA(k )freehand thus enumerates all possible paths
in the form of (x1,y1), (x2,y2), . . . , (xk ,yk ) where each point
(xi ,yi ) is within the rectangular area [xmin,xmax]×[ymin,ymax].
If it is possible to select any pixel in the rectangular area
for every point input, the total number of possible paths, is
[(xmax −xmin + 1) × (ymax −ymin + 1)]k , which is also the size
of the sub-alphabet A(k )freehand.
For example, given a 512× 512 rectangular area, the grand
total number of possible paths is:
∥Afreehand∥ =
m∑
k=1
∥A(k )freehand∥ =
m∑
k=1
218k ≥ 218m
If all paths have an equal probability, the maximal amount of
knowledge that the computer can gain from a user’s freehand
drawing action is thus Cact = 18 bits whenm = 1, or slightly
more than Cact = 18m bits when m > 1. For an alphabet
of possible paths with up to m = 20 points, the maximal
amount of knowledge, Cact, is slightly more than 360 bits.
This is similar to the amount of knowledge that a computer
would gain from an HCI action involving 2360 = 2.3 × 10108
radio buttons or 360 checkboxes.
Many data glove devices come with a built-in gesture
recognition facility. The gestures that can be recognized by
such a device are letters of an input action alphabet Agesture.
For example, an alphabet may consist of 16 elementary ges-
tures (1 fist, 1 flat hand, and 14 different combinations of
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Figure 3: Schematic illustrations of the fundamental compo-
nents and measures in performing an HCI task.
figure pointing). The maximum entropy of this alphabet, i.e.,
the maximal amount of knowledge Cact that can be gained, is
Hmax(Agesture) = 4 bits. If a system using the data glove can
recognize a more advanced set of gestures, each of which is
comprised of one or two elementary gestures, the advanced
alphabet consists of 16 × 16 letters.1 The maximum entropy
is increased to 8 bits. When we begin to study the probability
distributions of the elementary gestures and the composite
gestures, this is very similar to Shannon’s study of English
letters and their compositions in data communication [29].
Input Device Utilization
As illustrated in Figure 3(a), performing an HCI task involves
two interrelated transformations: one is associated with an
input device alphabet and another with an input action al-
phabet; and one characterizes the resources used by the HCI
task, and another characterizes the amount of knowledge
delivered in relation to the HCI task. The level of utilization
of an input device can thus be measured by:
DU = Action Capacity
t × Device Bandwidth =
Cact
t ×Wdev
where t is the time (in unit: second) taken to perform the
HCI task. In general, instead of using an accurate time t for
each particular HCI task, one can use an average time tavg
estimated for a specific category of HCI tasks.
Using the examples in the above two subsections, we can
estimate the DU for HCI tasks using radio buttons, check
boxes, freehand paths, and gestures. Consider a set of four
radio buttons with a uniform probability distribution, a por-
tion of a display screen of 128 × 128 pixels, and a simple
1Note: Repeating the same elementary gesture, e.g., “fist” + “fist”, is consid-
ered as one elementary gesture due to the ambiguity in recognition.
2D mouse with 2 on-off buttons and 100Hz sampling rate.
Assume that the average input time is 2 seconds, we have:
DUradio =
2 bits
2 s × 100 × (7 + 7 + 1 + 1) bits/s =
2
3200 ≈ 0.06%
Following on from the previous discussion on different proba-
bility distributions of an input action alphabet, we can easily
observe that the more skewed distribution, the lower the
action capacity Cact and thereby the lower the DU.
If the same mouse and the same portion of the screen
device are used for a set of four check boxes with a uniform
probability distribution andwe assume that the average input
time is 4 seconds, we have:
DUcheckbox =
24 bits
4 s × 100 × (7 + 7 + 1 + 1) bits/s =
16
6400 = 0.25%
Consider that the same 100Hzmouse and the same portion
of the screen device are used for drawing a freehand path
with a uniform probability distribution for all possible paths.
We assume that on average, a freehand path is drawn in 1
second, yielding 100 points along the path. The DU is thus:
DUfreehand ≈ (7 + 7) bits × 1001 s × 100 × (7 + 7 + 1 + 1) bits/s =
1400
1600 = 87.5%
For gesture input using the aforementioned 200 Hz data
glove, if an elementary gesture on average takes 2 seconds
to be recognized with a reasonable certainty, the DU is:
DUgesture ≈ 4 bits2 s × 10888.6 bits/s =
4
21777.2 = 0.02%
Some HCI tasks require additional display space or other
resources for providing users with additional information
(e.g., multiple-choice questions) and some do not (e.g., key-
board shortcuts). In the former cases, the resources should
normally be included in the consideration of device band-
width Wdev. At the same time, the varying nature of the
information should be included in the consideration of the
input action alphabet. For instance, for a set of 10 different
yes-no questions, the corresponding alphabet actually con-
sists of 20 letters rather than just “yes” and “no”. For more
complicated additional information, such as different visual-
ization images, we can extend the definitions in this work,
e.g., by combining the (input) device utilization herein with
the display space utilization defined in [6].
From the discussions in this section, we can observe that
the quantitative measurement allows us to compare the ca-
pacity and efficiency of different input devices and HCI tasks
in a sense that more or less correlates with our intuition in
practice. However, there may also be an uncomfortable sense
that the device utilization is typically poor for many input
devices and HCI tasks. One cannot help wonder if this would
support an argument about having less HCI.
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4 COST-BENEFIT OF HCI
Chen and Jänicke raised a similar question about display
space utilization [6] when they discovered that quantitatively
the better utilization of the display space did not correlate to
the better visual design. While they did identify the implica-
tion of visualization and interaction upon the mathematical
proof of DPI as discussed in Section 1, the effectiveness and
efficiency of visualization was not addressed until 2016 when
Chen and Golan proposed their information-theoretic metric
for analysing the cost-benefit of data intelligence processes
[5]. As HCI plays a valuable role in almost all nontrivial data
intelligence workflows, we hereby use this metric to address
the question about the cost-benefit of HCI.
The cost-benefit metric by Chen and Golan considers three
abstract measures that summarize a variety of factors that
may influence the effectiveness and efficiency of a data intel-
ligence workflow or individual machine- or human-centric
processes in the workflow. The general formulation is:
Benefit
Cost =
Alphabet Compression − Potential Distortion
Cost
=
H(Zi ) − H(Zi+1) − DDK(Z′i ∥Zi )
Cost (2)
Given an HCI process, which may represent the comple-
tion of an HCI task from start to finish, a micro-step during
the execution of an HCI task, or macro-session comprising
several HCI tasks, the metric first considers the transforma-
tion from the input alphabet to the output alphabet. As given
in Eq. (2), this abstract measure is referred to as Alphabet
Compression.
Consider a function, F : Zi → Zi+1, which consists of all
actions from the point when a user starts executing a HCI
task to the point when a computer stores the information
about the input (in terms of the input action alphabet Aact)
and is ready to forward this information to the subsequent
computational processes. In information theory, such a func-
tion is often referred to as a transformation from one alphabet
to another. Alphabet compression measures the entropic dif-
ference between the two alphabets,H(Zi ) − H(Zi+1).
As discussed in Section 3, every HCI task is defined by
an input action alphabet that captures the essence what a
computer would like to know. The computer is uncertain
before the transformation, and becomes certain after the
transformation. The amount of uncertainty removed equals
to the action capacity Cact of the input action alphabet Aact.
In terms of Eq. (2), we have Cact = H(Zi ) since Aact = Zi .
At the end of the HCI task, the computer receives an
answer from the user, the subsequent alphabet Zi+1 consists
of only one letter. Therefore the entropyH(Zi+1) is 0, and
the alphabet compressionH(Zi ) − H(Zi+1) = H(Zi ) = Cact.
As illustrated in Figure 3(b), alphabet compression mea-
sures an quantity about the forward mapping from Zi to
Zi+1. The more entropy is removed, the higher amount of
alphabet compression, and hence the higher amount of ben-
efit according to Eq. (2). If we did not have another measure
to counter-balance alphabet compression, a computer ran-
domly chooses a ratio button or fails to recognizes a gesture
correctly would not have direct impact on the benefit of
HCI. Therefore it is necessary to introduce the second ab-
stract measure Potential Distortion, which is mathematically
defined by the Kullback-Leibler divergence [17].
In a less-theoretical sense, potential distortion measures a
quantity for the reverse mapping from Zi+1 to Zi . We use Z′i
to denote the alphabet resulting from this reverse mapping.
Z′i has the same set of letters as Zi , but usually a different
probability distribution. If a computer can always detect
and stores a user’s intended input correctly, the potential
distortion DDK(Z′i ∥Zi ) is 0. A high value of the potential
distortion indicates a high level of inconsistency between
Z′i and Zi . In information theory, this is the most common
way for measuring errors. Readers who are interested in
the mathematical definitions of alphabet compression and
potential distortion may consult [5, 8] for further details.
The third abstractmeasure is theCost of the process, which
should ideally be a measurement of the energy consumed
by a machine- or human-centric process. In practice, this is
normally approximated by using time, a monetary quantity,
or any other more obtainable measurement. For example, in
HCI, we may use the average time, cognitive load, skill levels
for a user to perform an HCI task, computational time, or
monetary cost of computational resources for recognizing
a human action. In fact, if we use device bandwidth as the
cost while assuming that the computer always detects and
stores the user’s input correctly, the cost-benefit metric is
the same as the measure of input device utilization DU.
In fact, we have only examined the second transformation,
F2, for performing a HCI task as depicted in Figure 3(c) where
there is less tangible and often unnoticeable first step. Before
a user considers an input action alphabet Aact = Zi , the user
has to take in and reason about various information that may
affect an action of HCI. Collectively all possible variations of
any information that may be considered for a HCI task are
letters in an alphabet, denoted as Zi−1 in Figure 3(c). Hence
the first step of “taking in and reasoning about” is, in abstract,
a transformation, F1 : Zi−1 → Zi . As F1 takes place in a user’
mind, it is often unnoticeable. Broadly speaking, F1 may take
in the following types of information.
Explicit Prompt. This includes any information that is
purposely provided by a computer or a third party for the
HCI task concerned, e.g., textual and visual prompts for radio
buttons or check boxes, audio questions asked prior to voice-
activated commands, instructions from a trainer or a user
manual to a trainee, and so forth.
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Situational Information. This includes any information
provided by a computer or an environment. It is not specif-
ically, but can be used, for the HCI task. This may include
the texts or drawings that a user is currently working on
when the user issues a “save as” command, and the current
sound or lighting quality in a video conference when the
user issues a command to switch on or off the video stream.
Soft Knowledge. This includes any information that re-
sides in the user’s mind, which can be called upon to support
the HCI task. Tam et al. [34] considered two main types of
soft knowledge: soft alphabets and soft models. The former
encompasses factual knowledge that is not available as ex-
plicit prompts or situational information, e.g., the knowledge
about keyboard shortcuts, the knowledge about the reliabil-
ity for the computer to recognize a gesture or voice. The
latter encompasses analytical knowledge that can be used
to derive information for the HCI task dynamically. For ex-
ample, a user may assess the levels of risk associated with
each radio button (or in general, each letter in Aact). While
the levels of risk are letters of a soft alphabet, the alphabet
exists only after a soft model has been executed.
Figure 4 shows an example of an HCI task. A user is editing
a .tex file using a word processor (Microsoft Word) because
it is easy to zoom in and out. After the user issues a “Ctrl-
S” command, the computer displayed a pop-up window of
734×140 pixels, with a textual prompt. The input action al-
phabet Aact has three multiple choice buttons. Hence the
maximal benefit that can be brought by the transformation
F2 in Figure 3(c) for this case is about 1.58 bits.
Meanwhile, the word processor may have different explicit
prompts following a “Ctrl-S” command according to, e.g., the
file modification status, the existence of a file with the same
name, access permission, etc. A colleague may offer advice
as to which button to choose. The display screen may show
different situational information, e.g., different documents
being edited, and different concurrent windows that may or
may not be related to the file being processed. The user may
have the soft knowledge that a .tex file is a plain text file, the
so-called “features” in the prompt cannot be processed by
a LATEX compiler, the “help” button does not provide useful
guidance to this particular way of using the word processor,
and so on. As we can see that Zi−1 is not a simple alphabet
and has a non-trivial amount of entropy, we can conclude
that the two transformations, F1 and F2, together bring about
benefit much more than 1.58 bits.
5 ESTIMATING COST-BENEFIT ANALYTICALLY
The cost-benefit metric described in Section 4 provides HCI
with a mean for probabilistic characterization of complex
phenomena. While it can be calculated from gathered data
about every letter in an alphabet in some simple or highly
controlled settings (e.g., see Section 6), it is more practical to
input action 
alphabet explicit 
prompts 
soft 
knowledge 
situational 
information 
Figure 4: A simple HCI task may be affected by three types
of variables, which are collectively a very complex alphabet.
estimate the three measures in real-world applications, e.g.,
for comparing different user interface designs or evaluating
HCI facilities in a data intelligence workflow.2
Let us first exemplify the estimation method by revisiting
the channel selection scenario in Figure 2 in Section 3. A
coarse estimation can be made with an assumption that a
user’s selection is always correct. In this case, the poten-
tial distortion in Eq. (2) is of 0 bits. The amount of alphabet
compression thus equals to the action capacity Cact. Mean-
while, from a usability perspective, the cost can be estimated
based on the time, effort, or cognitive load required for select-
ing each option. For example, in Figure 2(a), the top option
a1 ∈ A is the default selection, and requires only one [OK]
action on the remote controller. The second option a2 re-
quires a [▼] action followed by [OK], while the third option
a3 requires three actions: [▼], [▼], and [OK]. If the time for
each button action is estimated to take 2 seconds, the average
cost for this HCI task is:
cost = 2
(
p(a1) + 2p(a2) + 3p(a3)
) [unit: second]
Using the three example probability distributions for the
input action alphabet A in Section 3, we can obtain,
p(a1) = p(a2) = p(a3) = 1/3 −→ cost(Aa) = 4
p(a1) = 0.2,p(a2) = 0.7,p(a3) = 0.1 −→ cost(Ab ) = 3.8
p(a1) = 0.09,p(a2) = 0.9,p(a3) = 0.01 −→ cost(Ac ) = 3.84
Combining with the calculation of Cact in Section 3, we have
the cost benefits ratios for the three probability distributions
are approximatively Aa : 0.40, Ab : 0.30, and Ac : 0.13 bits/s
respectively. Hence for the skewed distribution associated
with Ac , the cost-benefit is very low.
During the design or evaluation of the TV system, a UX ex-
pert may discover that users select a2 “Select Channel” more
frequently than the other two options. The UX expert can
consider an alternative design by swapping the position of
2In thermodynamics, the notion of entropy provides a microscopic mea-
sure, reflecting the fundamental understanding about thermodynamic phe-
nomena. It is typically estimated based on macroscopic quantities such as
temperature, volume, and pressure that are more easily measureable.
First completed, on 21 September, 2018, in Oxford, UK Min Chen
a1 and a2. With the changes of the corresponding probability
distributions, the UX expert can value the improvement of
the cost-benefit quantitatively, such as, Ab : 0.30 ↗ 0.41
and Ac : 0.13↗ 0.23.
A more detailed estimation may consider the factor that
users may mistakenly press [OK] for the default option. For
example, if in 20% cases, users are intended to select a2 but
select the default a1 by mistake, there are both potential
distortion and extra cost. In the case ofAb , the reconstructed
probability distribution is p ′(a1) = 0.4,p ′(a2) = 0.5,p ′(a3) =
0.1. The potential distortion can be calculated as 0.16 bits.
In the case of Ac , the reconstructed probability distribution
is p ′(a1) = 0.29,p ′(a2) = 0.7,p ′(a3) = 0.01. The potential
distortion is 0.24 bits. Let the extra time for showing detailed
information about a TV show and going back to the original
three options is 4 seconds. We can estimate that the extra
time in the two cases are: 20% × 4 = 0.8 seconds on average.
The cost benefit ratio will be reduced as: Ab : 0.30 ↘ 0.22
and Ac : 0.13 ↘ 0.06. If the mistakes would reach 31% or
more, the metric would return a negative value for Ac .
Similarly, one may estimate the user’s effort as the cost
by counting the steps needed to perform an action, such
as reading the screen, looking at the remote control, and
pressing a button. One may also weigh these steps differently
based on pre-measured cognitive load for different types of
elementary steps, which may be obtained, for instance, using
electroencephalography (EEG) (e.g., [35]).
For the example in Figure 2(b), it is easy to observe that the
cost-benefit is always 0 since Cact ≡ 0 bits, though the cost for
pressing [OK] on the remote control may not be considered
high. This quantitative measure is consistent with what most
UX experts would conclude qualitatively.
The estimation for the channel selection task does not con-
sider any situational information or soft knowledge. When
such variables are considered as part of an HCI task, as il-
lustrated in Figure 3(c), the amount of cost-benefit usually
increase noticeably. For example, consider the LATEX example
in Figure 4. If the word processor on the left has 5 different
pop-up windows in responses to a “save”, “save as”, or “Ctrl-
S” command, each with 3 options, the input action alphabet
has 15 letters. The maximum alphabet compression for the
second process F2 in Figure 3(c) is about 3.9 bits.
On the other hand, when given any one of 10 file types
(e.g., .doc, .tex, .txt, .htm, etc.), the user has the knowledge
about whether formatting styles matter. There are 10 binary
variables or 10 bits of knowledge available. Consider conser-
vatively that on average a user deletes or modifies 10 English
letters independently before saving. The user knows whether
it is critical to overwrite the existing file when a pop-up win-
dow asks for a confirmation. There are 10 nominal variables,
each with some 26 valid values for English letters. As the
entropy of English alphabet is about 4.7 bits [29], the total
amount of knowledge available is about 47 bits. Without
considering other factors (e.g., digits, symbols, etc.), we can
conservatively estimate the amount of alphabet compression
for the process F1 in Figure 3(c) is about (10 + 47) − 3.9 bits.
Let us assume that selecting one of the three options takes 1
second. The cost-benefit for such a simple HCI task (F1 + F2)
is at the scale of 57 bits/s.
Tam et al. [34] estimated the amount of human knowledge
available to two interactive machine learning workflows.
Both workflows were designed to build decision tree models,
one for classifying facial expression in videos and other for
classifying types of visualization images. They were curious
by the facts that the interactive workflows resulted in more
accurate classifiers than fully automated workflows. They
estimated the amount of human knowledge available to the
two workflows. Using the approach exemplified by the LATEX
example, they identified 9 types of soft knowledge in the
facial expression workflow and 8 types in the other. In both
cases, there were several thousands of bits of knowledge
available to the computational processes in the workflows.
6 MEASURING COST-BENEFIT EMPIRICALLY
As the cost-benefit metric described in Section 4 is relatively
new, there has been only one reported empirical study at-
tempting to measure the three quantities in the metric. Ki-
jmongkolchai et al. [16] conducted a study to measure the
cost-benefit of three types of soft knowledge used during
visualizing time series data. This includes the knowledge
about (i) the context (e.g., about an electrocardiogram but
not weather temperature or stock market data), (ii) the pat-
tern to be identified (e.g., slowly trending down), and (iii)
the statistical measure to be matched.
The knowledge concerned can be considered as the trans-
formation F1 in Figure 3(c), while the user’s input to answer
the trial questions can be considered the transformation F2.
They converted the conventional measures of accuracy and
response time to that of benefit and cost in Eq. (2).
In [16], Kijmongkolchai et al. described briefly the transla-
tion from (accuracy, response time) to (benefit, cost) with the
support of a supplementary spreadsheet. Here we generalize
and formalize their study, and present a conceptual design
that can be used as a template for other empirical studies for
detecting and measuring humans’ soft knowledge in HCI.
Consider a common design for a controlled experiment,
in which an apparatus presents a stimulus to participants in
each trial, poses a question or gives the input requirement,
and asks them to make a decision or perform an HCI action.
The participants’ action in response to the stimulus and input
requirement is a human-centric form of data intelligence.
Figure 5(a) illustrates the workflow of such a trial.
A stimulus may comprise of textual, visual, audio, and
other forms of data as the input to the process. Normally,
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Figure 5: (a) The alphabets in an abstract workflow representing a trial in a typical controlled empirical study. (b) The example
of a simple “yes-no” trial for detecting and measuring human knowledge in HCI.
one would consider the alphabet, Sstimulus, containing only
the stimuli designed for a trial or a set of trials for which
participants’ responses can be aggregated. However, if the
pre-designed stimuli are unknown to participants, one must
consider that Sstimulus consisting of all possible stimuli that
could be presented to the participants. For instance, the de-
sign of a study may involve only 64 pairs of colors and ask
users to determine which is brighter. Since any pairing of
two colors are possible, Sstimulus actually consists of N × N
letters where N is the number of colors that can be shown
on the study apparatus. On a 24-bit color monitor, N = 224
and N × N = 248 ≫ 64. Hence the entropy of Sstimulus is
usually very high.
On the other hand, the participants’ inputs are commonly
facilitated by multiple-choice buttons, radio buttons, or slide
bars, which have a smaller alphabet Schoice. In some stud-
ies, more complicated inputs, e.g., spatial locations and text
fields, are used. Nevertheless, for any quantitative analysis,
such inputs will be aggregated, or grouped into, to a set of
post-processed letters in a smaller alphabet S′choices. It is not
difficult to notice that Schoice or S′choice is essentially an input
action alphabet Aact.
Once a participant has made a decision, the alphabet
Adecision consists of only one letter and is of entropy 0 bits.
However, after one merges all repeated measures and re-
sponses from different participants in analysis, Sresult is ex-
pected to contain difference decisions, each is associated
with its number or frequency of occurrence.
From the perspective of interaction, the alphabet Aact has
different probability distributions at different stages. Before
and after the stimulus presentation stage, Aact,1 has a ground
truth for each trial, and thus one letter has the full probability
1. After the question stage, the letters in Aact,2 are pretended
to have an equal probability 1/∥Aact∥. After the decision
stage, only one letter in Aact,3 is chosen, which thus has the
full probability 1. After the aggregation stage, Aact,4 has a
probability distribution reflecting all repeated measures and
all participants’ responses.
The humans’ soft knowledge used in the transformation
from Sstimulus to Schoice and to Sdecision can be very compli-
cated. The amount of alphabet compression can be huge.
Nevertheless, the essence of any controlled experiment is
to investigate one or a few aspects of this soft knowledge
while restricting the variations of many other aspects. Here
we refer one particular aspect under investigation as a sub-
model, S, which may be a heuristic function for extracting a
feature or factor from the stimulus or for retrieving a piece
of information that is not in the stimulus.
Let us first examine a very simple “yes-no” trial designed
to investigate if a sub-model S has a role to play in the
transformation from Sstimulus to Sdecision. As illustrated in
Figure 5(b), at the beginning Aact,1 has two letters {Y ,N }.
Assuming that Y is the ground truth, the probabilities are
p(Y ) = 1−ϵ,p(N ) = 0+ϵ . Here 0 < ϵ < 1 is a tiny small value
used in practice to prevent the Kullback-Leibler divergence
DKL from handling the conditions of log 0 and ÷0. DKL is
thus capped at a value Dmax > 0.
When the question, “yes” or “no”, is posed to each partici-
pant,Aact,2 is associated with the probabilitiesp(Y ) = p(N ) =
0.5. When a decision is made by a participant, the probability
distribution of Aact,3 is either p(Y ) = 1 − ϵ,p(N ) = 0 + ϵ or
p(Y ) = 0 + ϵ,p(N ) = 0 − ϵ .
After all related responses are collected, Aact,4 has prob-
abilities p(Y ) = ϕ,p(N ) = 1 − ϕ. Aact,2 has the maximum
amount of entropy of 1 bit, while that of Aact,4 is between 0
and 1 bit depending on ϕ. If ϕ = 0.5 (e.g., random choices), S
offers no alphabet compression. If ϕ = 1− ϵ (i.e., all “yes” an-
swers) orϕ = 0+ϵ (i.e., all “no” answers), S contributes ∼1 bit
alphabet compression from Aact,2 to Aact,3. Without repeated
measures, all participants individually achieve the same al-
phabet compression. We will discuss the case of repeated
measures towards the end of this section.
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Meanwhile, without repeated measures, the potential dis-
tortion has to be estimated using the collective results from
all participants. As shown in Figure 5(b), it is measured based
on the reverse mapping from Aact,4 to Aact,1. If all partici-
pants have answered “yes”, we have ϕ = 1 − ϵ and thus
DKL = 0. If all participants have answered “no”, ϕ = 0 + ϵ
and DKL = Dmax. In other words, if all answers are correct,
the benefit of S is of 1 − ϵ bits. If all answers are incorrect,
the benefit is 1−ϵ −Dmax. When ϵ is tiny, Dmax > 1 bits, and
the benefit is therefore negative.
Note again that the sub-model S is only part of the soft
knowledge for transforming a stimuli to a decision. The ben-
efit of S is computed with an assumption that the variations
of all other aspects of the soft knowledge are minimized by
the means for controlling the potential confounding effects.
The aforementioned simple “yes-no” alphabet can be coded
using binary codewords as Aact = {N ,Y } = {0, 1}2. For
an empirical study designed to examine a sub-model at a
slightly higher resolution, we can assign k > 1 bits to the
input action alphabet Aact. For example, a 3-bit alphabet
Aact = {a1,a2, . . . ,a8} can be labelled as {000, 001, . . . , 111}2.
It is necessary to use all 2k letters as choices in order to
maximize the entropy of Aact,2 at the question stage. For
examining the combined effects of several sub-models, we
assign a bit string to each sub-model and then concate-
nate their bit strings together. For example, to study one
2-bit sub-model U and two 1-bit sub-models V andW, we
can have Aact = {u1v1w1, u1v1w2, u1v2w1, . . . , u4v2w2} =
{0000, 0001, 0010, . . . , 1111}2.
Given an input action alphabet with n = 2k letters (i.e., all
possible answers in a trial), one assigns a ground truth in
Aact,1, e.g., P(a1) = 1−ϵ and P(ai ) = ϵ/(n− 1), i = 2, 3, . . . ,n.
In conjunction with a stimulus, one poses a question with n
choices in Aact,2, which are pretended to have an equal prob-
ability of 1/n. After participants have answered the ques-
tion individually, only one letter aj in Aact,3 is selected, i.e.,
P(aj ) = 1 − ϵ and P(ai ) = ϵ/(n − 1), i ∈ [1..n] ∧ i , j. After
collecting all related responses, the probability of each letter
in Aact,4 is computed based on its frequency in participants’
responses. One can then convert the accuracy and response
time to cost-benefit as:
benefit
cost ≈
H(Aact,2) − H(Aact,3) − DKL(Aact,4∥Aact,1)
average response time (3)
Using the example in [16], we have a 3-bit input action
alphabet for three sub-models (each with 1-bit resolution).
Each of the eight possible answers in Aact is encoded by
three bits b1b2b3, where bi = 1 if the sub-model Si functions
correctly, and bi = 0 otherwise. With ϵ = 0.006299, they
have H(Aact,2) = 3 bits and H(Aact,3) ≈ 0.073 bits. The
alphabet compression for an individual is thus about 2.927
bits. Their study obtained a set of accuracy data, which shows
the percentages of eight possible answers in Aact,4 are:
• 68.3% for letter 111 — S1, S2, S3 are all correct.
• 10.7% for letter 110 — S1, S2 are correct.
• 10.3% for letter 011 — S2, S3 are correct.
• 4.6% for letter 101 — S1, S3 are correct.
• 2.5% for letter 010 — only S2 is correct.
• 1.7% for letter 001 — only S3 is correct.
• 1.1% for letter 100 — only S1 is correct.
• 0.8% for letter 000 — S1, S2, S3 are all incorrect.
The potential distortion DKL(Aact,4∥Aact,1) can thus be com-
puted as ∼1.593 bits. The combined benefit of the three sub-
models is therefore about 1.335 bits.
The reason that we use H(Aact,3) to compute alphabet
compression in Eq. (3) is based on an assumption that the
empirical study simulates a relatively consistent decision
process performed by either an individual or an organized
team. Repeated measures of each participant are either ag-
gregated first to yield a quasi-consistent measure or fused
into the overall statistical measure involving all participants.
One should only useH(Aact,4) instead ofH(Aact,3) when (i)
the empirical study is to simulate a random decision process
by a team where each time a member is arbitrarily chosen to
make a decision, or (ii) to simulates a relatively inconsistent
decision process by an individual and the probability distri-
bution of Aact,4 is calculated based on the repeated measures
obtained from just one participant.
7 CONCLUSIONS
The information-theoretic approach presented in this paper
is not a replacement for but an addition to the existing tool-
box for supporting the design and evaluation of HCI devices,
interfaces, and systems. Because this approach allows us to
examine the benefit of HCI to computer, i.e., from a perspec-
tive different from the commonly adopted focuses on the
benefits to human users, it offers a new tool complementary
to the existing qualitative and quantitative methods.
With estimated or measured quantitative values of HCI,
we can appreciate more the necessity of HCI, especially in
data intelligence workflows. To study the value of HCI is
not in any way an attempt to forestall the advancement of
technologies such as data mining, machine learning, and
artificial intelligence. On the contrary, such research can
help us understand better the transformation from human
knowledge to computational models, and help us develop
better automated processes to be used in data intelligence
workflows. As shown in an ontological map by Sacha et
al. [27], many steps in machine learning workflows have
benefited, or can benefit, from visualization and interaction.
It is indeed not the time to reduce HCI in data intelligence,
but to design and provide more cost-beneficial HCI.
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APPENDICES
CHI 2019 REVIEWS AND AUTHOR FEEDBACK
A ACM CHI 2019 REVIEWS
AC review: score 3/5
Expertise: Knowledgeable
Recommendation:
Neutral: I am unable to argue for accepting or rejecting
this paper; 3.0
1AC: The Meta-Review
Three reviewers assessed the submission. While they all
see some value in the submission, they come to somewhat
differing final conclusions. The submission is very well struc-
tured [2AC]. Despite the varying scores, all reviewers seem
to appreciate the submissions general direction. R3, for ex-
ample, states that the paper addresses an important but chal-
lenging topic and that there are inspirational elements to the
paper.
2AC found the content very dense and appreciated how
the authors walk the reader through the different steps. R2
& R3, however, criticize that "straightforward information
theoretic definitions" [R2] are described in length. This seems
like a general problem for this kind of submission to me. The
authors did a good job in making the submission accessible
to readers that are not experts in this domain like myself.
Just as 2AC, I found the paper very easy to read but just like
R2 & R3 I also wonder about the novelty provided by the
work. Finding the right balance when adressing different
audiences is a major challenge for this kind of work.
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In their rebuttal, I would suggest that the authors address
the following aspects discussed by the reviewers: 1. Highlight
what the authors believe is the grand contribution of the sub-
mission (see R2) and provide an example of a more realistic
application (see R3 & R2). 2. Discuss how the work differs
from related attempts in the specific domains mentioned by
R2 and Bayesian models of interactive systems mentioned
by R3. 3. Respond to the additional aspects criticized in the
reviews and describe how they could be addressed in a re-
vised version of the paper.
+ Briefly clarify aspects unclear to 2AC
+ Clarify the "costs" in the denominator of the key formula
(see R2).
+ Address additional aspects raised by the reviewers.
When preparing the rebuttal, I would recommend to make
it as tangible as possible. I.e. CHI has a very tight review
process. Thus, it should be as clear as possible how a re-
fined version would look like. The authors’ can, for example,
provide short versions of paragraphs that could be almost
directly copied into the paper.
——————————————————————
2AC review: score 3/5
Expertise: Knowledgeable
Recommendation
. . . Between neutral and possibly accept; 3.5
Review
This paper proposes an information-theoretic approach
to measure the cost-benefit of HCI in data intelligence work-
flows. It has in-depth explanation of the theories, the metric,
and applications.
I really enjoy reading this paper. It is very-well structured.
The content is very dense, but the examples walk readers
through the concepts, math, and ideas.
There are a couple of places that could be improved for
an audience without information theory background.
When the "cost-benefit metric" is first mentioned in Line
178, it would be good to give readers an intuitive idea of its
meaning. Does it measure "the capacity and efficiency for a
computer to receive knowledge from users?" It would also
be nice to present the intuition behind "the lower the action
capacity Cact and thereby the lower the DU," although we
can see it mathematically (for example, low entropy means
high certainty).
I am confused by the definition of value presented in Re-
lated Work. It would be nice to provide references to each
of value referents. What does value mean in "value-centered
designs?" How does the value definition differ when it is
from the perspective of computer versus human? This paper
examines value in terms of (a) and (c), but they are different
concepts. Under what circumstance does the paper refer to
(a) and when it means (c) (in the series of equation for the
cost-benefit metric)?
I also find the paragraph of "Some HCI tasks require addi-
tional display space or other resources for providing users
with additional information..." a bit confusing. At first I thought
it means a bigger screen space so that the mouse has more
potential positions, but the yes/no example seems to indi-
cate more radio buttons (interactions). What does the "the
varying nature of the information" mean?
Some statements may need further clarification. For ex-
ample, "On the contrary, it is less common to discuss the
usefulness and benefits of HCI to computers" – but human
computation and human-in-the-loop machine learning are
all studying this topic. Why is it necessary to assume in the
freehand path example that "though the computer does not
store the time of each sample?"
What is the theoretic upper bound of the cost-benefit
metric (like entropy is 0 1), so that one could assess is a
design is satisfactory in terms of this measure? In the current
example, we could only compare if one action is better than
the other or one design is better than before.
In the conclusion, it is said that the proposed approach "an
addition to the existing toolbox for supporting the design
and evaluation of HCI devices." I would like to see more
discussion on what is the existing toolbox, and in what way
the cost-benefit metric complements it. Do they measure
different things? How could they be used together?
Some minor issues:
(Line 352) ‘z3: "View HD Alternatives".’ should be ‘a3’
Figure 2 is too small to see
It would be nice to explain the meaning of i in Eq. (2) or refer
it to Figure 3.
Overall, this paper is a nice read and very informative.
——————————————————————
reviewer 2 review: score 2/5
Expertise: Passing Knowledge
Recommendation
. . . Between possibly reject and neutral; 2.5
Review
This paper aims to contribute to theoretical understand-
ing of interaction, and especially information theoretical
analyses of communication between humans and computers.
Inspired by the work of Posner and Fitts in investigating the
capacity limitations of the human motor control system, HCI
researchers have looked at the relationship between infor-
mation theoretic variables like throughput and interactive
human performance in domains like pointing and forced
choice. The papers of MacKenzie, Zhai, Seow come to mind.
The submitted paper aims to contribute by proposing to
quantify the "value of interaction" especially in the area of
data intelligence. Data intelligence was here defined as all
processes that transform data to decisions.
The starting point to the paper is the DPI theorem of Cover
and Thomas, according to which post-processing of data
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can only lose but not increase information. This is intuitive:
the decoder cannot add information. The authors refer to
a source pointing out (or proving?) that HCI relaxes some
assumptions of the Markov Chain in the DPI theorem that
change the game. This point is already published, and I see
the aimed contribution of this paper in the quantification of
the added value.
The paper proceeds to relatively straightforward infor-
mation theoretic definitions that base on alphabet, entropy,
and distortion, in order to characterize the capacity of input
devices. This is neat, but the insight obtainable with these is
never made very clear. Then, tutorial-like exposition follows
with simple examples. I’m afraid that similar treatments have
been proposed in studies of pointing, choice, and more re-
cently in intelligent text entry (e.g., probabilistic decoding).
I’d like to hear how the paper differs from those.
After this part, I’m afraid, the paper falls short from the
promised goals in three ways.
First, the introduced "costs" in the denominator of the key
formula are vague. It is not clear what it means to divide bits
with, say, task completion time or workload, as the authors
suggest. Perhaps this could be clarified in the rebuttal.
Secondly, in the end, the grand contribution remains am-
biguous. I am not sure what the obtained scores imply of
"value of humans to computers" . What would have been
obtained by other means? I wish the authors would return to
develop a broader, general point about "data intelligence", or
what this work means for applications of information theory
in HCI.
Third , the application of this framework remains unclear.
The given examples in the "empirical" section are hand-
crafted and I failed to see neither interesting findings nor
a general procedure that would be replicable and rigorous.
The examples that are given are often related to simple in-
put interactions. I’m at loss what this all implies to "data
intelligence".
In sum, while I commend the general ambitious of this pa-
per, I believe that more work is needed in theory, application
procedure, and empirical work. I encourage the authors to
keep working on this topic.
——————————————————————
reviewer 3 review: score 2/5
Expertise: Expert
Recommendation
. . . Between possibly reject and neutral; 2.5
Review
Significance of the paper’s contribution to HCI and the
benefit that others can gain from the contribution: ?
The paper addresses an important but challenging topic, how
to measure the value of the information provided by human
users. The formal information-theoretic representation of
the problem is a sensible, and valuable approach. I would
like to see more of this style of analysis being accepted at
CHI, and there are inspirational elements to the paper. How-
ever, once the authors try to get more detailed, the formal
clarity dissipates. The discussion around the Data processing
inequality appears convoluted. Of course the human is a
source of external data for the system, and that needs to be
taken into account. This is in no way ‘breaking the DPI’.
The claims around the benefit of HCI to the computer are
also a red herring. The computer being able to reduce its
uncertainty of the user’s intentions is an essential feature of
the computer being able to mean the user’s desires, so reduc-
ing the uncertainty in the computer enables us to maximise
the utility for the user.
The authors step us through basic inference of statistics
at great length, for a relatively simple trial system, but the
authors do not demonstrate any convincing examples of prac-
tical measurement of human input in a realistically complex
setting.
Presentation clarity;
The figures are often unclear. E.g. in Figure 1 the arrow
into P1 claims to be interaction but there is only an arrow
from the user, not one to them - so is P1 only affected in an
open-loop manner? Is that possible? Labelling this as ’HCI
breaks the conditions of DPI’ is just nonsense - the human
is just another source of information and processing! If you
replace/simulate the human with a separate computational
model, what would that look like?
The term ‘data intelligence’ although used as a buzz word
in industrial sales pitch, appears imprecise in an academic
context. This looks like basic statistical inference - why not
keep the terminology clean and standard?
The paper has many spelling and grammatical errors, and
would have been better proofread by a native speaker. At
times this becomes distracting for the reader
Originality of the work, and relevant previous work: The
paper comes over as an textbook introduction to the appli-
cation of information theory, and builds on recent work by
Chen and colleagues, but the review and terminology tend
to be limited to an information theoretic vocabulary. Many
of the same principles are there in standard Bayesian mod-
els where the prior distributions for input movements are
coupled with the sensor model distribution. More of this lit-
erature should have been included. (along with recognition
of the challenges involved in specifying such distributions)
In conclusion, I think that the authors have got quite a
few interesting elements in the paper, but that it is not yet
mature enough for publication at CHI. There needs to be a
tightening up of the argumentation and justification of the
work, clearer figures which represent how the information
processing aspects of the user are coupled into the compu-
tational elements. I think you then need a more convincing
application which can be controlled empirically, and test the
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validity of the proposed measures. (You could do this with
a computational model replacing the user, where you knew
theoretically how many bits were being provided by that
agent, then seeing if your estimates from empirical observa-
tions are in line with the capacity of the simulated agent).
B AUTHOR FEEDBACK (MAX. 5000 CHARACTERS)
Thank you for comments. We will improve the paper accord-
ingly regardless if it would appear in CHI or arXiv. R2 &
R3 are knowable about information theory (InfoT). We are
pleased that they did not point out any serious theoretical
flaw except that R3 disagrees with the DPI statement (see E
below). R2 is uneasy about the explanatory style of writing.
This is understandable from the InfoT perspective. The paper
was meant for an HCI audience. If possible, 1AC and 2AC
may advise the style and content from the HCI perspective.
Below we focus on the main points of 1AC.
1.
A. The novelty of the work can be seen from what is miss-
ing in the HCI literature, e.g., (a) the need for a simple and
effective theoretical framework for analysing humans’ con-
tributions to machine processes; and (b) the need for method-
ologies for estimating human knowledge quantitatively in
practice and for measuring such qualities in empirical studies.
Addressing such lacks will of course take years or decades.
This work is a non-trivial step towards this goal. The math-
ematical simplicity is a merit rather than demerit. See also
L30-38, L120-132.
B. The work is built on the theoretical advances in VIS,
but focus on HCI. Sec.3 relates to [6] and Sec.4 relates to [5].
[34] (VAST 2016 best paper) is a realistic application that sup-
ports Sec.5 for estimating human knowledge in interactive
ML. A recent lab. study [16] supports Sec.6. This work brings
these together to provide HCI with a coherent InfoT frame-
work. The examples in the paper are designed to be easily
understandable without application-specific explanations.
R2 considers Sec.6 hand-crafted, possibly due to a mix-
up between applications and lab. studies. A lab. study is
meant to be “handcrafted” or controlled in order to study a
phenomenon with statistical significance. 1AC and 2AC may
revisit this comment.
C. While it is not easy to conduct another substantial lab.
study, it is relatively easy to describe another real-world
application by (a) replacing the LaTex example in Sec.5 or
(b) including one or two in the supplementary material.
To improve the connection with data intelligence, we will
add in Sec.7:
“Although this work uses relatively simple HCI examples
to illustrate the concepts of measuring information, it is not
difficult to extrapolate such interactions to those in a variety
of data intelligence processes. For instances, one may esti-
mate the ‘values’ of selecting a set of statistical measures,
changing the parameters of a clustering algorithm, choosing
keys for sorting, selecting an area to zoom in in visualiza-
tion, reconfiguring layers in machine learning, accepting or
discarding an automatically generated recommendation, and
so on.”
2.
D. The works inspired by Fitts & Posner focus on psycho-
logical or perceptual responses to some stimuli (i.e., without
thinking). These models cannot be used to estimate human
knowledge used in HCI processes.
E. R3 is uneasy with the statement “HCI breaks the con-
ditions of DPI”’, possibly due to the overlook of the word
“conditions”. The DPI theorem is correct but has conditions.
Any defined condition must be breakable. If HCI could not
in general break such conditions, we should seriously ask
when these conditions would be broken. If such conditions
could not be broken at all, DPI would be incorrectly defined
and proved.
Further, (a) DPI is formulated based on a definable input
space, while the human knowledge and ad hoc sensing of
new variables is rarely included as part of the input space
for any DP application. (b) If a human is replaced by an
algorithmic model, and if this model can access the infor-
mation discarded by earlier processes in the pipeline, the
proof of DPI cannot be obtained. (c) If humans are allowed
to add any arbitrarily new information into any process in
a workflow, the corresponding DPI has to assume that the
input space consists of infinitely all possible variables. This
renders DPI meaningless in practice. These arguments have
been validated by a number of InfoT experts.
F. R3 correctly noticed some structural resemblance with
Bayesian models used in ML. A Bayesian network assumes
that knowing the probability distribution of an input is good
enough. Whenever a computer requests a user input in HCI,
it assumes that it does not know the answer. There are also
hypotheses that human mind might be similar to a Bayesian
network, CNN, RNN, etc. The proposed framework is not
biased towards any of such hypotheses.
3
G. 2AC on cost-benefit. Very good question as we have
not found an appropriate intuitive description so far. The
suggested wording with “capacity” and “efficiency” is good
as long as the term “capacity” is defined as the capacity of
alphabet transformation rather than just communication. Ac-
tion capacity is a simplified case assuming no reconstructive
distortion. It is good for F2 in Fig. 3(c), but not for F1. That
is why Action capacity and DU do not capture the amount
of knowledge accurately. See also L617-L657.
H. Additional display space. We will add “e.g., textual
instructions for aiding multiple choices.”
I. The ideal measure of cost is energy (unit: Joule). See also
L605-616.
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J. Intelligent text entry is a mean for improving the cost-
benefit of HCI using the underlying probabilistic distribution.
It also relates to L450-453.
K. The term of data intelligence is defined at the beginning
of the paper. If there is a better encompassing term, please
suggest.
L. 2AC is right that human computation and interactive
ML follow the same thinking. The method in Sec. 5 can be
applied to these applications.
M. In CompSc, we like to emphasize the benefit of comput-
ing. R3 refers to user inputs as users’ intentions/desires. In-
tentions are just one category of variables that the computer
do not have. HCI can reduce the entropy of any variables
that the computer do not have or are out of date. See also C.
If we in HCI cannot give humans a bit more credit, who else
can? (cf. Darwin’s confession.)
