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ABSTRACT

Scatterometer Contamination Mitigation

Michael Paul Owen
Department of Electrical and Computer Engineering
Doctor of Philosophy
Microwave scatterometers, which use radar backscatter measurements to infer the
near-surface wind vector, are unique in their ability to monitor global wind vectors at high
resolutions. However, scatterometer observations which are contaminated by land proximity
or rain events produce wind estimates which have increased bias and variability, making
them unreliable for many applications. Fortunately, the effects of these sources of contamination can be mitigated. Land contamination of backscatter measurements occurs when
land partially fills the antenna illumination area. This reduces and masks the wind-induced
backscatter signal. Land contamination is mitigated by quantifying the amount of contamination in a single observation using a metric referred to as the land contribution ratio
(LCR). LCR levels which give rise to inadmissible levels of error in the wind estimates are
determined and used to discard land-contaminated observations. Using this method results
in contamination-free wind estimates which can be made as close to the coast as 5 km, an
improvement of 25 km compared to previous methods.
Rain contamination of scatterometer observations results from rain-induced scattering effects which modify the wind-induced backscatter. Rain backscatter effects are modeled
phenomenologically to assess the impact of rain on the observed backscatter. Given the
backscatter effects of wind and rain, there are three estimators: wind-only (WO), simultaneous wind and rain (SWR) and rain-only (RO), which have optimal performance in different
wind and rain conditions. Rain contamination of wind estimates is mitigated using a new
Bayes estimator selection (BES) technique which optimally selects WO, SWR, or RO estimates as they are most appropriate. BES is a novel adaptation of Bayes decision theory to
operate on parameter estimates which may have different dimensions. The BES concept is
extended to include prior selection and noise reduction techniques which generalizes BES to
a wider variety of wind fields and further increase wind estimate accuracy. Overall, BES has
wind estimation performance which surpasses that of either the WO or SWR wind estimates
individually, and also provides a viable rain-impact flag.
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Chapter 1
Introduction
1.1

Overview
Our ability to understand the global climate is highly dependent on frequent global

observations of wind, rain, humidity, atmospheric pressure, and many other factors. Such
observations are key inputs for climate models and weather forecasting. Microwave remote
sensing instruments are ideal tools for climate monitoring as they operate independently
of solar illumination, regardless of cloud cover, and are capable of global coverage at high
spatial resolution on orbiting platforms. To measure the various climatological parameters,
microwave sensors have been designed to measure atmospheric moisture, ocean winds, rain,
soil moisture, ice, land cover, sea-surface temperature, sea level, ocean salinity and a variety
of other indicators. This dissertation focuses on microwave sensors known as scatterometers.
Scatterometers are typically designed to indirectly measure ocean-surface winds, though
their measurements have many other applications.
Scatterometers directly measure the normalized radar cross-section of the surface of
the earth. Over the ocean, the surface backscatter is a function of near-surface winds due
to Bragg-scattering effects induced by wind-generated small-scale waves. Since the windinduced surface roughness is a function of the near-surface wind vector, the backscatter
measured by a scatterometer can be used to infer the near-surface wind vector over the
ocean, given a sufficient number of observations with appropriate geometry.
Scatterometer-inferred wind estimates can be degraded by any phenomena capable of
modifying the wind-induced backscatter. Such phenomena include rain events, land, ice and
to a lesser degree smaller-scale phenomena such as sea-spray, sea-surface swell and occasional
oil slicks. Contamination of the wind-induced backscatter due to ice sheets is limited to nearpolar regions. Measurement contamination due to land proximity and rain, however, has
1

substantial effects on the observed backscatter and occurs frequently on significant spatial
scales. Thus, ignoring the effects of land and rain contamination can have a detrimental
impact on the overall wind estimates. To reduce the effects of contamination, these degraded
observations have typically been discarded, resulting in reduced sensor coverage of coastal
and rainy areas.
This dissertation addresses the two most significant sources of scatterometer measurement contamination: rain and land, using the approaches introduced in Section 1.2. The
effects of contamination-degraded wind estimates are mitigated by optimally discarding and
where possible, optimally correcting scatterometer observations. The techniques presented in
the following chapters increase usable sensor coverage while maintaining the accuracy levels
attained in contamination-free regions. The mitigation techniques presented in this dissertation are both novel and highly effective. Application of these techniques is focused here on
the QuikSCAT scatterometer, though the techniques can be applied to other scatterometers
as well.
1.2

Approach
Land and rain contamination have distinctly different consequences for successful

contamination mitigation. The resulting mitigation techniques are related, but they are
approached separately here.
Land contamination of backscatter measurements occurs when land partially fills
the antenna illumination area on the surface. This reduces and masks the desired windinduced backscatter signal, which causes increased variability and bias in the wind estimates.
Land contamination is quantified by identifying the amount of contamination in a single
observation using a metric referred to as the land contribution ratio (LCR). Two approaches
are used to determine intolerable levels of land contamination: Monte-Carlo simulations and
the wind estimate Cramer-Rao lower bound. Measurements which have intolerable levels
of land contamination are discarded prior to performing wind estimation. This enables
contamination-free wind estimation as close to the coast as 5 km, an improvement of 25 km
compared to previous methods.
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Rain contamination can be utilized to permit estimation of both rain and wind, rather
than discarding observations as in land contamination mitigation. Rain contamination of
scatterometer observations results from rain-induced scattering effects which modify the
wind-induced backscatter. To assess the impact of rain on wind-induced backscatter, the
effects of rain are modeled using a phenomenological approach. Parametric models for the
rain-induced scattering effects enable simultaneous wind and rain (SWR) estimation using
the scatterometer observations.
In addition to SWR estimation, scatterometer data can be used to perform wind-only
(WO) and rain-only (RO) estimation using special cases of the wind and rain backscatter
model. The differences in the model functions cause the WO, SWR and RO estimators
to have varied performance characteristics. The SWR estimator particularly has greater
estimate uncertainty than the WO estimator in non-raining conditions due to the additional
degree of freedom. Similarly, the SWR estimator has higher estimate uncertainty than the
RO estimator during rain-dominated conditions. Thus each type of estimator, SWR, WO
and RO, has optimal performance for different wind and rain conditions. The WO estimate
is ideal when rain effects are small, the SWR estimate is appropriate when wind and rain
effects are similar, and the RO estimate is used when rain effects dominate the observations.
With three types of estimators, rain contamination of wind estimates is mitigated
for 25 km resolution products using a new Bayes estimator selection (BES) technique which
optimally selects the WO, SWR, or RO estimate that is most appropriate. BES is a novel
extension of Bayes decision theory to operate on parameter estimates which may have different dimensions. The BES concept is extended to include a prior selection technique which
generalizes BES to a wider variety of wind fields with higher noise levels and further increases
wind estimate accuracy. BES with prior selection is used with an additional noise reduction
technique to mitigate rain contamination for 2.5 km resolution wind products which have
greater variability and noise than 25 km wind products. The BES estimator selections can
be treated as a rain-impact flag which identifies wind estimates that are significantly affected
by rain. Overall, BES for 25 km products and BES with prior selection for 2.5 km products
have wind estimation performance which surpasses that of either the WO or SWR wind
estimates individually.
3

1.3

Summary of Contributions
Major contributions to scatterometer contamination mitigation are summarized in

this section.
The contributions to scatterometer land contamination mitigation introduced in this
dissertation include: the derivation of a metric to both identify and quantify land contamination of wind-induced backscatter; the quantification of land contamination effects
on wind estimation through Monte-Carlo simulation and a Cramer-Rao lower bound for
wind estimation from land-contaminated observations; creation of a look-up-table to remove
land-contaminated backscatter measurements and enable land contamination mitigation in
near-real-time processing [1, 2]. Together each of these contributions allow for the accurate
estimation of near-coastal winds under many conditions. Previously, wind estimates within
30 km of the coastline were discarded to prevent land contamination of wind estimates. This
work enables accurate wind retrieval up to 2.5 km from the coast in many conditions without significantly degrading the accuracy of the wind estimates. A complete validation of the
near-coastal winds is being conducted by other investigators [3, 4].
Contributions in this dissertation to scatterometer rain contamination mitigation include: a description of temporal and spatial sampling issues related to 2.5 km resolution wind
and rain estimation; the quantitative description and modeling of rain-induced backscatter
effects for Ku-band observations; calculation of the Cramer-Rao lower bound for simultaneous wind and rain estimation at 2.5 km; implementation and validation of simultaneous
wind and rain estimation for 2.5 km resolution products [5]. The quantitative analysis and
modeling of rain-induced backscatter effects for the C-band ASCAT scatterometer is also
included in this dissertation in Chapter 4 and was published as a conference paper [6].
In addition to the backscatter modeling and simultaneous wind and rain estimation
techniques, this dissertation extends previous work on simultaneous wind and rain estimation using QuikSCAT to optimally use multiple estimator types [7]. The contributions
to scatterometer rain contamination mitigation include: a derivation of the Cramer-Rao
lower bound for rain-contaminated wind-only estimation and wind-contaminated rain-only
estimation; the derivation of a generally applicable Bayes estimator selection technique to
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optimally select a single estimate produced by one of several estimators; and the adaptation
and validation of Bayes estimator selection to QuikSCAT 25 km wind and rain estimation.
The remaining contributions in this dissertation adapt the concept of Bayes estimator
selection to QuikSCAT 2.5 km wind and rain estimation and further extends the concept
to include a prior selection technique in addition to noise reduction. Major contributions to
scatterometer rain contamination mitigation include: adaptation of Bayes estimator selection
to QuikSCAT 2.5 km wind and rain products; derivation of a novel prior selection technique
used to improve and extend Bayes estimator selection to a wide variety of wind and rain
conditions; introduction of a noise reduction technique to guarantee spatially consistent wind
and rain fields with lower noise levels; and validation of Bayes estimator selection, prior
selection and noise reduction techniques for QuikSCAT 2.5 km wind and rain estimation.
1.4

Outline
This dissertation is structured as follows. Chapter 2 provides background on scat-

terometers generally, and the QuikSCAT scatterometer specifically, in addition to briefly
discussing and motivating the contamination mitigation problem. Additional background
detail is contained in each chapter. Chapters 3 and 4 evaluate and model the effects of
rain-induced backscatter for Ku- and C-band observations, respectively. Chapters 5, 6 and 7
are focused on rain contamination mitigation at increasing levels of complexity. Specifically,
Chapter 5 discusses the concept of simultaneous wind and rain estimation and Chapter 6
introduce the concept of Bayes estimator selection and adapts the concept to 25 km wind
and rain estimation. Chapter 7 extends Bayes estimator selection to include prior selection
and noise reduction and applies the improved technique to 2.5 km wind and rain estimation
for QuikSCAT. Chapter 8 addresses the identification and mitigation of land contamination
after which Chapter 9 summarizes the most important results and discusses areas for future
research and application to future scatterometers.

5
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Chapter 2
Background
2.1

Introduction to Scatterometry
After radar became widespread during World War II, succeeding decades have been

marked by continued research and development of radar platforms and applications. In the
1960’s and 1970’s it was demonstrated that the radar scattering coefficient was related to
wind speed over the ocean. This led to the first radar scatterometer specifically designed
to measure wind speeds and directions over the ocean, the Seasat-A satellite scatterometer [8]. The Seasat scatterometer demonstrated the viability of space-based ocean wind
measurement.
Scatterometers are active radars designed to measure the normalized radar cross
section, also known as the backscatter or σ o , of a target. To do so they send a radar pulse
to the target and measure the power of the pulse echo. Scatterometers are used to measure
target characteristics on a large scale, typically many kilometers. The backscattered return
power from the target is a function of the target orientation, size, roughness, and geometry
as well as the orientation, frequency and polarization of the incident power. The measured
σ o of an object can be used to infer characteristics about the target such as size, orientation
and range.
For distributed targets like the ocean surface, where the target is much larger than
the antenna spatial response, the backscatter return is a function of characteristics of the
target surface such as orientation and roughness. Multiple observations of a single target
with different observation geometries give additional information about the target, so scatterometers typically observe targets with multiple azimuth and incidence angles, in addition
to possibly using multiple frequencies and polarizations.
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Ocean wind measurement by scatterometers is possible due to the interaction of the
wind and the ocean surface. Wind blowing over the water generates gravity-capillary waves,
small scale waves with a wavelength in the cm range [9]. Early scatterometers demonstrated
that the amplitude and wavelength of the wind-induced waves is a function of the wind speed.
Scatterometer frequencies are selected so that the transmit wavelength is similar to that of the
wind-induced gravity-capillary waves [9]. With similar wavelengths the backscattered power
is produced by Bragg-scattering from the periodic nature of the wind-induced backscatter
[9, 10]. As the troughs of the wind-induced waves lie roughly perpendicular to the wind
direction there is a strong directional dependence of the backscatter, since Bragg-scattering
has a reduced effect when the scatterers are not oriented in the antenna look direction.
Although significant work has been performed at analytically developing the relationship between the wind and the backscattered power [11], typically the backscattered power
is modeled by an empirically-based tabular model function [12, 13]. This model function is
referred to as the geophysical model function (GMF).
To improve measurement resolution, range and Doppler processing are typically used
to subdivide the antenna beam into smaller independent observations. The resulting ‘slices’
of the antenna beam have a smaller antenna spatial footprint at the target so they can be
used to infer target characteristics at a finer resolution [14].
Accurate backscatter measurements produced by scatterometers are valuable aids in
many fields. In addition to ocean surface wind estimation, scatterometer data products have
a variety of demonstrated applications. Additional applications include: sea ice detection
[15, 16, 17], iceberg detection and tracking [18], glacial ice sheet monitoring [19, 20, 21],
vegetation classification [22, 23], soil moisture measurement [24] and sand dune observation
[25, 26].
2.2

The QuikSCAT Scatterometer
The SeaWinds instrument is a third generation scatterometer which was designed to

measure near-surface ocean wind vectors, building on the success of the earlier Seasat-A and
NSCAT scatterometers also launched by NASA [27, 28, 29]. SeaWinds operates at Ku-band
at 13.4 GHz. It uses a scanning dual-polarization rotating pencil-beam antenna resulting in
8

a measurement swath 1800 km wide. With orbits selected to maximize global coverage, the
SeaWinds instruments cover 90% of the ocean daily and every point on the globe at least
once every 4 days. This regular and nearly complete global coverage is key to the value of
the SeaWinds instrument.
The SeaWinds instrument design is advantageous for a variety of reasons. A rotating
pencil beam results in a wide swath without a gap along the nadir track. SeaWinds makes
dual-polarization measurements using offset antenna feeds for H and V polarizations resulting
in fixed incidence angles for H-pol observations at 46◦ and V-pol observations at 54◦ . The
resulting observation geometry makes backscatter measurements at each location with a
variety of azimuth angles. The observations at a single location can be classified into four
‘flavors’ or ‘looks’: forward looking H-pol, aft looking H-pol, forward looking V-pol and aft
looking V-pol. This observation geometry was selected to maximize swath coverage while
maintaining the measurement azimuthal diversity which is fundamental to wind retrieval.
SeaWinds is most favorable for wind retrieval when there are both V and H-pol
observations with wide azimuthal diversity. The region of the swath where observation
geometry is ideal is termed the ‘sweet-spot’. Although the SeaWinds geometry is favorable
for wind studies for most swath locations, there are two regions for which the geometry is
not ideal. At the swath edge there are no H-pol observations since the H-pol incidence angle
limits the H-pol swath width. Also, near the satellite track there is little azimuthal diversity
in the observations since all observations are looking nearly parallel to the satellite track.
Because the observation geometry is non-ideal in these two regions wind estimates in these
regions have higher noise levels and are more susceptible to directional errors.
SeaWinds was flown twice, first on the QuikSCAT mission and later on the ADEOS-II
mission. Following an established convention, the SeaWinds instrument on QuikSCAT satellite is hereafter referred to simply as QuikSCAT, while SeaWinds on ADEOS-II is referred
to as SeaWinds.
QuikSCAT was launched in July of 1999 and operated continuously until November
of 2009, far surpassing its design lifetime of 3 years. The resulting 10 year data set has
proved to be a powerful tool in understanding many aspects of the environment on a global
scale. QuikSCAT wind products have enabled a vast number of wind-related studies which
9

include tropical storms [30, 31, 32], coastal studies [33], rain-interaction [34], wind spectrum
[35], El Nino [36], marine weather [37], global climatology [38], and ocean circulation [39, 40].
The work in this dissertation refers to QuikSCAT but is equally applicable to SeaWinds as well. Further, although the techniques introduced in the following chapters are
directly applied to QuikSCAT, they are valid for other scatterometer platforms as well. The
application of the contamination mitigation techniques discussed in this dissertation to other
scatterometer platforms is not addressed here. The following sections give an introduction
to wind retrieval using the QuikSCAT scatterometer. More detailed background information
is also included as needed in Chapters 3 to 8.
2.3

Wind Retrieval
QuikSCAT uses simultaneous measurements of the signal echo power and noise power

to make accurate measurements of σ o . In addition to accurately estimating the signal return
power, this method has the additional advantage that it allows the σ o estimates to be well
approximated with a normal distribution [41]. The probability of the observed backscatter
σ o given the true backscatter of the surface σto can be written
p(σ

o

|σto )

µ
¶
1
(σ o − σto )2
= √
exp −
,
2ς 2
2πς 2

(2.1)

where ς 2 is the variance of the backscatter measurements.
The noise realizations for backscatter measurements made at different times are independent since the observation noise is dominated by amplifier noise which is uncorrelated.
Thus since different observation flavors have separated observation times the observations
made of a given location can be treated as independent random variable realizations.
For conventional wind retrieval, the true backscatter is given as a function of the
true wind vector by the geophysical model function (GMF). The GMF is a set of tabulated
observations which returns the mean backscatter as a function of the wind vector and the
observation geometry [12]. Several GMFs have been developed and utilized for Ku-band
backscatter. The most recent GMF, QMOD4, has been tuned to more accurately depict low
and extreme wind conditions. The GMF is shown in Fig. 2.1 for a fixed incidence angle.
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The backscatter generally increases with wind speed but is also strongly dependent on the
angle between the antenna azimuth and the wind vector, the relative azimuth angle χ.
Figure 2.1 also demonstrates the need for observations from multiple azimuth angles.
Because a single backscatter observation may have come from any wind direction, uniquely
determining the wind direction requires multiple observations. Despite making observations
from multiple azimuth angles, the observation geometry is still not favorable for all wind
directions. Wind estimates are obtained using maximum likelihood estimation by finding
the wind vector, w, which maximizes the likelihood function
l(σ o |w) = −

X

log(ςk ) +

k

1 (σko − M(w))2
2
ςk2

(2.2)

given the vector of backscatter observations, σ o , where M(w) is the GMF. For every retrieved wind vector there are typically several maxima of the likelihood function. These
other maxima are also valid wind vector estimates and are thus referred to as ‘ambiguities’.
Figure 2.2 shows the possible wind vectors corresponding to the modeled backscatter for
noiseless observations. The intersection of all four curves marks the true wind and rain
vector. The near intersections of the four curves indicate the ambiguities. Although the
intersection of the curves is clear for noiseless observations, noise often makes the correct
solution indistinguishable from the other ambiguities.
To form a field of wind estimates requires that one of the ambiguities be selected as the
best estimate for each WVC. This process is referred to as ambiguity selection. Ambiguity
selection is often an ad-hoc step which is performed independently from wind retrieval often
using median filters and information from outside sources [42, 43].
The variability of the σ o observations can be attributed to two main sources. The
first is uncertainty of the GMF. Because the GMF is empirically derived, it is inherently subject to uncertainty. Further, the GMF does not attempt to model all sources of backscatter
variability. In addition to the wind vector and observation geometry, the surface backscatter
is dependent to a small degree on the ocean salinity, sea-surface temperature, and contaminants present in the water. The effects of these other parameters are small and are lumped
into a modeling uncertainty term with normalized standard deviation Kpm .
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Figure 2.1: The QMOD4 GMF for a fixed incidence angle. The backscatter
increases with wind speed and has a strong directional dependence.

The major cause of measurement variability is referred to as communication noise.
The communication noise is the combination of physical noise sources which include Raleigh
fading of the signal, atmospheric noise, and the noise characteristics of the receiver. To
complicate matters, the communication noise is dependent on the mean of the backscatter,
which indicates that the QuikSCAT noise is multiplicative. Scatterometer measurement
accuracy is determined by the uncertainty due to communications noise. The QuikSCAT
system parameters are selected such that the communications noise is comparable to the
modeling uncertainty [14, 44], thereby minimizing the backscatter measurement uncertainty.
The variance of the backscatter observations accounts for both modeling uncertainty
and variability due to communications noise using the normalized standard deviation, Kp
[44]. The normalized standard deviation can be written
2
2
2
2
,
Kpc
+ Kpm
+ Kpc
Kp2 = Kpm
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Figure 2.2: Possible wind speeds and directions corresponding to each observation flavor of a vector of noise-free QuikSCAT observations for a true wind speed
of 15 m/s and direction of 250◦ . The intersection of the curves marks the true
wind vector while other near intersections indicate the ambiguities.

where Kpc is the normalized standard deviation of the communication noise, and Kpm is the
normalized standard deviation representing the GMF uncertainty.
Wind estimation for the SeaWinds instruments is typically performed using a maximum likelihood (MLE) method: given the probability model for the backscatter, the wind
estimates are the wind vectors which maximize the likelihood function. Maximum likelihood
estimation for wind and rain retrieval is discussed in greater detail in the following chapters.
2.4

Accuracy
As a part of the mission objectives, QuikSCAT has stringent accuracy requirements

for it’s 25 km wind products [45]. A summary of these requirements is shown in Table 2.1.
Demonstrating that QuikSCAT meets the design requirements is a difficult task since
there are no alternative validation datasets with identical temporal and spatial resolution.
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Table 2.1: QuikSCAT 25 km accuracy requirements

Quantity
Wind Speed
Wind Direction
Spatial Resolution
Location Accuracy
Coverage

Requirement
2 m/s (rms)
10%
20◦
25 km
25 km
90% of ice-free ocean daily

Applicable Range
3-20 m/s
20-30 m/s
3-30 m/s

To overcome this limitation, numerical weather products such as those available from the National Center for Environmental Prediction (NCEP) and the European Center for Mediumrange Weather Forecasing (ECMWF) are often used as comparison datasets. While numerical weather products do not measure winds and therefore may not accurately reflect local
wind conditions, on a large scale they provide useful estimates of QuikSCAT estimation
accuracy.
Numerical weather products are often subject to systematic bias [46] which must be
accounted for to accurately compare against scatterometer derived wind products. Despite
this limitation, numerical weather products have been key in a number of studies using
QuikSCAT data on both regional and global scales [38, 47].
As an alternative to numerical weather products, QuikSCAT wind estimates can be
compared to in situ wind measurements from ships and off-shore wind buoys. Several studies
have used this method and demonstrated that QuikSCAT winds are reliable and useful as
long as they are free from rain and land contamination [4, 48, 49].
2.5

Resolution
The SeaWinds instrument makes two types of σ o measurements. The first, referred to

as eggs, represents the backscattered power received without any range or Doppler processing.
Thus the egg measurements are produced using the full spatial response function of the
antenna. The second measurement type, referred to as slices, represents the backscattered
power after range and Doppler processing [50]. There are 10 slices for every egg, but the
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outermost slices are typically discarded since they have prohibitively high noise levels. The
remaining 8 slice measurements represent the σ o value for subregions of the full antenna
spatial response. Egg measurements have lower noise levels than slices since they represent
a larger spatial area, however, they also cannot convey as much spatial information.
The SeaWinds instrument was designed to produce wind vector estimates at a 25
km resolution. The 25 km wind products are produced using σ o images produced using
‘drop-in-the-bucket’ imaging [51]. For ‘drop-in-the-bucket’ imaging, the egg measurements
with centers that fall in a given wind vector cell (WVC) are used together to produce a wind
estimate. This method results in multiple measurements in each WVC of each observation
flavor. However, the QuikSCAT antenna spatial response is larger than a resolution cell, so
there is some spatial averaging inherent in the 25 km products. Despite the spatial averaging,
since egg measurements have relatively low noise levels and there are multiple observations
for each flavor in each WVC, the 25 km wind products have low noise levels.
The slice measurements are used to produce a 12.5 km resolution product using
the same ‘drop-in-the-bucket’ imaging method as the 25 km wind products. Since slice
measurements have higher noise levels than eggs, the 12.5 km products are noisier than the
25 km product; however, the finer spatial resolution yields more information about the wind
field.
Although slice measurements are intended to produce 12.5 km wind products, they
can also be used to produce higher resolution wind products. This is possible because the
slice measurements form a dense but irregularly sampled version of the surface wind field.
The density of the slice measurements allows for resolution enhancement of the observations
enabling ultra-high resolution UHR wind retrieval at 2.5 km [51, 52, 53, 54]. UHR wind
products have higher noise levels than other wind products, but they can give much greater
information about wind phenomena with small-scale structure such as hurricanes, coastal
jets and lees, and rain.
Figure 2.3 highlights the differences between 25 km wind products and UHR products.
The 25 km wind estimates have low noise levels. Despite having higher noise levels, the UHR
wind estimates show small-scale wind structure not discernible in the 25 km winds.
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Figure 2.3: Wind estimates in m/s for hurricane Katrina from August 28, 2005.
Top: L2B 25 km wind estimates. Bottom: UHR 2.5 km wind estimates. The
UHR wind estimates have a higher noise level but also show wind structures not
apparent in the 25 km winds such as the hurricane eye.
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Although UHR products contain greater information about small-scale events, there
are some limitations. Because the UHR WVCs are smaller than the slice spatial response
function, each slice measurement influences the backscatter estimate in multiple WVCs. This
can lead to increases in the variability of the backscatter estimates. A further limitation is
that, although UHR wind products are reported at a resolution of 2.5 km, their effective
resolution varies. For sections of the swath where the slice sampling is less dense, such as
the swath center near the nadir track, the resolution of the UHR product may be lower than
2.5 km although wind estimates are still reported for every 2.5 km WVC.
A variable resolution wind estimation technique has recently been introduced which
accounts for the slice sampling and observation geometry to reflect the actual resolution of
the data [51]. Although this variable resolution product is not used in this dissertation,
the application of the contamination mitigation techniques discussed here to this variable
resolution product is an interesting avenue for further research.
2.6

Measurement Contamination
Although it has been demonstrated that QuikSCAT meets the design requirements

under the majority of conditions, the estimation accuracy is limited when observations are
contaminated. Contamination of QuikSCAT measurements occurs when the backscatter
observations include radar observable signals other than that of the wind-induced surface
roughness. If wind retrieval is performed using contaminated observations, the retrieval
process is biased and can have increased variability. When the contamination is strong the
bias can be severe. When the contamination is small, the bias may be negligible. In order to
determine what levels of contamination are tolerable there must be a way to quantify both
the contamination and the effects of the contamination on the wind estimates.
There are a variety of contaminants which result in degraded wind estimation performance. These include ice, oil spills, land, rain, and anything else which modifies the
wind-induced backscatter signal. Ice contamination occurs in the near polar regions when
sea ice covers the ocean surface and obscures the wind-induced backscatter signal. Oil spills
and other chemical spills cause contamination by modifying the relationship between wind
and the ocean surface roughness. Land and rain contamination are the most pervasive types
17

of contamination and so are briefly introduced in the following subsections and discussed in
detail in Chapters 3 to 8.
2.6.1

Land Contamination
Land contamination occurs when the antenna spatial response function is partially

over land. Because the land backscatter is typically much brighter than the backscatter
over ocean, land-contaminated backscatter measurements typically result in positively biased
wind estimates. Land-contaminated wind estimates are apparent in the UHR wind estimates
of Fig. 2.3 as high wind speeds surrounding the coastlines. The 25 km L2B wind estimates
are free of land contamination, but do not have near-coastal winds estimates. As nearcoastal wind are often of particular interest, the wind estimate uncertainty and bias caused
by land contamination are extremely undesirable. The effects of land contamination on wind
retrieval and mitigation of land contamination are evaluated in depth in Chapter 8.
2.6.2

Rain Contamination
Rain contamination is similar to land contamination in that it modifies the wind-

induced backscatter in undesireable ways. Unlike land contamination however, the location
of the rain events which cause the contamination is not known before hand, so the contamination must be treated quite differently.
Rain contamination occurs as a consequence of several rain effects. Rain drops striking
the ocean surface modify the wind-induced wave field and thereby modify the ocean surface
backscatter. Additionally, atmospheric rain drops attenuate the surface backscatter signal
in addition to contributing additional backscatter. Further, rain events are often associated
with down drafts which modify the wind field surrouding the rain cell. Figure 2.4 illustrates
some interactions between wind and rain which can affect the measured backscatter.
Because rain modifies the wind-induced backscatter in many ways, its effect on the
wind estimates can be varied as well. Rain contamination of the UHR wind estimates in
Fig. 2.3 is visible as small concentrated areas with high wind speeds in the left portion
of the image and as bands of high wind speeds following the hurricane circulation pattern
corresponding to the hurricane rain bands. For some cases, rain increases the backscatter,
18
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Figure 2.4: Wind and rain interaction over the ocean. Intense rain columns are
associated with strong downdrafts which modify the surrounding surface wind field.
Falling rain drops create radar observable splash products beneath the rain column
and which can also dampen the wind-induced surface waves in the surrounding
area. Figure taken from [55].

causing a positive bias in the wind speed, while for others the rain can attenuate the wind
signal, making wind retrieval impossible with any degree of accuracy. A more complete
discussion of rain contamination and its effects on wind retrieval is found in Chapters 3
through 7.
2.7

Summary
Scatterometers have demonstrated a unique ability to remotely measure and detect

a variety of targets. The 10 year QuikSCAT global wind dataset can be a valuable tool
in evaluating the global environment as long as measurement contamination can be ap-
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propriately accounted for. The remainder of this dissertation introduces and demonstrates
several techniques for contamination mitigation thereby improving and extending the utility
of the QuikSCAT dataset in particular in addition to introducing contamination mitigation
techniques which can be applied to other scatterometers.
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Chapter 3
Ultra-high Resolution Rain Backscatter Modeling
Rain is a significant problem for QuikSCAT measurements if unaccounted for, thus a
variety of efforts have been made to identify and flag rain contamination of wind estimates
[56, 57, 58, 59, 60]. Typically, rain contamination results in overestimated wind speeds,
strong directional bias, and increased wind estimate variability during wind retrieval. To
understand the effects of rain contamination on wind esimation, the effects of rain on the
observed backscattter must first be chracterized. This chapter provides a phenomenologically motivated investigation of the effects of rain on Ku-band wind-induced backscatter.
Rain effects on Ku-band backscatter are quantified by forming models for the rain-induced
backscatter which are specific to QuikSCAT UHR wind estimates.
Section 3.1 reviews relevant QuikSCAT and TRMM PR background. Section 3.2 considers the issues of temporal and spatial resolution, then develops models for the backscatter
effects of rain on QuikSCAT observations after which Section 3.3 concludes.
3.1

QuikSCAT and TRMM Background
The QuikSCAT scatterometer measures the normalized radar cross section or backscat-

ter from the earth’s surface using a 13.4 GHz dual-polarization rotating pencil-beam antenna.
For wind retrieval, QuikSCAT observations can be categorized into four ‘flavors’: vertically
polarized (V-pol) forward-looking, V-pol aft-looking, horizontally polarized (H-pol) forwardlooking and H-pol aft-looking. The nominal incidence angle is 46◦ for H-pol and 54◦ for V-pol.
Consequently, there is an outer swath region where there are no H-pol backscatter measurements. The region where there are both V-pol and H-pol measurements is termed the inner
swath and is the part of the swath where rain retrieval is possible. The development of
the rain model uses measured rain data provided by the Tropical Rain Measuring Mission
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Precipitation Radar (TRMM PR) as the comparison rain dataset and model winds from the
National Centers for Environmental Prediction (NCEP) as the comparison wind dataset.
Operating at 13.8 GHz, TRMM PR provides an ideal comparison dataset for rain.
TRMM PR provides rain data at a 4.3 to 5 km resolution with a swath width of 247 km,
but is limited to tropical latitudes. The validation data set used here is composed of two
years’ worth of QuikSCAT and TRMM PR measurements co-located to within 10 minutes.
QuikSCAT 2.5 km resolution rain data is compared to co-located and spatially interpolated
TRMM PR dataset. To obtain co-located wind data, NCEP winds are interpolated spatially
and temporally to match QuikSCAT resolution and measurement times. Although the NCEP
wind product is inherently lower resolution than the QuikSCAT UHR product, we assume
that any bias can be compensated.
The effects of rain on Ku-band backscatter have been studied and validated at conventional (25 km) resolution [61, 62, 63]. At UHR, however, several additional complications
arise in modeling the rain-induced backscatter. Due to the signal processing implementation,
QuikSCAT has essentially no range resolution. Because rain occurs up to an altitude of 6
km, the incidence angles used by QuikSCAT can cause up to 6 km of apparent horizontal
spreading of the rain signal, which for UHR estimates is significantly larger than a resolution cell. The antenna spatial response and the resolution enhancement algorithm together
result in additional horizontal spreading of the rain signal, causing rain contamination of
measurements in WVCs near rain events. Further, at high resolution intense rain cells have
a stronger effect on the observed backscatter since there is less averaging into the resolution
cells than for the 25km product. Consequently, the conventional resolution rain model and
associated assumptions may be inappropriate for the UHR case.
3.2

UHR Rain Model
Falling hydrometeors introduce several changes in the observed radar backscatter

which must be accounted for in the model. Rain striking the ocean surface increases the
surface roughness and observed backscatter [64]. Atmospheric hydrometeors also cause attenuation of the surface backscatter signal in addition to volume scattering from the raindrops
themselves. This attenuation can occur in two forms: atmospheric attenuation of the surface
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backscatter and attenuation of the wind-induced surface waves by intense rain [65]. Since
the wave attenuation only occurs during the most intense rain events, we do not include a
separate term in the rain models for this effect. To account for these effects, we adopt a
simple model for each of these effects,
σo = (σw + σsr )αr + σr ,

(3.1)

where σo is observed backscatter, σw is the wind-only backscatter, σsr is the surface backscatter due to rain, αr is the attenuation caused by rain, and σr is the backscatter from falling
rain drops. This model is referred to in the following as the phenomenological rain model.
A modification of the above phenomenological model was adopted in [61] and [63] to
reduce the number of model parameters. This modified rain model assumes that the additive
backscatter terms due to rain can be combined to form an effective rain backscatter model
σo = σw αr + σe ,

(3.2)

where σe is the effective rain backscatter which approximates (σsr αr + σr ) from the phenomenological model.
At UHR the effects of localized intense rain cells are magnified when compared to the
effects at 25 km resolution. Thus, the rain model must accurately portray the backscatter
effects of intense rain events. Here we evaluate both the phenomenological and effective rain
models as applied to UHR wind and rain retrieval. There are differences in wind and rain
retrieval due to rain model choice which may be attributed to the combined effects of the
surface backscatter and atmospheric attenuation. If, for instance, the atmospheric attenuation dominates the surface backscatter, then the effective rain model may be a sufficient
characterization of the rain effects. However, the effects of atmospheric attenuation and
backscatter vary widely as a function of rain rate; thus the phenomenological model may be
more appropriate for UHR.
The rain model parameters are estimated for QuikSCAT using the two independent
datasets discussed previously: NCEP winds and TRMM PR rain rates. There are several
effects due to both the spatial and temporal differences of the QuikSCAT and TRMM PR
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observations which are detrimental to the rain model if not considered. We discuss these
effects in the following two subsections before discussing the rain models themselves.
3.2.1

Spatial Resolution
Although QuikSCAT UHR estimates are reported at 2.5 km, the effective resolution is

somewhat lower due to the limitations of the σ o resolution enhancement process [66]. When
using TRMM PR rain rates to estimate the effective rain backscatter, the resolution enhancement can have significant consequences. The resolution enhanced backscatter used to
produce UHR estimates is reconstructed from irregular spatial samples [54]. The reconstruction process creates a backscatter field by averaging the observations that overlap a single
resolution cell. The antenna spatial response function is larger than a resolution cell so the
backscatter in a single resolution cell is an irregular contribution of the backscatter from the
surrounding area. Such averaging is often appropriate for wind events, which have smoother
spatial scales. For rain events, which can have rapid spatial variation, it is important to
account for the effects of the reconstruction process.
To ensure compatible rain observations for TRMM PR and QuikSCAT, we interpolate
the measured TRMM PR rain field to the resolution of QuikSCAT UHR estimates. The
interpolated rain field is then ‘sampled’ with a simplified antenna pattern in two steps using
the QuikSCAT measurement geometry and spatial response function [50] for each observation
flavor. First an estimate of the rain rate observed by each QuikSCAT slice measurement is
obtained for each of the Gi slice measurements using
P
R(Gi ) =

(a,c)∈Gi

P

RT RM M (a, c)

,

(3.3)

(a,c)∈Gi

where R(Gi ) is the average TRMM-observed rain rate, RT RM M (a, c), in the along-track and
cross-track cells (a, c) that contribute to the slice measurement Gi . After estimating the rain
rate observed by each QuikSCAT measurement, the measurements that overlap each alongtrack and cross-track cell (a, c) are averaged to mimic the resolution enhancement process
using

P
RP L (a, c) =

Gi ∈HP L (a,c)

P

R(Gi )

Gi ∈HP L (a,c)
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,

(3.4)

where HP L (a, c) is the set of measurements Gi of a given polarization P and look direction
L which overlap the along-track and cross-track location (a, c). RT RM M (a, c) is the TRMM
PR-measured rain rate after spatial interpolation to the QuikSCAT resolution. RP L (a, c) is
the TRMM PR rain rate after QuikSCAT resolution enhancement corresponding respectively
to each polarization and look direction. There are four rain fields: RV A , RV F , RHA and RHF ,
corresponding to the V-pol aft look, V-pol forward look, H-pol aft look and H-pol forward
look.
The four resulting rain fields are directly comparable to the resolution enhanced
backscatter fields used to produce UHR wind estimates. This process is essentially identical
to the resolution enhancement algorithm used to produce UHR estimates [54]. These ‘resolution enhanced’ TRMM PR rain fields thus represent the rain rate observed by QuikSCAT
at UHR. The major difference between the TRMM PR-observed rain field and the rain rates
observed by QuikSCAT is that due to the large sampling aperture and the resolution enhancement process of QuikSCAT, the QuikSCAT-observed rain fields are a low-pass filtered
version of the TRMM PR observations.
When rain events do not uniformly fill the antenna beam, the rain rate corresponding
to the measured backscatter may be misrepresented. This effect is commonly referred to
as irregular beam-filling. The interpolation and resampling of rain rates described above
simplifies the beam-filling problem since the rain rate in each WVC after the above sampling
process is the QuikSCAT observed rain rate. Using the QuikSCAT-observed rain in each
cell accounts for the effects of irregular beam-filling, thereby reducing variability in the rain
backscatter models.
One additional source of variability between the TRMM PR and QuikSCAT observations is the very different incidence angles. TRMM PR is designed to observe nearly vertical
rain columns, whereas QuikSCAT operates at an incidence angle of 46◦ or 54◦ . Since rain
frequently occurs above 5 km and QuikSCAT has limited range resolution, the rain signal
may appear in multiple resolution cells. This effect is relatively small compared to the resolution enhancement process and thus we do not explicitly compensate for it in the remainder
of this paper.
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3.2.2

Temporal Resolution
Temporal effects are particularly important for QuikSCAT UHR rain estimates due

to the rapid temporal variations involved in rain dynamics. There are two general classes
of rain events, stratiform and convective, each of which has a different character. Most
stratiform rain events have large spatial scales and low to moderate rain rates throughout.
These large rain events are typically associated with slow-moving storm systems. Convective
rain events such as microbursts and macrobursts however, typically have small spatial scales
and short durations, on the order of 10 minutes [67], and are typically associated with intense
fast-moving storms [68]. Additionally, the highest observed rain rates are associated with
these types of storms.
Because of the dynamic nature of rain events, there are two fundamental temporal
effects which must be addressed to meaningfully compare QuikSCAT and TRMM PR observations at UHR. First, the reported observation times of QuikSCAT and TRMM PR
are not identical due to very different orbit geometries. For stratiform rain events, a small
difference in observation time has a relatively low impact on the rain backscatter estimates
since the events are large and move slowly. However, convective rain events can have such
rapid dynamics that the rain event can significantly change and move multiple resolution
cells between the TRMM PR and QuikSCAT observation times. Since convective rain events
are typically associated with high rains, if the observation time differences due to orbit geometry are unaccounted for, the effects of high rain on QuikSCAT observations may be
misrepresented.
In addition to observation time differences due to different orbit geometries, there
are observation time differences that can be uniquely attributed to the QuikSCAT sampling
geometry. Although a single observation time is reported with the conventional resolution
wind estimates for each QuikSCAT location, these times are in reality averages. Due to the
helical sampling pattern and different incidence angles, QuikSCAT has observation times for
a fixed location which range over a window as large as 4.5 minutes. For example, near the
nadir track the V-pol forward- and aft-looking measurements of the same location are made
4.5 minutes apart. Thus, in many cases, intense rain events can move through several 2.5
km resolution cells within the QuikSCAT observation window. This means, in essence, that
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each observation type (forward V and H, aft V and H) views a slightly different rain field.
Typically, the differences in the rain fields are small and consist of a spatial shift due to the
motion of the rain event. This effect is small for low to moderate rain events which typically
have large spatial scales and smaller variability, but for high to intense rain events it can
cause discrepancies in the rain backscatter estimates.
Here we use a simple approximation to reduce the effects of temporal differences
between the QuikSCAT and TRMM PR observations. Because scatterometer σ o observations
of a given flavor have similar measurement times which differ from other flavors, we assume
that there is constant spatial shift in the TRMM PR observed rain events for each QuikSCAT
observation flavor. This constant shift can be interpreted as the entire rain field moving a
fixed amount between the TRMM PR observation time and the observation time for the
QuikSCAT flavor of interest. Although this does not fully account for realistic rain dynamics
it is a first-order correction.
A simple way to estimate the fixed shift for each QuikSCAT measurement flavor is
to use the 2D cross correlation between the array RP L from Eq. 3.4 and the rain backscatter
estimates as calculated in the following sections. The location of the maximum value of the
cross correlation gives the shift required to maximally correlate the TRMM PR rain fields
to the rain backscatter estimates. Typically, the required data shift is between 2.5 and 7.5
km, or one to three resolution cells. As might be expected, the shifts for the forward-looking
observations are similar for both polarizations, as the observation time difference is small for
identical look directions. Although the shifts are just a few pixels, correcting for the shift in
the data substantially reduces the variability of the rain backscatter estimates as a function
of the observed rain rate, particularly for high rain rates.
3.2.3

Attenuation Model
The atmospheric attenuation factor αr model can be estimated directly using TRMM

PR measurements of path integrated attenuation. Note that the path-integrated attenuation,
pia, measured by TRMM PR reflects the path specified by the TRMM PR geometry and
must be adjusted for QuikSCAT geometry which has a longer path due to the change in
incidence angle. The QuikSCAT pia estimates are modeled as a function of the rain rate
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RdB and polarization p using
pia(RdB , p) = 10

P2

k=0

k
RP
L

dB

pk /10

,

(3.5)

where RP LdB is the resolution enhanced TRMM PR rain rate in dB, and ak are the model
coefficients. Path integrated attenuation is related to αr according to
αr (RdB , p) = 10−pia(RdB ,p))/10 .

(3.6)

Figure 3.1 shows the attenuation factor αr , rain rate from TRMM PR, and the resulting
quadratic attenuation model for each polarization. In reality, the atmospheric attenuation
may be polarization dependent; however, since TRMM PR reports only a single polarization,
we assume, for lack of a better model, that the path integrated attenuation is identical for
each polarization and only varies due to the difference in path lengths for each polarization.
The model coefficients pk of the atmospheric attenuation factor are estimated by first
performing a kernel-smoothing operation on the data. The resulting non-parametric fit is
shown with the data in Fig. 3.1. The model coefficients are estimated using a linear leastsquares approach of the non-parametric fit in log space. The values of ak estimated in this
manner are listed in Table 3.1. This approach avoids the limitations of a direct non-linear
least-squares approach. Due to the relative simplicity and robustness of this method, this
fitting technique is used throughout the remainder of this chapter to determine each set of
model coefficients.
The atmospheric rain attenuation is identical in both the effective and phenomenological rain models. The other model terms and parameters are different and are derived
and estimated below. The following subsections discuss the estimation of the parameters for
each model and then discuss the differences between the models.
3.2.4

Effective Rain Model
To estimate the effective backscatter model, Eq. 3.2 is used to solve for σe . Thus
σe (RdB , p) = σo − σw αr ,
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(3.7)
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Figure 3.1: Rain attenuation models for V and H polarizations. The background color is the path attenuation data measured by TRMM PR adjusted for
the QuikSCAT propagation geometry which is used to derive the models. Note
that the background color is the log of the scatter density which is shown in the
plot to accentuate less common rain rates. This, however increases the apparent
variance.

where αr is the TRMM PR-measured atmospheric attenuation, σw = M(wN CEP ) is the
estimated backscatter induced by the NCEP wind vector wN CEP , and σo is the QuikSCAT
measured backscatter value for the corresponding observation flavor. Due to noise inherent
in each of the datasets, some σe estimates are negative. This is particularly true for low
rain rates where the rain backscatter may be small. Although these negative values are not
realistic, if they are discarded they can cause severe bias in the rain model.
The scatter densities of the effective rain backscatter estimates are shown for both H
and V polarizations in Fig. 3.2 as a function of the TRMM PR-measured rain rates. Note
that the H-pol measurements are more sensitive to rain than V-pol for moderate to high rain
rates.
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To model the effective backscatter we use a quadratic model of the form [61]
σe (RdB , p) = 10

P2

k=0

k e /10
RdB
k

,

(3.8)

where ek are the model parameters. The model coefficients ek are determined using the
kernel-smoothing and linear least-squares technique outlined previously. The non-parametric
kernel-smoothed fit is shown with the resulting quadratic model for each polarization in
Fig. 3.2. The resulting model parameters are found in Table 3.1.
It is important to note that there is an apparent noise floor in the effective rain
backscatter estimates. For low rain rates (below 5 dB km-mm/hr), the variability between
the NCEP model winds and QuikSCAT observations entirely dominates the rain signal,
creating an apparent noise floor at about 0.001 in the σe estimates. This noise floor is not
a physical effect, as the rain backscatter decreases as the rain decreases. Thus, to estimate
the effective rain model parameters, we ignore effective rain backscatter estimates for rain
rates below 5 dB km-mm/hr.
3.2.5

Phenomenological Model
This section estimates the backscatter models for σsr and σr which require additional

information from TRMM PR. TRMM PR-measured reflectivity is available in TRMM 1C21
files. The TRMM PR total atmospheric backscatter σr(P R) can be calculated from the
measured reflectivity Zm using
Z

rnc

σr(P R) =

10−10

0

π5
|Kw |2 Zm (r)dr,
λ40

(3.9)

where rnc is the no clutter range, λ0 is the wavelength in cm, |Kw |2 is a coefficient relating the
absorption properties of water (assumed to be 0.9), and Zm (r) is the TRMM PR-measured
reflectivity for the range r [69].
The TRMM PR atmospheric backscatter σr(P R) is adjusted for the QuikSCAT resolution and sampling by spatially interpolating to the QuikSCAT resolution followed by
spatial averaging using Eqs. 3.3 and 3.4. The TRMM PR observations are adjusted for the
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Figure 3.2: Effective rain backscatter, σe , models for V and H polarizations.
The background color is the log of the scatter density of estimated σe used to
derive the model for both polarizations. Note that there is significant variance in
the data used to derive the model.

QuikSCAT geometry by compensating for the change in path lengths due to the change in
incidence angle from TRMM PR to QuikSCAT.
Although TRMM PR makes H polarized atmospheric backscatter measurements, they
are not directly comparable to QuikSCAT H- or V-polarized atmospheric backscatter estimates. This is primarily due to the large difference in incidence angle which significantly
affects the backscatter. This is a serious limitation to creating an appropriate model since
there can be a significant difference in the backscatter response as a function of incidence angle and polarization. This change can be largely attributed due to the non-spherical nature
of falling rain drops.
This polarization and incidence angle sensitivity can be compensated for using a
simple correction factor γp for each polarization p. The polarization-corrected QuikSCAT
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observed atmospheric backscatter σrp , where p indicates polarization, can be modeled as
σrp = γp σr(P R) ,

(3.10)

where γp is the polarization and incidence angle correction factor and σr(P R) is the TRMM
PR-observed atmospheric backscatter after adjusting for QuikSCAT sampling and path
length changes. Utilizing this simple correction factor assumes that the difference between H
and V polarization atmospheric scatter is not dependent on rain rate. In reality, the correction factor γp may be dependent on rain rate. However, since information to create a more
informed model is unavailable, this chapter uses the correction factor assumption despite its
limitations. Estimation of the correction factor is discussed later in this chapter.
After polarization correction, the QuikSCAT-observed σr can be modeled for each
polarization using
σr (RdB , p) = 10

P2

k=0

RP LdB ak /10

,

(3.11)

where ak are the model coefficients. The model coefficients are determined by fitting the
model to the kernel-smoothed data. The resulting model as a function of integrated rain
rate in dB is plotted together with the data used to derive the model in Fig. 3.3 and model
parameters are indicated in Table 3.1.
Using the QuikSCAT-sampled atmospheric backscatter we can form estimates of the
rain-induced surface backscatter by solving Eq. 3.1 for σsr using
σ̂sr = (σm − σrp )αr−1 − σ̂w ,

(3.12)

where σm is the QuikSCAT-measured backscatter, σrp is the measured atmospheric rain
backscatter after polarization correction, αr is the measured rain attenuation and σ̂w is the
estimated wind backscatter corresponding to the NCEP wind vector. Here we have assumed
that the surface backscatter due to rain is not dependent on the wind speed as demonstrated
in [64].

32

0.05

10
Kernel Smoothed
Model

0.04

8
6

0.02

4

0.01

2

σrV

0.03

0
−10

−5

0

5
10
Rain rate (dB)

15

20

25

0.05

0

10
Kernel Smoothed
Model

0.04

8
6

0.02

4

0.01

2

σrH

0.03

0
−10

−5

0

5
10
Rain rate (dB)

15

20

25

0

Figure 3.3: Atmospheric backscatter, σr , with polarization correction as a function of measured rain rate. Note that although there is insufficient data to determine the rain model for the highest rain rates it is anticipated that the atmospheric
backscatter continues to increase with rain rate. The background color shows the
log of the scatter density of the estimates.

The rain-induced surface backscatter model is written
σsr (RdB , p) = 10

P1

k=0

RP LdB sk /10

,

(3.13)

where sk are the model coefficients given in Table 3.1 which best fit the kernel-smoothed
data. Figure 3.4 shows the estimated σsr data in addition to the kernel-smoothed fit and
the resulting model. Unlike the other parts of the rain model, only two parameters are used
in the surface backscatter model. The two parameter model is more appropriate since the
surface backscatter is prone to noise for both low rains, due to the noise floor, and high rains,
due to atmospheric attenuation. Thus it is not clear that a quadratic model is justified so
we adopt a simpler linear model instead.
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Note that the rain-induced surface backscatter can be negative. This is largely due
to the fact that the rain drops striking the ocean surface can cause destructive interference
with the wind-induced wave field thereby reducing the overall backscatter. As indicated by
the models, the rain-induced surface backscatter generally increases as a function of the rain
rate. However, for moderate to high rain rates the variability in the data suggests that the
uncertainty is high. This is consistent with the increase in atmospheric attenuation. As
attenuation increases, the ability to observe and estimate the surface backscatter decreases
as the overall rain backscatter becomes dominated by atmospheric scattering.
The noise level in the estimates of the rain-induced surface backscatter is readily
apparent for high rain rates where attenuation is dominant. While not apparent in Fig. 3.4,
there is a similar effect for low rain rates. As with the effective rain backscatter estimates
for low rain rates, the NCEP wind variability dominates the rain signal causing an effective
noise floor in the estimates of the rain-induced surface backscatter. Such a noise floor is not
a physical phenomenon as the rain-induced surface backscatter should decrease to zero as
rain rate decreases. To appropriately reflect this low rain effect in the surface backscatter
model,σr estimates below 5 db km-mm/hr are ignored just as was done for the effective
backscatter model. Thus the surface backscatter models decrease indefinitely as rain rate
decreases.
Up to this point, estimation of the polarization correction coefficient, γp , has not
been discussed. Without additional information, one simple way to estimate the correction
factor is to perform a non-linear least-squares optimization for γp to minimize the error
between the combined phenomenological model, αr σsr + σr , and the kernel-smoothed σe
data. Such an approach is appropriate since the phenomenological model should have similar
features to the σe . Estimating γh and γv in this manner leads to estimates of 0.92 and 0.49,
respectively. These values indicate that the QuikSCAT-observed atmospheric backscatter is
slightly smaller than that observed by TRMM PR for H-pol and almost half that observed
by TRMM PR for V-pol. The corrected rain model is shown for each polarization together
with the σe data in Fig. 3.2.
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Figure 3.4: σsr as a function of rain rate in dB. Top: v-pol, bottom: h-pol.
Note that H-pol is more sensitive to the surface backscatter due to rain. The
background color is the log of the scatter density of the data.

3.2.6

Model Comparisons
This section considers the differences between the effective and phenomenological

rain models. QuikSCAT is not capable of directly discerning between the surface and atmospheric effects of rain thus the lumped effects of rain backscatter are most important.
To understand the combined effects of both surface and atmospheric rain backscatter on
the QuikSCAT-observed rain backscatter the rain models with the kernel-smoothed fit of
the effective backscatter estimates can be directly compared. Such a comparison is made in
Fig. 3.5, which shows the backscatter for the kernel-smoothed fit of the effective backscatter
data, the effective rain model and the phenomenological rain model.
As indicated in Fig. 3.5, both the effective and phenomenological rain models match
the kernel-smoothed data for low to moderate rain rates. For high to extreme rain rates
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Figure 3.5: Effective and phenomenological rain models for both H and V polarizations. Also included is the kernel smoothed fit of the effective rain model data.
Note that the plots include intense rain rates above 20 dB km-mm/hr where there
are few observations in the data. This can give some insight about whether the
model approach is reasonable.

(above 20 dB km-mm/hr) the effective rain model slightly overestimates the kernel-smoothed
data, although the phenomenological rain model still fits well. This is a consequence of several
factors but can largely be attributed to the effects of rain attenuation.
To further illustrate the effects of rain attenuation, Fig. 3.5 also shows the surface and
atmospheric scattering components of the phenomenological rain model. For low to moderate
rain rates the surface scattering terms match the kernel-smoothed data well, indicating that
the rain backscatter is dominated by surface scattering. For these rain rates the atmospheric
backscatter has a negligible effect since it is 10dB lower. While the surface backscatter
continues to increase with rain rate, the effective backscatter does not since the atmospheric
attenuation begins to dominate the surface scatter as the rain rate exceeds 15 dB kmmm/hr. As the transition occurs from surface dominance to atmospheric dominance the
effective rain backscatter model no longer matches the effective backscatter data. For this
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Table 3.1: Rain model parameters

Polarization
H
V
H
V
H
V
H
V

Parameter
pk
pk
ek
ek
ak
ak
sk
sk

k=0
-10.92
-10.02
-26.08
-27.36
-35.83
-37.9
-26.67
-28.42

k=1
0.95
1.01
0.94
0.84
1.39
1.48
0.84
0.78

k=2
0.001824
-0.0030
-0.013
-0.012
-0.016
-0.022

region the effective rain backscatter model overestimates the rain backscatter, since it does
not properly describe the increased effects of rain attenuation.
Despite the fact that the rain attenuation is not explicitly accounted for in the effective
rain model, the effective rain backscatter models the effects of rain on the backscatter quite
well for low to moderate rain rates. Unfortunately for moderate to high rain rates, the model
misrepresents the backscatter effects. Thus, from a modeling perspective, if moderate to high
rain rates are of interest, then the phenomenological rain model is a more appropriate choice,
despite some additional model complexity.
3.3

Conclusions
This chapter has shown that the effective and phenomenological rain models are both

reasonable approaches to modeling the effects of rain on QuikSCAT UHR observations. As
neither model is manifestly superior based on the available data sets, the phenomenological
rain model may be a better choice for rain estimation as it more realistically models extreme
rain events where atmospheric backscatter is dominant. However, while this conclusion is
indicated by the model construction, it is not obvious from the data alone since high rain
events are relatively infrequent.
Regardless of the rain model choice however, several observations about Ku-band
rain-induced backscatter can be made. For most rain rates, the rain-induced backscatter is
dominated by the additional surface scattering due to rain. For moderate to extreme rain
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rates, the atmospheric backscatter becomes influential and dominant as the atmospheric rain
attenuation increases. Since the wind-induced backscatter is similarly attenuated, the wind
backscatter signal can be insiginificant during extreme rains.
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Chapter 4
ASCAT Rain Model
To reduce the influence of rain-induced backscatter, scatterometers such as ASCAT,
which was designed by the European Space Agency, operate at C-band. At C-band, the
atmospheric attenuation and scattering effects are reduced compared to Ku-band by operating at a lower frequency. However, despite having reduced atmospheric effects, C-band
scatterometers are still subject to the effects of rain-induced surface scattering.
This chapter evaluates the overall effects of rain-induced scattering on the C-band
scatterometer ASCAT. Section 4.1 reviews background information and develops the rain
backscatter models. Section 4.2 discusses features of the backscatter models, Section 4.3
demonstrates the backscattering effects of rain through a case study after which Section 4.4
concludes.
4.1

Backscatter Model
The ASCAT observed backscatter over the ocean surface is a function of the wind

vector, which makes wind estimation possible [28]. However, the backscatter signal is sensitive to rain. In raining conditions, the wind backscatter is modified in several ways. Rain
drops striking the surface of the ocean cause increased surface roughness due to additional
waves in the form of stalks, rings and crowns [64]. Falling hydrometeors cause two effects on
the observed backscatter. First, the backscatter from the surface of the ocean is attenuated
due to the atmospheric rain, and second, the atmospheric rain causes additional scattering
of the radar signal. Although there are other factors which effect the backscatter theses
terms dominate the overall backscatter. Thus, the backscatter model only accounts for the
phenomenological terms.

39

The observed backscatter σ o is modeled using the same phenomenological rain model
used in Chapter 3 for QuikSCAT, namely
σ o = (σw + σsr )αr + σr ,

(4.1)

where σw is the wind induced surface backscatter, σsr is the rain induced surface backscatter,
αr is the attenuation factor of the surface backscatter due to atmospheric rain and σr is the
additional volume scattering due to atmospheric rain. To model the atmospheric effects of
rain requires measurements of the atmospheric parameters. As ASCAT is not capable of
resolving the atmospheric effects of rain since it lacks appropriate range resolution, we turn
to another instrument.
The Tropical Rain Measuring Mission Precipitation Radar (TRMM PR) uses a 13.8
GHz radar to make atmospheric rain observations. It measures the both columnar rain
profile and atmospheric attenuation. Here we use TRMM PR data from observations that are
spatially and temporally co-located with ASCAT. The co-located data sets consist of ASCAT
backscatter observations together with TRMM PR rain profile data co-located spatially and
within 10 minutes temporally. TRMM PR data for each co-location is spatially averaged
to have the same resolution as ASCAT. In this paper we utilize data from 180000 such
co-located measurements from February of 2007 to June of 2009.
4.1.1

Atmospheric and Surface Scattering
The total atmospheric rain backscatter term σr can be estimated from TRMM PR

observations of atmospheric reflectivity Zm as
Z

rnc

σr =
0

10−10

π5
|Kw |2 Zm (r)dr,
λ40

(4.2)

where rnc is the lowest no clutter range, |Kw |2 is a coefficient related to the absorption
properties of water, λ0 is the ASCAT wavelength, and Zm (r) is the TRMM PR observed
reflectivity at the range r [70]. Although TRMM PR has a significantly different observation
geometry from ASCAT, the rain profiles can be related to C-band observations by adjusting
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Figure 4.1: Top images: σr as a function of integrated rain rate in dB (kmmm/hr). Upper-middle images: Two-way atmospheric attenuation αr as a function of rain rate. Lower-middle images: Rain induced surface backscatter σsr
estimates as a function of rain rate in dB. Bottom images: σe estimates, σe model
and σsr αr + σr model. The left figures correspond to incidence angles > 45◦ and
the right to incidence angles < 45◦ . Much of the variability in each image is due
to the wide range of incidence angles represented.

each of the TRMM PR observed terms for the changes in incident angle from TRMM PR
to ASCAT.
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Figure 4.2: Model comparisons as a function of incidence angle. Below rain rates
of 5 dB and above 25 dB the data to determine each of the models is too noisy to
be accurate. However the increase in attenuation as a function of rain rate appears
to be a natural consequence. Above a rain rate of 25dB the σe model appears to
increase, this is not a realistic effect and is instead an artifact of the model choice.

Since the characteristics of rain attenuation are very different at Ku-band (TRMM)
and C-band (ASCAT), the TRMM measurements of the path-integrated attenuation are not
applicable to ASCAT. The rain attenuation can instead be approximated using the International Telecommunications Union (ITU) rain attenuation model [71], using the integrated
rain rates measured by TRMM PR. Figure 4.1 shows the atmospheric backscatter and attenuation models, in addition to the data used to derive the models.
Evaluating the effects of rain on the surface backscatter requires an estimate of the
wind backscatter σw in addition to the backscatter parameters measured by TRMM PR.
Estimates of the wind backscatter can be formed using predictive wind models and the
geophysical model function. The European Center for Medium-Range Weather Forecasting
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(ECMWF) produces model wind estimates with a 6 hour availability and global coverage.
These ECMWF wind fields can be used in conjunction with the geophysical model function,
CMOD5 [72], to compute the expected wind backscatter σw . The geophysical model function
is empirically derived to return the expected value of the backscatter given the wind vector
and measurement geometry.
Combining the estimated σw , the TRMM PR measurements of αr and σr , together
with the ASCAT observed backscatter σm , enables the estimation of the surface backscatter
due to rain. The estimates of the surface backscatter σsr are shown in Fig. 4.1 for both high
and low incidence angles.
Rain drops striking the ocean surface can have several effects, not all of which are
modeled here. Rain striking the ocean causes additional surface roughness in the form of ring,
stalk and crown waves. These waves can increase the surface backscatter causing roughness
in addition to that caused by the wind. For intense rain rates, this effect is particularly
dependent upon wind speed [65]. However, above a certain rain rate this relationship breaks
down as the rain-induced surface-turbulence begins to attenuate all surface waves.
4.1.2

Combined Scattering Effects
Instead of adopting the phenomenological model discussed in the previous section,

past efforts at rain modeling for scatterometers have used an effective rain backscatter model,
e.g. [73]. The effective rain model assumes that the overall contribution from the surface
backscatter and atmospheric backscatter are similar. Based on this assumption, the combined wind and rain backscatter model can be written σ o = σw αr + σe where σe = σsr αr + σr .
The effective rain model has some advantages. Because there are fewer rain dependent terms
the model has fewer parameters to estimate. The effective rain model fits the data quite well
for low to moderate rain rates. However for intense rain rates, the scattering effects due to
rain may not be modeled well.
The effective rain model is shown together with the estimates of σe in Fig. 4.1. The
data readily indicates that σe increases with rain rate for low to moderate rain rates. Above
about 25 dB there is insufficient data to substantiate the model accuracy and below 5 dB the
backscatter noise is too high to discern the rain signal. For comparison the phenomenological
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model is also shown in Fig. 4.1. Note that, although the phenomenological model is derived
using estimates of σr and σsr , it has generally the same fit to the σe data as does the effective
rain model below 20dB. Above this value the models diverge.
4.2

Model Comparisons
Both the effective and phenomenological rain models have advantages and limita-

tions. To compare the two models, the most important issue is to determine which model
more accurately portrays the effects of rain on the observed backscatter. To illustrate this
comparison, each of the models is shown in Fig. 4.2 on a logarithmic scale as a function of
rain rate in dB. Note that the models are shown as a function of incidence angle.
In each case, the model for σsr is 5 to 20dB higher than the model for σr . This
implies that the phenomenological model is at first dominated by the surface scatter σsr , but
as the rain rate increases past 20 dB, the phenomenological model transitions slowly to the
model for σr . Although not shown in the figure, this transition is due to the atmospheric
attenuation of the surface scatter for moderate to high rain rates. Thus, for low to moderate
rain rates, the rain backscatter is dominated by the surface scatter, but for high rain rates,
the atmospheric scattering dominates. This is true for all incidence angles although the point
at which the transition from σsr to σr dominance occurs is dependent on incidence angle.
This difference between the two model types is fundamental. The effective rain model
parametrization essentially assumes that rain backscatter always increases with increasing
rain rate. As there are relatively few of the highest rain rate cases in the co-located dataset,
it is easy to adopt this assumption. However, since the surface backscatter dominates the
backscatter for low to moderate rain rates, this assumption can be problematic. Although
there are few high rain data points to indicate how the surface backscatter behaves for high
rain rates, the effects of atmospheric attenuation are well understood even for the highest
rain rates. Since the attenuation is dominant for moderate to extreme rain rates, it is less
important how the surface backscatter behaves, since it is extremely attenuated. This effect,
which is not accounted for in the effective rain model, is the fundamental difference between
the two rain models and accounts for the inaccuracy of the effective rain model for high rain
rates. Thus, while the effective rain model is a reasonable approximation to the backscatter
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due to rain for moderate rain rates, it does not accurately portray the effects of rain on the
backscatter for moderate to high rain rates. To accurately portray moderate to high rain
rates the phenomenological rain model should be used.
4.3

Case Study
To demonstrate the cumulative effects of the rain-induced backscatter, this section

presents a simulated case study. Figure 4.3 shows simulated wind and rain fields together
with the resulting backscatter observations. The simulated wind speeds are shown as well as
the corresponding noise-free backscatter observations given by the CMOD5 GMF. The wind
and rain backscatter is also shown where the surface rains are those shown in the image and
the rain backscatter is generated from the effective rain backscatter model.
The wind and rain interactions, as indicated by the wind and rain backscatter in
Fig. 4.3, are complicated but do indicate several key observations. For the lowest incidence
angle range, low cross-track indices, the wind backscatter is high enough to mask the rain
backscatter for all but high rain events. On the other hand, for moderate to high indicence
angles, high cross-track indices, the effects of rain on the overall backscatter can be observed
even for low rain rates.
4.4

Conclusions
Although this chapter neglects some important aspects of the rain backscatter model

such as irregular beam-filling and wind speed dependence, the model discussed herein reflects
the general characteristics of rain induced backscatter at C-band. While the numeric values
for the models may change slightly as these aspects are accounted for, it is anticipated that
the general trends discussed here will remain the same. The general characteristics of rain
backscatter can be summarized for C-band as: for low to moderate rain rates the surface
backscatter is dominant, for moderate to high rain rates the atmospheric attenuation begins
to affect the surface scattering and for intense and extreme rain rates the attenuation is
strong enough that the atmospheric scattering is dominant. Since the effective rain model
does not account for the changes in high to intense rain rates, it is not a good modeling choice
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Figure 4.3: Simulated wind and rain backscatter for ASCAT. Top-left: Simulated wind speeds (m/s). Top-right: TRMM PR observed surface rain rates (dB
mm/hr). Left column bottom three images: Wind backscatter given by CMOD5
in dB for fore, mid, and aft beams (top to bottom). Right column bottom three
images: Wind and rain simulated backscatter given by CMOD5 and the effective
rain model in dB for, mid and aft beams (top to bottom). In each image the
near-swath (low incidence angles) are on the left and the far swath (high incidence
angles) are on the right. In each image the x-axis represents cross-track range and
the y-axis the along-track range.
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for high rain rates. Finally, these results also show that rain contamination is important to
consider at C-band.
The differences in the rain-induced backscatter effects at C- and Ku-band can be
quite significant. At C-band the rain-induced backscatter is almost exclusively dominated
by the surface scattering. At Ku-band, the rain-induced backscatter is dominated by the
surface scatter for low to moderate rains and the atmospheric scattering for moderate to
extreme rain rates. Although the atmospheric effects of rain are reduced by using a C-band
observation frequency, rain can still have a substantial influence on the overall backscatter,
particularly for low wind speed conditions.
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Chapter 5
Ultra-high Resolution Simultaneous Wind and Rain Retrieval
Chapters 3 and 4 are limited to the evaluation and modeling of the backscatter
effects of rain and made no steps to mitigate the rain contamination. This chapter takes
a first step towards rain contamination mitigation by utilizing the rain backscatter models
from Chapter 3 to perform simultaneous wind and rain (SWR) retrieval. This chapter
introduces QuikSCAT SWR retrieval at UHR and evaluates the capability of the QuikSCAT
scatterometer to improve wind estimation by simultaneously estimating the wind and the
rain for UHR wind products. While this chapter and Chapters 6 and 7 are specifically
applied to QuikSCAT wind products, the techniques introduced in these chapters can also
be applied to ASCAT and other scatterometers subject to rain contamination.
While SWR retrieval has been studied at conventional resolution previously in [61, 63]
this chapter discusses the application of the SWR estimation technique proposed in [61] to
QuikSCAT 2.5 km UHR estimates. UHR wind and rain estimates have a singular advantage
over conventional resolution products in that they can resolve small-scale convective rain
events. Convective rain events have relatively small spatial scales and are often associated
with extremely high rain rates. Conventional 25 km resolution products cannot resolve such
small events and are further limited by the effects of irregular beam-filling [61]. At UHR,
the increased resolution allows the rain estimates to resolve rain events on a much finer
scale, greatly increasing information about wind and rain dynamics. This chapter adapts
the SWR technique to QuikSCAT UHR by addressing temporal and spatial resolution, rain
backscatter modeling, and estimation performance limits.
Section 5.1 reviews wind estimation using the QuikSCAT scatterometer and Section
5.2 introduces the concept of SWR estimation and adapts it for UHR wind products. Section
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5.3 evaluates simulated and theoretical performance limits for SWR estimation, after which
Section 5.4 concludes.
5.1

QuikSCAT and TRMM Background
Radar backscatter measurements, termed σ o , are used to estimate wind vectors via

a maximum likelihood estimation technique whereby backscatter measurements are mapped
to wind vectors through a geophysical model function (GMF) [12]. When σ o is viewed as a
random variable, the GMF gives an estimate of the backscatter, σˆo , which is the expected
value of σ o given a wind speed S and relative wind direction χ, i.e.,
σˆo = E[σ o |S, χ] = M(S, χ),

(5.1)

where E denotes the expectation operator, p(σ o |S, χ) is the conditional probability of σ o ,
and M(S, χ) is the GMF.
The model for the probability of a vector of σ o measurements, z, given a wind speed
and direction, is given by
p(z|S, χ) =

Y
k

½
¾
1
1 (zk − σˆo )2
√
exp −
,
2
ςk2
2πςk

(5.2)

where the variance ςk is a function of the wind speed and direction. Note that this model
assumes that each measurement is independent. This assumption is not strictly true [66],
but is a useful approximation maintained here to reduce complexity. The variance term is
calculated to be
2
2
2
2
ς 2 (S, χ) = (Kpc
+ Kpm
+ Kpc
Kpm
)M(S, χ)2 ,

(5.3)

where Kpm is the normalized standard deviation of the geophysical model function representing the uncertainty in the model function, and Kpc represents communication noise and
can be written

s
Kpc =

α+

β
γ
+ 2.
o
ˆ
σ
σˆo

The coefficients α, β, and γ are scatterometer specific [44].
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(5.4)

Dropping constant terms, the likelihood function of a wind vector given the measurements becomes
l(z|S, χ) = −

X

log(ςk ) +

k

1 (zk − σˆo )2
.
2
ςk2

(5.5)

Due to the structure of the GMF the likelihood function typically has several local maxima
each of which is a possible wind vector solution. Typically up to four of these maxima, termed
ambiguities, are retained after processing [28]. Wind retrieval is the process of calculating
the likelihood function and finding the local maxima. The process by which one ambiguity
is selected for each wind vector cell (WVC) is termed ambiguity selection.
Simultaneous wind and rain retrieval is possible for the inner swath using QuikSCAT
[61] but it requires independent datasets to properly calibrate the QuikSCAT rain model.
Simultaneous wind and rain retrieval for QuikSCAT was first studied and validated
at conventional (25 km) resolution [61, 62]. However at UHR, several additional issues arise
in SWR retrieval. Due to the signal processing implementation, QuikSCAT has essentially
no range resolution. Because rain occurs up to an altitude of 6 km, the incidence angles
used by QuikSCAT can cause up to 6 km of apparent horizontal spreading of the rain signal,
which for UHR products is significantly larger than a resolution cell. The antenna spatial
response and the resolution enhancement algorithm together result in additional horizontal
spreading of the rain signal, causing rain contamination of measurements in WVCs near rain
events. Further, at high resolution, intense rain cells have a stronger effect on the observed
backscatter, since there is less averaging into the resolution cells than for the 25km product.
Consequently, the conventional resolution rain model and associated assumptions may be
inappropriate for the UHR case.
5.2

Simultaneous Wind and Rain Retrieval
Simultaneous wind and rain retrieval is accomplished using maximum likelihood es-

timation to estimate the wind vector and rain rate that produced the observed backscatter.
SWR retrieval differs from the wind-only retrieval method in that the combined rain effect
model is used instead of the wind-only model. The combined rain effect model is obtained
by substituting the wind GMF, M(S, χ), for σw in Eq. 3.2, where S is the wind speed and
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χ is the relative wind direction. The combined wind and rain model can then be written
MR (S, χ, R) = M(S, χ)αr (R) + σe (R),

(5.6)

where αr (R) and σe (R) are the quadratic rain model terms and R is the rain rate in dB
km-mm/hr. Note that σe (R) can be the effective rain model or the lumped term phenomenological rain model. The log-likelihood equation can be written as
l(z|S, χ, R) = −

X

ln(ςk ) +

k

1 (zk − Mr (S, χ, R))2
,
2
ςk2

(5.7)

where z is the vector of measured σo values, k is the measurement index, and ςk is the model
variance. The conventional wind-only variance model can be modified to account for the
additional variability due to rain by using the approximation from [61]
ςk2 ≈ (Mk αrk Kpm + σek Kpe )2 (1 + α) + αM2rk + βMrk + γ,

(5.8)

where Kpe is the normalized standard deviation of the rain model. This approximation to
the variance is independent of the rain model choice as Kpe can be estimated for both the
effective rain model and the phenomenological rain model. For the phenomenological rain
model, the effective Kpe is estimated by lumping the effective variance of the σsp αr + σrp into
the Kpe term.
5.2.1

Estimating Kpe for Retrieval
Due to variability in the NCEP wind data and temporal variability between QuikSCAT

and TRMM PR observations, estimating Kpe from the rain backscatter is problematic and
tends to overestimate the true value of Kpe for both rain models. As an example, consider the
lowest rain rates. For these rain rates, the rain signal is quite small and the NCEP variability
masks any variability due to rain. Similarly, for low to moderate rain rates this additional
noise dominates the rain model uncertainty. As the rain signal increases in strength, the
variability from the NCEP winds becomes less pronounced and the apparent rain backscatter
variability drops.
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Figure 5.1: Average squared-error between SWR wind estimates and NCEP
model winds as a function of the retrieval Kpe value. Note that the best value for
Kpe is different for the effective and phenomenological rain models.

Attributing all of the additional variability to the rain model is particularly problematic when attempting to perform SWR retrieval. In many cases, the variability attributed
to the rain effects is so large that it is not possible to reasonably estimate rain rate. This
consequently increases the variability of the rain-contaminated wind estimates. One way to
overcome this limitation is to use a fixed value for the rain model Kpe as in [61].
A simple way to estimate Kpe is to perform SWR retrieval on simulated backscatter
data using candidate values for Kpe . The ideal Kpe value is that which minimizes the squarederror between the wind estimates and the NCEP model winds. Unfortunately, the effects
of the NCEP model wind variability are unavoidable when calculating the squared-error of
the wind estimates. To reduce the effects of NCEP variability we evaluate the candidate
Kpe values on 75 different QuikSCAT and TRMM co-located observation sets. The average
squared error between NCEP and SWR wind estimates is calculated for all observations
where TRMM PR observed a non-zero rain rate. The average for all of the colocations is
shown as a function of Kpe in Fig. 5.1.
As indicated in Fig. 5.1 the values of Kpe minimize the wind squared error are 0.16 and
0.18 for the effective and phenomenological rain models respectively. While the minimum
in Fig. 5.1 is more pronounced for the effective rain model, the wind variability using the
phenomenological rain model is not particularly sensitive to the value of Kpe . Thus it is
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reasonable to let Kpe be 0.16 for both the effective and phenomenological rain models. It is
interesting to note that this is the Kpe value used for conventional resolution wind and rain
retrieval in [61]. Thus the rain model variability is not highly dependent on the retrieval
resolution.
5.3

SWR Accuracy
This section evaluates the accuracy of SWR estimation using both rain models first

using a theoretical bound and then evaluates the performance on real data.
5.3.1

Cramer-Rao Bound
The Cramer-Rao lower bound (CRB) provides a lower bound on the variance of an

unbiased estimator. Wind and rain estimates are slightly biased due to non-linearities in the
model function as well as the noise level of the observations. A detailed discussion of the
CRB for SWR estimation is found in Appendix B which is summarized here. The CRB for
biased wind and rain estimates can be written
·
¸T
∂E[ŵ]
∂E[ŵ] −1
E[(ŵ − w)(ŵ − w) ] ≥
J (w)
,
∂w
∂w
T

(5.9)

where ŵ is the wind and rain estimate and w is the true wind and rain vector. J(w) is the
Fisher Information matrix with components Jij which can be expressed as

Jij

4
X
∂Mrk 1 ∂Mrk
∂ςk2 1 ∂ςk2
=
+
,
∂wi ςk2 ∂wj
∂wi 2ςk4 ∂wj
k=1

(5.10)

where k indexes each observation, Mrk is the wind and rain model for the wind and rain
vector w, and ςk2 is the observation variance [74].
It is relatively straightforward to calculate the Fisher Information matrix for a given
wind and rain vector. However, since there is no analytical form for the wind and rain
estimate ŵ, there is no analytical form for the partial derivatives used to calculate the
CRB for a biased estimator. One method to approximate the partial derivative ∂E[ŵ]/∂w
was proposed in [74]; however, the noise level in high-resolution data makes it numerically
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unstable for some wind vectors. Instead, we adopt an alternative approach by computing
E[ŵ] directly using Monte-Carlo simulations. This approach is a more reliable alternative,
provided the simulations are representative of the true wind and rain estimation performance.
5.3.2

Wind and Rain Backscatter Simulation
Backscatter due to wind can be simulated using the scatterometer noise model and

the geophysical model function. Rain backscatter is slightly more complicated since both
candidate rain models are approximations to the observed rain backscatter. There are two
methods which could be adopted to simulated rain backscatter. First, we could simply use
the rain backscatter model as both the forward and backward rain model. For example, the
simulated backscatter values could be given directly by the effective rain model, then after
noisy simulation the effective backscatter model could be used in the wind and rain retrieval
process.
The second method to simulate rain backscatter, which we adopt here, is to generate the rain backscatter directly from the non-parametric kernel-smoothed fit of the rain
backscatter observations (see Fig. 3.5). Wind and rain retrieval is then performed on the
simulated backscatter data using either the effective or phenomenological rain models. An
advantage of this approach is that it allows the simulated backscatter to closely resemble
observed backscatter data. Since both rain models are an approximation to the observed
backscatter performance, modeling the rain backscatter from the observed performance allows the retrieval results to realistically account for deviations between the observed rain
backscatter and the model. Thus the retrieval performance using each model can closely
mimic the estimation performance when used on observed backscatter data.
Before discussing the simulation results it is important to understand the direction
squared error. Because wind direction is a circular variable the mean squared error between
the true wind direction and the estimated wind direction is calculated as
M SE = n

−1

n
X
(∆i )2 ,
i=1
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(5.11)
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Figure 5.2: Histograms of the rain estimates produced using both the effective
and phenomenological rain models for a fixed speed of 10 m/s and rain rate of 3
km-mm/hr.

where i indexes the estimates and ∆i is defined such that |∆i | is the lesser of |dˆi − dt | and
360◦ − |dˆi − dt |. dˆi is the estimated wind direction and dt is the true wind direction. Note
that the maximum value of ∆di is 180◦ and the minimum is −180◦ .
Generally the root-mean-squared error for the wind vector estimates is very similar
for either rain model. The largest differences between the two rain models are best seen in
the distributions of estimated rain rates. Figure 5.2 shows the distribution of estimated rain
rates for a true wind speed of 10 m/s and a rain rate of 4.7 dB km-mm/hr. Interestingly,
the phenomenological rain model has fewer low (< 3dB km-mm/hr) rain estimates and
few higher (> 7 dB km-mm/hr) which indicates a greater concentration of rain estimates;
however, the bias in the phenomenological rain estimates is slightly larger. Before comparing
real data we apply the Monte Carlo results for the estimator bias to form the biased CRB.
5.3.3

Theoretic Performance Limits
Figure 5.3 shows the CRB for a fixed wind speed and several rain rates as a function of

true wind direction. It is immediately apparent that there are several wind directions which
are problematic. For these wind directions the standard deviation of the direction estimates
are unrealistically high. This is one limitation of the QuikSCAT observation geometry.
Winds that are parallel to the antenna azimuth angle are particularly noisy, regardless of the
swath location. Near these problematic wind directions the error can be substantial enough
to effectively mask all information about wind direction. This causes the Fisher Information
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for wind direction to approach zero, thus causing the Fisher Information matrix to approach
singularity. For these wind directions, the near-singularity of the Fisher Information matrix
causes the bounds for wind speed and rain rate to be greatly overestimated.
Interestingly, although the CRB does not give a physically meaningful result for
these directions, in reality there is a more realistic upper bound on the direction variance.
Because wind direction is only valid from 0 to 360◦ , there is a wrapping effect. This implies
that a worst case direction estimate distribution is a uniform distribution from 0 to 360◦ .
This effectively upper bounds the wind direction standard deviation at 103.9◦ , the standard
deviation of a uniform distribution from 0 to 360. It may be possible to further reduce this
upper bound by evaluating the effects of multiple ambiguities, but we do not pursue this
concept here.
In terms of the Fisher Information, a standard deviation that exceeds 103.9◦ indicates
that there is little direction information. When this is so, the Fisher Information is nearly
singular, making the speed and rain bounds inaccurate as well. We can obtain an alternative
bound on wind speed and rain rate by formulating a separate wind speed and rain rate
estimator. The wind speed and rain rate estimator (SRE) is particularly useful for cases
where the QuikSCAT observation geometry is poorly suited to wind direction retrieval. In
these cases azimuthal dependence of the backscatter is ignored and wind speed and rain
estimates can be made from the backscatter magnitude alone.
Because the SRE does not estimate wind direction it remains valid as a lower bound,
even when there is little or no direction information. Essentially, the CRB for SRE can be
used whenever the direction variability passes realistic limits (103.9◦ ). Although in reality
the retrieval process always includes a direction estimate, the retrieval process can be approximated by the SRE because the wind direction can be treated as if it is randomly chosen
by the retrieval algorithm when there is no direction information.
The CRB for the SRE is calculated in the same way as the SWR estimator. The
principle difference is the model function. To approximate a wind speed and rain rate
geophysical model we can average the conventional wind vector GMF over wind direction.
This gives a model for the wind speed which can be combined with the rain model using
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Figure 5.3: Solid lines: SWR CRB. Dashed lines: SRE CRB. A reasonable way
to interpret the difference between the SWR CRB and the SRE CRB is to assume
the overall CRB is the smaller of the two bounds. In each case these bounds
correspond to a fixed wind speed of 10 m/s.

Eq. 5.6 as before. The wind speed geophysical model function is shown in Fig. 5.4 for both
H and V polarizations.
Although the CRB indicates that it is not possible to reliably estimate the wind direction at ultra-high resolution for some particular true wind directions, all is not lost. Rather,
for many of the most common wind and rain vectors, SWR estimation has similar performance to conventional UHR wind estimation. Further, accurate wind direction estimates
can still be formed at the conventional QuikSCAT resolution [61, 74]. Additionally, it may
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Figure 5.4: Wind speed geophysical model function for H and V polarizations.

still be possible to improve the direction estimates using a modified version of the directional
interval retrieval algorithm proposed in [75], although this is not investigated here.
5.3.4

SWR Performance
It has been demonstrated that SWR retrieval at conventional (25 km) resolution

can produce unbiased estimates of the measured rain rate, although there is significant
variance in the estimates [61, 62]. SWR estimation using UHR data has several issues that
require us to make some additional considerations. First is the issue of noise. At UHR,
the noise level of the QuikSCAT observations is substantially greater than the conventional
resolution observations. The second issue is resolution. Although QuikSCAT UHR estimates
are reported at 2.5 km, their effective resolution is lower.
To make the dependence on temporal resolution and the QuikSCAT sampling pattern
clear, we attempt to separate the effects of each as we compare the estimation results. To
isolate the effects of observation noise we can define a ‘true’ rain field which accounts for
the resolution of the QuikSCAT UHR observations. This ‘true’ rain field is the rain field
that QuikSCAT would observe if it used identical sampling geometry but made noiseless
measurements. Thus the comparison of the ‘true’ rain field and the QuikSCAT rain estimates
gives an indication of the ability of QuikSCAT to detect and estimate the rain from high-noise
observations.
Just as in the backscatter modeling, there are two types of resolution in wind and
rain estimation, temporal and spatial, the effects of which we must include in defining the
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Figure 5.5: Scatter density of QuikSCAT ‘true’ observed rains and TRMM PRmeasured rains. The QuikSCAT sampling pattern causes some variability about
the TRMM PR measurements but does not cause an overall bias of the rain measurements.

‘true’ rain field. To account for spatial resolution and sampling we use the rain field defined
by Eq. 3.4 for each observation flavor. To account for QuikSCAT temporal sampling effects
we use the constant shift approximation introduced in Section 3.2.2 calculated using the
cross-correlation. The shifts are then applied to the rain field for each flavor. There are thus
four separate rain fields which are sampled and shifted copies of the TRMM PR observed
rain field. These four rain fields thus represent the rain field observed by each QuikSCAT
observation flavor.
To assimilate these four different rain fields into a single ‘true’ rain field requires one
final assumption. If we assume that each QuikSCAT flavor contributes equally to the overall
rain estimate, then a simple way to form an overall ‘true’ rain field is to average the four
separate rain fields. While there may be an optimal weighting of the four rain fields that
could reflect the sensitivity of a particular polarization to rain, this approximation is simple
and yeilds a good reference rain field without additional complications. We define this ‘true’
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rain field to be
RQSCAT = (RV F + RHF + RHA + RV A )/4,

(5.12)

where RV F , RHF , RHA , and RV A are time-shifted versions of the rain fields calculated using
Eq. 3.4, and RQSCAT is the ‘true’ rain field for QuikSCAT that accounts for both temporal
and spatial sampling effects. Figure 5.5 shows the scatter density plot of QuikSCAT ‘true’
winds and TRMM PR-measured winds. As might be hoped for, the QuikSCAT sampling
process does not cause any overall bias for most rain measurements.
With the combined effects of spatial and temporal sampling accounted for, the remainder of the variability in the rain estimates can be attributed primarily to observation
noise. Figure 5.6 shows the scatter density plots for QuikSCAT rain estimates and TRMM
PR rain rates at UHR for both rain models. The rain estimates are biased slightly low
for all rain rates using both models, but this bias can be minimized by bias-correcting the
rain estimates. The most prominent feature of Fig. 5.6, unfortunately, is the variance of
the QuikSCAT rain estimates, which can exceed 5 dB km-mm/hr. Such a high variance
level may be intolerable in many applications; however, although we do not consider it here,
resolution reduction can decrease estimate variability by reducing observation noise [76].
Some effects that are not apparent in the scatter density are noise effects such as
spurious rain estimates and missing wind estimates. Both of these effects are an inherent
part of SWR estimation and occur as a consequence of the smoothness of the likelihood
function. At times the maximum of the likelihood function is so flat that the maximum is
overlooked by the search algorithm. Similarly there are times when there is no local maximum
in the wind and rain space, consequently no SWR estimates can be made. Typically, this
occurs when the wind or the rain signal is dominated and obscured by the other.
Although the estimate variability is high, one important observation about QuikSCAT
rain estimates that is not apparent in Fig. 5.6 is the ability of QuikSCAT to identify the
general structure of rain events. To demonstrate this ability, Fig. 5.7 shows the TRMM
PR-measured rain rates and QuikSCAT SWR rain estimates for a case study. Figure 5.7
indicates that the although there are spurious rain estimates that are missing, the QuikSCAT
rain estimates correctly identify the rain bands observed by TRMM PR. This ability is
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Figure 5.6: Scatter density plots of QuikSCAT ‘true’ rain rates and QuikSCAT
retrieved rain rates. Top: effective rain model. Bottom: phenomenological rain
model. The equality line is shown for comparison. The rain estimates are biased
low for all rain rates using both models. Overall the rain estimation performance
using either model is very similar and does not give strong evidence that either
model is superior.

62

TRMM Rain (km mm/hr)
−33.5
120

Latitude (deg)

−34

100
80

−34.5

60
−35
40
−35.5

−36
−176

20

−175

−174

−173
−172
Longitude (deg.)
QuikSCAT Rain (km mm/hr)

−171

−170

0

−33.5
120
−34

100
80

−34.5

60
−35
40
−35.5

−36
−176

20

−175

−174

−173
−172
Longitude (deg.)

−171

−170

0

Figure 5.7: TRMM PR-measured rain rate (left) and QuikSCAT-estimated rain
rate (right) for one overlapping region. TRMM swath edges are indicated by the
black lines. Although QuikSCAT fails to detect the lowest rain rates and is noisy,
the spatial correlation of the two datasets is quite apparent. The rain rate color
scale for this image ranges from 0 to 132 km-mm/hr.

useful as a type of rain flag, but can be of greater utility as an indicator of areas where a
rain-only estimator may be of interest to further extract rain information thus overcoming
the spurious characteristics of the SWR estimates. A related UHR rain-flagging technique
which is phenomenologically based but has reduced computation requirements is introduced
in Appendix C.
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5.4

Conclusions
This chapter has demonstrated that QuikSCAT is capable of measuring the wind and

rain simultaneously at UHR. UHR wind and rain estimates offer insights into wind and rain
events that are not achievable using any other single sensor. These insights aid understanding
of important phenomena such as hurricanes and other large-scale convective storms. This
ability is particularly useful in regions outside the tropics which are not observed by TRMM
PR or similar instruments. Despite high noise levels, the QuikSCAT UHR wind and rain
estimates are valuable tools in understanding large-scale phenomena which have small-scale
wind and rain features.
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Chapter 6
M-ary Bayes Estimator Selection for QuikSCAT Simultaneous Wind
and Rain Retrieval
Chapter 5 demonstrated that wind and rain estimation over the ocean is possible at
UHR using data provided by the QuikSCAT scatterometer. Similarly, wind and rain retrieval
from QuikSCAT measurements has been demonstrated for conventional resolution products
[5, 61, 77]. Simultaneous wind and rain (SWR) estimation is not a complete solution to
the rain contamination problem as it has limited performance under certain rain conditions,
for which a wind-only (WO) or rain-only (RO) estimate may be superior. There are thus
three estimators SWR, WO, and RO, none of which have optimal wind and rain estimation
performance for all conditions.
This chapter takes an additional step towards rain contamination mitigation by introducing the concept of Bayes estimator selection which can be used for QuikSCAT wind and
rain estimation to select a single optimal estimate from the SWR, WO, and RO estimates.
To avoid the additional complications associated with UHR products, Bayes estimator selection is applied only to conventional resolution products in this chapter. The Bayes estimator
selection concept is adapted and extended to UHR wind products in Chapter 7. Bayes estimator selection is used to choose between the three different estimation techniques which
may be employed: wind-only, simultaneous-wind-rain, and rain-only estimation. The performance of each estimator is dependent on the underlying wind-rain conditions. As such,
each estimation technique is best under certain backscatter conditions but no single technique is suitable for all conditions. Using the wrong estimator can degrade the estimate
accuracy. By adaptively selecting the estimates most appropriate to the true conditions,
overall performance can surpass that of any individual estimator.
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In this chapter we first introduce Bayes estimator selection, a technique whereby
a single ‘best’ estimator can be selected for each wind-rain condition. The technique is
then applied to QuikSCAT wind and rain estimation. Section 6.1 discusses and motivates
the multiple estimator problem, Section 6.2 gives relevant background information about
the QuikSCAT scatterometer, Section 6.3 introduces Bayes estimator selection in a general
sense, Section 6.4 discusses the application of Bayes estimator selection to QuikSCAT wind
and rain estimation, Section 6.5 gives an overview of Bayes estimator selection results, and
Section 6.6 concludes.
6.1

Problem Formulation
The QuikSCAT scatterometer was designed for the express purpose of wind estimation

over the ocean. The traditional wind estimation process which retrieves only the near-surface
wind is what we term WO estimation in the following discussion [78].
SWR estimation has been proposed as an alternative solution to rain-flagging of
rain-contaminated winds [61]. SWR estimation improves WO estimation by adjusting the
wind-only model to account for both wind and rain effects on the radar backscatter [63, 69].
Replacing the wind model with the joint wind-rain model and estimating both the wind and
the rain is what we term SWR estimation [61, 63]. However, for non-raining cases SWR
estimation can degrade performance compared to WO estimation. This is due in large part
to the fact that noise in the backscatter measurements can sometimes cause non-raining
observations to resemble a raining case, resulting in cases where SWR estimation has a nonzero rain estimate yet no rain is occurring. To minimize noise sensitivity, SWR estimation
in this chapter is constrained to ignore solutions with zero rain rates and zero wind-speeds.
This makes SWR estimation distinct from WO estimation and RO estimation since they
cannot retrieve the same wind and rain estimates.
For rain events with high rain rates and rain-dominated backscatter [59] the wind and
rain estimates for SWR estimation may be degraded. Essentially, for certain wind speed and
rain rate combinations the wind-rain model breaks down due to high rain-induced attenuation and the consequent loss of wind signal, causing the SWR estimates to be inaccurate.
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For these rare high rain cases, wind cannot be estimated, though RO estimation can still
provide accurate results [77].
In RO estimation [77], the wind model is discarded entirely and only the rain model
is used; hence only a rain estimate is produced. RO estimation makes the assumption that
wind has essentially no effect on the radar backscatter, which can occur under high rain
conditions. For these cases, the rain accuracy is much improved by this assumption versus
using SWR estimation.
In summary, there are three different estimation techniques or models which are
appropriate under different conditions. Each performs well under appropriate conditions;
however, if the estimator is used outside of the intended conditions the estimator performance
is degraded. There is therefore no single estimator which is suitable for all conditions. Instead
of choosing one estimator and using it under all conditions we propose a Bayesian estimator
selection method whereby the three estimators are compared and a single estimate is chosen
from the various estimates from the set of estimators.
6.2

Background
For a wind vector w = [s, d] with wind speed s and direction d, rain rate r and a wind-

rain vector ϑ = [w, r] the backscatter σ o can be modeled phenomenologically as [61, 69, 79]
σ o = αr σw + σe ,

(6.1)

where σw is the backscatter from the ocean surface due to wind, αr (r) is the attenuation
factor of the ocean wind backscatter due to atmospheric rain, and σe (r) is the effective rain
backscatter from both the rain volume scattering and attenuated surface scattering due to
additional splashes and waves. For wind and rain retrieval the phenomenological model is
calculated for each measurement using
Mr (ϑ, χ, ψ, p) = M(w, χ, ψ, p)αr (r, p) + σe (r, p),

(6.2)

where Mr (ϑ, χ, ψ, p) is the combined wind and rain model. Here M(w, χ, p) is the wind
geophysical model function (GMF) which gives the expected wind backscatter for a wind
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vector w given the antenna azimuth angle χ, incidence angle ψ and polarization p. The
rain model terms αr (r, p) and σe (r, p) correspond to the phenomenological model of Eq. 6.1
with subscripts to indicate they are functions of rain rate r and polarization p. The rain
attenuation and backscatter model parameters are specified in [61] and are assumed to be
independent of wind velocity and observation angle. Because the terms χ, ψ, and p are
determined by the measurement geometry, we simplify notation in the following by dropping
them and leaving only the wind and rain dependence.
Wind and rain estimation is performed using the backscatter model and the QuikSCAT
backscatter measurement noise model. The scatterometer measurement model assumes a
Gaussian noise distribution with mean Mr (ϑ) and can be written
f (σio |ϑ)

¶
µ
1
1 o
2
=√
exp − 2 (σi − Mr (ϑ)) ,
2ς
2πς

(6.3)

where σio is the backscatter observation for the ith measurement, ϑ is the true wind-rain
vector, Mr (ϑ) is the model backscatter as a function of the true wind-rain vector and ς 2 is
the measurement variance. The measurement variance can be written [61]
£
¤
2
2
2
2
ς 2 = (1 + Kpc
) αr (r)2 M(w)2 Kpm
+ σe (r)2 Kpe
+ Mr (ϑ)2 Kpc
,

(6.4)

where Kpc is the normalized standard deviation of the communication noise, Kpm is the
normalized standard deviation of the wind backscatter model and Kpe is the normalized
standard deviation of the effective rain backscatter model. The communications noise term
for QuikSCAT is modeled as
s
Kpc =

α+

β
γ
+
,
Mr (ϑ) Mr (ϑ)2

(6.5)

where the parameters α, β and γ are geometry and resolution dependent [44].
Maximum likelihood estimates for wind and rain can be formed using the log-likelihood
function of the measurement model [78]. The maximum likelihood estimate is the wind-rain
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Table 6.1: Wind and rain estimator summary
Estimator
WO
SWR
RO

2

Mr (ϑ)
M(w)
M(w)αr (r, p) + σe (r, p)
σe (r)

ς
£
¤
2 2
2
(1
+
M(w) Kpm + M(w)¤2 Kpc
£
2
2 2
2 2
2 2
(1 + Kpc ) αr (r) M(w)
£ K2pm 2+¤σe (r) Kpe 2 +2Mr (ϑ) Kpc
2
(1 + Kpc ) σe (r) Kpe + σe (r, p) Kpc
2
Kpc
)
2

ϑ̂
ŵ
ŵ, r̂
r̂

vector which maximizes the likelihood function and can be written
ϑ̂ = arg max
ϑ

Xµ
i

¶
1 o
2
− log( 2πς) − 2 (σi − Mr (ϑ)) ,
2ς
√

(6.6)

where the summation is over the vector of backscatter observations. The WO, RO and SWR
estimators are each calculated similarly and differ only by the models used for the mean and
variance in Eq. 6.3, which are specified for each estimator in Table 6.1. For WO estimation
Mr (ϑ) = M(w), for RO Mr (ϑ) = σe (r) and for SWR Mr (ϑ) is used as defined in Eq. 6.2.
The variance model for each estimator also changes accordingly.
The simple phenomenological model in Eq. 6.1 can be used to motivate each estimation technique. When rain is not present, i.e. αr = 1 and σe = 0, σ o is only a function of σw
and wind-only estimation produces the best estimate. Similarly, when σw is dominated by
σe and αr , i.e. αr ¿ 1, rain-only estimation is appropriate. When the wind and rain signals
are of similar magnitude, estimating them jointly using SWR estimation produces the best
performance. In essence, depending on the true conditions, one of the estimators produces
a better estimate of wind, wind and rain, or rain.
A subtle difference in the several estimator models is that WO estimation assumes
that backscatter is unaffected by rain. This is a stronger statement than assuming simply
that the rain is zero. Rather, it is the assumption that the backscatter is not affected by
rain. Similarly, RO estimation operates on the assumption that wind does not affect the
backscatter. The WO and RO estimation models are approximations to the true wind and
rain model and are only appropriate under certain conditions.
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6.2.1

Estimator Bounds
Before discussing estimator selection it is important to quantify the limitations of

each of the estimators. One method to quantify estimator performance is to evaluate the
theoretic limitations of each estimator using the Cramer-Rao Bound (CRB). As discussed
previously, the introduction of contamination to the signal causes a bias in the estimates.
Thus we must adopt the biased form for the CRB. A detailed discussion of the CRB for each
type of estimator is found in Appendix B. The CRB for WO, SWR and RO retrieval [5, 74]
can be written as
"
#T
∂E[ϑ̂] −1
∂E[ϑ̂]
,
E[(ϑ̂ − ϑ)(ϑ̂ − ϑ) ] ≥
J (ϑ)
∂ϑ
∂ϑ
T

(6.7)

where the elements Jij of the Fisher information matrix J are
N
X
∂Mrk 1 ∂Mrk
∂ςk2 1 ∂ςk2
Jij (ϑ) =
+
.
2
4
∂w
∂w
i ςk ∂wj
i 2ςk ∂wj
k=1

(6.8)

Here, the Fisher-Information is represented for wind and rain estimation. The FisherInformation for WO estimation is a special case of the wind and rain information where
the rain rate is 0. Note that for wind-only retrieval J is a 2x2 matrix since ϑ̂ = ŵ, whereas
for simultaneous wind and rain retrieval J is a 3x3 matrix since ϑ̂ = (ŵ, r̂).
The biased CRB can be calculated similarly for rain-contaminated wind-only retrieval
by adjusting the Fisher-Information matrix for the rain contamination

Jij (ϑ) =

N
X
∂Mk α2 ∂Mk
r
2
∂wi ςk
k=1

∂ςk2 1 ∂ςk2
+
.
∂wj
∂wi 2ςk4 ∂wj

(6.9)

Like the wind-only Fisher-Information, the rain-contaminated Fisher-Information is a 2x2
matrix since ϑ̂ = ŵ. However, for rain contamination, the Fisher-Information is also dependent on r so we can write Jij (w, r).
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Figure 6.1: Cramer-Rao bounds in dB on wind speed and rain rate for the
various estimators. Upper-left: CRB for SWR wind speed. Upper-right: CRB
for WO wind speed. Lower-left: CRB for SWR rain rate. Lower-right: CRB for
RO rain rate. Note that each estimator has a region in wind speed and rain rate
where the CRB is lower than the others. The bounds shown are for a single wind
direction (53◦ ) and cross-track location (cell 13) which have performance which
is representative of all other wind directions. Estimator characteristics have some
slight changes as a function of cross-track location due to the changing observation
geometry but are generally similar. For reference the smoothed boundaries from
Fig. 6.2 are included in each image.
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Figure 6.2: Estimators with total minimum normalized CRB as a function of
wind speed and rain rate: WO (white), SWR (gray), RO (black). As expected
the WO estimator is best for low rain rates and substantial wind speed, the SWR
estimator is best for comparable wind speed and rain rate and the RO estimator
is best when the wind is low and rain is substantial.

Similarly the biased CRB can be calculated for wind-contaminated RO retrieval using

J(w, r) =

N µ
X
k=1

∂αr ∂σe
Mk
+
∂r
∂r

¶2

1
∂ςk2 1 ∂ςk2
+
.
ςk2
∂r 2ςk4 ∂r

(6.10)

Here we have explicitly separated the wind vector w and rain rate r in the notation to make
it clear that the derivatives are with respect to the rain rate and that the wind-contamination
is a function of the wind vector. Also, note that the RO CRB is a scalar value only valid for
the rain rate estimate.
The CRBs for 25km resolution wind speed and rain estimators are shown in Fig. 6.1.
To jointly compare the bounds on wind and rain estimation accuracy, we form an overall CRB
by taking a linear combination of the wind speed and rain rate bounds for each estimator
where the weighting coefficients are selected to reflect the relative importance we place on
wind or rain accuracy. Comparing the estimation bounds for the several estimators makes
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it apparent that there are regions in the wind and rain space where a particular estimator
outperforms the others. For example, Fig. 6.1 indicates that ignoring rain under low rain
conditions, as the WO estimator does, results in wind estimates with a lower-overall meansquared error. Similarly, when the wind speed is low and the rain rate is moderate to
high, the RO estimator has lower mean-squared-error than the SWR estimator. Figure 6.2
summarizes Fig. 6.1 by indicating the estimator which has the minimum overall CRB for
each wind and rain vector. Note that the SWR estimates often have a larger bound than
either the WO or the RO estimators. This observation is central to the remainder of the
chapter and prompts the question: if one estimator does not always have the lowest overall
CRB, how can the estimator with the lowest overall CRB be selected consistently?
This section motivates the need for multiple estimators in terms of an overall CRB.
An alternative motivation is given in Appendix E using an information theoretic approach.
6.3

M-ary Bayes Estimator Selection
M-ary Bayes estimator selection is a modification of Bayes decision theory. It operates

on the estimates produced by M different estimators. In M-ary Bayes estimator selection,
we attempt to select one ‘best’ estimate from among M candidate estimates. To introduce
the method, we follow the discussion and notation for Bayes decision theory outlined in [80].
The objective of the Bayes decision technique is to choose a decision rule which
minimizes the Bayes risk function given a realization x of the observation random variable
X. For estimator selection, the ‘observations’ are the various estimates and the parameter
θ corresponds to true conditions. Although in the previous section ϑ referred specifically
to a wind vector, here we generalize and treat ϑ as a realization of the random variable θ
which represents the true conditions. The observations, or estimates, are realizations xi of
the random variable X. The decision rule φj (xi ) is the rule for choosing estimate xj as best
based on the observation of the estimate being tested, xi .
The loss function L[ϑ, φj (xi )] represents the loss resulting from choosing the estimate
xj when ϑ is the true condition. For our application, we choose the loss function
L[ϑ, φj (xi )] = C(ϑ, xj )(κj δij + τj (1 − δij )),
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(6.11)

where C(ϑ, xj ) is a cost function, i.e. the cost of selecting xj using the decision rule φj when
ϑ is the true condition. Because the decision rule φj selects estimate xj regardless of the
estimate being tested, the cost of a decision rule φj only depends on the estimate xj and
the true conditions ϑ. The term (κj δij + τj (1 − δij )), where κj and τj are scalar weighting
factors and δij is a Kronecker delta function, allows the loss function to vary depending on
which estimate is being tested. For example, when κj = 1 and τj = 0, the loss function for
the decision rule is zero when testing other estimators. When κj = 0 and τj = 1, the loss
is zero when testing the selected estimator but non-zero when other estimators are tested.
The κj and τj terms thus allow for tuning the algorithm to optimize performance. The
weighting coefficients κj and τj must be related; however, we postpone the definition of their
relationship until later.
Using the established notation, the risk function, R(ϑ, φj ), is defined to be the expected loss of using decision rule φj under the true conditions ϑ
R(ϑ, φj ) = EX (L[ϑ, φj (xi )])
M
X
=
L[ϑ, φj (xi )]fX|θ (i|ϑ)
=

i=0
M
X

C(ϑ, xj )(κj δij + τj (1 − δij ))fX|θ (i|ϑ)

i=0

= C(ϑ, xj )(τj (1 − fX|θ (j|ϑ)) + κj fX|θ (j|ϑ))
= C(ϑ, xj )(τj fX|θ (∼ j|ϑ) + κj fX|θ (j|ϑ)),

(6.12)

where EX denotes the expectation operator over X and we define the density fX|θ (∼ j|ϑ) =
1 − fX|θ (j|ϑ).
The Bayes risk, r(fθ , φj ), is the posterior expected risk function
r(fθ , φj ) = Eθ (R(ϑ, φj ))
Z
=
R(ϑ, φj )fθ (ϑ)dϑ
Zθ
¡
¢
=
C(ϑ, xj ) τj fX|θ (∼ j|ϑ) + κj fX|θ (j|ϑ) fθ (ϑ)dϑ.
θ
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(6.13)

Using Bayes rule, the Bayes risk can be rewritten in terms of expectations, resulting in
r(fθ , φj ) = τj Eθ|∼X [C(ϑ, xj )]f (∼ j) + κj Eθ|X [C(ϑ, xj )]f (j),

(6.14)

where Eθ|∼X [C(ϑ, xj )] represents the expected loss associated with the estimate xj given
that it is not best, Eθ|X [C(ϑ, xj )] is the expected loss associated with the estimate xj given
R
that it is best, f (j) = θ f (j|ϑ)f (ϑ)dϑ, and f (∼ j) = 1 − f (j). This formulation gives
insight into the role of τj and κj . We can interpret the Bayes risk for a given estimator rule
as a weighted linear combination of the expected loss given the estimator is best and the
expected loss given the estimator is not best.
To compare the Bayes risk for the different estimators, it is important that the risks be
comparable. A major impediment to this utility are the weighting factors f (j) and f (∼ j).
If an estimator is superior more often than the others, then the Bayes risk for that estimator
is more strongly weighted. This effect is ameliorated by defining τj and κj such that
τ
,
f (∼ j)
κ
=
,
f (j)

τj =

(6.15)

κj

(6.16)

where τ and κ are weighting factors that apply to all estimates.
The Bayes risk can then be written
r(fθ , φj ) = τ Eθ|∼X [C(ϑ, xj )] + κEθ|X [C(ϑ, xj )].

(6.17)

Thus the Bayes risk for a given estimator is a linear combination of the conditional expected
costs. Without loss of generality we can add the constraint τ + κ = 1. This additional
constraint defines the Bayes risk for an estimator as a convex combination of the expected
costs.
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The Bayes decision rule for estimator selection is the rule which minimizes the Bayes
risk. Such a rule can be written
k = arg min r(fθ , φj )

(6.18)

j

= arg min τ Eθ|∼X [C(ϑ, xj )] + κEθ|X [C(ϑ, xj )],
j

(6.19)

where k indicates that estimator xk is best.
Although notationally M-ary Bayes estimator selection is similar to traditional Bayes
decisions, the M-ary Bayes decision concept is distinct. In Bayes decision theory, decisions
are based on realizations of a random variable. Bayes estimator selection makes a distinction
from Bayes decisions because the random variable realizations are parameter estimates made
from other observations. With this generalized perspective, the estimates can be produced
with any estimation method, such as maximum likelihood, maximum a posteriori, or any
other function of the measurements. Additionally, Bayes estimator selection places no constraints on the dimensionality of the estimators, which can be different for each. The lack
of constraint on the dimensionality makes this technique particularly useful to QuikSCAT
wind and rain estimation.
6.3.1

Cost Function
With the basic framework of Bayes estimator selection established, the structure

can be adapted to meet particular performance criteria for the estimators xi . The desired
performance criteria is specified by means of the cost function C(ϑ, xi ) which reflects the
goal of choosing the best estimator given the observations.
Although there are many cost functions which could be appropriate for a particular
problem, for this case we consider the squared error of the observed estimator xi given ϑ,
the true conditions. The cost function C(ϑ, xi ) is written
C(ϑ, xi ) = (ϑ − xi )2 ,
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(6.20)

where
(ϑ − xi )2 , (ϑ − xi )T N (ϑ − xi )

(6.21)

is a shorthand notation for the total normalized squared error. In this case the matrix N
is a diagonal matrix with normalization coefficients to ensure that vector components which
may have different dimensions are comparable. Inserting this cost function into Eq. 6.17
results in
r(fθ , φj ) = τ Eθ|∼X [(ϑ − xj )2 ] + κEθ|X [(ϑ − xj )2 ].

(6.22)

This notation helps clarify the meaning of Bayes risk in estimator selection. The Bayes risk
for a decision is a linear combination of the expected squared-error given that the estimator
is best and the expected squared-error of the estimator given that it is not best. Thus,
while the ideal selection is the estimator with minimum squared-error, the Bayes estimator
selection decision can be interpreted as approximating the ideal selection by choosing the
estimator with minimum expected squared-error.
To use this mechanism for estimator selection, the conditional mass function fX|θ (j|ϑ),
referred to as the estimator likelihood function; the prior fθ (ϑ); the normalization matrix
N ; and the weighting factors κ and τ must first be determined. Once these have been
determined, the selection of a best estimator, in a minimum expected-squared-error sense,
is straightforward using Eqs. 6.22 and 6.18.
6.3.2

Optimality
The squared-error cost function of Eq. 6.20 specifies that Bayes estimator selection

choose the estimator with minimum squared error. The optimal estimator selection is defined
to be the selection of the decision rule that corresponds to the estimate which has minimum
squared error. It is not possible to choose the optimal selections for all realizations; however,
the probability of selecting the optimal decision rule can be maximized, ensuring that the
optimal decision is selected as often as possible.
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The conditional probability of selecting the optimal decision rule given the true conditions can be expressed as

p(φopt |ϑ) =

M
X

p(φj |C(ϑ, xj ) < C(ϑ, xi )∀i 6= j),

(6.23)

j=1

which can be used to calculate the overall probability of selecting the optimal decision p(φopt )
using Bayes rule

Z
p(φopt ) =

p(φopt |ϑ)fθ (ϑ)dϑ.

(6.24)

For Bayes estimator selection with the specified loss function, the weighting parameters τ and κ can be viewed as parameters which allow for tuning to achieve optimal performance. As τ and κ are related, the optimal operating point can be determined by solving
∂p(φopt )
=0
∂κ

(6.25)

for κ. Although in general there is no closed form for p(φopt ), it can be approximated reliably
via Monte-Carlo simulation.
6.3.3

Limitations and Advantages
There are several advantages of adopting the Bayes estimator selection technique. For

instance, there is no requirement on how the estimators be formed. For example the estimates
can be maximum a posteriori estimates, maximum likelihood estimates, or a combination of
the two. This advantage allows estimates to be formed with or without priors. Further, the
technique can be adapted to include multiple priors based on factors not normally included
in the estimation process. For example, in the case of wind and rain estimation, such
priors could include regional or topographic features, wind models for hurricanes or other
phenomena, latitude-dependent rain models or other models which may be appropriate to a
local area. Considering such priors is beyond the scope of this paper.
A principle advantage of the method is that the dimensionality of the estimators
need not be identical. Thus an estimator can estimate only a subset of parameters involved.
This can reduce variability and sensitivity to particularly noisy or dominant components.
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This allows Bayes estimator selection to produce overall performance improvements as some
component sensitivities are reduced by selecting estimators which minimize such sensitivities.
Finally, in addition to selecting estimates which have lower overall error, the estimator
selections can be viewed as a type of contamination or impact flag. Such a flag can indicate
where a particular estimate component may be particularly noisy or prone to error.
Despite these advantages there are some limitations. As with any Bayesian technique,
the overall performance is strongly dependent on the prior density. If the prior densities
needed to compute the posterior expected loss are poorly defined or unknown, there may be
little benefit in adopting a Bayes estimator selection structure. However, in many cases an
approximate prior is appropriate and can lead to overall performance improvement despite
uncertainty in the prior. Another limitation is that the computation of the posterior expected
loss can be computationally intense, especially when it must be computed for every estimator.
Fortunately, the posterior expected loss can be tabulated for many cases and the real-time
computation can be significantly reduced by approximating the Bayes risk calculation with
a look up table.
6.3.4

Terminology
From another perspective, the Bayes estimator selection concept may be classified as

a type of model selection technique. For application of Bayes estimator selection for wind
and rain estimation that follows, the estimators are realizations of a maximum likelihood
estimator using different models, WO, SWR and RO. In this light, what is referred to in
this dissertation as estimator selection is perhaps more aptly termed Bayes model selection.
However, since the name Bayes model selection has already been used to describe a fundamentally different model selection technique [81], throughout this dissertation the process of
choosing the WO, SWR or RO estimates is referred to as Bayes estimator selection. Further, although the wind and rain application of Bayes estimator selection utilizes maximum
likelihood estimates with different models, the Bayes estimator selection technique is more
general and could as easily be used to compare MLE and MAP estimates in which case the
estimator selection terminology is certainly more appropriate than simply model selection.
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Although this dissertation uses the terminology Bayes estimator selection throughout,
some discussion of the technique in the context of model selection is appropriate. A practical
definition of model selection is given in [82] as: “Model selection is the task of choosing a
model of optimal complexity for the given (finite) data.” Many model selection techniques
attempt to choose the ideal model by balancing model fit and complexity given the data.
Bayes estimator selection is an alternative method where the models are given; for wind
and rain estimation the models are the WO, SWR and RO models. Rather than selecting a
model or estimator based on the fit of the observations to the model, Bayes estimator selection
chooses the best model or estimator using the model parameter values. For wind and rain
estimation the model parameter values are the wind and rain estimates. To summarize,
while conventional model selection techniques choose a model based on the data and some
complexity metric, Bayes estimator selection uses a fundamentally different approach and
chooses a model based on the model parameters or estimates themselves.
6.4
6.4.1

Application to QuikSCAT
Normalization
To apply Bayes estimator selection to QuikSCAT wind and rain estimation, a nor-

malization matrix N is required that defines the relative importance of wind and rain error.
It is important that the normalization matrix be selected so that wind and rain error are
comparable. A useful normalization matrix has the components shown in Table 6.2. Note
that the direction error is neglected. For QuikSCAT wind and rain retrieval there are multiple possible wind and rain vectors, called ‘ambiguities,’ for both WO and SWR estimation.
Typically, the wind speed and rain rates of the ambiguities are comparable but the wind
direction estimates are separated by 90 or 180 degrees. Choosing a single ambiguity for each
estimator is termed ‘ambiguity selection’ and is typically performed independently of wind
and rain estimation [42], though in some cases model-based retrieval can minimize the need
for ambiguity selection [83]. Because of the ambiguous nature of wind estimation we ignore
the ambiguity selection step and choose a normalization of 0 for wind direction.
To account for the different wind speed and rain rate scales, we use the normalized
squared error cost function defined in Eq. 6.21. The normalization matrix N is selected to
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Table 6.2: Normalization matrix values

Parameter
Maximum Value Normalization Coefficient
Wind Speed
50 m/s
1/502
Wind Direction
360 deg
0
Rain Rate
250 km-mm/hr
1/2502

weight the components according to the selection criteria. For wind and rain estimation
we select values for the matrix N to weight each component according to the maximum
retrievable value. Thus the normalization factors for wind speed and rain rate in Table 6.2
are ‘the reciprocal of the maximum retrievable value squared.
Additionally, although directional ambiguities exist [43] in both WO and SWR estimates, the estimated wind speeds and rain rates for each estimator are typically quite close
in magnitude for all ambiguities. In this paper we simplify the ambiguity selection process by
always choosing the ambiguity which is nearest to the National Centers for Environmental
Prediction (NCEP) model winds. Although always choosing the ambiguity nearest NCEP
winds simplifies the ambiguity selection procedure, the low resolution of NCEP winds can
lead to selection errors. NCEP wind estimates are produced at a lower temporal and spatial
resolution than QuikSCAT wind products so there can be significant local variations. Additionally, NCEP wind models do not account for rain events or coastal topography which can
have small-scale but significant influences on wind directions. However, to simplify the estimator selection problem and minimize directional bias from the estimators or NCEP winds,
we choose to ignore the estimated direction in the estimator selection error function. Thus
the normalization factor for wind direction in Table 6.2 is set to 0. Similarly, to calculate the
squared-error (Eq. 6.21) for estimators which do not estimate all parameters, the parameters
which are not estimated are treated as 0.
6.4.2

Wind-Rain Prior
The wind-rain prior fθ (ϑ) used in Eq. 6.21 requires knowledge of the distribution of

wind and rain. Since wind and rain interactions are not entirely understood, we choose to
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Figure 6.3: Wind-rain prior distribution for a single wind direction. The color
scale represents the value of fθ (ϑ) in dB for a specific wind speed and rain rate.
The solid line corresponds to the mean wind speed of the prior and the dashed lines
mark one standard deviation above and below the mean. Note that the standard
deviation increases with rain rate. The zero rain rate prior is plotted as well and
corresponds to the lowest rain rate in the figure. Note that the wind-only prior is
significantly greater than the non-zero rain priors.

approximate the true wind-rain distribution using a combination of NCEP wind estimates
and measured rain data from the Tropical Rain Measuring Mission Precipitation Radar
(TRMM PR) [84]. Using data from one year of QuikSCAT and TRMM PR co-located
measurements, we form an empiric prior by binning numeric wind estimates and measured
rain rates. Limitations of this prior are that it is susceptible to the bias of the NCEP
predicted wind and the effects of the limited sample size of the data.
To mitigate bias due to the sample size of the data we assume that on a global scale
the wind direction distribution is uniform. Although this neglects orographic effects and
trade winds, a global prior is appropriate for wind estimation on a global scale.
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After smoothing the prior, we adjust it to compensate for bias from NCEP winds
in the wind model. Although there are several treatments to adjust and tune the winds,
we limit our adjustments to compensating for the fact that NCEP winds poorly represent
the highest wind speed cases. Since NCEP winds are predicted at a lower resolution than
QuikSCAT UHR products, the highest wind speeds are consistently averaged out of the
NCEP product, since they are typically not sustained over large areas. This is in addition
to a fixed maximum model wind speed used in NCEP winds. In essence, the wind speed
distribution of NCEP winds is truncated above a moderate wind speed.
The distribution of wind speed has Weibull characteristics [85]; therefore, to extend
the wind-rain prior to high wind speeds, we perform a non-linear least-squares fit of a Weibull
distribution to the empiric speed distribution for each rain rate bin and wind direction.
The resulting wind-rain distribution shown in Fig. 6.3 is nearly identical to the empiric
distribution and includes a non-zero probability of high wind speeds. The simple distribution
fitting technique used here is adequate for our needs, although other fitting techniques exist
[85, 86, 87].
6.4.3

Estimator Likelihood Function
The estimator likelihood function fX|θ (j|ϑ) is the probability of an estimator hav-

ing minimum squared error given the true conditions. As there is no closed form for the
probability densities of each estimator, there is no closed form for the estimator likelihood
function. This limitation can be overcome in one of several ways. Here we adopt a simple
method based on Monte-Carlo simulation. An alternative model-based estimator likelihood
function is derived in Appendix D based on a signal to interference ratio (SIR) concept.
For each wind and rain vector we generate multiple simulated backscatter observations. These are inputs to the WO, SWR and RO estimators. The estimator likelihood
function is calculated from the estimates as the percentage of the realizations for which a
given estimator has lower normalized squared error than the other estimators according to
Eq. 6.21.
Figure 6.4 shows the Monte-Carlo simulated estimator likelihood function for a fixed
wind direction and cross-track location. The SWR estimator is best for most wind and rain
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Figure 6.4: Monte-Carlo simulated probability of each estimator having minimum squared error. Each image represents the percentage of the time that a given
estimator was selected for the underlying simulated wind and rain conditions.
Top-left: wind-only. Top-right: simultaneous wind-rain. Bottom: rain-only.

vectors. As expected however, when the wind speed is low and rain is high, the RO estimator
is superior. Likewise, when the wind is high and the rain is low, the WO estimator has better
performance. As expected, there are relatively few cases where the RO estimator is superior.
6.4.4

Optimality
Finding the optimum operating point consists of finding the value for κ which max-

imizes the probability of correct estimator selection, p(φopt ). Lacking a closed form for the
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Figure 6.5: Probability of correct estimator selection as a function of cross track
index. Top-left: Best possible probability of correct selection given the wind direction. Top-right: Worst-case probability of correct selection given the wind
direction. Bottom: Overall probability of correct estimator selection, for κ = 1
using all SWR rains and κ = 0 ignoring rains lower than 2 km-mm/hr. Note
that there is a relatively strong directional dependence in the estimator selection
performance.

probability densities of the individual estimators, we turn to Monte-Carlo simulation to
approximate p(φj |C(ϑ, xj ) < C(ϑ, xi )∀i 6= j) which can be used to calculate p(φopt ).
The Monte-Carlo simulation consists of generating 1000 independent sets of backscatter realizations for each true wind and rain vector. Bayes estimator selection is performed
for candidate values of κ on the resulting WO, SWR and RO estimates. The optimal value
for κ is that which maximizes p(φopt ). The probability of correct estimator selection is shown
as a function of κ in Fig. 6.5.
An interesting feature of Fig. 6.5 is that wind direction can influence the probability
of correct selection even though the direction error is ignored during estimator selection.
Cross-track winds (90◦ and 270◦ ), a known signature of rain contamination, have the lowest
probability of correct selections. Near the nadir track (cells 38 and 39), the probability
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of correct selection is particularly low for along-track winds. This is not surprising as the
observation geometry for along-track winds is particularly poor along the nadir track so wind
and rain estimates are noisier than other swath locations. With noisier estimates it is more
difficult to choose the estimate with minimum squared error consistently so the probability
of correct selection drops.
Also shown in Fig. 6.5 is the probability of correct selection corresponding to the
worst-case value of κ. The worst case performance has similar characteristics to the optimal
performance but is 16% lower for the worst cases. However, for most cases, the difference
between optimal and worst-case performance is 2 to 4%, which indicates that estimator
selection is not particularly sensitive to the selected value for κ. The minimum value of the
worst-case estimator selection performance is 63%, which is a lower bound on the average
estimator selection performance. This is not a very high lower bound, but it is almost twice
the probability of correct selection compared to a simple ternary randomized rule, which
would choose correctly 33% of the time. The worst-case estimator selection performance
occurs for cross-track winds for certain observation geometries. Wind and rain estimation is
particularly difficult for these conditions as the wind and rain signals are not orthogonal [61].
The worst-case estimator selection performance for other wind directions and observation
geometries is significantly better, thus allowing the average probability of correct estimator
selection to be above 80% for most cases.
The optimum value for κ has an interesting interpretation. When κ = 1, the best
estimator selection is given by minimizing the error associated with the correct estimator.
When κ = 0, the optimum selection can be interpreted as choosing the estimator which
minimizes the error associated with using an incorrect estimator. This interpretation leads
to a simple explanation for the optimum values of κ. When estimator noise is high it is
best to minimize errors associated with incorrect selections by setting κ close to 1. When
estimator noise is low, it is best to minimize the error associated with the correct selection,
so κ is close to 0.
The optimum value for κ based on Fig. 6.5 is 1 for all cross-track locations which
results in the values of p(φopt ). Based on the above interpretation, this implies that estimator
noise is high. This noise may be largely attributed to the SWR estimator, which has high
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noise levels for low rain rates. Much of this noise can be removed by discarding any SWR
solution with a rain rate below a threshold. Setting a threshold at 2 km-mm/hr increases
p(φopt ) by up to 4% overall and changes the optimal κ value to 0, implying that estimator
noise levels for these cases are lower. Since the impact of such low rains on the WO estimates
is quite small and SWR estimates are particularly noisy for low rains, thresholding low rain
rates for SWR reduces estimator noise without significantly increasing the overall estimate
error.
6.5

Results
We evaluate the performance of Bayes estimator selection in several ways. First, we

consider an illustrative case study. Then we evaluate the overall estimator selection skill and
consider how close Bayes estimator selection approaches the optimal decision rule. Finally,
we compare overall wind and rain performance by comparing Bayes estimator selection
performance to that of the individual estimators.
6.5.1

Case Study
To illustrate the functionality of Bayes estimator selection on real data, we consider

a case study from QuikSCAT rev 2882 on January 7, 2000.
The WO estimates are shown in the upper left image of Fig. 6.6. Comparing the
WO estimates to the TRMM PR measured rain rates (lower left image in the same figures)
illustrates the effects of rain contamination. Rain events cause an increase in the wind speed
estimates as large as 10-20 m/s. Note that for this case the true underlying wind field varies
between 5 and 10 m/s as indicated by the NCEP winds. In locations where TRMM PR did
not measure rain, the WO estimates are between 5 and 10 m/s due to the underlying wind
field.
The corresponding RO estimates are shown in the middle left image in Fig. 6.6.
Comparing the RO estimates to the TRMM PR measurements shows that the RO estimates
are spatially correlated with the TRMM PR measured rain rates. As expected, the RO
estimates where TRMM PR measured no rain are biased high.

87

50

5

45

10

40

35

15

45

5

45

10

40

10

40

35

15

30
20

25

25

30

30

35

35

45
5

10

15

20

25

30

35

40

0

15

15

10

5

20

20

15

40

25

25

20

35

30
20

20

30

35

15

30

25
25

50

50

5

10

10
40

5

45
5

10

15

20

25

30

35

40

20

0

40

5

45
5

10

15

20

25

30

35

40

0

20

20

5

18

5

18

5

18

10

16

10

16

10

16

14

15

14

15

12
20

25

25

30

30

35

35

2

45
5

10

15

20

25

30

35

40

0

18

10

16

14

15

40

2

45
5

10

15

20

25

30

35

40

0

15

20

25

30

35

40

0

35

40

0

2

1.6

1.4

15

1.4

15

1.2

1.2

20
1

1

25
0.8

0.8

30
0.6

0.6

35

35

10

30

1.8

4

5

25

10

30

45

20

1.6

6

2

15

10

25

40

10

5

8

35

5

1.8

20

30

2

45

2

10
25

40

5

12
20

4

4

20

5

6

6

4
40

8

8

6
35

10

10

8
30

12
20

20
10

25

14

15

12

0.4

0.4
40

0.2

45
5

10

15

20

25

30

35

40

0

40

0.2

45
5

10

15

20

25

30

35

40

0

Figure 6.6: 25 km resolution estimator results and Bayes estimator selection for
a single case (QuikSCAT rev 2882, Jan. 7, 2000). The top row shows wind speed
estimates with overlaid direction vectors. From left to right:, WO, SWR, Bayes
selected wind. The middle row shows rain estimates with relevant direction vectors
overlaid. From left to right: RO, SWR, Bayes selected rain. For comparison, the
bottom row shows the TRMM PR measured rain with the model wind vector field
overlaid (bottom left), the ideal estimator selections (bottom center) and the Bayes
estimator selections (bottom right). For estimator selections 0 corresponds to a
wind-only selection, 1 to a simultaneous wind-rain, and 2 to a rain-only selection.
Note that the Bayes selected estimates have visually less noise than the SWR
estimates and have smooth wind fields in non-raining cases.

The SWR estimates overcome many of the problems associated with the WO and RO
estimators but also have limitations. The SWR wind estimates are shown in the upper middle
image of Fig. 6.6 and the SWR rain estimates are shown in the center image. The SWR wind
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estimates are visually noisier than the WO estimates, particularly in areas where there is no
rain. The opposite is true of the SWR rain estimates. The SWR rain estimates correspond
well with the TRMM PR measured rain estimates for moderate rain rates; however, for the
most extreme rain events there is no SWR rain estimate. In essence, this corresponds to the
case where the rain backscatter so completely dominates the wind backscatter that a wind
estimate is not possible. For rain-free and low-rain cases, the SWR rain estimates are quite
noisy, which helps illustrate why it is reasonable to discard the lowest SWR rain estimates
as discussed in Section 6.4.4.
The wind-rain estimates produced using the Bayes estimator selection in effect attempt to use the best features of each estimator. The Bayes selected wind estimates are
shown in the upper right image in Fig. 6.6, the Bayes selected rain rates are shown in the
middle right image, and the Bayes estimator selections are shown in the lower right image.
Note the visually improved wind and rain performance. Rain estimates match the TRMM PR
measured rain rates quite well. The wind field is visually smoother in non-raining conditions
and the high wind speeds due to rain contamination are no longer apparent. For reference,
the ideal estimator selections, the selections which minimize the normalized squared-error
between the estimate and the true values, are shown in the bottom image. Note that the
Bayes estimator selections and the ideal selections are noisy but are often identical.
Although there is significant improvement gained by using the Bayes selected estimates, some drawbacks remain. For the highest rain rates, the RO estimator is selected
and consequently there is no wind estimate. Similarly, the wind estimates corresponding to
moderately high rain rates where the SWR is selected have wind estimates which underestimate the true wind speed. These wind under-estimates correspond to cases where the rain
attenuation of the wind signal is significant enough to lower the wind estimates but not quite
large enough to make wind estimation impossible.
The visual correlation between the Bayes selected rain estimates and the TRMM
PR measurements is good, but gives no information about the point-wise accuracy of the
estimates. To evaluate the point-wise performance of the estimator selection the selected
rain estimates and the TRMM measurements are shown in the scatter plots in Fig. 6.7. The
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Figure 6.7: 25 km resolution Bayes selected rain estimates as a function of
TRMM PR measured rain rates. Both axis show rain rate in dB km-mm/hr. The
red points correspond to SWR rain estimates, the black to RO estimates and the
green show TRMM PR rain rates corresponding to WO selections. The one-toone line is shown for comparison. Note that above a TRMM rain rate of 5dB the
correlation between QuikSCAT estimates and TRMM measurements is clear.

correlation for QuikSCAT rain estimates and TRMM PR rain measurements above 5 dB
km-mm/hr is 0.76.
6.5.2

Monte-Carlo Performance
The Bayes estimator selection technique may be viewed alternatively as a technique

to approach the theoretical wind and rain estimation limits indicated by the CRB. The
unbiased CRB gives the estimation bound for an ideal unbiased wind and rain estimator
given knowledge of the backscatter observation noise. From this alternative point of view,
Bayes estimator selection attempts to approach the wind and rain performance indicated by
the unbiased CRB by using the WO, SWR and RO estimators as appropriate.
Since wide-scale truth wind and rain data is unavailable, the Bayes estimator selection
wind and rain estimation performance are evaluated using Monte-Carlo simulation as follows.
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Figure 6.8: Monte-Carlo wind estimation MSE in dB m/s for the SWR wind
estimates (upper-left), the BES selected wind estimates (upper-right), and the WO
wind estimates (lower-right) as well as the CRB for the unbiased SWR estimator
(lower-left). As expected the BES MSE is lower than the SWR for some cases and
lower than the WO for others. The Bayes selected winds have lower MSE than
that indicated by the SWR CRB for most wind speeds and rain rates (see text).

To approximate the estimator performance 1000 realizations are performed for each simulated
wind and rain vector and cross-track location. The mean-squared error is calculated from
the 1000 realizations and shown in Fig. 6.8 for the WO wind speed, the SWR wind speed,
and the Bayes selected wind speeds.
As illustrated by Fig. 6.8, the Bayes selected wind speed MSE has performance which
matches that of the SWR and WO wind estimates nearly ideally. For most wind and rain
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vectors the Bayes selected MSE is the minimum of the SWR and WO MSE for the corresponding wind and rain vector. While this is not true for the highest rain rates and some
of the lowest wind speeds, it indicates that Bayes estimator selection generally improves the
wind estimation accuracy, in a MSE sense, for almost all wind and rain vectors.
Interestingly, the Monte-Carlo simulated MSE is often lower than the noise-model
derived CRB for the SWR estimates. While this is unexpected, it is not unusual as the SWR
and WO estimators are biased, and biased estimators can have lower MSE than the CRB
of the unbiased estimator. Despite the difference between the theoretic bounds given the
by CRB and the Monte-Carlo MSE, the Monte-Carlo results do clearly indicate how Bayes
estimator selection can be effective at improving wind estimation during raining conditions.
6.5.3

Overall Decision Performance
The success of the Bayes estimator selection technique can be summarized most suc-

cinctly by determining how close to optimal selection the technique performs on real data. As
discussed previously, optimal estimator selection consists of selecting the estimate which has
minimum squared error. The percentage of time that the minimum squared error estimate
is selected gives a measure of the algorithm performance.
To demonstrate actual estimator selection performance, Fig. 6.9 shows the percentage
of time that the Bayes estimator selections chose the optimal estimate as a function of
NCEP wind speed and TRMM PR rain rate over one year of QuikSCAT and TRMM PR
co-located data. Although some wind and rain cases are not found in the data set, the
dataset gives a good idea of the general performance. Noticeably, there are some wind and
rain combinations, low wind speeds and non-zero rain rates particularly, for which estimator
selection does not work well. Fortunately the cases with poor selection accuracy are relatively
rare. Further, although the optimal estimator is not always selected for many of these cases,
the difference between the WO and SWR estimators are small. For example, during low
winds and non-zero rain, the probability of optimal selection is low as the WO estimate is
typically selected when the SWR is often best. For low rains the effects of rain are small,
so a choice of the WO estimate when the SWR is better only causes a small change in the
overall error. This is also true for moderate to high speeds when the rain is low.
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Figure 6.9: Probability of correct estimator selection as a function of NCEP wind
speed and TRMM PR rain rate. Non-raining performance is shown as rain rates
below 0 dB km-mm/hr. Data is missing for some wind and rain vectors which did
not occur in the dataset. Note that although there is poor selection performance
for some cases (low speed and non-zero rain particularly) the probability of correct
selection is high for the most common winds and rains.

The probability of wind and rain conditions occurring, given that the probability of
correct estimator selection is in a certain range, is shown in Table 6.3. As shown in the table,
wind and rain conditions for which the estimator selection performance is poor are relatively
rare.
As expected, the Bayes estimator selections are best for conditions with wind speeds
which are close to the mean of the wind and rain prior used to calculated the Bayes risk.
This implies that the estimator selection algorithm is sensitive to the wind and rain prior.
This sensitivity can be reduced by using a prior selection technique discussed in the following
chapter.
An evaluation of the effectiveness of Bayes estimator selection looks at the performance of the Bayes selected estimates compared to the performance of the individual estima-
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Table 6.3: Probability of wind and rain vector given the estimator selection
performance

Probability of correct selection range
0 - 25%
25% - 50%
50% - 75%
75% - 100%

Probability of wind and rain vector
1.0%
4.8%
10.0%
84.2%

Table 6.4: Number of missed SWR selections as a function of rain rate

Rain rate range
0-1
1-2
2-5
5 - 10
10 - 50
Total

Number of occurrences
13826
7246
1520
213
114
23266

% of Total
59.4%
31.1%
6.5%
0.9%
0.5%
100%

tors as well as the optimally selected estimates. To make such a comparison, we first define
rain-impact. Rain-impact is a condition in which the rain has a large enough impact on the
WO estimate that the SWR or RO estimate has minimum squared error. This is equivalent
to the optimal estimator selection being SWR or RO. With this definition for rain-impact,
the optimal estimator selections are the WO estimator when there is no rain-impact, and the
SWR estimator when there is rain-impact. Figure 6.10 compares the wind estimate effects of
rain-impact using the WO estimates, the Bayes selected estimates, and the SWR estimates.
Without Bayes estimator selection or something equivalent, only a single estimator is
used. There are two choices, use the WO estimator all the time and discard rain-impacted
winds, or reduce rain-impact by using the SWR estimator all the time. Choosing the SWR
estimator can reduce the impact of rain but suffers degraded performance when there is no
rain. Bayes estimator selection balances both the strengths and weaknesses of the individual
estimators by making an optimal choice between them. Figure 6.10 shows that choosing
the first option has good wind performance in conditions with no rain-impact but there is
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Figure 6.10: Scatter densities (in dB) for NCEP and QuikSCAT wind estimates
for conditions with a rain impact (top row), i.e. the optimal selection should
be the SWR estimator, and without a rain impact (bottom row), for which the
optimal selection is the WO estimator. From left to right the columns show the
WO estimates, the Bayes selected estimates, and the SWR estimates. Each figure
also includes the mean of the QuikSCAT estimates (solid black line) plus and
minus one standard deviation (dashed black lines). Note that the Bayes selected
estimates have significantly reduced the wind bias in rain impact cases for all but
the lowest wind speeds and have no bias in cases with no rain impact cases. Ideally
the Bayes estimates have the performance of the WO estimator in conditions with
no rain-impact, and the same performance as SWR in conditions with rain-impact.
The differences observed are due to non-optimal estimator selection.

strong bias and high variability in rain-impact conditions. On the other hand, Fig. 6.10
shows that using the SWR estimates gives good wind performance in rain-impact conditions
but has biased performance in conditions without rain-impact. In fact, there are many times
when there are no valid SWR wind estimates. Bayes estimator selection attempts to obtain
optimal performance, using the WO estimates when there is no rain-impact and the SWR
estimates when there is. Thus, as shown in Fig. 6.10, the Bayes estimator selections have
wind performance which is similar to that of the WO estimates when there is no rain-impact
and the SWR estimates when there is rain-impact.

95

Bayes Rain performance
20

0

18

QuikSCAT rain (dB km−mm/hr)

−5
16
−10

14
12

−15

10
−20
8
6

−25

4
4

6

8
10
12
14
TRMM rain (dB km−mm/hr)

16

18

20

−30

Figure 6.11: Normalized scatter density in dB of BES rain estimates and TRMM
PR rain measurements.

The IMUDH rain flag is a modified version of the MUDH rain flag [57] that is included
with standard QuikSCAT 25 km wind estimates [88]. IMUDH is designed to indicate the
likelihood of rain-impact on a given wind estimate. For the IMUDH rain flag, rain-impact
is defined as the wind estimate being perturbed by rain from the true wind by more than 2
m/s. Although this definition is different from the definition of rain impact used previously
in this paper, the IMUDH rain flag is a useful comparison tool.
An evaluation of the effectiveness of Bayes estimator selection at reducing the effects
of rain can be performed using the IMUDH flag. Such a comparison requires knowledge of
the true conditions. Since true wind data is unavailable, the estimate error for the WO,
SWR and Bayes selected wind estimates is calculated using NCEP model wind speeds which
have additional uncertainty. The additional uncertainty in NCEP wind speeds increases the
probability that the wind estimates have error greater than 2 m/s, the original threshold for
wind perturbation used in the IMUDH rain flag [88].
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Figure 6.12: Probability of the wind estimates having error greater than 3.92
m/s, as a function of the IMUDH rain flag value. The IMUDH flag correctly
predicts the number of perturbed WO estimates, whereas the BES and SWR
estimates are perturbed by rain far less often than predicted by the IMUDH rain
flag. The dashed line in the image is the 1 to 1 line shown for comparison.

An appropriate IMUDH error threshold for use with NCEP model winds can be
obtained. The threshold is chosen by minimizing the difference between the probability that
the WO estimate error is greater than the threshold and the probability predicted by the
IMUDH rain flag. For the comparison data in this paper, the threshold which minimizes the
difference between WO estimate error and the IMUDH flag is 3.92 m/s. This value allows us
to use the IMUDH rain flag with NCEP winds as validation wind data. Fig. 6.12 shows the
probability of the WO, SWR and Bayes selected wind estimates having speed errors greater
than 3.92 m/s as a function of the IMUDH rain flag.
By construction, the WO estimates in Fig. 6.12 correspond quite well with the IMUDH
rain flag. The SWR wind estimates however, have significantly lower rain perturbation for
high IMUDH values. For low IMUDH values the SWR speed estimates have more error
than predicted by the IMUDH rain flag. The speed estimates selected using Bayes estimator
selection have improved performance over both the WO and SWR estimates. For low IMUDH
values the speed estimates selected using Bayes estimator selection are perturbed similarly or
less often than the WO estimates, and for high IMUDH values the selected speed estimates
are perturbed far less often than the WO estimates and only slightly more than the SWR
speed estimates.
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Thus the Bayes estimator selection performance as a function of the IMUDH flag
agrees with the rain-impact performance shown in Fig. 6.10. In both cases using the Bayes
selected estimates results in improved performance over the individual WO or SWR estimates
for situations with and without rain-impact. To summarize, Bayes estimator selection, as
applied to QuikSCAT wind and rain retrieval, can reduce the effects of rain impact thereby
improving wind estimates by reducing rain contamination. It also produces estimates of the
rain for rain-impacted situations.
6.6

Conclusion
Bayes estimator selection is a unique way of addressing QuikSCAT wind and rain

estimation. Rather than rely solely on one type of estimator, Bayes estimator selection can
be used to reduce the effects of rain impact without discarding information. This improves
the overall quality and reliability of the wind and rain estimates. Further, Bayes estimator
selection is a highly flexible and robust technique which can be adapted to a variety of
problems regardless of estimator technique or dimension. Although the technique does not
always make the optimal selections, it does do so a large majority of the time. This reliability
makes Bayes estimator selection a valuable tool to increase the functionality of QuikSCAT
data products. Additionally, the Bayes estimator selection technique can be applied to other
scatterometers like ASCAT, using the rain models from Chapter 4 to similarly improve the
instrument reliability.
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Chapter 7
Prior Selection and UHR BES
Chapter 6 showed that although each estimation technique WO, SWR and RO, is
optimal for some conditions, no single estimator is appropriate for all conditions. Chapter 6 introduced Bayes estimator selection (BES) to optimally choose between the several
estimators for conventional resolution wind products.
Although conventional resolution wind and rain products have lower noise levels than
UHR products, the conventional 25 km resolution is coarser than many rain cells. UHR wind
and rain products can be valuable for rain studies since their 2.5 km resolution approaches
that of rain events. At UHR, BES is complicated by significantly higher noise levels in
addition to higher variability of the wind and rain fields due to the increased resolution. The
increased noise and variability in UHR wind and rain estimates have two main consequences.
The additional variability in UHR estimates both increases their sensitivity to the wind and
rain prior distribution used in BES, and increases the probability of selecting an estimator
which is inappropriate for the true conditions.
The sensitivity to the prior distribution for UHR BES can be reduced by choosing a
prior distribution that is appropriate for each wind field. Uncommon wind events such as
tropical storms, frontal features and other wind events are particularly sensitive to the prior
distribution since each type of event is rare and is thus not well-modeled by a global prior.
This Chapter extends the BES concept by introducing a prior selection technique whereby a
single prior distribution is selected from among several candidate priors for each wind field.
To further reduce the probability of selecting an inappropriate estimator and to increase wind and rain field spatial consistency, this Chapter also introduces an estimator
selection noise reduction step. Estimator selection noise reduction corrects certain types of
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estimator selection errors by exploiting known spatial characteristics of wind and rain fields
to identify and correct incorrect estimator selections.
This Chapter adapts the concept of Bayes estimator selection from Chapter 6 to the
UHR 2.5 km wind product and further extends the technique to include prior selection and
noise reduction thereby reducing some limitations of BES which are unique to UHR. Section
Section 7.1 reviews BES and introduces some new notation. Prior selection is introduced in
Section 7.2 and is applied to QuikSCAT UHR products in Section 7.3. Section 7.4 describes
estimator selection noise reduction and Section 7.5 evaluates estimator selection performance
using BES, prior selection, and noise reduction after which Section 7.6 concludes.
7.1

Bayes Estimator Selection
As previously noted, for QuikSCAT wind and rain estimation there are three types

of estimators, WO, SWR and RO. Each estimator is appropriate under different conditions:
WO when rain effects are insignificant, SWR when wind and rain effects are comparable,
and RO when rain effects are dominant. If the estimators are used under conditions for
which they are not appropriate, the estimates are degraded, sometimes severely. This effect
is described in detail in terms of the overall Cramer-Rao lower bound in the previous Chapter
where it is demonstrated that the minimum bound can only be achieved using the estimators
under conditions for which they are appropriate. For UHR wind products, the observation
noise is higher than for 25 km wind products. This increases the estimate variability and
generally increases the CRB for the different estimators.
To approach optimal overall wind and rain estimation performance, BES can be used
to select the most appropriate wind-rain estimate without additional information. BES for
QuikSCAT conventional resolution is introduced and demonstrated in Chapter 6. It is also
shown in Chapter 6 that the estimates selected using BES have overall improved performance,
lower bias and lower mean squared-error, than the estimates from any single estimator.
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In BES the Bayes risk r(φj , Fθ ) for a decision rule φk and a prior Fθ is the expected
value of the risk function R(ϑ, φj ) and can be written as
Z
r(φj , Fθ ) =

R(ϑ, φj )Fθ (ϑ)dϑ
θ

= τ Eθ|∼X (C(ϑ, ϑ̂j )) + κEθ|X (C(ϑ, ϑ̂j )),

(7.1)

where ϑ is the true wind and rain, τ and κ are weighting coefficients, C(ϑ, ϑ̂j ) is the squared
error cost function between the estimate ϑ̂j and the true conditions ϑ, Eθ|∼X (C(ϑ, ϑ̂j ))
represents the expected squared error of not selecting ϑˆj when ϑ is true, and Eθ|X (C(ϑ, ϑ̂j ))
represents the expected squared error of selecting ϑˆj when ϑ is true. In Bayes estimator
selection a decision rule is selected by choosing the rule which minimizes Eq. 7.1. The
optimal selection, denoted φopt , for Bayes estimator selection is to choose the estimate which
minimizes C(ϑ, ϑ̂j ). Optimal values for τ and κ are selected to maximize the probability of
making the optimal selection, p(φopt ), using Monte-Carlo simulation.
Despite cases where performance is nearly optimal, there are cases where BES is not
as reliable, particularly high wind events which are relatively uncommon. This limited performance is strongly related to the wind and rain prior distribution, Fθ , used in BES. When
the wind and rain field matches the prior, BES has nearly optimal selection performance,
but when the wind and rain field does not match the prior, BES performance is degraded.
As BES is dependent on the wind and rain prior distribution Fθ , it is helpful to
explicitly include this dependency. The selected decision rule is written with this dependence
as φ̂(Fθ ) which is a shorthand notation for
φ̂(Fθ ) = arg min{r(φj , Fθ )}.
j

(7.2)

Similarly, the dependence on the prior can be included in the Bayes risk, or error, for the
selected decision rule
e(φ̂(Fθ )) = min{r(φj , Fθ )}
j

= r(φ̂(Fθ ), Fθ ).
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(7.3)
(7.4)

where e(φ̂(Fθ )) is the Bayes risk associated with the decision rule selected using the prior
density Fθ .
It is demonstrated in Chaper 6 that BES functions well at conventional resolution,
i.e. p(φopt ) is high, for cases where the observed wind and rain field is well-represented by
the wind and rain prior distribution, Fθ . For most wind fields (roughly 80% of winds), the
global wind and rain prior used in Chapter 6 is appropriate. However, for wind and rain
fields which are misrepresented by the prior, BES has diminished performance, i.e. p(φopt )
is low. This reduced performance is not a breakdown of the BES technique but is instead a
consequence of using a prior that is inconsistent with underlying conditions.
At UHR, the sensitivity to the wind and rain prior distribution is greater due to
greater spatial variability in the UHR wind and rain fields. Wind events such as hurricanes
are particularly sensitive to the wind and rain prior since they are uncommon on a global
scale and are thus not well-represented by a global prior. However, since these rare cases are
often of particular interest, it is important that BES can address them reliably. To increase
the reliability of BES for wind and rain conditions which are not well-represented by a global
prior we introduce the concept of prior selection.
7.2

Prior Selection
Senstivity to the prior distribution is common to all Bayes techniques, from Bayes de-

cisions to MAP estimation. When the prior does not reflect the distribution of observations,
accuracy and reliability are diminished. One method to ameliorate this limitation is to use a
prior which more appropriately fits the observed wind and rain field. In our application we
consider multiple priors which can be selected to better model wind and rain interaction such
as storm dynamics, as in [83] where a hurricane model-based prior is derived and utilized,
or can compensate for regional characteristics such as trade winds or topography.
Attempting to create a single prior distribution to match a potentially infinite variety
of wind and rain fields is not feasible. An alternative method pursued here is create a
reasonably sized set of candidate prior distributions from which to choose a suitable prior.
As a mechanism to select a best prior distribution from among multiple candidate priors, we
introduce a prior selection technique based upon a Bayes decision formulation.
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Adapting a Bayes decision mechanism for prior selection implies that the true prior
distribution is a random variable with some distribution. Treating the true prior distribution
as a random variable is a concept that is particularly well-suited for UHR wind and rain
fields which can have a variety of distributions over relatively small areas.
Because wind and rain retrieval is not performed for the entire globe simultaneously
it makes little sense to blindly use a global wind and rain distribution when small-scale
features are of interest. Rather, it is more appropriate to consider a set of candidate wind
and rain distributions which represent a variety of wind and rain phenomena on the spatial
scales of interest and select from it one that best matches the local conditions, ranging from
hurricanes to doldrums. This set of wind and rain distributions has a distribution which
can represent the frequency with which each type of phenomena occurs. To decide which
of these wind and rain distributions is most appropriate for observed conditions requires a
prior selection technique which we now introduce.
Let Fθi denote a candidate prior and let FΘt denote the true prior. To form the
Bayes risk for prior selection requires the definition of a loss function L(Φi (φ), FΘt ) where
Φi (φ) is the prior selection decision rule based on observing φ and FΘt represents the true
prior. The Bayes risk also requires a prior distribution on the candidate priors. We denote
the probability of prior FΘi being best as fΘ (i). The Bayes risk also requires a conditional
distribution which represents the probability of prior Fθi being best given that the ‘true’
prior is FΘj . This probability mass function is written as f (i|j). With this notation the risk
function can be written
R(Φi , Θt ) = Eθj |Θt [L(Φi (φ̂(Fθj )), FΘt )]
X
=
L(Φi (φ̂(Fθj )), FΘt )f (i|j).

(7.5)

j

To form the Bayes risk requires one final distribution, fΘ , which represents the distribution of prior distributions. The Bayes risk for prior selection is the posterior expected
loss and can be written
r(Φi , fΘ ) =

XX
t

L(Φi (φ̂(Fθj )), FΘt )f (j|t)fΘ (t).

j
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(7.6)

A shorthand notation for the rule that selects the prior which minimizes the Bayes risk is
Φ̂ = arg min r(Φi , FΘ ),
i

(7.7)

where Φ̂ represents the selected prior.
7.2.1

Prior Selection Loss Function
The definition of the loss function is fundamental to the success of the prior selection

technique. The definition of a suitable loss function must account for several unique aspects
of the estimator selection problem.
For a single WVC there are at most three different estimates, WO, SWR and RO.
With three data points there is often sufficient information to make an informed estimator
selection using BES, however, there may be insufficient information to select a prior as well.
Prior selection must therefore include information from more than a single WVC. Additional
information is available, particularly at UHR, by changing from a point-wise formulation,
where each WVC is considered independently, to a field-wise formulation, where each WVC is
related to the surrounding WVCs. Field-wise techniques have been previously implemented
for wind retrieval [83][89]; however, prior selection is unique in that it makes field-wise
decisions about point-wise estimates.
A field-wise formulation for prior selection exploits spatial consistency in wind and
rain fields by incorporating information from the surrounding WVCs. This spatial correlation
can be utilized in prior selection by defining a loss function for the prior selection decision
rules which incorporates the spatial characteristics of the wind field.
Such a loss function can be written
L(Φi (φ̂(Fθj )), FΘt )(x,y) = e(φ̂(Fθj ))(x,y) ∗ W (x, y)δij ,

(7.8)

where the subscript (x, y) indicates location, ∗ denotes spatial convolution, W (x, y) is a
weighting function, and δij is a Dirac delta function. This definition for the prior selection
loss function ensures that the loss associated with candidate prior Fθj at pixel (x, y) depends
on the BES Bayes risk associated with the estimator selections in the surrounding area. The
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Dirac delta function δij ensures that the loss for candidate prior Fθj is zero when it is not
selected using decision rule Φi .
Note, this definition for the loss function does not depend on the true prior FΘt . This
is by design for several reasons. First, identifying the true prior is not the objective; rather
it is to choose the candidate prior which results in the lowest estimation error over a region.
Second, there is no way to determine the true distribution of wind and rain vectors in a
WVC from a single wind and rain estimate, at least not without additional information.
The loss function accounts for spatial consistency using the weighting function W (x, y)
which must reflect the expected spatial consistency of the wind and rain field.
7.3

Bayes Estimator Selection with Prior Selection
This section discusses the application of both BES and prior selection to the QuikSCAT

UHR product. Previously in Chapter 6, BES was applied only to 25 km wind products using
a single universal wind and rain prior.
7.3.1

Estimator Likelihood Function
The estimator likelihood function f (i|ϑ) for UHR BES is independent of the wind

and rain prior as it depends only on the performance of the estimators. For performance
evaluation we use a Monte-Carlo approach. Although model-based approaches can lend to
the simplicity of the prior, the Monte-Carlo approach we pursue here is advantageous in that
it is simple to implement and the results can be easily interpreted. This approach is identical
to that pursued for the conventional resolution estimator likelihood function except that the
Monte-Carlo simulation parameters are those for UHR wind products [90][5]. At UHR, the
general structure of the estimator likelihood function reflects estimator performance similar
to that of conventional resolution, however the higher noise level in the UHR estimates causes
greater variability in the optimal estimator selections for any wind and rain vector. This is
because UHR wind and rain retrieval is not as sensitive to low rain events as 25 km wind
and rain estimates.
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7.3.2

Candidate Priors
The choice of candidate priors is critical to overall algorithm performance. One

approach to choosing a wind and rain prior is to estimate the parameters of the wind and rain
prior distribution from the data. This approach is complicated for wind and rain estimation
because it is unclear which estimates, WO, SWR or RO, should be used to estimate the
prior parameters. Instead, prior selection is essentially a two step approach where BES is
performed with each candidate prior, after which prior selection uses the selected estimates
from each candidate prior to select the best prior distribution. For this approach, prior
selection requires a number of candidate priors. While there are a potentially infinite number
of viable wind and rain distributions, with some additional information about wind and rain
fields in general, a set of useful candidate priors may be formed.
Wind fields are relatively smooth on small-spatial scales as wind spectra are dominated by low wavelengths, although storms and weather fronts can cause higher spatial
variability. Rain fields, on the other hand, are characterized by high spatial variation, particularly for convective storm systems where rain cells can be as small as 2.5 km [91]. Although
rain events modify the wind field, the distribution of wind speeds over the surrounding region remains largely unchanged. Thus for moderate spatial scales, between 25 and 100 km,
there is potentially high variability for rain, but low variability for wind, i.e. the wind is
dominated by a local mean flow.
The spatial auto-correlation of wind and rain is estimated using NCEP model winds
and TRMM PR measured rains and is shown in Fig. 7.1. As expected, the wind autocorrelation is very smooth over large scales whereas the rain auto-correlation falls off very
quickly.
Prior selection for BES works to reduce the estimator selection errors associated with
BES by choosing the appropriate wind and rain prior distribution. BES has the greatest
limitations when the mean wind speed over a region is significantly different from the global
wind prior. This, together with rain spatial characteristics, implies that useful candidate
priors can have similar rain distributions with different mean wind speeds.
The candidate priors are selected so that each has a different mean wind speed than
the global wind-rain prior. To ensure that these prior distributions reasonably match ob106
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Figure 7.1: Empiric rain (left) and wind speed (right) correlation functions
relative to the QuikSCAT geometry as calculated from TRMM PR measured rain
rates and NCEP interpolated wind fields. Each cell is 2.5km wide corresponding
to QuikSCAT UHR. Note that the rain autocorrelation falls off very quickly while
the wind autocorrelation is quite smooth over large spatial scales.

served wind and rain conditions they can be formed by shifting the mean of the global wind
and rain prior density for UHR which is formed the same way as the conventional resolution
wind and rain prior in [92]. Thus each candidate prior has a uniform direction distribution,
identical marginal distributions for rain, and Weibull wind speed distributions with different
means and similar variances.
Prior selection is not particularly sensitive to the number of candidate priors considered in this Chapter. Fewer priors may leave artifacts in the estimator selection fields as
BES characteristics are prior dependent. Using more priors can reduce artifacts but significantly increases the required computation for prior selection. To balance simplicity with
effectiveness, in this Chapter we use 12 candidate prior distributions with wind speed means
and standard deviations given in Table 7.1. The prior distributions are selected to represent
wind conditions from low to high wind speeds. As low wind speeds occur far more frequently
the candidate priors have mean wind speeds which are spaced more densely. For high wind
speeds the candidate priors have slightly greater spacing to reduce the computation involved
in prior selection while maintaining coverage for higher wind speed conditions. As the candidate priors only differ in the distributions of wind speed, each candidate prior can be
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Table 7.1: Candidate prior mean wind speeds and standard deviations

µ
5
7
9
11
13
15
17.5
20
22.5
25
27.5
30

σ
2.8
2.9
3.0
3.1
3.2
3.3
3.3
3.4
3.4
3.5
3.5
3.6

uniquely identified by the mean non-raining wind speed ( µ in Table 7.1 ) as is done in the
following sections.
7.3.3

Prior Selection Weighting Function
The weighting function W (x, y) is fundamental to prior selection. The weighting

function incorporates spatial characteristics of the wind over a large area enabling prior
selection. To utilize known spatial characteristics of the wind fields we choose to use the
two-dimensional autocorrelation function of the wind field as the prior selection weighting
function. When the spatially weighted BES error is a minimized by a candidate prior, it
implies that the surrounding area is well-represented by the candidate prior.
Prior selection is partly motivated by the fact that rain-free high winds can be easily
mistaken for lower speed rain-contaminated winds. Since rain events typically have small
spatial extent they can be differentiated from high wind events using prior selection. To
differentiate such events the size of the weighting function W (x, y) must be larger than most
rain events. For this Chapter the weighting function size is 225 x 225 km. Prior selection
is not particularly dependent on the size of the weighting function as long as it is suitably
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large. If the weights are too small prior selection has diminished performance since the
weight function is not large enough to reliably detect changes in the wind speed distribution.
7.3.4

Optimal BES for Candidate Priors
To realize optimum estimator selection using each candidate prior distribution, the

optimum value for κ must be determined for each candidate prior distribution. The optimum
values of κ are obtained for each candidate prior density using Monte-Carlo simulation as in
[92] for each cross-track location and are shown in Fig. 7.2.
In addition to choosing the optimal value for κ, Bayes estimator selection can be
improved by choosing a minimum acceptable value for rain estimates. Based on the estimator
likelihood function, there is a rain rate for each wind speed below which the SWR and RO
estimators rarely have lower squared-error than the WO estimate, indicating that for lower
rain rates the WO estimate should always be selected. By rejecting SWR and RO estimates
with rain rates below this threshold the probability of incorrectly selecting the SWR or RO
estimator can be reduced dramatically. The minimum rain threshold is determined for each
candidate prior using the estimator likelihood function as the rain rate above which the
probability of the SWR estimate being correct is greater than 50% for the mean wind speed
of the prior. The minimum rain rate for each candidate prior is shown in Fig. 7.3. The
minimum acceptable rain rate increases with the mean speed of the wind and rain prior.
For low wind speeds, wind is very susceptible to rain contamination so only the lowest rain
estimates can be neglected. Similarly for high wind speeds, the wind is relatively unaffected
by rain contamination unless the rain is very high, so the low to moderate rain estimates
can be discarded.
The optimum values of κ are dependent on both the candidate prior and the observation geometry (cross-track swath location). As the mean wind speed of the prior increases, κ
increases sharply. When κ is close to one, Bayes estimator selection attempts to minimize the
error associated with the correct estimator selection. This implies that the cost of incorrect
selections is similar to that of the correct selection indicating that the estimates have high
noise levels. The decreases in κ above a mean speed of 13 m/s can be partly explained by the
minimum acceptable rain threshold. By discarding estimates with low rain estimates, the
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Figure 7.2: Optimal values of κ for each of the candidate prior distributions for
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Figure 7.3: Minimum acceptable rain rate for the candidate prior distributions
for a single cross-track location.

estimator noise is reduced thereby modifying optimal Bayes estimator selection from a minimum cost of correct selection operating principle to a minimum cost of incorrect selection
operating principle.
7.3.5

Distribution of Priors
Although the distribution of wind vectors can be approximated with a Weibull dis-

tribution, it is not as clear how the distribution of priors, fΘ , should be represented as there
is often no a priori information about the realization of the observed wind field. Without definitive a priori information, a maximum entropy argument is a logical approach to
forming the distribution. Following a maximum entropy argument we adopt a so-called “noninformative” uniform prior for the density of priors, indicating that for a specific spatial area
we make no assumptions about the distribution of priors. This choice is particularly useful
for wind and rain retrieval on a global scale as the prior selection is thus influenced only by
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the estimates and not by an informed prior which may not be appropriate for seasonal or
regional variations of the distribution of winds and rain.
7.4

Noise Reduction for Estimator Selections
Bayes estimator selection is driven principally by the optimality of the selection pa-

rameters and decision rules for point-wise wind and rain estimates. Prior selection is adopted
to account for some of the spatial characteristics of wind and rain but it does not ensure spatial consistency of the selected estimates in all cases. Here we diverge from strict point-wise
estimator selection optimality and investigate spatial consistency of the estimates as a form
of noise reduction. Although the estimator selection uses a statistically optimal criteria, it
is a noisy process and some incorrect decisions occur. Incorrect decisions can be apparent
due to the structure of the wind and rain fields. By exploiting some general features of wind
and rain fields indicated by the wind and rain autocorrelation functions, selection errors can
be identified and corrected.
The purpose of noise reduction for wind and rain estimates with prior selection is
twofold. First, the Bayes estimator selection is subject to some uncertainty due to noise
even when the correct prior is used. Noise reduction aims to reduce selection errors due to
high noise levels in the estimates. Second, prior selection can introduce artifacts into selected
estimate fields since the characteristics of Bayes estimator selection change depending on the
prior used. Noise reduction also aims to reduce these artifacts making the selected wind and
rain fields spatially consistent.
To achieve the objectives of noise reduction we exploit the spatial consistency of wind
and rain fields to both reduce noise and create spatially consistent fields of selected estimates.
7.4.1

Estimator Selection Noise Reduction
Wind estimates are inherently noisy, and with BES and prior selection there are

conditions where the noise level can increase due to incorrect estimator selection. Typically
estimator selection errors occur for wind and rain events that are difficult to correctly classify.
These types of rain events can be generally grouped into several populations: low-rain, highrain, and high-speed.
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Low-rain selection errors typically occur as selection errors between the WO and
SWR estimates. Selection errors with low rains typically occur because the WO estimator is
selected when the SWR has minimum squared error. High-speed errors occur when the wind
speed is quite high and the rain is insignificant. For these cases the WO estimate should be
selected but the SWR wind estimate was selected.
High-rain errors occur when the WO estimate is selected because the SWR rain rate
is high. To identify areas where these types of estimator selection errors are likely, a filtered
field of wind estimates can be formed.
Wiener filtering produces estimates which optimally minimize the mean-square error
given a field of noisy estimates and the autocorrelation function of the signal [93]. Wienerfiltered signal estimates can reduce noise and help identify areas where it is likely that the
estimator selections are incorrect.
The optimal filter coefficients for noisy observations are given by the Wiener-Hopf
equations as
[Rx + σv2 I]w = rx ,

(7.9)

where Rx is a Hermitian Toeplitz matrix of autocorrelation values for the desired signal, σv2 is
the variance of the noise, w are the optimal filter weights, and rx is a vector of autocorrelation
values [93]. Although Wiener filters are typically defined for vectors, they can be extended
to two-dimensional spatial filtering.
Since the autocorrelation is known for both wind and rain, the optimal filter coefficients can be determined using the Wiener-Hopf equations. The noise power, σv2 , for wind
and rain can be approximated as the mean-squared-error of the wind and rain estimates
over a large dataset. For this study, the mean-squared wind and rain error is the error between the ideal estimator selections and the NCEP winds and TRMM PR measured rains.
The mean-squared error is calculated from a data set of 17 million co-located TRMM PR
and QuikSCAT observations from 1999 and 2000. For this dataset the mean-squared wind
error is 7.83 (m/s)2 and the mean-squared rain error is 73.3 (km-mm/hr)2 , indicating that
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the best-case wind estimates have a standard deviation of 2.79 m/s and the best-case rain
estimates have a standard deviation of 8.56 km-mm/hr.
Equation 7.9 assumes that the noise is uncorrelated. For UHR QuikSCAT data the
observation noise is correlated between WVCs due to the resolution enhancement. Further,
the noise is also a function of the QuikSCAT swath location. The spatial correlation of
the noise is due to the nature of the overlapping slice measurements used in resolution
enhancement. While the resolution enhancement causes correlation of the noise realizations,
the extent of the correlation is limited by the spatial extent of the slice spatial response
function. The noise is thus only correlated for a maximum extent of 30 km using UHR
resolution enhancement. Since the noise level of the estimates is quite high, the spatial
correlation of the noise does not have a strong effect on the optimal Wiener filter. We thus
treat the noise realizations as uncorrelated.
The Wiener filter coefficients give the minimum-squared-error wind and rain given
the observations over a region. The Wiener filtered wind and rain fields form smoothed
wind and rain fields with reduced noise. The smoothed estimates of the wind and rain
fields are useful in identifying and correcting missed rain selections. Missed rain selections
occur as two types of errors, WO selections when the SWR estimate should be selected, and
WO selections when the RO estimate should be selected. Each type of error is sufficiently
different that they must be treated separately.
For WO selections when the SWR estimate is best, the selection errors are recognizable as holes, or gaps in larger rain events. These errors can be identified by filtering
the selected wind and rain fields. If the Wiener-smoothed rain is greater than 1 km-mm/hr
and the SWR error is less than the WO error then the WVC is classified as a missed SWR
selection. Typically the missed SWR selections occur for low rain rates, where the WO and
SWR estimates are similar. For these conditions selecting the SWR estimate instead of the
WO estimate has a small impact on the overall estimate error. Although the error may only
change a small amount, without correcting for the selection error significant rain events may
be classified as non-raining conditions.
WO estimator selections that should be RO selections can be corrected in a second
step. RO missed selections often occur for moderate to high rain rates when the SWR
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estimator does not produce a wind and rain estimate. For raining conditions, this condition
often implies that the RO estimate is likely the better solution than the WO estimate.
These errors can be identified as areas where the smoothed rain estimates are high enough
to warrant an estimate of the rain despite the smoothed wind speed. Unlike the missed
SWR selections, exchanging WO and RO estimates can change the overall estimation error
drastically. Thus the RO estimate should only be used when the rain rate is high enough
that the wind backscatter signal is entirely lost. WVCs for which the rain rate is sufficient to
mask the wind signal can be identified using the Wiener-smoothed wind and rain fields. The
rain rates which are high enough to mask the wind signal are those for which the estimator
likelihood function for the SWR or RO estimator is greater than 0.5. This indicates that
smoothed rain in the WVC is large enough to obscure the wind signal entirely and the RO
estimate is likely to be a more appropriate estimator than the WO estimate.
7.4.2

Consistency Check
The second objective for estimator selection noise reduction is to produce spatially

consistent wind and rain fields. This is particularly important for areas with high wind
speeds where incorrect selections of SWR or RO estimates are common. For these cases the
poor selections can be identified since the rain events do not have a physically consistent
structure, as indicated by the known rain spatial correlation. To correct this type of spatial
inconsistency, the noise-corrected wind and rain estimates from the previous subsection can
be smoothed again using the Wiener filters for wind and rain. Then the estimators which have
minimum squared-error with the smoothed wind and rain fields are selected as the correct
estimates. This step can change the estimator selections dramatically if the smoothing is
performed on too wide a scale. To minimize over-smoothing while maintaining consistency,
the smoothing filters are limited to an extent of 25 km for this step.
The estimator selection noise reduction process is not intended to change a lot of the
estimator selections made using Bayes estimator selection and prior selection. Rather, the
noise reduction steps are designed to reduce small scale selection errors, remove artifacts in
the estimator selections due to prior selection, and to increase the spatial consistency of the
wind and rain estimate fields. The changes in the selected estimator using noise reduction
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after prior selection result in small changes in the overall probability of correct estimator
selection, but they can be significant changes in terms of the overall estimation error.
Although the steps taken during noise reduction are somewhat ad-hoc in nature,
when used in conjunction with prior selection they improve the overall estimator selection
performance and aid interpretation of the estimator selections as a viable rain-impact flag.
The improvements in estimator selection and rain-flagging performance are quantified in the
following Section.
7.5

Results
To evaluate performance of prior selection and noise reduction on QuikSCAT wind and

rain estimates this Section considers a case study and average results over a large dataset.
This Chapter uses numerically modeled wind estimates produced by the National Center
for Environmental Prediction (NCEP) and rain measurements made by the Tropical Rain
Measuring Mission Precipitation Radar (TRMM PR). The NCEP winds used in this study
are treated as a truth dataset but are in reality only an approximation to the true wind
field. Although the NCEP winds may not model small-scale variations in the wind field,
they are accurate on a global scale. TRMM PR rain measurements are very reliable and are
an ideal comparison dataset for rain validation. There are some differences in the TRMM
PR and QuikSCAT observation geometry and sampling pattern which must be accounted
for in order to compare TRMM PR and QuikSCAT rains as in Chapter 3.
7.5.1

Case Study
Bayes estimator selection functions well when the observed wind is well represented by

the wind and rain prior employed. If the observed wind changes rapidly over a short region,
such as at weather fronts or in severe storms, a single prior cannot be appropriate. Although
prior selection performs well under all conditions, the advantages of adopting prior selection
are most obvious when the observed wind field consists of multiple wind distributions. To
demonstrate the advantages of Bayes estimator selection with prior selection, we consider a
case study of QuikSCAT rev 10362 from June 15, 2001.
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Figure 7.4: (Previous page) Estimator results and Bayes estimator selection for
QuikSCAT rev 10362, Jun. 15, 2001. Each sub-image corresponds to the same
wind and rain field where the x and y axes indicate the QuikSCAT along-track
and cross-track dimensions respectively. The top row shows wind speed estimates
(m/s) with overlaid direction vectors. From left to right:, wind-only, simultaneous
wind-rain, Bayes selected wind. The second row shows rain estimates (dB kmmm/hr) with relevant direction vectors overlaid. From left to right: rain-only,
simultaneous wind-rain, Bayes selected rain. For comparison, the third row shows
the TRMM PR measured rain (dB km-mm/hr) with the model wind vector field
overlaid (left), the ideal estimator selections (center) and the Bayes estimator
selections without prior selection(right). The bottom row shows the mean wind
speed (m/s) for the selected prior (left), the estimator selections made with prior
selection (center) and the estimator selections made with prior selection and noise
reduction (right). In each image the x-axis shows QuikSCAT along-track range
and the y-axis represents cross-track range. For estimator selection fields (lower 2
images in the right two columns), the white WVCs (value of 0) corresponds to a
wind-only selection, the gray/green WVCs (value of 1) to a simultaneous wind-rain
selection, and the black WVCs (value of 2) to a rain-only selection. Note that the
Bayes selected estimates (upper 2 images in the right column) have less noise than
the SWR estimates and have smooth wind fields in non-raining cases. Additionally,
the Bayes estimator selections after prior selection and noise reduction (lower right
image) and the ideal selections (middle of 3rd row) identify similar rain structures,
and the selections are identical for 87.1% of the WVCs.

The QuikSCAT wind and rain estimates are shown in Fig. 7.4 in addition to TRMM
PR measured rains, estimator selections, and prior selections. The top portion of the wind
and rain field has several rain events which cause rain contamination of moderate winds
shown as a diagonal band of high wind speeds from the left-center to the top-middle part of
the figures. The right and bottom portions of the wind field have high wind speeds which
are separated by a front from the rest of the image.
The WO wind estimates (shown in the upper left of Fig. 7.4) near the top of the wind
field are contaminated by the rain events causing spurious high wind speed estimates. Near
the bottom of the wind field, where there is no rain contamination of the winds, the WO
estimates are very accurate.
The SWR wind estimates (upper central image in Fig. 7.4) are generally lower than
the corresponding WO estimates. In the raining conditions, SWR wind and rain estimates are
quite reasonable. However, in the high wind speed portion, the SWR speeds underestimate
the wind and the SWR rain estimates are too high. Selecting the SWR estimate in the high
speed region would thus be detrimental to overall performance.
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Although the RO rain estimates are reasonable in the raining parts of the rain field,
the RO rain estimates should not be used in the rain-free high wind speed area. Despite the
fact that there is little or no rain in the high wind speed portion the RO rain estimates are
extremely high.
Given the observed performance of the individual estimators for this case study, the
ideal estimator selection (shown in Fig. 7.4) is to use the WO estimates for the rain-free
cases and the high-speed cases. For the raining areas the SWR or RO estimates should be
used.
Bayes estimator selection using the global prior, a mean speed of 7 m/s, for this case
correctly identifies the raining areas in the moderate wind speeds. Unfortunately, for the
high wind speed region, Bayes estimator selection with the global prior falsely identifies rain
events and incorrectly selects the SWR and RO estimators. This is not surprising since the
global prior does not model the high speed region well. Using Bayes estimator selection with
the global prior the percentage of correct estimator selections for this case is 66.9%.
Prior selection together with Bayes estimator selection reduces the incorrect estimator
selections in the high speed region while maintaining correct selection in the rainy portions.
Note that the mean wind speed of the selected priors resemble those of the wind estimates,
albeit biased slight lower. The corresponding Bayes estimator selections with prior selection
identify the raining regions while significantly reducing the incorrect estimator selections
associated with the high wind speed area. Although prior selection greatly reduces the
number of incorrect selections in the high speed region, it contains some selection artifacts
attributable to the number of candidate priors. Prior selection improves the percentage of
correct estimator selections to 85.6%.
Noise reduction of the combined Bayes estimator selections and prior selections reduces the noise due to incorrect selections while improving the spatial consistency of the
selected wind and rain fields. Although there are still some incorrect estimator selections in
the region, noise reduction increases the percentage of correct estimator selections to 87.1%.
Noise reduction does not make a large overall improvement in the percentage of correct estimator selections. By design, noise reduction only makes small changes which increase overall
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Table 7.2: Probability of wind and rain vectors occurring which have estimator
selection performance in the indicated ranges

Probability of optimal selection range
0 - 25%
25% - 50%
50% - 75%
75% - 100%

without PS
0.8%
10.4%
28.2%
60.6%

PS
0.2%
0.9%
8.1%
90.7%

PS and NR
0.2%
1.0%
7.1%
91.7%

spatial consistency. These changes are most important and effective in very high speed and
rain cases which occur rarely in either a case study or a global dataset.
For this case study we can see that prior selection and noise reduction increase the
probability of optimal estimator selection substantially compared to conventional BES. This
reduces the frequency of both false and missed rain selections while simultaneously improving
the selected wind and rain fields substantially. Although this case study was selected to
highlight the improvements which are possible when using prior selection and noise reduction,
the performance increase can be also observed over much larger data sets which have a wide
variety of wind conditions.
7.5.2

Overall Performance
To evaluate the overall performance of the prior selection technique, two separate

comparisons are made: 1) How well do prior selection and noise reduction approach optimal
estimator selection? and 2) How do the selections affect the accuracy of the selected wind
and rain estimates? The first question can be answered by evaluating the estimator selections
and the second by evaluating the selected estimates. These evaluations are performed on a
dataset of one year of QuikSCAT and TRMM PR co-located observations which contains
11.2 million 2.5 km WVCs.
Estimator Selection Accuracy
The performance of estimator selection varies as a function of the true conditions
whether prior selection and noise reduction are incorporated or not. Fig. 7.5 shows the
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Figure 7.5: Probability of optimal estimator selection for UHR wind estimates
as a function of NCEP wind speed and TRMM PR measured rain rate. Left:
Bayes estimator selection using a single wind-rain prior. Right: Results using
prior selection and noise reduction. Although using prior selection slightly reduces
the probability of optimal estimator selection for low speeds and moderate to high
rain rates, it increases the probability of optimal selection for moderate to high
winds for all rain rates.

probability of optimal estimator selection for Bayes estimator selection with and without
prior selection and noise reduction as a function of NCEP wind speeds and TRMM PR
measured rain rates. Optimal estimator selections are those which have minimum total
squared-error where NCEP winds and TRMM PR rains are used as truth data. When
prior selection is not used the probability of optimal estimator selection is high for wind
speeds close to 5 m/s. For moderate and high wind speeds, however, the estimator selection
performance is low if prior selection is not used. Although the addition of prior selection and
noise reduction reduces the probability of optimal selection for some low to moderate speed
cases, the majority of the time it significantly increases the probability of optimal estimator
selection. For moderate and high wind speeds the increase in the probability of optimal
estimator selection due to prior selection and noise reduction can be as much as 90%.
The improvements in the probability of optimal estimator selection incurred by adopting prior selection and noise reduction are summarized in Table 7.2 for the one year dataset.
Without prior selection, the probability of a wind and rain vector occurring for which the
probability of optimal selection is below 75% is 39.4%, with prior selection it is reduced
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Table 7.3: Overall probability of optimal estimator selection for 1 year of
co-located data

Method
Without PS
PS
PS and NR

Probability of optimal selection
77.2%
90.5%
92.5%

to 9.2%, and with noise reduction it is reduced to 8.3%. Additionally, although Table 7.2
indicates that there are wind and rain vectors for which the probability of optimal estimator
selection is below 25%, these wind and rain vectors only occur 0.2% of the time when prior
selection and noise reduction are used.
The overall improvements in the probability of optimal estimator selection are shown
in Table 7.3. Adopting prior selection increase the probability of optimal estimator selection
by 13.3% and using noise reduction increases the probability by an additional 2%. Thus
while BES alone only made the correct selection 77.2% of the time, BES with prior selection
and noise reduction makes the correct estimator selection 92.5% of the time.
Accuracy of Selected Estimates
To evaluate how estimator selection affects the overall estimation accuracy we first
define the concept of rain-impact. For estimator selection we define rain-impact to indicate
a rain event which causes sufficient contamination to cause the SWR or RO estimate to have
lower squared-error than the WO estimate. Thus for conditions with rain-impact the SWR
or RO estimate is the optimal selection; when there is no rain-impact the WO estimate is
the optimal selection. Bayes estimator selection with prior selection and noise reduction
(BES-PS) is used to evaluate overall results in the following.
Without adopting BES or BES-PS there are essentially two alternatives for wind and
rain estimation. Choose to use the WO estimates and discard rain-impacted winds, or reduce
the effects of rain-impact by choosing to use the SWR estimates and live with degraded wind
performance in non-raining cases. As an improved alternative, BES-PS attempts to make
the optimal selections, to choose the SWR estimates when there is rain-impact and to choose
the WO estimates for cases without rain-impact.
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Although BES-PS is constructed to perform as close to optimally as possible, the
method does not always make the optimal estimator selection. The effects of non-optimal
estimator selections can be illustrated by analyzing the wind estimates in cases with and
without rain-impact. Figure 7.6 shows the scatter density of the wind estimates as a function
of the NCEP model wind speed. The mean estimated wind speed and standard deviation is
also plotted for reference in each image. For the cases with rain-impact BES-PS works to
have the same performance as the SWR estimates, which have optimal performance during
rain-impact. For cases without rain-impact BES-PS works to have the same performance
as the WO estimates. For the optimal estimates, with and without rain-impact, the bias
between the NCEP and QuikSCAT speeds is quite low and the standard deviations are
relatively small.
For rain-impact conditions, although the bias and standard deviations are not as
low as the optimal SWR estimates, the wind estimates from BES and prior selection have
reduced bias and variability when compared with the corresponding WO estimates. Similarly for conditions without rain-impact, the BES-PS wind estimates have nearly identical
performance to the WO estimates which is much improved over the corresponding SWR
estimates.
The overall wind speed root mean-squared (RMS) error and bias is shown in Tables
7.4 and 7.5 for the WO, SWR and BES-PS, speed estimates for cases with and without rainimpact. For cases free of rain-impact, the BES-PS have lower RMS error than the WO or
SWR estimates but the estimates are slightly more biased than the WO speed estimates. For
cases with rain-impact the BES-PS RMS error is substantially lower than the WO estimates
and somewhat greater than the SWR estimates. The BES-PS wind speed bias for rainimpact cases is again somewhat greater than the SWR estimates but substantially lower
than the WO estimates.
An advantage of BES with prior selection and noise reduction is that it does not need
a separate rain-impact indicator. In fact the advantages of BES with prior selection are clear
without differentiating between cases with and without rain-impact. The overall RMS error
and bias for the entire dataset are also shown in Tables 7.4 and 7.5 for the WO, SWR and
BES with prior selection wind speed estimates. The overall RMS error and bias for BES-PS
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Figure 7.6: Scatter densities (in dB) for NCEP and QuikSCAT wind estimates
for the one year dataset separated into during rain (top row), and rain-free (bottom
row) conditions. From left to right the columns show the WO estimates, the Bayes
selected estimates, and the SWR estimates. Each figure also includes the mean of
the QuikSCAT estimates (solid black line) plus and minus one standard deviation
(dashed black lines). Note that the Bayes selected estimates (middle column) have
significantly reduced the wind bias compared to the WO estimates in rain cases
for all but the lowest wind speeds and have little bias in cases without rain-impact.
Ideally the Bayes estimates (center column) have the same performance as the WO
estimator in rain-free conditions (bottom-left), and the same performance as SWR
in conditions with rain (top-right). Discrepancies between the Bayes performance
and the ideal performance with and without rain are due to non-optimal estimator
selection.

are smaller than both the WO and SWR indicating that the BES-PS has performance which
surpasses the individual estimators. The fact that the BES-PS RMS error and bias are lower
overall than both the WO and SWR estimates indicates that BES-PS yields improved overall
wind and rain estimates in both raining and rain-free conditions.
7.6

Summary
BES-PS increases the overall accuracy of the wind estimates in addition to providing

estimates of the rain during significant rain events. While BES is a useful tool, the addi123

Table 7.4: Wind speed RMS error for one year dataset

WO
Rain
5.66 m/s
Rain-free 1.91 m/s
Overall 2.51 m/s

BES-PS
3.71 m/s
1.88 m/s
2.15 m/s

SWR
2.36 m/s
4.21 m/s
4.14 m/s

Table 7.5: Wind speed bias for one year dataset

Rain
Rain-free
Overall

WO
4.57 m/s
-0.21 m/s
0.19 m/s

BES-PS
1.67 m/s
-0.34 m/s
-0.16 m/s

SWR
0.24 m/s
-2.80 m/s
-2.55 m/s

tion of prior selection generalizes the technique to a much wider variety of wind conditions
and substantially improves the estimator selection performance. The improved estimator
selection performance indicates that BES-PS approaches optimal estimator selection. This
indicates that QuikSCAT is capable of accurately estimating the wind, the wind and rain,
or the rain depending on the specific conditions without additional sources of information.
The resulting global wind and rain dataset can be used in a wide variety of applications
which range from small-scale studies of tropical cyclones and other storms to global climate
studies.
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Chapter 8
Land-Contamination Mitigation
Chapters 3 to 7 have discussed mitigation of rain-contamination effects on scatterometer observations. This Chapter deals with mitigating contamination of backscatter observations which occur due to measurement proximity to land [94]. Unlike rain contamination,
which occurs in widely variable locations and intensities, land contamination occurs due
to fixed land masses. Additionally, land contamination cannot be modeled phenomenologically the way rain contamination has been. These fundamental differences require that land
contamination be treated in a very different way.
Coastal winds are of particular interest due to their large economic and societal
impact. Because the radar backscatter from land is much brighter than ocean backscatter
for most cases, there is significant contamination of the backscatter measurements, termed
σ o , near the coast due to antenna sidelobes. To facilitate accurate wind retrieval, landcontaminated σ o measurements must be identified and disregarded during wind retrieval.
Previous methods identified all measurements with 3 dB contours within 30 km of the coast
and discarded them. This Chapter proposes an improved method to quantify the impact
of land contamination and discard only contaminated measurements which degrade wind
estimation thereby improving near-coastal wind estimate coverage and accuracy.
In this chapter, after a brief overview of relevant QuikSCAT details, we evaluate
two metrics for the detection of land contaminated σ o measurements: minimum distance to
land (MDL) and land contribution ratio (LCR). After comparing each metric, we generate
threshold levels for use in wind retrieval using the LCR. Finally, conventional (25 km) and
ulra-high-resolution (UHR) (2.5 km)[95] wind retrieval is performed using the LCR as the
land contamination metric for an illustrative region. We find that wind retrieval using the
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LCR effectively removes land contamination and allows wind retrieval up to 25 km closer to
the coast than previously possible.
Section 8.1 gives an overview of relevant information on the Seawinds scatterometer,
Section 8.2 introduces and evaluates each land contamination metric, Section 8.3 discusses
the creation of the LCR threshold look-up table, and Section 8.4 compares wind retrieval
results with and without LCR threshold processing.
8.1

QuikSCAT Overview
QuikSCAT uses on-board range and Doppler processors, the backscatter value for

each microwave pulse is separated into 12 separate regions. These regions are termed slices
[50], each of which has a separate σ o value. Only 8 to 10 of the slices are used in processing
as the others have higher error and noise levels. The spatial response for each slice is known
separately and the individual response patterns are typically represented using the 3dB
contour for each response during resolution enhancement [96]. The 3dB contours are roughly
rectangular or oval with approximate dimensions of 30x7 km where the longer dimension is
termed the major axis and the shorter the minor axis [53]. Figure 8.1 shows a contour plot
of an example response function for a single slice with color contours spaced every 3dB.
A recently developed resolution enhancement algorithm [54] uses the σ o value and
the 3dB contour for each slice [96]. This resolution enhancement algorithm was originally
designed to use multiple passes of data to generate a higher resolution σ o field for each
polarization and look (vertical, horizontal, fore and aft). Multiple passes are inappropriate
for wind retrieval due to the change in winds over time so in this study we use the AVE
algorithm [52]. The AVE algorithm is a single pass form of the resolution enhancement
algorithm which creates high-resolution σ o fields prior to wind retrieval.
Figure 8.2 shows the high-resolution σ o fields produced by the AVE algorithm for
vertically polarized forward and aft looking measurements and the corresponding 3dB contours. Land contamination of the σ o values is visually apparent in the way that the higher
land σ o values spread away from the coastline. It is interesting to note that when the major
axis is perpendicular to the coastline the land contamination appears to reach further into
the ocean than when the major axis is parallel to the coastline.
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Figure 8.1: Contours of the Seawinds response function for a vertically polarized
slice spaced every 10dB. For this slice the minor axis direction is approximately
up and down and the major axis direction is perpendicular. The background color
contours are spaced every 3dB. Note that the spatial response initally falls much
faster in the minor-axis direction.

Land contamination of σ o measurements directly affects wind retrieval, which is the
process of inferring the surface wind vector directly from the backscatter fields produced by
the AVE algorithm. Wind retrieval is performed using a geophysical model function (GMF)
which maps σ o measurements to wind vectors [12]. The GMF returns multiple possible wind
vectors, known as ambiguities [28], for each wind vector cell (WVC). Greater wind speeds are
associated through the GMF with higher backscatter values. Land-contaminated σ o values
are typically much higher than ocean σ o values [97] and so appear as high wind speeds.
When land-contaminated σ o values are used in wind retrieval, the speeds retrieved using the
GMF are as much as 20m/s higher than the true wind speed.
Once excessively land contaminated σ o are identified and discarded, wind retrieval
from valid σ o values can be done at either conventional or high-resolution. This results in
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Figure 8.2: Cape Cod, Massachusetts coastline region overlaid with forward and
aft looking vertically-polarized slices and high-resolution σ o in dB. σ o values for
land in this region are about -10dB +/-5dB, and ocean values are between -50
and -25 dB. σ o values above -25dB and below -15dB are almost certainly land
contaminated. Note particularly that the land contamination spreads away from
land most significantly in the same general direction as the major axis of the slices
i.e. East-West in the top figure and nearly North-South in the bottom figure.
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uncontaminated wind measurements. To determine which measurements are acceptable and
which are intolerably contaminated, the level of contamination must first be assessed.
8.2

Contamination Detection Metrics
Each observed σ o value is the sum of the true σ o over the footprint and a noise term,
o
= σTo rue + ηo .
σObs

(8.1)

The true backscatter value (σTo rue ) for any measurement is the integral of the surface σ o over
the spatial response of the antenna [98],
RR
σTo rue =

Aslice
RR

o
σx,y
Rx,y dxdy

Aslice

Rx,y dxdy

,

(8.2)

where Rx,y is the spatial response function of the particular slice of interest, σ o is the surface
backscatter value and the bounds of integration are the bounds of the spatial response
function.
σTo rue can also be written as the sum of the land and ocean backscatter values separately as,
o
σTo rue = σLand

Contribution

o
+ σOcean

(8.3)

Contribution

and in integral form,
RR
σTo rue

=

ALand

RR

o
σx,y
Rx,y dxdy

ASlice

Rx,y dxdy

RR
+

AOcean

RR

o
σx,y
Rx,y dxdy

ASlice

Rx,y dxdy

,

(8.4)

where Aland and Aocean are the regions of the footprint consisting of land and ocean.
o
Land contaminated σ o values are those where σLand

Contribution

o
adversely affects σObs
,

resulting in a large bias in the wind estimate. The level of contamination can be determined
using a number of metrics but in this paper we evaluate only two: minimum distance to land
and land contribution ratio.
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8.2.1

Minimum Distance to Land
Outside of the 3 dB contour for any slice, the response pattern drops sharply [50].

When the location of the 3dB contour is greater than a certain distance (typically 30 km)
from land, the observed σ o value is not land contaminated. This relationship between land
contamination and the 3dB contour is the basis for the minimum distance to land (MDL)
metric. The MDL for each slice is the smallest distance to land from any corner of the 3dB
contour.
Variations of the MDL metric include using the distance to land along the major and
minor axis of the slice or in any direction from the slice. A variant of the MDL is used in
the conventional Jet Propulsion Laboratory (JPL) processing of QuikSCAT data[45].
8.2.2

Land Contribution Ratio
A second metric for detecting land contamination is the land contribution ratio

(LCR). Rather than using distance to the spatial response 3dB contour like the MDL, the
LCR uses the full spatial response for each slice. The spatial response is used to weight
the calculation of how much land contributes to a measurement. The LCR for a measurement is the normalized and weighted integral of the land contributing to the backscatter.
To calculate the LCR, we assume that σ o for land is constant. The LCR is then the ratio
o
of σLand

Contribution

o
normalized by the σ o of a land-only measurement (σLand
) which can be

written as

LCR =

o
σLand

RR
Contribution
o
σLand

A
= R R land
Aslice

Rx,y dxdy
Rx,y dxdy

.

(8.5)

Rather than using the full continuous response function, in practice we simplify computation by using a close approximation sampled at a 1 km resolution. This simplified
computation is performed using
P
x,y Lx,y Rx,y
LCR = P
,
x,y Rx,y
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(8.6)

where x and y are in kilometers away from the slice center, Lx,y is the land indicator function
consisting of a 1 for land and a 0 for ocean, Rx,y is the antenna response, and LCR is the
land contribution ratio. The bounds of summation over x and y from the center of the slice
can vary depending on the desired accuracy.
8.2.3

Metric Comparisons
To effectively evaluate the MDL and LCR metrics, both direct and indirect compar-

isons are used. Initially, a direct comparison is made of the MDL and the LCR. Afterwords,
the metrics are indirectly compared, first by using the correlation between the metric value
and σ o . A further comparison is made of the number of σ o measurements that each metric
indicates are contamination-free for an identical coastal region. Although the indirect comparison data plotted throughout this chapter are limited to one pass over the Aegean Sea
(38◦ N+/-4◦ 25◦ E+/-5◦ , QuikSCAT rev. 21417), it is representative of other coastal data
sets.
To perform a direct comparison between the MDL and LCR metrics, a variant of the
MDL is used where instead of using the shortest distance to the coast from the 3dB contour,
the metric uses the shortest distance to land from the center of the slice. In the comparison
a straight coastline is simulated and the distance to the coast and the orientation of the slice
is then varied. The LCR in dB is plotted as a function of distance to land and the angle
between the minor axis direction and the coastline in Fig. 8.3.
Figure 8.3 illustrates the rapid falloff of the spatial response function in the minor axis
direction. When the minor axis direction is perpendicular to the coast (90◦ and 270◦ ), the
LCR is lower than when the major axis is perpendicular to the coastline (0◦ and 180◦ ). The
significant variation of the LCR with orientation suggests that the distance to land from the
slice center alone is not an adequate predictor of land contamination in near coastal regions.
Although there is significant variance in the LCR as a function of direction, as the distance
increases to greater than 30 km in any direction, the LCR falls below a level that affects
wind retrieval. This level varies as a function of land brightness and wind speed and will be
discussed later. LCR values in Fig. 8.3 indicate approximately how the LCR behaves in the
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Figure 8.3: Contour map of the LCR in dB as a function of the distance in km
from the center of the slice to the coastline generated using one slice of the vertical
polarization antenna spatial response as plotted in Fig. 8.1. The angles shown
refer to the angle between the slice minor axis and the coastline. Note that the
LCR has a high directional dependence.

proximity of a straight coastline. We note that in practice coastlines are very rarely straight,
so LCR values can be significantly higher or lower for a given distance to the mean coastline.
The results of the direct comparison between the MDL and the LCR shown in Fig. 8.3
provide a general idea of the relation between the two metrics. The direct comparison made
between the MDL and LCR metrics is limited, however, because the distance to land from
the slice center is used rather than the MDL. To compensate, we compare both metrics to
the corresponding σ o values and then evaluate the results.
A scatter plot of the σ o value and the MDL for each slice in the test region for the
specified orbit is shown in Fig. 8.4(a). One of the principle limitations of the MDL is that
slices which overlap or are next to land have low MDL values indicating land contamination,
yet some slices are contaminated and some are not. This limitation is particularly apparent
in Fig. 8.4(a) where measurement slices with MDL of zero spread from -1dB to -50dB, which
includes the range of both land and ocean σ o rather than just one or the other. In order
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for the MDL to be an ideal metric, as the slices approach land there should be a gradual
transition from the σ o of ocean to the σ o of land. Because there is no such transition in
Fig. 8.4(a), it is impossible to quantify the contamination level of slices which lie partially
over land.
The corresponding plot of LCR and σ o is shown in Fig. 8.4(b) for all slices in the
region. Note that a smooth rise in backscatter values from the ocean value to the land value
is readily apparent. Slices that lie entirely over land have LCR values near 0dB and σ o values
o
for this region, -10dB. Slices entirely over ocean have LCR
which vary closely around σLand

values close to -80dB and σ o values which vary around -30dB, an expected level for ocean
with wind speeds below 10m/s. Between insignificant land contribution (LCR values below
o
-30dB) and land (0dB) the backscatter values increase smoothly until they reach σLand
.

To quantitatively compare the results shown in Figs. 8.4(a) and 8.4(b), the correlation
between the metric and σ o is used. The correlation of σ o and the MDL is 44%, while the
correlation with σ o for the LCR is 81% using vertically polarized measurements and 76%
using horizontally polarized measurements. The significantly higher correlation between
the LCR and σ o suggests that the LCR offers a more meaningful metric for detecting and
removing land contamination. Wind conditions in the study area can have a large effect on
the correlation of σ o with either metric. The data plotted in Figs. 8.4(a) and 8.4(b) are from
a calm ocean, which results in a large distinction between land and ocean backscatter.
The indirect comparisons of the MDL and LCR metrics show that the LCR offers
better correlation with measured data and a finer transition between land and ocean making
the LCR a more suitable metric for land contamination detection. Because the transition
between land and ocean using the LCR is less abrupt, it allows for the selection of thresholds
for a variety of conditions.
8.2.4

Threshold Detection
An LCR threshold can be used to remove land contamination by discarding any σ o

values with an LCR greater than a given level. Observe that in Fig. 8.4(b) there is a relatively
smooth transition of σ o values as the LCR approaches 0dB. Suppose that an LCR threshold
is set at -20dB to remove the section of data where σ o values start to approach the σ o of
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land. Setting an LCR threshold at -20dB declares all slice measurements below a -20dB
LCR to be free of land contamination.
Correspondingly, a threshold using the MDL removes all slices with an MDL below
a given level. As an example, an MDL threshold of 20 km indicates that slices in which the
MDL is greater than 20 km are not land-contaminated.
We compare the number of slice measurements deemed valid by each method in
Fig. 8.4(c) which shows the LCR and MDL for each slice in the region. Setting an LCR
threshold at -20dB and discarding all slices with greater contamination levels yields approximately 37036 valid measurements. A conservative comparison of the LCR to the MDL
discards all slices that have LCR values above a certain level, and uses the upper MDL
value for a given LCR as the smallest MDL allowed. Figure 8.4(c) indicates that the MDL
above which all contamination is below a -20dB LCR is around 15 km. A minimum distance
threshold of 15 km in this case yields only 31844 valid slice measurements from the same
data set. If the MDL is used as a metric to identify and remove land contamination, there
will be over 5000 slices discarded in coastal regions that are not significantly contaminated.
Using the MDL as the land contamination metric therefore results in larger regions near the
coast where no wind can be retrieved.
Figure 8.4(c) indicates that setting a lower MDL threshold allows slices with significant land contamination, as computed by the LCR, to be declared valid. Figure 8.4(c) shows
that for the set of slices with a given MDL there is a large range of LCR levels in the set.
The worst case land contamination for a fixed MDL is indicated by the largest LCR in the
set. For example, a 30 km MDL threshold removes most land contamination but allows up
to a -24dB LCR, while a 10 km MDL threshold allows up to a -15dB LCR. A -15dB LCR
level indicates relatively high contamination and results in contaminated wind estimates.
8.2.5

Metric Choice
We can conclude after comparing both the MDL and LCR land contamination metrics

that the LCR is a superior metric for land contamination detection and removal for several
reasons. The LCR correlates better with σ o values as indicated in Fig. 8.4(b). Additional,
the MDL must discard many uncontaminated slice measurements to ensure removal of all
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Figure 8.4: (a) σ o versus MDL for V and H polarizations. (Note that since the
MDL is in 1 km increments MDL values are quantized to 1 km in the plot.) (b)
σ o versus LCR in dB for vertical and horizontal polarizations. For plotting, 10−8
was added to all LCR values so that ocean σ o values (LCR = 0) can be displayed
(c) LCR v. MDL for a calm coastal area.

contamination while the LCR is better able to differentiate between contaminated observations in near coastal regions and thus retains far more slices for wind retrieval as indicated
in Fig. 8.4(c). Since the LCR is better correlates with and identifies land contamination it
is a more useful metric for land contamination mitigation and is used in the remainder of
this chapter.
However, the fixed LCR threshold used in previous examples, is a non-optimal solution
to the land contamination problem. To optimally identify land contaminated measurements
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in all wind conditions, thresholds must change both temporally and spatially with changes
in wind speed and land backscatter levels. As wind speed increases the impact of land
contamination is reduced and LCR thresholds increase. Similarly if wind speeds stay the
same and land brightness increases then the LCR thresholds decrease as the impact of land
on the wind estimates increases.
8.3

LCR Threshold Determination
Radar backscatter values over the ocean are a function of antenna azimuth, incidence

angle and wind speed. Each factor must be accounted for when setting LCR thresholds.
Depending on wind speed, QuikSCAT observed backscatter values over the ocean can be
as low as -50dB and as high as -10dB, whereas backscatter values over coastal land regions
typically vary between -15dB and -5dB. The large range of ocean backscatter values causes
land contamination in near coastal regions to have very different effects depending on the
local wind speed. When wind speeds are low, even small levels of land contamination can bias
wind retrieval by as much as 20 m/s. When wind speeds are higher, however, a measurement
can tolerate much greater land contamination before introducing significant error during
wind retrieval. Threshold levels are generated for land contamination detection using the
LCR that are based on localized wind speeds, localized land backscatter estimates and the
cross-track location of the measurement.
LCR threshold levels can be understood to be the LCR value for a given slice above
which land contamination has significant impact on retrieved wind speeds. Below the threshold, any land contamination has negligible impact. Retrieved wind speeds have a non-linear
relation to backscatter values and are highly susceptible to error from land contamination.
To enable the LCR to be an effective land contamination impact flag, threshold levels are
determined via simulation where both non-linear effects and biases are taken into effect.
Ideally, LCR thresholds would be determined by processing the backscatter values
from an observed region with a truth wind field. Since appropriate wind data are not readily
available, we instead use Monte Carlo simulated backscatter values from simulated wind
fields to calculate RMS speed error and choose appropriate LCR thresholds for coastal wind
retrieval. As an additional comparison, LCR thresholds are also evaluated in terms of the
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Cramer-Rao lower bound (CRB) for land-contaminated wind retrieval. The LCR thresholds
from Monte-Carlo simulation are then compared to those generated using the CRB method
after which LCR thresholds are applied to a case study.
8.3.1

Compass Simulation
Compass simulation is a historically valuable tool in performing Monte Carlo simu-

lations for wind retrieval [78, 74]. To generate accurate and meaningful thresholds for use
in wind retrieval, we use compass simulations of land-contaminated winds. Compass simulations use a variety of wind speeds at all compass directions. Compass simulation for
land-contaminated winds also varies the land contamination levels. To simplify the simulation problem we use wind fields that are uniform in speed and direction. The QuikSCAT
high-resolution wind retrieval algorithm is used in the simulation. To simultaneously gain
insights about error levels in land-contaminated regions and to relate land-contaminated
wind errors to the average error across the swath, we choose to apply land contamination to
the entire simulated wind field.
8.3.2

Land Contamination Simulation
o
Ocean backscatter values, σOcean
, are created for each slice in simulation. We then

use Eq. 8.7 to generate simulated land-contaminated backscatter values with multiplicative
noise,
o
o
o
σobs
= (σLand
LCR + σOcean
(1 − LCR)) (1 + η0 ),

(8.7)

o
where η0 is zero-mean univariate Gaussian random variable. Both LCR and σLand
are con-

stant for each simulation.
Rather than placing land regions in the wind field and calculating the LCR for each
o
slice, the LCR and σLand
values are fixed for an entire wind field. Fixed levels are advan-

tageous in that they cause all slice measurements to be uniformly contaminated. Uniform
contamination of slice measurements would be otherwise impossible due to the shape of the
antenna response pattern and the irregular sampling pattern of the scatterometer. For each
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o
LCR and σLand
realization, there are 114,000 total WVCs in each simulated wind field and

1500 WVCs per cross-track index which are used to calculate the land contamination errors.
After generating the land contaminated backscatter measurements from the true wind
fields, wind retrieval is performed using the simulated backscatter values and the geophysical
model function. To minimize additional errors caused by ambiguity selection, the nearest
ambiguity to the simulated wind is chosen in all cases.
8.3.3

Simulation Results
After wind retrieval and ambiguity selection, error levels are calculated for each simu-

lated wind field. The RMS wind speed error in m/s is calculated for each cross-track location
using the difference between the retrieved and true winds for each wind vector cell in the
cross-track direction. RMS wind speed error requirements are defined for 25 km winds in
the QuikSCAT mission objectives to be 2 m/s for wind speeds from 2-20 m/s and 10% for
wind speeds from 20-30 m/s [45].
The QuikSCAT scatterometer has different instrument skill levels as a function of the
cross-track swath location – error levels vary according to the instrument skill. Instrument
skill relates mainly to the azimuthal diversity achieved for any cross-track swath location.
Cross-track locations near the nadir track and at the far swath have much less azimuthal diversity than do mid-side swath WVCs, so the instrument skill is lower and the cells generally
have greater error levels. Figure 8.5 shows the error levels without land contamination for
each cross-track bin for each simulated wind speed and illustrates the necessity of different
error levels for each cross-track bin due to the instrument skill.
Although excessive levels of land contamination cause errors in the retrieved wind
speed, some error is tolerable. Thus for each cross-track index, we choose acceptable RMS
error levels that are a percentage of the true wind speed. Choosing acceptable error levels
as a function of cross-track index allows any additional error due to land contamination to
vary together with instrument skill.
Figure 8.6 is a contour plot of the RMS error in m/s as a function of wind speed
and LCR level for one wind direction, one land reflectivity level and one cross-track WVC.
The RMS error level contours illustrate how susceptible the wind is to land contamination
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Figure 8.5: RMS error levels in m/s as a function of the cross-track WVC for each
of the simulated wind speeds in m/s without land contamination. The color scale
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is at cross-track index 38. The swath edges have non-ideal observation geometry
and thus have RMS error similar to the nadir track.

at various wind speeds. For wind speeds above 20m/s, the error levels as a function of land
contamination are roughly the same until LCR values reach about -10dB. This effect is due
to the fact that for high wind speeds the ocean backscatter can be as high as land, thus
the influence of the land backscatter on the measured backscatter is smaller and the wind
estimate accuracy is less effected. Lower wind speeds, particularly those below 10m/s, are
intolerant of land contamination when LCR values are above -20dB.
Figure 8.7 shows the simulation RMS speed error in m/s as a function of wind speed
for each of the simulated directions without land contamination. As expected, error levels
for different directions are roughly similar except when winds are near parallel to the alongtrack direction. Because there is relatively little variation in wind speed error due to wind
direction, we choose to eliminate wind direction as a variable in threshold determination.
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Figure 8.6: RMS error contours in m/s from the RMS error surface as a function
of the simulated wind speed and the simulated LCR level for a single wind direction
and land reflectivity level.

Instead, to determine the LCR thresholds, we choose the worst-case wind direction for each
cross-track WVC.
The RMS wind speed error from the simulated wind fields suggest that the dominant variables in determining LCR thresholds are wind speed, cross-track location and land
brightness levels. We choose to use these variables simultaneously to choose LCR threshold
levels.
Selecting an appropriate LCR threshold for each cross-track location involves several
steps. For each cross-track WVC and land reflectivity we first find the wind direction that
causes the worst RMS wind speed error without land contamination. Second, using the
worst-case wind direction, we determine the RMS wind speed error as a function of wind
speed and LCR. Third, we find the maximum LCR value for each wind speed for which the
RMS wind speed error is below a percentage of the wind speed. The maximum LCR value
becomes the LCR threshold for that wind speed. The percent of the wind speed associated
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Figure 8.7: RMS wind speed error in m/s without land contamination for compass directions spaced every 30o in the central cross-track region (cross-track WVC
27). Error lines with slightly higher error levels correspond to winds in the along
track direction. The color scale indicates wind direction.

with the LCR threshold is different for each WVC to reflect the differences in instrument
skill across the swath. This percent of the wind speed is the tolerable RMS speed error level
for that WVC.
The tolerable RMS speed error level for each cross-track WVC is chosen by finding
an error level that is achievable for low wind speeds and sufficiently smooth for high speeds.
If the tolerable error level is set too low, the specified error level cannot be met for low
wind speeds. For high wind speeds we stipulate that the LCR thresholds resulting from the
specified error level must be smooth as wind speed increases.
Figure 8.8 shows the LCR threshold levels resulting from illustrative RMS wind speed
errors for 10 to 25% of wind speed for a fixed land reflectivity and cross-track WVC. If error
levels are set below 13% of wind speed, it is impossible to meet the criteria for the lowest
wind speeds even with relatively little land contamination. Conservative RMS speed error
levels can be chosen between 14 and 20% for each WVC. Such conservative RMS speed error
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Figure 8.8: LCR threshold levels as a function of wind speed for 10% to 25%
RMS wind speed error for cross-track WVC 20. Lines are spaced every 1% and
the line color indicates the specific RMS speed error level in %. Thresholds for
lower error levels are closer to the bottom of the figure.

levels are chosen to effectively maximize the number of retrievable WVCs while maintaining
good wind estimation.
After determining the LCR threshold for each cross-track WVC, we observe that the
average of the selected error levels for the entire swath is 18%. The average error level of
18% is lower than the QuikSCAT mission specifications for speeds below 10 m/s and slightly
higher for wind speeds above 10 m/s.
When the error level from Fig. 8.8 is fixed at 15% of wind speed and land brightness
is varied in simulation, Fig. 8.9 shows the necessary LCR thresholds as a function of wind
speed for the same cross-track WVC.
As shown in Fig. 8.9, land reflectivity levels effect the LCR threshold levels significantly so it is important to obtain accurate estimates for the land brightness. Practical
experience with scatterometer data and land contamination shows that land brightness is
quite different for each polarization and look (fore and aft).
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Figure 8.9: LCR threshold levels as a function of wind speed for varying land
reflectivity levels with 15% RMS wind speed error for cross-track WVC 20. Line
color indicates the land reflectivity levels. Thresholds for lower land reflectivity
levels are near the top of the figure.

The temporal and spatial variability of land brightness requires land reflectivity estimates that are accurate both temporally and spatially for each polarization and look. The
spatial accuracy of the land brightness estimates depends somewhat on the accuracy of the
reported slice location and the land map. The QuikSCAT measurement locations have a 2.5
km location accuracy. The land map used to estimate the LCR and land brightness has a
1 km accuracy. The LCR thresholds set in simulation and the mechanisms used to obtain
temporal estimates minimize the effects of location errors. The method we use to obtain
temporally accurate estimates is explained later.
8.3.4

CRB Based LCR Thresholds
An alternative method to generating LCR thresholds is to calculate a bound on the

accuracy of land-contaminated wind estimation. Such a bound can be calculated using the
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Figure 8.10: Biased CRB levels in m/s as a function of the simulated wind speed
and the simulated LCR level for a single wind direction and land reflectivity level.

biased Cramer-Rao bound (CRB). A derivation of the biased CRB for scatterometer wind
products and land contamination specifically is found in Appendix B.
Land contamination of backscatter observations introduces bias in the wind estimates.
The wind estimate bias due to land contamination must be characterized to calculate the
biased CRB. Due to the non-linear nature of the QuikSCAT GMF and noise model, there
is no closed form for the wind estimates. Further, numeric sensitivities to the observation
geometry reduce the effectiveness of techniques which exploit the Hessian matrix to calculate
the biased CRB. To avoid these limitations the land contamination-induced wind bias is
approximated in this Chapter using 1000 Monte-Carlo simulations for each combination of
wind direction, wind speed, LCR level, land brightness level and cross-track location.
The biased CRB levels are shown for a fixed wind direction, land brightness level and
cross-track location as a function of the LCR level and wind speed are shown in Fig. 8.10.
Note that although the general structure of the CRB derived error bounds is similar to
the simulated error levels in Fig. 8.6 the CRB derived error levels are somewhat higher
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Figure 8.11: LCR threshold levels calculated using the CRB as a function of
wind speed for varying land reflectivity levels with 30% wind speed error for crosstrack WVC 20. Line color indicates the land reflectivity levels. Thresholds for
lower land reflectivity levels are near the top of the figure.

generally. These elevated error bounds are not entirely realistic and are largely due to
numeric sensitivity to wind direction which occurs in calculating the Fisher-information
matrix.
LCR threshold levels can be selected from the CRB-calculated estimator bounds
using the steps discussed in Section 8.3.3. For comparison with Fig. 8.9, the LCR thresholds
generated using the CRB are shown in Fig. 8.11 but with a error tolerance set at 30%. The
CRB-calculated LCR thresholds are less tolerant of land contamination in general and to be
useful require that the error tolerance be at a higher level, 30%, than the level used for the
Monte-Carlo simulations.
8.3.5

LCR Threshold Comparisons
Comparing the LCR thresholds generated using Monte-Carlo compass simulations

to those generated using the biased CRB, shows that the CRB-derived thresholds are less
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tolerant to land contamination. This is in part due to numerical sensitivities related to
wind direction and observation geometry which increases the apparent variability of the
wind estimates. In Monte-Carlo simulation the numeric sensitivity is reduced using a large
number of simulations. Although the CRB derived LCR thresholds result from a more
appealing theoretical perspective, in practice they are too conservative compared to the
compass simulation-generated thresholds. Thus in the remainder of this Chapter the compass
simulation-generated LCR thresholds are used to identify and remove land-contaminated
observations.
To effectively utilize the LCR thresholds determined in simulation, the thresholds
are tabulated in a look-up-table. Thresholds are indexed according to the local wind speed,
cross-track index and local land reflectivity. Local LCR thresholds are then set during
AVE processing so that contaminated measurements are discarded prior to performing wind
retrieval. Although LCR processing is performed independently from wind retrieval, to
evaluate the success of the LCR algorithm we must evaluate the wind retrieval results.
8.4

Wind Retrieval
The LCR algorithm is implemented as a part of the AVE resolution enhancement

algorithm to produce UHR (2.5 km) σ o fields for use in UHR wind retrieval that are free of
land contamination. The LCR algorithm can also be used for conventional (25 km) wind
products. This section compares both the conventional and UHR standard wind products to
their LCR processed counterparts for a case study of the Aegean Sea (38◦ N+/-4◦ 25◦ E+/-5◦ ,
QuikSCAT rev. 21417) with results shown in Figs. 8.12 - 8.16.
Previous wind retrieval methods avoid land contamination by using distance thresholds similar to the MDL, resulting in large areas where no wind estimates can be made, rather
than determining the impact of land contamination on every measurement as is done with
the LCR method. The 25km low-resolution QuikSCAT product produced by JPL, known
as L2B, uses a distance threshold of 30 km from the coast within which all measurements
are discarded. Figure 8.12 shows the 25 km wind vector cells from the L2B data product
file for one pass. Although a 30 km threshold effectively removes all land contamination, the
regions without wind estimates are larger than necessary.
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Figure 8.12: L2B conventional resolution (25 km) wind speed (m/s) and direction
wind product. The conservative distance threshold to remove land contamination
causes wind vector cells to be particularly sparse in the region.

UHR wind retrieval is advantageous in that it can be performed on a 2.5 km grid up
to the coastline. This method is useful as it often retrieves valid winds closer to the coast
than possible with low-resolution wind retrieval; however, due to land contamination, wind
speeds next to the coast are often inaccurate, producing wind speed errors of up to 20m/s.
Figure 8.13 shows UHR winds retrieved from σ o fields created using the AVE algorithm. Land-contaminated winds are readily apparent in Fig. 8.13 as very high wind speeds
near the coast. Note that land-contaminated winds do not spread out from land uniformly
in all directions due to the varying aspect angles of the antenna response pattern sidelobes
over the swath, as illustrated in Fig. 8.2.
To compensate for land contamination in high-resolution wind fields, previous methods have used a 30 km distance threshold as in the low-resolution L2B wind products discussed previously. Figure 8.14 shows that a 30 km distance threshold effectively removes
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Figure 8.13: Wind speed (m/s) with wind direction vectors as retrieved using
the UHR wind retrieval algorithm directly for the Aegean Sea. Land contaminated
winds are visually apparent as wind speeds near land of roughly 15m/s or more.

land contamination in high-resolution wind fields. Unfortunately, the conservative threshold removes a large number of potentially valid WVCs, resulting in large gaps where wind
retrieval could be possible. In this example, there are 53527 fewer WVCs with wind estimates using a 30 km threshold rather than standard UHR wind retrieval. Note that there
are several places where apparently reasonable wind estimates in Fig. 8.13 are discarded in
Fig. 8.14, such as in the northern region of the Aegean sea.
8.4.1

Wind Retrieval Using the Land Contribution Ratio
The LCR metric is designed to identify significantly contaminated σ o measurements

so that they can be removed before processing and all uncontaminated winds can be retrieved
successfully. When contaminated σ o measurements are removed without discarding usable
data, the maximum number of accurate, uncontaminated wind vectors are retrieved.
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Figure 8.14: UHR wind speed (m/s) and direction produced by discarding all
slices within 30 km of the coast. Note the large gaps where wind cannot be
retrieved.

Estimates of the local wind speeds are obtained during processing from the JPL L2B
25 km resolution product for the corresponding orbit. Because LCR thresholds change significantly as a function of wind speed, conservatively accurate wind estimates are maintained
by setting wind speed dependent LCR thresholds using the minimum wind speed in the local
area. The local wind speed estimate is the minimum wind speed in a 5x5 along-track by
cross-track WVC area according to the L2B file. L2B wind speed estimates are ideal for setting LCR thresholds because L2B wind estimates are generated only for WVCs where there
is no significant land contamination. LCR thresholds set according to L2B wind speeds are
therefore unbiased by the land contamination. One drawback of using L2B wind speeds is
that because they use large distances to avoid land contamination, the L2B wind estimates
are sparse and there are areas where there are no L2B estimates in the 5x5 WVC surrounding
area. To compensate, if no L2B wind speeds are found within a 5x5 WVC area, a 9x9 WVC
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Figure 8.15: Conventional resolution wind speed (m/s) and direction produced
after land contaminated measurements are discarded. Compare to Fig. 8.12. Note
that WVCs are closer to the coast. The irregular spacing of the WVCs is a
consequence of averaging the latitude and longitudes of all slices in each cell.

region is searched. If there are no L2B estimates in a 9x9 WVC area, a default threshold is
used.
To set LCR thresholds appropriate to the local region, the land backscatter is estimated prior to wind retrieval. Land backscatter is non-isotropic, especially in mountainous
regions where the true incidence angle of the antenna beam can vary greatly. To compensate
for the directional dependence of backscatter values, the maximum σ o value for each antenna
beam in a local-area region is used to set LCR thresholds. Each look has a separate land
reflectivity estimate. To obtain temporal resolution of land reflectivity, an array of maximum backscatter values is created using the current orbit data for each look prior to LCR
processing. LCR thresholds are then set according to the maximum backscatter values in a
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Figure 8.16: UHR wind speeds (m/s) and directions retrieved after removing
land contaminated slices using the LCR metric.

3x3 along-track by cross-track region according to the worst-case backscatter estimates for
each look.
Once LCR thresholds are set, land-contaminated slices are discarded and uncontaminated σ o fields are created at both conventional and UHR. To create low resolution σ o
measurements, retained slices are averaged by polarization and look direction for each WVC.
Wind retrieval is then performed, creating a low-resolution WVC wind product, as shown
in Fig. 8.15, that is comparable to the L2B winds.
Several differences are readily apparent between Figs. 8.12 and 8.15. Most notable is
the greater number of WVCs with wind estimates in the LCR processed wind fields which are
free of the obvious land-contamination artifacts and errors. The greater number of WVCs is
a consequence of removing only slices which are land-contaminated instead of those which
are within 30 km of land. Not only are there more WVCs in the low-resolution wind field, but
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the additional WVCs are typically much closer to the coastline than any WVC from the L2B
data. Unfortunately, averaging slices to simulate pulses has two undesirable consequences.
First, when land-contaminated measurements are discarded, fewer measurements remain in
each WVC and wind estimates in near-coastal WVCs are noisier. This may alter the wind
retrieval error distribution. Second, WVCs are no longer as regularly spaced as in L2B
winds, as WVC centers are calculated to be the average location of the measurements that
they contain. Despite the drawbacks of the pulse approximation, the advantages of LCR
processing in low-resolution wind retrieval are still readily apparent.
UHR wind retrieval emphasizes the advantages of land contamination detection and
removal using the LCR without the drawback of irregular WVC spacing. Figure 8.16 shows
UHR wind speeds retrieved after LCR processing of backscatter values for the same orbit
as Fig. 8.13. Comparing Fig. 8.16 with Figs. 8.13 and 8.14, it is apparent that LCR
processed winds show the best features of both previous methods. Using LCR processing, it
is possible to retrieve wind speeds much closer to the coast than those retrieved using a 30
km threshold. Consequently, wind speeds that appear reasonable in Fig. 8.13 but are not
retrieved in Fig. 8.14, such as in the northern Aegean Sea, can be retrieved using the LCR.
In addition to the accurate portrayal of mesoscale coastal wind features, in this example
the LCR threshold only discards 31053 UHR WVCs, which is a 42% improvement over the
number of UHR WVCs discarded using the 30 km threshold.
To validate the performance of the LCR over a much larger data set we compare
the distribution of UHR wind speeds for one year of QuikSCAT data. We use wind data
from a region on the Atlantic coast of the United States (43◦ N+/-2.5◦ 68◦ W+/-2.5◦ ) during
2006. Fig. 8.17 shows the wind speed distribution for 4 subsets of the 2006 data set. The
four distributions we compare consist of: 1) WVCs greater than 30 km from land; 2) WVCs
less than 30 km from land processed using the LCR; 3) WVCs less than 30 km from land
processed without the LCR; 4) WVCs processed without the LCR for which LCR processing
did not provide a wind estimate.
The distribution of data set 1 consists of uncontaminated winds and thus estimates the
true wind distribution. The distribution of near-coastal winds after LCR processing (data set
2) closely resembles the true wind distribution. This indicates that any land contamination is
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Figure 8.17: Wind speed distributions of the Cape Cod region using all
QuikSCAT UHR data from 2006. The four different distributions consist of: 1)
wind speed > 30 km from the coast; 2) LCR processed wind speed < 30 km from
the coast; 3) wind speed < 30 km from the coast; 4) coastal WVCs where LCR
reported land contamination. There are over 160 million WVCs in the combined
data sets.

successfully mitigated using the LCR. We expect the LCR processed distribution to resemble
the ocean wind distribution, however, there may be small differences due to coastal wind
features such as coastal jets and lees not in data set 1.
Comparing the near-coastal winds from data sets 2 and 3 it is easy to see the bias
towards higher wind speeds that occurs as a result of land contamination. To further illustrate the bias caused by land contamination, data set 4 shows the distribution of speeds
of WVCs which the LCR reported as land contaminated. Data set 4 is thus almost purely
land-contaminated. The increased bias over the distribution of data set 3 is readily apparent.
Although a thorough validation of near-coastal wind estimation is not included in this
Chapter such a study is being conducted by other investigators using buoy data in the Gulf
of Maine [3][4]. These validation efforts have shown that the wind products produced using
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the LCR have significantly reduced land contamination effects although the wind estimate
variability is slightly increased in near-coastal regions.
8.5

Conclusion
In summary, this Chapter has shown that although the MDL functions as a land con-

tamination indicator, it is an insufficient metric to be used in land contamination detection
and removal. Instead, this Chapter demonstrates that the LCR, when used with thresholds
developed using Monte-Carlo simulation, is a more powerful metric for land contamination
mitigation. Wind retrieval results using the LCR show that mesoscale coastal wind features
such as lees and jets can be accurately portrayed after land contamination mitigation. Additionally, compared to previous methods there is a large increase in the number of valid
WVCs at both conventional and UHR in near-coastal regions. Wind fields obtained after
LCR processing are more accurate and closer to the coast by as much as 25 km than those
retrieved using previous methods as shown in Figs. 8.12 - 8.16. This improved ability to retrieve coastal winds increases the utility of the QuikSCAT scatterometer, enabling large-scale
coastal wind studies that were not previously possible.

154

Chapter 9
Conclusion
This Dissertation has developed optimal techniques which mitigate scatterometer contamination due to land proximity and rain. As demonstrated, these contamination mitigation techniques can be used to increase contamination-free sensor coverage while maintaining
estimate accuracy. A summary of the major contributions of this Dissertation is found in
Chapter 1. A review of principle results follows. Land and rain contamination mitigation
result in improved wind estimates, though the optimal contamination mitigation techniques
for type of contamination each utilize different approaches.
Improved wind estimates are obtained in the presence of land contamination by identifying and discarding observations which are significantly contaminated. This Dissertation
has demonstrated that the LCR metric can be utilized to both identify and discard contaminated observations, thus maximizing the number of valid coastal wind estimates while
maintaining wind estimate accuracy. This form of land contamination mitigation is equally
effective for both conventional 25 km and UHR 2.5 km resolution products. Wind retrieval
results using the LCR show that mesoscale coastal wind features such as lees and jets can
be accurately portrayed following land contamination mitigation. Additionally, compared to
previous methods there is a large increase in the number of valid WVCs at both 25 and 2.5
km resolutions in near-coastal regions. Wind fields obtained after LCR processing are more
accurate and closer to the coast than those retrieved using previous methods by as much as
25 km. This improved ability to retrieve coastal winds increases the utility of the QuikSCAT
scatterometer, making feasible large-scale coastal wind studies that were previously impossible due to limited coverage.
Rain contamination mitigation is possible using several techniques which are developed in this Dissertation. Models of the rain-induced effects on the observed backscatter
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enable SWR estimation. This Dissertation has demonstrated that QuikSCAT is capable of
measuring the wind and rain simultaneously at UHR. UHR SWR estimates offer insights
into wind and rain events that are not achievable using any other single sensor.
The application of SWR estimation to QuikSCAT rain contamination mitigation is
extended and improved with the introduction of BES. BES is a novel and unique adaptation of conventional Bayes decision theory to address QuikSCAT wind and rain estimation.
Rather than rely solely on one type of estimator, BES reduces the effects of rain impact without discarding information available in the scatterometer observations. While rain-flagging
methods typically discard rain-contaminated winds, BES optimally selects among the estimators to estimate wind when rain-contamination effects are correctable and rain when wind
information is insufficient. This improves the overall quality and reliability of the wind and
rain estimates.
While BES successfully reduces the effects of rain contamination for most cases, at
UHR, additional noise levels and wind field variability require the extension of BES to
include prior selection and noise reduction. BES-PS increases the overall accuracy of the
wind estimates by ensuring realistic levels of spatial consistency in the wind and rain fields.
The addition of prior selection to BES generalizes the technique to a much wider variety
of wind conditions and substantially improves the estimator selection performance. The
improved estimator selection performance allows BES-PS to approach optimal estimator
selection for UHR wind and rain products.
Further, BES is a highly flexible and robust technique not limited to this application.
BES can be adapted to a variety of problems regardless of estimator technique or dimension.
Similarly, the addition of prior selection to BES increases the robustness of the technique in
the presence of noise for data with greater variability.
The increased reliability of the QuikSCAT scatterometer, due to the rain contamination mitigation techniques introduced here, enables both engineering and scientific studies
which were not previously possible. The resulting global wind and rain dataset can be used
in a wide variety of applications which range from small-scale studies of tropical cyclones
and other storms to global climate studies.
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9.1

Areas for Further Research
Beyond the techniques developed in this Dissertation for land and rain contamina-

tion mitigation, which improve the quality and accuracy of wind estimates, there are many
areas of pursuit to extend this work. As QuikSCAT reached end-of-mission in November
of 2009, there is a need to extend the contamination mitigation techniques to the currently
operating ASCAT. Although the ASCAT observation geometry, operating frequency and
antenna pattern are significantly different from QuikSCAT, ASCAT is still subject to land
contamination and to rain contamination as demonstrated in Chapter 4.
Another important application of this work is the extension to the planned dualfrequency scatterometer (DFS) which will make dual-frequency observations at Ku- and
C-bands. The DFS is still in preliminary design phases [99] so extensions of land contamination mitigation using the LCR, and rain contamination mitigation using SWR estimation,
BES and BES-PS may enable design trade-offs which can further increase the planned DFS
capabilities. The effects of land contamination specifically have implications about antenna
sidelobe levels. As one DFS mission objective is to make near-coastal wind observations, it is
important to account for land contamination mitigation which may enable wind estimation
closer to the coast than currently possible.
The BES technique is introduced and applied in this Dissertation using MLE estimates of wind and rain. An investigation of BES in conjunction with maximum a posteriori,
model-based, and field-wise estimators may yield further improvements in rain contamination
mitigation.
Although ice-contamination is limited to polar areas, in these areas it can be a significant limitation for studies involving sea-ice and iceberg monitoring. An extension of the LCR
concept to ice-contamination mitigation may enable insights into predictive sea-ice growth
and melt as well as iceberg movement and melt events.
Finally, the BES and BES-PS techniques are not limited to scatterometer specific
applications. Investigation may reveal that the BES concept is useful in other applications
which utilize multiple estimators simultaneously such as image classification, feature recognition, and target detection/identification.
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9.2

Summary
The contamination mitigation techniques developed in this Dissertation are both

generally applicable and effective in the specific application of QuikSCAT land and rain
contamination mitigation. Together these land and rain contamination mitigation techniques
reduce the effects of the largest sources of scatterometer measurement contamination. The
resulting wind and rain fields have greater accuracy and utility, as discussed in Chapters 6,
7 and 8, which can aid understanding of the wind and rain interaction on a global scale for
the QuikSCAT mission as well as current and future scatterometers.
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Appendix A
List of Acronyms
ASCAT - Advanced Scatterometer
BES - Bayes Estimator Selection
BES-PS - Bayes Estimator Selection with Prior Selection and noise reduction
CRB - Cramer-Rao lower Bound
ECMWF - European Center for Medium-range Weather Forecasting
GMF - Geophysical Model Function
IMUDH - Impact-based MUlti-Dimensional Histogram
LCR - Land Contribution Ratio
MAP - Maximum A Posteriori
MDL - Minimum Distance to Land
MLE - Maximum Likelihood Estimation
MSE - Mean-Squared Error
MUDH - MUlti-Dimensional Histogram
NCEP - National Center for Environmental Prediction
RLF - Rain Likelihood Flag
RMS - Root-Mean-Squared
RO - Rain-Only
SIR - Signal to Interference Ratio
SWR - Simultaneous Wind and Rain
TRMM PR - Tropical Rain Measuring Mission Precipitation Radar
UHR - Ultra-High Resolution
WO - Wind-Only
WVC - Wind Vector Cell
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Appendix B
The Cramer-Rao Bound for Estimates from Contaminated Observations
Measurement contamination can cause significant bias on wind estimates. This appendix evaluates the effects of contamination on wind and rain estimation by means of the
Cramer-Rao Bound (CRB). Section B.1 reviews the related statistical models for QuikSCAT
backscatter observations and derives the Fisher information matrix and CRB for wind-only
wind retrieval. Section B.2 derives the Fisher information for known contamination and
section B.3 derives the Fisher information for random contamination. Finally, section B.4
applies the results for known and fixed contamination to land-contaminated wind retrieval,
rain-contaminated wind retrieval, and wind-contaminated rain-only retrieval in addition to
introducing the CRB for simultaneous wind and rain retrieval.
B.1

Statistical Models

The Cramer-Rao lower bound is derived directly from the statistical models for the
backscatter observations. This section reviews the background information required to derive
the Cramer-Rao lower bound.
The vector of backscatter observations zk is modeled for QuikSCAT using a normal
distribution where each observation is assumed to be independent. Thus given the wind
vector w the conditional probability of the observation vector z is
p(z|w) =

4
Y

(2πςk2 )−1/2
k=1

·
¸
(zk − E[zk ])2
exp −
,
2ςk2

(B.1)

where k indexes the individual measurements. The model variance ςk2 can be written
2
2
2
2
ςk2 = E[zk ]2 (Kpc
+ Kpm
+ Kpc
Kpm
)
¢
¡
2
2
,
= ²k E[zk ] + (βk E[zk ] + γk ) 1 + Kpm

(B.2)

2
2
,
) + Kpm
²k = αk (1 + Kpm

(B.4)

(B.3)

where Kpm represents model uncertainty, and Kpc represents communication noise. The
communication noise is modeled as
s
βk
γk
Kpc = αk +
+
,
(B.5)
E[zk ] E[zk ]2
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where αk , βk , and γk are communication noise coefficients which are scatterometer dependent
[14].
For wind retrieval the variance is commonly approximated by expanding ςk2 and dropping a term as follows
¡
¢
2
2
2
ςk2 = αk (1 + Kpm
)E[zk ]2 + Kpm
E[zk ]2 + (βk E[zk ] + γk ) 1 + Kpm
(B.6)
¡
¢
2
2
2
= Kpm (1 + αk )E[zk ] + βk E[zk ] + γk + αk E[zk ] + βk E[zk ] + γk
(B.7)
2
≈ Kpm
(1 + αk )E[zk ]2 + αk E[zk ]2 + βk E[zk ] + γk .

(B.8)

The log-likelihood function is
L(w, z) = log(p(z|w)
4
1X
(zk − E[zk ])2
= −
log(2πςk2 ) +
.
2 k=1
ςk2

(B.9)
(B.10)

The score function is
∂
L(w, z)
(B.11)
∂w
∂ς 2
4
k]
−2ςk2 (zk − E[zk ]) ∂E[z
− (zk − E[zk ])2 ∂wk
1X 1 ∂
2
∂w
= −
(2πςk ) +
(B.12)
2 k=1 2πςk2 ∂w
ςk4
µ
¶ 2
4
X
(zk − E[zk ]) ∂E[zk ]
(zk − E[zk ])2
∂ςk
1
=
+
− 2
,
(B.13)
2
4
ςk
∂w
2ςk
2ςk ∂w
k=1

s(w, z) =

where
∂ςk2
∂E[zk ]
2
= (2²k E[zk ] + βk (1 + Kpm
))
.
∂w
∂w
B.1.1

(B.14)

Fisher Information Matrix

The Fisher information matrix J is key to determining the CRB and can be calculated
using the score function as
J = E[s(w, z)T s(w, z)],
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(B.15)

where E[·] represents expectation. The ij element of the Fisher information matrix, Jij can
be calculated from the score function as
Jij = E[s(wi , z)s(wj , z)]
" 4 4 µ
¶ 2!
X X (zk − E[zk ]) ∂E[zk ] µ (zk − E[zk ])2
1
∂ςk
− 2
= E
+
2
4
ςk
∂wi
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2ςk ∂wi
µ k=1 l=1
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¶
¶¸
1
(zl − E[zl ]) ∂E[zl ]
(zl − E[zl ])2
∂ςl2
−
+
ςl2
∂wj
2ςl4
2ςl2 ∂wj
4 X
4
X
∂E[zk ] E[(zk − E[zk ])(zl − E[zl ])] ∂E[zl ]
=
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ςk2 ςl2
∂wj
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∂E[zk ] E[(zk − E[zk ])(zl − E[zl ])2 ] E[(zk − E[zk ])] ∂ςl2
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−
∂wi
2ςk2 ςl4
2ςk2 ςl2
∂wj
¶
µ
2
2
∂ς
E[(zk − E[zk ]) (zl − E[zl ])] E[(zl − E[zl ])] ∂E[zl ]
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2ςk4 ςl2
2ςk2 ςl2
∂wj
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2
∂ς
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4ςl4 ςk2
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(B.16)

The expectation terms in Eq. B.16 can be reduced by noting that E[(zk −E[zk ])2 ] = ςk2 ,
E[zk − E[Zk ]]
E[(zk − E[Zk ])(zl − E[zl ])]
E[(zk − E[Zk ])(zl − E[zl ])2 ]
E[(zk − E[zk ])2 (zl − E[zl ])2 ]

=
=
=
=

0,
ςk2 δkl ,
0,
ςk2 ςl2 + 2ςk4 δkl .

(B.17)
(B.18)
(B.19)
(B.20)

which allows the Fisher information to be conveniently expressed as
Jij

4
X
∂E[zk ] 1 ∂E[zk ] ∂ςk2 1 ∂ςk2
=
+
.
∂wi ςk2 ∂wj
∂wi 2ςk4 ∂wj
k=1

(B.21)

For uncontaminated wind retrieval the mean of the observations is given by the geophysical model function so E[zk ] = Mk (w). To simplify the notation we omit the dependence
of Mk on the wind vector w in the following which allows Jij to be written as
Jij

4
X
∂Mk 1 ∂Mk
∂ςk2 1 ∂ςk2
=
+
.
∂wi ςk2 ∂wj
∂wi 2ςk4 ∂wj
k=1

(B.22)

This form of the Fisher information matrix is first derived for wind-only retrieval in [74].
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B.1.2

Cramer-Rao Lower Bound

Although the conventional wind estimates are asymptotically unbiased, the wind
estimates remain biased since there are relatively few observations, particularly for ultrahigh resolution. To calculate the Cramer-Rao bound (CRB) for a biased estimator requires
the use of the biased form of the CRB which is defined as
·
¸T
∂E[ŵ] −1
∂E[ŵ]
T
J (w)
.
(B.23)
E[(ŵ − w)(ŵ − w) ] ≥
∂w
∂w
There is no closed form for E[ŵ] due to the non-linear nature of the geophysical model
function. Calculating the required partial derivatives is therefore non-trivial. Although there
ŵ]
are methods to approximate ∂E[
these methods depend on the Hessian matrix of the model
∂w
function. Since the model function is a tabular form, there is no analytic expression for the
Hessian, which must be numerically computed. For many wind vectors this is not a problem,
but for a significant portion the numeric sensitivity of the Hessian matrix causes inaccurate
results. To avoid these numeric sensitivities E[ŵ] can be estimated using Monte Carlo
simulations. The partial derivatives can then be calculated from the Monte-Carlo estimates
of E[ŵ].
In the following sections the biased Cramer-Rao lower bound is derived for contaminated wind retrieval via the Fisher information matrix. This determines the bounds on
the estimator variance under contaminated conditions and is applicable to both land- and
rain-contaminated wind retrieval as well as wind-contaminated rain-only retrieval.
B.2

Contaminated Observations - Known Contamination

Suppose that the backscatter observations zk are contaminated by known contaminants such that zk = yk ak + ck where yk represents the uncontaminated signal due to the
wind vector w. For this situation the mean value of the observations
E[zk ] = ak E[yk ] + ck
= ak Mk + ck .

(B.24)

The variance of the observations is a function of the mean value so it is
2
2
2
2
ςk2 = (ak Mk + ck )2 (Kpc
+ Kpm
+ Kpc
Kpm
)

¡
¢
2
= ²k (ak Mk + ck )2 + (βk (ak Mk + ck ) + γk ) 1 + Kpm
,

(B.25)

2
2
,
+ αk Kpm
²k = αk + Kpm

∂ςk2
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(B.26)

2
= ak (2²k (a2k Mk + ak ck ) + βk (1 + Kpm
))

∂Mk
∂w

2
2
2
))
) + βk (1 + Kpm
+ αk Kpm
= ak (2(a2k Mk + ak ck )(αk + Kpm
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∂Mk
.
∂w

(B.27)

Substituting the results in Eq. B.21
Jij =

4
X
∂Mk a2 ∂Mk
k
2
∂wi ςk
k=1

∂wj

+

∂ςk2 1 ∂ςk2
,
∂wi 2ςk4 ∂wj

(B.28)

∂ς 2

where ςk2 is given in Eq. B.25 and ∂wki is defined in Eq. B.27.
As might be expected, for ak > 1 the SNR increases which reduces the covariance
of the estimates since the CRB is dependent on J −1 . More realistically, when ak < 1 the
effect is to decrease the SNR which consequently increases the covariance of the estimates.
Also, if ak = 1 then the result reduces to the uncontaminated Fisher Information matrix of
Eq. B.16.
The constant contamination term, ck , only effects the variance of the observation.
When ck > 0, the variance of the observations increases. Together the general effects of ak
and ck can be summarized by stating that ak lowers the SNR of the observations while ck
increases the variance. While these effects are in very similar, summarizing them in this way
can provide intuition into the consequences of the contamination.
B.3

Contaminated Observations - Random Contamination

Suppose now that the additive contamination is a random quantity. In this case zk
represents the vector of contaminated observations with zk = ak yk + Ck and yk represents
2
the observations due to wind where yk ∼ N (Mk , M2k Kpm
). Ck is a random variable with
Ck = ck (1 + Kc ηc ). Kc is the normalized standard deviation for Ck and ηc is zero-mean
uni-variate random variable which is independent of other random variables.
With this formulation the mean value of the observations is
E[zk ] = E[ak yk + Ck ]
= ak Mk + ck .

(B.29)
(B.30)

Based on the scatterometer measurement model the variance for the observations can
be approximated by [61]
Var{zk } ≈ (Mk ak Kpm + ck Kc )2 (1 + α) + αE[zk ]2 + βE[zk ] + γ
= ςk2 .
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(B.31)
(B.32)

Assuming that the contamination is not a function of the wind, we can approximate the
derivative as
∂(Mk ak Kpm + ck Kc )
∂ςk2
= 2(Mk ak Kpm + ck Kc )
(1 + α)
∂w
∂w
∂E[zk ]
+(2αE[zk ] + β)
∂w
∂Mk
= 2(Mk ak Kpm + ck Kc )ak Kpm
(1 + α)
∂w
∂Mk
+(2α(ak Mk + ck ) + β)ak
∂w
∂Mk
=
ak (2(Mk ak Kpm + ck Kc )Kpm (1 + α) + (2α(ak Mk + ck ) + β))
∂w
¢
∂Mk ¡
2
(1 + α) + 2αak Mk + 2ck Kc Kpm (1 + ak ) + 2αck + β
=
ak 2Mk ak Kpm
∂w
¢
∂Mk ¡
2
=
ak 2Mk ak (Kpm
(1 + α) + α) + 2ck (Kc Kpm (1 + α) + α) + β .
(B.33)
∂w
The Fisher information is identical to that of known contamination; however, the
variance is somewhat more complicated as it is modified by the variance of the additive
contamination.
B.4

Application of the Fisher Information for Contaminated Observations

The Fisher information matrix for contaminated observations is used to calculate
the Cramer-Rao lower bound. However, since the contamination changes the bias of the
estimates, to calculate the biased CRB the bias must be approximated using Monte-Carlo
simulation in addition to the contaminated Fisher information. The following subsections
discuss how the contaminated Fisher information can be applied to the contamination mitigation problems addressed in this dissertation.
B.4.1

Application to Land Contaminated Wind Retrieval

Land contamination can be treated as an attenuation of the wind signal with an
additive contribution from land. The attenuation is due to the fact that during land contamination the ocean signal does not entirely fill the antenna footprint. Thus the ocean
backscatter signal is attenuated. The additive contribution from land is due to the land in
the antenna footprint. Assuming that the σ o value of land is fixed, the overall backscatter
can be represented using the LCR as
σ o = (1 − LCR)σwind + LCRσland .

(B.34)

Using this model the Fisher information can be calculated for known land contamination
using Eqs. B.25, B.27, and B.21 with ak = 1 − LCR and ck = LCRσland . The land contaminated form of the Fisher information matrix is used in Chapter 8 to calculate the CRB for
land-contaminated wind retrieval.
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B.4.2

Application to Rain-Contaminated Wind Retrieval

Rain contaminated wind retrieval can be treated phenomenologically as an attenuation of the wind-induced backscatter due to atmospheric rain and an additive contribution
from the additional backscatter due to increased surface roughness and atmospheric backscatter. This model is discussed in depth in Chapter 5. The overall backscatter can be modeled
as
σ o = αr σw + σe ,

(B.35)

where αr is the rain attenuation, σw is the wind-induced backscatter given by Mk , and σe
is the effective backscatter due to rain. The Fisher information for rain-contaminated wind
retrieval can be calculated using Eqs. B.31, B.33, and B.21 with ak = αr , ck = σe , and with
Kc = Kpe the rain model uncertainty.
B.4.3

Application to Wind-Contaminated Rain Retrieval

The backscatter observations for wind-contaminated rain-only retrieval can be modeled using the phenomenological rain model from Chapter 5 as
σ o = σe + αr σw ,

(B.36)

where each term is identical to those in rain-contaminated wind retrieval. However, for rainonly retrieval the desired signal is the rain backscatter, σe , so the contamination is caused by
the rain-attenuated wind backscatter, αr σw . Intuitively, when the rain attenuation is high
the contamination due to wind is low, and with the attenuation is low the contamination
due to wind can be high is σw is much larger than σe . The Fisher information for windcontaminated rain-only retrieval can be calculated using Eqs. B.31, B.33, and B.21 with
yk = σe , ak = 1, ck = αr σw , with Kpm = Kpe and with Kc = Kpm .
B.4.4

Fisher Information for Simultaneous Wind and Rain Retrieval

Although rain can be a source of contamination in wind-only retrieval, when a model
for rain exists the rain can be estimated simultaneously with the wind. The Fisher information for SWR can be calculated using the Fisher information for random contamination.
The attenuation term is replaced with the rain attenuation ak = αr , the additive contamination is replaced with the effective rain backscatter ck = σe , and the normalized standard
2
deviation of the contamination with the rain backscatter model uncertainty Kc2 = Kpe
.
The principle difference between the SWR Fisher information and that of raincontaminated wind-only retrieval is that for SWR retrieval the wind vector w has three
components speed, direction and rain rate. The variance of the observations is thus identical
to the random contamination case but the partial derivatives of the variance and the mean
are not quite as simple as the contamination is now a function of the wind vector (since the
wind vector includes rain). With this in mind the partial derivatives of the variance can be
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written as
∂ςk2
∂(Mk αrk Kpm + σek Kpe )
= 2(Mk αrk Kpm + σek Kpe )
(1 + α)
∂w
∂w
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+ (2α(αrk Mk + σek ) + β)
∂w µ
µ
¶ ∂w
¶
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∂Mk
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(B.37)
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The Fisher information matrix J is
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∂wj
∂wj
∂wj
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+

∂ςk2 1 ∂ςk2
,
∂wi 2ςk4 ∂wj

(B.38)

which is used in Chapters 5, 6 and 7 to calculate the CRB for SWR retrieval.
B.5

Summary

The Fisher information matrix for contaminated observations is vital to quantifying
the uncertainty in the estimates by way of the CRB. However, the discussion in this appendix only describes the effects of contamination on the Fisher information. As all types
of contamination change the bias of the estimates, the effects of contamination on the estimate bias must be evaluated as well. This is performed for each estimator via Monte-Carlo
simulation and the results are discussed in more detail in the relevant chapters.
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Appendix C
The Rain Likelihood Flag: An Ultra-High Resolution Rain Flag
Although, there are several rain flags which are applicable to conventional 25 km
QuikSCAT products [56][57], there are no rain flags which function on UHR 2.5 km wind
products. This appendix describes the rain likelihood flag (RLF), a proposed rain flag
for UHR data which can be used to identify rain-contaminated WVCs. The RLF is an
alternative approach to methods in Chapters 6 and 7 but could be used in conjunction with
them although such a joint approach is not pursued here.
The RLF is calculated by searching for a maximum of the SWR log-likelihood function, Eq. 5.7, in rain rate while keeping the wind vector fixed at the value given by the
wind-only solution. If there is a more likely raining solution, i.e. a maxima exists for a nonzero rain rate, the WVC is flagged as rain-contaminated and SWR retrieval is performed.
In addition to identifying rainy WVCs, the RLF is advantageous as it can be used to identify when to perform SWR. This can reduce the required computation for wind and rain
estimation as the SWR estimates are only calculated when necessary.
To illustrate the functionality of the RLF, Fig. C.1 shows TRMM rain rates, QuikSCAT
rain rates and the RLF for a single co-location. The RLF correctly flags many of the rain
events, however some small rain events with low rain rates are not identified. Additionally,
note that the RLF flags more WVCs than necessary near large rain events. This can be
partially attributed to the spatial smoothing of the backscatter field that is inherent in the
resolution enhancement process.
To demonstrate the performance of this simple rain flagging technique, Fig. C.2 shows
the probability of missed detection (Pmd ) and the probability of false alarm (Pf a ) for the
RLF for one year of QuikSCAT and TRMM PR co-located data. The missed detection performance is separated into wind and rain regimes. Regime 0 corresponds to wind-dominated
conditions, regime 1 to conditions where wind and rain backscatter is comparable, and regime
2 corresponds to rain-dominated conditions. The indicated rain threshold is the rain rate
in km-mm/hr that determines a rain event. When the rain threshold is high, i.e. low rain
events are ignored, the probability of missed detection is low as is the probability of false
alarm.
The false alarm rate for the RLF is relatively high regardless of the rain threshold.
This is acceptable in this application of the RLF since it simply indicates rain is probable
so SWR retrieval should be performed. For rain events with high rain rates the probability
of missed detection decreases steadily. This indicates that it is rare for the RLF not to
flag moderate to high rain rates. The probability of false alarm also increases with the rain
threshold, which is not a concern since the RLF is always sensitive to lower rain rates and
so false alarms can be triggered by lower, but significant, rain rates. As might be expected,
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Figure C.1: TRMM rain rate (left), QuikSCAT rain rate (middle) and RLF
(right) for one overlapping region. TRMM swath edges are indicated by the black
lines and the red dashed lines indicate the edges of the processed QuikSCAT data
solid black indicates land. Although QuikSCAT fails to detect the lowest rain
rates, the spatial correlation of the three data sets is quite apparent. The rain rate
color scale for this image ranges from 0 to 132 km-mm/hr.
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Figure C.2: Probability of false and alarm and probability of missed detection
for the RLF as a function of rain threshold and regime. Pmd is not included for
regime 0 since when wind is dominant rain detection is known to be poor. Pf a
for regimes 1 and 2 since a dominating rain rates should be flagged regardless of
rain rate. The rain threshold is the rain rate which in each comparison indicates a
rain event. The decreasing missed detection rate indicates that the RLF correctly
identifies high rain rates in most cases.

178

1

the false alarm rate is lower for wind dominated conditions and the missed detection rate is
lower for rain dominated conditions.
Some performance degradation of the RLF can be attributed to uneven beam-filling.
Due in part to the resolution enhancement process, beam-filling can have some misleading
effects. The QuikSCAT antenna spatial response is much larger than the pixel size at UHR
causing, high rain rates to appear as lower rain rates spread across several WVCs. This
can be noted in Fig. C.1 where QuikSCAT appears to widen the north-south rain bands
apparent in TRMM PR rain rates. Since the highest rain rates are typically localized to a
few WVCs, the RLF missed detection rate can be higher than expected due to beam-filling
effects. Draper and Long [61] showed that although beam-filling effects can cause significant
variability in the estimates, the bias they introduce is small. It is also possible to adjust
the sensitivity of the RLF to further reduce the missed detection rate at the cost of the
increasing the number of false alarms.
Although the RLF is not currently included in any publicly available QuikSCAT wind
products, it may be implemented readily and at little computational cost. Further, because
the concept of the RLF is so simple, it can be easily implemented for any other scatterometer
if a rain backscatter model is available.
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Appendix D
Rain Fraction-Based Estimator Performance Prior
The conditional distribution fX|θ (xj |ϑ) in Bayes estimator selection represents the
performance of an estimator for a given set of conditions so it is referred to as the estimator
performance prior. For the sake of clarity, the estimator performance prior in Chapters 6
and 7 is calculated from Monte-Carlo simulations of wind and rain retrieval. This appendix
presents an alternative model-based formulation for the estimator performance prior which
lends physical insight into the interaction between wind and rain.
The estimator performance prior can be modeled in several steps. First, define a
regime Si for each estimator which corresponds to the set of wind and rain vectors where
each estimator has minimum squared-error according to the total squared error cost function
defined in Chapter 6.
To determine the estimator regimes, instead of attempting to analytically account
for the non-linear and empiric natures of wind and rain estimation, empiric estimates of the
estimator performance can be formed. For example using NCEP and TRMM PR data as
with the wind-rain prior in Chapter 6. Treating NCEP wind and TRMM PR rain data as
the true conditions ϑ, the squared error for each estimator is ei = (ϑ − xi )2 and the best
estimator that for which ei is a minimum.
This method allows one to empirically determine the regimes Si in the wind rain
space. Each regime Si is the set of vectors ϑ for which ei < ej for i 6= j. The regime Si
can then be interpreted as the set of wind-rain vectors for which the estimator xi is the best
estimator on average (in a squared-error sense) of the true ϑ.
Although this definition of the regimes is an appropriate way to characterize the average estimator performance, it has several limitations which impede its utility in estimator
selection. Particularly, this definition implies a deterministic estimator selection given the
true conditions when in reality the regime boundaries are not sharp. Instead, for a given
condition a particular estimator may be best under certain noise realizations while another
may be better with a different noise realization. Thus a probabilistic approach to the regime
definition is more appropriate. Further the empiric regime definition does not reflect knowledge of the QuikSCAT noise model. Finally, note that QuikSCAT does not directly observe
wind and rain, but instead measures the surface radar backscatter σ o which relates to wind
and rain via non-linear model functions. As an alternative to the empiric regime definitions
we propose use of the rain fraction as a more physically meaningful regime definition to
address the estimator differences at a backscatter level.
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D.1

Rain Fraction

As an initial step in modeling the estimator performance, the various regimes may be
defined in terms of the relative signal strengths of the wind and rain backscatter as follows.
First, the rain fraction C(ϑ) is defined to be
C(ϑ) =

σe
,
αr σw

(D.1)

where σe and αr σw are the modeled backscatter quantities. The rain fraction can be intuitively understood to be the signal to interference ratio (SIR) of the effective rain backscatter σe and the rain-attenuated wind backscatter αr σw . Because σe and αr σw are in reality
random variables, the rain fraction is also a random variable with realizations c(ϑ) and a
distribution controlled by the true wind and rain conditions. Note that the rain fraction is
dependent on measurement geometry and polarization although it is not expressly included
in the notation. This implies that the rain fraction is different for each antenna look type
and polarization due to differing observation geometry; so for any observed wind and rain
rate there are 4 different rain fraction values, one for each observation type.
A QuikSCAT backscatter measurement is typically assumed to be a Gaussian random variable with mean determined by the model and variance a function of the model
backscatter and communication and receiver noise. For QuikSCAT, the observed effective
rain backscatter can be modeled as
σe = σe (r)(1 + Kpc η1 )(1 + Kpe η2 ),

(D.2)

where σe (r) is the model backscatter as a function of r the rain rate, Kpe is the normalized
standard deviation of the effective rain backscatter model and η1 and η2 are independent
zero-mean unit-variance Gaussian random variables.
Kpc is the normalized standard deviation of the communication noise which is defined
for QuikSCAT to be
s
β
γ
Kpc = α + + 2 ,
(D.3)
σt σt
where α, β and γ are constants particular to QuikSCAT and σt is the total observed backscatter
σt = αr σw + σe .
(D.4)
The mean of σe can be written
E(σe ) = σe (r)

(D.5)

2
2
V ar(σe ) = σe (r)2 (1 + Kpc
)(1 + Kpe
) − σe (r)2 .

(D.6)

and the variance is
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Similarly, αr σw can be modeled as
αr σw = M(w)(1 + Kpc η1 )(1 + Kpm η3 )10−αdB (r)(1+Kpa η4 )/10
∼
= M(w)(1 + Kpc η1 )(1 + Kpm η3 )αr (r)(1 + (1 − αr (r))Kpa η4 ),

(D.7)
(D.8)

where M(w) is the wind-induced model backscatter as a function of the wind vector w, Kpm is
the normalized standard deviation of the model, αdB is the path integrated attenuation in dB,
αr (r) is the attenuation model as a function of the rain rate r, Kpa is the normalized standard
deviation of the attenuation model and η1 , η3 and η4 are independent zero-mean unit-variance
Gaussian random variables. To simplify the model, the path integrated attenuation term is
simplified using a truncated Taylor series expansion of 10x around x = 0 resulting in Eq. D.8
[61]. Using the approximation in D.8 results in a mean of
E(αr σw ) = αr (r)M(w)

(D.9)

and a variance of
2
2
2
) − αr (r)2 M(w)2 . (D.10)
V ar(αr σw ) = αr (r)2 M(w)2 (1 + Kpm
)(1 + (1 − αr (r))2 Kpa
)(1 + Kpc

The correlation between σe and αr σw can be written
2
σe (r)αr (r)M(w)Kpc
ρ= p
.
V ar(σe )V ar(αr σw )

(D.11)

Supposing that σe and αr σw are approximately Gaussian, the rain fraction distribution is then a ratio distribution of two correlated Gaussian random variables. Such a
distribution is studied in [100] where it was shown that the cumulative distribution function
of the rain fraction, FC (c), is
½
¾
½
¾
σe − αr σw c αr σw ςw r − ρςe
αr σw c − σe αr σw ςw c − ρςe
FC (c) = L
,−
,
+L
,
,
, (D.12)
ςe ςw a(c)
ςw
ςe ςw a(c)
ςe ςw a(c)
ςw
ςe ςw a(c)
where ρ is the correlation coefficient between the numerator and denominator, σe is the mean
of the numerator with standard deviation ςe , and αr σw is the mean of the denominator with
standard deviation ςw . The function a(r) is defined to be
s
c2
2ρc
1
a(c) =
−
+ 2
(D.13)
2
ςe
ςe ςw ςw
and L(·, ·, ·) is bivariate normal integral defined as
½ 2
¾
Z ∞Z ∞
x − 2γxy + y 2
1
exp −
L(h, k, γ) = p
dxdy.
2(1 − γ 2 )
2π 1 − γ 2 h
k
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(D.14)

D.2

Regime Boundaries

Since the rain fraction cumulative distribution is known, an indicator function can be
defined X in terms of the rain fraction r(ϑ) for each antenna look

 0 for C(ϑ) < A
1 for A < C(ϑ) < B ,
X=
(D.15)

2 for C(ϑ) > B
where the values taken by X are the estimator regimes and A and B are constants. When
X equals 0, 1 or 2 then the best squared-error estimate of ϑ is produced using the wind-only
estimate, the simultaneous-wind-rain estimate or the rain-only estimate respectively. Using
the rain fraction distribution the distribution of the indicator variable X can be written
conditioned on ϑ
P (X = 0|ϑ) = FC (A),
P (X = 1|ϑ) = FC (B) − FC (A),
(D.16)
P (X = 2|ϑ) = 1 − FC (B).
This formulation for the distribution of the indicator variable X is the desired estimator
performance model. All that remains is to determine the constants A and B for each antenna
look which characterize the regime boundaries.
Determining the regime boundaries A and B for each look in the rain fraction space
requires an evaluation of the actual performance of the estimators. Using the QuikSCAT
and TRMM PR co-located measurement sets described in Chapter 6, the average squared
error can be computed for each of the estimators as a function of the ‘true’ wind conditions
and rain rates as predicted by NCEP and measured by TRMM PR. The best estimator for
a wind-rain vector is thus the estimator with the smallest average squared error over the
data set. Using this definition of the best estimator each wind-rain vector can be assigned
to a regime corresponding to a specific estimator thereby dividing the wind-rain space into
3 disjoint regions or regimes.
Using the models for wind and rain backscatter enables the determination of the density of rain fractions for each regime fC(ϑ)|X (c(ϑ)|x). The conditional rain fraction densities
are shown in Fig. D.1 for each antenna look. Although the empirical regimes are disjoint in
the wind-rain space the rain fraction densities are not. As illustrated by Fig. D.1 the rain
fraction is a good indicator of the regime. The rain fraction densities are relatively distinct,
and although they are not disjoint, the regions where they overlap are understandable. The
slight overlap of the rain fraction densities represent the fact that where the rain fraction indicates that simultaneous wind and rain retrieval is best, occasionally wind-only or rain-only
retrieval might be better.
It is important to remember that the densities shown in Fig. D.1 are in reality distributions of the nominal rain fraction, the rain fraction given by the wind and rain models.
Figure D.1 shows the densities of the modeled or expected rain fraction for the wind-rain
vectors in each regime. Although this is only an approximation to the density fC(ϑ)|X , it
allows reasonable estimates of the thresholds A and B to be formed. Additionally, the data
used to determine estimator performance lacked high-wind cases and so they are underrepresented in the regime analysis. Despite this limitation, an advantage of the rain fraction
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Figure D.1: Conditional densities of C(ϑ) for each regime for each look geometry.
H-pol measurements are on top and V-pol measurements the bottom with foreward
looks on the left and aft looks on the right.

definition is that it applies to all wind and rain vectors based on the assumption that the
estimators have similar performance for similar rain fractions even if the wind and rain rates
are significantly higher.
The regime definition adopted using this approximation is then the interval for which
fC(ϑ)|X (c(ϑ)|x = i) ≥ fC(ϑ)|X (c(ϑ)|x = j)∀i 6= j. With this definition the thresholds A and
B for each observation flavor are the intersections of the conditional distributions shown
in Fig. D.1 with values shown in Table D.1. Although using the rain fraction with these
thresholds does not perfectly characterize the estimator performance, only 18% of wind-rain
vectors are inaccurately classified using the specified rain fraction thresholds and of those, the
errors are predominately in the rain-only regime which have lower probability of occurrence.
Additionally, the misclassification of the rain-only regime typically causes a simultaneouswind-rain estimate to be used. This degrades the rain estimate but results in an estimate of
the wind as well, thereby providing information that rain-only retrieval otherwise would not.
Similarly, some misclassification errors occur between the wind-only and simultaneous-windrain estimators. As before, this type of error is tolerable because rain rates are typically
small in this regime so the additional error in not estimating or falsely estimating the rain
is relatively small.
The rain fraction definition of the estimator performance is inherently an approximation to the actual estimator performance. As such there are classification errors which
are unavoidable. These classification errors often occur between the WO and SWR, and the
SWR and RO estimates. For example, although the overall performance may be degraded
slightly when the SWR estimator is selected when the WO estimate has minimum squared
error, the additional information provided by the SWR rain estimate makes this type of error
more acceptable. In short, although there is some misclassification of the regimes inherent
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Table D.1: Rain fraction regime boundaries

Polarization Direction
A
B
V
fore
-2.8 11.7
H
fore
-0.06 16.3
H
aft
-0.24 16.2
V
aft
-2.9 11.7

in the rain fraction definition, the majority of misclassification errors indicate SWR retrieval
which is typically a suitable alternative to WO or RO estimation.
A similar misclassification occurs when the SWR estimate is best and the WO or RO
estimate is selected. In this case some information is lost as an estimate of wind or rain is not
formed but this degradation is balanced somewhat by the fact that the increased accuracy
of the wind or rain estimate.
In terms of the signal to interference ratio of the wind and rain signals, the regime
thresholds offer interesting insights into the performance of the various estimators. Windonly retrieval is best when the wind signal magnitude is greater than twice that of the rain
signal. As the strength of the rain signal increases simultaneous wind and rain retrieval
offers good performance, but after a cutoff point at B wind information is rarely retrievable
or useful.
After determining the coefficients A and B, the estimator performance model can
now be written in terms of the probability of an estimator being best for a given wind
condition, f (X|ϑ) for X = 0, 1, 2. The estimator performance prior of a single direction for
each estimator is shown in Fig. D.2. The rain fraction-derived estimator performance priors
in Fig. D.2 correspond quite well to the Monte-Carlo derived priors in Chapters 6 and 7
indicating that approximating the estimator performance using the rain fraction may be a
useful approximation.
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Figure D.2: Estimator performance densities fX|θ (xj |ϑ) using the rain fraction
formulation plotted for one wind direction. Top-left: wind-only. Top-right: Simultaneous wind-rain. Bottom: rain-only. Darker areas correspond to wind-rain
vectors where a particular estimator has better performance.
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Appendix E
Interference Information
Chapter 6 motivates the need for multiple estimators using the total squared error
and the Cramer-Rao lower bound. This appendix introduces an alternative information
theoretic motivation for multiple estimators using the concept of interference information
based on the Kullback-Leibler divergence. In this appendix, interference information is
defined and its significance is discussed. Then interference information is used to define the
parameter space for which a given reduced-order model is suitable. Applying the interference
information concept to simultaneous wind and rain retrieval for the QuikSCAT scatterometer
yields intuitively pleasing results which correspond clearly to the estimator regimes defined
in chapter 6 using the CRB and the estimator performance prior.
E.1

Motivation

Model-based estimation is a powerful technique for inferring true conditions based on
a set of observations. An appropriate model can allow for the estimation of several distinct
phenomena at the cost of model complexity and computation time. Under certain conditions however, the model variance together with observation variance can lead to degraded
estimator performance with the true model. Under these conditions, usage of a reducedorder approximate model can lead to improved performance by simplifying the estimation
problem.
E.2

Problem Formulation

An estimate, denoted θ̂, of a vector valued parameter θ = {θ1 , θ2 } is desired where θi
can be individual components or subsets of components of θ. The parameter θ determines
the distribution of the observations X. The conditional distribution of the observations given
the true parameter is fX|θ (x|θ). This distribution is the true model to be used in model-based
estimation of θ.
Estimating a vector quantity is not equivalent to separately estimating the components and recombining, i.e. θ̂ 6= {θ̂1 , θ̂2 } due to correlation between components of θ and
observations. The model fX|θ (x|θ) accounts for component and observation correlation thus
making estimation possible under a variety of conditions. Under some conditions, however,
a subset of the components of θ may dominate the observations.
For example, given a particular parameter value {θ1 , θ2 } the observations may be
dominated by the parameter components of θ1 . In such a case the relatively small contribution to the observations due to θ2 may make any estimates of θ particularly poor for the
parameter components in θ2 and may further degrade the parameter estimates of θ1 . For
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such a case the estimate error in θ̂ can be reduced by estimating only the parameters with
significant contribution to the observations thereby forming an estimate of θ1 alone. The
question that remains to determine is: Under what conditions is it advantageous to simplify
the estimation problem by reducing the model order and estimating only certain components
of θ?
E.3

Interference Information

The answer to this question can be approached by dividing θ into two possibly disjoint
subsets of components, θ1 and θ2 . After division, approximate models can be formed that
neglect any parameters that have insignificant contributions to the observations. When the
observations are dominated by the parameter components in θ1 , an approximate conditional
density fˆX|θ1 (x|θ1 ) can be constructed. This conditional density is formed by making the
assumption that the observations do not depend on θ2 . For the case where observations
are dominated by θ2 the density fˆX|θ2 (x|θ2 ) is formed. By replacing the combined model
fX|θ (x|θ) with an approximate model, estimates for θ1 or θ2 , which are denoted θ̂1 and θ̂2
respectively, can be formed based on the observations.
Although the partial estimators θ̂1 and θ̂2 can have improved performance under
certain conditions, neither is suited for all possible conditions. Additionally, forming both
partial estimators and recombining to form an estimate of θ is not equivalent to forming the
estimate θ̂ using the true model outright.
This situation leads naturally to the question of how to determine the conditions for
which it is best to use a given estimator. To apply existing mechanisms to answer this question, it can be rephrased. Instead it reads, under what conditions is the approximate model
fˆX|θ1 (x|θ1 ) close enough to the true density fX|θ (x|θ) that the estimate θ̂1 is preferred to the
estimate θ̂? Since the answer to this question depends on a difference between probability
densities, we turn to the Kullback-Leibler divergence [101].
The Kullback-Leibler divergence, defined as
Z
f (x)
D(f ||g) = f (x) log
dx
(E.1)
g(x)
is a measure of the difference between the probability densities f (x) and g(x). Note that the
Kullback-Leibler divergence is related to mutual information I(X; Y ) by
D(fXY ||fX fY ) = I(X; Y )

(E.2)

indicating that the mutual information is the Kullback-Leibler divergence of the joint density
and the product of the marginals.
In a similar way we define the interference information for an estimator to be the
Kullback-Leibler divergence of the true conditional density and the approximate. For θ̂1 the
interference information becomes
Z
f (x|θ)
Iθ̂1 (θ) = D(fθ ||fˆϑ1 ) =
f (x|θ) log
dx.
(E.3)
fˆ(x|ϑ1 )
X
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The interference information for θ̂2 is defined similarly to be
Z
f (x|θ)
ˆ
Iθ̂2 (θ) = D(fθ ||fϑ2 ) =
f (x|θ) log
dx.
ˆ
f (x|ϑ2 )
X

(E.4)

Interference as used in the interference information given above differs from interference in
the usual communications sense. “Interference information” is information not accounted
for in the approximate model which interferes with the estimation process resulting in a
contaminated estimate. Restated, the interference information for the estimators can be
understood to be the amount of information in the true density which “interferes” with an
estimate made using an approximate density for the parameter θ.
The interference information for the combined estimate θ̂ is slightly different. We
define it to be
Z
f (x|θ)
ˆ
ˆ
Iθ̂ (θ) = D(fθ ||fϑ1 fϑ2 ) =
f (x|θ) log
dx.
(E.5)
fˆ(x|ϑ1 )fˆ(x|ϑ2 )
X
Here the interference information is a measure of the difference between the joint density
and the product of the approximate densities. For the joint estimator, the ‘interference’ is
the information in the true density which interferes with separate estimation of θ1 and θ2
using the approximate reduced-order models.
Interestingly, the interference information for each estimator is related by
Z
Iθ̂ (θ) = Iθ̂1 (θ) + Iθ̂2 (θ) −
f (x|θ) log f (x|θ)dx,
(E.6)
X

which can be rewritten in terms of the conditional entropy as
Iθ̂ (θ) = Iθ̂1 (θ) + Iθ̂2 (θ) + H(X|θ),

(E.7)

which indicates that the interference information for the estimators are all related to each
other and the entropy of the observations.
E.3.1

Estimator Regimes

With the interference information defined, the problem of determining what conditions are best for each estimator reduces to finding the estimator with the minimum interference information for each value of θ. The best estimator to use in an interference information
sense is then the estimator which has the minimum interference information. For the cases
of the partial estimators θ̂1 and θ̂2 this means that there is little difference between the
approximate model and the true model indicating that a reduced order estimation problem
is superior. For the complete estimator θ̂ a low interference information indicates that there
is correlated information in the joint model not accounted for in the partial approximate
models.
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Figure E.1: Estimator regions as defined using interference information corresponding to wind-only, rain-only and simultaneous wind and rain estimation. The
black region corresponds to RR̂ , the white to RŜ and the gray to RŴ . As might
be expected, when rain is high and wind is low, the rain-only estimator is best.
When wind is high and rain is low the wind-only estimator is best. When both
wind and rain are moderate to high the simultaneous wind and rain estimator is
preferred.

This interpretation allows for the definition of a regime for each estimator
Rθ̂ = {θ : Iθ̂ < Iθˆi ; ∀i},
Rθ̂i = {θ : Iθ̂i < Iθ̂ < Iθ̂j ; ∀i 6= j}.

(E.8)
(E.9)

With this definition, the regime for an estimator is the set in the parameter space where the
interference information of the estimator is less than all other estimators. The introduction of
regimes lends itself to this intuitive interpretation. When an estimator is used outside of its
particular estimation regime the estimates are contaminated and degraded by the interference
information and another estimator with lower interference information is preferred.
E.4

Application

As an application of the interference information concept, this section uses the above
method to divide a parameter space into regions suitable for separate estimators. For simultaneous wind and rain retrieval using QuikSCAT data, an estimate can be produced of the
wind and rain based on observations of the normalized radar cross section or backscatter,
σ o . Under certain conditions simultaneous estimation of both wind and rain has degraded
performance and it is better to estimate the wind or the rain. In terms of the interference
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information concept, we define the simultaneous wind and rain estimators to be Ŝ, Ŵ and
R̂ denoting the simultaneous wind and rain estimate, the wind-only estimate and the rainonly estimate respectively. The regime for each estimator as determined from the wind and
rain model is shown in Fig. E.1. The results are quite intuitive and correspond well with
the regimes defined using the Cramer-Rao lower bound in Chapter 6 as well as the regimes
defined by the estimator performance priors in Chapters 6 and 7.
E.5

Summary

In summary, the application of interference information to the multiple estimator
problem clearly shows that there are times when a reduced-order model is close to the
true model in addition to quantifying this difference using the interference information.
Based on the interference information it is simple to divide a parameter space into regimes
corresponding to the reduced-order approximate models and the true model. Additionally,
based on the sample application, the interference information relates strongly to empirical
performance of the estimators while only using information in the several models.
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