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Abstract
An extended version of the classical MacMahon’s “Master Theorem” to algebraic
structures much more general than the field of real numbers, namely semi-rings and even
pre-semi-rings, is proposed. Due to the fact that many semi-rings or pre-semi-rings are not
additive groups, such concepts as the determinant of a matrix cannot be used any more, and
the statement of the result itself has to be significantly different. When specialized to the field
of real numbers, however, the extended result is shown to reduce to the classical version of
MacMahon’s “Master Theorem”. © 2001 Elsevier Science Inc. All rights reserved.
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1. Introduction
It is now a well-established fact that many determinantal identities (i.e., identities
involving the determinant of a given square real matrix) actually derive from basic
combinatorial properties and can be proved without requiring all the properties of
real (or complex) vector fields. As typical examples of this, we mention the combi-
natorial proofs of the Cayley–Hamilton theorem [10,11], of Jacobi’s identity [5,13],
of the so-called “Matrix-Tree Theorem” [9,12], and of MacMahon’s Master Theorem
[3].
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This opened the way to further generalizations of determinantal identities to al-
gebraic structures much more general than vector fields, in particular semi-rings.
The first semi-ring extension of the Cayley–Hamilton theorem is due to Rutherford
[10], and the semi-ring extensions of the “Matrix-Tree Theorem” and the “All Minor
Matrix-Tree Theorem” have been stated and proved in [7,8].
The purpose of the present paper is to state and prove an extended version of
MacMahon’s “Master Theorem” [6] in algebraic structures slightly more general
than semi-rings namely pre-semi-rings (these are structures in which we do not need
to assume the absorption property for the zero element).
2. Statement of the extended MacMahon’s Master Theorem
We consider an n× n square matrix A = (aij) with entries in a commutative pre-
semi-ring (E,⊕,⊗), that is, a set E endowed with two internal laws ⊕ (“addition”)
and ⊗ (“product”) satisfying the following properties:
• ⊕ and ⊗ are associative and commutative with zero element ε and unit element
e;
• ⊗ is right and left distributive with respect to ⊕.
Note here that the only missing property for (E,⊕,⊗) to be a (commutative)
semi-ring is the so-called absorption property: ∀a ∈ E: a ⊗ ε = ε ⊗ a = ε. That is
why we refer to such an algebraic structure as a pre-semi-ring.
x1, x2, . . . , xn denoting n indeterminates, and m1, m2, . . . , mn denoting n natural
numbers, we denote K(m1, m2, . . . , mn) the coefficient of the term xm11 ⊗ xm22 ⊗· · · ⊗ xmnn in the expression:
(a11 ⊗ x1 ⊕ a12x2 ⊕ · · · ⊕ a1n ⊗ xn)m1
⊗(a21 ⊗ x1 ⊗ · · · ⊕ a2n ⊗ xn)m2 ⊗ · · ·
⊗(an1 ⊗ x1 ⊕ · · · ⊕ ann ⊗ xn)mn. (1)
For the special case where (E,⊕,⊗) is the set (R,+,×) the classical MacMahon
“Master Theorem” relates the formal series S in the indeterminates x1, . . . , xn with
coefficients K(m1, m2, . . . , mn) to the formal expansion of the inverse of the deter-
minant I − ADx , where I is the n× n identity matrix and Dx the diagonal matrix
with diagonal entries x1, x2, . . . , xn.
In the present paper, we show that this classical result may be generalized to
commutative pre-semi-rings. However, due to the fact that in such algebraic struc-
tures we no longer assume existence of an additive or a multiplicative inverse for
an element, the statement of the result itself has to be significantly changed (for
instance the concept of determinant of a matrix cannot be used any more). To state
the generalized result we have to make use of partial permutations.
Given the finite set X = {1, 2, . . . , n} a partial permutation σ of X is a permuta-
tion of a subset S ⊂ X. S is called the domain of σ , denoted dom(σ ).
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For instance, if X = {1, 2, 3, . . . , 7} and S = {2, 3, 5, 7}, σ defined by:
σ(2) = 3, σ (3) = 7, σ (5) = 5, σ (7) = 2
is a permutation of S and a partial permutation of X with dom(σ ) = {2, 3, 5, 7}.
The graph Gσ associated with a partial permutation σ is defined, in a natural way,
as the oriented graph having node set X = {1, . . . , n} and an arc (i, σ (i)) for each
i ∈ dom(σ ). For the above example, the associated graph Gσ decomposes into two
disjoints circuits {2, 3, 7} and {5} (the second circuit is a loop on node 5).
The set of all permutations of X = {1, 2, . . . , n} is denoted Per(n) and the set of
all partial permutations of X = {1, . . . , n} will be denoted Part(n). With any σ ∈
Part(n) we let correspond the permutation σˆ of {1, . . . , n}, called the completion of
σ , defined as{
σˆ (i) = σ(i) for i ∈ dom(σ ),
σˆ (i) = i for i ∈ X\dom(σ ).
The signature of a partial permutation σ , denoted sign(σ ), being defined as the
signature of its completion σˆ , we introduce the characteristic of σ ∈ Part(n) as
char(σ ) = sign(σ )× (−1)|dom(σ )|.
The following property is easily proved.
Property 1. For any partial permutation σ ∈ Part(n), char(σ ) = (−1)r , where r is
the total number of circuits (including loops) in the associated graph Gσ .
From now on, we will denote Part+(n) (respectively, Part−(n)) the set of all par-
tial permutations with characteristic +1 (respectively, with characteristic −1). We
can now state our main result which will be proved in the next section.
Theorem 1 (Generalized “Master Theorem”). Let
A = (aij)i=1,...,n
j=1,...,n
be an n× n matrix with entries in a commutative pre-semi-ring (E,⊕,⊗). Let S
denote the formal series:
S =
∑
(m1,m2,...,mn)
K(m1, m2, . . . , mn)⊗ xm11 ⊗ xm22 ⊗ xmnn (2)
(summation over all distinct n-tuples of nonnegative integers). Then the following
identity holds:
S ⊗

 ∑
σ∈Part+(n)
∏
i∈dom(σ )
ai,σ (i) ⊗ xσ(i)


= e ⊕ S ⊗

 ∑
σ∈Part−(n)
∏
i∈dom(σ )
ai,σ (i) ⊗ xσ(i)

 . (3)
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3. Proof of the generalized result
Let us denote G(m1, m2, . . . , mn) the family of all oriented multigraphs (with
multiple edges and loops allowed) of the form G = [X, Y ], where X = {1, 2, . . . , n}
and the arc set Y satisfies the following conditions:
(i) for all i ∈ X, Y contains exactly mi arcs originating at i;
(ii) for all i ∈ X, Y contains exactly mi arcs terminating at i.
(Note that such graphs may of course contain loops.)
We define the weight of any G = [X, Y ] as the formal expression:
W(G) =
∏
(k,)∈Y
(ak, ⊗ x)
(∏ denotes product in the sense of ⊗) and we agree to set W(G) = e if Y = ∅. Then
it is easy to check that
K(m1, m2, . . . , mn)⊗ xm11 ⊗ xm22 ⊗ · · · ⊗ xmnn =
∑
G∈G(m1,...,mn)
W(G).
Therefore, the expression of S given by (2) may be rewritten as
S =
∑
(m1,...,mn)
∑
G∈G(m1,...,mn)
W(G) =
∑
G∈G
W(G),
where
G =
⋃
(m1,...,mn)
G(m1, . . . , mn)
(union extended to all the distinct n-tuples of nonnegative integers).
Now, consider the familyF+ (respectively,F−) of all the directed graphs of the
form G = [X, Y ∪ C], where:
• [X, Y ] ∈ G;
• [X,C] is the directed graph associated with a partial permutation σ ∈ Part+(n)
(respectively, Part−(n)); thus its arc set forms an even number (respectively, an
odd number) of node-disjoint circuits (some of these circuits may be loops).
Then it is easily seen that the left-hand side of (3) is equal to∑G∈F+ W(G) and the
right-hand side of (3) is equal to e ⊕∑G∈F− W(G).
Among all the graphs in the family F+ ∪F−, we find G0 = [X, Y ∪ C] with
Y = ∅ and C = ∅. Indeed this G0 corresponds to the case, where [X, Y ] is the
unique member of the family G(0, 0, . . . , 0) and where [X,C] is [X, ∅]. Moreover,
we note that G0 ∈F+ (since C = ∅ corresponds to an even number of circuits) and
W(G0) = e. Therefore, to prove (3), it will be enough to show that∑
G∈F+\G0
W(G) =
∑
G∈F−
W(G). (4)
This part of the proof now makes use of basically the same combinatorial argument
as in [4] (see also [13]). We briefly recall it for the sake of completeness. The idea is to
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exhibit a one-to-one correspondence (bijection) betweenF+\G0 andF− such that,
for any two corresponding G ∈F+\G0 and G′ ∈F−, then W(G) = W(G′).
All the graphs of the form [X, Y ∪ C] in (F+\G0) ∪F− are supposed to be
represented by adjacency lists with the following convention. For any i ∈ X, if i
belongs to a circuit in [X,C], then the arc in C originating at i is placed as the first
element of the list of arcs originating at i (adjacency list).
Now, let us consider G = [X, Y ∪ C] ∈F+\G0. Thus, [X,C] contains an even
number of node-disjoint circuits (this number possibly being 0). SinceG /= G0, there
is at least one node with nonzero degree in G. Among these, let i0 denote the one
having smallest index number.
Let us then perform a graph traversal of the graph G, starting from node i0 and
using arcs in Y as follows. At the current step, we are at the current node i. If i either
is one of the nodes already visited since the start at i0, or if i belongs to some circuit
in [X,C], then the process stops. Otherwise the process goes on by moving along
that arc (i, j) ∈ Y which appears first in the adjacency list of i; j now becomes the
new current node.
Clearly, the above process terminates in at most n steps with one of the two situ-
ations:
Case 1. We arrive at a node already visited (before reaching a node covered by C).
Case 2. We arrive at a node k covered by a circuit in [X,C].
In the first case, we have found a circuit of the partial graph [X, Y ] which is
node disjoint w.r.t. those in [X,C]. Let  denote its arc set. We then define G′ =
[X, Y ′ ∪ C′] with Y ′ = Y\ and C′ = C ∪ .
In the second case, [X,C] contains a circuit through k; denote  its arc set. We
then define G′ = [X, Y ′ ∪ C′] with Y ′ = Y ∪  and C′ = C\. Moreover, the adja-
cency list of each node i covered by the circuit is modified in such a way that the arc
in  originating at i becomes the first in the adjacency list for i.
In both cases [X,C′] contains an odd number of node-disjoint circuits. Also, since
the arc sets of G and G′ are the same, W(G) = W(G′). Moreover, due to our initial
convention on adjacency list orderings, it is observed that the same construction
which transforms G into G′, when applied to G′, maps back G′ to G. Therefore, it is
a bijection between F+\G0 and F− and (4) follows.
This completes the proof of the extended result. 
4. The classical MacMahon’s Master Theorem as a special case of the extended
result
In this section, we consider the special case of ordinary algebra on the field of real
numbers.
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Since the statements of the extended result and of the classical result are signifi-
cantly different, the fact that the latter may be viewed as a corollary of the former is
not exactly straightforward. For this, we need the following lemma.
Lemma 1. Let B = (bij) denote an n× n real matrix and I the identity matrix in
Mn(R). Then
det(I − B)=
∑
σ∈Part+(n)

 ∏
i∈dom(σ )
bi,σ (i)


−
∑
σ∈Part−(n)

 ∏
i∈dom(σ )
bi,σ (i)

 . (5)
Proof. Let C = I − B = (cij), where{
cij = −bij if i /= j,
cij = 1 − bij if i = j.
Then
det(I − B) =
∑
∈Per(n)
sign()×
n∏
i=1
(ci,σ (i)). (6)
For any permutation  ∈ Per(n), let U ⊂ {1, 2, . . . , n} be the set of indices i such
that (i) = i and V = {1, 2, . . . , n}\U. Eq. (6) may be rewritten as
∑
∈Per(n)
sign()

∏
i∈U
(1 − bi,i)

×

∏
i∈V
−bi,(i)

 .
Expanding the product in each term of the summation, we get
∑
∈Per(n)
∑
U ′⊆U
sign()×
(∏
i∈U ′
−bi,i
)
×

∏
i∈V
−bi,(i)


or equivalently
∑
∈Per(n)
∑
U ′⊆U
(−1)|U ′|+|Vπ |sign()×

 ∏
i∈U ′∪V
bi,(i)

 .
Each term in the above summation is a product of entries of the B matrix cor-
responding to a partial permutation σ of {1, 2, . . . , n} such that dom(σ ) = U ′ ∪ Vπ
with the sign (−1)|dom(σ )| × sign() = car(σ ) (this is so because sign() = sign(σ )).
From this we deduce
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det(I − B) =
∑
σ∈Part(n)
car(σ )×

 ∏
i∈dom(σ )
bi,σ (i)

 ,
which proves the lemma. 
Now, applied to matrices and variables on the reals, the generalized MacMahon
identity (3) may be rewritten as
S ×
∑
σ∈Part(n)
car(σ )

 ∏
i∈dom(σ )
ai,σ (i)xσ(i)

 = 1,
which, using Lemma 1, leads to the classical MacMahon “Master Theorem”:
S × det(I − B) = 1,
where
B = (bij)i=1,...,n
j=1,...,n
= (aijxj )i=1,...,n
j=1,...,n
.
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