Abstract. We study local boundary behaviour of one-parameter semigroups of holomorphic functions in the unit disk. Earlier under some addition condition (the position of the Denjoy -Wolff point) it was shown in [11] that elements of one-parameter semigroups have angular limits everywhere on the unit circle and unrestricted limits at all boundary fixed points. We prove stronger versions of these statements with no assumption on the position of the Denjoy -Wolff point. In contrast to many other problems, in the question of existence for unrestricted limits it appears to be more complicated to deal with the boundary Denjoy -Wolff point (the case not covered in [11] ) than with all the other boundary fixed points of the semigroup.
Introduction
One-parameter semigroups in the unit disk D : {z ∈ C : |z| < 1} are classical objects of study in Complex Analysis and can be defined as continuous homomorphisms from the additive semigroup [0, +∞), + of non-negative reals to the topological semigroup Hol(D, D) consisting of all holomorphic self-maps φ : D → D and endowed with operation of composition (φ, ψ) → ψ • φ and the topology induced by the locally uniform convergence in D. In other words, a one-parameter semigroup in D is a family (φ t ) ∈ Hol(D, D) satisfying the following conditions:
(i) φ 0 = id D ;
(ii) φ t+s = φ t • φ s = φ s • φ t for any t, s ≥ 0; (iii) φ t (z) → z as t → +0 for any z ∈ D. Due to the fact that Hol(D, D) is a normal family in D, condition (iii) expresses the continuity of the map t → φ t .
In a similar way one can define one-parameter semigroups in other domains 1 , e.g., in the upper-half plane H i := {z : Im z > 0}. In what follows we will omit the words "in D" and specify the domain only in the rare cases when it is different from D.
Interest to one-parameter semigroups comes from different areas. In the Iteration Theory in D they appear as fractional iterates, see, e.g., [34, 14, 22, 16] . In Operator Theory, one-parameter semigroups in D have been extensively investigated in connection with the study of one-parameter semigroups of composition operators, see, e.g., [5, 33] . The embedding problem for time-homogenous stochastic branching processes is also very much related to one-parameter semigroups, see, e.g., [25, 23, 24] . Finally, one can consider this notion as a special (autonomous) case of evolution families in D playing important role in much celebrated Loewner Theory [21, 6, 2] . It is also worth to be mentioned that oneparameter semigroups lying in a given subsemigroup S ⊂ Hol(D, D) give useful information about the infinitesimal structure of S [21, 22] .
Not every element of Hol(D, D) can be embedded into a one-parameter semigroup. Elements of one-parameter semigroups enjoy some very specific nice properties. For example, these functions are univalent (see, e.g., [1, Proposition (1.4.6)]). But especially brightly this shows up in their boundary behaviour. In this paper we study mainly local boundary behaviour of one-parameter semigroups.
1.1. Preliminaries. Here we collect some fundamental results on one-parameter semigroups we use in this paper.
First of all, in spite of the fact that in the definition one requires only continuity of a one-parameter semigroup (φ t ) w.r.t. the parameter t, the algebraic semigroup structure enhances regularity in t. In fact, the map t → φ t (z) is smooth. Moreover, any oneparameter semigroup is a semiflow of some holomorphic vector field [5, Theorem(1.1)], see also [32, §3.2] or [1, Theorem (1.4.11) ]. More rigorously these statements can be formulated in the following form.
Theorem A. For any one-parameter semigroup (φ t ) the limit
exists and G is a holomorphic function in D.
Moreover, for each z ∈ D, the function [0, ∞) ∋ t → w(t) := φ t (z) ∈ D is the unique solution to the initial value problem (1.2) dw(t) dt = G w(t) , t ≥ 0, w(0) = z.
Definition 1.1. The function G in Theorem A is called the infinitesimal generator of the one-parameter semigroup (φ t ).
Clearly, not every holomorphic function in D is a generator of a one-parameter semigroup. Berkson and Porta [5] obtained the following very useful characterization of infinitesimal generators (see also [1, Theorem(1.4 
.19)]).
Theorem B. A function G : D → C is an infinitesimal generator (of some one-parameter semigroup in D) if and only if it can be represented as Assumption. In what follows we assume that all one-parameter semigroups (φ t ) we consider are non-trivial, i.e. at least one of φ t 's is different from id D . Except for the case of elliptic automorphisms 2 , this condition in fact implies (see, e.g., [1, p. 108-109] ) that φ t = id D for all t > 0 and that the infinitesimal generator G ≡ 0.
It is an immediate consequence of the Schwarz Lemma that a self-map φ ∈ Hol(D, D) \ {id D } can have at most one fixed point in D. However, there can be much more so-called boundary fixed points. Definition 1.2. Let φ ∈ Hol(D, D) and σ ∈ T := ∂D. The point σ is called a contact point of φ if the angular limit φ(σ) := ∠ lim z→σ φ(z) exists and belongs to T. If in addition, ϕ(σ) = σ, then σ is said to be a boundary fixed point of φ.
It is known that if σ ∈ T is a contact point of φ ∈ Hol(D, D), then the angular limit φ ′ (σ) := ∠ lim z→σ φ(z) − φ(σ) /(z − σ), referred to as the angular derivative of φ at σ, exists, finite or infinite, see, e.g., [31, Proposition 4.13] . Definition 1.3. A contact point (resp., boundary fixed point) σ ∈ T of a self-map φ ∈ Hol(D, D) is said to be regular if φ ′ (σ) = ∞. The following statement is fundamental for the study of Hol(D, D), see, e.g., [32,
The point τ in the above theorem is called the Denjoy -Wolff point of φ (abbreviated, "DW-point"). It is known (see, e.g., [1, Corollary(1.4.18), Theorem(1.4.19)]) that for a one-parameter semigroup (φ t ) the functions φ t , t > 0, share the same DW-point, which coincides with the point τ in the Berkson -Porta formula (1.3) for the infinitesimal generator G of (φ t ). This point is called the Denjoy -Wolff point of the one-parameter semigroup (φ t ). The following theorem allows also to define boundary fixed points and boundary regular fixed points of one-parameter semigroups.
Theorem D ([11, Theorems 1 and 5]; [12, Lemmas 1 and 3] ). Let (φ t ) be a one-parameter semigroup in D and σ ∈ T. Then:
(i) σ is a fixed point of φ t for some t > 0 if and only if it is a fixed point of φ t for all t > 0; (ii) σ is a boundary regular fixed point of φ t for some t > 0 if and only if it is a boundary regular fixed point of φ t for all t > 0.
Remark 1.5. The Denjoy -Wolff Theorem implies easily, see, e.g., [1, Theorem(1.4.17) ], that similar to the case of discrete iteration, any one-parameter semigroup (φ t ) such that φ t 's are not elliptic automorphisms of D for t > 0, converges locally uniformly in D to its Denjoy -Wolff point as t → +∞.
Besides infinitesimal representation given by Theorem A, one-parameter semigroups can be represented by means of the so-called linearization models. By a linearization model for a one-parameter semigroup (φ t ) we mean a three-tuple h, Ω, T , where T = (L t ) is a one-parameter semigroup in C consisting of Möbius transformations, Ω ⊂ C is a simply connected domain with |C \ Ω| > 1, and h is a conformal mapping of D onto Ω such that L t (Ω) ⊂ Ω and L t • h = h • φ t for all t ≥ 0. The choice of a "standard" linearization model depends on whether the DW-point lies in D or on its boundary. 
Such a function h is unique up to multiplication by a complex constant h → ch, where c ∈ C * . (B) If τ ∈ T, then there exists a univalent holomorphic function h : D → C satisfying the Abel functional equation
Such a function h is unique up to a translation h → h + c, where c ∈ C.
The function h in the above theorem is called the Koenigs function of the one-parameter semigroup (φ t ). Usually, to fix the unique solution to the Schröder and Abel equations, one assumes that h ′ (τ ) = 1 or h(0) = 0 in the former and latter cases, respectively. However, for our purposes it will be more convenient not to impose this normalization in the case of boundary DW-point.
Main results.
Although one-parameter semigroups in D constitute a classical topic and the study of holomorphic self-maps of D suggests looking for angular limits on the boundary, it was not realized before [11] that elements of one-parameter semigroups have angular limits everywhere on the unit circle. This fact does not seem to be widely known: in that paper it was stated only in a proof (the proof of Theorem 5) and only for the case of boundary DW-point. We note that it is, in fact, enough to consider this case, as one can see using the idea from [8, Proof of Theorem 3.3]. The corresponding auxiliary statement is proved in section 2, which allows us to concentrate in what follows on the case of boundary DW-point.
First of our main results, Theorem 3.1 is a "uniform version" of the fact stated above. As usual we denote by φ t (σ), σ ∈ T, the angular limit of φ t at σ. We show that for each Stolz angle S with vertex σ ∈ T the convergence φ t (z) → φ t (σ) as S ∋ z → σ is locally uniform in t.
Further in Proposition 3.2 we show that a one-parameter semigroup (φ t ) being considered as a family of maps [0, +∞) ∋ t → φ t (z) ∈ D parameterized by z ∈ D, is uniformly continuous. In particular, for each σ ∈ T the trajectory t → φ t (σ) is continuous. Moreover, as a byproduct, in section 5 we will see (Remark 5.1) that if the DW-point τ belongs to ∂D, then σ ∈ T is either a boundary fixed point of (φ t ), or φ t (σ) → τ as t → +∞. The analogous statement for τ ∈ D follows readily from [11, Theorem 4] .
Despite of the above remarkable facts, the extension of φ t by angular limits is not necessarily continuous on T. In other words, the unrestricted limits do not need to exists everywhere on T. As a "compensation", the unrestricted limits still do exist at all (regular and non-regular) boundary fixed points. For the first time this was proved in [11, Corollary 3] for the case of interior DW-point. We prove a "uniform version" of this statement for the boundary DW-point, see Theorem 4.1, which automatically extends to the interior case due to Proposition 2.1. For all repelling fixed points on T we could employ essentially the same idea as in [11] : the key point is to use the translational invariance of Ω := h(D) in order to prove that the Koenigs function h has unrestricted limits at all boundary repelling fixed points. However, the analogous statement for the DW-point does not hold, and we had to give an independent proof for this distinguished fixed point. This aspect is really new in the boundary DW-point case.
The proof of Theorem 4.1 involves several more technical results, e.g., Propositions 3.6, 4.6, 4.16, and 4.17, which might be of some interest for specialists.
In section 5 we consider three examples. The first two of them are related to the local dynamical behaviour of φ t : D → D in a neighbourhood of the boundary DW-point. The third example shows that Theorem 4.1 cannot be extended to contact points of one-parameter semigroups. Remark 1.6. One might ask if the unrestricted limits exist also at all contact points of the one-parameter semigroup. The answer is "no", see Remark 4.2. Going in another direction one might also ask if at every boundary fixed point there exists the unrestricted limit of the derivative φ ′ t and/or the "unrestricted derivative":
The answer is again "no". Both unrestricted limits above fail to exist if our boundary regular fixed point σ is not isolated, i.e. if it is a limit of a sequence of boundary fixed points different from σ. For repelling fixed points such examples can be obtained by modifying the construction given in [9, p. 260] . The non-isolated hyperbolic DW-point appears in Example 1.
The last section of this paper, section 6, is devoted to a question concerning boundary behaviour of the non-autonomous generalization of one-parameter semigroup, the so-called evolution families in D. It is known that any univalent ϕ ∈ Hol(D, D) can be embedded into an evolution family. Therefore, we cannot expect any results for evolution families similar to the above results for one-parameter semigroups. However, there is still the question whether the algebraic structure of evolution family affects the relationships between various analytic properties, in particular those of regularity on the boundary. We prove (Proposition 6.3) that if all the elements of an evolution family (ϕ s,t ) are continuous in D, then the map t → ϕ s,t is continuous w.r.t. the supremum norm for any fixed s ≥ 0. The proof is based on an extended version of the No-Koebe-Arcs Theorem, see, e.g., [30, Theorem 9.2].
Lifting one-parameter semigroups with the interior DW-point
Obviously, using Möbius transformations of D one can assume that the DW-point of a given one-parameter semigroup is either τ = 0 or τ = 1. In fact, we can further reduce, up to some extend, the case of interior DW-point (τ = 0) to the case of boundary DW-point (τ = 1). This is the meaning of the following elementary proposition 4 . In what follows for a ∈ C * := C \ {0}, we denote
Proposition 2.1. Let (φ t ) be a non-trivial one-parameter semigroup in Hol(D, D) with the DW-point τ = 0. Let h be its Koenigs functions and G its infinitesimal generator. Then there exists a unique one-parametric semigroup (φ t ) in Hol(H 1 , H 1 ) with the DWpointτ = ∞ such that for all t ≥ 0 and allz ∈ H 1 we have
Moreover, the Koenigs functionh 0 and the infinitesimal generatorG of the one-parameter semigroup (φ t ) are given by
Proof. For the proof of the uniqueness and of formulas (2.2), we first assume that there exists a one-parameter semigroup (φ t ) satisfying (2.1). Since h is univalent and h(0) = 0, we have h(D * ) ⊂ C * . According to the Monodromy Theorem there exists a holomorphic liftingh :
The Koenigs function h of (φ t ) satisfies the Schröder functional equation
where λ := G ′ (0). Combining the latter two equalities with (2.1) one easily obtains exp −h φ t (z) = exp λt −h(z) for allz ∈ H 1 and all t ≥ 0.
Taking into account that for any fixedz ∈ H 1 , [0, +∞) ∋ t →φ t (z) is continuous and equalsz when t = 0, we conclude form the above equality that for all t ≥ 0 the functioñ
Differentiating (2.5) w.r.t. t one obtainsh ′ 0 = 1/G, while from (2.4) it follows in a similar way that h ′ /h = λ/G. Now combining these two equalities and (2.3), we deduce the second formula in (2.2). In particular, this proves the uniqueness of the one-parameter semigroup (φ t ), because it is defined uniquely by its infinitesimal generator.
Furthermore, according to the Porta -Berkson formula (
Then, taking into account thath ′ 0 = 1/G we may conclude with the help of the NoshiroWarschawski Theorem (see, e.g., [15, p. 47 ]) thath 0 is univalent in H 1 . Therefore, this function is a Koenigs function of the semigroup (φ t ). This proves the first formula in (2.2). Besides that, it follows from (2.6), again with the help of the Berkson -Porta formula, that any one-parameter semigroup (φ t ) in the half-plane H 1 satisfying (2.1) must have the DW-point at ∞.
It remains to prove that such one-parameter semigroup (φ t ) indeed exists. As the above argument shows, the fact that G is a generator of a one-parameter semigroup in D with the DW-point at τ = 0 implies, according to the Berkson -Porta formula, that the functionG : H 1 → C defined by the second formula in (2.2) is a generator of some oneparameter semigroup (φ t ) in H 1 with the DW-point at ∞. We claim that this semigroup satisfies (2.1). Indeed, for anyz ∈ H 1 ,
and therefore, by the uniqueness of the solution to the initial value problem for dw/dt = G(w), we have exp −φ t (z) = φ t (z) for all t ≥ 0, which proves (2.1).
3. Angular limits of one-parameter semigroups 3.1. Statement of results. First of all we would like to formulate some general statements on the boundary behaviour of one-parametric semigroups. Possibility to embed a holomorphic self-map ϕ of D into a one-parameter semigroup is a quite strong condition.
For example, it is well-known that the elements of one-parameter semigroups are univalent in D. Another, less elementary fact is that these functions must have angular limits at all points on T. This was proved in [11, p. 479, proof of Theorem 5] for the case of a semigroup with the boundary DW-point. Here we prove a bit stronger statement both for the interior and boundary DW-point.
Theorem 3.1. Let (φ t ) be a one-parameter semigroup. Then for any t ≥ 0 and any σ ∈ T there exists the angular limit φ t (σ) := ∠ lim z→σ φ t (z). Moreover, for each σ ∈ T and each Stolz angle S with vertex at σ the convergence
Using the above theorem, we extend elements of the semigroup to the unit circle T. Suppressing the language in the same manner as in the statement of Theorem 3.1, we will denote this extension again by φ t . Of course φ t 's do not need to be continuous w.r.t. z on T. However, we will show that t → φ t (z) is continuous in t for any z ∈ D.
Proposition 3.2. Let (φ t ) be a one-parameter semigroup. With φ t , t ≥ 0, being extended to T as in Theorem 3.1, the family of functions
z∈D is uniformly equicontinuous.
The proofs are given below.
Boundary behaviour of the Koenigs function. Proof of Proposition 3.2 and Theorem 3.1.
In what follows we will make use of one general statement concerning conformal mappings of the disk. Denote by diam U E, where U ⊂ C is a domain and E ⊂ U, the diameter of a set E w.r.t. the standard Poincaré metric of constant curvature on U. Let D be any domain of C. For
It is easy to see that d D is a distance function in D.
In particular, the inverse mapping f Now we turn to the proof of Theorem 3.1. To this end we have to study first the boundary behaviour of the Koenigs function.
It is known, see, e.g., [31, §3.6] , that starlike functions have angular limits 5 , finite or infinite, at every point on the unit circle. This is also the case for the more general class of spiral-like functions [26, Theorem 3.2] , which serve as Koenigs functions of one-parameter semigroups with the interior DW-point. The proof of the analogous result for Koenigs functions of one-parameter semigroups with the boundary DW-point is very similar. We demonstrate here this proof only in order to make the exposition more self-contained.
Proposition 3.4. Let (φ t ) be a one-parameter semigroup in D with the DW-point τ = 1 and h its Koenigs function. Then
Before proving the above proposition let us make some comments.
Remark 3.5. Using the correspondence between the boundary accessible points of Ω and the unit circle induced by h (see, e.g., [20, Theorem 1 in Chapter 2, §3]) it easy to see that h(rσ) → ∞ as r → 1 − 0, where σ ∈ T, if and only if σ is a boundary fixed point of (φ t ), which in principle can coincide with the DW-point. We are able prove a bit more:
Proposition 3.6. Let (φ t ) be a one-parameter semigroup in D with the DW-point τ ∈ T and h its Koenigs function. Let σ ∈ T. Then the unrestricted limit lim D∋z→σ Im h(z) exists finitely if and only if σ is not a boundary regular fixed point of (φ t ). Moreover, the following statements are equivalent: (i) σ is a boundary fixed point of (φ t ) other than its DW-point;
We do not use Proposition 3.6 in this section. Its proof will be given in section 4.2.
Remark 3.7. Let (φ t ) be a one-parameter semigroup in D with the DW-point τ = 1 and
is the conformal mapping of D onto H 1 sending the DW-point τ and the point σ to ∞ and to the origin, respectively. The family (Φ t ) t≥0 defined by
for all t > 0 is a oneparameter semigroup in H 1 with the DW-point at ∞. Its Koenigs function H := h • F −1 σ has the property that Re H ′ (z) ≥ 0 for all z ∈ H 1 . In fact, it is easy to see that Re H ′ (z) > 0 for all z ∈ H unless h is linear-fractional mapping and all φ t 's are automorphisms of D.
Let us now prove one auxiliary statement.
Then there exist constants α ∈ R, β ≥ 0, and a bounded positive Borel measure µ on R such that for all z ∈ D,
where the branch of the logarithm in the second formula is chosen so that it vanishes at z = 1.
where α ∈ R, β ≥ 0, and µ is a bounded positive Borel measure on R. Now replacing α by −α we immediately obtain (3.3). To deduce (3.4) we notice that for all z ∈ H 1 and t ∈ R the integrand A(z, t) in (3.3) satisfies
Re z .
(To check this inequality consider separately the cases |t| ≤ 2|z| and |t| ≥ 2|z|.) Since the measure µ is bounded, this allows us to integrate (3.3) on the segment [1, z] using the Fubini Theorem. This immediately leads to formula (3.4). The proof is complete.
Proof of Proposition 3.4.
Step 1. First let us prove the existence of the angular limits of h at every point on T.
We note that for σ = τ this statement is well-known. Indeed, it follows from the fact for any z 0 ∈ D the trajectory [0, +∞) ∋ t → γ(t) := φ t (z 0 ) tends, as t → +∞, to the DWpoint τ , see Remark 1.5. Since h satisfies the Abel equation, we have (h • γ)(t) = h(z 0 ) + t for all t ≥ 0. Therefore, h(z) → ∞ as z → τ along the curve γ, i.e., ∞ is an asymptotic value of h at τ . Since h is univalent, it is normal in D (see, e.g., [30, Lemma 9.3 on p. 262]). It follows (see, e.g., [30, Theorem 9.3 on p. 268]) that the angular limit of h at σ = τ exists and equals ∞. Now we can assume that σ = τ . By the above argument it sufficient to show that the function h has an asymptotic value at σ. To this end, according to Remark 3.7, we only have to prove that if H : H 1 → C is holomorphic and Re H ′ > 0 in H 1 , then there exists the limit of H(x) as (0, 1) ∋ x → 0. Note that lim (0,1)∋x→0 Re H(x) exists (finite or infinite) because (d/dx)Re H(x) = Re H ′ (x) > 0. We claim that (3.5) the limit lim
Im H(x) exists finitely.
Using representation (3.4) given in Lemma 3.8, for all x ∈ (0, 1) we obtain
Note that the integrand B x (t) in the above formula tends pointwise to
It is easy to see that |B x (t)| ≤ |B 0 (x)| for all t ∈ R and x ∈ (0, 1). Moreover, the function B 0 is bounded on R. Recall that the measure µ is also bounded. Thus our claim (3.5) follows form (3.6) with the help of Lebesgue's Dominated Convergence Theorem. This completes Step 1 of the proof.
Step 2. Proof of inequality (3.2). This inequality is equivalent to (3.7) lim sup
Re H(z) < +∞.
Since (∂/∂x)Re H(x + iy) = Re H ′ (x + iy) > 0 for all z := x + iy ∈ H 1 , we have Re H(x + iy) < Re H(1 + iy) for any y ∈ R and x ∈ (0, 1). Passing in this inequality to the upper limit as z = x + iy → 0 we obtain (3.7). The proof is now complete.
Proof of Theorem 3.1. First of all, using Proposition 3.3 together with the forerunning comment, we may assume that the DW-point of (φ t ) is τ = 1.
Fix any σ ∈ T. A fundamental family of Stolz angles with vertices at σ is given by
Fix any Stolz angle S in this family. Then S is a domain in D, with ∂S ∩ ∂D = {σ}. That is why it follows from Proposition 3.4 that h| S admits a continuous extension to S (as a mapping into C). Taking into account that S is convex, it follows that h| S is uniformly continuous as a mapping from S endowed with the Euclidean distance into the domain Ω := h(D) endowed with the distance d Ω 6 , which has been introduced in section 3.2. Fix now T > 0. The family of translations T := (C ∋ w → w +t) t∈[0,T ] , where as usually we set ∞ + t = ∞, is uniformly equicontinuous in C w.r.t. the spherical distance. Since Ω is invariant w.r.t. elements of T , it is easy to see that T is a uniformly equicontinuous family of self-maps of Ω endowed with the distance d Ω .
Finally, recall that h is univalent. By Proposition (3.3), h −1 is uniformly continuous in Ω w.r.t. the distance d Ω . Now combining the above facts, it is easy to conclude that the composite family
is uniformly equicontinuous in S. Hence it admits uniformly equicontinuous extension to S. The statement of Theorem 3.1 follows now immediately.
Proof of Proposition 3.2. Let τ be the DW-point of (φ t ). Clearly, it is sufficient to consider cases τ = 0 and τ = 1.
Case 1: τ = 1.
In this case the Koenigs function h : D → C of (φ t ) satisfies the Abel functional equation h(φ t (z)) = h(z) + t for all t ≥ 0 and all z ∈ D. It follows that
for any z ∈ D and any t 1 , t 2 ∈ [0, +∞).
Recall that h is univalent. Therefore, the statement of the proposition for z ranging in D follows from Proposition 3.3. It is also true for the closed unit disk, because φ t (z) is continuous in z on each radius [0, σ], where σ ∈ T. Thus for τ = 1 the proof is finished.
Fix any t 1 ≥ 0 and t 2 ≥ t 1 . Using the Maximum Principle for holomorphic functions we see that
It is enough to show that Υ(t) → 0 as t → +0.
Taking advantage of Proposition 2.1, consider the one-parameter semigroup formed by the functions ψ t := p
By Case 1, for all ζ ∈ Π,
provided t > 0 is small enough. Since the derivative of the map ζ → e −p 0 (z) is bounded on the convex hull ofΠ, there exists M > 0 such that |e −p 0 (ψt(ζ)) − e −p 0 (ζ) | ≤ M|ψ t (ζ) − ζ| for all ζ ∈ Π and all t > 0 small enough. Now by Case 1, it follows that Υ(t) → 0 as t → +0. The proof is now complete. 4 . Unrestricted limits at boundary fixed points 4.1. Main Theorem. Now we formulate the main result of this paper. In [11, Corollary 3] it was proved that elements of a one-parameter semigroup with the interior DW-point can be extended continuously to the boundary fixed points. This statement can also be proved for the case when the DW-point τ ∈ ∂D. For a repelling boundary fixed 7 point σ the reason why φ t has the unrestricted limit at σ is essentially the same in both cases: the Koenigs function has the unrestricted limit at all repelling boundary fixed points. However, for σ = τ this is not true any more. The Koenigs does not need to have the unrestricted limit at the boundary DW-point τ , see, e.g., Example 1.
Theorem 4.1. Let (φ t ) be a one-parameter semigroup in D. For each t ≥ 0 and each σ ∈ T denote φ t (σ) := ∠ lim z→σ φ t (z). Then for any T > 0 the family of mappings
is equicontinuous at every boundary fixed point of (φ t ). Moreover, if the semigroup (φ t ) is of hyperbolic type 8 , then the family
is equicontinuous at the DW-point τ of (φ t ).
The proof of this theorem is given in Section 4.3.
Remark 4.2. By the theorem above, the unrestricted limit lim D∋z→σ φ t (z) exists at any boundary fixed point σ ∈ T of (φ t ). One might ask if the same holds for the contact points of (φ t ). The answer is: "not necessarily", see Example 3 in section 5.
4.2.
Koenigs function of a one-parameter semigroup with the boundary DWpoint. In this subsection we prove some auxiliary statements concerning Koenigs functions of one-parametric semigroups with the boundary DW-point, and obtain from them some consequences characterizing the semigroup itself. Throughout the subsection we will assume that (φ t ) is a one-parameter semigroup with the DW-point τ = 1. By h we denote its Koenigs function, and let Ω := h(D).
First of all we need to make some general remarks and recall some definitions. Remark 4.5. Let w 0 ∈ Ω. Then R 0 := {w 0 + t : t > 0} ⊂ Ω. Moreover, R 0 is a slit in Ω, whose preimage h −1 (R 0 ) is a slit in D landing at the DW-point τ = 1, because
First we prove that continuity of h at a boundary point implies continuity of z → φ t (z) at that point locally uniformly w.r.t. t. Proposition 4.6. Assume that h has the unrestricted limit, finite or infinite, at a point σ ∈ T. Then the functions φ t also have unrestricted limits at σ and the convergence
Proof. As an elementary argument of reductio ad absurdum shows, it is sufficient to prove that given any slit γ in D landing at σ, the functions φ t (z) tend to φ t (σ) locally uniformly w.r.t. t as z tends to σ along γ.
We use essentially the same idea as in the proof of Theorem 3.1. The restriction h| γ as a mapping from γ endowed with the Euclidean distance to the domain Ω endowed with the distance d Ω , is uniformly continuous. For each T > 0 the family of self-maps (Ω ∋ w → w + t ∈ Ω) t∈[0,T ] , is uniformly equicontinuous in Ω w.r.t. the distance d Ω . Using Proposition 3.3 for f := h, we conclude that for any T > 0 the family
is uniformly equicontinuous. This means that φ t | γ has the limit at σ locally uniformly in t ≥ 0. According to Lemma 9.3 and Theorem 9.3 in [30, p. 262-268] , all the asymptotic values of a univalent holomorphic function in D at a given point of ∂D, if any exists, coincide with the angular limit at this point. Hence, lim γ∋z→σ φ t (z) = φ t (σ). The proof is now complete.
Now we concentrate on the study of h near the boundary fixed points of (φ t ). Note that the angular limit of h, which exists according to Proposition 3.4, equals ∞ at each boundary fixed point. Our arguments use extensively the theory of boundary correspondence under conformal mappings of simply connected domains. We refer the reader to [7, Chapter 9] or [31, § §2.4-2.5] for the basic theory and definitions.
By ∂E we will denote the boundary of a set E ⊂ C. If E ⊂ C, we will write ∂ C E for ∂E \ {∞}. For a prime end P of a simply connected domain Ω ⊂ C, we will denote by I(P ) its impression. A prime end is said to be trivial if its impression is a singleton.
Let (C n ) be a null-chain of cross-cuts in Ω representing some prime end P . For each n ∈ N denote by D n the connected component of Ω \ C n that contains C n+1 . We recall now one definition from the theory of prime ends. Definition 4.7. A sequence (w k ) ⊂ Ω is said to converge to the prime end P , if for the null-chain (C n ) representing the prime end P (and hence for all such null-chains) the following statement holds: for every n ∈ N, there exists k 0 such that w k ∈ D n whenever k > k 0 . In a similar way one defines convergence to a prime end for slits in Ω and more general continuous families (w x ∈ Ω) x∈J , J ⊂ R.
Definition 4.8. We say that (C n ) converges to a point w 0 ∈ ∂Ω if for any neighbourhood O of w 0 all but a finite number of C n 's lie in O. Taking into account that diam C (C n ) → 0 as n → +∞ by the very definition of a null-chain, the equivalent condition is that there exists a sequence (w n ) ⊂ Ω converging to w 0 such that w n ∈ C n for all n ∈ N. Now we are going to prove that h is continuous at every repelling boundary fixed point of (φ t ). The proof is based on the following lemma. Proof. For each x ≤ x 0 , define Y (x) to be the connected component of {y ∈ R : x+iy ∈ Ω} that contains the point y 0 (x). Since Ω is invariant under translations w → w + t, t > 0, it follows that Y (x) is bounded for all x ≤ x 0 and that
(To check the latter statement one has to take into account that y 0 is continuous.) We claim that the intervals C n := {x + iy : x = x n , y ∈ Y (x n )}, where x n := x 0 − n, form a null-chain in Ω. Indeed, each C n is a cross-cut in Ω, the closures of C n 's are pairwise disjoint, diam C (C n ) → 0 as n → +∞. Moreover, recall that since C n is a cross-cut, Ω \ C n has exactly two components for each n ∈ N. Consider the set
It is open and ∂G n ∩(Ω\C n ) = ∅. Therefore, Ω\C n = D n ∪D ′ n , where D n := Ω\C n ∩G n = Ω ∩ G n and D n . Thus (C n ) is a null-chain and the impression of the prime end P defined by this null-chain is I(P ) = n D n ⊂ n G n = {∞}.
Finally by construction, D n contains x+iy 0 (x) for all x < x n . Therefore, x → x+iy 0 (x) converges to the prime end P as x → −∞. This completes the proof. Corollary 4.10. At every boundary repelling 9 fixed point σ of the semigroup (φ t ) the function h has unrestricted limit ∞, with Re h(z) → −∞ as z → σ.
Proof. Using Möbus transformations of D fixing τ = 1, we may assume that σ = −1. Consider the function S(r) := Re h(−r), r ∈ [0, 1). Using Remark 3.7, one can easily show that S is monotonically decreasing. Moreover, by (3.5) in the proof of Proposition 3.4, Im h(−r) has a finite limit as r → 1−0. At the same time, as we mentioned in Remark 3.5, h(−r) → ∞ as r → 1 − 0. Taking into account that S is decreasing, we conclude that S(r) → −∞ as r → 1 − 0 and consequently J := S [0, 1) = (−∞, S(0)]. Therefore, the curve Γ := h (−1, 0] ⊂ Ω is the graph of the function
Note that there exist w 1 , w 2 ∈ C \ Ω with Im w 1 < y 0 (x 0 ) < Im w 2 for some x 0 ≤ S(0). Otherwise, Γ, as a slit in Ω, would be equivalent to R 0 := {t + h(0) : t ≥ 0}. But the landing point of h −1 (R 0 ) is the DW-point τ = 1, see Remark 4.5, while the landing point of h −1 (Γ) is σ = −1 by construction. Thus we can apply Lemma 4.9 to conclude that h(−r) converges, as [0, 1) ∋ r → 1, to a trivial prime end P of Ω. This means (see, e.g., [7, Chapter 9, §4]) that the point σ = −1 corresponds under h to this trivial prime end, and hence the limit set of h(z) as D ∋ z → −1 is the singleton I(P ) = {∞}. Since for the null-chain (C n ) defining the prime end P that we have constructed in the proof of Lemma 4.9 one has sup w∈Dn Re w → −∞ as n → +∞, we may conclude that the unrestricted limit of Re h at σ also exists and equals −∞. Lemma 4.11. Let P be a non-trivial prime end of Ω := h(D). Then P corresponds under the mapping h to the DW-point τ if and only if (4.1) sup{Re w : w ∈ I(P ) ∩ C} = +∞.
Proof. Denote by σ the unique point on T that corresponds to the prime end P under the mapping h. The fact that if (4.1) holds, then σ = τ , follows readily from Proposition 3.4, because I(P ) is the limit set of h(z) as D ∋ z → σ, see e.g. [7, Theorem 9.4, p. 173]. Now we prove the converse statement. So let us assume that σ = τ . We have to show that (4.1) takes place. Choose any point w 0 ∈ I(P ) ∩ C. Then there exists a sequence (z n ) ⊂ D converging to τ such that w n := h(z n ) converges to w 0 . Consider another sequence (ζ n ) ⊂ D converging to τ defined by ζ n := φ n (0) for all n ∈ N. Then the segments [z n , ζ n ] also converge to τ and hence the limit set of the sequence (Γ n ) := h([z n , ζ n ]) is 9 By a boundary repelling fixed point we mean a boundary fixed point σ such that φ ′ t (σ) ∈ (1, +∞) ∪ {∞} for all t > 0, i.e., a boundary fixed point other than the DW-point of (φ t ). a subset of I(P ). On the one hand, w n ∈ Γ n for all n ∈ N and tends to w 0 as n → +∞. On the other hand, h(0) + n = h(ζ n ) ∈ Γ n for all n ∈ N. It follows that for any x > Re w 0 there exists a sequence ω n ∈ Γ n such that Re ω n → x. Let ξ x be any limit point of (ω n ). Then ξ x ∈ I(P ) and Re ξ x = x. This implies (4.1) and thus the proof is complete.
Lemma 4.12. The domain Ω is absorbing for the domain
w.r.t. the action of the translation semigroup (w → w + t) t≥0 ⊂ Aut(D), which means that for any K ⊂⊂ D there exists t ≥ 0 such that K + t ⊂ Ω.
Proof. For x ∈ R, denote J x := {y ∈ R : x + iy ∈ Ω} and let J := x∈R J x . In particular, J is an open set in R. Note that, in fact, J = {Im ω : ω ∈ Ω} and hence J is connected. By construction, D = {w ∈ C : Im w ∈ J}. In particular, D is a domain. If now K is a compact subset of D, then K 1 := {Im w : w ∈ K} is a compact subset of J and the family (J x ) is an open cover for K 1 . Moreover, by the invariance of Ω under translations w → w + t, t ≥ 0, we have J x 1 ⊂ J x 2 whenever x 1 ≤ x 2 . Hence there exists x 0 ∈ R such that K 1 ⊂ J x 0 . Moreover, since K is compact, inf w∈K Re w =: x * ∈ R. It follows that K + (x 0 − x * ) ⊂ Ω. The proof is now complete.
Remark 4.13. Note that the domain D defined above is either a horizontal strip, or a half-plane whose boundary is parallel to R, or the whole plane C. Note that in the first case, (φ t ) is of hyperbolic type, while in the second and the third cases it is of parabolic type, see [9, p. 256-257] . sup{Re w : w ∈ I(P ) ∩ C} < +∞, then I(P ) ∩ C is contained on one straight line parallel to the real axis.
Proof. Suppose on the contrary to (A) that there exist w j ∈ I(P ) ∩ C, j = 1, 2, 3, such that Im w 1 < Im w 2 < Im w 3 . Denote by σ the unique point on T that corresponds to the prime end P under the mapping h. We proceed by constructing two slits in Ω in the following way. Fix any y 1 ∈ (Im w 1 , Im w 2 ). The line L y 1 := {w ∈ C : Im w = y 1 } intersects Ω, because Ω is connected and w 1 , w 2 ∈ ∂ C Ω. Recall also that Ω is invariant w.r.t. the translations w → w + t, t > 0. It follows that, either L y ⊂ Ω, and in this case we set w Moreover, we may assume σ ∈ {σ 1 , σ 2 }. Indeed, fix j = 1 or j = 2. If w y j = ∞, then by Lemma 4.9, the slit Γ j converges to a trivial prime end, but I(P ) by the hypothesis contains more than one point. Hence in this case σ j = σ. If w y j = ∞ we a priori may have the situation that σ j = σ. This would mean that the slit Γ j converges to P . If this happens choose in the above argument another value of y j ∈ (Im w j , Im w j+1 ). Then the landing point w y j will change and, since no two slits with different landing points can converge to the same prime end [7, Theorem 9.7, p. 177], we now meet the desired condition σ j = σ.
Using the argument from the proof of Lemma 4.9, one can conclude that the connected components of Ω \ Γ are Ω 1 := Ω \ G and Ω 2 := Ω ∩ G, where G := {w ∈ C : Re w < x 0 , y 1 < Im w < y 2 }.
Clearly, w 1 ∈ ∂Ω 1 \ ∂Ω 2 and w 2 ∈ ∂Ω 2 \ ∂Ω 1 . Recall that both w 1 and w 2 belong to I(P ), i.e., to the limit set of h(z) as D ∋ z → σ. Therefore, σ ∈ ∂h −1 (Ω 1 ) ∩ ∂h −1 (Ω 2 ). The latter means that σ ∈ {σ 1 , σ 2 }. This contradicts the construction and thus proves part (A) of the proposition.
To prove (B) we use similar ideas. Assume on the contrary that the statement does not hold. Then there exist w 1 , w 2 ∈ I(P ) with Im w 1 < Im w 2 . Fix any y 1 ∈ (Im w 1 , Im w 2 ) and let L + y 1 be constructed as above. Its preimage h −1 (L + y 1 ) lands on the unit circle at two points, the DW-point τ and another point ς ∈ T \ {τ }. As above, we may assume that σ = ς. Moreover, by Lemma (4.11), σ = τ . This leads to a contradiction in a similar way as in the proof of (A) and thus shows that statement (B) is also true.
Remark 4.15. In fact we can also prove that if the prime end P corresponds to the DWpoint and I(P ) ∩ C is not contained in one line, then for both lines, L 1 and L 2 whose union contains E, we have sup{Re w : w ∈ I(P ) ∩ L j } = +∞.
Proof of Proposition 3.6. We divide the proof into several steps.
Step 1. We first prove the equivalence of (i), (ii) and (iii). Suppose on the contrary that (ii) holds and that σ coincides with the DW-point τ of (φ t ). According Remark 3.7 applied with σ 0 := −1 substituted for σ, this means that the function H ∈ Hol(H 1 , C) defined in Remark 3.7 satisfy H(x) → −∞ as R ∋ x → +∞. But this is not possible, because Re H ′ > 0 in H 1 . Thus, σ = τ .
Trivially (iii)=⇒(ii). Moreover, by Corollary 4.10, (i) implies (iii). It remains to show that (ii) implies (i). As we have already mentioned, if h(rσ)
Step 2. Let us now pass to the proof of the statement concerning the limits of Im h. Assume first that σ is not a boundary fixed point (and in particular does not coincide with the DW-point τ ). We will show that in this case the unrestricted limit of Im h at σ exists finitely.
If the impression I(P ) of the prime end P that corresponds under the map h to the point σ, does not contain the point ∞, then from Proposition 4.14 and Lemma 4.11 it follows that I is a closed interval on a straight line parallel to R and hence the unrestricted limit lim D∋z→σ Im h(z) exists finitely. Now let us consider the case when the impression I(P ) of the prime end P contains ∞. Since by assumption, σ is not a boundary fixed point, the argument of Step 1 shows that the angular limit h(σ) := ∠ lim z→σ h(z) is finite and hence P is not trivial, i.e., I(P ) = {∞}. Using again Proposition 4.14 and Lemma 4.11, we conclude that the impression is of the form I(P ) = {w 0 − x : x ≥ 0}, where w 0 is some point 10 on ∂ C Ω. By [7, Theorem 9.8] there exists a null-chain (C n ) belonging to the prime end P and converging 11 to w 1 := h(σ) ∈ I(P ) ∩ C. Moreover, by the proof of [7, Theorem 9 .3], we may assume that each C n is an arc of the circleC n := {w : |w − w 1 | = r n } for some r n positive and going to 0 as n → +∞. Denote by w j n , j = 1, 2, Im w 1 n ≤ Im w 2 n , the end-points of C n and by D n the connected component of Ω \ C n that contains C n+1 . By invariance of Ω w.r.t. the translations w → w + t, t ≥ 0, the rays C j n := {w j n − x : x ≥ 0} do not intersect Ω. Fix any point w * ∈ Ω with Re w * > A := Re w 1 + max{r n : n ∈ N}. Since D n+1 ⊂ D n for all n ∈ N and ∩ n∈N D n = ∅, dropping a finite number of C n 's we may assume that w * ∈ D n for all n ∈ N. Then we have Im w 1 n = Im w 2 n , because otherwise D n would be a subset of the disk bounded byC n , which is not possible since I(P ) ⊂ D n .
Therefore the set Γ n := C n ∪ C 1 n ∪ C 2 n ∪ {∞} is a Jordan curve. Clearly, one of the two Jordan domains bounded by Γ n contains the half-plane {w : Re w > A}. We denote by G n the other Jordan domain of Γ n . It is easy to see that D n ⊂ G n for all n ∈ D, because w * ∈ D n . It follows that |Im w − Im w 1 | < r n for any w ∈ D n and all n ∈ N. Recall that 10 In fact, we could show that h(σ) = w 0 , but for our purposes it is enough to know that h(σ) = ∞. 11 See Definition 4.8.
there exists a fundamental system (U n ) of neighbourhoods of σ such that h(
Step 3. Now we assume that σ is a boundary non-regular fixed point of (φ t ). Again we have to show that the unrestricted limit of Im h at σ exists finitely. We use the arguments from the proofs of Lemma 4.9 and Corollary 4.10. In the notation introduced in the proof of Lemma 4.9, it sufficient to show that mes R Y (x) → 0 as x → −∞, where mes R · stands for the length measure on R. Then it would follow that Im h(z) tends to the unique point in the intersection x<x 0 Y (x). Suppose on the contrary that mes R Y (x) > a for some constant a > 0 and all
′ . Therefore, there exists an non-empty interval Y 0 which is a subset of Y (x) for all x < x 0 . It follows that h([0, σ)) is contained in the horizontal strip {w : Im w ∈ Y 0 }, which in its turn is contained in the domain Ω. According to [9, Theorem 2.5] this means that σ is a boundary regular fixed point. The contradiction obtained proves the claim of this step.
Step 4. Assume finally that σ is a boundary regular fixed point. We are going to show that the limit set of Im h at σ is not a singleton. Assume first that σ is not the DW-point. Then by [12, Lemma 1] there exists a non-empty interval Y 0 ⊂ R such that the strip V := {w : Im w ∈ Y 0 } is contained in Ω and for every w ∈ V , the h −1 (w − t) → σ as t → +∞. It immediately follows that the limit set
The proof for the case of the DW-point σ = τ is very similar. Take any w ∈ Ω. Then h −1 (w + t) = φ t h −1 (w) → τ as t → +∞. This means that the limit set of Im h at τ coincides with the closure of {Im w : w ∈ Ω}. The proof is now complete. Proposition 4.16. Suppose that h has no continuous extension to the DW-point τ . Then there exist a line L parallel to the real axis and a ray R ⊂ L with sup w∈R Re w = +∞ such that L ∩ Ω = ∅ and R ⊂ ∂Ω. In particular, the domain D defined in Lemma 4.12 is either half-plane of a horizontal strip.
Proof. Let P be the prime end of Ω that corresponds under the mapping h to the DWpoint τ = 1. Since by the hypothesis h has no continuous extention to τ , the prime end P is not trivial. Then it follows from Lemma 4.11 and Proposition 4.14(A) that the impression I(P ) contains a ray R parallel to the real axis with sup w∈R Re w = +∞. In particular, R ⊂ ∂Ω. Then by the translational invariance of Ω, the straight line L containing R cannot intersect Ω. The proof is complete.
Proposition 4.17. The following two statements are equivalent: 12 We have shown a bit more: Y 0 is contained, in fact, in the non-tangent limit set
(A) any half-plane H bounded by a line parallel to R, has non-empty intersection with C \ Ω; (B) the family
is equicontinuous at the DW-point τ = 1 of (φ t ).
Proof. First of all we notice that if (A) fails to hold, i.e., if there exists a half-plane H ⊂ Ω whose boundary is parallel to R, then the family Φ is not equicontinuous at τ . Indeed, take any line L ⊂ H parallel to R. Then the rays
tending to ∞. Write t n := −Re w n . Then on the one hand z n := h −1 (w n ) → τ as n → ∞. However, on the other hand, φ tn (z n ) = h −1 (w n + t n ) is the same point in D for all n ∈ N. This shows that the family Φ is not equicontinuous at τ .
It now remains to prove that (A) implies (B). The idea of the proof is as follows. Choose a point in w 0 ∈ Ω. By Remark 4.5 the preimage h −1 (R 0 ) of the ray R 0 := {w 0 + t : t ≥ 0} is a slit landing at the DW-point τ = 1. In other words, R 0 as a slit in Ω, converges to the prime end P corresponding under the map h to the DW-point τ . We will construct a null-chain (C n ) that represents the prime end P and which has the following property: for each n ∈ N, the connected component D n of the set Ω \ C n that contains C n+1 is invariant w.r.t. the translations w → w + t, t ≥ 0.
For each n ∈ N denote x n := Re w 0 + n, w n := x n + iIm w 0 ∈ R 0 , and letC n stand for the connected component of the set {w ∈ Ω : Re w = x n } that contains the point w n . The following four cases exhaust all possibilities: Case 1: for each n ∈ N the setC n is bounded. Case 2: there exists n 0 ∈ N such that for all n > n 0 , inf{Im w : w ∈C n } ∈ R, sup{Im w : w ∈C n } = +∞.
Case 3: there exists n 0 ∈ N such that for all n > n 0 , inf{Im w : w ∈C n } = −∞, sup{Im w : w ∈C n } ∈ R.
Case 4: there exists n 0 ∈ N such that for all n > n 0 , inf{Im w : w ∈C n } = −∞, sup{Im w : w ∈C n } = +∞.
In Case 1, the setsC n are of the formC n = (x n + iy ′ n , x n + iy ′′ n ), where −∞ < y ′ n < y ′′ n < +∞, and we set C n :=C n for all n ∈ N. Because of the translational invariance of Ω, (y
In Case 2, taking if necessary w n 0 instead of w 0 , we may assume that n 0 = 0. Condition (A) implies that there exists a strictly increasing unbounded sequence (y
Case 3 can reduced to the previous case by considering φ t (z) instead of φ t (z), which leads to passing from h(z) to h(z). So we may skip Case 3.
In Case 4 we also will assume that n 0 = 0. Fix a strictly increasing unbounded sequence (y ′′ n ) ⊂ (Im w 0 , +∞) and a strictly decreasing unbounded sequence (y
Clearly, in all the cases for each n ∈ N, C n is a slit in Ω, the closures C n are pairwise disjoint, and diam C C n → 0 as n → +∞. To prove that (C n ) is a null-chain, it remains to show that for every n ≥ 2, C n−1 and C n+1 are contained in two different connected components of Ω \ C n . Arguing as in the proof of Lemma 4.9, one can easily conclude that the connected components of Ω \ C n are Ω \ G n and Ω ∩ G n , where
Thus (C n ) is a null-chain, and D n = Ω \ G n for all n ∈ N. Hence it can be seen easily from the construction that the slit R 0 converges to the prime end P represented by (C n ). Moreover, n∈N D n = ∅, see, e.g., [7, p. 170 -171] . Thus, discarding a finite number of cross-cuts in (C n ), we may assume that h(0) ∈ D n for all n ∈ N. Now fix any n ∈ N. Since t + G n ⊃ G n for any t ≥ 0, we see that D n is invariant w.r.t. the translations w → w + t, t ≥ 0. This means that the set U n := h −1 (D n ) is invariant w.r.t. the semigroup (φ t ). Note that h −1 (C k ), k ∈ N, are cross-cuts in D, whose closures Γ k := h −1 (C k ) are pairwise disjoint, see Remark 4.4. Note that 0 ∈ U n by construction. Therefore, U n = W n ∩ D, where W n is the bounded Jordan domain with ∂W n formed by Γ n together with its reflection Γ * n w.r.t. T. Furthermore, diam C C n → 0 implies, according to Proposition 3.3, that diam C Γ n → 0 as n → +∞. Hence diam C W n → 0 as n → +∞. Finally, note that
is a Jordan arc that joins z = 0 ∈ W n with the DW-point τ and which, by the construction, intersects ∂W n exactly once and in a non-tangential way. It follows that τ ∈ W n for all n ∈ N. Thus (W n ) n∈N is a neighbourhood basis of the point τ with the property that φ t (W n ∩ D) ⊂ W n for all t ≥ 0 and all n ∈ N. It follows that (B) holds and thus the proof is completed.
Proposition 4.18. For each T > 0 the family
Proof. Essentially we will use the same idea as for the proof of implication (A)⇒(B) in Proposition 4.17.
In view of Propositions 4.6 and 4.17, we may assume that the prime end P that corresponds under the mapping h to the DW-point τ is non-trivial and, employing also Proposition 4.16, that there exist two half-planes H 1 , H 2 with ∂ C H j parallel to R, j = 1, 2, such that H 1 ⊂ Ω ⊂ H 2 . Without loss of generality we may assume that H j 's are of the form It follows that for any n ≥ 2, C n+1 ⊂ Ω \ G n and C n−1 ⊂ G n , where
(The last set in the union may be empty.) Arguing as in the proof of Lemma 4.9, one can conclude that for each n ≥ 2 the sets D n := Ω \ G n ⊃ C n+1 and D ′ n := Ω ∩ G n ⊃ C n−1 are the two connected components of Ω \ C n . Thus (C n ) is a null-chain.
We also notice that if k > n, then
Fix T > 0. Then according to (4.3), φ t (U k(n) ) ⊂ U n for all t ∈ [0, T ] and all n ∈ N, where U n := h −1 (D n ), k(n) := n + [T ] + 1, and [ · ] stands for the integer part of a real number. Note that w 0 ∈ D n for all n ∈ N and that R 0 := {w 0 + t : t ≥ 0} intersect each of C n 's exactly once and non-tangentially. Arguing now as in the proof of Proposition 4.17, we conclude that the family Φ T is equicontinuous at τ .
4.3.
Proof of the Main Theorem (Theorem 4.1). By using Möbius transformations of the unit disk, one always may assume that the DW-point of (φ t ) is either τ = 0 (interior DW-point) or τ = 1 (boundary DW-point). Furthermore, using Proposition 2.1 one can reduce the case of the interior DW-point to the case of the boundary DW-point. Therefore, without loss of generality we will assume that (φ t ) has the DW-point at τ = 1.
Let σ be a repelling boundary fixed point of (φ t ). Then by Corollary 4.10, h has the unrestricted limit at σ. Therefore, by Proposition 4.6, for every T > 0 the family Φ T is equicontinuous at σ.
Note that by Proposition 4.18, the family Φ T is also equicontinuous at the DW-point τ .
It remains to notice that if (φ t ) is of hyperbolic type, which means that the angular derivative φ ′ t (τ ) > 1 for t > 0, then by [9, Theorem 2.1] the domain Ω is contained in a horizontal strip. Consequently, in this case by Proposition 4.17, the family Φ is equicontinuous at τ . This completes the proof.
A few examples
5.1. Local behaviour near the boundary DW-point. Recall that if (φ t ) is a oneparameter semigroup in D, then φ t converges, as t → +∞, to the DW-point τ locally uniformly in D. In the case of a hyperbolic semigroup (φ t ), although the DW-point τ belongs to T, according to Theorem 4.1 the family Φ is equicontinuous at τ . It is interesting to notice that these two facts do not imply that there exists a neigbourhood W of τ such that φ t → τ uniformly in D ∩ W as t → +∞. For instance, there can be infinitely many boundary fixed points in any neighbourhood of τ , as the following example shows. is a domain invariant w.r.t. the translations w → w + t, t ≥ 0. Denote by h the conformal mapping of D onto Ω normalized by the conditions h(0) = 0 and lim t→+∞ h −1 (t) = 1. Then the formula φ t (z) := h −1 (h(z) + t) defines a one-parameter semigroup with the DW-point τ = 1 and h is its Koenigs function.
By [9, Theorem 2.1], (φ t ) is of hyperbolic type. Thus Φ is equicontinuous at τ . However, h has no unrestricted limit at τ , because the impression I(P ) of the prime end P that corresponds to τ under the map h, is the whole boundary of S. To see that any neighbourhood of τ contains infinitely many boundary fixed points let us return to the proof of implication (A)⇒(B) in Proposition 4.17. Take w 0 := 0. Then for each n ≥ 2, the domain D n constructed in the proof of that proposition, contains the strip S n := {w : 1/n < Im w < 1/(n + 1)}. According to [9, Theorem 2.5] , there exists a repelling boundary fixed point σ n such that for every w ∈ S n , h −1 (w − t) → σ n as t → +∞. Hence σ n ∈ W n . It remains to recall that the sequence (W n ) form a neighbourhood basis of the point τ .
The reason why in the above example the uniform convergence of φ t → τ fails in W ∩ D for any neighbourhood W of τ is the presence of repelling boundary fixed points. In fact, the following statement holds.
Remark 5.1. Let (φ t ) be any one-parameter semigroup in Hol(D, D) with the DW-point τ ∈ ∂D. Let σ ∈ D. Then either φ t (σ) = σ for all t ≥ 0, or φ t (σ) → τ as t → +∞. (Recall that for the case σ ∈ T, φ t (σ) stands for the angular limit of φ t at σ). Indeed, for σ ∈ T, this follows from the Denjoy -Wolff Theorem, see Remark 1.5. So assume that σ ∈ T. Then by Proposition 3.4, Γ := h([0, σ)), where h is the Koenigs function of (φ t ), is a slit in the domain Ω := h(D). For t ≥ 0 denote Γ t := h(φ t ([0, σ))) = t + Γ. Let us assume first that Γ is bounded (as a subset of C), i.e., it lands at some point of ∂Ω ∩ C. We claim that sup |h −1 (w) − τ | : w ∈ Γ t → 0 as t → +∞, which is equivalent to φ t → τ uniformly on [0, σ) and hence implies that φ t (σ) → τ as t → +∞. Indeed, recall again that L w := {w + x : x ≥ 0} ⊂ Ω for any w ∈ Ω. By boundedness of Γ, Since h −1 (L w ) is a slit in D landing at the DW-point τ , our claim follows now from Proposition 3.3.
It remains to consider the case when Γ is not bounded, i.e., the case when Γ lands at ∞. In this case Γ t is also a slit in Ω landing at ∞ for any t ≥ 0. Moreover, Γ and Γ t are two equivalent slits in Ω for any t ≥ 0, because [w, w + t] ⊂ Ω for any w ∈ Γ. This means that h −1 (Γ t ) lands at the same point as h −1 (Γ) = [0, σ), i.e., at the point σ. Thus φ t (σ) = σ for all t ≥ 0.
Remark 5.2. It might be interesting to compare the statement of the previous remark with analogous results for discrete iteration in D, see, e.g., [29] and [13, Section 5] , asserting that under some additional conditions on φ ∈ Hol(D, D), the orbits (φ •n (σ)) n∈N converge to the DW-point of φ for a.e. σ ∈ T (where φ(σ) stands again for the angular limit at σ, whenever it exists).
In view of Remark 5.1, it might look to be a plausible conjecture that if the family Φ is equicontinuous at the boundary DW-point τ and if there is a neighbourhood W of τ that does not contain other boundary fixed points, then φ t → τ as t → +∞ uniformly in W ∩ D. However, the following example disproves this conjecture.
Exapmle 2. Consider the domaiñ
The segments J Denote byS(y 1 , y 2 ), where y 1 < y 2 , the image ofS under the affine map u + iv → u + i(av + b), a := (y 2 − y 1 )/2, b := (y 1 + y 2 )/2, chosen in such a way that the minimal strip containingS(y 1 , y 2 ) is {w ∈ C : y 1 < Im w < y 2 }. Now we consider the domain Ω constructed in Example 1 and "fill in" withS(y 1 , y 2 )'s, for appropriately chosen parameters y 1 , y 2 , each of strips one obtains by removing from Ω all the straight lines containing the slits I ′ n and I ′′ n , n ≥ 2. In a more strict language, we consider the domaiñ
where K(y 1 , y 2 ) := {w ∈ C : y 1 < Im w < y 2 } \S(y 1 , y 2 ).
The setΩ is a simply connected domain in C containing the origin and invariant w.r.t. the translations w → w + t. Therefore, there exists a unique conformal mapping h of D ontoΩ with h(0) = 0, lim t→+∞ h −1 (t) = 1, which is the Koenigs function of the oneparameter semigroup (φ t ) := (h −1 • (h + t)) with the DW-point τ := 1. First of all we notice that this semigroup has no repelling boundary fixed points. Indeed, if σ ∈ T \ {τ } is a boundary fixed point, then [0, 1) ∋ x → F (x) := h(σx) is a continuous map intoΩ, and by Proposition 3.6, Re F (x) → −∞ as x → 1 − 0. However, it is easy to see from the definition ofΩ that there exists no mapping with these properties.
Note also that, as in Example 1, (φ t ) is of hyperbolic type and thus the family Φ is equicontinuous at τ = 1. It remains to see that there exists no neighbourhood W of τ such that φ t converges uniformly to τ on W ∩ D. To this end take w 0 = 0 and define (D n ) and (W n ) as in the proof of implication (A)⇒(B) in Proposition 4.17. Since for each n ∈ N, we have inf{Re w : w ∈ D n \ D n+1 } = −∞, there exists no t ≥ 0 such that D n + t ⊂ D n+1 . Therefore, there exists no t ≥ 0 such that φ t (W n ∩ D) ⊂ W n+1 ∩ D. Recall that (W n ) is a neighbourhood basis of τ . Thus, although φ t (z) → τ as t → +∞ for all z ∈ D, this convergence is not uniform in any neighbourhood of τ .
Contact points.
In Remark 4.2 we mentioned that the Theorem 4.1 cannot be extended to contact points. To demonstrate this fact, we now present an example of a one-parameter semigroup (φ t ) with a contact point at which there exists no unrestricted limit of φ t 's. Clearly, this domain is invariant w.r.t. the right translations. Therefore with an appropriate choice of a conformal mapping h of D onto Ω, we obtain a one-parameter semigroup φ t := h −1 •(h+t), t ≥ 0, with the DW-point τ = 1. Moreover, Ω has a unique prime P end whose impression is (−∞, 0] and this prime end contains an accessible boundary point, i.e., there is a slit Γ in Ω that converges to P (e.g., we can take Γ := (0, 1 + i]). This slit lands at the point w 0 = 0. For t > 0 the translate Γ t := Γ + t of Γ is also a slit in Ω, with landing point at w = t ∈ ∂Ω. Note that {w : Re w > 0, Im w > 0} ⊂ Ω ⊂ H i and hence h −1 has a continuous injective extension to Ω ∪ (0, +∞). It follows that for each t > 0, φ t has a contact point at the preimage σ 0 of the prime end P under h, but does not have the unrestricted limit at σ 0 . In this example, σ 0 is not a regular contact point, i.e., φ ′ t (σ 0 ) = ∞ for all t > 0. However, a simple modification of this example (take, e.g., the domain Ω ′ := Ω ∪ {w : |w − i| < 1} instead of Ω) shows that even if we consider a regular contact point, there still do not need to exist the unrestricted limit at that point. 6 . A remark on evolution families admitting continuous extension to the boundary
The notion of an evolution family in Hol(D, D) is a natural extension for that of a one-parameter semigroup to the non-autonomous setting. It goes back to the seminal paper [28] that gave rise to a theory which is now known as Loewner Theory and which has proved to be a powerful tool in the Geometric Function Theory and its applications, see, e.g., the survey [2] . We use the general definition of an evolution family introduced in [6] , see also [21] . Similar to one-parameter semigroups, any evolution family in D is formed by solutions to initial value problems for a specific first order ODE, driven by the so-called Herglotz vector fields. These non-autonomous vector fields can be regarded as locally integrable families of infinitesimal generators; in particular, one-parametric semigroups and their infinitesimal generators are special cases of evolution families and their corresponding Herglotz vector fields, see [6] for the details. Therefore, the class of holomorphic mappings ϕ ∈ Hol(D, D) that can be embedded into an evolution family in D, i.e., the class of all ϕ such that ϕ s,t = ϕ for some s ≥ 0, t ≥ s and some evolution family (ϕ s,t ), is much large than that for one-parametric semigroups in D. In fact, using [10, Lemma 2.8] one can deduce from the Parametric Representation of bounded normalized univalent functions, see, e.g., [3, Theorem 5, p. 70] , that this class, regardless the order of the evolution families to be considered, coincides with the set of all univalent holomorphic self-maps of D.
Therefore, the results of this paper on one-parameter semigroups cannot be extended, in general, to evolution families. However, an analogue of Proposition 3. Moreover, all elements of an evolution family are univalent functions. Proposition 6.3. If a family (ϕ s,t ) 0≤s≤t<+∞ satisfies conditions EF1, EF2, CNT1, and CNT2 and none of the functions ϕ s,t is constant, then for each s ≥ 0 the mapping [s, +∞) ∋ t → ϕ s,t ∈ A(D) is continuous.
Proof. Let us fix s ≥ 0. Consider any convergent sequence (t n ) ⊂ [s, +∞) and denote by t 0 the limit of (t n ). We have to prove that ϕ s,tn − ϕ s,t 0 A(D) → 0 as n → +∞. Owing to the Arzelà -Ascoli Theorem, it follows from condition CNT2 that we only have to show that the sequence (ϕ s,tn ) n∈N is equicontinuous on D. Suppose it is not the case. Then one can find a sequence of Jordan arcs (γ n ) lying in D such that diam C (γ n ) → 0 as n → +∞, but diam C (ϕ s,tn (γ n )) > ε for all n ∈ N and some ε > 0 not depending on n.
Choose T > 0 such that t n < T for all n ∈ N. Then (6.1) ϕ tn,T • ϕ s,tn = ϕ s,T , n ∈ N.
Denote C n := ϕ s,tn (γ n ). By (6.1), we have diam C (ϕ tn,T (C n )) = diam C (ϕ s,T (γ n )). Since ϕ s,T ∈ A(D), the latter quantity tends to 0 as n → +∞. At the same time diam C (C n ) > ε for each n ∈ N. By the Schwarz -Pick theorem, It follows now from [30, Theorem 9.2, p. 265] that the sequence ϕ tn,T has a subsequence converging to a constant. This fact contradicts the hypothesis and thus completes the proof.
Remark 6.4. Note that the hypothesis of the above proposition does not imply the continuity of [0, t] ∋ s → ϕ s,t ∈ A(D). Indeed, the well-known in Loewner Theory example constructed by Kufarev [27] (see also [3, p. 43] ) reveals an evolution family (ϕ s,t ) ⊂ A(D) that fails to be continuous in s at s := 0 w.r.t. the norm · A(D) . In this example, for fixed t > 0 and for each s ∈ (0, t) the function ϕ s,t maps D onto D minus the slit along a part Γ s,t of a hyperbolic geodesic Γ t , while the mapping ϕ 0,t maps D onto the connected component of D \ Γ t that contains the origin. Since ϕ s,t (D) = D = ϕ 0,t (D) for all s ∈ (0, t), the norm ϕ s,t − ϕ 0,t A(D) does not tend to zero as s → +0.
