In this study, we show how to obtain more reliable satellite-retrieved cloud drop number concentrations (N d ) from Moderate Resolution Imaging Spectroradiometer (MODIS) standard cloud products. N d is important as a fundamental cloud property that determines cloud albedo, precipitation-forming processes, cloud longevity, and fractional cover, all of which determine cloud radiative effects. N d is determined by cloud base aerosols and updrafts. Satellite retrievals of N d for marine stratocumulus clouds are performed based on the assumption of a nearly adiabatic cloud column. The retrievals, however, are fraught with problems that cause large biases (e.g., the retrieved N d for partially filled cloudy pixels are less than one third of the retrieved N d for the convective cores) and limit the usefulness of N d , especially in broken cloud fields. The N d of the brightest 10% of cloudy pixels are selected because the brightest clouds are the convective cores that most closely follow adiabatic parcels, a key assumption of our retrieval. It is shown that this criterion is representative of pixels that are also fully surrounded by cloudy pixels (N d agreement within 5%).
Background
The cloud drop number concentration (N d ) is a fundamental cloud property that controls the cloud drop effective radius (r e ) for a given amount of cloud water content. In turn, r e determines the coalescence rate, which is approximately proportional to r e 5 (Freud & Rosenfeld, 2012) . The dynamic response of a cloud system to the formation of precipitation greatly affects its organization, cloud cover, and radiative properties (Albrecht, 1989; Goren & Rosenfeld, 2015) . Marine stratocumulus decks often break up when precipitating more than~2 mm/day (Rosenfeld et al., 2006 with differences in cloud radiative effects that can exceed 100 W/m 2 (Goren & Rosenfeld, 2014) . Here the radiative effect is defined as the difference in solar-reflected radiation between cloudy and cloud-free situations at the same time and place. Since N d is determined by both cloud base updrafts (W b ) and cloud condensation nuclei (CCN) for a given cloud base pressure and temperature (Pinsky et al., 2012) , the emerging capability of retrieving both N d and W b of convective clouds from satellite data makes it possible to retrieve CCN and cloud base supersaturation Zheng et al., 2016) .
Satellite-retrieved CCN based on retrieved W b and N d aims at replacing the satellite-retrieved aerosol optical depth (AOD) as a proxy for CCN. Climate studies addressing cloud-aerosol interactions have mostly related AOD to cloud properties and radiative effects (e.g., Quaas et al., 2010) . However, AOD is poorly related to CCN, especially at low concentrations (e.g., CCN 100#/cm 3 ) that are typical of pristine marine boundary layer (Andreae, 2009; Stier, 2016) . In fact, the optical signal of CCN < 100-150#/cm 3 is below the discernible optical signal of AOD by both passive (Shinozuka et al., 2015) and lidar (Zamora et al., 2017) satellite measurements.
Using satellite-retrieved CCN based on the retrieved W b and N d may overcome many of the limitations of using AOD for quantifying cloud-aerosol interactions.
The N d retrieval should reflect CCN and updrafts at the base of convective cloud elements, so we focus on those cloud elements that constitute the convective cores of cloud fields. These cores have the highest updrafts and liquid water paths (LWPs), and resemble adiabatic clouds the closest. Therefore, this study makes an effort to focus on these elements in the context of marine stratocumulus. Rosenfeld et al. (2016) used N d retrieved for convective clouds based on the rate of growth of r e with decreasing cloud top temperature (T). To resolve the small convective elements while minimizing the strong three-dimensional effects (Marshak et al., 2006) , they used 3.7 μm solar reflectance at a 375 m spatial resolution and restricted to backscatter angles ±30°as measured by the Visible Infrared Imager Radiometer Suite onboard the Suomi National Polar-orbiting Partnership satellite. However, this methodology cannot be applied to marine stratocumulus clouds, which are typically too shallow (less than~800 m) to provide a useful r e (T) function for retrieving N d . The common way of retrieving N d in marine stratocumulus is by using r e and cloud optical depth (Bennartz, 2007; Brenguier et al., 2000; Szczodrak et al., 2001) . The cloud optical depth (τ) used in this study is at 0.86 μm. The application of this method to broken marine stratocumulus clouds is plagued with problems that are addressed in this study.
There are multiple problems in retrieving N d . The reliability of retrieved cloud properties deteriorates with increasing solar zenith angle (SZA), especially when it is greater than 65° (Grosvenor & Wood, 2014) . The main causes of retrieval errors are three-dimensional effects (Marshak et al., 2006) that are inherent to broken clouds with inhomogeneous pixel filling (Zhang et al., 2012) . Cloud optical thickness (τ) is underestimated for partially filled cloud pixels, leading to positive and negative biases in the retrievals of r e and N d . The satellite-viewing geometry also has an impact on the retrieval of r e (Vant-Hull et al., 2007) .
The Moderate Resolution Imaging Spectroradiometer (MODIS) cloud product provides three kinds of 1-km resolution retrievals of r e and τ, which are derived from near-infrared band (1.6, 2.1, and 3.7 μm) and visible band (0.86 μm) observations (Nakajima & King, 1990) . One reason for differences between the three kinds of retrievals arises from their absorption and penetration depth into clouds. The penetration depth at 3.7 μm is smaller than at 2.1 μm and that at 2.1 μm is smaller than at 1.6 μm (Bennartz & Rausch, 2017; Platnick, 2000) . This is caused by varying absorption strength, which has been exploited to retrieve vertical profiles of r e near cloud tops (Chang & Li, 2002 , which helps in the retrieval of cloud LWP and the formation of rain in overcast warm clouds (Chen et al., 2007 (Chen et al., , 2011 . Three-dimensional effects (Hayes et al., 2010; Marshak et al., 2006; Wolters et al., 2010) are smaller in the more absorbing longer wavebands. This, in addition to the retrieval errors in r e due to application of the look-up table approach (Zhang et al., 2012) to partially filled pixels, may explain the finding of Zhang and Platnick (2011) that r e retrieved at 3.7 μm is substantially smaller than at 2.1 μm for inhomogeneous clouds such as trade wind cumulus clouds, especially when the clouds are optically thin.
The r e of nonraining clouds increases from cloud base to top. Significant drizzle is formed when r e at cloud top exceeds 14 μm (Andreae et al., 2004; Gerber, 1996; Rangno & Hobbs, 2005; Rosenfeld, 1999; Rosenfeld et al., 2012; Rosenfeld & Gutman, 1994; Rosenfeld & Woodley, 2003; Suzuki et al., 2010) . As the drizzle drops fall from higher to lower parts of clouds, r e near cloud tops become smaller while r e at lower levels become larger. As a result, r e retrieved at a wave band of deeper penetration depth (weaker absorption) results in a larger value (Chang & Li, 2002) . Since a liquid-water cloud at 3.7 μm is more absorbing than at 2.1 μm, r e closer to the cloud top is measured. In marine stratocumulus, cloud droplets at the cloud top are mostly smaller than a little deeper into the cloud because of evaporation to the overlying dry air, which results in cloud vertical inhomogeneity (Seethala & Horvath, 2010) . Also, in drizzling clouds, larger drops fall from the cloud top, thus increasing the indicated r e for a measurement that goes deeper into the cloud (2.1 μm) (Chang & Li, 2002; Nakajima et al., 2010a Nakajima et al., , 2010b Suzuki et al., 2010) . All these effects incur biases because the retrievals of r e and τ are based on the assumption that clouds are both horizontally and vertically homogeneous within the instrument field of view, which further affects the N d retrieval.
Satellite retrievals of N d were previously applied to marine stratocumulus under the main assumption that the clouds were composed of nearly adiabatic elements (Bennartz, 2007; Brenguier et al., 2000) . However, this is applicable only to the cores of the convective elements. The tops of the convective clouds spread as anvils This means that the MODIS-retrieved N d is almost bias-free in the cloud cores that best meet the adiabatic assumptions made. This is in part due the fact that the MODIS overestimate of r e is compensated by the subadiabaticity of the clouds, even in their cores where the clouds are closest to being adiabatic. Therefore, we will focus on the cores of convective clouds that are closest to adiabatic because the retrieval of N d relies on the premise that the deepest portions of cumulus clouds are adiabatic. This is done by assuming that the brighter parts of the clouds (e.g., τ greater than the 90th percentile of τ) represent adiabatic convective elements, which will be discussed in section 3.
Section 2 describes the data and the methodology used to calculate N d . Quality control criteria for N d retrievals are presented in section 3. Section 4 shows the sensitivities of N d retrieval biases under different conditions. Section 5 examines other possible factors that may influence the N d retrievals. The application of different N d retrieval methods to overcast and broken cloud field cases is presented in section 6. A summary is given in section 7. For a full list of notations and abbreviations, see Table 1 .
Retrieving N d in Shallow Marine Clouds
We first examine MODIS retrievals of low-level water clouds over the southeastern Pacific, including marine stratocumulus in the stable boundary layer and shallow convective clouds in the unstable air during outbreaks of the polar air mass. Cloud microphysical properties at a resolution of 1 km were obtained from the MODIS collection 6 (C6) level-2 (L2) cloud product. Each MODIS granule was divided into several scenes of 110 by 110 km (1°× 1°near the equator). Each granule has 17 across-track and 18 along-track scenes, or a total of 306 scenes after removing the first and last two scenes along the across-track due to distorted pixels. For each scene, we calculate the N d for pixels whose τ are the highest 50th or 90th percentiles by solving
where c ¼ (Szczodrak et al., 2001) , and k = 1.08 (Freud et al., 2011) which is a parameter that relates r e to the mean volume radius. Values for c are calculated by assuming Q ext = 2, and the condensation rate (c w ) is calculated as follows: (a) Use a parcel model to calculate the adiabatic liquid water content at different cloud base temperatures for a given cloud base pressure, that is, 900 hPa in this study. 
Pixel Selection Criteria

Rejecting Pixels With High Uncertainties for r e
Partial cloud filling of pixels causes biases when retrieving N d . Such errors are anticipated to be larger when there are broken clouds because such clouds have greater subpixel heterogeneity. Therefore, the variability 
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Journal of Geophysical Research: Atmospheres of the sixteen 250-m subpixels within each 1-km MODIS pixel, a parameter in the MODIS L2 cloud product, is the main criterion for determining the uncertainty of r e (Platnick et al., 2004 (Platnick et al., , 2015 . For C6, the uncertainty comes from four sources: (1) instrument calibration, (2) atmospheric corrections, (3) surface spectral reflectance, and (4) other forward model error sources, but does not include uncertainties from subpixel heterogeneity or 3-D radiative effects, which can be very large, likely larger than the MODIS product uncertainties (Marshak et al., 2006; Zhang et al., 2012 ). As Figure 2 shows, we chose four target scenes: (1) overcast clouds with small r e , (2) overcast clouds with large r e , (3) broken clouds with small r e , and (4) broken clouds with large r e . Figure 2 shows retrievals of the MODIS r e product and its uncertainty for these scenes, numbered by the order described here. The retrievals in broken clouds have larger relative uncertainties than in overcast clouds. Previous studies have shown that the retrieved r e can be overestimated in thin and broken clouds due to surface contamination (Coakley Jr et al., 2005) , but these effects diminish in nonbroken clouds with τ greater than~8 in the visible (0.5 μm; Rosenfeld et al., 2004) . Figure 3 shows that the r e of thin broken clouds has the largest uncertainty, which never exceeds 10% when τ is greater than 8. Therefore, we filter out pixels with uncertainties in r e greater than 10%.
Focusing on Convective Cores
For each 110 km × 110 km scene, N d was averaged using cloudy pixels with τ greater than the median of τ and cloudy pixels with τ greater than the 90th percentile of τ, denoted as N d50 and N d90 . A smaller difference between the 50th and 90th percentiles indicates clouds that are more homogeneous. However, for inhomogeneous clouds, such as clouds with tops spreading as anvils at an inversion base (see Figure 4 ), N d of the different percentiles varies greatly. Therefore, we select only the brightest clouds (i.e., the optically thickest parts of the clouds) that reside within the convective cores as illustrated in Figure 4 . The 90th percentile of τ already achieves that. Choosing a much higher percentile might amplify artifacts due to nonhomogeneity of the solar illuminations of the topography of cloud tops. N d is constant and the drop size increases adiabatically in the convective cores of stratocumulus clouds , so liquid water content increases toward the cloud tops.
Selecting Only Water Clouds
The MODIS C6 L2 cloud product provides two kinds of 1-km cloud phase product derived from two approaches. One algorithm uses infrared (IR) channels (Baum et al., 2000 (Baum et al., , 2012 for both daytime and nighttime. The other algorithm is a daytime-only shortwave-derived cloud thermodynamic phase algorithm that uses a combination of visible, shortwave IR, and IR channels. This shortwave-derived cloud phase algorithm has been refined and validated extensively against Cloud-Aerosol Lidar with Orthogonal Polarization Lidar retrievals (Marchant et al., 2016) . The latter cloud phase product was used for selecting scenes with only liquid-water clouds. 
Selecting Only Single-Layer Clouds
Only single-layer water clouds are analyzed in this study, which can be differentiated from multilayer clouds by virtue of MODIS multichannel measurements. The MODIS algorithm uses the difference between retrieved above-cloud precipitable water amounts from the 0.94 μm water vapor band and from CO 2 slicing, and cloud top height, together with additional tests to provide information about multilayered clouds (Chang & Li, 2005a , 2005b Wind et al., 2010) .
Selecting Reliable Cloud Properties
Because the reliability of retrieved cloud properties starts deteriorating with increasing SZA (Grosvenor & Wood, 2014) , retrievals done when the SZA is greater than 65°are excluded in this study.
In summary, we rejected pixels that have (1) an r e uncertainty at 2.1 μm greater than 10%, (2) SZA greater than 65°, (3) ice particles, and (4) more than one cloud layer.
Evaluating the Retrieval Biases of N d Under Different Conditions
The retrieval bias is evaluated with reference to the retrieval for plane-parallel homogeneous clouds. To test it in a real cloud field, we selected an area of marine stratocumulus clouds with full cloud cover and an adjacent area with open cells in the southeast Pacific Ocean to the west of South America. As the r e distribution (Figure 5a (Figure 5c ), which is about double the r e of the overcast cloud area. Clouds breakup mainly because they precipitate (Rosenfeld et al., 2006) , as indicated by r e much larger than 14 μm, the r e threshold of precipitation (the green dashed line in Figure 5c ; Andreae et al., 2004; Rosenfeld, 1999; Rosenfeld & Gutman, 1994; Rosenfeld & Woodley, 2003; Rosenfeld et al., 2012; Suzuki et al., 2010) . The precipitation threshold is mostly not reached in the overcast cloud area, as indicated by the percentage of r e smaller than 14 μm (80%).
According to the Twomey effect, τ increases with more numerous but smaller cloud droplets in a cloud with the same LWP (Twomey, 1959) . Figure 6 is a magnified view of the area shown by white star in Figure 5a . The center parts of the clouds are brighter at 0.64 μm than their borders (Figure 6a ). This means that τ is larger in the centers of the clouds. The uncertainty in r e (Figure 6c ) is larger near the cloud edges where clouds are broken, causing a positive bias in r e (Vant-Hull et al., 2007) . The large r e near the borders, mostly greater than 20 μm, shows this. With smaller r e and larger τ at the centers of the clouds, the retrieved N d is much larger at the centers than at the borders of the clouds (Figure 6d ). Figure 7 shows a similar analysis but for the area shown by the black star in Figure 5a . Compared to the broken clouds, the overcast clouds are mostly brighter with some dark bands (Figure 7a ). The corresponding r e is also smaller within the dark stripes (Figure 7b ). This can be explained by the dynamics of closed cells. It is possible that the darker borders of the cells are dominated by downward motion, which compensates for the ascending cloudy air in the bright center of the scene (Rosenfeld et al., 2006) . The droplets of broken clouds in descending air evaporate and the clouds become optically thin, appearing darker. This results in reduced r e . Retrieval errors are also a likely cause, as shown by the large r e retrieval uncertainties (Figure 7c Parts of both broken and overcast clouds have high uncertainties, but they affect the retrieved N d differently. For broken clouds, the highest uncertainties occur at cloud edges where r e is mostly greater than 20 μm and τ is about 5-10. At the cloud center, r e is about 14-20 μm and τ is about 10-25, with some pixels even reaching This relationship is reversed in the overcast area (indicated by the black star). Both r e and τ decrease toward the darker parts of the clouds, but in this case, the retrieved N d is larger than the N d of the brighter cloud centers. There is no presently known process that would do this in the descending branch of closed cells, which is marked by the darker borders between the adjacent cloud patches. Therefore, it is likely an artifact. We hypothesize that this would be the case if the cloud top r e diminishes faster than the r e lower in the cloud due to enhanced mixing with descending dry air there. The error, if true, indicates that an increase in N d occurs because N d is more sensitive to changes in r e than to changes in τ. According to equation (1), the sensitivity of uncertainties in N d is about 5 times larger due to the uncertainty in r e rather than to the uncertainty in τ, due to the form of the functional dependence of N d on τ and r e (5 = [5/2]/[1/2]).
The partial pixel filling bias is expected to become larger for smaller cloud fractions (CFs) in the scene. According to Figure 6e , the cores of the broken clouds have larger τ than their fringes where the bias due to partial pixel filling is likely greater. Therefore, the bias is expected to be smaller for higher percentiles of τ.
The bias is expected to be smaller for pixels that are fully embedded within other cloudy pixels. This is defined in our analysis as cloudy pixels whose eight neighboring pixels are also cloudy. Therefore, the central pixel is least likely to have partial cloud filling. Relative biases were estimated for 199,595 scenes Convective cores are closest to adiabatic and thus less subject to retrieval biases. Convective cores have the highest LWP compared to the surrounding clouds. Therefore, they can be identified by taking the upper percentiles of τ. A larger τ is also less subject to surface contamination for values of τ >~8 . The least bias is expected for overcast pixels. In broken clouds, the fully embedded cloudy pixels are most similar to the situation of full cloud cover.
Here we examine the relative bias of N d retrieved by various methods with respect to fully embedded pixels. When the cloud cover becomes smaller, clouds become more broken and the bias is expected to increase with respect to full cloud cover. Similarly, for the same CF, the bias is expected to increase in the following order: embedded pixels with the highest 10% of τ, pixels with the highest 10% of τ but not embedded, pixels with the highest 50% of τ, and finally all cloudy pixels (simple average). This order of bias forms the foundation for a systematic evaluation. In preparation for this evaluation, the following parameters were computed for each scene: CF, N d_average , N d50 , N d90 , and N d90_embedded . Here the average of N d is calculated as the average of all N d values, N d50 and N d90 are calculated using pixels with τ 50 and τ 90 , respectively, and N d90_embedded is calculated using those pixels embedded with other cloudy pixels with τ 90 . The N d90_embedded is expected to have the least bias due to partial pixel filling. We categorize all scenes into different CF categories (Table 2) , from nearly cloudless (CF < 0.1) to overcast clouds because the greater the cloud cover, the more homogeneous the cloud becomes and the smaller is the bias in N d .
The ratios of the various estimates of N d to the least biased N d as a function of CF is shown in Figure 9 . The ratio of N d_average to N d90_embedded in logarithmic space ranges from À0.117 to À0.038 (linear ratios of 0.76-0.92) as CF increases from 0.05 to 1. The ratio approaches 0.92 as CF approaches 1 (Figure 9a ). Using only τ 50 to calculate N d50 does not make much difference with respect to the bias in N d whose ratio ranges from À0.093 to À0.027 (linear ratios of 0.81-0.93; Figure 9b ). Finally, testing the relative bias between N d90 and N d90_embedded (Figure 9c ) shows a 
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Journal of Geophysical Research: Atmospheres maximum negative bias of À0.0096 (0.98 in linear space) for the smallest CF. This is where the strongest effect of partial pixel filling is expected. The N d ratio bias analysis is summarized in Figure 9d , which shows the medians of the various N d ratios as a function of CF. Biases of N d90 already lead to a bias <2% with respect to N d90_embedded . We conclude that using N d90 is suitable for obtaining N d from MODIS data that are representative of N d90_embedded and thus cloudy pixels that are completely surrounded by other cloudy pixels, which may potentially be prone to less bias. We argue that this also serves the objectives of retrieving N d that is most closely related to aerosols below cloud bases and that satisfies most closely the adiabatic assumption underlying the retrieval of N d .
Other Factors That May Affect N d Retrievals
The retrieval bias of r e may be caused by the three-dimensional geometry of clouds (Vant-Hull et al., 2007) , but the effect is likely small for stratocumulus because their tops are relatively flat (Marshak et al., 2006) . In theory, the retrieved r e from the shadowed parts of clouds is positively biased and the bias can become negative in the illuminated parts due to the satellite and Sun relative geometries. To test this effect on N d retrievals, the N d ratio was categorized into different satellite viewing zenith angle groups from the shadowed side (west of the satellite nadir for the Terra morning orbit) to the illuminated side (east of the satellite nadir) for a given cloud cover range. If the N d bias is dominated by the cloud three-dimensional geometry effect, the N d ratio should increase at a constant rate when the satellite viewing zenith angle changes from the shadowed side to the illuminated side. Figure 10a shows that the ratios of N d_average , N d50 , and N d90 to N d90_embedded do not increase constantly when CF ≦ 0.1. As the cloud cover increases, 
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Journal of Geophysical Research: Atmospheres the different N d ratios also do not increase from the shadowed side to the illuminated side (Figures 10b and  10c) . However, the ratio becomes closer to 1 when using the upper percentiles of τ to calculate N d , especially for those pixels that have τ greater than τ 90 . The difference between the ratios of the various percentiles is much larger than the likely differences due to changes in satellite viewing zenith angle. Since the different percentiles mainly reflect the effect of pixel filling, whereas the satellite viewing zenith angle mainly reflects the three-dimensional effect, results suggest that partially filled pixels are the primary cause for the r e bias. This suggests that partially filled pixels dominate the r e bias and further influence the retrieved N d in shallow clouds. Figure 11 shows the relative biases as a function of cloud LWP for different CF. The N d_average and N d50 biases are larger for small CF at a given LWP level, which means that the smaller the CF, the less homogenous are the clouds. The bias also increases with increasing LWP. Clouds with small CFs and higher LWPs appear to be deeper, more convective, and closer to the properties of convective cores. But when they meet the inversion in the upper atmosphere, they spread to form a cloud anvil. This explains why N d_average and N d50 have large biases and why this bias decreases as CF increases, that is, as clouds become more homogenous. Pixels with the highest 10% τ (N d90 ) have the smallest biases, which are less than 2% for all LWPs and CFs considered.
In summary, the portion of clouds with the highest LWP should be closest to adiabatic, and therefore, the N d retrievals with the adiabatic assumption would be closest to the actual cloud conditions. On the other hand, clouds with higher LWPs are deeper, more convective, and therefore tend to have a greater inhomogeneity. In addition, the tops of convective clouds tend to spread under inversions into much thinner-layered clouds, contributing to cloud inhomogeneity even in overcast scenes. Moreover, LWP retrievals also use r e , so using LWP would affect the N d retrievals. Therefore, we need to use the τ greater than the 90th percentile of τ to represent the convective core even for clouds with large LWPs. 
Application to Test Cases
Various ways of calculating N d were applied to the overcast cloud (Area1) and broken cloud (Area2) areas shown in Figure 5a . The calculated N d and the number of pixels used in each calculation are summarized in Table 3 .
In the overcast area, N d with a high uncertainty (i.e., the r e uncertainty at 2.1 μm greater than 10%) is greater than that of the most reliable Nd 90_embedded . One possible reason is that near the descending branches of the clouds in the closed cells of marine stratocumulus, evaporation at the cloud top reduces r e more than in the deeper portions of the clouds within the satellite view. Another possible reason is that the N d retrieval starts to break down in these downdraft regions, for example, the assumption of cloud adiabaticity becomes invalid, or perhaps N d is not constant throughout the cloud. These cloud pixels have higher uncertainties because the evaporating clouds start to break up and become thinner and less homogeneous. Besides N d_high_uncertainty , N d_average , N d50 , N d90 , and N d90_embedded have a similar N d because the overcast cloud area is mostly homogeneous, which is close to the assumption of an adiabatic cloud. This homogeneity maximizes the likelihood that any part of the cloud can represent convective elements. The full cloud coverage also reduces the possibility of partial pixel filling.
There are large differences between the results from the broken cloud area and the overcast cloud area as Table 3 shows. First, the number of high uncertainty pixels for the broken cloud case is twice that of the overcast cloud case because there are more cloud edges. High-uncertainty N d for the broken cloud case has the smallest number of N d , which are mostly located at the cloud edge. The low N d could be an actual reduction in N d in the low optical depth region due to cloud evaporation, or lower updrafts toward cloud edges compared with the updraft cores. A bias due to partial pixel filling can cause an overestimated r e , which leads to an underestimated N d . The N d almost doubles from 11 to 21/cm 3 for pixels that are not designated with high uncertainty, as N d_average shows. The retrieved N d increases to 28/cm 3 when the τ percentile is increased to 50, which amounts to an increase of 33% compared to N d_average . A further increase of τ to τ 90 increases the retrieved N d by an additional 25% to 35/cm 3 . In all, according to Table 3 , the partially filled cloudy pixels are marked with high uncertainty and have less than one third of the N d of the convective core in partially cloudy scenes. The number of pixels with τ > τ 90 is decreased by about 4 times with respect to τ > τ 50 because they are mostly close to the convective cores. This suggests that N d50 is still affected by partial pixel filling. N d90 and N d90_embedded differ minimally, which suggests that N d90 is not affected by partial pixel filling very much. Therefore, using a high percentile of τ (τ > τ 90 ) can minimize the bias of partially filled pixels effectively in N d retrievals for broken clouds. We conclude that N d90 is sufficient to represent the N d of convective cores.
Summary and Conclusions
We have shown that the N d of broken clouds over oceans is less than a factor of 3 on average, compared to nearby homogeneous clouds where retrieval artifacts are least significant. An unknown part of this difference may be attributed to a physical reduction of N d in the peripheral clouds compared with convective cores.
Partial pixel filling, cloud inhomogeneity, and τ all affect retrievals of N d . Such biases can likely be minimized by focusing the retrievals on the most reflective 10% of MODIS cloudy pixels (N d90 ), which are those pixels with the highest 10% of τ for a given scene. This methodology provides the N d of the convective cores of clouds, which are likely the closest to adiabatic. Because retrieving N d assumes an adiabatic cloud vertical profile, N d90 is also likely to be minimally biased due to deviations from the adiabatic assumption. N d90 in the convective cores also reflects best the effects of boundary layer aerosols on cloud microstructure.
There is no evident bias in N d due to variations in satellite viewing geometry because marine shallow clouds generally have flat tops compared to convective clouds. The average N d , N d_average, mixes convective cores with their spreading tops and decaying portions, which may violate the assumptions of the underlying N d retrieval. 
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Most importantly, N d90 is representative of the N d from the most reflective 10% of pixels of a given scene that are also completely surrounded by other cloudy pixels, which likely represent the ideal conditions for MODIS retrievals. N d90 likely represents best the microphysical response of clouds to the variability in CCN and W b . Therefore, N d90 is likely to be the most suitable parameter for studying satellite-retrieved aerosol-cloud interactions within the framework of passive instrument N d estimates based upon r e and τ.
