Statistical tests for monotonic trend in seasonal (e.g., monthly) hydrologic time series are commonly confounded by some of the following problems: nonnormal data, missing values, seasonality, censoring (detection limits), and serial dependence. An extension of the Mann-Kendall test for trend (designed for such data) is presented here. Because the test is based entirely on ranks, it is robust against nonnormality and censoring. Seasonality and missing values present no theoretical or computational obstacles to its application. Monte Carlo experiments show that, in terms of type I error, it is robust against serial correlation except when the data have strong long-term persistence (e.g., ARMA (1, 1) monthly processes with 4• > 0.6) or short records (~ 5 years). When there is no serial correlation, it is less powerful than a related simpler test which is not robust against serial correlation.
INTRODUCTION
One of the problems in detecting and evaluating trends in hydrologic data is the confounding effect of serial dependence. When a data set shows a drift towards higher values (or lower values) over the period of record, one needs to ask the following question' Is this drift an indication of an underlying change or is it an indication of long-term persistence ? Whether one is examining a data set by eye or døing a formal test, this question will arise. One part of the answer to the question may come from an analysis of the generating mechanism for the data. Perhaps the data are dependent on some process which is serially correlated. In this case, working with residuals may eliminate or reduce the persistence in the data. Where this is not possible or not appropriate, then one may need to consider serial dependence in the formal trend test. Parametric methods for doing this are well developed and documented [see Box and Jenkins, 1970; Box and Tiao, 1975;  D'Astous and Hipel, 1979] . However, with some hydrologic data there may be compelling reasons for using a nonparametric approach to trend detection. Hirsch et al. [1982] •and Lettenmaier et al. [1982] discuss the reasons for using nonparametric procedures for water quality data. Lettenmaier [1979] discusses network design implications of serial dependence in conjunction with nonparametric testing but does not offer an operational scheme for adjusting trend tests for dependence. (Lettenmaier assumed the correlation structure to be known.) Sen [1963, !965] proposed some extensions of nonparameteric tests to data sets with certain types of dependence and showed that the test statistics were asymptotically normal. Lettenmaier [1976] 3. The data are censored. Censored data are those observations reported as being "less than" or "greater than" some specific value. Typical examples include concentration values for metals, or organic compounds which fall below the limit of detection (LD) of the analytical procedure and are then reported as "less than LD." Censoring may also exist in flood data when long historical records are used. But this case would generally involve annual series data rather than seasonal data. Where "less than LD" observations arise in a data set, parametric methods require substituting some numerical value for the "less than LD" observations. Whatever numerical value is used, it will make the parametric test inexact and will severely violate the assumption of normality. Provided that the LD has not changed over the period of record, nonparametric tests such as the one described here may be used with no difficulty. All "less than LD" values are considered tied with each other and are considered to be lower than any numerical value at or above LD. If LD has changed over the record from LDx to LD2 where LD2 < LDx, then all data indicated as "less than LD:," as well as any numerical values less than LDx, must be recoded to "less than LD•," and then the test may be run as described above.
THE ORIGINAL SEASONAL KENDALL TEST
We first describe the univariate test for trend described by (1) Table 1 for • -0.05 and n = 10 and compares them with the empirical significance levels for the test described previously [Hirsch et al., 1982] where all 8gn values are set to zero on the basis of the indepen- Based on these results, it appears that using (6) for estimating 8gn rather than setting 8•n to 0 results in a far more accurate test provided that n is about 10 or larger. However, for n -5, the approximation is poor. Data were generated as described above, but a specified fraction of the data were deleted from the record. The deleted values were selected randomly with each observation having an equal probability of deletion. Table 2 gives the results for missing value frequencies of 0, 10, 30, and 50% for independent series and AR (1) The results show no clear pattern of differences among the various amounts of missing data. Of the 60 results for a nonzero amount of missing data, only three show empirical levels which differ significantly (cz = 0.05) from the no missing data case. These significant differences were evaluated by the chisquare test for difference in probability IConover, 1980, p. 144-146]. Note that in 60 results, the expected number of significant difference is 3 (0.05 x 60). These results indicate that the significance level of the modified test is not substantially affected by missing data at least up to a level of 50% missing.
Control limits

MODIFICATION TO ACCOMMODATE CENSORING AND TIES
When data are reported as "less than" a limit of detection, they may be arbitrarily set to some constant value which is less than the limit of detection for purposes of nonparametric trend testng. This is because the nonparametric tests are based on ranks rather than magnitudes; all censored values may be viewed as sharing the same rank, and this rank is less than the rank of any noncensored value. Thus the problem of censoring reduces to a problem of dealing with ties. For purposes of this discussion we will assume that there are no missing values. When ties and missing values are both present, one must combine the modifications described in the last section with those described in this one. statistics S 0, g = 1, 2,-.., p are computed as in (4) , and S' is the sum of these S o values. Equation (5), giving the variance of S o , becomes
