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ABSTRACT 
In this paper iterative schemes for approximating a solution to a rectangular but 
consistent linear system Ax = b are studied. Let A E Crm x “. The splitting A = M - N is 
called subproper if R (A) G R (M) and R (A*) C R (M*). Consider the iteration x, 
= M ‘Nq _ 1 + M ‘b. We characterize the convergence of this scheme to a solution of 
the linear system. When A E Rrmx”, monotonicity and the concept of subproper 
regular splitting are used to determine a necessary and a sufficient condition for the 
scheme to converge to a solution. 
1. INTRODUCTION 
Let A be an m X n complex matrix of rank r, and consider the rectangu 
lar system of linear equations 
Ax= b, (1.1) 
where x is a complex n-vector and b is a complex m-vector. Iterative 
methods for solving (1.1) of the form 
where B is an nth order complex matrix, are often employed. For this reason 
B is commonly called the iteration matrix. In a large number of cases B is 
obtained by splitting A into the form 
A=M-N. (1.3) 
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The purpose of this paper is to unify and extend well-known results 
concerning the convergence of iterative schemes (1.2) to a solution of the 
system (1.1) in the case where the system is consistent. When the system is 
inconsistent, this extension may be reduced to the case of iterative schemes 
(1.2) designed to approximate the best least square solution to (1.1). This 
becomes evident when consulting references for the case (ii) listed below. 
In our study we find it instructive to classify the known results into four 
categories: 
(i) m = n, A and M in (1.3) are nonsingular, and the iteration matrix of 
(1.2) is B= M -‘N (see Varga [13], Young [14], Ortega and Rheinboldt [lo], 
Mangasarian [8] and Vandergraft [12]). 
(ii) A and M in (1.3) are rectangular m X n matrices and have the same 
null space and the same range, i.e., the splitting is proper. In this case the 
iteration matrix of (1.2) is B = M +N, where M’ denotes the Moore-Penrose 
generalized inverse of M (see Berman and Plemmons [3] and Berman and 
Neumann [2]). 
(iii) m = n, in (1.3) A is a singular matrix and M is a nonsingular matrix, 
and the iteration matrix of (1.2) is B = M -‘N (see Keller [7] and Plemmons 
[III). 
(iv) A and M in (1.3) are m X n rectangular matrices, m > n, M has a full 
column rank, and MM fA = A, and the iteration matrix of (1.2) is B = M ‘N 
(see Joshi [6]). 
Notice that some of the results appearing in the papers quoted above 
treat the special case where A in (1.1) is a real matrix. 
In Sec. 2 a subproper splitting (1.3) for A is defined. This splitting leads 
to the extension of the results for the cases mentioned above and is a 
relaxation of the condition that the splitting of case (ii) be proper. A 
characterization for the convergence of an iterative scheme (1.2) based on 
this splitting is given in Theorem 1. Some further results follow. The section 
is concluded with a remark concerning instances in which the scheme may 
be computationally attractive. 
Monotonicity type conditions and monotone iterations, for the special 
case when the matrix A in (1.1) is real, are discussed in Sec. 3. It should be 
remarked that the results in this section can be generalized to the considera- 
tion of closed, solid, pointed and convex cones in real finite dimensional 
spaces. This approach will not be taken here. 
1 .l. Notation 
A': the transpose of A, 
A*: the adjoint of A, 
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N(A): the null space of A, 
R (A): the range of A, 
p(A): the spectral radius of A, 
A > 0: a matrix with nonnegative entries, 
C”: the n-dimensional complex space, 
C”X”. 
r ’ the m x n complex matrices of rank r, 
R”x”. 
N(A): 
. the m X n real matrices of rank r. 
a complementary subspace of N(A), i.e., N(A)nN(A) = (0) 
and N(A)@N(A) = C”. 
2. ITERATIONS FOR RECTANGULAR SYSTEMS 
Let A E Cl”““, and let AiECrkXk be a submatrix of A, where r < k 
< min (m, n). Then A may be factorized in the following form: 
A=U (2.1) 
where U and V are permutation matrices of orders m and n, respectively. 
Consider the following splitting: 
A,=M,-N,, (2.2) 
where M, is a nonsingular matrix of order k. Then it follows that for 
M=U (2.3) 
the splitting (1.3) satisfies 
R(A)cR(M) and R (A*) c R (M*). (2.4) 
Notice that from R (A*) C R (M*) we have N(M) C N(A). 
DEFINITION 1. A splitting (1.3) for A E Crmx” for which (2.4) holds will 
be called a subproper splitting. 
In the special case where R (A)= R (M) and R (A*) = R (M*), a subpro- 
per splitting (1.3) reduces to a proper splitting. 
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LEMMA 1. Let A = M - N be a subproper splitting for A E Cr!” x n. Then: 
(a) A= M(Z- M’N). 
(b) Zf the system (1.1) is consistent, then every solution x E R (M*) (of 
which at least one exists, e.g., A’b) satisfies x = M ‘Nx + M ‘b. 
Proof From R (A) C R (M) we have R (N)cR (M), from which (a) 
follows. To show (b) apply M ’ to Mx = Nx + b. W 
Let A = M - N be a subproper splitting for A E Crmxn. Consider the 
iterative scheme (1.2) where B= M ‘N and c = M’b. Let x be any fixed 
solution in R (M*) and define the “errors” 
ei-q-x. 
Then from (1.2) and Lemma 1, the recursion satisfied by these errors is 
e,=&_,=*.- =B”e,. P*5) 
The necessary and sufficient conditions for the scheme (1.2) to converge 
to a solution of (1.1) are given in the following theorem. 
THEOREM 1. Let (1.1) have a solution in R (M*) and let the splitting 
A = M - N be a s&proper splitting for A E CT,?” x n. Then the following three 
statements are equivalent: 
(a) For any x0 the sequence {xi} of (1.2) converges to a solution of (1.1). 
(b) For every e, the sequence {e,} of (2.5) is convergent to a vector in 
N(A)nR(M*). 
(c) For some N (A)n R (M *), B is reduced’ by 
{N(A)nR(M*),N(A)nR(M*)}; B is the identity on N(A)nR(M*) and 
convergent on N (A) n R (M*). 
Proof. It is obvious that (a) and (b) are equivalent, so we shall only show 
that (b) and (c) are equivalent. 
(b) implies (c). The convergence of { ei} = {B ie,} for all ea implies that 
lim X’v 
i+m 
‘A linear transformation T is reduced by (M,N} if and only if M and N are invariant 
subspaces for T and M $ N= C”. By T on M and N is meant the transformation induced by T 
on these subspaces. 
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converges for all eigenvalues h corresponding to eigenvectors o of B. Thus 
h= 1 or ]h( < 1. As in Keller [7, Theorem 11, we show that the eigenvalue 
h = 1 of B has only simple elementary divisors. From this it follows that the 
root subspace of B for the eigenvalue h = 1 is spanned by eigenvectors, 
implying thus that B is the identity on this subspace. Since R (N) c R (M), 
we have that M ‘Nu = 0 implies 0 E N(A) and so o E N(A) n R (M*). On the 
other hand o E N(A) n R (M*) implies Bv = v, since from (1.3) we have 
B = M ‘M - M ‘A. Thus N(A) n R (M*) is the invariant root subspace of B for 
the eigenvalue X= 1. From the theory of the Jordan canonical forms it 
follows that the join of all root subspaces of B for the eigenvalues A# 1, i.e., 
IX]< 1, is an invariant subspace of B and is a complementary subspace of 
N(A)n R(M*). Up on taking it to be N(A) n R (M*), statement (c) follows. 
(c) implies (b). Every e, has the unique decomposition 
e,=u,+w,, 
where u,EN(A)nR(M*) and w,EN(A)nR(M*). Since B is convergent 
on N(A) n R (M*), we have 
lim B %a = 0. 
i-m 
On the other hand u,, = Bu, = . . . = B’u,, and SO 
lim e, = lim B ie, = ~a, 
i-+00 i-m 
which is in N(A) n R (M*). Hence (c) implies (b) and the proof is concluded. 
n 
Motivated by [7, Definition l] and the results of Theorem 1. we now 
make the followmg definition. 
DEFINITION 2. An nth order matrix B is s-convergent for A 
(c) of Theorem 1 holds. 
if statement 
With this definition Theorem 1 may be restated as follows. 
Let the system (1.1) have a solution and let A = M - N be a subproper 
splitting for A E Crmx”. Then xi of (1.2) converges to a solution of (1.1) for 
any x0 if and only if B = M ‘N is s-convergent for A. 
This result reduces to either 
(a) B = I- M -‘A being convergent for A in (iii) (see [7, ll]), or 
(b) B = I - M ‘A being convergent for A in (iv) (see [S]), 
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depending on whether A is square singular or rectangular, respectively. 
Notice that for both (a) and (b) N(A) n R (M*) = N(A). 
In addition to the above implications this result reduces to either 
(c) B = Z - M -‘A being convergent in (i) (see [13, 14, 10, 8 12]), or 
(d) B = M ‘M - M ‘A being convergent in (ii) (see [3, 2]), 
depending on whether A is square and nonsingular or A is rectangular and 
the splitting is proper, respectively. Notice that for both (c) and (d) N(A) n 
R (M*)= (0). 
Consider the subproper splitting (1.3) obtained from (2-l), (2.2) and (2.3). 
In the special case where A, E CJxr it is shown in [2] that the (subproper) 
splitting (1.3) is proper; moreover, it is shown that o( M ‘M) = p( Ml- ‘NJ. This 
last result is now extended to the case when the splitting is subproper. 
THEOREM 2. Let A = M - N be a subproper splitting for A E CT?‘” n 
obtained from (2.1), (2.2) and (2.3). Then 
M ‘N is similar to 
Proof From rankM = k we have (e.g., [l]) 
(I+ BB*)-lM,’ (Z+C*C)-l(ZC*)U’. 
Hence 
(I+ BB*)-‘M;lN1(ZB)V. (2.6) 
The result follows now by [2, Theorem 21. 
The following is a consequence of the last theorem. 
COROLLARY 1. Let A, M, N, A,, M, and N, be as in Theorem 2. Then a 
necessary and sufficient condition for B = M ‘N to be s-convergent for A is 
that for some complement N (A,) of N (A,), B, = Ml- ‘N, is convergent for 
A,. 
Proof. The proof follows from [7, Theorem 11 and Theorem 2. n 
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We are now able to combine some further results of Keller, concerning 
iterations for positive definite systems (e.g., [7, Corollaries 2.1 and 2.21) with 
Theorem 2 to yield the next corollaries. 
COROLLARY 2. Let AECrmX”, and suppose A has a Hermitian sub- 
matrix A, E CrkXk and A is obtained from A, via (2.1). Assume further that 
there exists a nonsingular matrix M, or order k for which the matrix 
is positive definite. Let M be obtained from M, by (2.3) and N= M-A. 
Then the matrix B = M ‘N is s-convergent for A if and only if A, is positive 
semidefinite. 
COROLLARY 3. Let A E CrmXn, and suppose that A contains a Hermitian 
submatrix A, E CFxk and that A is obtained from A, by (2.1). Suppose 
further that A, has the form 
A,=D,+S,+E,+E,*. 
Let 3, be any nonsingular matrix of order k such that 
(a) M, = Q2,‘D, + E, is nonsingular, and 
(b) P, z St; ‘Dl + (a; ‘D,)* - (D, + S,) is positive definite. 
If M is obtained from M, by (2.3) and N= M-A, then B = M ‘N is 
s-convergent for A if and only if A, is positive semidefinite. 
Similar results for the case where the splitting is proper are given in [2, 
Corollaries 1 and 21. An interesting question in connection with Corollaries 2 
and 3 is formulated following Theorem 4 of Sec. 3. 
Regarding the numerical applicability of the method, it is not hard to 
compute the number of operations needed for the iterative scheme (1.2) 
obtained from the subproper splitting (1.3), which in turn is obtained from 
(2.1), (2.2) and (2.3). This computation shows that the method becomes 
numerically attractive when A, in (2.1) has order k large relative to m and n 
and when M, of (2.2) may be chosen so that it is easy to invert and so that 
Ml-‘N, is convergent for A,. This computation and comparison with other 
methods for solving rectangular systems will be given in another report. 
In the next section, the matrix A of (1.1) is assumed to be real. 
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3. REGULAR SPLITTINGS AND MONOTONE ITERATIONS2 
By a regular subproper splitting for A E RmXn is meant a subproper 
splitting (1.3) with M semimonotone i.e., M ’ > 0, and B = M ‘N > 0. 
For the case (i), i.e., m = n and A and M nonsingular, regular splittings 
were introduced and studied by Varga [13]. These results were further 
studied and extended (for nonsingular matrices) in [14], [lo], [9] and [12]. 
For the case (ii), i.e., when A is rectangular, the splitting is proper, M’ > 0, 
and B = M ‘N 2 0, it was shown that p(B) < 1 if and only if A is semimono- 
tone (see [3] and also [2]). 
Regular splittings for the case where A is square and singular were 
studied by Plemmons [ll], and some applications to the Discrete Neumann 
problem were given. It was shown that if M -’ > 0 and B = M -‘N > 0, i.e., 
the splitting is regular, then a necessary condition for B to be convergent for 
A is that on N(A), upon which B is convergent, the following holds: 
Ax > 0, rE N(A) implies x > 0. 
In this case A is called N(A)- monotone (see also [4]). The following result is 
an extension. 
THEOREM 3. Let A = M - N be a regular s&proper splitting for A E 
R mxn. Then a necessary condition for B = M ‘N to be s-convergent for A is 
&at 
Ax>O, xER(M’)n N(A)nR(M’) implies r>O, 
where N (A) n R (M’ ) is the complement of N(A) n R (M’) upon which B is 
convergent. 
Proof. Assume Ax > 0 and x E R (M’) n N (A) n R (M’ ). Then from 
M’ > 0 we obtain 
O<M+Ax=M+Mx-M+Nx=r-Bx. (3.1) 
Applying B successively to (3.1), one obtains [since x E N (A) n R (M’ )] 
x> lim B”x=O. 
i-m 
n 
‘In this section N(A) denotes a complementary subspace of N(A) in R”, the n-dimensional 
real space. 
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Notice that when m = n and M is nonsingular, R (M’) n N (A) n R (M’ ) 
=N(A). 
Sufficient conditions for B = M ‘N to be s-convergent for A when the 
splitting is subproper and regular are given in Theorem 4 below. These 
results, which extend to the rectangular case of Theorem 3 in [ll], are 
presented here for the sake of completeness. 
THEOREM 4. Let A E Rrmx”. Each of the following conditions is 
sufficient for A to have a s&proper splitting A = M - N such that B = M ‘N 
is s-convergent for A. 
(a) There exists a s&matrix A, E RrkXk of A and a regular splitting 
A, = M, - N, such that A,B, > 0, where B, = M,lN,. In this case A and M 
are obtained from A, and M, by (2.1) and (2.3), respectively, and N = M-A. 
(b) There exists a subproper regular splitting A = M-N for A such that 
AB >O. 
Proof. Part (a) follows from [ll, Theorem 31 and Corollary 1. To show 
part (b) we compute 
M+AB=(M+M-M+N)M+N=B-B2>0. 
The proof now follows as in [ll, Theorem 31. H 
This theorem suggests the question: Given A E RI?‘““, when is there a 
matrix A, E RFxk such that there exists a regular splitting A, = M, - N, for 
which AiMI’N, > O? In connection with Corollaries 2 and 3 we pose the 
following question. Let A E Crmxn. When has A a submatrix A, E C,“” k such 
that A, is positive semidefinite and such that A, has the required decomposi- 
tion of these corollaries? 
Finally, conditions under which iterations resulting from a splitting of a 
nonsingular matrix are monotone were given by Collatz and Schroder in [5, 
pp. 3523531. Th ese results were extended to the case of iterations resulting 
from proper splitting of rectangular matrices in [3, Theorem 41. For the case 
where A is square and singular, monotone iterations were studied in [ll, 
Theorem 71. The following result is an extension of the latter case, and the 
proof follows in the same manner. 
THEOREM 5. Let (1.1) be a consistent linear system and suppose that 
A=M-NisasubpropersplittingforA~RmX”such thatB=M+N>O. 
(a) Zf there exist n-vectors v0 and w0 such that 
00 < q, v,< w. and wi < wo, (3.2) 
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where v1 and w1 are computed from vi = M ‘Nvi_,+ M +b and wi 
= M ‘NW, _ 1 + M ‘b respectively, then 
Vo<V1<“’ <Vi<Wi<... <w,<w, (3.3) 
for each integer i. Furthermore for any h satisfying 0 < X < 1, the vector 
r= (1-X) lim v,+X lim wi 
i+m i+m 
is a solution to the system (1.1). 
(b) lf p(B) < 1, then the existence of v0 and w,, satisfying (3.2) is 
assured, and (3.3) holds for the computed vi and wi. 
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