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LMIWith the development of power system interconnection, the low-frequency oscillation is becom-
ing more and more prominent which may cause system separation and loss of energy to con-
sumers. This paper presents an innovative robust control for power systems in which the
operating conditions are changing continuously due to load changes. However, practical imple-
mentation of robust control can be fragile due to controller inaccuracies (tolerance of resistors
used with operational ampliﬁers). A new design of resilient (non-fragile) robust control is given
that takes into consideration both model and controller uncertainties by an iterative solution of
a set of linear matrix inequalities (LMI). Both uncertainties are cast into a norm-bounded struc-
ture. A sufﬁcient condition is derived to achieve the desired settling time for damping power sys-
tem oscillations in face of plant and controller uncertainties. Furthermore, an improved
controller design, resilient guaranteed cost controller, is derived to achieve oscillations damping
in a guaranteed cost manner. The effectiveness of the algorithm is shown for a single machine
inﬁnite bus system, and then, it is extended to multi-area power system.
ª 2013 Production and hosting by Elsevier B.V. on behalf of Cairo University.Introduction
Power system stability is the property of a power system that
describes its ability to remain in a state of equilibrium under
normal operating conditions and to regain an acceptable state
of equilibrium after a disturbance. However, it is observed, all
around the world, that power system stability marginsdecrease. This feature is due to many reasons among which
we point out the following three main ones [1]:
1. The inhibition of further transmission or generation con-
structions by economic and environmental restrictions.
Consequently, power systems must be operated with smal-
ler security margins.
2. The restructuring of the electric power industry. Such a
process decreases the stability margins due to the fact that
power systems are not operated in a cooperative way
anymore.
3. The multiplication of pathological characteristics when
power system complexity increases. These include the fol-
lowing: large scale oscillations originating from nonlinear
phenomena, frequency differences between weakly tied
power system areas, interactions with saturated devices,
and interactions among power system controls.
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Fig. 1 Basic components of a single machine inﬁnite bus power
system.
378 H.M. Soliman et al.Beyond a certain level, the decrease in power system stabil-
ity margins can lead to unacceptable operating conditions and/
or to frequent power system. One way to avoid this phenome-
non and to increase power system stability margins is to con-
trol power systems more efﬁciently.
Synchronous generators are normally equipped with power
system stabilizers (PSSs), which provide supplementary feed-
back stabilizing signals through the excitation system. The sta-
bility limit of power systems can be extended by PSS, which
enhances system damping at low-frequency oscillations associ-
ated with electromechanical modes [2]. The conventional PSS
(CPSS) is designed as outlined in kundur [1]. The problem of
PSS design has been addressed in the literature using many
techniques including, but not limited to, fuzzy control, adap-
tive control, robust control, pole placement, H1 design, and
variable structure control [3–8]. The method of Jabr et al. [9]
is implemented through a sequence of conic programming runs
that deﬁne a multivariable root locus along which the eigen-
values move. The powerful optimization tool of linear matrix
inequalities is also used to enhance PSS robustness through
state and output feedback [2,8–11]. The availability of phasors
measurement units was recently exploited [12] for the design of
an improved stabilizing control based on decentralized and/or
hierarchical approach. Furthermore, the application of multi-
agent systems to the development of a new defense system,
which enabled assessing power system vulnerability, monitor-
ing hidden failures of protection devices, and providing adap-
tive control actions to prevent catastrophic failures and
cascading sequences of events was previously proposed [13].
Attempts to enhance power system stabilization in case of con-
trollers’ failure are given in the literatures [14,15].
None of the above references tackled the problem of con-
troller inaccuracies. Continuous-time control is implemented
using operational ampliﬁers and resistors that are character-
ized by tolerances. So, the uncertainties exist not only in the
plant, due to the continuous load variations, but also in the
controller. It can be shown that the controllers designed using
robust synthesis techniques can be very sensitive or fragile with
respect to errors in the controller coefﬁcients, which might lead
even to system instability. Therefore, it is required that there
exists a nonzero (possibly small) margin of tolerance around
the controller parameters, within which the closed loop system
stability is maintained. A control synthesis ensuring this prop-
erty is known in the literature as resilient control [16].
Electric power systems are composed of new power sta-
tions, equipped with discrete-time digital PSSs, and old ones
with continuous-time PSSs. Although digital PSS is precise,
still it has uncertainties. Some sources of uncertainties are ﬁ-
nite word length, impression in analog to digital and digital
to analog conversions, ﬁnite resolution measurements, and
round-off errors in numerical computations. In the present
manuscript, we consider the worst-case, old power stations
equipped with continuous-time PSS.
The present work proposes a design methodology of resil-
ient excitation controller for a single machine inﬁnite bus
power system. The system is comprised of state feedback
power system stabilizer (PSS) through the excitation system
of the generator. Generally, it is acceptable for system opera-
tors to achieve a damping of the transient oscillations follow-
ing small disturbances within a settling time of 10–15 s [17].
Expressing the settling time as a desired degree of stability,the proposed design methodology optimizes the controller
parameters using an iterative LMI technique such that the de-
gree of stability is kept within the desired range under both
controller parameter inaccuracies and plant uncertainties.
The developed controller is tested under extreme load con-
ditions and controller uncertainties. The results indicate evi-
dent effectiveness of the proposed design in maintaining
robust stability with the desired settling time. Extension to
multi-area power system is also given.
The paper is organized as follows: Section 2 brieﬂy de-
scribes the power system under study and formulates the prob-
lems. In section 3, a sufﬁcient LMI condition is derived for the
design of a resilient PSS that achieves robust stability with pre-
scribed degree of stability, under controller and plant pertur-
bation. Adding the constraint of guaranteed cost, a better
controller design is developed. Section 4 provides numerical
simulation to verify the results. Finally, conclusions are made
in Section 5.
Notations and a fact [16]
In this paper,W0,W1, and ||W|| 6 1 will denote, respectively,
the transpose, the inverse, and the induced norm of any square
matrix W. W> 0 (W< 0) will denote a symmetric positive
(negative)-deﬁnite matrixW, and I will denote the identity ma-
trix of appropriate dimension.
The symbol  is as an ellipsis for terms in matrix expres-
sions that are induced by symmetry, e.g.,
Lþ ðWþNþW0 þN0Þ N
N0 R
 
¼ Lþ ðWþNþ Þ N R
 Fact
For any real matrices W1, W2, and D(t) with appropriate
dimensions and D’D 6 I, M||D|| 6 1, it follows that
W1DW2 þW02D0W01 6 e1W1W01 þ eW02W2; e > 0
where D(t) represents system bounded norm uncertainty. The
usefulness of this fact lies in bounding the uncertainties.
Methodology
The system under study consists of a single machine connected
to an inﬁnite bus through a tie-line as shown in the block dia-
gram of Fig. 1. It should be emphasized that the inﬁnite bus
could be representing the The´venin equivalent of a large inter-
connected power system. The machine is equipped with a so-
lid-state exciter.
Rf 
R
Fig. 2 Op-amp.
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The nonlinear model of the system is given through the follow-
ing differential equations [1].
_d ¼ xox
_x ¼ ðTm  TeÞ
M
_E0q ¼
1
T0d0
Efd  xd þ xe
x0d þ xe
E0q þ
xd þ x0d
x0d þ xe
V cos d
 
_Efd ¼ 1
TE
ðKEfVref  Vt þ ug  EfdÞ ð1Þ
where the symbols have their usual meaning [1]. Typical data
for the system under consideration are given as follows:
Synchronous machine parameters: xd = 1.6, x
0
d ¼ 0:32,
xq = 1.55, f= 50 Hz, T
0
do ¼ 6 sec, M= 10 s.
Exciter-ampliﬁer parameters: KE = 25, TE = 0.05 s
Transmission line reactance: xe= 0.4.
For PSS design purposes, the linearized forth order state
space model around an equilibrium point is usually employed
[1]. The parameters of the model have to be computed at each
operating point since they are load dependent. Analytical
expressions for the parameters (k1–k6) were derived from Sol-
iman et al. [5]. The parameters are functions of the loading
condition, real and reactive powers, P and Q, respectively.
The operating points considered vary over the intervals
(0.4,1.0) and (0.1,0.5), respectively.
For small perturbation around an operating point, the lin-
earized state equation of the system under study is given by
Kundur [1] as,
_x ¼ Axþ Bu ð2Þ
where
x ¼ ½Dd Dx DE0q DEfd ;
A ¼
0 x0 0 0
k1
M
0  k2
M
0
 k4
T0
do
0  1
T
 1
T0
do
 k5kE
TE
0  k6kE
TE
 1
TE
2
66664
3
77775;
B ¼ 0 0 0 kETE
h i0
;
T ¼ k3T0do ð3Þ
Table 1 gives the extreme operating range of interest, heavy
and light loads, as well as the nominal load.
The corresponding system matrices are given in Appendix
A.
To represent system dynamics at continuously changing
loads, system (2) can be cast in the following norm-bounded
form
_x ¼ ðAo þ DAÞxþ Bu ð4ÞTable 1 Loading conditions.
Loading P (p.u) Q (p.u)
Heavy 1 0.5
Nominal 0.7 0.3
Light 0.4 0.1where Ao is the state matrix at the nominal load and the uncer-
tainty in A is
DA ¼ M  D1ðtÞ N ð5Þ
The matrices M and N being known constant real matrices,
and D1(t) is the uncertain parameter matrix. The matrix DA
has bounded norm given by||D1|| 6 1, Appendix A. It is worth
mentioning that D1(t) can represent power system uncertain-
ties, unmodelled dynamics, and/or nonlinearities. It is worth
mentioning that other representations for uncertainties exist:
the polytopic structure [11], and the weighting functions in
the H1 approach. Among them, the norm-bounded structure
is the easiest.
Our objective now is to study two main problems
1. The ﬁrst problem is to design a robust PSS that for different
loads, it preserves the settling time, ts, following any small
disturbance within the range of 10–15 s. This is equivalent
to ﬁnding a controller which achieves a closed loop system
with a prescribed degree of stability a. That is, for some
prescribed a> 0, the states x(t) approach zero at least as
fast as eat. We will focus on the time-invariant case when
the controller is constant and achieves closed loop eigen-
values with real parts less than – a. Of course, the larger
is a, the more stable is the closed loop system [18]. Since
ts= 4/a, selecting a around 0.5 guarantees that the desired
settling time is satisﬁed.
2. The second problem deals with the design of a resilient PSS
that in addition to achieving robust stabilization with a
degree of stability in face of load variations, it takes into
consideration the controller inaccuracies as well. That is,
the resilient controller accommodates both plant paramet-
ric uncertainties and controller gain perturbations. For
state feedback PSS, u= Kx, K= [k1 . . . k4], these k’s are
implemented using operational ampliﬁers with resistors as
shown in Fig. 2.
Remark 1. The tolerance of resistors is in practice ±5%,
±10%, and ±20%. When resistors having the best precision,
±5%, are used with operational ampliﬁers; its errors are
reﬂected on the controller gains. So, there are inherent errors
in the controller gains.
Any k is –Rf /R, assuming the resistors used has inherent
uncertainty (tolerance) ±5%, this is reﬂected on the k as
±10% of its nominal value.
In Mahmoud [16], DK is given then Ko is calculated. Our
objective here is different: what is Ko that it tolerates
DK 6±10% Ko?
380 H.M. Soliman et al.For a given state feedback PSS, the actual controller imple-
mented is thus assumed to be inaccurate of the form
u ¼ Kx ¼ ðKo þ DKÞx ð6Þ
where Ko is the nominal controller gain and DK represents the
gain perturbations. Here, the perturbations are assumed of the
norm-bounded form
DK ¼ H  D2ðtÞ  E; kD2k 6 1: ð7Þ
whereH and E being known constant matrices and D2(t) is the
uncertain parameter matrix. We thus have the following two
design problems
Design case 1: Resilient PSS + robust stability with
degree a
Design Ko, with tolerance DK 6±10% Ko, such that the
poles of the closed loop
_x ¼ fðAo þ DAÞ þ BðKo þ DKÞgx ¼ AcDx ð8Þ
lie to the left of the vertical line –a in the complex plane with
the presence of admissible uncertainties in plant and control-
ler, (5) and (7), respectively.
Design case 2: Resilient PSS + robust stability with degree
a+ guaranteed cost
Although pole placement in a region, left to –a, puts an
interesting practical constraint on system oscillation settling
time, in practice, it might be desirable that the controller be
chosen to minimize a cost function as well.
The cost function associated with the uncertain system (1) is
J ¼
Z 1
0
ðx0Qxþ u0RuÞdt ð9Þ
where Q= Q’> 0 and R= R0 > 0 are given weighting matri-
ces. With the state feedback (6), the cost function of the closed
loop is
J ¼
Z 1
0
x0ðQþ K0:R:KÞxdt ð10Þ
The guaranteed cost control problem is to ﬁnd K such that cost
function J exists and to have an upper bound J\, i.e., satisfying
J< J\, Mahmoud [16].
Problem solution
Design case 1 is considered with the following theorem
Theorem 1. Consider the uncertain system (4), there exist a
resilient statefeedback gain Ko, (6), with a prescribed degree of
stability a if the following LMIs have a feasible solution.
ðAoXþBYþÞþ2aXþ eMM0 þqBHðBHÞ0  
NX eI 
EX 0 qI
2
4
3
5< 0
ð11Þ
X > 0; e > 0; q > 0 ð12Þ
Moreover, the controller gain matrix is given by Ko = YX
1.Proof. Selecting a Lyapunov function V= x0Px, dV/dt < 0 or
equivalently the closed loop system (8) is robustly stabilized
with a degree of stability a if and only if, Anderson and Moore
[18]
PðAcD þ aIÞ þ ðAcD þ aIÞ0P < 0;P > 0 ð13Þ
where the closed loop uncertain matrix is AcD= Ao + -
DA+ B.(Ko + DK). Eq. (13) is equivalent to
PðAo þ BKoÞ þ ðAo þ BKoÞ0Pþ P  DAþ DA0  Pþ P
 B  DKþ DK0  B0  Pþ 2aP
< 0 ð14Þ
Using the aforementioned fact, Eq. (14) is satisﬁed if
PðAo þ BKoÞ þ ðAo þ BKoÞ0Pþ ePMðPMÞ0 þ e1N0N
þ qPBHðPBHÞ0 þ q1E0Eþ 2aP
< 0 ð15Þ
For e, q >0.
Using the congruence transformation [16], by pre- and
post-multiply (15) by P1 and let P1 = X, KoP
1 = Y; we get
ðAoXþ BYÞ þ ðAoXþ BYÞ0 þ eMM0 þ e1XN0NX
þ qBHðBHÞ0 þ q1XE0EXþ 2aX
< 0 ð16Þ
Eq. (16) can be rewritten as:
ðAoXþ BYþ Þ þ 2aXþ eMM0 þ q1BHðBHÞ0
þ ½XN0 XE0  e
1I 0
0 q1I
 
NX
EX
 
< 0
Applying Schur complement [16], to linearize the above non-
linear matrix inequality, we have (11, 12). Note that all the
terms are linear in the variables X, Y, e, and q. The controller
can be calculated by:
Ko ¼ YX1
This completes the proof. h
A general framework for algorithm based on (11, 12) can be
speciﬁed as follows:
Algorithm. Given starting feedback matrix Kso, e.g., by solving
(11, 12) with no uncertainty in K. Calculate DK=±10% Ko.
From (7), select H= 1 and calculate E.
For i= 0, 1, 2, . . .
Given H and E, solve (11, 12) and get Ko,i. and terminating
when kKo;i  Kso;ik < tol; ﬁnal convergence test is satisﬁed.
STOP and obtain the approximate solution Ko,i.
Choose new starting matrix Kos,i+1 = Ko,i. Calculate
DK=±10% Kso;iþ1. Select H= 1 and calculate E
End (for)
Design case 2 is considered with the following theorem
Theorem 2. Consider the uncertain system (8) and the cost
function (9), if the following LMIs hold for all possible
uncertainties satisfying (5, 7),
Table 2 Proposed resilient guaranteed cost controller.
Feedback matrix Ko Comments
[200.6 4343.3–293.19–17.399] a= 0.5, Q, R are unit matrices
Fig. 3 Closed loop poles for P= 0.4–1, Q= 0.1–0.5, K= (0.9–
1.1)\Ko. (a) No control, (b) Resilient GC-PSS+ robust stability
with degree a.
Resilient power system stabilizer 381ðAXþBYþÞþ2aXþ eMM0 þqBHðBHÞ0    
X Q1   
NX 0 e  
EX 0 0 q 
YþqHH0B0 0 0 0 R1þqHH0
2
66664
3
77775< 0
ð17Þ
X ¼ X0 > 0; e > 0; q > 0 ð18Þ
Then, the resilient PSS providing robust stability with degree
a+ guaranteed cost is
Ko ¼ YX1
Moreover, the cost function has an upper bound
J ¼ x0oPx0 ð19Þ
where initial condition xo = x(0).
Proof. The resilient PSS achieving robust stabilization + a
degree of stability a is given by (13). We impose a bound on the
cost function J, (9), by the following design requirement:
_V < ðx0Qxþ u0RuÞ ð20Þ
The constraint (20) is added to (13) to get
ðPfAcD þ aIg þ Þ þQþ K0RK < 0 ð21Þ
It is clear that if (21) is satisﬁed, it implies that (13) is fulﬁlled
as well, (Q> 0, R> 0). Substituting for AcD, and
K= Ko + DK, inequality (21) is equivalent to
ðPfAoþaIgþPBKoþÞþQ 
Ko R1
 
þ PDAþPBDK 
DK 0
 
< 0 ð22Þ
Substituting for DA, DK from (5), (7), Eq. (22) is equivalent to
ðPfAoþ aIgþPBKoþÞþQ 
Ko R1
 
þ PM
0
 
D1½N 0 þ 
 
þ PBH
H
 
D2½E 0 þ 
 
< 0 ð23Þ
To eliminate the uncertainties, the aforementioned fact is ap-
plied and (23) is satisﬁed if
ðPfAo þ aIg þ PBKo þ Þ þQ 
Ko R1
 
þ e PM
0
 
PM
0
 0
þ e1 N
0
0
 
½N 0  þ q PBH
H
 
PBH
H
 0
þ q1 E
0
0
 
½E 0  < 0
The last equation is equivalent to
ðPfAoþaIþBKogþÞþQþePMðPMÞ0 þqPBHðPBHÞ0 þe1N0Nþq1E0E 
KoþqHH0B0P R1þqHH0
 
<0
ð24Þ
Linearizing (24) by pre- and post-multiply by diag[P, I] and let-
ting P1 = X, KP1 = Y, we get (17). This completes the
proof. h
This shows that the obtained resilient controller achieves
robust stabilization with degree a.
To show that the controller provides an upper bound of the
cost function, consider a Lyapunov function
V ¼ x0Px; P ¼ P0 > 0
Notice that (20, 21) is equivalent toPAcD þ  < ðQþ K0RKÞ < 0 ð25Þ
Differentiating V(x(t)) with respect to time and using (20), we
obtain
_V ¼ x0ðPAcD þ Þx 6 x0ðQþ K0RKÞx
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Fig. 4 Rotor angle deviation with and without proposed PSS.
Fig. 5 Dx for heavy load with controller inaccuracy +10% K0.
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Fig. 7 Dx for heavy load with CPSS, inaccuracy +10% Ko.
382 H.M. Soliman et al.Therefore, integrating both sides of the above inequality from
0ﬁ1 givesZ 1
0
x0ðQþ K’RKÞxdt 6 Vðx0Þ  Vðxð1ÞÞ
Since the stability of the system has already been established,
x(t)ﬁ 0 as tﬁ1, it can be concluded that V(x(t))ﬁ 0 as
tﬁ1. This completes the proof.
Results and discussion
The linear matrix inequalities (17, 18), with Q, and R matrices
chosen to be unity, are solved using the matlab LMI control
toolbox, Gahenit et al. [19], to get the feedback matrix. The re-
sults are summarized in Table 2.
The dominant closed loop eigenvalues of the system with-
out control and with the proposed GC-PSS for different loadsand controller’s uncertainties are shown in Fig. 3a and b,
respectively.
Remark 2. With no control, the system has poor degree of
stability, even it can become unstable, Fig. 3a. Resilient
guaranteed cost PSS provides robust stability with degree a for
different loads and controller inaccuracies, Fig. 3b.Testing the proposed resilient GC-PSS at extreme cases
Two extremities are considered: (1) heavy machine load with
PSS inaccuracy +0.1 Ko and (2) light machine load with
PSS inaccuracy 0.1Ko. To check rotor angle stability, a three
phase fault is applied at the machine terminal which causes
0.1 rad angle deviation. The response with and without the
proposed PSS is shown in Fig. 4.
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Fig. 8 Dx for light load with CPSS, inaccuracy 10% Ko.
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Resilient power system stabilizer 383Testing system performance by another input, 0.1 step in-
creases in the reference ﬁeld voltage, the frequency stability
is checked in Figs. 5 and 6. The time response of the system
under all operations conﬁrms that the settling time of the sys-
tem is within the desired range.
Comparison with conventional PSS (CPSS)
Many existing generators are commissioned with a PSS of this
form.
u ¼ Ko Tw
1þ Tws
ð1þ T1sÞð1þ T3sÞ
ð1þ T2sÞð1þ T4sÞDw ð26Þ
where Tw is the time constant of a washout circuit that elimi-
nates the controller action in steady state. Typical ranges of
the CPSS parameters are [0.001–50] for Ko and [0.06–1.0] forT1 and T3. The time constants Tw, T2, and T4 are set as 5,
0.05, and 0.05 s, respectively [1]. The parameters of the CPSS
designed based on the nominal load and achieving the same
control task as before, a= 0.5, are found to be as follows:
Ko = 25, T1 = T3 = 0.76. Assuming an error ±10% in the
CPSS gain, the responses at the same extremities considered
before are shown in Figs. 6 and 7.
Since max |Dw| are in the order of 2–3 · 106 p.u. and 5–
6 · 104 p.u. in the case of the proposed PSS and the CPSS,
respectively Figs. 4–7, it is evident the superiority of the pro-
posed design. (see Fig. 8)
Next, the proposed resilient guaranteed cost PSS is applied
to a multi-area power system.
Multi-area load frequency control (LFC)
The operation objectives of the LFC are to maintain system
frequency and the tie-line power as near as possible to the
scheduled values, Saadat [20].The data and the linearized state
space model for a two-area system are given in Appendix B.
Due to the continuous tie-line power changes, the uncertainty
in the synchronizing power coefﬁcient Ps is assumed to be
±50% of its nominal value. Given next the resilient controller
with errors ±10%, which is obtained by solving (17), it
achieves guaranteed cost performance as well as a desired set-
tling time of less than 4 s (a= 1).
K ¼ ½2:139; 5:8087; 329:06;6:8248;8:5834;229:5; 811:07;
 3:354;6:7315;286:87; 5:9457; 8:9864; 324:09;911:62
The closed loop poles with plant and controller uncertainties
described above are shown in Fig. 9. It is evident that the de-
sign objectives are indeed satisﬁed.
Remark 3. The states used with the proposed controllers can
be easily measured or calculated. So, no need to use observers
which add more dynamics to the original system.
At the extremes of 150% Ps and controller error +10%,
the frequency deviation for 200 MW step load increase in area
1 is shown in Fig. 10, while for 50% Ps and 10%, control er-
ror is shown in Fig. 11.
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384 H.M. Soliman et al.Conclusions
Sufﬁcient conditions for the design of resilient state feedback
PSS are presented. The proposed design accommodates both
plant uncertainties, due different loads, and controller uncer-
tainties faced in practical implementation. The proposed de-
sign is very effective in damping system oscillation within the
desired settling time for any plant/controller uncertainties. De-
sign of resilient digital PSS is currently under investigation.
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The authors have declared no conﬂict of interest.Appendix A. Plant model uncertainties as norm-bounded
structure
The state space equations for the three operating conditions
are given as follows:
Nominal load:
A ¼
0 314 0 0
0:1186 0 0:0906 0
0:1934 0 0:4633 0:1667
5:9319 0 255:7990 20
2
6664
3
7775
Heavy load:
A ¼
0 314 0 0
0:1445 0 0:0976 0
0:2082 0 0:4633 0:1667
16:0486 0 262:7201 20
2
6664
3
7775
Light load:
A ¼
0 314 0 0
0:0875 0 0:0759 0
0:162 0 0:4633 0:1667
27:1071 0 255:97 20
2
6664
3
7775B ¼ 0 0 0 500½ 0
Neglecting small deviations in A, the uncertainty in A over the
different loads can be approximated by a norm-bounded struc-
ture MÆD1(t)ÆN,
M ¼ ½0; 0; 0; 4:690; N ¼ ½4:69; 0;1:5; 0:Appendix B. Two-area power system
The data for a two-area connected by a tie-line are as follows,
with Ps = 2 p.u. [20].
Area 1 2
Speed regulation, R 0.05 0.0625
Freq. sens. load coeﬀ., D 0.6 0.9
Inertia constant, H 5 4
Base power, MVA 1000 1000
Governor time constant, Tg 0.2 0.3
Turbine time constant, Tt 0.5 0.6Selecting the state vector as x ¼ ½DPv1;DPm1;Dw1;DPv2;
DPm2;Dw2;DP12, the linearized state space equation can be
derived as
A ¼
 1
Tg1
0  1
R1 :Tg1
0 0 0 0
1
Tt1
 1
Tt1
0 0 0 0 0
0 1
2H1
D1
2H1
0 0 0 0
0 0 0  1
Tg2
0  1
R2 :H2
0
0 0 0 1
Tt2
 1
Tt2
0 0
0 0 0 0 1
2H2
D2
2H2
0
0 0 Ps 0 0 Ps 0
2
66666666666664
3
77777777777775
;
B ¼
0 0
0 0
 1
2H1
0
0 0
0 0
0  1
2H2
0 0
2
666666666664
3
777777777775
With the usual meaning of the variables [20]. For tie-line load
variations which causes ±50% uncertainty in the synchroniz-
ing power coefﬁcient Ps, the norm-bounded model for the
uncertainty can be found as
M ¼ ½0; 0; 0; 0; 0; 0; 10; N ¼ ½0; 0; 0:5Ps; 0; 0;0:5Ps; 0References
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