Abstract. Regularization approaches based on spectral filtering can be highly effective in solving ill-posed inverse problems. These methods, however, require computing the singular value decomposition (SVD) and choosing appropriate regularization parameters. These tasks can be prohibitively expensive for large-scale problems. In this paper, we present a framework that uses operator approximations to efficiently obtain good regularization parameters without an SVD of the original operator. Instead, we approximate the original operator with a nearby structured or separable one whose SVD is easily computable. Highly effective methods can then be used to efficiently compute good regularization parameters for the nearby problem. Then, we solve the original problem iteratively using the regularization determined for the approximate problem. A variety of regularization approaches can be incorporated into this framework, but we focus here on the recently developed windowed regularization, a generalization of Tikhonov regularization in which different regularization parameters are used in different regions of the spectrum. We derive bounds on the perturbation to the computed solution and residual resulting from using the regularization determined for the approximate operator. We demonstrate the effectiveness of our method in computations using operator approximations such as sums of Kronecker products, block circulant with circulant blocks matrices, and Krylov subspace approximations.
1. Introduction. Large-scale inverse problems arise in many applications such as astronomy, biomedical imaging, surveillance, and nondestructive evaluation; see [14, 16, 40, 41] and references therein. We consider the following linear model:
where A ∈ R m×n , m ≥ n, denotes the forward operator, b ∈ R m represents the observed data, n ∈ R m is additive noise, and x ∈ R n is the desired solution. Given A and b, the goal of the inverse problem is to reconstruct x. In this paper, we will use image deblurring as an example, but other inverse problems fit within the same framework. In image deblurring, x represents the true image, b represents the observed blurred image, and A contains knowledge about the blurring operator.
Most inverse problems are ill-posed, meaning small perturbations in the observation may lead to large changes to the solution. To mitigate this difficulty, regularization is often used, adding constraints that suppress the amplification of noise during the inversion process. Choosing an appropriate regularization method and a good regularization parameter to balance fidelity to the model with satisfaction of the constraints is key to solving any inverse problem.
Indeed, the quality of the reconstruction relies heavily on a proper choice of the regularization parameter. For problems where the singular value decomposition (SVD) of A is available, various methods such as generalized cross-validation (GCV), the discrepancy principle, and the residual periodogram have been proposed for choosing a regularization parameter [39, 22, 29, 50] . However, for large-scale problems where the SVD is not available, selecting a good regularization parameter remains a challenging task.
Moreover, some regularization methods rely on the SVD for computing the solution x. An example is the PP-TSVD algorithm given in [31] , in which edge information is recovered under the assumption that the SVD is available. A newer approach that relies on computation of the SVD, presented in [15] , uses regularization windows defined in terms of the singular values and regularizes differently in each window, leading to considerable improvement over standard Tikhonov regularization in the quality of image restoration.
As a motivating example, suppose that we are presented with a blurred image for which the blur is a perturbation of a spatially invariant blur. If we replace the blurring matrix by the spatially invariant one, the SVD is quite inexpensive and we have available to us a full complement of regularization methods and tools for determining a good regularization parameter (e.g., discrepancy principle, GCV, etc.). Simplifying in this way is attractive, but the resulting reconstructed image is unlikely to be acceptable because of the error introduced into the blurring matrix. On the other hand, we could hope that the regularization parameter determined (very economically) for the simplified problem might also be useful for our original problem. Knowing this parameter allows us to solve the regularized (well-conditioned) problem inexpensively using the correct blurring matrix using iterative methods, without access to the SVD. In this work, we investigate the usefulness of this idea. We note that the philosophy is quite different from previous methods in the literature that exploit the relationship between the operators by either replacing the blur by its approximation, which can lose important features, or by using the approximation as a preconditioner, which can have the effect of mixing signal and noise spaces and then unacceptably magnifying the noise.
In this paper, we propose a framework for regularization that uses operator approximations to determine the regularization for large-scale problems in which the SVD of A is not available. The framework consists of three steps:
1. Find a related but simpler operator A ≈ A. 2. Choose a regularization method and find suitable regularization operators/ parameters for the approximate problem,
3. Find the regularized solution of the original problem (1.1), using the same regularization method and operators/parameters determined in step 2. One of the key advantages of our proposed framework is that we apply the regularization to the original problem (1.1). The operator approximation is only used to determine the regularization and regularization parameter in a computationally efficient way. Although a solution to the approximate problem (1.2) may provide an estimate of the desired solution for the original problem (1.1), previous researchers have observed that the approximate problem can yield poor reconstructions [35, 12] . Instead, we propose to only use the operator approximation in step 2 of our framework, Downloaded 06/11/15 to 198.82. 27 .215. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php so that sophisticated regularization and regularization parameter selection methods can be utilized for problems for which it is too expensive to apply the methods directly. Once the regularization parameters are chosen, step 3 becomes a well-studied problem and the subject of intense previous research. For example, for Tikhonov regularization, step 3 requires solving a large linear least squares problem that is not very ill-conditioned, for which iterative Krylov methods [47, 48, 20] (among other choices) are appropriate. For variational regularization such as total variation, the resulting nonlinear optimization problem can be solved using standard techniques; see, for example, [10, 21, 46, 55] . Therefore we focus our attention on steps 1 and 2.
Other researchers have considered using operator approximations to make difficult, large-scale problems more tractable. For example, structured operator approximations have been used to construct preconditioners that are used to accelerate iterative methods [26, 8, 19] . In addition, Kronecker product approximations have been used to construct preconditioners and estimate regularization parameters for Tikhonov regularization with GCV in [35, 12] , and fast trigonometric transform matrices such as the DCT have been proposed for use as approximate SVD bases [13] . Subspace approximations such as Krylov methods have been used to efficiently compute the L-curve and discrepancy principle [6, 5, 4] . Hybrid methods that combine an iterative approach with direct regularization also take advantage of operator approximations to compute regularized solutions [45, 37] .
In this paper, we propose a new framework for solving inverse problems, where operator approximations are used to determine regularization, but a solution to the original problem is provided. We consider various examples of this framework, leading to new regularization techniques for large-scale problems. One of the main contributions of this work is to extend newly developed windowed regularization to problems where computing the SVD is not feasible. We develop a novel approach for automatic window selection and provide connections with hybrid methods. Another significant contribution of this work is that we use the proposed framework to derive error bounds for predicting errors and residuals for the original problem, thereby providing theoretical justification for the new framework.
To establish notation, let A = UΣV T be the SVD of A, where the m × n (m ≥ n) diagonal matrix Σ contains the singular values, σ 1 ≥ σ 2 ≥ · · · ≥ σ n > 0, and columns of the orthogonal matrices U and V contain the left and right singular vectors u i , i = 1, 2, . . . , m, and v i , i = 1, 2, . . . , n, respectively. Similarly, let A = U Σ V T be the SVD of A, whereσ 1 ≥σ 2 ≥ · · · ≥σ n > 0 are the singular values and u i and v i are the corresponding singular vectors.
The paper is organized as follows. Section 2 describes some operator approximations A that can be used in the proposed framework for regularization. We can obtain simplified operators by, for example, eliminating spatial variation in the forward model, applying simpler boundary conditions, or projecting into a lower dimensional subspace. Once a suitable operator approximation is obtained, various regularization methods and regularization parameter selection methods can be used in step 2 of the proposed framework. Some of these methods are described in section 3. In particular, we derive an extension of the windowed approach from [15] and develop a new approach for selecting windows by recursive partitioning of signal and noise subspaces. An error analysis for the new framework is provided in section 4. Section 5 contains numerical results, and conclusions can be found in section 6.
Simplifying the operator.
Many operator approximations A can be used in the proposed framework for regularization. In this section, we describe three apDownloaded 06/11/15 to 198.82.27.215. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php B335 proaches. Specifically, we investigate a Kronecker product approximation to the blur function, a structured matrix approximation that imposes different boundary conditions, and a Krylov subspace approximation that projects the operator into a lower dimensional subspace. Each of these approximations provides a simpler matrix whose SVD can be computed, so that various regularization methods can be used and good regularization parameters can be computed efficiently.
Kronecker product approximation.
In image deblurring or image deconvolution, the blurring process can be described using a point spread function (PSF). We assume that the PSF is known.
1 For spatially invariant blur, meaning that the same blur function produces every pixel in the image, the blur matrix is highly structured [32, Chap. 4] . In particular, if the pixel image of the PSF is a rank-1 matrix, i.e., if the horizontal and vertical components of the blur function can be separated, then we say that the blur matrix A is separable. We can then express A as a Kronecker product C ⊗ D, and the SVD of A can be calculated in terms of the SVDs of the much smaller matrices C and D. If the spatially invariant PSF is not separable, then A can be approximated by a sum of Kronecker products [53, 35, 42] .
If the PSF is well-approximated by a rank-one matrix, then we can set A equal to the one-term Kronecker product approximation to A. Then A ≈ A, where
where a permutation has been employed in the last two equalities so that the diagonal entries in Σ are sorted from largest to smallest. Thus, since the cost of deriving C and D reduces to the cost of finding a rank-1 approximation to the (weighted) PSF matrix [42] , for an N × N image the total cost of finding the SVD of A is only O(N 3 ). In many cases, the (weighted) PSF is significantly better approximated by taking the rank (say, ρ) to be small but greater than one. In this case, the approximation
T has been proposed (see, for example, [36] and references therein), with Σ the diagonal of the matrix
where the summation is the optimal Kronecker approximation (with certain structure constraints) to A obtained from the low-rank approximation to the weighted PSF matrix. Again, the cost of finding the SVD of A is O(N 3 ) for an N × N image.
Approximations from different boundary conditions.
It is well known that certain boundary conditions impose certain structure on a spatially invariant blur matrix [32, Chap. 4] . For example, if we assume zero boundary conditions, then the blur matrix is block-Toeplitz-with-Toeplitz-blocks (BTTB). If we assume periodic boundary conditions, then the blur matrix is block-circulant-with-circulantblocks (BCCB). If we assume reflexive or anti-reflexive boundary conditions and the PSF is doubly symmetric, then the blur matrix is a sum of highly structured matrices [51, 18] . We can exploit these structures in determining approximate operators A.
If our operator A is BTTB and results from zero boundary conditions, then the optimal BCCB approximation with respect to the Frobenius norm is readily available [9, 11] and can be diagonalized by the normalized discrete unitary Fourier transform matrix, F. Then A = F H ΛF, where Λ is a diagonal matrix containing the eigenvalues of A.
For reflexive boundary conditions, if the PSF can be well-approximated by a doubly-symmetric PSF, then the resulting A can be diagonalized using an orthogonal discrete cosine transform matrix. Similarly, if the boundary conditions are antireflexive, then A can be diagonalized using an orthogonal discrete sine transform matrix [1] .
Krylov subspace approximations.
For problems where computing the SVD of A is not feasible, iterative methods can be used to project the original problem into a lower dimensional subspace. The projected operator can provide a low dimensional approximation to the original matrix [37] , and this approximation can be used to select regularization parameters for the original problem.
Consider using the Krylov subspace
T b} generated by the matrix A T A and the vector A T b [24] . The subspace has dimension at most k and can be generated using Golub-Kahan bidiagonalization 2 [23] . After k iterations of Golub-Kahan bidiagonalization, we have the relationship,
contain orthonormal columns, and B k ∈ R (k+1)×k is a lower bidiagonal matrix. Let B k = PSQ T be the SVD of B k , where P ∈ R (k+1)×(k+1) and Q ∈ R k×k are orthogonal and S is (k + 1) × k diagonal. It then follows from (2.4) that
S.
Consistent with our proposed regularization framework, in this context we would advocate using the Krylov subspace approximation,
where U k+1 and V k (likewise their extensions U, V) contain orthonormal columns.
3. Selecting regularization and regularization parameters. Using a suitable operator approximation A, various regularization approaches can be incorporated in the proposed framework, and standard regularization parameter selection methods can be used. In this section, we describe some common variational regularization methods that can be used, and we extend windowed regularization so that it can be used in this framework. We provide novel methods for selecting the windows and draw connections with hybrid iterative methods. the basic idea is to solve the regularized problem,
where λ > 0 is a regularization parameter 3 and R(x) is a regularization term. Determining a useful value of λ can be quite computationally expensive, so we focus here on how approximate operators can be used to reduce this cost.
One of the most well-known variational methods is Tikhonov regularization [25] , where R(x) = ||Lx|| 2 2 . Typical choices for the regularization operator L include the identity matrix or discretizations of derivative operators. For L = I, the solution of the Tikhonov problem can be expressed in terms of a filtered SVD expansion,
are filter factors. In general, if A and L can be diagonalized using the same singular vectors, then it is possible to write the solution of the Tikhonov problem in terms of a filtered SVD expansion [32] . For example, in image deblurring, if we assume periodic boundary conditions and take L to be an approximation of the partial derivatives of the solution, the discrete Fourier transform matrix F diagonalizes both A and L [32] . If the singular vectors of A and L are different, then a generalized SVD [27] must be used. This motivates the idea of determining the regularization parameter λ for a closely related problem determined by changing A or L (or both) so that their singular vectors are the same.
Another popular approach is total variation (TV) regularization, where R(x) corresponds to a discrete approximation of the total variation of the solution [49, 34, 54] . Computing trial solutions for different values of λ can be very expensive. Strong, Aujol, and Chan [52, sect. 3] , for example, discuss using bisection to determine a regularization parameter that removes features below a given scale. Whether bisection, gradient descent, or Newton-like methods are used to generate trial values of λ, using a good operator approximation A that allows fast matrix-vector products would speed the computation at each iteration.
Selecting a regularization parameter for (3.2) can be a delicate and cumbersome task, and various general methods have been proposed in the literature. Some meth-ods, such as the discrepancy principle, require an estimate of the noise level. Other methods are efficient only when an SVD of A is available. Generalized cross-validation (GCV) [22] , for example, seeks the parameter λ that minimizes
where A † λ is the operator that maps b to the computed x. For standard Tikhonov where L = I, the GCV function can be written in terms of the SVD,
where
A similar Tikhonov GCV function can be derived for the case where A and L are diagonalized in the same basis [32] . Using related ideas, Liao, Li, and Ng [38, sect. 2A] note that the computation of a TV regularization parameter satisfying the GCV criterion can be greatly simplified if the blurring matrix is diagonalized by a fast transform. (This is true, for example, for symmetric, spatially invariant blurs.)
For problems where the SVD of A is not available, sophisticated parameter choice methods such as GCV are not computationally feasible. Thus, in the proposed framework, we work with a matrix approximation A whose SVD is obtainable and select a regularization parameter for the approximate problem, (3.6) min
We propose to use the regularization parameter obtained from (3.6) in (3.2) and then employ a suitable solver on (3.2) for this fixed λ. In this way, we can use, for example, GCV regularization for the choice of the regularization parameter for wider classes of operators for Tikhonov, TV, and other regularization methods.
There are a host of other methods for solving (3.2) and computing λ in the context of Tikhonov, TV, and other regularization methods. In general, our framework can be computationally useful whenever we can devise an approximate operator A which makes assessing a candidate value of λ much easier than for the original matrix A.
Windowed regularization.
As noted in [15] , superior reconstructions can sometimes be obtained by windowed regularization, where windows in the spectral domain break the problem into subproblems, each with a different regularization parameter. One of the drawbacks of the windowed approach is that it requires the SVD of A for defining the windows as well as for choosing regularization parameters. In this section we extend the windowed approach so that windowed solutions can be computed for more general forward operators. We present results for the case of nonoverlapping (Shannon) windows, but we remark that the ideas can be extended to overlapping windows. Although the windowed approach was originally derived in the frequency domain of the operator, giving expressions for V T x, we express the results in the coordinate system for x, giving insight into how approximate operators can be used. Downloaded 06/11/15 to 198.82.27.215. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php
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Given the SVD of A, for j = 1, . . . , p, we define the jth Shannon window vector w (j) ∈ R n×1 to have entries
The windowed reconstruction from [15, eq. (3. 3)] can be written as
where λ (j) is the regularization parameter for the jth window. Let D be a diagonal matrix with entries
which is the solution vector for the minimization problem (3.10) min
Notice that the SVD of A is needed to compute DV T . Since this SVD can be expensive, we propose using the SVD of A instead, replacing (3.10) by
where D is a diagonal matrix with entriesd i = j λ(j)ŵ (j) i . We note that in the special case that the Ritz approximation from section 2.3 is used for p windows, there are actually implicitly p + 1 windows, with the last window corresponding to the columns of V that are not formed through the iterative process and the corresponding value ofλ (p+1) being equal to infinity. This is relevant for the discussion on hybrid methods.
All of the methods described in [15] for defining the Shannon windows and choosing regularization parameters in a windowed framework can be used in our framework. For selecting regularization parameters for the windowed approach, we suggest using one of the methods described in [15] . For automatically choosing the windows, we now propose a new approach, based on a recursive partitioning of the signal and noise subspaces.
We illustrate our ideas using a Picard plot corresponding to the inverse heat problem described in [28] , with additive Gaussian noise at level .0001. The Picard plot shown in Figure 1 illustrates the typical behavior of ill-posed inverse problems, where the spectral coefficients |u T i b| (blue stars) initially decay to 0 faster than the singular values σ i (red line). 4 In general, the smaller singular values (large index i) correspond to the noise subspace and the larger singular values (small index i) correspond to the signal subspace. However, for many problems, there is a transition region where some mixing of signal and noise occurs, and windowed regularization treats each of these regions separately. For illustration, assume that we want to define three windows w (1) , w (2) , and w (3) corresponding to the noise, transition, and signal subspaces, respectively. The first step is to isolate the noise subspace by determining where the coefficients of the data appear most similar to the noise coefficients. That is, we would like to determine a truncation index k 1 for which | u
There are a variety of ways to find k 1 . We propose two approaches.
1. We propose to use the truncation parameter determined by GCV for the truncated SVD solution,
That is, we let k 1 be the value of k that minimizes the GCV function
2. Another approach to compute k 1 is to use an estimate ν of the noise variance to identify spectral coefficients u T i that seem to be noise. We can use a standard statistical test to identify the smallest value of k for which the sequence {| u T i b|}, i = k, . . . , m, is a plausible sample from the noise distribution. In order to distinguish the signal and transition subspaces, we propose to use the GCV criterion to partition the remaining singular values, σ 1 to σ k1−1 . In particular, let k 2 be the value of k that minimizes the TSVD GCV function GCV k1−1 (k). Then let τ (1) = σ k1 and τ (2) = σ k2 , and define the windows using (3.7). For our example, k 1 = 112 and k 2 = 77, as illustrated by the vertical lines in Figure 1 . We can recursively partition these two windows until the desired number of windows is reached or until GCV fails to discriminate subspaces (i.e., we encounter a window with no singular values). Downloaded 06/11/15 to 198.82.27.215. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php 3.3. Hybrid iterative methods. Iterative methods are often used for solving large-scale ill-posed inverse problems, where early termination of the iteration imposes regularization [30] . For example, one might use k steps of a Krylov subspace method to determine the best solution to (3.1) within a k dimensional Krylov subspace. If a method based on running Golub-Kahan bidiagonalization (e.g., LSQR) is used, at step k the iterate is produced (implicitly) by solving a so-called projected least squares problem involving the bidiagonal matrix in (2.4). It has been noted (cf., [45, 3, 2, 37, 17, 33] ) that for ill-posed inverse problems, this projected problem can become ill-conditioned for large values of k.
One approach is to use a regularization method such as Tikhonov to solve the projected problem. Some methods for selecting regularization parameters for the projected problem have been studied in [37, 17] .
A second approach is to use a Krylov approximation to obtain an estimate of the regularization parameter and then solve the regularized problem (3.2) using an iterative approach [4, 7] . This method falls under our framework since the approximate problem was used to determine the regularization parameter for the original problem. Iterative methods that implement short-term recurrences can then be used to efficiently compute the regularized solution, but determining a good initial k can be difficult.
Comparisons between these two approaches are provided for Tikhonov regularization in [37] . In this paper, we consider hybrid methods that use regularization methods such as windowed regularization. First, we see how hybrid methods relate to our framework.
The framework first requires the choice of an approximate operator A. When using a Krylov method, it is natural to take this to be the rank-k approximation obtained after k steps. We can apply the Krylov method to A or to a closely related matrix for which multiplication is easier.
Second, we need to choose a regularization method and find suitable parameters. We can, for example, use windowed regularization on the kth approximation A. Transforming back to n dimensional space results in a rank-k regularization operator D V T . Directions orthogonal to the rows of V T effectively have a regularization parameter of infinity, and this can be interpreted as defining one additional window.
Finally, our framework requires a solution of the regularized form of the original problem, and this involves solving (3.11) . This can be done using a Krylov method. The subspace generated by the iteration will be different from that generated by A alone when more than one window is used.
Alternatively, we can apply k steps of a Krylov method to our original problem (no regularization), apply windowed regularization on the k dimensional subspace, and use the result as our approximate solution. In terms of our framework, we stop after step 2, thus saving the cost of a second Krylov iteration. We call this a hybrid windowed approach. We expect the difference between the result of this approach and the result of the 3-step framework to be quite small when the number of Krylov iterations is sufficiently large (in the absence of severe loss of orthogonality). Numerical results show this to be the case.
Error analysis.
In this section we derive bounds on the change in the computed solution caused by using the approximate windows defined in section 3.2 and on the error in the computed solution.
We are particularly concerned with error bounds for components of the solution in the signal and transition subspaces, the components corresponding to the k largest Downloaded 06/11/15 to 198.82.27.215. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php singular values. We use subscript S to denote submatrices associated with these subspaces, and subscript N to denote submatrices associated with the n − k dimensional noise subspace. The column dimension of these matrices will be made clear by context. Define the orthogonal matrix
We assume that E < for a small number , which means that V results in lowmixing between the signal and transition subspace, spanned by rows of V T S , and its complement, but I is not necessarily close to the identity matrix. (Much tighter bounds can be proved if I is close to the identity.) We also assume that we have normalized so that σ 1 = 1.
The notation and bounds in the following lemma will be useful to us. Lemma 4.1. Given nonnegative diagonal matrices Ψ and Φ, define K and the block diagonal matrix K by
Denote the leading k × k block of K by K S . Define Δ a and Δ b by
, 
Then the smallest eigenvalue of K S is bounded below by the sum of the smallest eigenvalues of I S Φ S I −1
S . Using Weyl's theorem, we obtain is bounded below by
Therefore, the largest eigenvalue of Δ b is bounded by
Notice that since K = Φ + I T Ψ I is a block diagonal matrix,
We have already bounded the terms corresponding to the signal and transition subspace, and a similar argument for the noise subspace using the fact that
N results in the bound on λ min ( K) and our bound on Δ b .
Bounding the change in the solution. Let D be a diagonal matrix with entries
and is the solution vector for the minimization problem 
The normal equations for this problem are
with solution x w . Equating this with (4.3) gives
Solving (4.6) for V T x w yields
Similarly, solving (4.6) for V T x o yields
First, let's consider standard Tikhonov regularization, which is a special case of the windowed approach with one window, where D 2 =λI and
.2. For Tikhonov regularization, the jth component of the difference between the two regularized solutions is
Proof. This follows directly from (4.8) and is a well-known expression for the change in the solution as the Tikhonov parameter changes; see, for example, [44] .
The result for the windowed case is similar but a bit more complicated. The following theorem presents three bounds. The first two are bounds relative to x w , and the last is relative to x o . 
Theorem 4.3. The jth component of the difference between the true windowed solution x o from (4.3) and the approximate windowed solution x w from (4.5) is bounded as
The result follows by taking the norm of each factor. For small, the bound in (4. 
The true solution satisfies
The difference can be written as Proof. The result follows in the same way as the proof of (4.10), using Lemma 4.1.
It is worth mentioning that the error bound in Theorem 4.4 is small ifd We will need the bounds
obtained by taking bounds on each matrix in the expression, and
where the first term is obtained using similarity transformation We can separate out the noise subspace by multiplying both sides of (4.12) by
Next, observe that
Then, by equating the first row block of both sides of (4.13), we get
By rearranging and combining terms, we get
By Lemma 4.1, we obtain 
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If there is no mixing between the signal and noise subspaces (i.e., F = 0), the middle term on the right of (4.14) disappears. However, if there is mixing, we can obtain a bound on V T N x w in terms of the data by multiplying both sides of (4.11) by [0, I] to obtain
and thus
Combining these results, we get a bound for (4.14), which we summarize in the following theorem. For Tikhonov regularization, the situation is much simpler since H = Σ T Σ +λI is diagonal. Equation (4.12) becomes
The componentwise version of this formula agrees with results in [44] . Theorem 4.6. For Tikhonov regularization, the absolute value of the difference between the computed solution x w and the true solution x true in the jth column of V is
where η j is the jth component of η.
We can also obtain error bounds in the components defined by rows of V T . Begin from (4.5) with 
Now compare (4.17) to
The difference can be written as S,min small. We remark that if we use the solution to the approximate problem as an approximation to x true , we expect that the error may be significantly larger, since instead of relying on the low-mixing assumption, we would need ( V, Σ, U) to be close to (V, Σ, U).
Numerical results.
All experiments were performed in MATLAB 2013a, using codes available in the RestoreTools software package [43] . Numerical experiments focus on the use of windowed regularization for the three different operator approximation schemes: Kronecker product approximation, BCCB approximation, and Krylov subspace approximation.
Since in each experiment the true image was known, the quality of the restored images is measured using three different metrics: relative error (a smaller number is better); signal-to-noise-ratio (SNR) (a larger number is better); and mean structured similarity [56] (a larger number is better).
Results using Kronecker approximations.
In these experiments, we use a Kronecker product approximation, as described in section 2.1, for both the window selection scheme and the regularization parameter selection scheme (here, GCV). That is, we generate V and W (j) , compute regularization parameters λ (j) using A, and then solve (3.11) using CGLS. We experimented with several nonseparable blurring operators, but for brevity we present only a few results here. In Downloaded 06/11/15 to 198.82.27.215. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php particular, we present results from operators that are not exactly diagonalizable by fast trig transforms, since the SVD routine in RestoreTools is smart enough to detect diagonalizability.
In all the experiments in this section, we use two windows and use gcvforsvd from RestoreTools to get k 1 , the size of the first window. We refer to this approach as 2-window-A. Having more windows or different window selection approaches and regularization parameter selection techniques could affect the quality of the results. However, the examples below illustrate that often two Shannon windows are sufficient to provide significant improvement over standard Tikhonov in a practical setting.
We compare 2-window-A restorations to Tikhonov restorations (i.e., a single window) for two scenarios. The first uses GCV on the approximate problem to obtain a single regularization parameter and then uses that parameter to solve the original Tikhonov problem. This approach is practical, and we refer to it as Tikhonov-A. We also report results for an unrealistic "best" case scenario, called Tikhonov-opt, where we use the parameter that minimizes the relative error (after 200 iterations) among 20 log-evenly spaced choices between 10 −3 and 10 0 . Since measuring relative error requires knowledge of the true image, this parameter cannot be computed in practice. Experiment 1. We generated a blurred image of a plane using a combined 21 × 21 boxcar blur plus nonsymmetric Gaussian blur point spread function that was rotated 5 degrees counterclockwise.
5 Gaussian white noise was added to the image. Two sets of results are presented here for blurred-signal-to-noise ratios of 10dB and 25dB. The true and blurred image (corresponding to 10dB), along with the point spread function, are shown in Figure 2 . We assume reflexive boundary conditions for the image. Using codes from RestoreTools, we construct a Kronecker product approximation to the operator using 3 terms in the expansion. Results are given in Table 1 .
For the 10dB case, reconstructions can be found in Figure 3 . It is worth noting that 2-window-A is able to produce results similar to or better than Tikhonov-opt, which cannot be attained in practice. To further illustrate the benefits of our framework, we consider the Picard plot using A that is displayed in Figure 4 . The window corresponding to the larger singular values consisted of 636 terms, and the corresponding regularization parameter for this window was calculated using GCV to be λ (2) = 6.6 × 10 −5 . For the window corresponding to the smaller singular values, 5 A boxcar blur means that each pixel in the blurred image is equal to the average of its neighboring pixels. For example, the PSF for a 3×3 boxcar blur would be 1/9 1/9 1/9 1/9 1/9 1/9 1/9 1/9 1/9
. To compute the blurring operator using RestoreTools, pass an image of the point spread function and the boundary conditions to generate a psfMatrix object [43] . (1) = 0.247. The "optimal" Tikhonov parameter is 0.23, and GCV on the approximate problem selected the Tikhonov parameter to be 0.078.
Experiment 2. Next, we illustrate our approach on the larger 512 × 512 "Elaine" image, where the blur function was a nonsymmetric out-of-focus blur 6 and reflexive boundary conditions were used. A Kronecker product approximation was constructed using five terms in the expansion, and results for two noise levels are presented in Table  2 . The true and blurred Elaine image, along with the window-A reconstruction, are shown in Figure 5 . For this problem, window-A was able to produce lower relative errors and larger SNR and MMSIM values than the optimal Tikhonov reconstruction.
Experiment 3. We also considered the "grain" test problem [42] , whose image and PSF are available in RestoreTools [43] (see top left, Figure 6 ). The operator is not separable, and the default Kronecker approximation chosen is a 5-term approximation. As in the preceding examples, we present, in Table 3 , the results for 2-window-A, Tikhonov-A, and Tikhonov-opt for two noise levels. Our 2-window reconstructions are superior to Tikhonov-A at both noise levels and are nearly optimal as compared against Tikhonov-opt.
Results using BCCB approximation.
We have seen that Kronecker product approximations to A can be useful, but other approximations can also be Downloaded 06/11/15 to 198.82.27.215. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php used. Here, we consider BCCB matrix approximations and provide two experiments.
Experiment 4. In this example, we use the cameraman image shown in Figure 7 (a) and use a 11 × 9 boxcar blur with reflexive boundary conditions. We ignore separability of the PSF and instead seek to use a BCCB approximation of the blurring matrix to define windows and compute regularization parameters for the windowed approach. We use three windows in this example, with the window threshholds chosen via recursive GCV. Similar to the previous section, we consider 3-window-A and Tikhonov-A, where all parameters were chosen using GCV on the approximate problem, and we compare to an optimal Tikhonov reconstruction that minimizes the 2-norm of the reconstruction error, Tikhonov-opt. Results are presented in Table 4 for various noise levels, and reconstructed images corresponding to 40dB are presented in Figure 7 .
For the 40dB example, the GCV-computed regularization parameters for the windowed approach were λ (3) = 1.97 −3 , λ (2) = 1.56 × 10 −2 , and λ (1) = 3.10 × 10 −2 , while the regularization parameter for Tikhonov-A selected using GCV was 2.62 × 10 −3 and the "optimal" parameter was 2.63 × 10 −2 . For all noise levels, window-A did not perform as well as Tikhonov-opt, but the reconstructions were still better than Tikhonov-A. GCV seemed to have a difficult time determining the window spacings Downloaded 06/11/15 to 198.82.27.215. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php and parameters, especially for large noise levels (corresponding to small BSNR). This may be due to the fact that BCCB approximations do not necessarily approximate all parts of the spectrum equally well, with the approximations deteriorating over the "noise" subspace. Experiment 5. In this example, we consider general form Tikhonov regularization, where the regularization matrix is not equal to the identity matrix (L = I in section 3.1). Consider periodic boundary conditions, and let L represent a finite difference approximation of the partial derivatives of the image. That is, we can define
Then, matrix-vector product Lx approximates the partial derivatives of the image (ignoring a constant). For matrices A that can be diagonalized using the discrete Fourier transform (DFT) (e.g., spatially invariant blurring matrices, assuming periodic boundary conditions), the general form Tikhonov solution, (
can be written as a filtered solution in the Fourier transform basis [32] , and standard regularization parameter selection methods such as GCV can be efficiently implemented. We are interested in the case when A cannot be diagonalized by the DFT.
In this experiment, we use the problem set-up from Experiment 4 and consider the solution of
where L is defined in (5.1). Note that computing a basis in which both matrices A and L are diagonalized requires the GSVD and could be expensive. Following our framework, we first approximate A with its BCCB approximation A. Since A and L can both be diagonalized using the DFT, GCV can be used to efficiently compute a regularization parameter. Using the computed GCV parameter, Figure 8 (This corresponds to general Tikhonov in our framework.) As evident in the first reconstruction, solving the approximate problem may not provide useful results, so it is necessary to work with the original problem. Second, the use of the approximate problem for selecting the regularization parameter for general-form Tikhonov in our framework seems to provide a remarkably good reconstruction. The reconstruction error for general Tikhonov in our framework was 0. 
5.3.
Krylov subspace approximations and hybrid methods. As described in section 2.1, the Krylov subspace approximation (2.6) for given k can be used to estimate regularization parameters and windows for the original problem.
Experiment 6. Here we consider deblurring the Elaine image in Figure 5 (a), where the spatially invariant blurring operator was determined by a noisy 21 × 21 boxcar PSF (i.e., P SF = P SF + ζ, where ζ is white noise scaled so that
Additional noise was added to the blurred image; results are presented for BSNR = 10dB and BSNR = 5dB.
We defined A to be the approximation corresponding to k = 30 Krylov iterations on (A, b). We tested three algorithms. Tikhonov-A uses 30 LSQR iterations to approximate the solution to (3.2) , where the regularization parameter was estimated using A. The latter two were variants of our framework, as discussed in section 3.3. 3-window-A finds an approximate solution to (3.11) using 30 LSQR iterations. For this variant, A was used to compute regularization parameters and select three windows, with linear equally spaced thresholds. The third algorithm, 3-window-hybrid, is a hybrid windowed approach (our alternate method from section 3.3). It applies windowing to the projected problem at each iteration and uses GCV to select regularization parameters.
A plot of the relative errors for 3-window-A and 3-window-hybrid can be found in Figure 9 , along with the relative errors for standard LSQR on the unregularized problem and relative errors for Tikhonov-A. For ill-posed problems, it is known that early iterations of LSQR produce good solutions, but reconstruction errors for later iterations grow. Hybrid methods can be used to stabilize this behavior [17, 37] . For early iterations, the 3-window-hybrid approach can have difficulty choosing the right regularization parameters (hence the small jump in the relative error plot). However, benefits of 3-window-hybrid, compared to 3-window-A, include not having to specify in advance how many iterations to use in the operator approximation and being able to estimate the windows, regularization parameters, and stopping criteria along the way. For further fair comparison among the methods, we show on the 3-window-A plot the value of the relative error corresponding to using a stopping criteria based on the GCV function (red star). The iterative process would have been stopped after nine iterations. Results are presented in Table 5 .
Robustness of the proposed framework.
In our final experiment, we investigate robustness of the proposed framework for cases where a spatially variant blur is approximated by a spatially invariant one. Downloaded 06/11/15 to 198.82.27.215. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php 
where δ ≥ 0 and A corresponds to a spatially invariant blur matrix whose point spread function is a Gaussian blur with mean zero and standard deviation 2 (assuming zero boundary conditions). The sparsity pattern for P is the same as the sparsity pattern of A, but the entries in P are randomly generated from a uniform distribution. For δ > 0, A δ represents spatially varying blur, since each pixel in the image may be blurred by a different point spread function.
For increasing values of δ, we solve the problem A δ x = b δ , where b δ = A δ x true + n, using both Tikhonov and windowed regularization. The true image x true can be found in Figure 11 , and n corresponds to Gaussian white noise, scaled such that ||n|| 2 /|| Ax true || 2 = 0.1. For each δ, we consider three approaches:
1. A δ -Optimal: We find the regularization parameters corresponding to A δ that minimize the mean squared error, ||x rec − x true || to (3.3) for Tikhonov and (3.8) for windowed regularization, and we use the SVD of A δ to define the windows. 2. A δ -GCV: Regularization parameters are computed using GCV, corresponding to the original matrix A δ . The SVD of A δ is used to define the windows. 3. A-GCV: Matrix approximation A is used to compute regularization parameters using GCV, and the SVD of A is used to compute windows for windowed regularization. Two windows were used for windowed regularization, where the threshold was selected using a confidence level of the estimated noise variance described in section 3.2. Relative errors for Tikhonov and windowed reconstructions for various perturbation levels are presented in Figure 10 , where the horizontal axis corresponds to normalized perturbation, ||δP|| F /|| A|| F . As expected, for small perturbations, regularization parameters and windows selected using the approximate matrix A can be used to accurately solve the original problem. That is, the computed relative errors for A δ -GCV and A-GCV are very similar. For larger perturbations, GCV seems to have more difficulty in selecting good parameters, as seen by comparing A δ -optimal and A δ -GCV. However, windowed regularization seems to be more robust than standard Tikhonov regularization, when comparing A δ -GCV and A-GCV. For normalized perturbation of .3597, we provide the blurred image, along with the Tikhonov and windowed reconstructions corresponding to A-GCV in Figure 11. 6. Conclusions. In this paper, we have described a framework for regularization that uses operator approximations to determine good regularization parameters. We considered three approaches for obtaining operator approximations: Kronecker product approximations, approximations from different boundary conditions, and Krylov subspace approximations. Variational regularization such as Tikhonov regularization can be used in our framework. We focus on extensions of windowed regularization for use in the framework, and we consider connections with hybrid iterative methods. A novel approach for selecting windows was proposed, and an error analysis for the framework provides bounds for both the change in the solution and the error in the solution. Numerical results demonstrate that our approach can efficiently and accurately solve large-scale inverse problems such as image deblurring. 
