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Abstract
Using a new method [11] it is possible to derive mean field equations
from the microscopic N body Schro¨dinger evolution of interacting parti-
cles without using BBGKY hierarchies.
Recently this method was used to derive the Hartree equation for sin-
gular interactions [5] and the Gross Pitaevskii equation without positivity
condition on the interaction [12] where one had to restrict the scaling
behavior of the interaction.
In this paper more general scalings shall be considered assuming pos-
itivity of the interaction.
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1 Introduction
In this paper we analyze the dynamics of a Bose condensate of N interacting
particles when the external trap — described by an external potential At — is
changed, for example removed.
We are interested in solutions of the N -particle Schro¨dinger equation
i
d
dt
Ψt = HΨt (1)
with some symmetric (under exchange of any two variables) Ψ0 we shall specify
below and the Hamiltonian
H = −
N∑
j=1
∆j +
∑
1≤j<k≤N
Vβ(xj − xk) +
N∑
j=1
At(xj) (2)
acting on the Hilbert space L2(R3N ,C), where β ∈ R stands for the scaling
behavior of the interaction. Note, that Ψ depends on N . For ease of notation
this shall not be indicated (as well as for many other N -dependent objects).
The Vβ scale with the particle number in such a way, that the total interaction
energy is (like the total kinetic energy of the N particles) of order one.
For the moment one may think of an interaction which is given by Vβ(x) =
N−1+3βV (Nβx) for a compactly supported, spherically symmetric, positive po-
tential V ∈ L∞. The interactions we shall choose below will be of a more general
form.
The At describing the trap potential is a time dependent external potential
which we shall choose — in contrast to Vβ — N -independent. Note, that H
conserves symmetry, i.e. for any symmetric function Ψ0 also HΨ0 and thus Ψt
is symmetric.
Assume moreover that the initial wave function Ψ0 is a condensate in the
sense that the reduced one particle marginal density
µΨ0 :=
∫
Ψ∗(·, x2, . . . , xN )Ψ(·, x2, . . . , xN )d3x2 . . . d3xN
converges to |ϕ0〉〈ϕ0| in operator norm.
Under these and some additional technical assumptions we shall show that
also µΨt will be a condensate, i.e. that there exist L2 functions ϕt such that in
operator norm
lim
N→∞
µΨt = |ϕt〉〈ϕt|
uniform in t on any compact subset of R+ and — under additional decay con-
ditions on ϕt — uniform in t ∈ R+.
In addition we shall show that ϕt solves the differential equation
i
d
dt
ϕt =
(−∆+At + V ϕt)ϕt (3)
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with ϕ0 as above, where the “mean field” V ϕt depends on ϕt itself, so (3) is a
non-linear equation.
For different regimes of β different effective mean field potentials will appear:
For β = 0 each particle feels N−1
∑N
j=2 V (x1 − xj) ≈
∫
V (x − y)|ϕt|2(y)d3y
interactions as long as the particles are roughly |ϕt|2-distributed. Hence the
mean field is given by V ϕt = V ⋆ |ϕt|2. This case is less involved than scalings
0 < β ≤ 1, thus it fits best to introduce the new method (see [11]).
For 0 < β the interaction becomes δ-like. To be able to “average out” the
potential it is important to control the microscopic structure of Ψt. Assuming
that the energy of Ψt is small, the microscopic structure is — whenever two
particles approach — roughly given by the zero energy scattering state of the
potential Vβ . Let us for the moment call this zero energy scattering state f
N
β (x).
Changing to coordinates y = Nβx the zero energy scattering state satisfies
N2β(−∆+ 1
2
N−1+βV (y))fNβ (y) = 0 .
For β = 1 the scaling of the potential is such that the zero energy scattering
state fNβ (x) of the potential Vβ just scales with y, i.e. f
N
1 (x) = f
1
1 (Nx). Since∫
Vβ(x)f
N
β (x)dx equals 8π times the scattering length of Vβ it follows that the
mean field is given by 2a|ϕt|2, where a/(4π) is the scattering length of V .
The microscopic structure formed by the wave functions enables us to gen-
eralize the interactions when β = 1 and V is compactly supported: Since the
scattering length of the potential is always smaller than the radius of the support
of the potentials, the coupling constant of the interaction may grow arbitrarily
fast in N in that case. Hence we shall also consider interactions of the form
V1,µ(x) = N
µV (N−1x) (4)
with µ > 2. In this case the wave function avoids the interaction regions and
still the scattering length and thus the effect of each interaction is of order N−1.
For 0 < β < 1 the scaling is “softer” and the microscopic structure disap-
pears as N → ∞. Thus the mean field is given by Vϕt = ‖V ‖1|ϕt|2. One can
also argue, that for “soft scalings” the scattering length is in good approxima-
tion given by the first order Born approximation and thus roughly the L1-norm
of the interaction divided by 8π.
Note that the cases β < 0 and β > 1 are of minor interest: In both cases the
interaction becomes negligible. In the case β < 0 the interactions are more or
less constant over the support of Ψ, in the case β > 1 the radius of the support
(and with it the scattering length) of the interaction shrinks faster than N−1.
Thus the effective interaction felt by each particle becomes negligible.
A proof for the cases 0 < β ≤ 1 without external fields based on a hierarchical
method analogous to BBGKY hierarchies can be found in [2, 3]. The simpler,
one dimensional case is treated in [1]. We shall give an alternative proof in
three dimensions including time dependent external potentials and generalize
to scalings of the form (4). Furthermore we shall prove that the convergence
holds uniform in time, assuming that ϕt shows sufficient decay behavior.
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In recent years there has been a growing number of experiments with Bose
Einstein condensates where the influence of the mean field has been analyzed
(see for example [6]). In many of these experiments the condensate propagates
while an external field is present, for example in the well known atomic laser
experiments the condensates are dropped in the gravitational field. Thus a the-
oretical understanding of the dynamics of Bose Einstein condensates in external
fields is appreciated.
2 Formulation of the Problem
2.1 The new method
The method we shall use in this paper is in details explained in [11]. Heuristically
speaking it is based on the idea of counting for each time t the relative number of
those particles which are not in the state ϕt and estimating the time derivative
of that value. To put that onto a rigorous level we need to define some projectors
first.
Definition 2.1 Let ϕ ∈ L2(R3,C).
(a) For any 1 ≤ j ≤ N the projectors pϕj : L2(R3N ,C) → L2(R3N ,C) and
qϕj : L
2(R3N ,C)→ L2(R3N ,C) are given by
pϕj Ψ = ϕ(xj)
∫
ϕ∗(xj)Ψ(x1, . . . , x)d
3xj ∀ Ψ ∈ L2(R3N ,C)
and qϕj = 1− pϕj .
We shall also use the bra-ket notation pϕj = |ϕ(xj)〉〈ϕ(xj)|.
(b) For any 0 ≤ k ≤ N we define the set
Ak := {(a1, a2, . . . , aN ) : aj ∈ {0, 1} ;
N∑
j=1
al = k}
and the orthogonal projector Pϕk acting on L
2(R3N ,C) as
Pϕk :=
∑
a∈Ak
N∏
j=1
(
pϕj
)1−aj (
qϕj
)aj
.
For negative k and k > N we set Pϕk := 0.
(c) For any function m : N2 → R+0 we define the operator m̂ϕ : L2(R3N ,C)→
L2(R3N ,C) as
m̂ϕ :=
N∑
j=0
m(j,N)Pϕj . (5)
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We shall also need the shifted operators m̂ϕd : L
2(R3N ,C) → L2(R3N ,C)
given by
m̂ϕd :=
N+d∑
j=d
m(j + d,N)Pϕj .
2.2 Derivation of the Gross-Pitaevskii equation
This paper deals with the case 0 < β ≤ 1 only. Then (3) becomes the Gross
Pitaevskii equation
i
d
dt
ϕt = (−∆+At)ϕt + 2a|ϕt|2ϕt := hGPϕt . (6)
Following [11] we shall define a functional α : L2(R3N ,C)⊗L2(R3,C)→ R+
such that
(a) ddtα(Ψt, ϕt) can be estimated by α(Ψt, ϕt) + O(1), giving good control of
α(Ψt, ϕt) via Grønwall.
(b) α(Ψ, ϕ) → 0 implies convergence the reduced one particle density matrix
of Ψ to |ϕ〉〈ϕ| in trace norm.
In the case β = 0 it turned out that the choice
α(Ψ, ϕ) =
〈〈
Ψ, (n̂ϕ)
j
Ψ
〉〉
(again n(k,N) =
√
k/N and 〈〈·〉〉 is scalar product on L2(R3N ,C)) for arbi-
trary j > 0 does the job (see for example [11] and [5], where the cases j = 2
respectively j = 1 are treated for different interactions).
Depending on the particular setting slight adjustments of the functional α
are sometimes needed to get sufficient control of ddtα(Ψt, ϕt). When dealing
with interactions which peak very fast as N tends to infinity, adding a func-
tional which takes care of the smoothness of Ψ proves to be helpful. Doing
the estimates it turns out that one needs that ‖∇1qϕ1Ψ‖ is small (see Lemma
4.4 (d)). With the Grønwall argument in mind the first idea one might have
is to add precisely this term to α, but on the other hand the time derivative
of ‖∇1qϕ1Ψ‖ is hard to control. Therefore we add the difference of the energy
per particle of Ψ and the Gross-Pitaevskii-energy of ϕ to our functional. It is
natural to assume that — if µΨ → |ϕ〉〈ϕ| — this difference is initially small and
one expects that during time evolution the energy change per particle of Ψ and
the energy change of ϕ are approximately the same.
Therefore we shall need the energy functional E : L2(R3N ,C)→ R
E(Ψ) = N−1〈〈Ψ, HΨ〉〉 ,
as well as the Gross Pitaevskii energy functional EGP : L2(R3,C)→ R
EGP (ϕ) :=〈∇ϕ,∇ϕ〉+ 〈ϕ, (At + a|ϕ|2)ϕ〉 = 〈ϕ, (hGP − a|ϕ|2)ϕ〉 . (7)
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Doing the estimates it turns out that ‖∇1qϕ1Ψ‖ is small in terms of the energy
difference plus 〈〈Ψ, n̂ϕΨ〉〉. Therefore we choose α in the following way:
Definition 2.2 Let n(k,N) :=
√
k/N . We define for any N ∈ N the functional
α : L2(R3N ,C)× L2(R3,C)→ R+0
α(Ψ, ϕ) := 〈〈Ψ, n̂ϕΨ〉〉+ |E(Ψ)− EGP (ϕ)| .
To get good control of 〈〈Ψt, n̂ϕtΨt〉〉, the solutions ϕt of the Gross Pitaevskii
equation we shall consider have to satisfy some additional conditions.
Definition 2.3 We define the set of “good” solutions of the Gross-Pitaevskii
equation
G := {ϕt : i d
dt
ϕt = h
GPϕt; ‖ϕt‖∞ + ‖∆ϕt‖ <∞ ∀ t ≥ 0} .
Furthermore we shall — depending on β — need some conditions on the in-
teraction Vβ . These conditions shall include the potentials we used in the in-
troduction, i.e. potentials which scale like Vβ(x) = N
−1+3βV (Nβx) as well as
scalings of the form (4) for compactly supported, spherically symmetric, positive
potentials V ∈ L∞.
Definition 2.4 Let a > 0. For any 0 < β ≤ 1 we define the auxiliary set
Uβ := {Vβ pos. and spher. symm., Vβ(x) = 0 ∀ x > RN−β for some R <∞}
as well as the set of potentials with appropriate scaling behavior for 0 < β < 1
Vβ := {Vβ ∈ Uβ : lim
N→∞
N1−3β‖Vβ‖∞ <∞;
lim
N→∞
Nη| ‖NVβ‖1 − 2a| <∞ for some η > 0} ,
and for β = 1
V1 := {V1 ∈ U1 : lim
N→∞
Nη|4πNscat(V1)− a| <∞ for some η > 0} ,
where scat(V ) is the scattering length of the potential V .
With these definitions we arrive at the main Theorem:
Theorem 2.5 Let 0 < β ≤ 1, let Vβ ∈ Vβ, let At be an external potential with
supx∈R3,t∈R |A˙t| < ∞. Let ϕt ∈ G and Ψ0 be symmetric with ‖Ψ0‖ = 1. Then
there exists a η > 0 and constants C1, C2 <∞ such that
α(Ψt, ϕt) ≤ C1eC2(lnN)1/3
∫
t
0
‖ϕs‖∞+‖∇ϕs‖6,loc+‖A˙s‖∞ds
(
α(Ψ0, ϕ0) +N
−η
)
,
(8)
where ‖ · ‖6,loc : L2(R3,C)→ R+ is the “local L6-norm” given by
‖ϕ‖6,loc := sup
x∈R3
‖1|·−x|≤1ϕ‖6 .
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Remark 2.6 (a) Lieb, Seiringer and Yngvason have proven that for the ground
state Ψgs of a trapped Bose gas and the ground state ϕgs of the respective
Gross-Pitaevskii energy functional E(Ψgs) − EGP (ϕgs) → 0 as N → ∞
[9]. In [7] Lieb and Seiringer show that µΨ
gs → |ϕgs〉〈ϕgs|. Hence for the
ground state of a trapped Bose gas limN→∞ α(Ψ
gs, ϕgs) = 0.
(b) For all η > 0 one can find a N > 0 such that (lnN)1/3 < η lnN . Thus
e(lnN)
1/3 ≤ Ceη lnN = CNη, so if α(Ψ0, ϕ0) ≤ CNη for some η > 0 and
if
∫ t
0
‖ϕs‖∞ + ‖∇ϕs‖6,loc + ‖A˙s‖∞ds < ∞ it follows that the right hand
side of (8) is small.
(c) Using Sobolev ‖∇ϕs‖6,loc ≤ ‖∇ϕs‖6 ≤ ‖∆ϕ‖. Thus ‖∇ϕs‖6,loc can be
bounded by the square of the Gross-Pitaevskii Energy.
On the other hand ‖∇ϕs‖6,loc ≤ ‖∇ϕ‖∞. Since we are in the defocussing
regime one expects when the potential is turned of that ‖ϕ‖∞ and ‖∇ϕ‖∞
decay like t−3/2. Whenever
∫∞
0
‖ϕs‖∞ + ‖∇ϕs‖6,loc + ‖A˙s‖∞ds <∞ the
right hand side of (8) is small uniform in t.
(d) It has been shown in [11] that
lim
N→∞
〈〈Ψ, n̂ϕΨ〉〉 = 0
implies weak convergence of the reduced one particle density matrix of Ψ
against |ϕ〉〈ϕ| and vice versus. For other equivalent definitions of asymp-
totic 100% condensation see [10].
(e) The set V1 includes potentials with scalings of the form (4).
2.3 Skeleton of the Proof
We shall prove the Theorem via Grønwall, so our goal is to show that there
exists a η > 0 such that
d
dt
α(Ψt, ϕt) ≤ C(α(Ψt, ϕt) +N−η) . (9)
Therefore we shall define a functional α′ : L2(R3N ,C) ⊗ L2(R3N ,C) → R such
that ddtα(Ψt, ϕt) ≤ α′(Ψt, ϕt). It is convenient to split up α′ = α′0+α′1+α′2 and
treat these summands separately (see Definition 3.5 and Lemma 3.6). Then we
will show that we can find a respective bound for α′(Ψt, ϕt). A nice feature of
the method we use is that we can avoid propagation estimates on Ψt to get (9):
Similar as in in [11] one can estimate the functional α′(Ψ, ϕ) uniform in Ψ and
ϕ in terms of α(Ψ, ϕ) and N−η times some polynomial in ‖ϕ‖∞, ‖∇ϕ‖6,loc and
‖∆ϕ‖ <∞. Under the assumption ϕt ∈ G we get (9).
The proof is organized as follows:
(a) The respective estimates of the α′0,1,2(Ψ, ϕ) shall be given in section 4.
The procedure is similar as in [11]. It turns out that
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• We get good control of α′0 for all 0 < β ≤ 1.
• We get sufficient control of α1 for β < 1/3, only.
• For α2 some of the estimates are in terms of ‖∇1q1Ψ‖ and some
estimates require that β < 1.
So the next step will be to show that ‖∇1q1Ψ‖ is small: For later reference
we shall give in section 4.1 an estimate of the interaction energy and an
implicit estimate on ‖∇1q1Ψ‖ which holds for all 0 < β ≤ 1. The result
will be used in section 4.2 to control ‖∇1q1Ψ‖ in terms of α(Ψ, ϕ) and
N−η for some η > 0 under the restriction 0 < β < 1.
This enables us to finish the proof of the Theorem for β < 1/3 using
Grønwall (section 4.3).
(b) After that we generalize the proof of the Theorem to the case β < 1. We
already have good control of α′0 and α
′
2. To make α
′
1 controllable we use
the microscopic structure to adjust α in such a way that the respective
adjusted α′1 is controllable. Therefore we need some estimates on the
microscopic structure of the wave function. These are given in section 5.1.
In section 5.2 we adjust α and prove, that the adjustment in fact changes
the respective α′1 such that it is controllable for all 0 < β ≤ 1. Then we
complete in section 6.4 the proof of the Theorem for 0 < β < 1.
(c) Our final goal is to treat the case β = 1. To be able to use our results of
the previous sections, we have to generalize our estimates on ‖∇1q1Ψ‖ to
the case β = 1 first. It turns out that ‖∇1q1Ψ‖ is in fact not small for
β = 1: Some non-negligible part of the kinetic energy is used to build up
the microscopic structure in that case. Nevertheless we are able to control
the kinetic energy of q1Ψ outside some small set around the positions of
the other particles (section 6.1).
In the next section we show that this new estimate is in fact sufficient to
recover our old estimates, in particular Lemma 4.4 (d).
Similar as in (b) we now make another adjustment of α using again the
microscopic structure. We adjust α in such a way that the respective α′2
is controllable also for β = 1 (section 6.3).
Finally we complete the proof of the Theorem (section 6.4).
3 Preliminaries
Notation 3.1 (a) Throughout the paper hats ·̂ shall solemnly be used in
the sense of Definition 2.1 (c). The label n shall always be used for the
function n(k,N) =
√
k/N .
(b) In the following we shall omit the upper index ϕ on pj, qj, Pj, Pj,k and ·̂.
It shall be replaced exclusively in a few formulas where their ϕ-dependence
plays an important role.
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(c) We shall need the operator HGP :=
∑
j=1 h
GP
j , where h
GP
j is the Gross
Pitaevskii (6) operator acting on the jth particle.
(d) In our estimates below we shall need the operator norm ‖ · ‖op defined for
any linear operator f : L2(R3N ,C)→ L2(R3N ,C) by
‖f‖op := sup
‖Ψ‖=1
‖fΨ‖ .
(e) Constants appearing in estimates will generically be denoted by C. We
shall not distinguish constants appearing in a sequence of estimates, i.e.
in X ≤ CY ≤ CZ the constants may differ.
First we need some properties of the objects defined in Definition 2.1
Lemma 3.2 (a) For any weights m, r : N2 → R+0 we have that
m̂r̂ = m̂r = r̂ m̂ m̂pj = pjm̂ m̂Pk = Pkm̂ .
(b) Let n : N2 → R+0 be given by n(k,N) :=
√
k/N . Then the square of n̂
(c.f. (5)) equals the relative particle number operator of particles not in
the state ϕ, i.e.
(n̂)
2
= N−1
N∑
j=1
qj . (10)
(c) For any weight m : N2 → R+0 and any function f : R6 → R and any
j, k = 0, 1, 2
m̂Qjf(x1, x2)Qk = Qjf(x1, x2)m̂j−kQk ,
where Q0 := p1p2, Q1 ∈ {p1q2, q1p2} and Q2 := q1q2.
(d) For any weight m : N2 → R+0 and any function f : R6 → R
[f(x1, x2), m̂] = [f(x1, x2), p1p2(m̂− m̂2) + p1q2(m̂− m̂1) + q1p2(m̂− m̂1)]
(e) Let f ∈ L1, g ∈ L2, h ∈ L3 with h(x) = 0 for all |x| > 0.
‖pjf(xj − xk)pj‖op ≤‖f‖1‖ϕ‖2∞ , (11)
‖g(xj − xk)pj‖op ≤‖g‖2‖ϕ‖∞ , (12)
‖h(xj − xk)∇pj‖op ≤‖h‖3‖∇ϕ‖6,loc . (13)
Proof:
(a) follows immediately from Definition 2.1, using that pj and qj are orthog-
onal projectors.
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(b) Note that ∪Nk=0Ak = {0, 1}N , so 1 =
∑N
k=0 Pk. Using also (qk)
2 = qk and
qkpk = 0 we get
N−1
N∑
k=1
qk = N
−1
N∑
k=1
qk
N∑
j=0
Pj = N
−1
N∑
j=0
N∑
k=1
qkPj = N
−1
N∑
j=0
jPj
and (b) follows.
(c) Using the definitions above we have
m̂Qjf(x1, x2)Qk =
N∑
l=0
m(l)PlQjf(x1, x2)Qk
The number of projectors qj in PlQj in the coordinates j = 3, . . . , N
is equal to l − j. The pj and qj with j = 3, . . . , N commute with
Qjf(x1, x2)Qk. Thus PlQjf(x1, x2)Qk = Qjf(x1, x2)QkPl−j+k and
m̂Qjf(x1, x2)Qk =
N∑
l=0
m(l)Qjf(x1, x2)QkPl−j+k
=
N+k−j∑
l=k−j
Qjf(x1, x2)m(l + j − k)PlQk = Qjf(x1, x2)m̂j−kQk .
(d) First note that
[f(x1, x2), m̂]− [f(x1, x2), p1p2(m̂− m̂2) + p1q2(m̂− m̂1) + q1p2(m̂− m̂1)]
=[f(x1, x2), q1q2m̂] + [f(x1, x2), p1p2m̂2 + p1q2m̂1 + q1p2m̂1] . (14)
We shall show that the right hand side is zero. Multiplying the right hand
side with p1p2 from the left one gets
p1p2f(x1, x2)q1q2m̂+ p1p2f(x1, x2)p1p2m̂2 − p1p2m̂2f(x1, x2)
+ p1p2f(x1, x2)p1q2m̂1 + p1p2f(x1, x2)q1p2m̂1
Using (c) the latter is zero. Multiplying (14) with p1q2 from the left one
gets
p1q2f(x1, x2)q1q2m̂+ p1q2f(x1, x2)p1p2m̂2 + p1q2f(x1, x2)p1q2m̂1
+ p1q2f(x1, x2)q1p2m̂1 − p1q2m̂1f(x1, x2)
Using (c) the latter is zero. Also multiplying with q1p2 yields zero due to
symmetry in interchanging x1 with x2. Multiplying (14) with q1q2 from
the left one gets
q1q2f(x1, x2)m̂q1q2 − q1q2m̂f(x1, x2) + q1q2f(x1, x2)p1p2m̂2+
q1q2f(x1, x2)p1q2m̂1 + q1q2f(x1, x2)q1p2m̂1
which is again zero, thus (14).
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(e) To show (11) we use the notation pj = |ϕ(xj)〉〈ϕ(xj)|
pjf(xj − xk)pj =|ϕ(xj)〉〈ϕ(xj)|f(xj − xk)|ϕ(xj)〉〈ϕ(xj)|
= |ϕ(xj)〉〉(f ⋆ |ϕ|2)(xk)〈ϕ(xj)| = pj(f ⋆ |ϕ|2)(xk) . (15)
It follows that
‖pjf(xj − xk)pj‖op ≤ ‖f‖1‖ϕ‖2∞ .
With Young we get (11).
For (12) we write
‖g(xj − xj)pj‖2op = sup
‖Ψ‖=1
‖g(xj − xj)pjΨ‖2 =
= sup
‖Ψ‖=1
〈〈Ψ, pjg(xj − xj)2pjΨ〉〉
≤‖pjg(xj − xj)2pj‖op .
With (11) we get (12). For (13) we have using Young’s inequality
‖h(xj − xk)∇pj‖op ≤ sup
y∈R3
|〈∇ϕ, h2(· − y)∇ϕ〉|1/2
≤ sup
y∈R3
‖h2‖1/23/2‖1|·−y|≤1|∇ϕ|2‖
1/2
3
=‖h‖3‖∇ϕ‖6,loc .

When doing the estimates we will encounter wave functions where some of the
symmetry is broken (at this point the reader should exemplarily think of the
wave function Vβ(x1 − x2)Ψ which is not symmetric under exchange of the
variables x1 and x3 for example). Therefore we want to formulate some of our
results for wave functions which are not symmetric under exchange of any two
variables xj , xk. This leads to the following definition
Definition 3.3 We define for any finite setM⊂ N the space HM ⊂ L2(R3N ,C)
of functions which are symmetric in all variables but those in M
Ψ ∈ HM ⇔Ψ(x1, . . . , xj , . . . , xk, . . . , xN ) = Ψ(x1, . . . , xk, . . . , xj , . . . , xN )
for all j, k /∈ M .
and the operator norm ‖ · ‖M on HM → L2(R3N ,C) by
‖A‖M := sup
Ψ,χ∈HM;‖Ψ‖=‖χ‖=1
〈〈χ,AΨ〉〉 .
With Definition 2.1 we arrive directly at the following Lemma based on
combinatorics of the pj and qj :
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Lemma 3.4 For any f : N2 → R+0 and any finite set Ma ⊂ N with 1 /∈ Ma
and any finite set Mb ⊂ N with 1, 2 /∈Mb there exists a C >∞ such that∥∥∥f̂ q1Ψ∥∥∥2 ≤C‖f̂ n̂Ψ‖2 for any Ψ ∈ HMa , N > |Ma| (16)∥∥∥f̂q1q2Ψ∥∥∥2 ≤C‖f̂(n̂)2Ψ‖2 for any Ψ ∈ HMb , N > |Mb| . (17)
Proof: Let Ψ ∈ HMa for some finite set 1 ∈Ma ⊂ N. For (16) we can write
using symmetry of Ψ and Lemma 3.2 (b)
‖f̂ n̂Ψ‖2 =〈〈Ψ, (f̂)2(n̂)2Ψ〉〉 = N−1
N∑
k=1
〈〈Ψ, (f̂)2qkΨ〉〉
≥N−1
∑
k/∈Ma
〈〈Ψ, (f̂)2qkΨ〉〉 = N − |Ma|
N
〈〈Ψ, (f̂)2q1Ψ〉〉
=
N − |Ma|
N
‖f̂q1Ψ‖2 .
Similarly we have for Ψ ∈ HMb
‖f̂(n̂)2Ψ‖2 =〈〈Ψ, (f̂)2(n̂)4Ψ〉〉 ≥ N−2
∑
j,k/∈Mb
〈〈Ψ, (f̂)2qjqkΨ〉〉
=
N − |M|(N − |M| − 1)
N2
〈〈Ψ, (f̂)2q1q2Ψ〉〉+ |M|
N2
〈〈Ψ, (f̂)2q1Ψ〉〉
≥N − |M|(N − |M| − 1)
N2
‖f̂q1q2Ψ‖
and the Lemma follows.

Our next step is to define the functionals α′j , j = 0, 1, 2 which, as explained
above, control the time derivative of α(Ψt, ϕt).
Definition 3.5 Using the notation
Zβ(xj , xk) := Vβ(xj − xk)− 2a
N − 1 |ϕ|
2(xj)− 2a
N − 1 |ϕ|
2(xk)
we define functionals α′0,1,2 : L
2(R3N ,C)→ R+ by
α′0(Ψ, ϕ) =
∣∣∣〈〈Ψt, A˙Ψt〉〉 − 〈ϕ, A˙ϕ〉∣∣∣ (18)
α′1(Ψ, ϕ) =2N(N − 1)ℑ (〈〈Ψ, Zβ(x1, x2)p1p2(n̂− n̂2)Ψ〉〉) (19)
α′2(Ψ, ϕ) =4N(N − 1)ℑ (〈〈Ψ, Zβ(x1, x2)p1q2(n̂− n̂1)Ψ〉〉) . (20)
Lemma 3.6 For any solution of the Schro¨dinger equation Ψt and any solution
of the Gross-Pitaevskii equation ϕt we have∣∣∣∣ ddtα(Ψt, ϕt)
∣∣∣∣ ≤
2∑
j=0
α′j(Ψt, ϕt) . (21)
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Proof: For the proof of the Lemma we shall restore the upper index ϕt to
pay respect to the time dependence of n̂ϕt . We have for the time derivative of
the first summand of α
d
dt
〈〈Ψt, n̂ϕtΨt〉〉 =− i〈〈HΨt, n̂ϕt Ψt〉〉+ i〈〈Ψt, n̂ϕt HΨt〉〉
+ i〈〈Ψt, [HGPt , n̂ϕt ]Ψt〉〉
=− i〈〈Ψt, [H −HGPt , n̂ϕt ]Ψt〉〉
=− iN(N − 1)〈〈Ψt, [Zβ(x1, x2), n̂ϕt ]Ψt〉〉 .
Using Lemma 3.2 (d) it follows that the latter equals
− iN(N − 1)〈〈Ψt, [Zβ(x1, x2), p1p2(n̂ϕt − n̂ϕt2 )]Ψt〉〉
− 2iN(N − 1)〈〈Ψt, [Zβ(x1, x2), p1q2(n̂ϕt − n̂ϕt1 )]Ψt〉〉 .
Since Zβ is selfadjoint this is α
′
1 + α
′
2.
For the second summand of α we have
d
dt
(E(Ψt)− EGP (ϕt)) = 〈〈Ψt, A˙t(x1)Ψt〉〉 − 〈ϕt, a( d
dt
|ϕt|2
)
ϕt〉
− 〈ϕt, A˙tϕt〉 − 〈ϕt, [(hGP − a|ϕt|2), hGP ]ϕt〉
=〈〈Ψt, A˙t(x1)Ψt〉〉 − 〈ϕt, A˙tϕt〉+ 〈ϕt, [a|ϕt|2, hGP ]ϕt〉
− 〈ϕt, [a|ϕt|2, hGP ]ϕt〉 . (22)
Hence
d
dt
∣∣E(Ψt)− EGP (ϕt)∣∣ ≤ α′0(Ψ, ϕ) (23)
which proves the Lemma.

4 Control of the α′ for β < 1/3
As a first step we shall prove the Theorem for scalings β < 1/3. It is not
surprising that this case is special: β < 1/3 means that the mean distance of
two particle is much smaller than the radius of the support of the interactions
as N →∞. Thus we are in a regime where for |Ψ|2-typical configurations many
of the interactions overlap and one arrives directly at a mean field picture.
Our goal is now to control the functionals α′0,1,2 in such a way, that we can
conclude that α(Ψt, ϕt) is small via Grønwall. Remember that for the ϕ’s we
are interested in ‖ϕ‖∞, and ‖∇ϕ‖6,loc ≥ ‖∆ϕ‖ are bounded (see Definition 2.3).
Hence it is sufficient to estimate α′j , j = 0, 1, 2 in terms of α + N
−η for some
η > 0 times an arbitrary polynomial in ‖ϕ‖∞, ‖∇ϕ‖6,loc and ‖∆ϕ‖. So we
define
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Definition 4.1 The set F of functionals L2(R3,C)→ R+ is given by
K ∈ F ⇔ there exists a polynomial K : (R+)3 → R+ such that
K(ϕ) = K(‖ϕ‖∞, ‖∆ϕ‖) .
And we want to show that for some K ∈ F , some η > 0 and j = 0, 1, 2
α′j ≤ K(ϕ)(α(Ψ, ϕ) +N−η)
uniform in (Ψ, ϕ) ∈ L2(R3N ,C)⊗ L2(R3,C).
Rewrite α′1,2 multiplying Zβ with 1 = p1p1 + p1q2 + q1p2 + q1q1 from the
right. Lemma 3.2 (c) shows that
p1p2Zβ(x1, x2)p1p2(n̂− n̂2) = p1p2(n̂− n̂2)Zβ(x1, x2)p1p2
is selfadjoint and so is p1q2Zβ(x1, x2)p1q2(n̂− n̂1).
The operator q1p2Zβ(x1, x2)p1q2(n̂ − n̂1) is invariant under adjunction plus si-
multaneous exchange of the variable x1 and x2. Thus the sandwiches with Ψ of
the respective operators are real and using Lemma 3.2 (c)
α′1(Ψ, ϕ) =4N(N − 1)ℑ (〈〈Ψ, p1q2(n̂−1 − n̂1)Zβ(x1, x2)p1p2Ψ〉〉) (24)
+ 2N(N − 1)ℑ (〈〈Ψ, q1q2(n̂−2 − n̂)Zβ(x1, x2)p1p2Ψ〉〉) (25)
α′2(Ψ, ϕ) =4N(N − 1)ℑ (〈〈Ψ, p1p1Zβ(x1, x2)p1q2(n̂− n̂1)Ψ〉〉) (26)
+ 4N(N − 1)ℑ (〈〈Ψ, q1q2(n̂−1 − n̂)Zβ(x1, x2)p1q2Ψ〉〉) . (27)
The task of this section is to estimate all the terms on the right hand sides
of (24) and (26) as well as α′0. This will be done in Lemma 4.4 below, but let
us first give some heuristic arguments why they are small
• From a physical point of view (24) and (26) are the most important. Here
we use that in leading order the interaction and the mean field cancel out.
Note first that one of the mean field parts in Zβ is zero: pjqj = 0, thus
p1q1a|ϕ(x1)|p1p2 = 0. For the interaction part in Zβ we use formula (15):
p1Vβ(x1 − x2)p1 = Vβ ⋆ |ϕ|2(x2)p1. Since Vβ is δ-like and its integral is
a/N the latter is ≈ a|ϕ|2(x2)p1, cancelling out most of the mean field part
in Zβ . Thus (24) and (26) are small.
• Since there is neither a p1 nor p2 on the left side of Vβ in (25) the latter
seems at first view to grow with N . It is indeed not small for general
non-symmetric normalized Ψ: If all the mass of Ψ was concentrated in
an area where x1 ≈ x2 (which is of course not possible for symmetric Ψ),
then (25) would in fact grow with N . So to estimate (25) we have to use
symmetry of Ψ. The trick is to estimate
2Nℑ

〈〈(n̂−2 − n̂)q1Ψ, N∑
j=2
qjZβ(x1, xj)p1pjΨ〉〉


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which is for symmetric Ψ equal to (25). Note that in view of Lemma 3.2
(b) (n̂−2 − n̂)q1Ψ is of order N−1. Using Cauchy Schwarz we have to
control
‖
N∑
j=2
qjZβ(x1, xj)p1pjΨ‖2 =
∑
2≤j≤N
〈〈Ψ, p1pjZβ(x1, xj)qjZβ(x1, xj)p1pjΨ〉〉
+2
∑
2≤k<j≤N
〈〈Ψ, p1pkZβ(x1, xk)qkqjZβ(x1, xj)p1pjΨ〉〉
The first line has only N summands. Since ‖Vβ‖1 is of order N−1 this line
is small if ‖Vβ‖∞ ≪ 1 which is the case for β < 1/3.
For the second line we can write∑
2≤k<j≤N
〈〈
√
Zβ(x1, xk)pk
√
Zβ(x1, xj)p1qjΨ,
√
Zβ(x1, xj)pj
√
Zβ(x1, xk)p1qkΨ〉〉 .
Now we have enough projectors p on both sides of the interactions to be
able to integrate them against ϕ (c.f. Lemma 3.2 (e)) and it is clear that
it at least does not grow with N . Below we shall show that for β < 1/3
(25) and (26) are in fact bounded by α+N−η for some η > 0.
• To show that (27) is small one needs to use smoothness of Ψ. We do so in
the following way: We introduce a potential Uβ1,β with moderate scaling
behavior and the same L1 norm as Vβ . This is done in definition 4.2. The
scaling β1 of Uβ1,β will be chosen such that (27) with Vβ replaced by Uβ1,β
can be controlled. The difference — (27) with Vβ replaced by Vβ − Uβ1,β
— we integrate by parts. It follows that (27) can be controlled in terms
of ‖∇1q1Ψ‖ which is small in view of Lemma 4.6.
Before we prove the Theorem let us first do the preparations needed to
control (27) as explained right above, i.e. introduce the smeared out interaction
Uβ1,β .
Definition 4.2 For any 0 ≤ β1 ≤ β ≤ 1 and any Vβ ∈ Vβ we define
Uβ1,β(x) :=
{
3
4pi‖Vβ‖1N3β1 , for x < N−β1 ;
0, else.
and
hβ1,β(x) :=
∫
|x− y|−1(Vβ(y)− Uβ1,β(y))d3y (28)
Lemma 4.3 For any 0 ≤ β1 ≤ β < 1 and any Vβ ∈ Vβ
∆h =Vβ − Uβ1,β , Uβ1,β ∈ Vβ1 , (29)
‖hβ1,β‖ ≤CN−1−β1/2 , ‖hβ1,β‖3 ≤ CN−1(lnN)1/3 , (30)
‖∇hβ1,β‖1 ≤CN−1−β1 , ‖∇hβ1,β‖ ≤ CN−1+β/2 . (31)
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Proof: The Lemma gives in fact a well known result of standard electrostat-
ics: Vβ can be understood as a given charge density, Uβ1,β was defined in such
a way, that the “total charge” is zero. Hence the potential hβ,β1 is constant
outside the support of Uβ1,β in our case, by definition (hβ,β1(x) = 0 decays like
x−1 as x→∞) this constant is zero.
The first statement of the Lemma is almost trivial
∆h(x) =
∫
∆|x − y|−1(Vβ(y)− Uβ1,β(y))d3y
=Vβ(x)− Uβ1,β(x) .
By definition Uβ1,β ∈ Uβ1 , ‖Uβ1,β‖1 = ‖Vβ‖1 and limN→∞N1−3β1‖Uβ1,β‖∞ <
∞. Since Vβ ∈ Vβ we get that limN→∞N1+η(‖Uβ1,β‖1 − a/N) < ∞ implying
Uβ1,β ∈ Vβ1 which completes the proof of line (29). Since ‖Uβ1,β‖1 = ‖Vβ‖1
and ∆h(x) = 0 for x > N−β1 it follows that h = 0 for x > N−β1 . Further-
more |hβ1,β(x)| < CN−1|x|−1 and |∇hβ1,β(x)| < CN−1|x|−2, implying the two
equations in line (30) as well as the first equation in (31).
To get the second equation in (31) we write for ∇hβ1,β
∇hβ1,β(x) =
∫
1|x−y|<N−β
x− y
|x− y|3 (Vβ(y)− Uβ1,β(y))d
3y
+
∫
1|x−y|>N−β
x− y
|x− y|3 (Vβ(y)− Uβ1,β(y))d
3y
Using Young’s inequality it follows that
‖∇hβ1,β‖∞ ≤
∥∥∥∥1|·|<N−β (·)| · |3
∥∥∥∥
1
(‖Vβ‖∞ + ‖Uβ1,β‖∞)
+
∥∥∥∥1|·|>N−β (·)| · |3
∥∥∥∥
∞
(‖Vβ‖1 + ‖Uβ1,β‖1)
≤CN−βN−1+3β + CN2βN−1 .
Since |∇hβ1,β| < CN−1|x|−2
‖∇hβ1,β‖2 ≤C
∫ ∞
N−β
N−2|x|−4dx+ CN−3β‖∇hβ1,β‖2∞
≤CN−2+β + CN−2+β .

We now arrive at the central point of this section which is estimating α′0
(18), α′1 ((24) and (25)) and α
′
2 ((26) and (27)) following the strategy explained
above.
Lemma 4.4 Let M⊂ N with 1, 2 /∈ M and m : N2 → R+ with m ≤ n−1.
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(a) Let 0 < β ≤ 1, f ∈ L∞. Then there exists a C <∞ such that
|〈〈Ψ, f(x1)Ψ〉〉 − 〈ϕ, f(x)ϕ〉| ≤ 2‖f‖∞Cα(Ψ, ϕ)
for any Ψ ∈ HM.
(b) Let 0 < β ≤ 1, Vβ ∈ Uβ with limN→∞Nη(N‖Vβfβ1,β‖1 − a‖ ≤ ∞ for
some η > 0. Then there exists a K ∈ F and a η > 0 such that
N‖p1p2Zβ(x1, x2)q1p2m̂‖M ≤ K(ϕ)‖ϕ‖∞N−η
(c) Let 0 < β < 1/3, Vβ ∈ Vβ. Then there exists a K ∈ F and a η > 0 such
that
N |〈〈Ψp1p2Zβ(x1, x2)m̂q1q2χ〉〉| ≤ K(ϕ)‖ϕ‖∞((〈〈Ψ, n̂Ψ〉〉〈〈χ, n̂χ〉〉)1/2+N−η) .
for any Ψ, χ ∈ HM.
(d) Let 0 < β < 1, Vβ ∈ Vβ. Then there exists a K ∈ F and a η > 0 such that
N |〈〈Ψp1q2Zβ(x1, x2)m̂q1q2Ψ〉〉| ≤K(ϕ)(‖ϕ‖∞ + (lnN)1/3‖∇ϕ‖6,loc)
(〈〈Ψ, n̂Ψ〉〉+ ‖∇1q1Ψ‖2 +N−η) .
for any symmetric Ψ (i.e. Ψ ∈ H∅).
Proof:
(a) Using 1 = p1 + p2 and Lemma 3.4
|〈〈Ψ, f(x1)Ψ〉〉 − 〈ϕ, f(x)ϕ〉|
=
∣∣〈〈Ψ, p1f(x1)p1Ψ〉〉 − 〈ϕ, f(x)ϕ〉 + 2ℜ (〈〈Ψ, q1f(x1)p1Ψ〉〉)
+ 〈〈Ψ, q1f(x1)q1Ψ〉〉
∣∣
≤(1 − ‖p1Ψ‖2)〈ϕ, f(x)ϕ〉 + 2
∣∣∣ℜ(〈〈Ψ, q1n̂−1/2f(x1)n̂1/21 p1Ψ〉〉)∣∣∣
+ 〈〈Ψ, q1f(x1)q1Ψ〉〉
≤α(Ψ, ϕ)‖f‖∞ + Cα(Ψ, ϕ)‖f‖∞ + α(Ψ, ϕ)‖f‖∞ .
(b) In view of 3.4
N〈〈Ψ, p1p2Zβ(x1, x2)q1p2m̂Ψ〉〉 ≤N‖p1p2Zβ(x1, x2)q1p2‖op‖q1m̂Ψ‖
≤CN‖p1p2Zβ(x1, x2)q1p2‖op .
‖p1p2Zβ(x1, x2)q1p2‖op can be estimated using p1q1 = 0 and (15):
‖p1p2(Vβ(x1 − x2)− 2a
N − 1 |ϕ(x1)|
2 − 2a
N − 1 |ϕ(x2)|
2)q1p2‖op
=‖p1p2(Vβ(x1 − x2)− 2a
N − 1 |ϕ(x1)|
2p2‖op
≤‖p1p2
(
(Vβ ⋆ |ϕ|2)(x1)− 2a
N − 1 |ϕ(x1)|
2
)
‖op
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We introduce aN := ‖Vβ‖1 Since Vβ ∈ Vβ we can find a η > 0 such that
≤‖p1
(
(Vβ − aNδ) ⋆ |ϕ|2
)
(x1)‖op + CN−η‖ϕ‖2∞
≤‖ϕ‖∞‖(Vβ − aNδ) ⋆ |ϕ|2‖+ CN−η‖ϕ‖2∞ .
Let h ∈ L∞ be given by
∆h(x) = Vβ(x)− aNδ(x) .
As above (see Lemma 4.3) we have that h(x) = 0 for x > RN−β, where
RN−β is the radius of the support of Vβ and that ‖∇h‖1 ≤ N−1−β . Partial
integration and Young’s inequality give that
‖(Vβ − aNδ) ⋆ |ϕ|2‖ =‖(∇h) ⋆ (∇|ϕ|2)‖
≤‖∇h‖1‖∇|ϕ|2‖ ≤ 2‖∇h‖1‖∇ϕ‖ ‖ϕ‖∞ .
Hence
‖p1p2
(
(Vβ ⋆ |ϕ|2)(x1)− 2a
N − 1 |ϕ(x1)|
2
)
p2‖op ≤ C‖ϕ‖∞N−η(‖∇ϕ‖ + ‖ϕ‖∞)
(32)
for some η > 0 and (b) follows.
(c) Let us first find an upper bound for
‖
∑
j∈M
qjf(x1, xj)r̂ p1pjΨ‖2
for general r : N2 → R+, f ∈ L2 ∩ L1 and Ψ ∈ HM with 1, 2 /∈ M. Using
Lemma 3.4
‖
∑
j /∈M
qjf(x1 − xj)r̂ p1pjΨ‖2 (33)
=
∑
j 6=k/∈M
〈〈r̂ p1pjΨ, f(x1 − xj)qjqkf(x1 − xk)pkp1r̂Ψ〉〉
+
∑
j /∈M
〈〈r̂Ψ, p1pjf(x1 − xj)qjf(x1 − xj)p1pj r̂Ψ〉〉
≤
∑
j 6=k/∈M
〈〈qk r̂Ψ, p1
√
f(x1 − xk)pj
√
f(x1 − xj)
√
f(x1 − xk)pk
√
f(x1 − xj)p1qj r̂Ψ〉〉
+
∑
j /∈M
〈〈r̂Ψ, p1pjf(x1 − xj)f(x1 − xj)p1pj r̂Ψ〉〉
≤N2‖
√
f(x1 − x2)p1‖4op ‖q2r̂Ψ‖2 +N‖f2‖1‖ϕ‖2∞‖r̂ ‖2op
≤N2‖ϕ‖4∞‖f‖21 ‖n̂r̂Ψ‖2 +N‖f‖2‖ϕ‖2∞ sup
1≤k≤N
|r(k,N)2| .
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We now come back to (c). We define for some ε > 0 we shall specify below
the functions ma,b : N2 → R+ by
ma(k,N) := m(k,N) for k < N1−ε ; ma(k,N) = 0 for k ≥ N1−ε
and mb = m −ma. Note also that p2|ϕ(x1)|2q2 = p1|ϕ(x2)|2q1 = 0. It
follows that (c) is bounded by
N |〈〈Ψ, p1p2Vβ(x1 − x2)m̂aq1q2χ〉〉|+N |〈〈Ψ, p1p2Vβ(x1 − x2)m̂bq1q2χ〉〉| .
(34)
Defining also g : N2 → R+ by g(k,N) = 1 for k < N1−ε, g(k,N) = 0 for
k ≥ N1−ε we have that ma = mag and the first summand in (34) equals
N〈〈Ψ, ĝ2p1p2Vβ(x1 − x2)q1q2m̂aχ〉〉
=N(N − |M| − 1)−1〈〈Ψ,
∑
j /∈M
ĝ2p1pjVβ(x1 − xj)q1qjm̂aχ〉〉
≤‖
∑
j /∈M
ĝ2qjVβ(x1 − xj)p1pjΨ‖ ‖m̂aq1χ‖ . (35)
In view of (33) and Lemma 3.4 the latter is bounded by
N‖ϕ‖2∞‖Vβ‖1 ‖n̂ĝ2χ‖+N1/2‖Vβ‖ ‖ϕ‖∞ sup
1≤k≤N
|g(k,N)|
≤CN−ε/2‖ϕ‖2∞ + CN−1/2+3β/2‖ϕ‖∞ .
Using Lemma 3.4 the second summand in (34) is bounded by
N〈〈Ψ, p1p2f(x1, x2)q1q2m̂bχ〉〉
=N(N − |M| − 1)−1〈〈Ψ,
∑
j /∈M
(m̂b2)
1/2p1pjf(x1, xj)q1qj(m̂
b)1/2χ〉〉
≤C‖
∑
j /∈M
qjf(x1, xj)(m̂
b
2)
1/2p1pjΨ‖ ‖(m̂b)1/2q1χ‖
≤C‖
∑
j /∈M
qjf(x1, xj)(m̂
b
2)
1/2p1pjΨ‖
√
α(χ, ϕ) . (36)
Since m(k,N) <
√
N/k one has sup1≤k≤N |(mb(k,N))1/2| = Nε/4 and
‖(m̂b2)1/2n̂Ψ‖2 ≤ C‖n̂1/22 Ψ‖2 ≤ Cα(Ψ, ϕ) + CN−1/2 .
Thus (33) and Lemma 3.4 imply that the second summand in (34) is
bounded by
C
√
α(χ, ϕ)
(
N‖ϕ‖2∞‖f‖1
√
α(Ψ, ϕ) +N1/2‖f‖ ‖ϕ‖∞Nε/4
)
≤C‖ϕ‖2∞
√
α(χ, ϕ)α(Ψ, ϕ) + CN−1/2−3β/2+ε‖ϕ‖∞
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Summarizing we have that
N |〈〈Ψ, p1p2f(x1, x2)m̂q1q2Ψ〉〉| ≤C‖ϕ‖2∞
√
α(χ, ϕ)α(Ψ, ϕ)
+ C‖ϕ‖∞N (−1+3β)/2+ε/4 + C‖ϕ‖2∞N−ε/2 .
Choosing 0 < ε < (−1+3β)/2 and η < min{−1+3β+2ε, ε/2} (c) follows.
(d) Let Uβ1,β be given by definition 4.2. As a first step we show that for
0 ≤ β1 < β < 1 and for hβ1,β given by Definition 4.2 there exists a K ∈ F
and a η > 0 such that
N〈〈Ψ,p1q2(Vβ(x1 − x2)− Uβ1,β(x1 − x2))m̂q1q2Ψ〉〉 (37)
≤K(ϕ)(‖ϕ‖∞ + ‖∇ϕ‖6,loc(lnN)1/3)
(〈〈Ψ, n̂Ψ〉〉+N−β1‖∇1q1Ψ‖2 +N−η) .
Lemma 4.3 and integration by parts gives
N〈〈Ψ,p1q2(Vβ(x1 − x2)− Uβ1,β(x1 − x2))m̂q1q2Ψ〉〉
=N |〈〈Ψ, q1p2m̂1(∇1hβ1,β(x1 − x2))q2∇1q1Ψ〉〉| (38)
+N |〈〈∇1q1Ψ, p2(∇1hβ1,β(x1 − x2))q1q2m̂Ψ〉〉| . (39)
For (38) we write
(38) ≤N(N − 1)−1|〈〈Ψ,
N∑
k=2
q1pkm̂1(∇1hβ1,β(x1 − xk))qk∇1q1Ψ〉〉|
≤C‖
N∑
k=2
qk(∇1hβ1,β(x1 − xk))q1pkm̂1Ψ‖ ‖∇1q1Ψ‖ .
For the first factor we have
‖
N∑
k=2
qk(∇1hβ1,β(x1 − xk))q1pkm̂1Ψ‖2
≤2|〈〈Ψ,
∑
2≤k<j≤N
q1pjm̂1(∇1hβ1,β(x1 − xj))qj (40)
qk(∇1hβ1,β(x1 − xk))q1pkm̂1Ψ〉〉|
+ |〈〈Ψ,
∑
2≤k≤N
q1pkm̂1(∇1hβ1,β(x1 − xk)) (41)
qk(∇1hβ1,β(x1 − xk))q1pkm̂1Ψ〉〉| .
Using that ∇1hβ1,β(x1 − xk) = −∇khβ1,β(x1 − xk) and integrating by
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parts gives
(40)
≤N2|〈〈Ψ, q3q1p2m̂1(∇3hβ1,β(x1 − x3))(∇2hβ1,β(x1 − x2))q2q1p3m̂1Ψ〉〉|
≤N2|〈〈∇2∇3q3q1p2m̂1Ψ, hβ1,β(x1 − x2)hβ1,β(x1 − x3)q2q1p3m̂1Ψ〉〉|
+N2|〈〈∇3q3q1p2m̂1Ψ, hβ1,β(x1 − x2)hβ1,β(x1 − x3)∇2q2q1p3m̂1Ψ〉〉|
+N2|〈〈q3q1∇2p2m̂1Ψ, hβ1,β(x1 − x2)hβ1,β(x1 − x3)q2q1∇3p3m̂1Ψ〉〉|
+N2|〈〈q3q1p2m̂1Ψ, hβ1,β(x1 − x2)hβ1,β(x1 − x3)∇2∇3q2q1p3m̂1Ψ〉〉|
≤N2‖∇3q3q1m̂1Ψ‖ ‖hβ1,β(x1 − x2)∇2p2‖op‖hβ1,β(x1 − x3)p3‖op‖q2q1m̂1Ψ‖
+N2‖∇3q3q1m̂1Ψ‖ ‖p2hβ1,β(x1 − x2)‖op‖hβ1,β(x1 − x3)p3‖op‖∇2q2q1m̂1Ψ‖
+N2‖q3q1m̂1Ψ‖ ‖hβ1,β(x1 − x2)∇2p2‖op‖hβ1,β(x1 − x3)∇3p3‖op‖q2q1m̂1Ψ‖
+N2‖q3q1m̂1Ψ‖ ‖hβ1,β(x1 − x2)p2‖op‖hβ1,β(x1 − x3)∇3p3‖op‖∇2q2q1m̂1Ψ‖ .
Note that
q1∇2q2m̂Ψ =q1p2∇2q2m̂Ψ+ q1q2∇2q2m̂Ψ
=q1p2m̂1∇2q2Ψ+ q1m̂q2∇2q2Ψ .
With Lemma 3.4 it follows that
‖q1∇2q2m̂Ψ‖ ≤ C‖∇2q2Ψ‖ . (42)
This and Lemma 3.2 (e) give
(40) ≤ C(N2‖∇1q1Ψ‖2‖h‖22‖ϕ‖2∞ +N2〈〈Ψ, n̂Ψ〉〉‖q1Ψ‖2‖h‖23‖∇ϕ‖26,loc) .
with Lemma 4.3 it follows that
(40) ≤ C(N−β1‖ϕ‖2∞‖∇1q1Ψ‖2 + 〈〈Ψ, n̂Ψ〉〉‖q1Ψ‖2‖∇ϕ‖26,loc(lnN)2/3) .
For (41) we have
(41) ≤N‖m̂1q1Ψ‖2‖p2(∇1hβ1,β(x1 − x2))‖2op
≤CN1−2+β‖ϕ‖2∞ .
It follows that (38) is bounded by the right hand side of (37).
To control (39) we use once more that
∇1hβ1,β(x1 − x2) = −∇2hβ1,β(x1 − x2)
and integrate by parts
(39) ≤|〈〈∇2p2∇1q1Ψ, hβ1,β(x1 − x2)q1q2m̂Ψ〉〉|
+ |〈〈∇1q1Ψ, p2hβ1,β(x1 − x2)q1∇2q2m̂Ψ〉〉|
≤‖∇1q1Ψ‖‖hβ1,β(x1 − x2)∇2p2‖op‖q1q2m̂Ψ‖
+ ‖∇1q1Ψ‖ ‖p2hβ1,β(x1 − x2)‖op‖q1∇2q2m̂Ψ‖
≤C‖∇1q1Ψ‖
(
‖q1Ψ‖ (lnN)1/3‖∇ϕ‖6,loc +N−β1‖ϕ‖∞‖∇1q1Ψ‖
)
.
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and (37) follows.
Now (37) together with Lemma 4.3 gives
|N〈〈Ψp1q2Zβ(x1, x2)m̂q1q2χ〉〉| ≤ CN |〈〈Ψ, p1q2(U0,β(x1 − x2)m̂q1q2Ψ〉〉|
+ CN |〈〈Ψ, p1q2 a
N − 1 |ϕ(x1)|
2m̂q1q2Ψ〉〉|
+ CN |〈〈Ψ, p1q2(Vβ(x1 − x2)− U0,β(x1 − x2))m̂q1q2Ψ〉〉|
≤CN‖q2Ψ‖ ‖p1U0,β(x1 − x2)‖op‖m̂q1q2Ψ‖
+ C‖q2Ψ‖ ‖ϕ‖2∞‖m̂q1q2Ψ‖
+K(ϕ)(‖ϕ‖∞ + ‖∇ϕ‖6,loc(lnN)1/3)(〈〈Ψ, n̂Ψ〉〉+ ‖∇1q1Ψ‖2 +N−1/2) .
Since by definition N‖U0,β‖ ≤ C we get with Lemma 3.4 that
N‖p1U0,β(x1, x2)‖op ≤ C‖ϕ‖∞ and (d) follows.

4.1 Controlling the smoothness of Ψ
To get good control for the term in Lemma 4.4 (d) we need in addition a bound
on ‖∇1q1Ψ‖ in terms of α(Ψ, ϕ)+O(1). ‖∇1q1Ψ‖ is a part of the kinetic energy
of Ψ so the idea is to show that the other contributions to the energy E(Ψ) are in
leading order cancelled out by EGP and thus ‖∇1q1Ψ‖ ≈ E(Ψ)−EGP ≤ α(Ψ, ϕ).
In the next Lemma we estimate as a first step ‖∇1q1Ψ‖ in terms of α and the
difference between interaction and effective mean field. Note that the following
Lemma holds for any 0 ≤ β ≤ 1 and shall be useful when we generalize to β = 1.
We shall use this estimate in the following section to control ‖∇1q1Ψ‖ in terms
of α(Ψ, ϕ)+O(1) restricting to 0 < β < 1. For later reference we shall also show
that the total interaction energy ‖√Vβ(x1 − x2)Ψ‖2 stays bounded.
Lemma 4.5 For any 0 < β ≤ 1 there exists a K ∈ F such that
N‖
√
Vβ(x1 − x2)Ψ‖2 ≤α(Ψ, ϕ) + ‖∇ϕ‖2 + 2‖A‖∞ + 2a‖ϕ‖2∞ (43)
‖∇1q1Ψ‖2 ≤〈〈Ψ, (2a|ϕ(x1)|2 − (N − 1)Vβ(x1 − x2))Ψ〉〉
+K(ϕ)α(Ψ, ϕ) . (44)
uniform in (Ψ, ϕ) ∈ L2(R3N ,C)⊗ L2(R3,C).
Proof:
Using symmetry of Ψ
E(Ψ)− EGP (ϕ) =‖∇1Ψ‖2 − ‖∇ϕ‖2 + (N − 1)〈〈Ψ, Vβ(x1 − x2)Ψ〉〉 (45)
+ 〈〈Ψ, A(x1)Ψ〉〉 − 〈ϕ, 2a|ϕ|2 +A(x1)ϕ〉 .
Since |E(Ψ)− EGP (ϕ)| ≤ α(Ψ, ϕ)
(N − 1)‖
√
Vβ(x1 − x2)Ψ‖2 ≤ α(Ψ, ϕ) + ‖∇ϕ‖2 + 2‖A‖∞ + 2a‖ϕ‖2∞
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and (43) follows.
For (44) note that
|〈〈∇1q1Ψ,∇1p1Ψ〉〉| =|〈〈q1Ψ, n̂1/21 n̂−1/21 ∆1p1Ψ〉〉|
= |〈〈q1Ψ, n̂−1/21 ∆1p1n̂1/22 Ψ〉〉| ≤‖∆ϕ‖ ‖n̂−1/21 q1Ψ‖ ‖n̂1/22 p1Ψ‖ .
Thus with Lemma 3.4 and using that
√
k+2
N ≤ 3
√
k
N we get that
|〈〈∇1q1Ψ,∇1p1Ψ〉〉| ≤ C‖∆ϕ‖α(Ψ, ϕ) , (46)
implying
‖∇1Ψ‖2 − ‖∇1p1Ψ‖2 ≥ ‖∇1q1Ψ‖2 − C‖∆ϕ‖α(Ψ, ϕ) .
Since
‖∇1p1Ψ‖2 = ‖p1Ψ‖2 ‖∇ϕ‖2 = (1− ‖q1Ψ‖2)‖∇ϕ‖2 (47)
it follows that
‖∇1Ψ‖2 − ‖∇ϕ‖2 ≥ ‖∇1q1Ψ‖2 − C‖∆ϕ‖α(Ψ, ϕ)− ‖∇ϕ‖2α(Ψ, ϕ) . (48)
Using this and Lemma 4.4 (a) setting f = A+ 2a|ϕ|2 we get with (45)
E(Ψ)− EGP (ϕ) ≥‖∇1q1Ψ‖2 + 〈〈Ψ, ((N − 1)Vβ(x1 − x2)− 2a|ϕ(x1)|2)Ψ〉〉
− C(‖A‖∞ + 2a‖ϕ‖2∞ + ‖∆ϕ‖+ ‖∇ϕ‖2)α(Ψ, ϕ) .
Since
‖∇ϕ‖2 = 〈∇ϕ,∇ϕ〉 = −〈ϕ,∆ϕ〉 ≤ ‖∆ϕ‖
we get (b).

4.2 Controlling ‖∇1q1Ψ‖ for β < 1
With Lemma 4.5 we have found a bound on ‖∇1q1Ψ‖ for all 0 < β ≤ 1 in terms
of effective mean field minus interaction. Note that in view of Lemma 4.5 (a) the
interaction is bounded. The mean-field term is bounded by 〈〈Ψ, |ϕ|2Ψ〉〉 ≤ ‖ϕ‖2∞
and we have for any 0 < β ≤ 1
‖∇1q1Ψ‖2 ≤ K(ϕ)(α(Ψ, ϕ) + 1) . (49)
But — as explained above — we want to show that ‖∇1q1Ψ‖ is small using that
the effective mean field cancels out the leading order of the interaction.
Lemma 4.6 Let 0 < β < 1, Vβ ∈ Vβ and m : N2 → R+ with m ≤ n−1.
Then there exists a η > 0 and a K ∈ F such that for any Ψ ∈ H∅ and any
ϕ ∈ L2(R3,C)
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(a)
N |〈〈Ψ, p1p2Vβ(x1 − x2)(1 − p1p2)Ψ〉〉| ≤ K(ϕ)(α(Ψ, ϕ) +N−η) .
(b)
〈〈Ψ(2a|ϕ(x1)|2)− (N − 1)Vβ(x1 − x2)Ψ〉〉 ≤ K(ϕ)(α(Ψ, ϕ) +N−η) .
(c)
‖∇1q1Ψ‖2 ≤ K(ϕ)(α(Ψ, ϕ) +N−η) , (50)
Proof:
(a) Since 1− p1p1 = p1q2 + q1p2 + q1q2 it suffices to show that
N |〈〈Ψ, p1p2Vβ(x1 − x2)p1q2Ψ〉〉| ≤K(ϕ)(α(Ψ, ϕ) +N−η) (51)
N |〈〈Ψ, p1p2Vβ(x1 − x2)q1q2Ψ〉〉| ≤K(ϕ)(α(Ψ, ϕ) +N−η) (52)
For (51) we use Lemma 3.2 (c) and (e) as well as Lemma 3.4 to get
(51) =N |〈〈Ψ, n̂−1/21 p1p2Vβ(x1 − x2)n̂1/22 p1q2Ψ〉〉|
≤N‖n̂−1/21 Ψ‖ ‖p1Vβ(x1 − x2)p1‖op‖n̂1/22 q2Ψ‖
≤C‖ϕ‖2∞α(Ψ, ϕ) .
For 0 < β < 1/3 (52) is Lemma 4.4 (c) for the special case m̂ = 1 (recall
that p1|ϕ|2(x2)p1 = p2|ϕ|2(x1)p2 = 0). To generalize to 0 < β < 1 we use
Definition 4.2
N |〈〈Ψ, p1p2Vβ(x1 − x2)q1q2Ψ〉〉| ≤ N |〈〈Ψ, p1p2U1/4,β(x1 − x2)q1q2Ψ〉〉|
+N |〈〈Ψ, p1p2(Vβ − U1/4,β)(x1 − x2)q1q2Ψ〉〉|
Since U1/4,β ∈ V1/4 (Lemma 4.3) the first summand has the right bound
(Lemma 4.4 (c)). To finish the proof of the Lemma we verify the following
formula, which shall be also of use later on.
N |〈〈Ψ, p1p2(∆h1/4,β)(x1 − x2)q1q2Ψ〉〉| ≤ C(‖ϕ‖∞ + ‖∇ϕ‖∞)N−η (53)
to get (52) in full generality. Integrating by parts we get
N |〈〈Ψ, p1p2(∆h1/4,β)q1q2Ψ〉〉|
≤ N |〈〈Ψ, p1p2(∇1h1/4,β(x1 − x2))∇1q1q2Ψ〉〉| (54)
+N |〈〈∇1p1p2Ψ, (∇1h1/4,β(x1 − x2))q1q2Ψ〉〉| . (55)
To control (54) we use similar ideas as in the proof of Lemma 4.4
(54) ≤C‖
N∑
j=2
qj(∇1h1/4,β(x1 − xj))p1pjΨ‖ ‖∇1q1Ψ‖ .
25
The second factor is bounded (see (49)). For the first factor we write
‖
N∑
j=2
qj(∇1h1/4,β(x1 − xj))p1pjΨ‖2
=
∑
j 6=k 6=1
〈〈Ψ, p1pk(∇1h1/4,β(x1 − xk))qkqj(∇1h(x1 − xj))p1pjΨ〉〉 (56)
+
N∑
j=2
〈〈Ψ, p1pj(∇1h1/4,β(x1 − xj))2p1pjΨ〉〉 . (57)
(56) can be estimated using Lemma 3.2 (e) and Lemma 4.3
(56) =
∑
j 6=k 6=1
〈〈Ψ, p1qj(∇1h(x1 − xj))pjpk(∇1h1/4,β(x1 − xk))p1qkΨ〉〉
≤N2‖p1(∇1h(x1 − xj))pj‖2op = N2‖ϕ‖4∞‖∇1h1/4,β‖21
≤CN2‖ϕ‖4∞N−5/2 = C‖ϕ‖4∞N−1/2 .
(57) is bounded by
N‖∇h1/4,β(x1−xj)p1‖2op ≤ N‖∇h1/4,β(x1−xj)‖2‖ϕ‖2∞ ≤ CN−1+β‖ϕ‖2∞ .
It follows that (54) is bounded by K(ϕ)N−η for some η > 0.
Integration by parts yields for (55)
(55) ≤N |〈〈∆1p1p2Ψ, h1/4,β(x1 − x2)q1q2Ψ〉〉|
+N |〈〈∇1p1p2Ψ, h1/4,β(x1 − x2)∇1q1q2Ψ〉〉|
≤N‖∆1p1Ψ‖‖p2h1/4,β(x1 − x2)‖op
+N‖∇1p1Ψ‖p2h1/4,β(x1 − x2)‖op‖∇2q2Ψ‖
≤N‖∆ϕ‖ ‖ϕ‖∞ ‖h1/4,β‖
+N‖∇ϕ‖ ‖ϕ‖∞ ‖h1/4,β‖ ‖∇2q2Ψ‖
with Lemma 4.3 and (49) we get (53) and (52) follows.
(b) We get using selfadjointness of the multiplication operators
〈〈Ψ, (2a|ϕ(x1)|2 − (N − 1)Vβ(x1 − x2))Ψ〉〉
=〈〈p1p2Ψ,
(
2a|ϕ(x1)|2 − (N − 1)Vβ(x1 − x2)
)
p1p2Ψ〉〉 (58)
+ 2ℜ〈〈p1p2Ψ,
(
2a|ϕ(x1)|2 − (N − 1)Vβ(x1 − x2)
)
(1 − p1p2)Ψ〉〉 (59)
− (N − 1)〈〈(1− p1p2)Ψ, Vβ(x1 − x2)(1− p1p2)Ψ〉〉 (60)
+ 2a〈〈(1− p1p2)Ψ, |ϕ(x1)|2(1− p1p2)Ψ〉〉 . (61)
(58) is controlled by formula (32).
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Using symmetry of Ψ and p2|ϕ(x1)|2q2 = 0, the absolute value of (59) is
bounded by
2
∣∣∣〈〈p1p2n̂1/22 Ψ, 2a|ϕ(x1)|2n̂−1/21 q1p2Ψ〉〉∣∣∣
+ 2(N − 1) |〈p1p2Ψ, 2Vβ(x1 − x2)(1 − p1p2)Ψ〉|
The first line is controlled by Lemma 3.2 (e) with Lemma 3.4 and thus
bounded by ‖ϕ‖2∞α(Ψ, ϕ). The second line is controlled by by part (a) of
the Lemma. Thus we can find a K ∈ F such that
(59) ≤ K(ϕ)(α(Ψ, ϕ) +N−η) .
Positivity of Vβ implies that line (60) is negative. (61) is bounded by
‖(p1q2 + q1p1 + q1q1)Ψ‖2‖ϕ‖2∞ ≤ C‖ϕ‖2∞α(Ψ, ϕ)
and we get (b).
(c) follows from (b) with Lemma 4.5.

4.3 Proof of the Theorem for 0 < β < 1/3
With Lemma 4.4 and Lemma 4.6 we can now estimate α′j for j = 0, 1, 2 for
β < 1/3. We arrive directly at the following Corollary.
Corollary 4.7 Let 0 < β < 1/3, Vβ ∈ Vβ. Then there exists a K ∈ F and a
η > 0 such that for any symmetric Ψ, any ϕ and any j = 0, 1, 2
|α′j(Ψ, ϕ)| ≤ (‖ϕ‖∞+(lnN)1/3‖∇ϕ‖6,loc+ ‖A˙‖∞)K(ϕ)(α(Ψ, ϕ)+N−η) . (62)
The Theorem follows for 0 < β < 1/3 via Grønwall.
5 Generalizing to 1/3 ≤ β < 1
For β > 1/3 the radius of the interactions is much smaller than the mean dis-
tance of the particles, so the interactions do not overlap for typical configurations
any more. Still the interaction of our N -body system can be approximated by
an effective mean field, let us explain why: Whenever two or more particles come
very close the wave function is affected on a microscopic length scale by the in-
teraction of the particles. Neglecting three particle interactions the microscopic
structure can be constructed from the zero energy scattering states of Vβ . This
can be made more clear with the following heuristic argument: In principle one
could control the time evolution of Ψt by generalized eigenfunction expansion.
The relevant eigenfunctions are on a microscopic scale approximately given by
this zero energy scattering state.
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By this microscopic structure the effect of the interactions is smeared out.
For the smeared out effective interactions the old mean field argument holds.
Therefore the first step when generalizing the Theorem is to say something
about the microscopic structure of the wave functions.
Below we shall use our estimates on the microscopic structure in two places.
On the one hand it makes a better control on Ψt and thus a better control of
α(Ψt, ϕt) for β ≥ 1/3 possible. On the other hand for β = 1 the interaction
energy of Ψt can only be controlled in a suitable way when the microscopic
structure of Ψt is known.
5.1 Microscopic Structure
For technical reasons we shall make a smooth spacial cutoff of the zero energy
scattering state. We do so by defining — depending on Vβ — a potential
Wβ1 ∈ Uβ1 with softer scaling behavior β1 < β in such a way that the potential
Vβ − Wβ1 has scattering length zero, i.e. the zero energy scattering state of
Vβ −Wβ1 is outside the support of Wβ1 equal to one.
Definition 5.1 Let 0 < β1 < β ≤ 1, Vβ ∈ Vβ and aN/(4π) be the scattering
length of Vβ/2. We define the potential Wβ1 via
Wβ1(x) :=
{
aNN
3β1 , for N−β1 < x < Rβ1 ;
0, else.
Rβ1 is the minimal value which ensures that the scattering length of Vβ −Wβ1
is zero.
The respective zero energy scattering state shall be denoted by fβ1,β, i.e.(
−∆+ 1
2
(Vβ −Wβ1)
)
fβ1,β = 0 , (63)
we shall also need
gβ1,β = 1− fβ1,β .
Lemma 5.2 For any 0 < β1 < β ≤ 1, Vβ ∈ Vβ
(a)
Wβ1fβ1,β ∈ Vβ1 , lim
N→∞
Nη|N‖Vβfβ1,β‖1 − a| <∞ .
(b)
‖gβ1,β‖1 ≤ CN−1−2β1 , ‖gβ1,β‖ ≤ CN−1−β1/2 ,
‖g8/9,1‖3 ≤ CN−1(lnN)1/3
(c) For any x2 ∈ R3 and any Ψ ∈ L2(R3N ,C)
‖1|x1−x2|≤Rβ1∇1Ψ‖2 +
1
2
〈〈Ψ, (Vβ1 −Wβ1)(x1 − x2)Ψ〉〉 ≥ 0 .
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Proof:
Let jβ be the zero energy scattering state of the potential Vβ/2.
Before we prove the different points of the Lemma, let us give some properties
of fβ1,β first.
Since Vβ is positive and has compact support of radius r it follows, that
1 > jβ(x) ≥ 1− aN/(4πx).
Note, that the potential Wβ1 is zero inside the Ball around zero of radius
N−β1 , hence fβ1,β is inside this Ball a multiple of jβ , i.e. there exists a Kβ1
such that
Kβ1fβ1,β(x) = jβ(x) for x < N
−β1 ,
in particular the derivative dxKβ1fβ1,β(x) is positive for x = N
−β1 .
For x > N−β1 the fβ1,β “sees” a negative potential, namely −Wβ1 . Due to
spherical symmetry fβ1,β is in that region a linear combination of an in- and an
outgoing spherical wave with momentum k0 =
√
aNN3β1 .
By definition Rβ1 is the minimal value which ensures that the scattering
length of Vβ −Wβ1 is zero, i.e. the minimal value which ensures that fβ1,β is
constant for x > Rβ1 . In other words Rβ1 is the minimal value satisfying
d|x|fβ1,β(|x|)
∣∣
|x|=Rβ1
= 0 .
It follows that fβ1,β is a positive function and that d|x|fβ1,β ≥ 0.
Finally we have to control the constant Kβ1 which ensures that fβ1,β(x) = 1
for x > Rβ1 : Since Wβ1 is positive, that Kβ1dxfβ1,β ≤ dxjβ and Kβ1fβ1,β ≤ jβ .
Since fβ1,β(x) = 1 for x > Rβ1 and limx→∞ jβ(x) = 1 we get that Kβ1 ≤ 1.
On the other hand we have, since
1 ≥ f(N−β1) = jβ(N−β1)/Kβ1 ≥ (1 − aN/(4πN−β1))/Kβ1 (64)
that
(1− aN/(4πN−β1)) ≤ Kβ1 ≤ 1 . (65)
(a) Using that fβ1,β ≥ jβ it follows that
|gβ1,β(x)| ≤ aN/(4πx) . (66)
Thus
N‖gβ1,βVβ‖1 =N
∫ N−β
0
|gβ1,β(x)Vβ(x)|x2dx+N
∫ ∞
N−β
|gβ1,β(x)Vβ(x)|x2dx
≤CNN−1+3βN−1−2β + CNN−1+βN−1 = CNβ−1 .
Since Vβ ∈ Vβ it follows that there exists a η > 0 such that limN→∞Nη|‖Vβ‖−
a| <∞ and we get the second statement in (a).
The scattering length of the potential Vβ −Wβ1 is zero. Thus
∫
(Vβ(x)−
Wβ1(x))fβ1,β(x)dx = 0 and also limN→∞N
η(N‖Wβ1fβ1,β‖1 − 2a‖ ≤ ∞.
This implies in particular that Rβ1 is of order N
−β1 thus Wβ1fβ1,β ∈ Vβ1 .
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(b) Since gβ1,β(x) = 0 for x > N
−β1 it follows that
‖gβ1,β‖1 ≤
1
4π
aN
∫ Rβ1
0
|x|−1d3x ≤ CN−1−2β1
‖gβ1,β‖2 ≤
1
16π2
a2N
∫ Rβ1
0
|x|−2d3x ≤ CN−2−β1
‖gβ1,β‖33 ≤
1
64π3
a3N
∫ Rβ1
0
|x|−3d3x ≤ CN−3 lnN .
(c) To prove (c) we first show that for any n ∈ N and any subset Xn ⊂ R3
with |Xn| = n which is such that the supports of the potentialsWβ1(·−x)
are pairwise disjoint for any x ∈ Xn the operator
HXn := −∆+
∑
xk∈Xn
(Vβ1(· − xk)−Wβ1(· − xk))
is nonnegative.
This one can see in the following way: For any such Xn the zero energy
scattering state of HXn is given by
FXnβ1,β :=
∏
xk∈Xn
fβ1,β(· − xk) .
By construction the fβ1,β are positive, so is F
Xn
β1,β
. Assume now that HXn
is not nonnegative, i.e. that there exists a ground state Ψ ∈ L2 of HXn
of negative energy E. Since the phase of the ground state can be chosen
such that the ground state is positive we get
〈〈FXnβ1,β, HXnΨ〉〉 = 〈〈FXnβ1,β , EΨ〉〉 < 0 . (67)
On the other hand we have since FXnβ1,β is the zero energy scattering state
〈〈FXnβ1,β , HXnΨ〉〉 = 〈〈HXnFXnβ1,β ,Ψ〉〉 = 0 .
This contradicts (67) and the nonnegativity of HXn follows.
Having shown that theHXn are nonnegative we prove (c) by contradiction.
Assume that there exists a Ψ ∈ D(H) such that
‖1|x|≤Rβ1∇1Ψ‖+ 〈〈Ψ, (Vβ1(x1)−Wβ1(x1))Ψ〉〉 = E < 0 .
Since Vβ1 and Wβ1 are spherically symmetric we can assume that Ψ is
spherically symmetric and Ψ(x) = 1 for |x| > Rβ1 . We shall construct now
a set of points Xn and a χ ∈ L2 such that 〈〈χ,HXnχ〉〉 < 0, contradicting
to nonnegativity of HXn .
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For any R > 0 let
ξR(x) :=
{
R2/x2, for x > R;
1, else.
Let now Xn be a subset Xn ⊂ R3 with |Xn| = n which is such that the
supports of the potentialsWβ1(·−xk) lie within the Ball around zero with
radius R and are pairwise disjoint for any xk ∈ Xn. Since we are in three
dimensions we can choose a n which is of order R3.
Let now χR := ξR
∏
xk∈Xn
Ψ(x − xk). The energy inside the ball BR(0)
equals En, thus it is negative and of order R3. Outside the ball we have
only kinetic energy 4
∫
x>R
R4/x6d3x which is of order R. Choosing R
large enough we can find a Xn such that
〈〈χR, HXnχR〉〉
is negative, contradicting nonnegativity of HXn .

5.2 First adjustment of the functionals
As mentioned in the introduction we shall use the control on the microscopic
structure, i.e. the control of the zero energy scattering state of (Vβ −Wβ1)/2
with some potential Wβ1 with softer scaling β1 < β to get a control of Ψ when
β increases. The first idea one might have is to divide Ψ through a function
which approximates the microscopic structure (e.g. the product
∏
j 6=k fβ1,β for
some suitable 0 < β1 < β), but this is not what we shall do. One reason is that(∏
j 6=k fβ1,β
)−1
gets very large when many particles get very close.
Instead of dividing Ψ through its microscopic structure we equip the pro-
jectors with the respective microscopic structure to get the desired estimates.
Roughly speaking: The operator (−∆1 − ∆2 + Vβ(x1 − x2))p1p2 is hard to
control for large β since Vβ(x1 − x2)) is peaked for small |x1 − x2|. But since
fβ1,β is the zero energy scattering state of −∆1 + (Vβ −Wβ1)/2 it follows that
(−∆1 −∆2 + Vβ(x1 − x2))fβ1,βp1p2Ψ is smoother.
To get good estimates we shall incorporate this idea in a very sensible way.
How this can be done is easiest explained for a different functional, namely
α˜(Ψ, ϕ) = 〈〈Ψ, n̂2Ψ〉〉 = 〈〈Ψ, q1Ψ〉〉 (see formula (10)). Taking the time derivative
and using that q1 = 1− p1 one gets among other terms
d
dt
α˜(Ψt, ϕt) = i
∑
j<k
N−1〈〈Ψ, [Vβ(xj − xk), p1]Ψ〉〉 .
Most of the interaction terms commute with p1, only i
∑
1<kN
−1〈〈Ψ, [Vβ(x1 −
xk), p1]Ψ〉〉 remains. Hence the microscopic structure only for the interaction
Vβ(x1 − xk) matters.
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This insight can also be used for our αt. Here many of the interactions cancel
out due to Lemma 3.6) (d). Looking at Lemma 4.4 and considering 1/3 < β < 1
for the moment, it is (25) which we do not have good control of. Consider the
following functional
α(Ψ, ϕ) +N(N − 1)ℑ (〈Ψ, q1q2gβ1,β(x1 − x2)(n̂− n̂2)p1p2Ψ〉) . (68)
Taking the time derivative of this new functional one gets among other terms a
N(N − 1)ℑ (〈Ψ, q1q2[−∆1 −∆2, gβ1,β(x1 − x2)](n̂− n̂2)p1p2Ψ〉) . (69)
The commutator equals (1 − gβ1,β)(Vβ(x1 − x2) −Wβ1)(x1 − x2)) plus mixed
derivatives and one sees, that the interactions in (25) are “replaced” by Wβ1 for
the price of new terms that have to be estimated.
Note that this adjustment is not sufficient to get good control of the adjusted
functional: Taking the time derivative of this new functional one gets terms
where the potential Vβ does not cancel. As one shall see below one of these
terms is not small for all β < 1, but still it is better than (25). Therefore we
make a similar adjustment as before. We arrive at an iterative adjustment which
leads to terms which we get better an better control of. With the iteration we
will define below it turns out that five steps are enough to get sufficient control.
Guided by these ideas this section is organized as follows:
• We need different weights mj for each step of the iterative adjustment.
Note that there is some freedom in choosing the starting point of our
iteration. It does not necessarily have to be α(Ψ0, ϕ0) but it should be
close to a multiple of α(Ψ0, ϕ0). Hence there are many possible choices
for mj . All important properties the weights have to satisfy in order to
generalize the Theorem are stated in Lemma 5.3. We prove the Lemma
(i.e. the existence of a weight which satisfies all the important conditions)
by construction.
Looking at (68) one can already guess that starting with some weight m0,
m1 has to satisfy m1(k,N) = m0(k,N)−m0(k+2, N). This explains (a)
of Lemma 5.3. (b) ensures that the starting point of our iteration (which
will be 〈〈Ψ, m̂0Ψ〉〉) is in fact close to a multiple of α(Ψ0, ϕ0). (b) and (c)
of the Lemma are needed for the estimates.
• Having defined the weights mj we construct some operators Rj,k, Sj,k
and Tj,k (Definition 5.4). These operators shall then be used to define the
functionals γj,k and ξj,k (Definition 5.6) as well as γ
′
j,k (Definition 5.8)
which are the basic elements of the iterative adjustment:
– The γ′j,k are defined such, that
d
dtγj,k(Ψt, ϕt) = γ
′
j,k(Ψt, ϕt) (see
Lemma 5.9).
– γ0,0(Ψ, ϕ) = 〈〈Ψ, m̂0Ψ〉〉 is the starting point of the iteration. ξ0,0
plays the role of α′1. Note that γ
′
0,0 − ξ0,0 is small (Corollary 5.10).
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– In the lth step of the adjustment we add
∑
j+k=l γj,k to our func-
tional. The respective
∑
j+k=l γ
′
j,k cancels out the “old” term we
have no sufficient control of (namely
∑
j+k=l−1 ξj,k) but leads to a
“new” term which — as long as j + k < 5 — we have no sufficient
control of (which is
∑
j+k=l ξj,k). All other terms of
∑
j+k=l γ
′
j,k are
controllable (Lemma 5.11) below.
• Finally we construct functionals Γ and Γ′ with ddtΓ(Ψt, ϕt) = Γ′(Ψt, ϕt)
such that Γ′(Ψ, ϕ) can be estimated in terms of α(Ψ, ϕ) (Corollary 5.12
(c)) and α(Ψ, ϕ) can be estimated in terms of Γ(Ψ, ϕ) (Corollary 5.12 (b)).
This allows to estimate Γ(Ψt, ϕt) via Grønwall. Since α(Ψ, ϕ) is controlled
by Γ(Ψ, ϕ) (Corollary 5.12 (b)) we have good control of α(Ψ, ϕ) for β < 1.
Lemma 5.3 There exists a set of weights {m1,m2, . . . ,m5;mj : N2 → R+}
(a) For 0 ≤ j < 5
mj+1(k,N) = mj(k,N)−mj(k + 2, N)
(b) For any j > 0 there exist constants cj > 0 such that for any k ≥ 0
cjN
−jn1−2j(k + 2, N) ≤ mj(k,N) ≤N−jn1−2j(k + 2, N) . (70)
(c) There exists a C <∞ such that for k ≥ 0
|mj(k,N)−mj(k + 1, N)| ≤CN−j−1n−1−2j(k + 1, N)
|mj(k,N)− 2mj(k + 1, N) +mj(k + 2, N)| ≤CN−j−2n−3−2j(k + 1, N) .
Proof:
Let m5(k,N) := N−1/2(k+1)−5+1/2. We prove the Lemma by constructing
mj for j ∈ {0, 1, . . . , 4}: We define the functions mj for even N + k via
mj(N,N) =(N + 2)−j
mj(k,N) =mj+1(k,N) +mj(k + 2, N) .
For odd N + k we set mj(k) = (mj(k − 1) +mj(k + 1))/2.
(a) For even N + k (a) follows by construction. For odd N + k one has
mj+1(k,N) =(mj+1(k − 1, N) +mj+1(k + 1, N))/2
=(mj(k − 1, N)−mj(k + 1, N))/2
+ (mj(k + 1, N)−mj(k + 3, N))/2
=mj(k,N)−mj(k + 2, N) .
33
(b) It suffices to prove (b) for even N+k. By construction it follows then also
for odd k+N . We shall do so via induction over j. For j = 5 (70) follows
directly from the definition of m5.
Assume that (70) is satisfied for some 0 < j ≤ 5. By construction we have
for even N + k that
mj−1(k,N) =mj−1(N,N) +
l even∑
k≤l<N
mj(l, N)
=(N + 2)−j +
l even∑
k≤l<N
mj(l, N) (71)
By assumption there exist cj > 0, for later use we assume that
cj <
(2j − 1)
3j
, (72)
such that
cj
l even∑
k≤l<N
(l + 2)−jn(l + 2, N) ≤
l even∑
k≤l<N
|mj(l, N)|
≤
l even∑
k≤l<N
(l + 2)−jn(l + 2, N) .
By monotonicity of the function (·)−j+1/2 for j > 0 it follows that
cj
N−1/2
2
∫ N−2
k
(x+ 2)−j+1/2dx ≤
l even∑
k≤l<N
|mj(l, N)|
≤N
−1/2
2
∫ N
k+2
(x+ 2)−j+1/2dx
cjN
−1/2
2j − 1
(
(k + 2)−j+1/2 −N−j+1/2
)
≤
l even∑
k≤l<N
|mj(l, N)| ≤ N
−1/2
2j − 1 (k + 2)
−j+1/2 .
With (72) and (71) we get for N > 0
cjN
−1/2
2j − 1 (k + 2)
−j+1/2
≤cjN
−1/2
2j − 1 (k + 2)
−j+1/2 − cjN
−j
2j − 1 + (N + 2)
−j
≤mj−1(k,N) ≤ N
−1/2
2j − 1 (k + 2)
−j+1/2 .
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Since (2j − 1)−1 < 1 it follows that (70) holds for j − 1. Now (b) follows
for even N + k via induction.
(c) Let us first prove (c) for even N + k. It follow that
|mj(k)−mj(k + 1)| =|mj(k)− (mj(k) +mj(k + 2))/2|
=|mj(k)−mj(k + 2)|/2 = mj+1(k)/2 .
With (b) we get the first formula in (c). For the second formula we have
|mj(k)− 2mj(k + 1) +mj(k + 2)|
=|mj(k)− (mj(k) +mj(k + 2)) +mj(k + 2)| = 0 .
For odd N + k one has
|mj(k)−mj(k + 1)| =|(mj(k + 1) +mj(k − 1))/2−mj(k + 1)|
=|mj(k − 1)−mj(k + 1)|/2 = mj+1(k − 1)
and
|mj(k)− 2mj(k + 1) +mj(k + 2)|
=|(mj(k + 1) +mj(k − 1))/2− 2mj(k + 1)
+ (mj(k + 1) +mj(k + 3))/2|
=
1
2
|mj(k − 1)− 2mj(k + 1) +mj(k + 3)|
=
1
2
|mj+1(k − 1)−mj+1(k + 1)| = |mj+1(k)| .
With (b) we get (c).

Having shown that there exist a weight satisfying the conditions of Lemma
5.3 we use this weight to define some operators that shall be used in our iterative
adjustment of α below. Due to symmetry we have some arbitrariness in defining
these operators, in particular in choosing the coordinates on which they act. For
easier reference below we keep the coordinates 1, . . . , 4 free, so the operators we
shall define next act on the coordinates x5, x6, . . . only.
Definition 5.4 For any j, k ∈ N0 we define the operators Qj via
Qj := q2j+3q2j+4g1/4,β(x2j+3 − x2j+4)p2j+3p2j+4
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and the operators Rj,k, Rj,k and Rj,k acting on L
2(R3N ,C) via
Rj,k :=
N !
(N − 2j − 2k)!k!j!
j∏
l=1
Ql m̂
j+k
k∏
l=1
Q∗l+j
Sj,k :=
N !
(N − 2j − 2k − 2)!j!k!
j∏
l=1
Ql m̂
j+k+1
k∏
l=1
Q∗l+j
Tj,k :=
N !
(N − 2j − 2k − 2)!j!k!
j∏
l=1
Ql (m̂
j+k − m̂j+k1 )
k∏
l=1
Q∗l+j .
For later use it is convenient to define S−1,k := 0.
Lemma 5.5 Let j, k ∈ N0, M ⊂ N with |M ∩ {5, 6, . . . , 2j + 2k + 4}| = M .
Then
‖Rj,k‖M ≤CN−(j+k)/8‖ϕ‖j+k∞ if M∩ {5, 6, . . . , 2j + 2k + 4} = ∅ ,
‖Rj,k‖M ≤N−1/2+M/2−(j+k)/8‖ϕ‖j+k∞ if M∩ {5, 6, . . . , 2j + 2k + 4} 6= ∅ .
Let furthermore r : N2 → R+ with r ≤ n, then
‖r̂ Sj,k‖M ≤ CN1+M/2−(j+k)/8‖ϕ‖j+k∞
‖r̂ Tj,k‖M ≤ CN1+M/2−(j+k)/8‖ϕ‖j+k∞ .
Proof: First note that in view of Lemma 3.2 (e) and Lemma 5.2 (b)
‖g1/4,β(x1 − x2)p1‖op ≤ CN−1−1/8‖ϕ‖∞ .
Roughly estimating, ‖Rj,k‖op has j+k such factors, giving a powerN−(j+k)(1+1/8).
Furthermore we have 2j + 2k projectors q in the definition of Rj,k, while m
j+k
is of order n(k)k−j−k. So the projectors q give in view of Lemma 3.4 together
with m̂j+k a factor N−j−k. Since N !(N−2j−2k)! < N
2j+2k one gets by this rough
estimate the result above.
In detail: Let M ⊂ N. Let Ψ, χ ∈ HM; ‖Ψ‖ = ‖χ‖ = 1. Using Lemma 3.2
(c)
|〈〈Ψ, Rj,kχ〉〉| = N !
j!k!(N − 2j − 2k)!
|〈〈Ψ, n̂−2j+11
j∏
l=1
Ql n̂
2j−1
2j+1m̂
j+kn̂2k2k+1
k∏
l=1
Q∗l+j n̂
−2k
1 χ〉〉|
With Lemma 5.3 (b) we have that ‖n̂2j−12j+1m̂j+kn̂2k2k+1‖op ≤ CN−j−k, thus we
get with Lemma 3.4
|〈〈Ψ, Rj,kχ〉〉| ≤CN2j+2kN−j−k‖n̂−2j+11
2j+4∏
l=5
qlΨ‖ ‖n̂−2k1
2j+2k+4∏
l=5+2j
qlχ‖
‖g1/4,β(x1 − x2)p1‖j+kop
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The estimate on ‖n̂−2j+11
∏2j+4
l=5 qlΨ‖ and ‖n̂−2k+1
∏2j+2k+4
l=5+2j qlχ‖ now depends
on the symmetry of Ψ respectively χ. If M∩ {5, 6, . . . , 2j + 2k + 4} = ∅ we
can use Lemma 3.4 for all qj with j = 5, . . . , 2j + 2k + 4. Then it follows that
‖n̂−2j+11
∏2j+4
l=5 qlΨ‖ < C and ‖n̂−2k+1
∏2j+2k+4
l=5+2j qlχ‖ < C and thus
|〈〈Ψ, Rj,kχ〉〉| ≤ CN−(j+k)/8‖ϕ‖j+k∞ .
If M ⊂ N with |M ∩ {5, 6, . . . , 2j + 2k + 4}| = M > 0 we can define Ma :=
M ∩ {5, 6, . . . , 2j + 4} and Mb := M ∩ {2j + 5, 2j + 6, . . . , 2j + 2k + 4}
and assume without loss of generality that |Ma| > 0. Then it follows that
‖n̂−2j+11
∏2j+4
l=5 qlΨ‖ < CN (|Ma|−1)/2 and ‖n̂−2k+1
∏2j+2k+4
l=5+2j qlχ‖ < CN |Mb|/2
and thus
|〈〈Ψ, Rj,kχ〉〉| ≤ CN−(j+k)/8+(M−1)/2‖ϕ‖j+k∞ .
r̂Sj,k can be estimated in a similar way by
|〈〈Ψ,r̂ Sj,kχ〉〉|
≤N2j+2k+2|〈〈Ψ, r̂n̂−2j−11
j∏
l=1
Ql n̂
2j+1
2j+1m̂
j+k+1n̂2k2k+1
k∏
l=1
Q∗l+j n̂
−2k
1 χ〉〉|
≤CN2j+2k+2−j−k−1‖r̂ n̂−2j−11
2j+4∏
l=5
qlΨ‖
2j+2k+4∏
l=5+2k
qlχ‖
‖g1/4,β(x1 − x2)p1‖j+kop ‖n̂−2k1 .
Using Lemma 3.4
‖r̂n̂−2j−11
2j+4∏
l=5
qlΨ‖ < CN |Ma|/2 and ‖n̂−2k+1
2j+2k+4∏
l=5+2j
qlχ‖ < CN |Mb|/2 ,
thus
|〈〈Ψ, r̂ Sj,kχ〉〉| ≤CN j+k+1N |Ma|/2‖ϕ‖j+k∞ N−9(j+k)/8
=CN1+M/2−(j+k)/8‖ϕ‖j+k∞ .
For the last equation note that in view of Lemma 5.3 (c) m̂j−m̂j1 ≤ m̂j−m̂j2,
hence we get the same estimate as for ‖n̂Sj,k‖M.

Using the operators defined in Definition 5.4 we now adjust the functional
α as explained at the beginning of this section using the functionals γj,k which
we shall define next.
Definition 5.6 For any j, k > 0 with j + k ≤ 5 we define
γj,k(Ψ, ϕ) :=〈〈Ψ, Rj,kΨ〉〉
ξj,k(Ψ, ϕ) :=〈〈Ψ, Zβ(x1, x2)p1p2Sj,kΨ〉〉 for j, k ≥ 0
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As explained above we have after the lth step of our iteration a remainder∑
j+k=l ξj,k. We wish to show that this remainder is controllable after suffi-
ciently many steps of iteration. It turns out that five steps are enough:
Proposition 5.7 (Control of the remainder) There exists a K ∈ F such that
|ξj,k| ≤ CN1/2−(j+k)/8‖ϕ‖∞K(ϕ) .
Proof: Let us first prove the following three formulas which shall also be of
use below.
‖
√
|Zβ(x1, x2)|p1‖op ≤CN−1/2‖ϕ‖∞ (73)
‖
√
|Zβ(x1, x2)|Ψ‖ ≤CN−1/2
(
1 +
√
α(Ψ, ϕ) + ‖∇ϕ‖+ ‖ϕ‖∞
)
(74)
‖p1Zβ(x1, x2)Ψ‖ ≤CN−1‖ϕ‖∞
(
1 +
√
α(Ψ, ϕ) + ‖∇ϕ‖+ ‖ϕ‖∞
)
(75)
(73) follows from Lemma 4.4 (a) together with Lemma 3.2 (e):
‖
√
|Zβ(x1, x2)|p1‖2op =‖p1Zβ(x1, x2)p1‖op
≤ ‖p1Vβ(x1 − x2)p1‖op + 2a
N − 1‖p1(|ϕ(x1)|
2 + |ϕ(x2)|2)p1‖op
≤ CN−1‖ϕ‖2∞ .
(74) follows from Lemma 4.5 together with Lemma 4.4 (a)
‖
√
|Zβ(x1, x2)|Ψ‖2 ≤〈〈Ψ, (Vβ(x1 − x2) + 2a
N − 1 |ϕ(x1)|
2 +
2a
N − 1 |ϕ(x2)|
2)Ψ〉〉
≤N−1α(Ψ, ϕ) + CN−1 (1 + ‖∇ϕ‖2 + ‖ϕ‖2∞)
and (75) is a direct consequence of (73) and (74).
It follows that
|ξj,k| ≤‖p1Zβ(x1, x2)Ψ‖ ‖n̂−11 ‖op‖n̂1Sj,k‖{1,2}
≤CN1/2−(j+k)/8‖ϕ‖j+k+1∞
(
1 +
√
α(Ψ, ϕ) + ‖∇ϕ‖+ ‖ϕ‖∞
)
.

Definition 5.8 For any j, k > 0 let the functional γ′j,k : L
2(R3N ,C)⊗L2(R3,C)→
R+ be given by
γ′j,k := −2ℑ

 ∑
j+k=l
γaj,k + γ
b
j,k + γ
c
j,k +
1
4
γdj,k + γ
e
j,k + γ
f
j,k − ξj−1,k −
1
2
ξj,k

 .
where the different summands are
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(a) The mixed derivative term
γaj,k(Ψ, ϕ) :=j〈〈Ψ, q1q2[H, g(x1 − x2)]p1p2Sj−1,kΨ〉〉
+ j〈〈Ψ, q1q2((W1/4 − Vβ)f1/4,β(x1 − x2)p1p2Sj−1,kΨ〉〉 .
(b) The smoothed out interaction term
γbj,k(Ψ, ϕ) :=− j〈〈Ψ, q1q2((W1/4 − Vβ)f1/4,β(x1 − x2)p1p2Sj−1,kΨ〉〉
− ξj−1,k(Ψ, ϕ) + j〈〈Ψ, [Zβ(x5, x6), Rj,k] Ψ〉〉
(c) Three particle interactions
γcj,k(Ψ, ϕ) := (N − 2j − 2k)j〈〈Ψ, [Zβ(x1, x5), Rj,k] Ψ〉〉
(d) Interaction terms of the correction first type
γdj,k(Ψ, ϕ) :=(N − 2j − 2k)(N − 2j − 2k − 1)〈〈Ψ, [Zβ(x1, x2), Rj,k]Ψ〉〉
− ξj,k(Ψ, ϕ) + ξ∗k,j(Ψ, ϕ)
(e) Interaction terms of the correction second type
γej,k(Ψ, ϕ) = j(j − 1)〈〈Ψ, [Zβ(x5, x7), Rj,k] Ψ〉〉
(f) Interaction terms of the correction third type
γfj,k(Ψ, ϕ) = jkℑ (〈〈Ψ, [Zβ(x5, x2j+5), Rj,k]Ψ〉〉)
Lemma 5.9 For all 0 ≤ l ≤ 5
∑
j+k=l
d
dt
γj,k(Ψt, ϕt) =
∑
j+k=l
γ′j,k(Ψt, ϕt) .
Proof: First note, that the Rj,k are time dependent, since the operators m̂
j
depend on ϕt. The time derivative of Qj is
Q˙j =− i[HGP , Qj] + iq2j+3q2j+4[HGP , g1/4,β(x2j+3 − x2j+4)]p2j+3p2j+4
thus by symmetry
〈〈Ψt, (R˙j,k)Ψt〉〉 =− i〈〈Ψt, [HGP , Rj,k]Ψt〉〉
+ ij〈〈Ψt, q1q2[HGP , g1/4,β(x1 − x2)]p1p2Sj−1,kΨt〉〉
+ ik〈〈Ψt, Sj,k−1p1p2[HGP , g1/4,β(x1 − x2)]q1q2Ψt〉〉 .
39
Note that after exchanging some variables the adjoint of Sj,k equals Sk,j . Using
symmetry and changing the label k → j in the last line
γ˙j,k(Ψt, ϕt) =i〈〈Ψt, [H −HGP , Rj,k]Ψt〉〉
+ ij〈〈Ψt, q1q2[HGP , g1/4,β(x1 − x2)]p1p2Sj−1,kΨt〉〉
− ij〈〈Ψt, q1q2[HGP , g1/4,β(x1 − x2)]p1p2Sj−1,kΨt〉〉∗ .
So the Lemma follows once we have shown that∑
j+k=l
γ′j,k(Ψ, ϕ) =
∑
j+k=l
i〈〈Ψ, [
∑
1≤l<m≤N
Zβ(xl, xm), Rj,k]Ψ〉〉
− 2jℑ (〈〈Ψ, q1q2[HGP , g1/4,β(x1 − x2)]p1p2Sj−1,kΨ〉〉) . (76)
As above we want to get rid of the sum 1 ≤ l < m ≤ N using that many sum-
mands are equal because of symmetry. Rj,k =
N !
(N−2j−2k)!Ajm̂
j+kBj,k breaks
some of the symmetry but it is still symmetric in exchanging any two variables
with indices in Ma = {5, 6, . . . , 2j + 4} as well as in exchanging any two vari-
ables with indices in Mb = {2j + 5, 2j + 6, . . . , 2j + 2k + 4} and in exchanging
any two variables with indices inMc = {1, 2, 3, 4, 2j+2k+5.2j+2k+6, . . . , N}.
We arrive at three different cases for the variable xl: xl ∈ Ma, xl ∈ Mb
and xl ∈ Mc. For the case xl ∈ Mc we arrive at three different cases for the
variable xm. For the case xl ∈ Ma more symmetry is broken via the factor
qlql±1g1/4,β(xl− xl±1)plpl±1 (+ if l is odd, − if l is even) appearing in Rj,k (see
definition 5.4). Similar for the case the case xl ∈ Mb. Hence we arrive at the
following eight different summands:
i〈〈Ψ,[
∑
1≤l<m≤N
Zβ(xl, xm), Rj,k]Ψ〉〉
=
i
2
(N − 2j − 2k)(N − 2j − 2k − 1)〈〈Ψ, [Zβ(x1, x2), Rj,k]Ψ〉〉
+ i(N − 2j − 2k)j〈〈Ψ, [Zβ(x1, x5), Rj,k]Ψ〉〉
+ ij〈〈Ψ, [Zβ(x5, x6), Rj,k]Ψ〉〉
+ i(N − 2j − 2k)k〈〈Ψ, [Zβ(x1, x2j+5), Rj,k]Ψ〉〉
+ ik〈〈Ψ, [Zβ(x2j+5, x2j+6), Rj,k]Ψ〉〉
+ ij(2j − 1)〈〈Ψ, [Zβ(x5, x7), Rj,k]Ψ〉〉
+ ij2k〈〈Ψ, [Zβ(x5, x2j+5), Rj,k]Ψ〉〉
+ ik(2k − 1)〈〈Ψ, [Zβ(x2j+5, x2j+7), Rj,k]Ψ〉〉 .
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Using that after exchanging some variables the adjoint of Rj,k equals Rk,j
i〈〈Ψ,[
∑
1≤l<m≤N
Zβ(xl, xm), Rj,k]Ψ〉〉
=
i
4
(N − 2j − 2k)(N − 2j − 2k − 1)〈〈Ψ, [Zβ(x1, x2), Rj,k]Ψ〉〉
− i
4
(N − 2j − 2k)(N − 2j − 2k − 1)〈〈Ψ, [Zβ(x1, x2), Rk,j ]Ψ〉〉∗
+ i(N − 2j − 2k)j〈〈Ψ, [Zβ(x1, x5), Rj,k]Ψ〉〉
+ ij〈〈Ψ, [Zβ(x5, x6), Rj,k]Ψ〉〉
− i(N − 2j − 2k)k〈〈Ψ, [Zβ(x1, x5), Rk,j ]Ψ〉〉∗
− ik〈〈Ψ, [Zβ(x5, x6), Rk,j ]Ψ〉〉∗
+ ij(2j − 1)〈〈Ψ, [Zβ(x5, x7), Rj,k]Ψ〉〉
+ ijk〈〈Ψ, [Zβ(x5, x2j+5), Rj,k]Ψ〉〉
− ijk〈〈Ψ, [Zβ(x2j+5, x5), Rk,j ]Ψ〉〉∗
− ik(2k − 1)〈〈Ψ, [Zβ(x5, x7), Rk,j ]Ψ〉〉∗
It follows that
∑
j+k=l γ
′
j,k(Ψ, ϕ) equals
=− 1
2
∑
j+k=l
(N − 2j − 2k)(N − 2j − 2k − 1)ℑ (〈〈Ψ, [Zβ(x1, x2), Rj,k]Ψ〉〉)
− 2
∑
j+k=l
(N − 2j − 2k)jℑ (〈〈Ψ, [Zβ(x1, x5), Rj,k]Ψ〉〉)
− 2
∑
j+k=l
jℑ (〈〈Ψ, [Zβ(x5, x6), Rj,k]Ψ〉〉)
− 2
∑
j+k=l
j(2j − 1)ℑ (〈〈Ψ, [Zβ(x5, x7), Rj,k]Ψ〉〉)
− 2
∑
j+k=l
jkℑ (〈〈Ψ, [Zβ(x5, x2j+5), Rj,k]Ψ〉〉)
− 2
∑
j+k=l
jℑ (〈〈Ψ, q1q2[H, g1/4,β(x1 − x2)]p1p2Sj−1,kΨ〉〉) .
Adding
−2
∑
j+k=l
jℑ (〈〈Ψ, q1q2((W1/4 − Vβ)f1/4,β(x1 − x2)p1p2Sj−1,kΨ〉〉)
to the last line and subtracting it form the third line, as well as subtracting
−2∑j+k=l ℑ(ξj−1,k) from the third line and adding it to the total and sub-
tracting −2∑j+k=l ℑ(ξj,k)/2 = −2∑j+k=l ℑ((ξj,k − ξ∗k,j)/4) from the first line
and adding it to the total gives that the right hand side of (76) equals
−2ℑ

 ∑
j+k=l
1
4
γdj,k + γ
c
j,k + γ
b
j,k + γ
e
j,k + γ
f
j,k + γ
a
j,k + ξj−1,k +
1
2
ξj,k


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which proves the Lemma.

Having proven that the functionals γ′ can be understood as the time derivative
of the functionals γ our next step is to control the functionals γ. To start with
γ0,0.
Corollary 5.10 Let β < 1. Then there exists a K ∈ F and a η > 0 such that
for ξ := γ′0,0 −ℑ (ξ0,0)
ξ(Ψ, ϕ) ≤ K(ϕ)(‖ϕ‖∞ + (lnN)1/3‖∇ϕ‖6,loc)(〈〈Ψ, n̂Ψ〉〉+ ‖∇1q1Ψ‖2 +N−η) .
Proof: By Definition 5.8 one sees, that for γ′0,0−ℑ (ξ0,0) only (d) remains. And
here the problematic term in fact cancels out In view of Lemma 3.2 (d) and
Lemma 5.3 (a)
ξ(Ψ, ϕ) =N(N − 1) (〈〈Ψ, [Zβ(x1, x2), m̂0]Ψ〉〉 − 〈〈Ψ, [Zβ(x1, x2), p1p2m̂1]Ψ〉〉)
=2N(N − 1)〈〈Ψ, [Zβ(x1, x2), p1q2(m̂0 − m̂01)]Ψ〉〉 (77)
=2N(N − 1)ℑ (〈〈Ψ, p1p2Zβ(x1, x2)p1q2(m̂0 − m̂01)Ψ〉〉)
+ 2N(N − 1)ℑ (〈〈Ψ, q1q2Zβ(x1, x2)p1q2(m̂0 − m̂01)Ψ〉〉) .
Since β < 1 this is controlled by Lemma 4.4 (b) and (d) using the bounds from
Lemma 5.3 (c).

Lemma 5.11 For any 1/3 ≤ β ≤ 1, l > 0 there exists a K ∈ F , η > 0 such
that ∑
j+k=l
γ′j,k(Ψ, ϕ) + 2ℑ (ξj−1,k(Ψ, ϕ)) + ℑ (ξj,k(Ψ, ϕ))
≤ (‖ϕ‖∞ + (lnN)1/3‖∇ϕ‖6,loc)K(ϕ)(α(Ψ, ϕ) +N−η) .
Proof:
To prove the Lemma we shall estimate the imaginary parts of γaj,k, γ
b
j,k, . . . , γ
f
j,k
separately.
(a) The commutator in γaj,k equals
[H, g1/4,β(x1 − x2)] =− [H, f1/4,β(x1 − x2)] (78)
=[∆1 +∆2, f1/4,β(x1 − x2)]
=(∆1 +∆2)f1/4,β(x1 − x2)
+ (∇1f1/4,β(x1 − x2))∇1 − (∇2f1/4,β(x1 − x2))∇2
=− (W1/4 − Vβ)f1/4,β(x1 − x2)
+ (∇1g1/4,β(x1 − x2))∇1 − (∇2g1/4,β(x1 − x2))∇2 .
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This and integration by parts gives
|γaj,k(Ψ, ϕ)| ≤2j|〈〈Ψ, q1q2(∇1g1/4,β(x1 − x2))∇1p1p2Sj−1,kΨ〉〉|
≤2j|〈〈∇1q1q2n̂−11 Ψ, (g1/4,β(x1 − x2))∇1p1p2n̂3Sj−1,kΨ〉〉
+ 2j|〈〈Ψ, n̂−11 q1q2(g1/4,β(x1 − x2))∆1p1p2n̂3Sj−1,kΨ〉〉|
≤ 2j‖∇1q1q2n̂−11 Ψ‖ ‖∇ϕ‖ ‖g1/4,β(x1 − x2))p2‖op‖n̂3Sj−1,k‖{1,2}
+ 2j‖n̂−11 q1Ψ‖ ‖∆ϕ‖ ‖g1/4,β(x1 − x2))p2‖op‖q2Sj−1,k‖{1,2} .
Using (42), Lemma 3.2 (e) and Lemma 3.4 the latter is bounded by
CN−(j+k)/8‖ϕ‖j+k∞ (‖∇ϕ‖ + ‖∆ϕ‖) .
(b) Using symmetry it follows that
〈〈Ψ, Zβ(x5, x6)Rj,kΨ〉〉 = 〈〈Ψ, Zβ(x1, x2)q1q2g1/4,β(x1 − x2)p1p2Sj−1,kΨ〉〉
It follows that
γbj,k(Ψ, ϕ) =− j〈〈Ψ, q1q2((W1/4 − Vβ)f1/4,β(x1 − x2)p1p2Sj−1,kΨ〉〉
− j〈〈Ψ, Zβ(x1, x2)p1p2Sj−1,kΨ〉〉
+ j〈〈Ψ, Zβ(x1, x2)q1q2g1/4,β(x1 − x2)p1p2Sj−1,kΨ〉〉
− j〈〈Ψ, Rj,kZβ(x5, x6)Ψ〉〉
=− j〈〈Ψ, q1q2
(
(W1/4 − Vβ)f1/4,β
)
(x1 − x2)p1p2Sj−1,kΨ〉〉
− j〈〈Ψ, Zβ(x1, x2)f1/4,β(x1 − x2)p1p2Sj−1,kΨ〉〉
− j〈〈Ψ, Zβ(x1, x2)(1− q1q2)g1/4,β(x1 − x2)p1p2Sj−1,kΨ〉〉
− j〈〈Ψ, Rj,kZβ(x5, x6)Ψ〉〉
and thus
|
∑
j+k=l
ℑ(γbj,k(Ψ, ϕ))|
≤
∑
j+k=l
j|〈〈Ψ, q1q2(W1/4(x1 − x2)−
4a
N − 1 |ϕ(x1)
2|) (79)
f1/4,β(x1 − x2)p1p2Sj−1,kΨ〉〉|
+ |
∑
j+k=l
j ℑ〈〈Ψ, p1p2Zβ(x1, x2)f1/4,β(x1 − x2)p1p2Sj−1,kΨ〉〉| (80)
+
∑
j+k=l
2j|〈〈Ψ, p1q2Zβ(x1, x2)f1/4,β(x1 − x2)p1p2Sj−1,kΨ〉〉| (81)
+
∑
j+k=l
j|〈〈Ψ, Zβ(x1, x2)(1 − q1q2)g1/4,β(x1 − x2)p1p2Sj−1,kΨ〉〉| (82)
+
∑
j+k=l
j|〈〈Ψ, Rj,kZβ(x5, x6)Ψ〉〉| . (83)
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If (j, k) = (1, 0) we get in view of Lemma 4.4 (c) (recall than Nm0 ≤
Cn−1) that there exists a K ∈ F
|(79)| ≤
∑
j+k=l
jN2|〈〈Ψ, q1q2W1/4f1/4,β(x1 − x2)p1p2m̂0Ψ〉〉|
+
∑
j+k=l
jN2|〈〈Ψ, q1q2 4a
N − 1 |ϕ(x1)
2|g1/4,β(x1 − x2)p1p2m̂0Ψ〉〉|
≤K(ϕ)‖ϕ‖∞(〈〈Ψ, n̂Ψ〉〉+ CN−η)‖ϕ‖3∞ .
For (j + k) > 1 we shall use Lemma 4.4 (c) to control (79). Note, that
although for χ := Sj−1,kΨ some symmetry is broken, still χ ∈ HM for
M = {5, 6, . . . , 2j + 2k + 4}. We write
|(79)| =
∑
j+k=l
j|〈〈Ψ, n̂−11 q1q2(W1/4(x1 − x2)−
4a
N − 1 |ϕ(x1)
2|)
f1/4,β(x1 − x2)n̂3p1p2Sj−1,kΨ〉〉|
≤
∑
j+k=l
j‖n̂−11 q1q2W1/4f1/4,β(x1 − x2)p1p2‖M‖n̂3Sj−1,k‖{1,2}
+
∑
j+k=l
2aj
N − 1‖n̂
−1
1 q1Ψ‖ ‖ϕ‖2∞‖n̂3Sj−1,k‖{1,2} .
Due to Lemma Lemma 5.2 W1/4f1/4,β ∈ V1/4. Thus Lemma 4.4 (c) and
Lemma 5.5 imply that |(79)| has the right bound.
Note that Sj,k becomes after exchanging some of the variables the adjoint
of Sk,j selfadjoint, thus (80) = 0 for all l.
For (81) we use Lemma 4.4 (b) and Lemma 5.5
|(81)| ≤
∑
j+k=l
2j|〈〈Ψ, n̂−11 p1q2(Vβf1/4,β(x1 − x2)−
2a
N − 1 |ϕ(x1)|
2
− 2a
N − 1 |ϕ(x2)|
2)p1p2n̂3Sj−1,kΨ〉〉|
+ 2|〈〈Ψ, n̂−11 p1q2g1/4,β(x1 − x2)(
2a
N − 1 |ϕ(x1)|
2
+
2a
N − 1 |ϕ(x2)|
2)p1p2n̂3Sj−1,kΨ〉〉| .
≤C‖n̂−11 p1q2(Vβf1/4,β(x1 − x2)−
2a
N − 1 |ϕ(x2)|
2)p1p2‖M‖n̂3Sj−1,k‖{1,2}
+ C‖n̂−11 q2Ψ‖ ‖p1g1/4,β(x1 − x2)‖opN−1‖ϕ‖2∞‖n̂3Sj−1,k‖{1,2}
≤CN−(j+k)/8‖ϕ‖1+j+k∞ (‖ϕ‖∞ + 1) .
For (82) note, that (1 − q1q2) = p1p2 + p1q2 + q1p2. Since all factors in
(82) are symmetric in exchanging x1 with x2 it is sufficient to control
〈〈Ψ, Zβ(x1, x2)p1r2g1/4,β(x1 − x2)p1p2Sj−1,kΨ〉〉 (84)
44
for r2 ∈ {p2, q2} to get good control of |(82)|. Using (75) line (84) is
bounded by
‖p1Zβ(x1, x2)Ψ‖ ‖p1g1/4,β(x1 − x2)p1‖op‖n̂−11 ‖op‖n̂1Sj−1,k‖{1,2}
≤CN−2−1/2+1/2N1−(j+k)/8‖ϕ‖2+j+k∞ ≤ CN−1‖ϕ‖2+j+k∞ .
For (83) we use that pj = p
2
j , thus
(83) =
∑
j+k=l
j〈〈Ψ, Rj,kp5p6Zβ(x5 − x6)Ψ〉〉
With Lemma 5.5 it follows that
|(83)| ≤
∑
j+k=l
‖Rj,k‖{5,6}‖p1Zβ(x1, x2)Ψ‖
≤CN−1/2+1−(j+k)/8‖ϕ‖j+k∞ N−1‖ϕ‖∞
≤C‖ϕ‖j+k+1∞ N−1/2 .
(c) Using p25 = p5 we have Rj,k = Rj,kp5, thus
|γcj,k(Ψ, ϕ)| ≤Nj|〈〈Ψ, Rj,kp5Zβ(x1, x5)Ψ〉〉| (85)
+Nj|〈〈Ψ, Zβ(x1, x5)Rj,kΨ〉〉| . (86)
For (85) we use Lemma 5.5 and (75)
|(85)| ≤Nj‖Rj,k‖{1,5}‖p5Vβ(x1 − x5)Ψ‖
≤C‖ϕ‖j+k+1∞ N−(j+k)/8 .
For (86) we write using q3 = p1q3 + q1q3 = p1q3 + q1 − q1p3
(86) =N |〈〈Ψ, Zβ(x1, x3)q3q4g1/4,β(x3 − x4)p3p4Sj−1,kΨ〉〉|
≤N |〈〈Ψ, Zβ(x1, x3)p1n̂−11 q3q4g1/4,β(x3 − x4)p3p4n̂3Sj−1,kΨ〉〉| (87)
+N |〈〈Ψ, Zβ(x1, x3)q1q4g1/4,β(x3 − x4)p3p4Sj−1,kΨ〉〉| (88)
+N |〈〈Ψ, Zβ(x1, x3)q1p3q4g1/4,β(x3 − x4)p3p4Sj−1,kΨ〉〉| . (89)
For (87) note that p1Zβ(x1, x3)Ψ ∈ H{1,3}, so with Lemma 3.2 (b)
‖n̂−11 q4p1Zβ(x1 − x3)Ψ‖ ≤ C‖p1Zβ(x1 − x3)Ψ‖ ≤ CN−1‖ϕ‖∞ .
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Using also Lemma 5.5 we get
(87) ≤C‖ϕ‖∞ ‖g1/4,β(x3 − x4)p3‖op‖n̂3Sj−1,k‖{1,3,4}
≤C‖ϕ‖j+k+1∞ N−(j+k)/8 .
For (88) we use Lemma 5.5
|(88)| ≤N |〈〈
√
|Zβ(x1, x3)|Ψ,
q4g1/4,β(x3 − x4)p4
√
|Zβ(x1, x3)|p3Sj−1,kn̂1n̂−11 q1Ψ〉〉|
≤CN‖
√
|Zβ(x1, x3)|Ψ‖ ‖g1/4,β(x3 − x4)p4‖op
‖
√
|Zβ(x1, x3)|p3‖op‖n̂1Sj−1,k‖{1,3,4}‖n̂−11 q1Ψ‖
=CN−(j+k)/8‖ϕ‖j+k+1∞ .
Again using Lemma 5.5 we get for the last term in (c)
(89) ≤N‖p3Zβ(x1, x3)Ψ‖‖g1/4,β(x3 − x4)p4‖op
‖n̂1Sj−1,k‖{1,3,4} ‖n̂−11 q1Ψ‖
≤C‖ϕ‖j+k+1∞ N−(j+k)/8 .
(d) Using Lemma 3.2 (d) we get that
(N − 2j − 2k)(N − 2j − 2k − 1)[Zβ(x1, x2), Rj,k]
=[Zβ(x1, x2), p1p2Sj,k] + [Zβ(x1, x2), p1q2Tj,k]
+ [Zβ(x1, x2), q1p2Tj,k] .
Hence
γdj,k(Ψ, ϕ) =− 2〈〈Ψ, [Zβ(x1, x2), p1q2Tj,k] ,Ψ〉〉
thus
|γdj,k(Ψ, ϕ)| ≤2〈〈Ψ, Zβ(x1, x2)p1Tj,kn̂1n̂−11 q2Ψ〉〉
+ 2〈〈Ψ, q2n̂−11 n̂1Tj,kp1Zβ(x1, x2)Ψ〉〉
Lemma 5.5 gives
|γdj,k(Ψ, ϕ)| ≤C‖n̂1Tj,k‖{1,2}‖p1Zβ(x1, x2)Ψ‖ ‖n̂−11 q2Ψ‖
≤C‖ϕ‖j+k+1∞ N1−(j+k)/8−1 .
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(e) Again using Rj,k = Rj,kp5 as well as q1 = 1− p1
|γej,k(Ψ, ϕ)| ≤j(j − 1)|〈〈Ψ, Rj,kp5Zβ(x5, x7)Ψ〉〉| (90)
+ (j − 1)|〈〈Ψ, Zβ(x1, x5)p1q2g1/4,β(x1 − x2)p1p2Sj−1,kΨ〉〉| (91)
+ (j − 1)〈〈Ψ, Zβ(x1, x5)q2g1/4,β(x1 − x2)p1p2Sj−1,kΨ〉〉| . (92)
Lemma 5.5 gives
|(90)| ≤C‖Rj,k‖{5,7}‖p5Zβ(x5, x7)Ψ‖
≤C‖ϕ‖j+k+1∞ N1/2−(j+k)/8−1
as well as
|(91)| ≤C‖p1Zβ(x1, x5)Ψ‖ ‖p1g1/4,β(x1 − x2)p1‖op
‖n̂1Sj−1,k‖{1,2,5}‖n̂−11 ‖op
≤C‖ϕ‖j+k+2∞ N−1−1−1/2+3/2−(j−1+k)/8+1/2
and
|(92)| =− (j − 1)〈〈
√
Zβ(x1, x5)Ψ,
q2g1/4,β(x1 − x2)p2
√
Zβ(x1, x5)p1Sj−1,kΨ〉〉
|(92)| ≤C‖
√
Zβ(x1, x5)Ψ‖ ‖g1/4,β(x1 − x2)p2‖op
‖
√
Zβ(x1, x5)p1‖op‖n̂1Sj−1,k‖{1,2,5}‖n̂−11 ‖op
≤C‖ϕ‖j+k+1∞ N−1/2−1−1/8−1/2+3/2−(j−1+k)/8+1/2 .
(f) Using as above Rj,k = Rj,kp5 = p2j+5Rj,k
|γfj,k(Ψ, ϕ)| ≤jk |〈〈Ψ, Rj,kp5Zβ(x5, x2j+5)Ψ〉〉|
+ jk |〈〈Ψ, Zβ(x5, x2j+5)p2j+5Rj,kΨ〉〉|
≤C‖Rj,k‖{5,2j+5}‖p5Zβ(x5, x2j+5)Ψ‖
≤C‖ϕ‖j+k+1∞ N1/2−(j+k)/8−1 .

5.3 Proof of the Theorem for 1/3 ≤ β < 1
Summarizing the last section we get the following Corollary, which directly gives
the Theorem.
Corollary 5.12 Let 0 < β < 1. There exists a functional Γ : L2(R3N ,C) ⊗
L2(R3,C) → R+, a functional Γ′ : L2(R3N ,C) ⊗ L2(R3,C) → R and a c > 0
such that
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(a)
| d
dt
Γ(Ψt, ϕt)| ≤ |Γ′(Ψt, ϕt)| .
(b)
cα(Ψ, ϕ)− CN−η ≤ Γ(Ψ, ϕ) ≤ α(Ψ, ϕ) + CN−η
uniform in Ψ, ϕ
(c) There exists a functional K ∈ F such that
|Γ′(Ψ, ϕ)| ≤ (‖ϕ‖∞ + (lnN)1/3‖∇ϕ‖6,loc + ‖A˙‖∞)K(ϕ)(α(Ψ, ϕ) +N−η)
uniform in Ψ, ϕ.
Proof: Set
Γ(Ψ, ϕ) :=
∑
j+k≤5
2−j−kγj,k(Ψ, ϕ) + |E(Ψ)− EGP (ϕ)| and
Γ′(Ψ, ϕ) :=
∑
j+k≤5
2−j−kγ′j,k(Ψ, ϕ) +
d
dt
|E(Ψ)− EGP (ϕ)| .
(a) follows from Lemma 5.9 with (23).
(b)
Γ(Ψ, ϕ) =〈〈Ψ, m̂0Ψ〉〉+ |E(Ψ)− EGP (ϕ)|+
∑
1≤j+k≤5
〈〈Ψ, Rj,kΨ〉〉+ Γ(Ψ, ϕ)
In view of Lemma 5.3 we have that
c0α(Ψ, ϕ) ≤ 〈〈Ψ, m̂0Ψ〉〉+ |E(Ψ)− EGP (ϕ)| ≤ α(Ψ, ϕ) .
The other summands are in view of Lemma 5.5 bounded by CN−η and
(b) follows.
(c) Recall that ξ−1,k = 0, thus
Γ′(Ψ, ϕ) =
∑
j+k≤5
2−j−k
(
γ′j,k(Ψ, ϕ) + 2ℑ(ξj−1,k)−ℑ(ξj,k)
)
+
∑
j+k=5
2−5ℑ(ξj,k) + d
dt
|E(Ψ)− EGP (ϕ)|
The first line is controlled by Lemma 5.11. The second line is bounded by
Proposition 5.7 and (23).

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From (b) and (c) it follows that
Γ′(Ψ, ϕ) ≤ (‖ϕ‖∞ + (lnN)1/3‖∇ϕ‖6,loc + ‖A˙‖∞)K(ϕ)(Γ(Ψ, ϕ) +N−η)
and we get via Grønwall
Γ(Ψt, ϕt) ≤ e
∫
t
0
(‖ϕs‖∞+(lnN)
1/3‖∇ϕs‖6,loc+‖A˙s‖∞)K(ϕs)ds(Γ(Ψ0, ϕ0) +N
−η) .
For ϕ ∈ G we have that sups∈R{K(ϕs)} <∞. Again using (b) we get the bound
on α(Ψt, ϕt) as stated in Theorem 2.5.
6 Generalizing to β = 1
Lemma 5.11 holds for β = 1. When generalizing the Theorem to β = 1 below
one “only” has to adjust Γ in Corollary 5.12 such that the ξ in Corollary 5.10
becomes controllable.
Recall that (c.f. Corollary 5.10)
ξ = −2N(N − 1)ℑ (〈〈Ψ, Zβ(x1, x2)p1q2(m̂0 − m̂01)Ψ〉〉) .
The method we use is similar as above: We add a functional γ to Γ such that
the interaction term in ξ is smoothed out by the cost of additional terms. It
turns out that all the additional terms are controllable so in contrast to section
5.2 this first adjustment will be sufficient.
The “new” interaction term will scale moderately and can — using Lemma
4.4 (d) — be controlled in terms of ‖q1∇1Ψ‖. But we only got good control of
‖∇1q1Ψ‖ for β < 1. Hence we have to generalize our estimates on ‖∇1q1Ψ‖ to
β = 1 first.
6.1 Controlling ‖∇1q1Ψ‖ for β = 1
For β = 1 a relevant part of the kinetic energy is used to form the microscopic
structure. That part of the kinetic energy is concentrated around the scattering
centers. Hence ‖∇1q1Ψ‖ will in fact not be small.
The microscopic structure is — neglecting three particle interactions — given
by Lemma 5.2. So we shall first cutoff three particle interactions, i.e. we define
a cutoff function which does not depend on x1 and cuts off all parts of the wave
function where two particles xj , xk with j 6= k, j, k 6= 1 come to close (see B1 in
Definition 6.1).
After that we shall cutoff that part of the kinetic energy which is used to
form the microscopic structure. The latter is concentrated around the scattering
centers (i.e. on the sets Aj given by Definition 6.1).
Then we show that ‖1A1∇1q1Ψ‖ is small (see Lemma 6.4 below).
Having good control on ‖1A1∇1q1Ψ‖ instead of ‖∇1q1Ψ‖ Lemma 4.4 (d)
has of course to be changed appropriately. This will be done in Lemma 6.5.
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Definition 6.1 For any j, k = N let
aj,k := {(x1, x2, . . . , xN ) ∈ R3N : |xj − xk| < N−26/27} (93)
Aj :=
⋃
k 6=j
aj,k Aj := R3N\Aj Bj :=
⋃
k,l 6=j
ak,l Bj := R3N\Bj .
Proposition 6.2 (a)
‖1Ajp1‖op ≤ C‖ϕ‖∞N−17/18 ,
(b)
‖1AjΨ‖ ≤ CN−17/27‖∇jΨ‖ ,
(c)
‖1BjΨ‖ ≤ CN−7/54‖∇jΨ‖ .
Proof:
(a)
‖1Ajp1‖op ≤‖ϕ‖∞‖1Aj‖
=‖ϕ‖∞|Aj |1/2 ≤ ‖ϕ‖∞N (1−26/9)/2
(b) Using Ho¨lder and Sobolev under the xk-integration we get
‖1AjΨ‖2 =‖1AjΨ2‖1 ≤ ‖1Aj‖3/2‖Ψ2‖3 ≤ |Aj |2/3‖∇jΨ‖2
≤‖∇1Ψ‖2(NN−26/9)2/3 ≤ N−34/27‖∇1Ψ‖2 .
Since ‖∇1Ψ‖ < C (b) follows.
(c) We use that Bj ⊂
⋃
k=1Ak. Hence one can find pairwise disjoint sets
Ck ⊂ Ak, k = 1, . . . , N such that Bj ⊂
⋃
k=1 Ck. Since the sets Ck are
pairwise disjoint, the 1CkΨ are pairwise orthogonal and we get
‖1BjΨ‖2 =
∑
k=1
‖1CkΨ‖2 ≤
∑
k=1
‖1AkΨ‖2 ≤ CN−7/27‖∇jΨ‖2 .

Next we prepare estimates of some energy terms we shall need below.
Corollary 6.3 Let V1 ∈ V1, 0 < β1 < 1. Then there exist a K ∈ F and a η > 0
such that for all Ψ ∈ H∅ and all ϕ ∈ L2(R3,C)
〈〈Ψ, (2a|ϕ(x1)|2 − (N − 1)1B1Wβ1(x1 − x2))Ψ〉〉 ≤ K(ϕ)(α(Ψ, ϕ) +N−η)
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Proof:
〈〈Ψ, (2a|ϕ(x1)|2 − (N − 1)1B1Wβ1(x1 − x2))Ψ〉〉
=〈〈1B1Ψ, p1p2
(
2a|ϕ(x1)|2 − (N − 1)Wβ1(x1 − x2)
)
1B1p1p2Ψ〉〉 (94)
+ 2a〈〈Ψ, |ϕ(x1)|2 − 1B1p1p2|ϕ(x1)|2p1p21B1Ψ〉〉 (95)
+ 2(N − 1)〈〈Ψ,1B1p1p2Wβ1(x1 − x2)(1 − p1p2)1B1Ψ〉〉 (96)
− (N − 1)〈〈Ψ,1B1(1− p1p2)Wβ1(x1 − x2)(1 − p1p2)1B1Ψ〉〉 . (97)
Using (15) and (32) we get that (94) is bounded by
|(94)| ≤ K(ϕ)(α(Ψ, ϕ) +N−η) .
Due to Lemma 3.4
|〈〈Ψ, |ϕ(x1)|2Ψ〉〉 − 〈ϕ, |ϕ2|ϕ〉| ≤ C‖ϕ‖2∞α(ϕ, ϕ) .
On the other hand we have
〈〈Ψ,1B1p1p2|ϕ(x1)|2p1p21B1Ψ〉〉 = 〈ϕ, |ϕ2|ϕ〉‖p1p21B1Ψ‖2
and with Proposition 6.2 that
|‖p1p21B1Ψ‖2 − 1| ≤
∣∣‖p1p21B1Ψ‖2 − ‖p1p2Ψ‖2∣∣+ ∣∣‖p1p2Ψ‖2 − 1∣∣
≤CN−7/54 + α(Ψ, ϕ) .
Thus
|(95)| ≤ K(ϕ)(α(Ψ, ϕ) +N−η) .
For (96) we use that the support of Wβ1(x1 − x2) and A1 are disjoint, thus
(96) =− 2(N − 1)〈〈Ψ,1B1p1p2Wβ1(x1 − x2)p1p21B11A1Ψ〉〉 (98)
+ 2(N − 1)〈〈Ψ,1B11A1p1p2Wβ1(x1 − x2)(1 − p1p2)1B11A1Ψ〉〉 (99)
+ 2(N − 1)〈〈Ψ,1B11A1p1p2Wβ1(x1 − x2)(1 − p1p2)1B11A1Ψ〉〉 . (100)
Using Proposition 6.2 and Lemma 3.2 (e) we have
|(98)| ≤ 2N‖p1Wβ1(x1 − x2)p1‖op‖1A1Ψ‖ ≤ C‖ϕ‖2∞N−17/27 .
For (99) we have using Proposition 6.2 and Lemma 3.2 (e)
|99| ≤2N‖1A1Ψ‖ ‖1A1p1‖op‖p1Wβ1(x1 − x2)‖op
≤CNN−17/24‖ϕ‖∞N−17/18‖ϕ‖∞‖Wβ1‖
≤CN−11/72+3/2(β−1)‖ϕ‖2∞ .
Note that 1B11A1R
3N\⋃j 6=k aj,k, thus 1B11A1Ψ ∈ H∅. Therefore (100) is con-
trolled by Lemma 4.6 (a) and also bounded by the right hand side of the Corol-
lary.
Having good control of (94), (95) and (96) and using that (97) is negative
the Lemma follows.
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Lemma 6.4 Let V1 ∈ V1. Then there exists a η > 0 and a K ∈ F such that for
any Ψ ∈ H∅ and any ϕ ∈ L2(R3,C)
(a)
‖1A1∇1q1Ψ‖2 ≤ K(ϕ)(α(Ψ, ϕ) +N−η)
(b)
(N − 1)‖1B1
√
V1(x1 − x2)Ψ‖2 ≤ K(ϕ)(α(Ψ, ϕ) +N−η)
(c)
‖1B1∇1q1Ψ‖2 ≤K(ϕ)(α(Ψ, ϕ) +N−η)
Proof:
(a)+(b) For any 0 < β1 < 1 we have
‖∇1q1Ψ‖2 + 〈〈Ψ, ((N − 1)V1(x1 − x2)− 2a|ϕ(x1)|2)Ψ〉〉
=‖1A1∇1q1Ψ‖2 + ‖1B11A1∇1q1Ψ‖2 + ‖1B11A1∇1q1Ψ‖2
+ (N − 1)‖1B1
√
V 1(x1 − x2)Ψ‖2
+ 〈〈Ψ,
∑
j 6=1
1B1 (V1 −Wβ1) (x1 − xj)Ψ〉〉
+ 〈〈Ψ,

∑
j 6=1
1B1Wβ1(x1 − xj)− 2a|ϕ(x1)|2

Ψ〉〉 .
Using that q1 = 1− p1 and symmetry gives (after reordering)
=(N − 1)‖1B1
√
V 1(x1 − x2)Ψ‖2 + ‖1A1∇1q1Ψ‖2 (101)
+ ‖1B11A1∇1q1Ψ‖2 + ‖1B11A1∇1p1Ψ‖2 (102)
− 2ℜ (〈〈∇1q1Ψ,1B11A1∇1p1Ψ〉〉) (103)
+ ‖1B11A1∇1Ψ‖2 + 〈〈Ψ,
∑
j 6=1
1B1 (V1 −Wβ1) (x1 − xj)Ψ〉〉 (104)
+ 〈〈Ψ,

∑
j 6=1
1B1Wβ1(x1 − xj)− 2a|ϕ(x1)|2

Ψ〉〉 (105)
Proposition 6.2 (b) and (49) yields that for some K ∈ F
|(103)| ≤2 ∣∣ℜ (〈〈∇1q1Ψ,1A1∇1p11B1Ψ〉〉)∣∣
≤‖∇1q1Ψ‖ ‖∇ϕ‖‖1B1Ψ‖
≤K(ϕ)N−7/54 .
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Choosing β1 < 1 large enough the support of the potentials V1(x1 − xj)
and Wβ1(x1 − xj) are subsets of A1 := R3N\A1 (c.f. Definition 6.1).
Furthermore we have that the support of the potentials
1B1 (V1(x1 − xj)−Wβ1(x1 − xj))
are pairwise disjoint for different j. It follows with Lemma 5.2 (c) that
(104) is positive.
Corollary 6.3 gives a abound on (105) it follows that
(101) + (102) ≤K(ϕ)(α(Ψ, ϕ) +N−η) .
Since all the summands in (101) and (102) are positive, it follows that
each of them is bounded by K(ϕ)(α(Ψ, ϕ) +N−η) and we get (a), (b) as
well as
‖1B11A1∇1q1Ψ‖2 ≤ K(ϕ)(α(Ψ, ϕ) +N−η) . (106)
(c) (106) and (a) give
‖1B1∇1q1Ψ‖2 ≤‖1B11A1∇1q1Ψ‖2 + ‖1B11A1∇1q1Ψ‖2
≤‖1B11A1∇1q1Ψ‖2 + ‖1A1∇1q1Ψ‖2
≤K(ϕ)(α(Ψ, ϕ) +N−η) .

6.2 Generalizing Lemma 4.4 (d)
For β = 1 our plan is again to smoothen out the interaction using the microscopic
structure and use Lemma 4.4 for the smoothed interaction terms. To be able
to do so we first have to estimate Lemma 4.4 (d) in terms of ‖1A1∇1q1Ψ‖
(Remember that for β = 1 ‖∇1q1Ψ‖ is not small).
Lemma 6.5 Let for 0 < β < 1 Vβ ∈ Vβ, g ∈ L2 and m : N2 → R+ with
m ≤ n−1. Then there exists a K ∈ F and a η > 0 such that for any Ψ ∈ M
with {1, 2} ⊂ M
N〈〈Ψq1p2Vβ(x1 − x2)m̂q1q2Ψ〉〉 (107)
≤ K(ϕ)(‖ϕ‖∞ + (lnN)1/3‖∇ϕ‖6,loc)
(〈〈Ψ, n̂Ψ〉〉+ ‖1A1∇1q1Ψ‖2 +N−η)
Proof:
We first prove the Lemma for some small 0 < β and generalize to all 0 <
β < 1 thereafter.
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In view of Definition 4.2
N |〈〈Ψ, q1p2Vβ(x1−x2)m̂q1q2Ψ〉〉| = N |〈〈Ψ, q1p2U0,β(x1 − x2)m̂q1q2Ψ〉〉|
+N |〈〈Ψ, m̂1q1p2(∆h0,β)(x1 − x2)q1q2Ψ〉〉|
≤N |〈〈Ψ, q1p2U0,β(x1 − x2)m̂q1q2Ψ〉〉| (108)
+N |〈〈Ψ, q1p2m̂1(∇1h0,β(x1 − x2))q21A1∇1q1Ψ〉〉| (109)
+N |〈〈1A1∇1q1Ψ, p2(∇1h0,β(x1 − x2))q1q2m̂Ψ〉〉| (110)
+N |〈〈Ψ, q1p2m̂1(∇1h0,β(x1 − x2))q21A1∇1q1Ψ〉〉| (111)
+N |〈〈1A1∇1q1Ψ, p2(∇1h0,β(x1 − x2))q1q2m̂Ψ〉〉| . (112)
For (108) we have
(108) ≤ N‖q1Ψ‖ ‖U0,β‖∞‖m̂q1q2Ψ‖ ≤ CNα(Ψ, ϕ)‖Vβ‖1 .
For (109) and (110).
(109) + (110) ≤N‖1A1q2(∇1h0,β(x1 − x2))m̂1q1p2Ψ‖ ‖∇1q1Ψ‖
+N‖∇1q1Ψ‖ ‖1A1p2(∇1h0,β(x1 − x2))q1q2m̂Ψ‖
Using Proposition 6.2 and Lemma 4.3
(109) + (110) ≤CN10/27‖∇1q2(∇1h0,β(x1 − x2))m̂1q1p2Ψ‖ ‖∇1q1Ψ‖
+ CN10/27‖∇1q1Ψ‖ ‖∇1p2(∇1h0,β(x1 − x2))q1q2m̂Ψ‖
≤CN10/27‖q2(∆1h0,β(x1 − x2))m̂1q1p2Ψ‖
+ CN10/27‖q2(∇1h0,β(x1 − x2))∇1m̂1q1p2Ψ‖
+ CN10/27‖p2(∆1h0,β(x1 − x2))q1q2m̂Ψ‖
+ CN10/27‖p2(∇1h0,β(x1 − x2))∇1q1q2m̂Ψ‖
Note that for any m ≤ Cn−1 and any Ψ ∈ H{1}
‖∇1q1q2m̂Ψ‖ ≤‖p1∇1q1q2m̂Ψ‖+ ‖q1∇1q1q2m̂Ψ‖
=‖m̂1q2p1∇1q1Ψ‖+ ‖m̂q2q1∇1q1Ψ‖
≤C‖∇1q1Ψ‖ (113)
and similarly
‖∇1q1p2m̂Ψ‖ ≤C‖m̂‖op‖∇1q1Ψ‖ .
Since ‖∇1q1Ψ‖ is bounded (see (49))
(109) + (110) ≤CN10/27‖ϕ‖∞‖
(‖∆1h0,β‖
+ ‖∇1h0,β‖N−1/2 + ‖∆1h0,β‖+ ‖∇1h0,β‖
)
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Using the bounds on ‖∆1h0,β‖ and ‖∇1h0,β‖ from Lemma 4.3 it follows that
for β small enough we can find a η > 0 and a K ∈ F such that
(109) + (110) ≤ K(ϕ)‖ϕ‖∞N−η .
(111) ≤ N
N − 1 |〈〈Ψ,
N∑
k=2
q1pkm̂1(∇1h0,β(x1 − xk))qk1A1∇1q1Ψ〉〉|
≤ N
N − 1‖
N∑
k=2
qk(∇1h0,β(x1 − xk))m̂1q1pkΨ‖ ‖1A1∇1q1Ψ‖
Due to (49) ‖1A1∇1q1Ψ‖ is bounded. For the other factor we write
‖
N∑
k=2
qk(∇1h0,β(x1 − xk))m̂1q1pkΨ‖2
=
∑
2≤j<k≤N
〈〈Ψ, m̂1q1pj(∇1h0,β(x1 − xj))qjqk(∇1h0,β(x1 − xk))m̂1q1pkΨ〉〉
(114)
+
N∑
k=2
〈〈Ψ, m̂1q1pk(∇1h0,β(x1 − xk))qk(∇1h0,β(x1 − xk))m̂1q1pkΨ〉〉 . (115)
For (114) we use that for any 2 ≤ k ≤ N ∇1h0,β(x1 − xk) = ∇kh0,β(x1 − xk).
Partial integrations yield
(114)
≤
∑
2≤j<k≤N
|〈〈∇k∇jpjm̂1qkΨ, q1h0,β(x1 − xj)h0,β(x1 − xk)m̂1q1pkqjΨ〉〉|
+
∑
2≤j<k≤N
|〈〈∇jpjm̂1qkΨ, q1h0,β(x1 − xj)h0,β(x1 − xk)∇km̂1q1pkqjΨ〉〉|
+
∑
2≤j<k≤N
|〈〈∇km̂1qkΨ, q1pjh0,β(x1 − xj)h0,β(x1 − xk)∇jm̂1q1pkqjΨ〉〉|
+
∑
2≤j<k≤N
|〈〈m̂1qkΨ, q1pjh0,β(x1 − xj)h0,β(x1 − xk)∇j∇km̂1q1pkqjΨ〉〉| .
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Due to symmetry the first and the fourth line are equal and
(114) ≤2N2|〈〈∇2p2∇3m̂1q3Ψ, q1h0,β(x1 − x3)p3h0,β(x1 − x2)m̂1q1q2Ψ〉〉|
+N2|〈〈∇2m̂1p2q3Ψ, q1h0,β(x1 − x2)h0,β(x1 − x3)∇3m̂1q1p3q2Ψ〉〉|
+N2|〈〈∇3m̂1q3Ψ, q1h0,β(x1 − x3)p3p2h0,β(x1 − x2)∇2m̂1q1q2Ψ〉〉|
≤2N2‖p3h0,β(x1 − x3)∇3m̂1q1q3Ψ‖‖h0,β(x1 − x2)∇2p2‖op‖m̂1q1q2Ψ‖
+N2‖h0,β(x1 − x2)∇2p2‖2op‖m̂1q1q3Ψ‖2
+N2‖p2h0,β(x1 − x2)∇2m̂1q1q2Ψ‖2
≤CN‖p2h0,β(x1 − x2)∇2m̂1q1q2Ψ‖ ‖∇ϕ‖6,loc(lnN)1/3
√
α(Ψ, ϕ)
+ C‖∇ϕ‖26,loc(lnN)2/3α(Ψ, ϕ)
+N2‖p2h0,β(x1 − x2)∇2m̂1q1q2Ψ‖2 .
Let us next control the factor ‖p2h0,β(x1−x2)∇2m̂1q1q2Ψ‖. Using 1 = 1A1+1A1
and exchanging the variables x1 and x2 we have
‖p2h0,β(x1 − x2)∇2m̂1q1q2Ψ‖ ≤‖p1h0,β(x1 − x2)‖op‖∇1q1q2m̂11A1Ψ‖
+ ‖p1h0,β(x1 − x2)∇1‖op‖q2m̂11A1q1Ψ‖ .
Using formula (113) on the first and Lemma 3.4 on the second summand (note,
that 1A1Ψ ∈ H{1}) we get
‖p2h0,β(x1 − x2)∇2m̂1q1q2Ψ‖ ≤C‖p1h0,β(x1 − x2)‖op‖∇1q11A1q1Ψ‖
+ ‖p1h0,β(x1 − x2)∇1‖op‖1A1Ψ‖ .
The first summand is in view of Lemma 3.2 (e) and Lemma 4.3 bounded by
CN−1‖ϕ‖∞‖1A1∇1q1Ψ‖ .
Partial integration, Proposition (6.2) and again Lemma 3.2 (e) with Lemma
4.3 give for the second summand
‖p1h0,β(x1 − x2)∇1‖op‖1A1q1Ψ‖
≤CN−17/27 (‖h0,β(x1 − x2)∇1p1‖op + ‖(∇1h0,β(x1 − x2))p1‖op) ‖∇1q1Ψ‖
≤CN−17/27
(
N−1‖∇ϕ‖6,loc(lnN)1/3 +N−1‖ϕ‖∞
)
‖∇1q1Ψ‖
Using (49) and choosing β sufficiently small there exists a η > 0 and a K ∈ F
such that
N‖p2h0,β(x1 − x2)∇2m̂1q1q2Ψ‖ (116)
≤ K(ϕ)(‖ϕ‖∞ + (lnN)1/3‖∇ϕ‖6,loc)
(‖1A1∇1q1Ψ‖2 +N−η) .
Thus (114) is bounded by the right hand side of (107). For (115) we have
(115) ≤N‖m̂1q1Ψ‖2 ‖p2(∇1h0,β(x1 − x2))‖2op
≤CN‖ϕ‖2∞‖∇1h0,β‖2 ≤ CN−1/2+2β‖ϕ‖2∞
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For small enough β that there exists a η > 0 such that (115) ≤ CN−η‖ϕ‖2∞
and thus (111) is bounded by the right hand side of (107) for some K ∈ F .
Again using that ∇1h0,β(x1−x2) = −∇2h0,β(x1−x2) and partial integration
yields for (112)
(112) ≤N |〈〈h0,β(x1 − x2)∇2p21A1∇1q1Ψ, q1q2m̂Ψ〉〉|
+N |〈〈1A1∇1q1Ψ, p2h0,β(x1 − x2)q1∇2q2m̂Ψ〉〉|
≤N‖h0,β(x1 − x2)∇2p2‖op‖1A1∇1q1Ψ‖‖q1q2m̂Ψ‖
+N‖1A1∇1q1Ψ‖ ‖p2h0,β(x1 − x2)q1∇2q2m̂Ψ‖ .
Using (116) it follows that N(112) ≤ C which completes the proof of the Lemma
for 0 < β ≤ β0 for some 0 < β0 < 1.
To prove the Lemma for β0 < β < 1 we write
|〈〈Ψ, q1p2Vβ(x1 − x2)m̂q1q2Ψ〉〉| =|〈〈Ψ, q1p2Uβ0,βm̂q1q2Ψ〉〉|
+N〈〈Ψp1q2(Vβ(x1 − x2)− Uβ1,β(x1 − x2))m̂q1q2Ψ〉〉 .
In view of Lemma 4.3 Uβ0,β ∈ Vβ0 . The case β = β0 has just been shown,
so the first summand is bounded by the right hand side of (107). The second
summand is controlled by (37) and the Lemma follows in full generality.

6.3 Second adjustment: Making α′2 controllable
Next we adjust the functional Γ from Corollary 5.12 such that ξ (defined in
Corollary 5.10) becomes controllable.
Recall that (see (77))
ξ =− 2N(N − 1)ℑ (〈〈Ψ, Zβ(x1, x2)p1q2(m̂0 − m̂01)Ψ〉〉) . (117)
Following the ideas in section 5.2 we define now a functional which smoothens
the “bad” interaction term in ξ.
Definition 6.6 Let V1 ∈ V1, let m̂ = m̂0 − m̂01.
We define the functional γ : L2(R3N ,C)⊗ L2(R3,C)→ R+ by
γ(Ψ, ϕ) := −N(N − 1)ℑ (〈Ψ, q1q2g8/9,1(x1 − x2)m̂p1q2Ψ〉)
and the functional γ′ : L2(R3N ,C)⊗ L2(R3,C)→ R by
γ′(Ψ, ϕ) := γa + γb + γc + γd + ξ ,
where the different summands are
(a) The mixed derivative term
γa =−N(N − 1)ℑ (〈〈Ψ, q1q2 [H, g8/9,1(x1 − x2)] m̂p1q2Ψ〉〉)
−N(N − 1)ℑ (〈〈Ψ, q1q2(W8/9 − Vβ)f8/9,1(x1 − x2)m̂p1q2Ψ〉〉) .
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(b) The new interaction term
γb =− ξ +N(N − 1)ℑ (〈〈Ψ, [Zβ(x1, x2), q1q2g8/9,1(x1 − x2)m̂p1q2]Ψ〉〉)
+N(N − 1)ℑ (〈〈Ψ, q1q2(W8/9 − Vβ)f8/9,1(x1 − x2)m̂p1q2Ψ〉〉)
(c) Three particle interactions
γc = N(N − 1)(N − 2)
ℑ (〈〈Ψ, [Zβ(x1, x3) + Zβ(x2, x3), q1q2g8/9,1(x1 − x2)m̂p1q2]Ψ〉〉)
(d) Interaction terms of the correction
γd = N(N − 1)(N − 2)(N − 3)
ℑ (〈〈Ψ, q1q2g8/9,1(x1 − x2)p1q2 [Zβ(x3, x4), m̂] Ψ〉〉)
Lemma 4.4 (a) together with Lemma 5.2 (a) imply directly
Corollary 6.7 There exists a η > 0 such that
|γ(Ψ, ϕ)| ≤ CN−η‖ϕ‖∞ .
Next we show that in fact γ′ satisfies γ′(Ψt, ϕt) =
d
dtγ(Ψt, ϕt):
Lemma 6.8
d
dt
γ(Ψt, ϕt) = γ
′(Ψt, ϕt)
Proof:
d
dt
γ(Ψt, ϕt) =−N(N − 1)ℑ
(〈
Ψ, q1q2
[
H, g8/9,1(x1 − x2)
]
m̂p1q2Ψ
〉)
+N(N − 1)ℑ (〈Ψ, [H −HGP , q1q2g8/9,1(x1 − x2)m̂p1q2]Ψ〉)
Using symmetry
=−N(N − 1)ℑ (〈Ψ, q1q2 [H, g8/9,1(x1 − x2)] m̂p1q2Ψ〉)
+N(N − 1)ℑ (〈〈Ψ, [Zβ(x1, x2), q1q2g8/9,1(x1 − x2)m̂p1q2]Ψ〉〉)
+N(N − 1)(N − 2)ℑ (〈〈Ψ, [Zβ(x1, x3) + Zβ(x2, x3), q1q2g8/9,1(x1 − x2)m̂p1q2]Ψ〉〉)
+N(N − 1)(N − 2)(N − 3)ℑ (〈〈Ψ, q1q2g8/9,1(x1 − x2)p1q2 [Zβ(x3, x4), m̂] Ψ〉〉) .

Subtracting
N(N − 1)ℑ (〈〈Ψ, q1q2(W8/9 − Vβ)f8/9,1(x1 − x2)m̂p1q2Ψ〉〉)
from the first line and adding it to the second line, as well as subtracting ξ from
the second line and adding it to the total gives that the right hand side of (76)
equals γa + γb + γc + γd + ξ which proves the Lemma.
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Lemma 6.9 Let β = 1. There exists a K ∈ F such that
γ′(Ψ, ϕ)− ξ ≤ (‖ϕ‖∞ + (lnN)1/3‖∇ϕ‖6,loc)K(ϕ)(α(Ψ, ϕ) +N−η) .
Proof:
(a) Using (78) and ∇1g8/9,1(x1 − x2) = −∇2g8/9,1(x1 − x2) and integrating
by parts we have
|γa(Ψ, ϕ)| ≤N2|〈〈Ψ, q1q2m̂−1(∇2g8/9,1(x1 − x2))∇2p1q2Ψ〉〉|
+N2|〈〈Ψ, q1q2m̂−1(∇1g8/9,1(x1 − x2))∇1p1q2Ψ〉〉|
≤2N2|〈〈Ψ, q1q2m̂−1g8/9,1(x1 − x2)∇1∇2p1q2Ψ〉〉| (118)
+N2|〈〈∇1m̂−1q1q2Ψ, g8/9,1(x1 − x2)∇2p1q2Ψ〉〉| (119)
+N2|〈〈∇2q1q2Ψ, g8/9,1(x1 − x2)∇1m̂p1q2Ψ〉〉| . (120)
We use that for any χ ∈ L2(R3N ,C) by Ho¨lder- and Sobolev’s inequality
‖1{(x1−x2)≤RN−8/9}χ‖2 =〈〈χ,1{(x1−x2)≤RN−8/9}χ〉〉
≤‖1{(x1−x2)≤RN−8/9}‖3/2‖χ2‖3
≤CN−16/9‖∇1χ‖2 .
This, (42), Lemma 5.3 and Lemma 3.2 (e) give
(118) ≤N2‖1{(x1−x2)≤RN−8/9}m̂−1q1q2Ψ‖
‖g8/9,1(x1 − x2)∇1p1‖op‖∇2q2Ψ‖
≤CN2−8/9‖q2∇1m̂−1q1Ψ‖ ‖g8/9,1‖3‖∇ϕ‖6,loc
≤CN−8/9(lnN)1/3‖∇ϕ‖6,loc .
For (119) we get
(119) ≤N2‖m̂−1∇1q1q2Ψ‖ ‖g8/9,1(x1 − x2)p1‖op‖∇2q2Ψ‖
≤CN−4/9‖ϕ‖∞ .
To control (120) we use symmetry and write
(120) =
N2
N − 1 |〈〈∇2q2Ψ,
∑
j 6=2
qjg8/9,1(xj − x2)∇jm̂pjq2Ψ〉〉|
≤ N
2
N − 1‖∇2q2Ψ‖‖
N∑
j=2
qjg8/9,1(xj − x1)∇jm̂pjq1Ψ‖
59
As above ‖∇2q2Ψ‖ ≤ C. For the second factor we write
‖
N∑
j=2
qjg8/9,1(xj − x1)∇jm̂pjq1Ψ‖2
=
N∑
j=2
〈〈∇jpjm̂q1Ψ, g8/9,1(xj − x1)qjg8/9,1(xj − x1)∇jpjm̂q1Ψ〉〉 (121)
+
N∑
j 6=k=2
〈〈∇jpjm̂q1Ψ, g8/9,1(xj − x1)qjqkg8/9,1(xk − x1)∇kpkm̂q1Ψ〉〉 .
(122)
For (121) we use symmetry, Lemma 3.2 (e) and Lemma 3.4 (recall that in
view of Lemma 5.3 m(k,N) ≤ CN−1n−1(k + 1, N)) and get
(121) ≤(N − 1)〈〈∇2p2m̂q1Ψ, g8/9,1(xj − x1)g8/9,1(x2 − x1)∇2p2m̂q1Ψ〉〉
≤N‖g8/9,1(x2 − x1)∇2p2‖2op‖m̂q1Ψ‖2
≤N−3(lnN)2/3‖∇ϕ‖26,loc .
For (122) we get
|(122)| ≤N2〈〈∇2p21{(x1−x3)≤RN−8/9}m̂q1q3Ψ,
g8/9,1(x2 − x1)g8/9,1(x3 − x1)∇3p31{(x1−x2)≤RN−8/9}q1q2Ψ〉〉
≤N2‖g8/9,1(x2 − x1)∇2p2‖2op‖1{(x1−x2)≤RN−8/9}m̂q1q2Ψ‖2 .
Since {(x1−x2) ≤ RN−8/9} ⊂ A∞ we get with Proposition 6.2 and (113)
‖1{(x1−x2)≤RN−8/9}m̂q1q2Ψ‖ ≤CN−17/27‖∇1m̂q1q2Ψ‖
≤CN−1−17/27‖∇1q1Ψ‖
It follows that
|(122)| ≤ CN−2−34/27‖∇ϕ‖26,loc(lnN)2/3‖∇1q1Ψ‖2 ,
thus
‖
N∑
j=2
qjg8/9,1(xj−x1)∇jm̂pjq1Ψ‖ ≤ CN−3/2‖∇ϕ‖6,loc(lnN)1/3(1+‖∇1q1Ψ‖).
With (49) it follows that also |(120)| has the right bound and (a) follows.
(b) For γb we can write in view of (117) and using q1|ϕ(x2)|2p1 = 0
γb(Ψ, ϕ) ≤ N2|〈〈Ψ, q1q2m̂−1g8/9,1(x1 − x2)p1q2Z1(x1, x2)Ψ〉〉| (123)
+N2|〈〈Ψ, Z1(x1, x2)(q1q2 − 1)g8/9,1(x1 − x2)p1q2m̂Ψ〉〉| (124)
+N2|〈〈Ψ, q1q2(W8/9(x1 − x2)− V1(x1 − x2) + Z1(x1, x2)) (125)
f8/9,1(x1 − x2)m̂p1q2Ψ〉〉| .
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For (123) we have
|(123)| ≤N2‖m̂−1q2Ψ‖ ‖g8/9,1(x1 − x2)p1‖op‖p1Z1(x1, x2)Ψ‖
≤CN−4/9‖ϕ‖2∞ .
For (124)
(124) ≤N2|〈〈Ψ, Z1(x1, x2)p1p2g8/9,1(x1 − x2)m̂p1q2Ψ〉〉|
+N2|〈〈Ψ, Z1(x1, x2)p1q2g8/9,1(x1 − x2)m̂p1q2Ψ〉〉|
+N2|〈〈Ψ, q1q2g8/9,1(x1 − x2)m̂p1q2Ψ〉〉|
≤N2‖p1Z1(x1, x2)Ψ‖ ‖p1g8/9,1(x1 − x2)p1‖op‖m̂q2Ψ‖
+N2‖p1Z1(x1, x2)Ψ‖ ‖p1g8/9,1(x1 − x2)p1‖op‖m̂q2Ψ‖
+N2‖p1Z1(x1, x2)Ψ‖ ‖g8/9,1(x1 − x2)p1‖op .‖m̂q2Ψ‖
Recall that m(k,N) ≤ CN−1n(k + 1, N)−1, thus
(124) ≤ CN2−2−16/9‖ϕ‖3∞ + CN2−2−4/9‖ϕ‖2∞ .
For (125) we have
(125) ≤ N |〈〈Ψ, q1q2W8/9(x1 − x2)f8/9,1(x1 − x2)Nm̂p1q2Ψ〉〉|
+
N2
N − 1 |〈〈Ψ, q1q2m̂−1
(
2a|ϕ(x1)|2 + 2a|ϕ(x2)|2
)
f8/9,1(x1 − x2)p1q2Ψ〉〉| .
We get with Lemma 6.5 that the first line is bounded by
K(ϕ)(‖ϕ‖∞ + (lnN)1/3‖∇ϕ‖6,loc)
(〈〈Ψ, n̂Ψ〉〉+ ‖1A1∇1q1Ψ‖2 +N−η) .
For the second line recall that ‖f8/9,1‖∞ = 1, thus it is controlled by
CN‖q1q2m̂−1Ψ‖ ‖ϕ‖2∞‖q2Ψ‖ ≤ C‖ϕ‖2∞〈〈Ψ, n̂Ψ〉〉 .
(c) Using q2 = 1− p2 the left hand side of (c) is bounded by
|γc(Ψ, ϕ)| ≤N3|ℑ〈〈Ψ, [Z1(x2, x3), q1q2m̂−1g8/9,1(x1 − x2)p1p2]Ψ〉〉|
(126)
+N3|ℑ〈〈Ψ, [Z1(x2, x3), q1q2m̂−1g8/9,1(x1 − x2)p1]Ψ〉〉|
(127)
+N3|ℑ〈〈Ψ, [Z1(x1, x3)q1q2g8/9,1(x1 − x2)m̂p1q2]Ψ〉〉| .
(128)
Using symmetry (126) can be controlled like in the proof of Lemma 5.9
(c). For easier reference we repeat the formulas here: Using 1 = p3 + q3
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and q1 = 1− p1
|(126)| ≤N3|〈〈Ψ, q1q2m̂−1g8/9,1(x1 − x2)p1p2Z1(x2, x3)Ψ〉〉|
+N3|〈〈Ψ, Z1(x2, x3)p3 q1q2m̂−1g8/9,1(x1 − x2)p1p2Ψ〉〉|
+N3|〈〈Ψ, Z1(x2, x3)p1q2g8/9,1(x1 − x2)m̂p1p2q3m̂Ψ〉〉|
+N3|〈〈Ψ,
√
Z1(x2, x3)q2g8/9,1(x1 − x2)p2
√
Z1(x2, x3)p1q3m̂Ψ〉〉|
≤N3‖m̂−1q1Ψ‖ ‖g8/9,1(x1 − x2)p1‖op‖p1Z1(x2, x3)Ψ‖
+N3‖q2m̂−1p3Z1(x2, x3)Ψ‖ ‖g8/9,1(x1 − x2)p1‖op
+N3‖p1Z1(x2, x3)Ψ‖ ‖g8/9,1(x1 − x2)p1‖op‖q3m̂Ψ‖
+N3‖
√
Z1(x2, x3)Ψ‖ ‖g8/9,1(x1 − x2)p2‖op‖
√
Z1(x2, x3)p1‖op‖q3m̂Ψ‖
≤CN3‖ϕ‖2∞N−1−1−4/9−1 = CN−4/9‖ϕ‖2∞ .
Using q2 = 1− p2 we can write for (127)
(127) ≤N3|ℑ〈〈Ψ, [Z1(x2, x3), q1m̂−1g8/9,1(x1 − x2)p1]Ψ〉〉| (129)
+N3|ℑ〈〈Ψ, q1p2m̂−1g8/9,1(x1 − x2)p1Z1(x2, x3)Ψ〉〉| (130)
+N3|ℑ〈〈Ψ, Z1(x2, x3)q1p2m̂−1g8/9,1(x1 − x2)p1Ψ〉〉| . (131)
Using that q1g8/9,1(x1−x2)p1 commutes with Z1(x2, x3) and then Lemma
3.2 (d) we have
(129) ≤N3|ℑ〈〈Ψ, [Z1(x2, x3), m̂−1] q1g8/9,1(x1 − x2)p1Ψ〉〉|
≤N3|ℑ〈〈Ψ, [Z1(x2, x3), p2p3(m̂−1 − m̂1)] q1g8/9,1(x1 − x2)p1Ψ〉〉|
+N3|ℑ〈〈Ψ, [Z1(x2, x3), p2q3(m̂−1 − m̂1)] q1g8/9,1(x1 − x2)p1Ψ〉〉|
+N3|ℑ〈〈Ψ, [Z1(x2, x3), q2p3(m̂−1 − m̂1)] q1g8/9,1(x1 − x2)p1Ψ〉〉|
≤N3|ℑ〈〈Ψ, Z1(x2, x3)p2p3(m̂−1 − m̂1)q1g8/9,1(x1 − x2)p1Ψ〉〉|
+N3|ℑ〈〈Ψ, q1(m̂−1 − m̂1)p2p3Z1(x2, x3)g8/9,1(x1 − x2)p1Ψ〉〉|
+N3|ℑ〈〈Ψ, Z1(x2, x3)p2q3(m̂−1 − m̂1)q1g8/9,1(x1 − x2)p1Ψ〉〉|
+N3|ℑ〈〈Ψ, q1(m̂−1 − m̂1)p2q3Z1(x2, x3)g8/9,1(x1 − x2)p1Ψ〉〉|
+N3|ℑ〈〈Ψ, Z1(x2, x3)q2p3(m̂−1 − m̂1)q1g8/9,1(x1 − x2)p1Ψ〉〉|
+N3|ℑ〈〈Ψ, q1(m̂−1 − m̂1)q2p3Z1(x2, x3)g8/9,1(x1 − x2)p1Ψ〉〉|
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Using Lemma 3.4
≤CN2‖p2Z1(x2, x3)Ψ‖ ‖g8/9,1(x1 − x2)p1‖op
+ CN2‖p2
√
Z1(x2, x3)‖op‖g8/9,1(x1 − x2)p1‖op‖
√
Z1(x2, x3)Ψ‖
+ CN2‖p2Z1(x2, x3)Ψ‖ ‖g8/9,1(x1 − x2)p1‖op
+ CN2‖p2
√
Z1(x2, x3)‖op‖g8/9,1(x1 − x2)p1‖op‖
√
Z1(x2, x3)Ψ‖
+ CN2‖p3Z1(x2, x3)Ψ‖ ‖g8/9,1(x1 − x2)p1‖op
+ CN2‖p3
√
Z1(x2, x3)‖op‖g8/9,1(x1 − x2)p1‖op‖
√
Z1(x2, x3)Ψ‖
≤CN2−2−4/9‖ϕ‖2∞ = CN−4/9‖ϕ‖2∞ .
Using Lemma 3.4 (130) is bounded by
(130) =N3|ℑ〈〈Ψ, q1m̂−1p2
√
Z1(x2, x3)g8/9,1(x1 − x2)p1
√
Z1(x2, x3)Ψ〉〉|
≤CN2‖p2
√
Z1(x2, x3)‖op‖g8/9,1(x1 − x2)p1‖op‖
√
Z1(x2, x3)Ψ‖
≤CN−4/9‖ϕ‖2∞ .
For (131) we have again with Lemma 3.4
(131) ≤ CN2‖p2Z1(x2, x3)Ψ‖‖g8/9,1(x1 − x2)p1‖op ≤CN−4/9‖ϕ‖2∞ .
Having controlled (126) and all terms in (127) we split up (128) using
1 = p3 + q3 and q1 = 1− p1
(128) =N3|〈〈Ψ, q1q2m̂−1g8/9,1(x1 − x2)p1q2Z1(x1, x3)Ψ〉〉| (132)
+
N3
N − 1 |〈〈Ψ, a(|ϕ(x1)|
2 + |ϕ(x3)|2)q1q2g8/9,1(x1 − x2)m̂p1q2Ψ〉〉|
(133)
+N3|〈〈Ψ, V1(x1, x3)q1q2g8/9,1(x1 − x2)m̂p1q2p3Ψ〉〉| (134)
+N3|〈〈Ψ, V1(x1, x3)p1q2g8/9,1(x1 − x2)m̂p1q2q3Ψ〉〉| (135)
+N3|〈〈Ψ, V1(x1, x3)p2g8/9,1(x1 − x2)m̂p1q2q3Ψ〉〉| (136)
+N3|〈〈Ψ, V1(x1, x3)q2g8/9,1(x1 − x2)m̂p1q2q31B2Ψ〉〉| (137)
+N3|〈〈Ψ, V1(x1, x3)q2g8/9,1(x1 − x2)m̂p1q2q31B2Ψ〉〉| . (138)
Using Lemma 3.4 (132), (133), (134), (135) and (136) are bounded by
CN3‖m̂−1q2Ψ‖; ‖g8/9,1(x1 − x2)p1‖op‖p1Z1(x1, x3)Ψ‖ ,
CN2‖ϕ‖2∞‖g8/9,1(x1 − x2)p1‖op‖m̂q2Ψ‖ ,
N3|‖p3V1(x1, x3)Ψ‖ ‖g8/9,1(x1 − x2)p1‖op‖m̂q2Ψ‖ ,
N3‖p1V1(x1, x3)Ψ‖ ‖g8/9,1(x1 − x2)p1‖op‖m̂q2Ψ‖ ,
N3‖
√
V1(x1, x3)Ψ‖p2g8/9,1(x1 − x2)‖op‖
√
V1(x1, x3)p1‖op‖m̂q2Ψ‖ .
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All these are smaller than C‖ϕ‖2∞N−4/9.
Next we turn to (137). Since the support of g8/9,1(x1 − x2) is a subset of
B3 we get that (137) is bounded by
N3‖1B3
√
V 1(x1, x3)Ψ‖‖g8/9,1(x1 − x2)
√
V 1(x1, x3)m̂p1q2q31B2Ψ‖
The first factor is controlled by Lemma 6.4 (b)
(137) ≤N5/2 (K(ϕ)(α(Ψ, ϕ) +N−η))1/2
‖g8/9,1(x1 − x2)
√
V 1(x1, x3)m̂p1q2q31B2Ψ‖ .
For the remaining factor we use for any fixed x1, x2, . . . , xN Ho¨lder and
Sobolev under the x2-integral. Setting χ :=
√
V 1(x1, x3)p1q2q3m̂1B2Ψ
‖g8/9,1(x1 − x2)χ‖2 ≤‖g28/9,1‖3/2
∥∥‖χ2‖3 in x2∥∥
=‖g8/9,1‖23‖
∥∥‖χ‖26 in x2∥∥ ≤ ‖g8/9,1‖23‖∇2χ‖2 .
With Lemma 5.2 and (113) we get
‖g8/9,1(x1 − x2)
√
V 1(x1, x3)m̂p1q2q31B2Ψ‖
≤‖g8/9,1‖3‖∇2
√
V 1(x1, x3)p1q2q3m̂1B2Ψ‖
≤CN−1(lnN)1/3‖
√
V 1(x1, x3)p1‖op‖∇2q2q3m̂1B2Ψ‖
≤CN−5/2(lnN)1/3‖∇2q21B2Ψ‖
Since
‖∇2q21B2Ψ‖ ≤2‖∇21B2Ψ‖+ 2‖∇2p21B2Ψ‖
≤2‖∇21B2Ψ‖+ 2‖∇ϕ‖ ‖1B2Ψ‖
we get with Lemma 6.4 (c) and Proposition 6.2 that the latter is bounded
by (K(ϕ)(α(Ψ, ϕ) +N−η))1/2.
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Using symmetry (138) is bounded by
CN2|〈〈Ψ, V1(x1, x3)
N∑
j=4
g8/9,1(x1 − xj)m̂p1q3qj1BjΨ〉〉|
=CN2|〈〈Ψ,
√
V1(x1, x3)(p1p3 + p1q3 + q1p3 + q1q3) (139)√
V1(x1, x3)
N∑
j=4
g8/9,1(x1 − xj)m̂p1q3qj1BjΨ〉〉|
=CN2|〈〈Ψ,
√
V1(x1, x3)(p1p3m̂1 + p1q3m̂+ q1p3m̂+ q1q3m̂−1)
N∑
j=4
g8/9,1(x1 − xj)
√
V1(x1, x3)p1q3qj1BjΨ〉〉|
≤CN3‖
√
V1(x1, x3)Ψ‖ ‖m̂1‖op‖p1√g8/9,1(x1 − x2)‖op (140)
‖p3
√
V1(x1, x3)‖op‖√g8/9,1(x1 − x2)p1‖op
+ CN2‖(p1q3m̂+ q1p3m̂+ q1q3m̂−1)
√
V1(x1, x3)Ψ‖ (141)
‖
N∑
j=4
g8/9,1(x1 − xj)
√
V1(x1, x3)p1q3qj1BjΨ‖ .
(140) is bounded by
CN1/2−16/9‖ϕ‖3∞ .
Using Lemma 3.4 and Lemma 4.5 the first factor of (141) is bounded by
CN−3/2. Using the abbreviation χj =
√
V1(x1, x3)p1q3qj1BjΨ we can
write for the second factor
‖
N∑
j=4
g8/9,1(x1 − xj)‖2 ≤N2〈〈χ4g8/9,1(x1 − x4)g8/9,1(x1 − x5)χ5〉〉
+N〈〈χ4(g8/9,1(x1 − x4))2χ4〉〉
Since g8/9,1(x1 − x5) and g8/9,1(x1 − x4) commute we get
≤N2‖g8/9,1(x1 − x4)χ5‖2 +N‖g8/9,1(x1 − x4))χ4‖2
Using this and q3 = 1− p3 it follows that
(141) ≤CN3/2‖g8/9,1(x1 − x4)
√
V1(x1, x3)p1q51B5Ψ‖ (142)
+ CN3/2‖g8/9,1(x1 − x4)
√
V1(x1, x3)p1p3q51B5Ψ‖
+ CN‖g8/9,1(x1 − x4))
√
V1(x1, x3)p1q3q41B4Ψ‖
Note that for large enough N the function
√
V1(x1, x3)g8/9,1(x1 − x4) is
different from zero only inside the set a3,4. Since B5 and a3,4 are by
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definition disjoint it follows that
g8/9,1(x1 − x4)V1(x1, x3)g8/9,1(x1 − x5)p1q51B5Ψ
=g8/9,1(x1 − x4)V1(x1, x3)g8/9,1(x1 − x5)p1q51a3,41B5Ψ
=0 .
Thus the second summand in (142) is zero. Using as above Ho¨lder and
Sobolev under the x2-integral of the third summand in (142) we get that
(141) is bounded by
CN−23/18‖ϕ‖3∞ + CN3/2‖
√
V1(x1, x3)p3‖op‖g8/9,1(x1 − x4)p1‖op
+N‖g8/9,1‖23‖∇4
√
V1(x1, x3)g8/9,1(x1 − x4)m̂p1q3q41B4Ψ‖2
≤CN−4/9‖ϕ‖2∞ + CN−1(lnN)2/3‖
√
V1(x1, x3)p1‖2op‖∇4m̂q3q41B4Ψ‖2
≤CN−4/9‖ϕ‖2∞(lnN)2/3 .
(d) Using symmetry and Lemma 3.2 (d) γd is bounded by
γd ≤N4ℑ (〈〈Ψ, q1q2g8/9,1(x1 − x2)p1q2 [Z1(x3, x4), p3p4(m̂− m̂2)] Ψ〉〉)
+ 2N4ℑ (〈〈Ψ, q1q2g8/9,1(x1 − x2)p1q2 [Z1(x3, x4), p3q4(m̂− m̂1)] Ψ〉〉)
≤N4ℑ (〈〈Ψ, Z1(x3, x4)p3p4q1q2n̂−21 g8/9,1(x1 − x2)p1q2n̂22(m̂− m̂2)Ψ〉〉)
+N4ℑ (〈〈Ψ, q1q2n̂−21 g8/9,1(x1 − x2)p1q2n̂22(m̂− m̂2)p3p4Z1(x3, x4)Ψ〉〉)
+ 2N4ℑ (〈〈Ψ, Z1(x3, x4)p3q4q1q2n̂−21 g8/9,1(x1 − x2)p1q2n̂22(m̂− m̂1)Ψ〉〉)
+ 2N4ℑ (〈〈Ψ, q1q2n̂−21 g8/9,1(x1 − x2)p1q2n̂22(m̂− m̂1)p3q4Z1(x3, x4)Ψ〉〉)
With Lemma 3.4 it follows that
γd ≤CN4‖p3Z1(x3, x4)Ψ‖ ‖g8/9,1(x1 − x2)p1‖op‖n̂n̂22(m̂− m̂2)Ψ‖
+ CN4‖g8/9,1(x1 − x2)p1‖op‖n̂n̂22(m̂− m̂2)‖op‖p3Z1(x3, x4)Ψ‖
+ CN4‖p3Z1(x3, x4)Ψ‖ ‖g8/9,1(x1 − x2)p1‖op‖n̂n̂22(m̂− m̂1)Ψ‖
+ CN4‖g8/9,1(x1 − x2)p1‖op‖n̂n̂22(m̂− m̂1)‖op‖p3Z1(x3, x4)Ψ‖ .
Recall that m̂ = m̂0 − m̂01. Due to Lemma 70
m(k)−m(k + 1) = m0(k)− 2m0(k + 1) +m0(k + 2) ≤ CN−2n(k + 1)−3
and
m(k)−m(k + 2) =m0(k)−m0(k + 1)−m0(k + 2) +m0(k + 3)
≤CN−2n(k + 1)−3 .
It follows that
γd ≤CN4‖p3Z1(x3, x4)Ψ‖ ‖g8/9,1(x1 − x2)p1‖opN−2 .
In view of (75) we get that also γd is bounded by the right hand side of
(6.9).

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6.4 Proof of the Theorem for β = 1
Corollary 6.10 Let β = 1. There exists a functional Γ : L2(R3N ,C)⊗L2(R3,C)→
R+, a functional Γ′ : L2(R3N ,C) ⊗ L2(R3,C) → R and a constant c > 0 such
that
(a)
| d
dt
Γ(Ψt, ϕt)| ≤ |Γ′(Ψt, ϕt)| .
(b)
cα(Ψ, ϕ)− CN−η ≤ Γ(Ψ, ϕ) ≤ α(Ψ, ϕ) + CN−η
uniform in Ψ, ϕ
(c) There exists a functional K ∈ F such that
|Γ′(Ψ, ϕ)| ≤ (‖ϕ‖∞ + (lnN)1/3‖∇ϕ‖6,loc + ‖A˙‖∞)K(ϕ)(α(Ψ, ϕ) +N−η)
uniform in Ψ, ϕ.
Proof: Set
Γ(Ψ, ϕ) :=γ(Ψ, ϕ) +
∑
j+k≤5
2−j−kγj,k(Ψ, ϕ) + |E(Ψ)− EGP (ϕ)| and
Γ′(Ψ, ϕ) :=γ′(Ψ, ϕ) +
∑
j+k≤5
2−j−kγ′j,k(Ψ, ϕ) +
d
dt
|E(Ψ)− EGP (ϕ)| .
(a) follows from Lemma 5.9 with Lemma 6.8 and (23).
(b) follows from Corollary 5.12 (b) together with Corollary 6.7 .
(c) Remember that ξ := γ′0,0 −ℑ (ξ0,0) (see Corollary 5.10). Thus
Γ′(Ψ, ϕ) =γ′(Ψ, ϕ)− ξ(Ψ, ϕ)
+
∑
1≤j+k≤5
2−j−k
(
γ′j,k(Ψ, ϕ) + 2ℑ(ξj−1,k)−ℑ(ξj,k)
)
+
∑
j+k=5
2−5ℑ(ξj,k) + d
dt
|E(Ψ)− EGP (ϕ)|
The first line is controlled by Lemma 6.9. The second line by Lemma 5.11.
The third line is bounded by Proposition 5.7 and (23).

From (b) and (c) it follows that
Γ′(Ψ, ϕ) ≤ (‖ϕ‖∞ + (lnN)1/3‖∇ϕ‖6,loc + ‖A˙‖∞)K(ϕ)(Γ(Ψ, ϕ) +N−η)
and we get via Grønwall
Γ(Ψt, ϕt) ≤ e
∫ t
0
(‖ϕs‖∞+(lnN)
1/3‖∇ϕs‖6,loc+‖A˙s‖∞)K(ϕs)ds(Γ(Ψ0, ϕ0) +N
−η) .
For ϕ ∈ G we have that sups∈R{K(ϕs)} <∞. Again using (b) we get the bound
on α(Ψt, ϕt) as stated in Theorem 2.5.
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