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Abstract
In the Gaussian linear regression model (with unknown mean and
variance), we show that the standard confidence set for one or two re-
gression coefficients is admissible in the sense of Joshi (1969). This solves
a long-standing open problem in mathematical statistics, and this has im-
portant implications on the performance of modern inference procedures
post-model-selection or post-shrinkage, particularly in situations where
the number of parameters is larger than the sample size. As a technical
contribution of independent interest, we introduce a new class of conjugate
priors for the Gaussian location-scale model.
1 Introduction and overview
Among the most widely used statistical methods are inference procedures based
on the Gaussian linear regression model (with unknown mean and variance).
Studentized confidence intervals, in particular, are a staple tool in applied anal-
yses. It is therefore important to know whether such simple inference procedures
are optimal. This need not be the case. Indeed, any confidence interval for the
variance that is based only on the sample variance is sub-optimal and one can
construct a confidence interval that is uniformly shorter while having the same
coverage probability; see Goutis and Casella (1991) as well as Tate and Klett
(1959). In this paper, we show that the usual standard confidence set for one
or two regression coefficients can not be improved in this way, because this
confidence set is admissible in the sense of Joshi (1969): Consider a confidence
procedure, for one or two regression coefficients, whose measure (i.e., length or
area) is at least as small as that of the standard procedure, and whose minimal
coverage probability is at least as large as that of the standard procedure. Our
results entail that such a procedure must coincide with the standard procedure
almost everywhere; see Theorem 2.4 for details. This extends earlier findings
of Kabaila et al. (2010). This also entails that no confidence interval, whose
minimal coverage probability equals that of the standard confidence set, can
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improve over the standard set in terms of length. [Valid confidence intervals
that improve over the standard interval in terms of length locally, e.g., at some
point or in some region of sample space, at the expense of increased length
elsewhere, are studied by Brown et al. (1995); Farchione and Kabaila (2008);
Kabaila and Giri (2009).]
Our results provide insights into the Stein phenomenon for set-estimation in
the unknown-variance case. To explain, consider first the known-variance case
with independent observations from a p-dimensional normal distribution whose
mean vector is unknown and whose covariance matrix is the identity. By suffi-
ciency, this can be reduced to the Gaussian location model where x ∼ N(µ, Ip)
with unknown parameter µ ∈ Rp. And recall the Stein phenomenon for point-
estimation, i.e., the fact that the standard estimator x for the mean is admissible
with respect to squared error loss if p = 1 or p = 2, while this standard esti-
mator is inadmissible and can be dominated by shrinkage estimators if p ≥ 3;
cf. Stein (1956) and James and Stein (1961). It is well-known that the Stein
phenomenon for point-estimation here also carries over to set-estimation: The
standard confidence set for the mean, i.e., a ball of fixed radius centered at x, is
admissible if p = 1 or p = 2, and this confidence set can be dominated if p ≥ 3,
e.g., by so-called re-centered confidence sets; cf. Brown (1966) and Joshi (1967,
1969).
Now consider the corresponding unknown-variance case, i.e., independent
observations from a p-dimensional normal distribution whose mean is unknown
and whose covariance matrix is an unknown positive multiple of the identity.
Assume that the number of observations, that we denote by n, exceeds p. By
sufficiency, this can be reduced to the Gaussian location-scale model where
x ∼ N(µ, σ2Ip) and s/σ2 ∼ χ2m independent of x (for m = n − p ≥ 1). Here,
the data are (x, s) and the unknown parameters are µ ∈ Rp and σ2 > 0. For
point-estimation, it is easy to extend the Stein phenomenon from the Gaussian
location model to the Gaussian location-scale model. It is thus tempting to
conjecture, for set-estimation, that the Stein phenomenon can be extended in
a similar fashion. But in spite of strong numerical support reported in sev-
eral of the references that follow, an appropriate analytic result has yet to be
established. Saleh (2006, p. 205) notes that ‘the confidence set with unknown
variance turned out to be a difficult problem that is open for solution.’ Partial
results on dominance of the standard confidence set by re-centered confidence
sets in large dimensions are reported by Berger (1980); Carter et al. (1990);
Casella and Hwang (1983, 1987); Chen and Hwang (1988); Hwang and Ullah
(1994); Robert and Casella (1990); Samworth (2005).
Our results allow us to extend the results on the usual confidence set in
small dimensions from the known-variance case to the unknown-variance case:
We obtain that for p = 1 and p = 2 the standard confidence set in the Gaus-
sian location-scale model is admissible in the class of all (possibly randomized)
confidence sets in the sense of Joshi (1969); cf. Theorem 2.1. In particular,
we show that any confidence set, that performs at least as well as the standard
confidence set in terms of minimal coverage probability and in terms of measure,
coincides with the standard confidence set almost surely.
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Our findings also have important conceptual implications on the ongoing de-
velopment of valid inference procedures post-model-selection or post-shrinkage.
Consider first a Gaussian linear regression model with d explanatory variables,
n observations, and assume that, say, a confidence interval is desired for a par-
ticular regression coefficient or a linear contrast. [Similar considerations apply
for two-dimensional quantities of interest.] Assume for now that n > d. Our re-
sults show that non-standard confidence intervals obtained, e.g., through model
selection or shrinkage, that maintain a user-specified minimal coverage prob-
ability, can not be smaller than the corresponding standard interval. And if
a non-standard confidence interval is smaller than the standard interval, then
its minimal coverage probability must be smaller than that of the standard
interval. This provides some vindication for recently proposed inference proce-
dures in this area that are valid but conservative, in the sense that the resulting
confidence sets have coverage probabilities at or above the nominal level, and
that these confidence sets are larger than the standard confidence set based
on the overall model with positive probability. See Andrews and Guggenberger
(2009); Po¨tscher (2009); Po¨tscher and Schneider (2010); Schneider (2015); and
also the discussion in Leeb and Po¨tscher (2014). The situation becomes even
more pronounced if the number of parameters in the overall model exceeds the
sample-size, i.e., in situations where n < d. Procedures relying on model selec-
tion or shrinkage are particularly attractive in these situations. But here, any
non-standard confidence interval can be compared to the (infeasible) standard
confidence interval that is constructed from a sample of size d+1. In particular,
we see that non-standard confidence intervals here either have small minimal
coverage probabilities or they must be quite large with positive probability. In
view of this, our results might also be seen as providing further support to ap-
proaches to inference in ‘small-n-large-d’ scenarios that focus on non-standard
quantities of interest instead of the underlying true parameter, as in the works
of Bachoc et al. (2015); Berk et al. (2013); Genovese and Wasserman (2008);
Lee et al. (2014); Leeb (2008, 2009); Leeb et al. (2015).
The paper is organized as follows. In Section 2 we present our main findings,
i.e., Theorems 2.1 and Theorem 2.4, which are both derived from a technical
core result that we give in Proposition 2.3. We in fact establish, for the standard
procedure, a version of admissibility that is stronger than admissibility as con-
sidered by Joshi (1969); see Remark 2.2 (and also Remarks 3.4(ii) and 3.5). The
proof of Proposition 2.3 is lengthy and is hence presented in a top-down fashion.
Section 3 contains a high-level version of the proof. Our main arguments rely on
a new class of conjugate priors for the Gaussian location-scale model, which is
presented in Section 4. Further technical details and proofs are collected in the
supplementary material. [In the supplementary material, Appendix A contains
some technical remarks for Section 2, and the proofs of Proposition 3.2 and
Proposition 3.3 are given in Appendix B and C, respectively. Further auxiliary
results are presented in Appendix D.]
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2 Main results
2.1 The location-scale model
Throughout fix integers p ≥ 1 and m ≥ 1, and consider independent ran-
dom variables x and s with values in Rp and (0,∞), respectively, so that
x ∼ N(µ, σ2Ip) and so that s/σ2 ∼ χ2m. The unknown parameters here are
the mean µ ∈ Rp and the variance σ2 > 0. In the following, we will write
Eµ,σ2 [· · · ] for the expectation of functions of x and s under the parameters µ
and σ2.
To study (possibly randomized) confidence sets for µ that depend on x and s,
we follow Joshi (1969) and define a confidence procedure for µ as a measurable
function φ(x, s, µ) from the product space Rp× (0,∞)×Rp to the unit interval.
If φ takes on only the values 0 and 1, then it can be interpreted as a non-
randomized confidence set with φ(x, s, µ) = 1 if µ is included and φ(x, s, µ) = 0
otherwise; the corresponding confidence set is C(x, s) = {µ : φ(x, s, µ) = 1}.
The standard procedure will be denoted by φ0 and is given by φ0(x, s, µ) = 1 if
‖x − µ‖2 < cs/m and φ0(x, s, µ) = 0 otherwise, for some c > 0. In general, a
confidence procedure φ can be interpreted as a randomized confidence set with
φ(x, s, µ) equal to the conditional probability of including µ given x and s. For
any confidence procedure φ(x, s, µ) and for fixed parameters µ and σ2, note that
the coverage probability of φ is given by Eµ,σ2 [φ(x, s, µ)]; the (Lebesgue-) mea-
sure of φ is denoted by υ(φ(x, s, ·)) and is defined as υ(φ(x, s, ·)) = ∫ φ(x, s, µ)dµ.
Theorem 2.1. Fix p ∈ {1, 2} and m ≥ 1, and recall that φ0 = φ0(x, s, µ) de-
notes the standard confidence procedure. Let φ1 = φ1(x, s, µ) be any confidence
procedure that performs at least as well as φ0 in terms of expected measure con-
ditional on s, and in terms of coverage probability; i.e, φ1 satisfies
Eµ,σ2
[
υ(φ1(x, s, ·))
∥∥∥ s] ≤ Eµ,σ2[υ(φ0(x, s, ·)) ∥∥∥ s] (2.1)
almost everywhere and
Eµ,σ2
[
φ1(x, s, µ)
]
≥ Eµ,σ2
[
φ0(x, s, µ)
]
(2.2)
for each (µ, σ2) ∈ Rp × (0,∞). Then φ1 = φ0 almost everywhere.
Remark 2.2. Following Joshi (1969), the standard procedure φ0 is admissible
if any other procedure φ1 that satisfies
υ(φ1(x, s, ·)) ≤ υ(φ0(x, s, ·))
almost everywhere, and that satisfies (2.2) for each (µ, σ2), is such that φ1 =
φ0 almost everywhere. Theorem 2.1 entails that the standard procedure is
admissible, because (2.1) follows from the relation in the preceding display. In
view of this, our theorem delivers a stronger version of admissibility, because
condition (2.1) is weaker than the condition expressed in the preceding display.
The same applies, mutatis mutandis, to the standard procedure in the linear
regression model, which is discussed in the following section; cf. Theorem 2.4.
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Both Theorem 2.1 and Theorem 2.4, which is presented in the next section,
are consequences of the following technical result, where we consider a function
φ1 that also depends on σ
2, i.e., φ1 = φ1(x, s, µ, σ
2), so that φ1 is a measurable
function from Rp × (0,∞) × Rp × (0,∞) to [0, 1]. Because of its dependence
on σ2, such a function φ1 need not correspond to a (feasible) confidence pro-
cedure. Of course, the standard procedure φ0 can also be viewed as a function
φ0(x, s, µ, σ
2) (that is constant in its last argument). Similarly to before, we
set, e.g., υ(φ1(x, s, ·, σ2)) =
∫
φ1(x, s, µ, σ
2)dµ.
Proposition 2.3. Fix p ∈ {1, 2} and m ≥ 1, and let φ0 = φ0(x, s, µ, σ2) and
φ1 = φ1(x, s, µ, σ
2) be as in the preceding paragraph. If φ1 satisfies
Eµ,σ2
[
υ(φ1(x, s, ·, σ2))
∥∥∥ s] ≤ Eµ,σ2[υ(φ0(x, s, ·, σ2)) ∥∥∥ s] (2.3)
almost everywhere and
Eµ,σ2
[
φ1(x, s, µ, σ
2)
]
≥ Eµ,σ2
[
φ0(x, s, µ, σ
2)
]
(2.4)
for each (µ, σ2) ∈ Rp × (0,∞), then φ1 = φ0 almost everywhere.
Theorem 2.1 obviously is a special case of Proposition 2.3. We will see that
Proposition 2.3 can also be used to deal with the Gaussian linear regression
model.
2.2 The linear regression model
Consider the linear regression model y = Zβ+u, where Z is a fixed n×d matrix
of rank d < n and u ∼ N(0, σ2In). The unknown parameters here are β ∈ Rd
and σ2 > 0. Write βˆ and σˆ2 for the usual unbiased estimators for β and σ2, i.e.,
βˆ = (Z ′Z)−1Z ′y and σˆ2 = ‖y − Zβˆ‖2/(n− d). The expectation of functions of
βˆ and σˆ2 under the true parameters β and σ2 will be denoted by Eβ,σ2 [· · · ].
Fix an integer p ≤ d and consider the standard confidence set for the first
p components of β, which we denote by β(p). To this end, partition β as β
′ =
(β′(p), β
′
(¬p)) and partition βˆ conformably as βˆ
′ = (βˆ′(p), βˆ
′
(¬p)) in case p < d; in
case p = d, we set βˆ(p) = βˆ and β(p) = β. Finally, write σ
2S(p) for the covariance
matrix of βˆ(p), i.e., S(p) denotes the leading p × p submatrix of (Z ′Z)−1. As
(possibly randomized) confidence procedures, we consider measurable functions
ϕ(βˆ, σˆ2, β(p)) from the product space R
d × (0,∞) × Rp to the unit interval.
The standard confidence procedure here will be denoted by ϕ0 and is defined
by ϕ0(βˆ, σˆ
2, β(p)) = 1 if ‖S−1/2(p) (β(p) − βˆ(p))‖2 < cσˆ2 and ϕ0(βˆ, σˆ2, β(p)) = 0
otherwise. For any confidence procedure ϕ(βˆ, σˆ2, β(p)) and for fixed parameters
β and σ2, the coverage probability of ϕ is given by Eβ,σ2 [ϕ(βˆ, σˆ
2, β(p))]; and the
measure of ϕ is given by υ(ϕ(βˆ, σˆ2, ·)) = ∫ ϕ(βˆ, σˆ2, β(p))dβ(p).
Theorem 2.4. Fix p ∈ {1, 2} and recall that ϕ0 = ϕ0(βˆ, σˆ2, β(p)) denotes
the standard confidence procedure. Let ϕ1 = ϕ1(βˆ, σˆ
2, β(p)) be any confidence
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procedure that performs at least as well as ϕ0 in terms of expected measure
conditional on σˆ2, and in terms of coverage probability; that is, ϕ1 satisfies
Eβ,σ2
[
υ(ϕ1(βˆ, σˆ
2, ·))
∥∥∥ σˆ2] ≤ Eβ,σ2[υ(ϕ0(βˆ, σˆ2, ·)) ∥∥∥ σˆ2] (2.5)
almost everywhere and
Eβ,σ2
[
ϕ1(βˆ, σˆ
2, β(p))
]
≥ Eβ,σ2
[
ϕ0(βˆ, σˆ
2, β(p))
]
(2.6)
for each β ∈ Rd and each σ2 > 0. Then ϕ1 = ϕ0 almost everywhere.
Proof. Consider first the case where d > p, and fix β(¬p) for the moment.
The standard procedure ϕ0 depends on βˆ only through βˆ(p), i.e., ϕ0 =
ϕ0(βˆ(p), σˆ
2, β(p)). Consider now the conditional mean of ϕ1 given βˆ(p) and σˆ
2,
which is a function of βˆ(p) and σˆ
2, and which also depends on β(p), β(¬p) and
σ2 (because the law of βˆ(¬p) given βˆ(p) and σˆ2 depends on these parameters).
Set
ϕ1|β(¬p)(βˆ(p), σˆ
2, β(p), σ
2) = Eβ,σ2
[
ϕ1(βˆ, σˆ
2, β(p))
∥∥∥ βˆ(p), σˆ2] . (2.7)
Note that this conditional mean also depends on σ2; the implications of this
are further discussed in Remark 2.5. It is not difficult to show that ϕ1|β(¬p) is
a measurable function from Rp × (0,∞)× Rp × (0,∞) to the unit interval; see
Remark A.1 for details.
Set x = S
−1/2
(p) βˆ(p), µ = S
−1/2
(p) β(p) and s = (n− d)σˆ2, and define φ0 and φ1
by
φ0(x, s, µ, σ
2) = ϕ0
(
βˆ(p), σˆ
2, β(p)
)
and
φ1(x, s, µ, σ
2) = ϕ1|β(¬p)
(
βˆ(p), σˆ
2, β(p), σ
2
)
.
It is easy to see that φ0 and φ1 satisfy the assumptions of Proposition 2.3; cf.
Remark A.2.
Proposition 2.3 entails that φ0 = φ1 almost everywhere or, equivalently, that
ϕ0 = ϕ1|β(¬p) almost everywhere. More precisely, we have
ϕ0(βˆ(p), σˆ
2, β(p)) = ϕ1|β(¬p)(βˆ(p), σˆ
2, β(p), σ
2) (2.8)
for almost all (βˆ(p), σˆ
2, β(p), σ
2) ∈ Rp × (0,∞) × Rp × (0,∞). Dropping the
assumption that β(¬p) is fixed we can conclude that the relation in the preceding
display holds for almost all (βˆ(p), σˆ
2, β, σ2) ∈ Rp × (0,∞)× Rd × (0,∞).
Fix βˆ(p), σˆ
2, β(p), and σ
2 for the moment, so that the (2.8) holds for almost
all β(¬p), and recall that ϕ1|β(¬p) is the conditional mean of a function of βˆ(¬p)
given βˆ(p) and σˆ
2. Because the conditional distributions of βˆ(¬p) given βˆ(p) and
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σˆ2 can be viewed as a full-rank exponential family parameterized by β(¬p), and
because βˆ(¬p) is a complete statistic for that family, it follows from (2.8) that
ϕ0(βˆ(p), σˆ
2, β(p)) = ϕ1(βˆ, σˆ
2, β(p)) (2.9)
holds for almost all (βˆ, σˆ2, β(p), σ
2) ∈ Rd× (0,∞)×Rp× (0,∞). For details, see
Remark A.3. This completes the proof in case d > p.
In the case where d = p, we argue as in the second paragraph and in
the first two sentences of the the third paragraph of the proof, with βˆ(p) and
β(p) now set equal to βˆ and β, respectively, with S(p) = (Z
′Z)−1, and with
ϕ1|β(¬p)(βˆ(p), σˆ
2, β(p), σ) = ϕ1(βˆ, σˆ
2, β).
Remark 2.5. In the known-variance case, corresponding results for the lin-
ear regression model follow directly from corresponding results for the loca-
tion model; in other words, a known-variance version of Theorem 2.4 follows
from a known-variance version of Theorem 2.1 (by arguing as in Section 4 of
Kabaila et al. 2010). This is not so when the variance is unknown, and a more
general result, namely Proposition 2.3, is needed here. See also the first para-
graph in the proof of Theorem 2.4.
3 Proof of Proposition 2.3
We re-parameterize the variance as σ2 = 1/λ, so that the procedures in Proposi-
tion 2.3 are φ0 = φ0(x, s, µ, λ) and φ1 = φ1(x, s, µ, λ), and so that expectations
under the parameters µ and λ are written as Eµ,λ[· · · ]. Following Blyth (1951),
we consider a hierarchical model with a certain prior on the parameters µ ∈ Rp
and λ > 0, so that x and s are distributed as described earlier conditional on
(µ, λ). As the prior, we use a particular instance of a new conjugate prior for
the Gaussian location-scale model. This new conjugate prior, which we call
the normal-truncated-gamma prior, is introduced in Section 4.1 in its general
form along with some basic properties of that prior. The particular instance of
the normal-truncated-gamma prior, which we use in the following, is denoted
by NtG(p, 0, κ,−p/2, 0, ǫ) in the notation of Section 4.1. Using this prior, we
obtain a joint density for x, s, µ, λ that depends on the hyper-parameters κ > 0
and ǫ > 0, that we denote by pκ,ǫ(x, s, µ, λ), and that we factorize as
pκ,ǫ(x, s, µ, λ) = pκ,ǫ(x, s) pκ,ǫ(λ‖x, s) pκ,ǫ(µ‖x, s, λ).
In the preceding display, pκ,ǫ(x, s) denotes the marginal density of (x, s),
pκ,ǫ(λ‖x, s) denotes the conditional marginal density of λ given (x, s),
and pκ,ǫ(µ‖x, s, λ) denotes the conditional density of µ given (x, s, λ),
all under the NtG(p, 0, κ,−p/2, 0, ǫ)-prior. Lastly, set pκ,ǫ(µ, λ‖x, s) =
pκ,ǫ(λ‖x, s)pκ,ǫ(µ‖x, s, λ). It will always be clear from the context how expres-
sions like pκ,ǫ(· · · ) are to be interpreted. Explicit expressions for the densities in
the preceding display, and for related quantities, are given in Section 4.2. For the
level of discussion maintained here, it suffices to point out that pκ,ǫ(µ‖x, s, λ) is
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the density of the N(µκ, (λ(1 + κ))
−1Ip)-distribution at µ. This density is does
not depend on ǫ and s, is spherically symmetric in µ around µκ = x/(1 + κ), is
maximized at µ = µκ, and decreases as ‖µ− µκ‖ increases. We will also write
pκ,ǫ(µ‖x, s, λ) as
pκ,ǫ(µ‖x, s, λ) = rκ(‖µ− µκ‖2|λ)
in the following.
Consider an improper (un-normed) version of the prior that we denote by
qκ,ǫ(µ, λ) and that is of the form qκ,ǫ(µ, λ) = Kκ,ǫpκ,ǫ(µ, λ) for
Kκ,ǫ =
2
p
Γ
(m
2
)(2π
ǫ
1 + κ
κ
) p
2
.
The constant Kκ,ǫ is such that qκ,ǫ(µ, λ) converges, as κ → 0 while ǫ > 0 is
fixed, to the density of a σ-finite measure on Rp × (0,∞), that we denote by
q0,ǫ(µ, λ). Again, explicit formulae are given in Section 4.2. When ǫ > 0 is fixed
and κ→ 0, note that Kκ,ǫ is of the order O(κ−p/2). Also consider the function
qκ,ǫ(x, s, µ, λ) = Kκ,ǫpκ,ǫ(x, s, µ, λ).
Obviously, we can factorize qκ,ǫ(x, s, µ, λ) as
qκ,ǫ(x, s, µ, λ) = qκ,ǫ(x, s) pκ,ǫ(λ‖x, s) pκ,ǫ(µ‖x, s, λ)
for qκ,ǫ(x, s) = Kκ,ǫpκ,ǫ(x, s). While the proper prior pκ,ǫ(µ, λ) is defined only
for κ > 0 and ǫ > 0, the improper prior qκ,ǫ(µ, λ), the function qκ,ǫ(x, s), the
conditional densities pκ,ǫ(λ‖x, s) and pκ,ǫ(µ‖x, s, λ) or, equivalently, rκ(‖µ −
µκ‖2|λ), as well µκ are well-defined also in case κ = 0 and ǫ > 0 (by the formulae
in Section 4.2 and in view of the preceding conventions). In particular, µ0 = x.
In the following, posterior means will be denoted by expressions of
the form Pκ,ǫ(· · · ‖x, s), i.e., Pκ,ǫ(· · · ‖x, s) =
∫∫ · · · pκ,ǫ(µ, λ‖x, s) dµ dλ.
The corresponding proper and improper prior means are Pκ,ǫ(· · · ) =∫∫
Pκ,ǫ(· · · ‖x, s)pκ,ǫ(x, s) dx ds (in case κ > 0) and Qκ,ǫ(· · · ) =∫∫
Pκ,ǫ(· · · ‖x, s)qκ,ǫ(x, s) dx ds, respectively. Similar notation will be used to
denote other conditional means like Pκ,ǫ(· · · ‖µ, λ) and Pκ,ǫ(· · · ‖s, µ, λ). Note
that the latter two expressions coincide with (frequentist) means and conditional
means given s, respectively, in the notation of Section 2; i.e., Pκ,ǫ(· · · ‖µ, λ) =
Eµ,λ[· · · ] and Pκ,ǫ(· · · ‖s, µ, λ) = Eµ,λ[· · · ‖s]. We use the symbols x, s, µ and
λ do denote both random variables and integration variables. It will always be
clear from the context how these symbols are to be interpreted.
Let φ = φ(x, s, µ, λ) be a function from Rp× (0,∞)×Rp× (0,∞) to the unit
interval that is measurable, and set υ(φ(x, s, ·, λ)) = ∫ φ(x, s, µ, λ)dµ. For the
standard procedure, note that υ(φ0(x, s, ·, λ), i.e., the volume of a ball of radius
(cs/m)1/2 in Rp, equals (πcs/m)p/2/Γ(p/2 + 1). For each κ ≥ 0 and ǫ > 0, we
consider the loss-function
Lκ(φ) = rκ(cs/m|λ)υ(φ(x, s, ·, λ)) − φ(x, s, µ, λ),
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where c governs the diameter of the standard confidence set, i.e., φ0(x, s, µ)
equals one if ‖µ− x‖2 < cs/m and zero otherwise. Note that Lκ(φ0) is equal to
the volume of the standard confidence set, weighted by rκ(cs/m|λ), minus the
indicator on the event that µ is covered. Of course, Lκ(φ) depends on x, s, λ
and µ, but this dependence is not shown explicitly in the notation for the sake of
brevity. If κ > 0, the corresponding risk is Pκ,ǫ(Lκ(φ)). This risk is well-defined
for each κ > 0 and ǫ > 0, and it satisfies Pκ,ǫ(Lκ(φ)) ≥ −1, because Lκ(φ)
is the difference of two non-negative functions where the second one, namely
φ(x, s, µ, λ), is bounded from above by 1.
Proposition 3.1. Fix p ≥ 1 and m ≥ 1. For each κ ≥ 0, each ǫ > 0 and each
(x, s) ∈ Rp×(0,∞), the posterior risk Pκ,ǫ(Lκ(φ)‖x, s) is minimized for φ = φκ,
where φκ(x, s, µ, λ) = 1 if ‖µ − µκ‖2 < cs/m and φκ(x, s, µ, λ) = 0 otherwise.
In particular, the minimizer φκ is independent of λ and ǫ. If κ > 0, then φκ is a
(proper) Bayes procedure whose risk satisfies −1 ≤ Pκ,ǫ(Lκ(φκ)) ≤ 0. Moreover,
φ0 is a generalized Bayes procedure with Q0,ǫ(Lκ(φ0)) ≤ 0.
Proof. The posterior risk Pκ,ǫ(Lκ(φ)‖x, s) can be written as the integral over
λ ∈ (0,∞) of the product of pκ,ǫ(λ‖x, s) and∫
(rκ(cs/m|λ)υ(φ(x, s, ·, λ)) − φ(x, s, µ, λ)) pκ,ǫ(µ‖x, s, λ) dµ.
Because rκ(cs/m|λ) does not depend on µ, the integral in the preceding display
can also be written as
rκ(cs/m|λ)
∫
φ(x, s, µ, λ) dµ−
∫
φ(x, s, µ, λ) pκ,ǫ(µ‖x, s, λ) dµ
=
∫
(rκ(cs/m|λ)− pκ,ǫ(µ‖x, s, λ)) φ(x, s, µ, λ) dµ.
In the preceding display, the integral on the right-hand side of the equality is
minimized by taking φ(x, s, µ, λ) = 1 whenever rκ(cs/m|λ) < pκ,ǫ(µ‖x, s, λ) and
zero otherwise. Recalling that pκ,ǫ(µ‖x, s, λ) = rκ(‖µ−µκ‖2|λ) is decreasing as
‖µ − µκ‖ increases, we see that a minimizing procedure is obtained by setting
φ(x, s, µ, λ) = 1 whenever ‖µ−µκ‖2 < cs/m and zero otherwise, i.e., by setting
φ = φκ. By construction, we have Pκ,ǫ(Lκ(φκ)‖x, s) ≤ 0.
Finally, Qκ,ǫ(Lκ(φκ)), and also Pκ,ǫ(Lκ(φκ)) in case κ > 0, is bounded from
above by zero, because the posterior risk is non-positive by construction. The
lower bound on Pκ,ǫ(Lκ(φκ)) in case κ > 0 has already been derived in the
discussion leading up to Proposition 3.1.
We now compare the standard procedure φ0 and the Bayes procedure φκ in
terms of risk. [The proofs of the following two propositions are more technical
and therefore relegated to the Appendix.]
Proposition 3.2. Fix p ≥ 1, m ≥ 1, as well as κ > 0 and ǫ > 0. Then the risk
difference satisfies
Pκ,ǫ(Lκ(φ0))− Pκ,ǫ(Lκ(φκ)) = Fp,m
(
c
p
(1 + κ)
)
− Fp,m
(
c
p
)
,
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where Fp,m(·) denotes the cumulative distribution function of the F -distribution
with p and m degrees of freedom.
Note that the risk difference does not depend on ǫ. For κ → 0, we see that
the risk difference between the standard procedure φ0 and the Bayes proce-
dure φκ under Pκ,ǫ is O(κ). Compared to the scaling constant of pκ,ǫ(x, s) =
K−1κ,ǫqκ,ǫ(x, s), which is of the order O(κ
p/2), the risk difference converges to
zero at a faster rate if p = 1, and the same rate if p = 2, and at a slower rate
if p > 2. In other words, for fixed ǫ > 0 and as κ → 0, the risk difference of
φ0 and φκ under Qκ,ǫ converges to zero in case p = 1, to a constant in case
p = 2, and to infinity in case p ≥ 3. This will allow us to derive the conclusion
of Proposition 2.3.
Now assume that the assumptions of Proposition 2.3 are satisfied. In par-
ticular, p equals 1 or 2, m is a fixed integer, and the confidence procedure φ1
performs at least as well as the standard procedure φ0 in terms of measure
(almost surely) and coverage probability (everywhere in parameter space). Fix
κ > 0 and ǫ > 0 for the moment. Because
Pκ,ǫ(φ1(x, s, µ, λ)‖µ, λ) = Eµ,λ[φ1(x, s, µ, λ)]
and
Pκ,ǫ(υ(φ1(x, s, ·, λ))‖s, µ, λ) = Eµ,λ[υ(φ1(x, s, ·, λ))‖s],
and because the relations in the two preceding displays also hold with φ0 re-
placing φ1, it follows from (2.3) and (2.4) that
Qκ,ǫ(Lκ(φ1))−Qκ,ǫ(Lκ(φ0)) ≤ 0, (3.1)
in view of the definition of the loss Lκ (note that rκ(cs/m|λ) is a function of
s. If φ1(x, s, µ, λ) = φ0(x, s, µ, λ) holds Lebesgue almost-everywhere, then the
conclusion of Proposition 2.3 holds. If φ1(x, s, µ, λ) 6= φ0(x, s, µ, λ) on a set of
positive Lebesgue measure, then the next result entails that the left-hand side
of the preceding display must be positive for certain κ > 0 and ǫ > 0. This
leads to a contradiction and completes the proof of Proposition 2.3.
Proposition 3.3. Assume that Proposition 2.3 applies. If the confidence pro-
cedure φ1 is such that φ1(x, s, µ, λ) 6= φ0(x, s, µ, λ) on a set of positive Lebesgue
measure, then
Qκ,ǫ(Lκ(φ1))−Qκ,ǫ(Lκ(φ0)) > 0
whenever κ > 0 and ǫ > 0 are sufficiently close to zero.
Remark 3.4. (i) Proposition 2.3 can not be derived using the result that is
often called Blyth’s method in the literature; cf., for example, Theorem 7.13 in
Chapter 5 of Lehmann and Casella (1998). This is because the loss function Lκ
changes with the prior Pκ,ǫ or the un-normed prior Qκ,ǫ. But in the case where
p = 1, that result and our Proposition 3.3 are derived from essentially the same
arguments. These arguments rely on the property that φ0 is sufficiently close
to the Bayes procedure φκ here, in the sense that Qκ,ǫ(Lκ(φ0))−Qκ,ǫ(Lκ(φκ))
converges to zero as κ→ 0. In the case where p = 2, however, these arguments
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break down because Qκ,ǫ(Lκ(φ0))−Qκ,ǫ(Lκ(φκ)) converges to a constant. Nev-
ertheless, the ideas of Blyth (1951) can be adapted to also deal with this case.
This adaptation, i.e., the derivation of Proposition 3.3 in the case where p = 2,
is more intricate and comprises the bulk of the Appendix.
(ii) Both the results of Joshi (1969) and our Proposition 2.3 are derived by
using ideas of Blyth (1951). But the arguments by which we derive Proposi-
tion 2.3 differ from those used by Joshi (1969) in two respects: First, the weight
rκ(cs/m|λ) in the loss function in our setting depends on s, λ and κ, while this
is not the case in the setting considered by Joshi (1969). Its dependence on
s is also the reason why our proof establishes, for the standard procedure, a
stronger version of admissibility than that considered by Joshi (1969), but it
does not establish what is called strong admissibility by that author. Second,
at the technical core of the proof, it appears that the arguments used by Joshi
(1969) can not be adapted to our setting and that different tactics are required.
Compare the proofs of Lemma 6.1 and, in particular, Lemma 6.2 in Joshi (1969)
with those of lemmata C.4–C.6 in our paper.
(iii) As a referee points out, the methods of proof used here and by Joshi (1969)
also rely on non-Bayesian techniques for proving admissibility that can be traced
back to Blackwell (1951) and that were further developed by Brown (1966) as
well as Brown and Fox (1974a,b).
(iv) The function Lκ(φ) is not a loss function in the sense of
Lehmann and Casella (1998), because it depends on rκ(cs/m|λ) and hence is
not a function of the decision (e.g., the chosen confidence set) and the param-
eter µ only. Loss functions similar to Lκ(φ), that depend on the decision, the
true parameter and on the data, are considered, for example, by Brown (1966),
Brown and Fox (1974a,b) or by Steinwart and Christmann (2008).
Remark 3.5. It would be most interesting to know whether the standard pro-
cedure is also strongly admissible in the sense of Joshi (1969), i.e., whether
Theorem 2.1 and Theorem 2.4 continue to hold if the conditional expectations
in (2.1) and (2.5) are replaced by unconditional expectations. The results in this
paper do not answer this question. Indeed, Proposition 2.3, our main technical
result, does not hold if the conditional expectation in (2.3) is replaced by an
unconditional one. [Assuming otherwise, take φ1 to be the standard confidence
set in the known-variance case to obtain a contradiction.] It is not clear whether
our methods can be extended or adapted to also cover strong admissibility. In
the literature, there are several examples demonstrating that the conditional
behavior of tests or confidence sets can differ substantially from their uncondi-
tional behavior; see, for example, Brown (1967); Brown and Sackrowitz (1984);
Olshen (1973); Robinson (1975, 1979); and the references given therein.
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4 On the normal-truncated-gamma prior
4.1 General formulae
Throughout this section, fix p ≥ 1. The normal-truncated-gamma prior is a
distribution on the parameter space Rp × (0,∞) that depends on the hyper-
parameters µ◦ ∈ Rp, κ◦ > 0, α◦ ∈ R, β◦ ≥ 0, and ǫ◦ ≥ 0. For the density of
this prior, which is defined in the following, to be proper, we also assume that
either ǫ◦ = 0, α◦ > 0 and β◦ > 0; or ǫ◦ > 0 and β◦ > 0; or ǫ◦ > 0, α◦ < 0 and
β◦ = 0. The density of this prior is given, for µ ∈ Rp and λ > 0, by
p(µ, λ) = Cp,α◦,β◦,ǫ◦κ
p/2
◦ λα◦+p/2−1e−λ(β◦+κ◦‖µ−µ◦‖
2/2){λ > ǫ◦},
where the scaling constant Cp,α◦,β◦,ǫ◦ equals (2π)
−p/2βα◦◦ /Γ(α◦, β◦ǫ◦) in case
β◦ > 0 and (2π)−p/2(−α◦)ǫ−α◦◦ in case β◦ = 0. [Here Γ(α◦, ǫ◦β◦) denotes the
incomplete Gamma function
∫∞
ǫ◦β◦
tα◦−1e−tdt.] It is elementary to verify that
the density p(·, ·) is proper for the hyper-parameters as chosen here. In the
following, we use the symbol NtG(p, µ◦, κ◦, α◦, β◦, ǫ◦) to denote the normal-
truncated-gamma prior with the indicated hyper-parameters, always assuming
that these are such that the prior is proper.
Remark 4.1. (i) In the case where ǫ◦ = 0 (and hence α0 > 0 and β0 > 0),
this prior reduces to the well-known normal-gamma prior, which is obtained by
taking λ ∼ Γ(α◦, β◦) and µ‖λ ∼ N(µ◦, (κ◦λ)−1Ip); cf., say, Raiffa and Schlaifer
(1961). Also, in the case where case ǫ◦ > 0, α◦ > 0 and β◦ > 0, this prior
corresponds to taking λ as Γ(α0, β0)-distributed conditional on the event that
λ > ǫ◦, and to then taking µ‖λ ∼ N(µ◦, (κ◦λ)−1Ip). In general, taking a
conjugate family of priors and then conditioning on some region in parameter
space, one again obtains a conjugate family.
(ii) The normal-truncated-gamma prior NtG(p, 0, κ◦,−p/2, 0, ǫ◦) approxi-
mates the non-informative prior with density 1/λ (a reference prior; cf.
Berger and Bernardo, 1992), as κ◦ → 0 and ǫ◦ → 0, in the sense that, for the
former prior, the re-scaled density p(µ, λ)/(Cp,−p/2,0,ǫ◦κ
p/2
◦ ) converges to 1/λ
as κ◦ → 0 and ǫ◦ → 0. It is not possible to approximate this non-informative
prior by the normal-gamma priors mentioned earlier or by those proposed by
Athreya (1986) and Dickey (1971).
In the next two results, we collect some basic properties of the normal-
truncated-gamma prior, that are elementary to verify, and that are used heavily
throughout the proof of Proposition 2.3.
Proposition 4.2. Consider a hierarchical model with a
NtG(p, µ◦, κ◦, α◦, β◦, ǫ◦) prior on the parameters µ ∈ Rp and λ > 0, and
with observations x ∈ Rp and s > 0 so that x and s are independent conditional
on (µ, λ), and so that
x‖(µ, λ) ∼ N(µ, λ−1Ip) and s‖(µ, λ) ∼ λ−1χ2m
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for some m ≥ 1. Then the posterior density of µ and λ given x and s is the
density of the NtG(p, µ1, κ1, α1, β1, ǫ◦) prior with
µ1 =
x+ κ◦µ◦
1 + κ◦
, κ1 = 1 + κ◦,
α1 = α◦ +
p+m
2
, β1 = β◦ +
s
2
+
κ◦
1 + κ◦
‖x− µ◦‖2
2
.
Proposition 4.3. Under the NtG(p, µ◦, κ◦, α◦, β◦, ǫ◦)-prior, the marginal den-
sity of µ is given by
p(µ) = Cp,α◦,β◦,ǫ◦κ
p/2
◦
Γ(α◦ + p/2, ǫ◦(β◦ + κ◦‖µ− µ◦‖2/2))
(β◦ + κ◦‖µ− µ◦‖2/2)α◦+p/2
and the marginal density of λ is given by
p(λ) = Cp,α0,β0,ǫ0(2π)
p/2λα0−1e−λβ0{λ > ǫ0}.
Under the hierarchical model from Proposition 4.2, the marginal density of x
and s is given by
p(x, s) =
Cp,α◦,β◦,ǫ◦
2
m
2 Γ(m/2)
(
κ◦
1 + κ◦
)p/2
s
m
2 −1 Γ(α1, ǫ◦β1)
βα11
,
for α1 and β1 as in Proposition 4.2 above.
4.2 Formulae for the specific priors used in Section 3
Because pκ,ǫ(µ, λ) denotes the density of the NtG(p, 0, κ,−p/2, 0, ǫ)-prior, the
following are immediate consequences of the statements in Section 4.1: Recall
that µκ = x/(1 + κ), and set βκ = (s+
κ
1+κ‖x‖2)/2. For each κ > 0 and ǫ > 0,
the marginal density of the observables (x, s) is given by
pκ,ǫ(x, s) =
1
Γ(m2 )
p
2
(
ǫ
2π
κ
1 + κ
) p
2
s
m
2 −1Γ
(
m
2 , ǫβκ
)
(2βκ)
m
2
;
the posterior marginal of λ given (x, s) satisfies
pκ,ǫ(λ‖x, s) = β
m
2
κ
Γ
(
m
2 , ǫβκ
)λm2 −1e−λβκ{λ > ǫ};
the posterior marginal of µ given (x, s) satisfies
pκ,ǫ(µ‖x, s) =(
1 + κ
2π
) p
2 β
m
2
κ
Γ
(
m
2 , ǫβκ
) Γ (m+p2 , ǫ(βκ + (1 + κ)‖µ− µκ‖2/2))
(βκ + (1 + κ)‖µ− µκ‖2/2)m+p2
;
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and the conditional density of µ given (x, s, λ), i.e., pκ,ǫ(µ‖x, s, λ), is the density
the N(µκ, Ip/((1 + κ)λ))-distribution. The conditional density of µ given x, s,
and λ is well-defined only on the event λ > ǫ, because that event has probability
one under the prior. For 0 < λ ≤ ǫ, we define pκ,ǫ(µ‖x, s, λ) also as the density
the N(µκ, Ip/((1 + κ)λ))-distribution, for convenience.
For Kκ,ǫ as in Section 3, it is also easy to see that qκ,ǫ(µ, λ) = Kκ,ǫpκ,ǫ(µ, λ)
and qκ,ǫ(x, s) = Kκ,ǫpκ,ǫ(x, s) satisfy
qκ,ǫ(µ, λ) = Γ
(m
2
)
(1 + κ)
p
2 λ−1e−λκ
‖µ‖2
2 {λ > ǫ},
qκ,ǫ(x, s) = s
m
2 −1 (2βκ)
−m2 Γ
(m
2
, ǫβκ
)
.
For the case where κ = 0 and ǫ > 0, note first that µ0 = x and β0 = s/2.
Moreover, the functions q0,ǫ(µ, λ), q0,ǫ(x, s), as well as the conditional densities
p0,ǫ(λ‖x, s), p0,ǫ(µ‖x, s, λ), and p0,ǫ(µ‖x, s) are well-defined by the formulae in
the preceding paragraphs (because β0 > 0).
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A Technical remarks for Section 2
Remark A.1. Write the conditional mean in (2.7) as an integral with respect
to the conditional density of βˆ(¬p). This density is Gaussian and can hence be
approximated pointwise from below by simple functions that are constant in βˆ(p)
on rectangles. The values of these simple functions can be chosen to be continu-
ous functions of (β, σ2, βˆ(p)). And ϕ1(βˆ, σˆ
2, β(p)) can be approximated pointwise
from below by simple functions in (βˆ, σˆ2, β(p)). Using Tonelli’s theorem and the
monotone convergence theorem, we see that the conditional mean in (2.7) is ap-
proximated pointwise from below by finite sums of functions, where each term
in such sum is the product of a function that is measurable in (βˆ(p), σˆ
2, β(p)) and
a function that is continuous in (β, σ2, βˆ(p)). Measurability of ϕ1|β(¬p) follows,
because the pointwise limit of measurable functions is measurable.
Remark A.2. Recalling that β(¬p) is fixed, we see for each (µ, σ2) or, equiva-
lently, for each (β(p), σ
2) that Eµ,σ2 [φ1(x, s, µ, σ
2)] = Eβ,σ2 [ϕ1(βˆ, σˆ
2, β(p))], that
υ(φ1(x, s, ·, σ2)) = detS−1/2(p) υ(ϕ1(βˆ, σˆ2, ·)), and that these two equalities con-
tinue to hold with φ0 and ϕ0 replacing φ1 and ϕ1, respectively.
Remark A.3. For the moment, fix βˆ(p), σˆ
2, β(p), and σ
2 so that the relation
in (2.8) holds for almost all β(¬p). And recall that ϕ1|β(¬p)(βˆ(p), σˆ
2, β(p), σˆ
2)
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is the conditional expectation of a function of βˆ(¬p) (and β(p)) given βˆ(p)
and σˆ2. Write Lβ(¬p)(βˆ(¬p)|βˆ(p), σˆ2, β(p), σ2) for the corresponding (Gaussian)
conditional distribution. Parameterized by β(¬p) ∈ Rd−p, these distributions
form an exponential family. Because the relation in (2.8) holds for almost
all β(¬p), it holds, in fact, for all β(¬p); cf. Theorem 5.8 in Chapter 1
of Lehmann and Casella (1998). The relation in the (2.9) now follows from
(2.8), because βˆ(¬p) is a complete statistic for the full-rank exponential family
{Lβ(¬p)(βˆ(¬p)|βˆ(p), σˆ2, β(p), σ2) : β(¬p) ∈ Rd−p}; cf. Theorem 6.22 in Chapter 1
of Lehmann and Casella (1998).
B Proof of Proposition 3.2
Proof of Proposition 3.2. Recall that both φ0 and φκ correspond to balls
of radius
√
cs/m centered at x and µκ, respectively. We therefore have
υ(φ0(x, s, ·, λ)) = υ(φκ(x, s, ·, λ)), and the risk difference reduces to
Pκ,ǫ(φ0(x, s, µ, λ)) − Pκ,ǫ(φκ(x, s, µ, λ)).
For the standard procedure, we note, for fixed λ and µ, that (‖x −
µ‖2/p)/(s/m)‖(λ, µ) is F -distributed with p and m degrees of freedom, so that
Pκ,ǫ(φ0(x, s, µ, λ)) = Fp,m(c/p). It remains to compute Pκ,ǫ(φκ(x, s, µ, λ)). Be-
cause φκ(x, s, µ, λ) is constant in λ, we have
Pκ,ǫ(φκ(x, s, µ, λ)) =
∫∫ ∫
‖µ−µκ‖2 < c sm
pκ,ǫ(µ‖x, s) dµ pκ,ǫ(x, s) dx ds
=
p/2
πpΓ(m/2)
∫∫
t
m
2 −1
∫
‖u‖2 < ct 1+κ
m
Γ(p+m2 , t+ ‖z‖2 + ‖u‖2)
(t+ ‖z‖2 + ‖u‖2) p+m2
du dz dt,
where the second equality is obtained by plugging-in the formulae for pκ,ǫ(µ‖x, s)
and pκ,ǫ(x, s) given in Section 4.2, by substituting u for (µ− µκ)
√
(1 + κ)(ǫ/2)
in the innermost integral, by then substituting z for x
√
(κ/(1 + κ))(ǫ/2) in the
middle integral, and lastly substituting t for s(ǫ/2) in the outermost integral.
Note that the resulting integral, and hence Pκ,ǫ(φκ(x, s, µ, λ)), does not depend
on ǫ.
Write I(τ) for the expression on the far right-hand side of the preceding
display with τ replacing c. Clearly I(τ) is well-defined for each τ > 0. We need
to show that I(c) = Fp,m((1 + κ)c/p). This will follow if we show that I(τ) is
differentiable in τ > 0, and that the derivatives of I(τ) and Fp,m((1 + κ)τ/p)
with respect to τ agree, i.e., that
∂I(τ)
∂τ
=
1
B
(
p
2 ,
m
2
) (1 + κ
m
) p
2
τ
p
2−1
(
1 + τ
1 + κ
m
)− p+m2
(B.1)
holds for each τ > 0.
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For fixed τ > 0 and for each δ > 0, the difference quotient (I(τ+δ)−I(τ))/δ
can be written as p/(2πpΓ(m/2)) multiplied by
∫∫
t
m
2 −1
∫
τt 1+κ
m
≤‖u‖2 < (τ+δ)t 1+κ
m
1
δ
Γ(p+m2 , t+ ‖z‖2 + ‖u‖2)
(t+ ‖z‖2 + ‖u‖2) p+m2
du dz dt.
Now note that the integrand in the innermost integral in the preceding display
is decreasing in ‖u‖, and recall that the volume of a ball of radius r in Rp
is πp/2rp/Γ(p/2 + 1). In view of this, the innermost integral in the preceding
display is bounded from above by
Γ(p+m2 , t+ ‖z‖2 + τt 1+κm )
(t+ ‖z‖2 + τt 1+κm )
p+m
2
1
δ
πp/2
Γ(p/2 + 1)
((
(τ + δ)t
1 + κ
m
)p/2
−
(
τt
1 + κ
m
)p/2)
,
and the difference quotient (I(τ + δ)− I(τ))/δ is bounded from above by
1
π
p
2 Γ(p2 )Γ(
m
2 )
(τ + δ)
p
2 − τ p2
δ
(
1 + κ
m
) p
2
∫∫
t
p+m
2 −1Γ
(
p+m
2 , t+ ‖z‖2 + tτ 1+κm
)
(
t+ ‖z‖2 + tτ 1+κm
) p+m
2
dz dt.
Substituting v for t+ τt(1 + κ)/m in the integral in the preceding display, and
using Lemma D.1, we see that the upper bound is equal to
1
B
(
p
2 ,
m
2
) 2
p
(τ + δ)
p
2 − τ p2
δ
(
1 + κ
m
) p
2
(
1 + τ
1 + κ
m
)− p+m2
.
Obviously, this upper bound converges to the expression on the right-hand side
of (B.1) as δ → 0.
In a similar fashion, the integrand in the innermost integral in the display
following (B.1) is bounded from below by
Γ(p+m2 , t+ ‖z‖2 + (τ + δ)t 1+κm )
(t+ ‖z‖2 + (τ + δ)t 1+κm )
p+m
2
1
δ
πp/2
Γ(p/2 + 1)
((
(τ + δ)t
1 + κ
m
)p/2
−
(
τt
1 + κ
m
)p/2)
.
Arguing as in the preceding paragraph, we thus obtain a lower bound for the
difference quotient I(τ + δ)− I(τ))/δ, which also converges to the expression on
the right-hand side of (B.1) as δ → 0.
C Proof of Proposition 3.3
The proof of Proposition 3.3 is rather straight-forward in case p = 1 and more
involved in case p = 2. We begin with an auxiliary result that we use for both
cases. We then prove Proposition 3.3 for the case where p = 1, for completeness,
and also to motivate the arguments used in the more challenging case where
p = 2. Following this, we present a series of lemmata that, taken together,
imply the statement in Proposition 3.3 in case p = 2.
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Lemma C.1. Under the assumptions of Proposition 2.3 and for each ǫ > 0, we
have
lim
κ→0
Qκ,ǫ
[
1C(x, s, λ)
(
Pκ,ǫ(Lκ(φ1)‖x, s, λ)− Pκ,ǫ(Lκ(φ0)‖x, s, λ)
)]
= Q0,ǫ
[
1C(x, s, λ)
(
P0,ǫ(L0(φ1)‖x, s, λ)− P0,ǫ(L0(φ0)‖x, s, λ)
)]
for any set C ⊆ Rp × (0,∞)2 that is compact in that space. Moreover, the
limit in the preceding display is finite. These statements continue to hold if the
requirement in Proposition 2.3 that p ∈ {1, 2} is weakened to the requirement
that p ∈ N.
Proof. Fix p ∈ N. The expression of the left-hand side of the preceding display
is the limit, as κ→ 0, of the integral of(
Pκ,ǫ(Lκ(φ1)‖x, s, λ)− Pκ,ǫ(Lκ(φ0)‖x, s, λ)
)
pκ,ǫ(λ‖x, s)qκ,ǫ(x, s)
over (x, s, λ) ∈ C with respect to Lebesgue measure. It suffices to show that (i)
the expression in preceding display converges pointwise to the same expression
with κ = 0, and that (ii) the expression in the preceding display is bounded in
absolute value, for each (x, s, λ) ∈ C and each sufficiently small κ, e.g., κ ≤ 1, by
a function that is integrable with respect to Lebesgue measure on C. With this,
the result follows from the dominated convergence theorem (where the reference
measure is Lebesgue measure on C).
Define p˜κ,ǫ(λ‖x, s) as pκ,ǫ(λ‖x, s) but with the indicator {λ > ǫ} replaced
by {λ ≥ ǫ}; cf. Section 4.2. Moreover, set C˜ = C ∩ {(x, s, λ) : λ ≥ ǫ}.
Then integrals over C with respect to pκ,ǫ(λ‖x, s) coincide with integrals over
C˜ with respect to p˜κ,ǫ(λ‖x, s) (because p˜κ,ǫ(λ‖x, s) = pκ,ǫ(λ‖x, s) for Lebesgue-
almost all λ, and because p˜κ,ǫ(λ‖x, s) = 0 whenever λ < ǫ). In particular, it
suffices to prove (i) and (ii) with p˜κ,ǫ(λ‖x, s) and C˜ replacing pκ,ǫ(λ‖x, s) and
C, respectively. Also, note that C˜ is a compact subset of Rp × (0, 1)2, and that
p˜κ,ǫ(λ‖x, s) is positive and continuous on C˜.
For (i), fix (x, s, λ) ∈ C˜. Obviously, we have p˜κ,ǫ(λ‖x, s)qκ,ǫ(x, s) →
p˜0,ǫ(λ‖x, s)q0,ǫ(x, s) as κ → 0. The first factor in the preceding display can
be written as
rκ(cs/m|λ)
(
υ(φ1(x, s, ·, λ)) − υ(φ0(x, s, ·, λ))
)
−
∫
pκ,ǫ(µ‖x, s, λ)
(
φ1(x, s, µ, λ) − φ0(x, s, µ, λ)
)
dµ.
Obviously, the first term in the preceding display converges to the same term
with κ = 0, because rκ(cs/m|λ) converges to r0(cs/m|λ) as κ → 0. For the
second term, we note that pκ,ǫ(µ‖x, s, λ) converges to p0,ǫ(µ‖x, s, λ) for each µ,
so that the corresponding (conditional) probability measures converge weakly.
Because |φ1(x, s, µ, λ) − φ0(x, s, µ, λ)| ≤ 1, the left-hand side of this inequality,
when viewed as a random variable with density pκ,ǫ(µ‖x, s, λ), is uniformly
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integrable. It follows that also the second expression in the preceding display
converges as required. This proves (i).
For (ii), we first note that p˜κ,ǫ(λ‖x, s), as a function of (x, s, λ) and κ, is
continuous and positive on the compact set C˜ × [0, 1]. It follows that 0 < p˜∗ ≤
p˜κ,ǫ(λ‖x, s) ≤ p˜∗ < ∞ for each (x, s, λ) ∈ C˜ and each κ ∈ [0, 1], for some
constants p˜∗ and p˜∗. By a similar argument, we also have 0 < q∗ ≤ qκ,ǫ(x, s) ≤
q∗ < ∞ and 0 < r∗ ≤ rκ(cs/m|λ) ≤ r∗ < ∞ for some constants q∗, q∗, r∗,
and r∗. Moreover, recall that so that q1,ǫ(x, s) = K1,ǫp1,ǫ(x, s). Our aim is to
bound the product of p˜κ,ǫ(λ‖x, s)qκ,ǫ(x, s) and the expression in the preceding
display, in absolute value and for each κ ∈ [0, 1], by a function that is integrable
on C˜. To derive the desired bound, we first note that |φ1 − φ0| ≤ 1, so that
the second term in the preceding display is bounded, in absolute value, by 1;
and the product of this upper bound and of p˜κ,ǫ(λ‖x, s)qκ,ǫ(x, s) is bounded
by p˜∗q∗. Clearly, this (constant) upper bound is integrable with respect to
Lebesgue measure on C˜. The product of p˜κ,ǫ(λ‖x, s)qκ,ǫ(x, s) and the first term
in the preceding display is bounded, in absolute value, by
p˜∗
p˜∗
q∗
q∗
K−11,ǫ p˜1,ǫ(λ‖x, s) p1,ǫ(x, s)
(
υ(φ1(x, s, ·, λ)) + υ(φ0(x, s, ·, λ))
)
for each (x, s, λ) ∈ C˜ and each κ ∈ [0, 1]. The integral of this upper bound with
respect to Lebesgue measure on C˜, and indeed also with respect to Lebesgue
measure on Rp × (0,∞)2, is finite, because
P1,ǫ
(
υ(φ1(x, s, ·, λ) + υ(φ0(x, s, ·, λ))
)
≤ 2P1,ǫ
(
υ(φ0(x, s, ·, λ))
)
= 2
(πc/m)p/2
Γ(p/2 + 1)
P1,ǫ(s
p/2) < ∞.
Here, the first inequality follows because φ1 is as in Proposition 2.3, the equality
holds because υ(φ0(x, s, ·, λ)) = (πcs/m)p/2/Γ(p/2+1), and the second inequal-
ity holds in view of Lemma D.3.
Proof of Proposition 3.3 in case p = 1. For some set C ⊆ R × (0,∞)2 that
will be chosen momentarily, we can write the risk difference of interest, i.e.,
Qκ,ǫ(Lκ(φ1))−Qκ,ǫ(Lκ(φ0)), as
Qκ,ǫ
[
1C(x, s, λ)
(
Pκ,ǫ(Lκ(φ1)‖x, s, λ)− Pκ,ǫ(Lκ(φ0)‖x, s, λ)
)]
+ (C.1)
Qκ,ǫ
[
1Cc(x, s, λ)
(
Pκ,ǫ(Lκ(φ1)‖x, s, λ)− Pκ,ǫ(Lκ(φ0)‖x, s, λ)
)]
. (C.2)
We will choose C and constants κ > 0 and ǫ > 0 so that the expression in the
preceding display is positive.
By assumption, φ1(x, s, µ, λ) and φ0(x, s, µ, λ) differ on a set of (x, s, µ, λ)’s,
i.e., on a subset of R× (0,∞)× R× (0,∞), of positive Lebesgue measure. We
can choose ǫ > 0 so that φ1(x, s, µ, λ) and φ0(x, s, µ, λ) also differ on a subset of
R× (0,∞)×R× (ǫ,∞), of positive Lebesgue measure (in view of the monotone
convergence theorem).
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As a preliminary consideration, we note that the conditional risk difference
P0,ǫ(L0(φ1)‖x, s, λ)− P0,ǫ(L0(φ0)‖x, s, λ) can be written as∫
(r0(cs/m|λ)− p0,ǫ(µ‖x, s, λ))(φ1(x, s, µ, λ) − φ0(x, s, µ, λ)) dµ (C.3)
by arguing as in the proof of Proposition 3.1. It is now elementary to ver-
ify that the integrand in the preceding display is positive if φ1(x, s, µ, λ) 6=
φ0(x, s, µ, λ) and zero otherwise. [To this end, recall that φ0(x, s, µ, λ) = 1
if the first factor in the integrand is negative and zero otherwise, and that
0 ≤ φ1(x, s, µ, λ) ≤ 1.] It follows that the expression in the preceding display,
i.e., the conditional risk difference P0,ǫ(L0(φ1)‖x, s, λ) − P0,ǫ(L0(φ0)‖x, s, λ),
is non-negative for each (x, s, λ). And because φ1(x, s, µ, λ) and φ0(x, s, µ, λ)
differ on a set of (x, s, µ, λ)’s of positive Lebesgue measure, it is easy to
see that P0,ǫ(L0(φ1)‖x, s, λ) − P0,ǫ(L0(φ0)‖x, s, λ), is positive on a subset of
(x, s, λ)’s of R × (0,∞) × (ǫ,∞) of positive Lebesgue measure. Noting that
p0,ǫ(λ‖x, s)q0,ǫ(x, s) is positive on R× (0,∞)× (ǫ,∞), it follows that
∆ = Q0,ǫ
[
P0,ǫ(L0(φ1)‖x, s, λ)− P0,ǫ(L0(φ0)‖x, s, λ)
]
> 0.
To bound (C.1), we fix δ so that 0 < δ < ∆ and choose a subset C of
R× (0,∞)2 so that
Q0,ǫ
[
1C(x, s, λ)
(
P0,ǫ(L0(φ1)‖x, s, λ)− P0,ǫ(L0(φ0)‖x, s, λ)
)]
> δ
(using the considerations in the preceding paragraph and the monotone conver-
gence theorem). We may also assume that C is a compact in R× (0,∞)2. Now
Lemma C.1 entails that the expression in (C.1) is larger than δ/2 for sufficiently
small κ, i.e., κ < κ1 for some κ1 > 0.
The expression in (C.2) is bounded from below by Qκ,ǫ(Lκ(φκ)) −
Qκ,ǫ(Lκ(φ0)), because the conditional risk Pκ,ǫ(Lκ(φ)‖x, s, λ) is minimized for
φ = φκ (argue as in the discussion surrounding (C.3) but now with κ > 0).
Proposition 3.2 entails that the lower bound Qκ,ǫ(Lκ(φκ))−Qκ,ǫ(Lκ(φ0)), and
hence the expression in (C.2), is larger than −δ/2 for sufficiently small κ, i.e.,
κ < κ2, for some κ2 > 0.
Setting κ∗ = min{κ1, κ2}, we thus see that the sum in (C.1)-(C.2) is positive
whenever κ < κ∗.
Proposition C.2. Under the assumptions of Proposition 3.3 with p = 2, the
constant ∆ defined by
∆ = Q0,ǫ(L0(φ1))−Q0,ǫ(L0(φ0))
is well-defined, positive, and finite, provided that ǫ > 0 is sufficiently small.
Proof. The proof is identical to the proof of Proposition 3.3 for the case p = 1,
except for the last step. In the following, when we refer to expressions like (C.1)
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or (C.2), etc., from that proof, these expressions are understood to be computed
for the case considered here, i.e., for p = 2.
For sufficiently small ǫ > 0, we see that φ1(x, s, µ, λ) and φ0(x, s, µ, λ) differ
on a subset of R2× (0,∞)×R2× (0,∞) of positive Lebesgue measure. Arguing
as in the discussion surrounding (C.3), we obtain that ∆ is well-defined and
positive. It remains to show that ∆ is finite.
For each δ < ∆, we can find a compact subset C of R2 × (0,∞)2, so that
the expression in (C.1) is larger than δ/2 for sufficiently small κ > 0. And
the expression in (C.2) is bounded from below by Qκ,ǫ(Lκ(φκ))−Qκ,ǫ(Lκ(φ0)),
where this lower bound here converges to a finite (negative) constant that we
denote by−ρ; cf. Proposition 3.2. Taken together, we see that the sum in (C.1)–
(C.2) is bounded from below by δ/2 − ρ. On the other hand, φ1 satisfies the
assumptions of Proposition 2.3, so that the sum in (C.1)–(C.2) is non-positive;
cf. (3.1). It follows that 0 ≥ δ/2 − ρ, i.e., δ ≤ 2ρ. Since this holds for each
δ < ∆, we get that ∆ ≤ 2ρ, whence ∆ is finite as claimed.
Throughout the following, assume that the assumptions of Proposition 3.3
are satisfied and that p = 2, and fix ǫ > 0 so that Proposition C.2 applies. In
particular, the constant ∆ defined in that proposition is a positive real number.
For each κ ≥ 0, decompose Qκ,ǫ(Lκ(φ1))−Qκ,ǫ(Lκ(φ0)) as
Qκ,ǫ(Lκ(φ1))−Qκ,ǫ(Lκ(φ0)) = Mκ,ǫ −N (1)κ,ǫ −N (2)κ,ǫ −N (3)κ,ǫ ,
whereMκ,ǫ is as in (C.1) (with p = 2) for some compact subset C of R
2×(0,∞)2,
and where the sum −N (1)κ,ǫ −N (2)κ,ǫ −N (3)κ,ǫ further decomposes the expression in
(C.2) (with p = 2) as follows: For each (x, s, λ), write the conditional risk
difference in (C.2) as the expression in (C.3) with κ replacing 0, decompose the
range of µ, i.e., R2, into three disjoints sets A(i)(x, s) (i = 1, 2, 3) for each (x, s),
and set
N (i)κ,ǫ =∫∫∫
Cc
∫
A(i)(x,s)
(
rκ(cs/m|λ)− pκ,ǫ(µ‖x, s, λ)
)(
φ0(x, s, µ, λ)− φ1(x, s, µ, λ)
)
dµ
pκ,ǫ(λ‖x, s) dλ qκ,ǫ(x, s) dx ds
for i = 1, 2, 3, where
A(1)(x, s) = {µ : ‖µ− x‖2 < cs/m},
A(2)(x, s) = {µ : cs/m ≤ ‖µ− x‖2 < (c+ 1)s/m}, and
A(3)(x, s) = {µ : (c+ 1)s/m ≤ ‖µ− x‖2}.
Note that we have M0,ǫ ≥ 0 and N (i)0,ǫ ≤ 0 for i = 1, 2, 3; cf. the discussion
surrounding (C.3). For later use, we also note thatM0,ǫ and −N (i)0,ǫ for i = 1, 2, 3
are non-decreasing in C (in the sense that, say, M0,ǫ, does not decrease if C is
replaced by a superset C˜ of C). Moreover, M0,ǫ approaches the constant ∆
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from Proposition C.2 and the N
(i)
0,ǫ ’s approach 0 from below as C increases. In
other words, for fixed ρ > 0, we have ∆− ρ < M0,ǫ ≤ ∆ and −ρ < N (i)0,ǫ ≤ 0 for
i = 1, 2, 3, provided only that C ⊆ R2×(0,∞)2 is sufficiently large; and without
loss of generality, we may always assume that C is compact in that space. The
next four results show that we can choose the set C and the constant κ > 0,
so that Mκ,ǫ > ∆/2 and so that N
(i)
κ,ǫ < ∆/6 for i = 1, 2, 3, and thus prove
Proposition 3.3 in the case where p = 2. In the following, when we say that the
constant κ is sufficiently small, we mean that κ < κ∗ for some finite number
κ∗ > 0. Similarly, when we say that a set C is sufficiently large, we mean that
C∗ ⊆ C for some bounded set C∗ 6= ∅.
Lemma C.3. Under the assumptions of Proposition 3.3 with p = 2, we have
Mκ,ǫ > ∆/2 provided only that the set C ⊆ R2× (0,∞)2 is sufficiently large and
compact, and that κ is sufficiently small and positive (where ∆ and ǫ are as in
Proposition C.2).
Proof. The result is derived by arguing as in the paragraph following (C.3) but
now with p = 2, mutatis mutandis.
Lemma C.4. Under the assumptions of Proposition 3.3 with p = 2, we have
N
(1)
κ,ǫ < ∆/6 provided only that the set C ⊆ R2 × (0,∞)2 is sufficiently large,
and that κ is sufficiently small and positive (where ∆ and ǫ are as in Proposi-
tion C.2).
Proof. We first derive a convenient upper bound for N
(1)
0,ǫ . Noting that
φ0(x, s, µ, λ) = 1 whenever µ ∈ A(1)(x, s), we can write N (1)0,ǫ as the integral
over Cc of
q0,ǫ(x, s) p0,ǫ(λ‖x, s)
(
r0(cs/m|λ)υ1(x, s, λ)
−
∫
A(1)(x,s)
p0,ǫ(µ‖x, s, λ)(1 − φ1(x, s, µ, λ)) dµ
)
with respect to x, s and λ, where υ1(x, s, λ) =
∫
A(1)(x,s)(1 − φ1(x, s, µ, λ)) dµ.
For each (x, s, λ), choose c1 = c1(x, s, λ) so that πcs/m− πc1s/m = υ1(x, s, λ),
and note that 0 ≤ c1 ≤ c. We obtain that the expression in the preceding
display is bounded from above by
q0,ǫ(x, s) p0,ǫ(λ‖x, s)
(
r0(cs/m|λ)υ1(x, s, λ)
−
∫
c1s/m≤‖µ−x‖2≤cs/m
p0,ǫ(µ‖x, s, λ) dµ
)
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(by recalling that p0(µ‖x, s, λ) is radially symmetric in µ around x and decreas-
ing in ‖µ − x‖, by picturing the set A(1)(x, s) as a subset of the plane, and by
a little reflection). Using the results in Section 4.2, we see that
q0,ǫ(x, s) p0,ǫ(λ‖x, s) p0,ǫ(µ‖x, s, λ) = s
m
2 −1λ
m
2
π2
m
2 +1
e−
λ
2 (s+‖µ−x‖2){λ > ǫ}.
Recalling that r0(cs/m|λ) equals p0,ǫ(µ‖x, s, λ) evaluated at ‖µ− x‖2 = cs/m,
we can write the upper bound in the second-to-last display as
s
m
2 −1λ
m
2
π2
m
2 +1
∫
c1s/m≤‖µ−x‖2≤cs/m
(
e−
λ
2 (s+cs/m) − e−λ2 (s+‖µ−x‖2)
)
dµ {λ > ǫ}.
Because the exponential function is convex, we obtain that the upper bound in
the preceding display is bounded from above by
s
m
2 −1λ
m
2 +1
π2
m
2 +2
e−
λ
2 (s+cs/m)
∫
c1s/m≤‖µ−x‖2≤cs/m
(‖µ− x‖2 − cs/m) dµ {λ > ǫ}.
Evaluating the integral in the preceding display using standard methods, we
obtain that
N
(1)
0,ǫ ≤ −
∫∫∫
Cc
s
m
2 −1λ
m
2 +1
π22
m
2 +3
e−
λ
2 (s+cs/m) υ21(x, s, λ) {λ > ǫ} dλ dx ds.
Note that this upper bound is non-positive. Recalling that N
(1)
0,ǫ can be made
arbitrarily close to zero by choosing C sufficiently large, we obtain, for each
δ > 0, that∫∫∫
Cc
s
m
2 −1λ
m
2 +1
π22
m
2 +3
e−
λ
2 (s+cs/m) υ21(x, s, λ) {λ > ǫ} dλ dx ds < δ (C.4)
provided only that C is sufficiently large.
In the next step, we derive an upper bound for N
(1)
κ,ǫ for κ > 0, by arguments
similar to those used in the preceding paragraph. Let c2 = c2(x, s, λ, κ) and
c3 = c3(x, s, κ) be such that
√
c3s/m =
√
cs/m+ ‖x‖κ/(1 + κ) and such that
πc3s/m − πc2s/m = υ1(x, s, λ). The quantity N (1)κ,ǫ is bounded from above by
the integral over Cc of
qκ,ǫ(x, s) pκ,ǫ(λ‖x, s)
(
rκ(cs/m|λ)υ1(x, s, λ)
−
∫
c2s/m≤‖µ−µκ‖2≤c3s/m
pκ,ǫ(µ‖x, s, λ) dµ
)
,
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because pκ,ǫ(µ‖x, s) is radially symmetric in µ around µκ and decreasing in
‖µ− µκ‖. Again using the formulas in Section 4.2, we can write the expression
in the preceding display as
(1 + κ)
s
m
2 −1λ
m
2
π2
m
2 +1
×∫
c2s
m
≤‖µ−µκ‖2≤ c3sm
(
e−
λ
2 (2βκ+(1+κ)
cs
m
) − e−λ2 (2βκ+(1+κ)‖µ−µκ‖2)
)
dµ {λ > ǫ}.
In the preceding display, the integrand is increasing in ‖µ − µκ‖2, so that the
integral is bounded from above by∫
c2s
m
≤‖µ−µκ‖2≤ c3sm
(
e−
λ
2 (2βκ+(1+κ)
cs
m
) − e−λ2 (2βκ+(1+κ) c3sm )
)
dµ
≤ (1 + κ)λ
2
e−
λ
2 (2βκ+(1+κ)
cs
m
)
(c3s
m
− cs
m
)
υ1(x, s, λ),
where the inequality is obtained by using convexity of the exponential function.
By the arguments presented so far, we see that
N (1)κ,ǫ ≤ (1 + κ)2
∫∫∫
Cc
s
m
2 −1λ
m
2 +1
π2
m
2 +2
e−
λ
2 (2βκ+(1+κ)
cs
m
)
(c3s
m
− cs
m
)
υ1(x, s, λ) {λ > ǫ} dλ dx ds
(C.5)
for each κ > 0.
We now combine the upper bound on N
(1)
κ,ǫ given in (C.5) with (C.4). To this
end, we use Ho¨lder’s inequality (where the reference measure has the density
s
m
2 −1λ
m
2 +1 exp(−λ2 (2βκ + (1 + κ) csm ) on Cc) and the fact that the exponential
function is monotone to conclude that N
(1)
κ,ǫ is bounded from above by
(1 + κ)2

∫∫∫
Cc
s
m
2 −1λ
m
2 +1
π2
m
2 +2
e−
λ
2 (s+
cs
m
)υ21(x, s, λ) {λ > ǫ} dλ dx ds


1/2

∫∫∫
Cc
s
m
2 −1λ
m
2 +1
π2
m
2 +2
e−λβκ
(c3s
m
− cs
m
)2
{λ > ǫ} dλ dx ds


1/2
for each κ > 0. This upper bound is the product of three factors. The first one
is smaller than, say, 2 provided that κ is sufficiently small. In view of (C.4)
and for fixed δ > 0, the second one is smaller than (2πδ)1/2 provided that C
is sufficiently large. To bound the third factor, we extend the integral over
the whole space R2 × (0,∞)2 and note that, in the resulting upper bound, the
innermost integral, i.e.,
∫∞
ǫ λ
m/2+1e−λβκ dλ, equals Γ(m/2 + 2, ǫβκ)/β
m/2+2
κ .
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Moreover, setting ρ = κ/(1 + κ) and noting that 0 < ρ < 1, we have (c3s/m−
cs/m)2 = (2
√
cs/m‖x‖ρ+ ‖x‖2ρ2)2 ≤ ρ(2√cs/m‖x‖√ρ+ ‖x‖2ρ)2. Using this
inequality to further bound the resulting upper bound, substituting y for x
√
ρ,
and simplifying, we see that the third factor in the preceding display is bounded
from above by the square root of
1
π
∫
R2
∫ ∞
0
s
m
2 −1Γ(
m
2 + 2,
ǫ
2 (s+ ‖y‖2))
(s+ ‖y‖2)m2 +2
(
2
√
cs
m
‖y‖+ ‖y‖2
)2
ds dy.
The expression in the preceding display is bounded by a finite constant that
we denote by Λ2, in view of Lemma D.1. [To apply the lemma, substitute t
for sǫ/2, substitute z for y
√
ǫ/2, and expand the square in the integrand. This
results in a sum of three integrals, where each is finite by Lemma D.1.] Taken
together, we see that N
(1)
κ,ǫ is bounded from above by 2(2πδ)1/2Λ. The proof is
completed by appropriate choice of δ.
Lemma C.5. Under the assumptions of Proposition 3.3 with p = 2, we have
N
(2)
κ,ǫ < ∆/6 provided only that C ⊆ R2 × (0,∞)2 is sufficiently large, and that
κ is sufficiently small and positive (where ∆ and ǫ are as in Proposition C.2).
Proof. The proof relies on ideas similar to those used earlier in the proof of
Lemma C.4, and on some additional considerations to deal with issues that do
not occur in the preceding proof. Again, we first obtain an upper bound for
N
(2)
0,ǫ : Since φ0,ǫ(x, s, µ, λ) = 0 for µ ∈ A(2)(x, s), we can write N (2)0,ǫ as the
integral over Cc of
q0,ǫ(x, s) p0,ǫ(λ‖x, s)
( ∫
A(2)(x,s)
p0,ǫ(µ‖x, s, λ)φ1(x, s, µ, λ) dµ
− r0(cs/m|λ)υ2(x, s, λ)
)
,
where υ2(x, s, λ) =
∫
A(2)(x,s) φ1(x, s, µ, λ) dµ. Now choose c1 = c1(x, s, λ) so
that πc1s/m − πcs/m = υ2(x, s, λ), and note that c ≤ c1 ≤ c + 1. With this,
the expression in the preceding display is bounded by the following sequence of
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expressions.
q0,ǫ(x, s) p0,ǫ(λ‖x, s)
( ∫
cs
m
≤‖µ−x‖2≤ c1s
m
p0,ǫ(µ‖x, s, λ) dµ
− r0(cs/m|λ)υ2(x, s, λ)
)
=
s
m
2 −1λ
m
2
π2
m
2 +1
∫
cs
m
≤‖µ−x‖2≤ c1s
m
(
e−
λ
2 (s+‖µ−x‖2) − e−λ2 (s+ csm )
)
dµ {λ > ǫ}
≤ s
m
2 −1λ
m
2 +1
π2
m
2 +2
e−
λ
2 (s+
c1s
m
)
∫
cs
m
≤‖µ−x‖2≤ c1s
m
(cs
m
− ‖µ− x‖2
)
dµ {λ > ǫ}
= −s
m
2 −1λ
m
2 +1
π22
m
2 +3
e−
λ
2 (s+
c1s
m
)υ22(x, s, λ) {λ > ǫ}.
In this sequence of expressions, the first one is an upper bound of the expres-
sion in the second-to-last display, because p0,ǫ(µ‖x, s, λ) is radially symmetric
around x and monotone in ‖µ− x‖; the first equality is derived by plugging-in
the formulas from Section 4.2; the first inequality is derived by first using the
convexity and then the monotonicity of the exponential function; and the last
equality is obtained by elementary integration. For fixed δ > 0, recall that
we have −δ < N (2)0,ǫ ≤ 0 provided that C is sufficiently large. Because N (2)0,ǫ
is bounded from above by the integral over Cc of the expression at the far
right-hand side of the preceding display, it follows that∫∫∫
Cc
s
m
2 −1λ
m
2 +1
π22
m
2 +3
e−
λ
2 (s+
c1s
m
) υ22(x, s, λ) {λ > ǫ} dλ dx ds < δ, (C.6)
provided only that C is sufficiently large.
To bound N
(2)
κ,ǫ from above, let c2 = c2(x, s, κ) and c3 = c3(x, s, λ, κ) be so
that
√
c2s/m = max{
√
cs/m−‖x‖κ/(1+κ), 0} and so that πc3s/m−πc2s/m =
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υ2(x, s, λ). With this, N
(2)
κ,ǫ is bounded from above by the integral over Cc of
qκ,ǫ(x, s) pκ,ǫ(λ‖x, s)
( ∫
c2s
m
≤‖µ−µκ‖2≤ c3sm
pκ,ǫ(µ‖x, s, λ) dµ
− rκ
( cs
m
∣∣∣λ) υ2(x, s, λ)
)
=
1 + κ
π2
m
2 +1
s
m
2 −1λ
m
2
∫
c2s
m
≤‖µ−µκ‖2≤ c3sm
(
e−
λ
2 (2βκ+(1+κ)‖µ−µκ‖2) (C.7)
− e−λ2 (2βκ+(1+κ) csm )
)
dµ {λ > ǫ}
≤ 1 + κ
π2
m
2 +1
s
m
2 −1λ
m
2
(
e−
λ
2 (2βκ+(1+κ)
c2s
m
) − e−λ2 (2βκ+(1+κ) csm )
)
υ2(x, s, λ) {λ > ǫ}
≤ (1 + κ)
2
π2
m
2 +2
s
m
2 −1λ
m
2 +1e−
λ
2 (2βκ+(1+κ)
c2s
m
)
(cs
m
− c2s
m
)
υ2(x, s, λ) {λ > ǫ}.
(C.8)
Here, the upper bound follows because pκ,ǫ(µ‖x, s, λ) is radially symmetric
around µκ and monotone in ‖µ − µκ‖; the equality is obtained by plugging-
in the formulae from Section 4.2 and simplifying; and the two inequalities are
obtained by using the monotonicity and the convexity of the exponential func-
tion, respectively.
Up to this point the proof has proceeded similarly to the proof of Lemma C.4.
But now we find that the inequality in (C.6) and the upper bound for N
(2)
κ,ǫ that
can be obtained from the preceding paragraph can not be combined as in the
proof of Lemma C.4. A more detailed analysis appears to be in order. To this
end, we decompose the range of (x, s, λ), i.e., R2 × (0,∞)2, as
Dκ ∪ (Dcκ ∩ El) ∪ (Dcκ ∩ Ecl )
for Dκ = {(x, s, λ) : ‖x‖κ/(1 + κ) ≥
√
cs/m}, and El = {(x, s, λ) : sλ ≤ l},
where l will be chosen later. This corresponds to the decomposition N
(2)
κ,ǫ =
N
(2,1)
κ,ǫ + N
(2,2)
κ,ǫ + N
(2,3)
κ,ǫ , where N
(2,i)
κ,ǫ is defined as N
(2)
κ,ǫ but with the set Cc
replaced by the intersection of Cc and the i-th set in the union in the preceding
display, i = 1, 2, 3.
To bound N
(2,1)
κ,ǫ we first note that N
(2,1)
κ,ǫ is bounded by the integral of (C.7)
over Cc ∩ Dκ or over the larger set Dκ. Moreover, the integral in (C.7) is
bounded by exp(−λβκ)υ2(x, s, λ), because the exponential function is positive
and monotone. Since υ2(x, s, λ) is bounded by the measure of A
(2)(x, s), i.e,
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υ2(x, s, λ) ≤ πs/m, it is straight-forward to see that N (2,1)κ,ǫ is bounded by
1 + κ
m2
m
2 +1
∫∫
‖x‖ κ1+κ≥
√
cs
m
s
m
2
∫ ∞
ǫ
λ
m
2 e−λβκ dλ dx ds
=
1 + κ
m
∫∫
‖x‖ κ1+κ≥
√
cs
m
s
m
2
Γ
(
m
2 + 1, ǫβκ
)
(2βκ)
m
2 +1
dx ds
=
2(1 + κ)2
mǫκ
∫∫
‖z‖2 m
c
κ
1+κ>t
t
m
2
Γ
(
m
2 + 1, t+ ‖z‖2
)
(t+ ‖z‖2)m2 +1 dz dt,
where the last equality is obtained by substituting t for sǫ/2 and by substituting
z for x
√
κǫ/(2(1 + κ). Using Lemma D.2, it is now easy to see that the upper
bound in the preceding display converges to zero as κ → 0. In particular, we
see for each δ > 0 that
N (2,1)κ,ǫ < δ if κ < κ1(δ, ǫ,m, c), (C.9)
where κ1(δ, ǫ,m, c) is an appropriate positive constant depending only on the
indicated quantities.
Next, N
(2,2)
κ,ǫ is bounded by the integral of (C.8) over Cc ∩Dcκ ∩ El. Using
Ho¨lder’s inequality, we see that N
(2,2)
κ,ǫ is bounded by
(1 + κ)2
π2
m
2 +2

 ∫∫∫
Cc∩Dcκ∩El
s
m
2 −1λ
m
2 +1e−
λ
2 (2βκ+(1+κ)
c2s
m
)υ22(x, s, λ) {λ > ǫ} dλ dx ds


1
2

 ∫∫∫
Cc∩Dcκ∩El
s
m
2 −1λ
m
2 +1e−
λ
2 (2βκ+(1+κ)
c2s
m
)
(cs
m
− c2s
m
)2
{λ > ǫ} dλ dx ds


1
2
.
The expression in the preceding display is the product of three factors. The
first factor is smaller than, say, 2 if κ is sufficiently small, e.g., κ < κ2, for some
κ2 = κ2(m). Concerning the second factor, we first note that, for (x, s, λ) ∈ El,
the exponential function in the integrand satisfies
e−
λ
2 (2βκ+(1+κ)
c2s
m
) ≤ e−λ2 s ≤ e l2 c+1m e−λ2 (s+ c1sm )
because l ≥ λs on El, and because c1 ≤ c+1. In view of this, (C.6) entails that
the second factor in the preceding display is bounded by (δ2m/2+3 exp(l(c +
1)/(2m)))1/2, provided that C is sufficiently large. In the integrand of the
third factor, note that the exponential is bounded by exp(−λβκ), and that
(cs/m−c2s/m) = 2
√
cs/m‖x‖κ/(1+κ)−(‖x‖κ/(1+κ))2 because (x, s, λ) ∈ Dcκ.
The arguments used to deal with the corresponding factor at the end of the
proof of Lemma C.4, together with Lemma D.1, entail that the third factor in
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the preceding display is bounded by a finite constant that we denote by Λ, even
if the integral is extended over the whole space R2 × (0,∞)2. In summary, we
see that
N (2,2)κ,ǫ < 2
(
δ2
m
2 +3el
c+1
2m
) 1
2
Λ (C.10)
if κ < κ2(m) and if C is sufficiently large.
Lastly, N
(2,3)
κ,ǫ is bounded by the integral of (C.7) over Cc ∩Dcκ ∩Ecl . Upon
setting
F (u) = − 2
1 + κ
λ−1e−
λ
2 (2βκ+(1+κ)
s
m
u),
it is elementary to verify that the expression in (C.7) can be written as
(1 + κ)
s
m
2 −1λ
m
2
2
m
2 +1
(
F (c3)− F (c2)− F ′ (c) (c3 − c2)
)
{λ > ǫ}. (C.11)
In (C.11), the factor in parentheses involving the function F can be written as
F (c3)− F (c)− F ′ (c) (c3 − c)
+ F (c)− F (c2)− F ′ (c) (c− c2) .
In the preceding display, the expression in the first line is non-positive, because
F (·) is concave. And, again using the concavity of F (·) and simplifying, the
expression in the second line is bounded from above by
(F ′ (c2)− F ′ (c)) (c− c2) ≤ − (c− c2)2 F
′′
(c2) ,
where the inequality follows from the convexity of F ′(·). Using this to bound
(C.11) from above, and plugging-in the explicit formula for F
′′
(·), we obtain
that N
(2)
κ,ǫ is bounded from above by
(1 + κ)2
2
m
2 +2
∫∫∫
Cc∩Dcκ∩Ecl
s
m
2 −1λ
m
2 +1e−
λ
2 (2βκ+(1+κ)
c2s
m
)
(cs
m
− c2s
m
)2
{λ > ǫ} dλ dx ds.
In the integrand of the third factor, note that the exponential is bounded by
exp(−λβκ), and that (cs/m−c2s/m) = 2
√
cs/m‖x‖κ/(1+κ)− (‖x‖κ/(1+κ))2
because (x, s, λ) ∈ Dcκ. The arguments used to deal with the corresponding
factor at the end of the proof of Lemma C.4, Lemma D.1, and the monotone
convergence theorem entail that for each δ > 0 we have
N (2,3)κ,ǫ < δ (C.12)
irrespective of κ and C, provided that l is sufficiently large, e.g., l > l0(δ, ǫ,m, c).
To put the pieces together, fix l sufficiently large so that N
(2,3)
κ,ǫ < ∆/18;
cf. (C.12). Then choose C sufficiently large and κ2 sufficiently small, so that
N
(2,2)
κ,ǫ < ∆/18 whenever κ < κ2; cf. (C.10). Lastly, choose κ1 sufficiently small,
so that N
(2,1)
κ,ǫ < ∆/18 whenever κ < κ1; cf. (C.9). It follows that N
(2)
κ,ǫ < ∆/6
provided that κ < min{κ1, κ2, κ3} and that C is sufficiently large.
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Lemma C.6. Under the assumptions of Proposition 3.3 with p = 2, we have
N
(3)
κ,ǫ < ∆/6 provided only that κ is sufficiently small and positive (where ∆ is
as in Proposition C.2).
Proof. Because φ0(x, s, µ, λ) = 0 if µ ∈ A(3)(x, s), we can write N (3)κ,ǫ as the
integral over Cc of∫
A(3)(x,s)
(
pκ,ǫ(µ‖x, s, λ)− rκ(cs/m|λ)
)
φ1(x, s, µ, λ) dµ
× pκ,ǫ(λ‖x, s) qκ,ǫ(x, s).
In the preceding display, the integrand is negative whenever ‖µ− µκ‖ > cs/m.
Therefore,N
(3)
κ is bounded from above by the expression in the preceding display
with A(3)(x, s) replaced by B(x, s, κ) = {µ : ‖µ − x‖2 ≥ (c + 1)s/m and ‖µ−
µκ‖2 ≤ cs/m}.
Note that B(x, s, κ) is empty if ‖x‖κ/(1 + κ) < h√s for some h > 0. To see
this, suppose that µ satisfies ‖µ− µκ‖2 ≤ cs/m. Then√
cs
m
≥ ‖µ− µκ‖ = ‖(µ− x) + (x− µκ)‖
≥
∣∣∣∣‖µ− x‖ − ‖x‖ κ1 + κ
∣∣∣∣ ≥ ‖µ− x‖ − ‖x‖ κ1 + κ,
so that
‖µ− x‖ ≤
√
cs
m
+ ‖x‖ κ
1 + κ
=
√
(c+ 1)s
m
√
c
c+ 1
(
1 +
‖x‖√
s
κ
1 + κ
√
m
c
)
.
The expression on the far right-hand side of the preceding display equals√
(c+ 1)s/m multiplied by a factor that is smaller than one provided that
(‖x‖/√s)κ/(1+ κ) is sufficiently small, e.g., provided that ‖x‖κ/(1+ κ) < h√s
for an appropriate positive constant h that depends only on c and m.
In view of the considerations in the two preceding paragraphs, we see that
N
(3)
κ,ǫ is bounded from above by∫∫∫
‖x‖ κ1+κ≥h
√
s
∫
B(x,s,κ)
(
pκ,ǫ(µ‖x, s, λ)− rκ(cs/m|λ)
)
φ1(x, s, µ, λ) dµ
pκ,ǫ(λ‖x, s) qκ,ǫ(x, s) dλ dx ds
≤
∫∫∫
‖x‖ κ1+κ≥h
√
s
2pκ,ǫ(µκ‖x, s, λ) π cs
m
pκ,ǫ(λ‖x, s) qκ,ǫ(x, s) dλ dx ds
= (1 + κ)
c
m
2−
m
2
∫∫
‖x‖ κ1+κ≥h
√
s
s
m
2
∞∫
ǫ
λ
m
2 e−λβκ dλ dx ds,
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where the inequality follows upon noting that pκ,ǫ(µ‖x, s, λ) is maximized at
µ = µκ and hence also that rκ(cs/m|λ) < pκ,ǫ(µκ‖x, s, λ), that φ1(x, s, µ, λ) ≤
1, and that the area of B(x, s, κ) is bounded by πcs/m, and where the equality
is obtained from the results in Section 4.2 and from elementary simplifications.
It now follows that the expression on the far right-hand side of the preceding
display is smaller that ∆/6 provided only that κ is sufficiently small, by arguing
as in the proof of Lemma C.5; cf. the derivation of the upper bound for N
(2,1)
κ,ǫ .
Proof of Proposition 3.3. Recall that we decomposed the quantity of interest
as Qκ,ǫ(Lκ(φ1)) −Qκ,ǫ(Lκ(φ0)) = Mκ,ǫ −N (1)κ,ǫ − N (2)κ,ǫ − N (3)κ,ǫ . The result now
follows immediately from the lemmata C.3 through C.6.
D Auxiliary results
Consider a version of spherical coordinates (cf., say, Blumenson, 1960) to re-
parameterize the (p+1)-vector (t, z′)′ ∈ (0,∞)×Rp as (t, z′)′ = ϕ(r, θ1, . . . , θp),
where the j-th coordinate the ϕ(· · · )-function is given by
ϕj(r, θ1, . . . , θp) =


r2 cos2(θ1) for j = 1,
r
(∏j−1
i=1 sin(θi)
)
cos(θj) for 1 < j ≤ p, and
r
∏p
i=1 sin(θi) for j = p+ 1,
and where the arguments of the ϕ(· · · )-function satisfy 0 < r, 0 ≤ θ1 < π/2,
0 ≤ θi < π whenever 1 < i < p, and 0 ≤ θp < 2π. The determinant of
the Jacobian of ϕ(· · · ) is given by 2rp+1 cos(θ1)
∏p
j=1 sin
p−j(θj) (which can be
derived by a simple induction).
Lemma D.1. Fix an integer p ≥ 1 and real numbers α, β and γ. If α + β −
γ + 1 + p/2 > 0 and α+ β + 1 + p/2 > 0, then∫
Rp
∫ ∞
0
tα‖z‖2βΓ(γ, t+ ‖z‖
2)
(t+ ‖z‖2)γ dt dz =
π
p
2
α+ β − γ + 1 + p2
Γ(α+ 1)Γ(β + p2 )
Γ(p2 )
.
Proof. Using the re-parameterization (t, z′)′ = ϕ(r, θ1, . . . , θp) introduced ear-
lier, we can write the integral of interest as
4π
∫ ∞
0
r2α+2β−2γ+p+1Γ
(
γ, r2
)
dr ×
∫ pi
2
0
sin2β+p−1(θ1) cos2α+1(θ1) dθ1
×
p−1∏
j=2
∫ π
0
sinp−j(θj) dθj .
In the preceding display, the first integral (with respect to r) can be com-
puted as 2Γ(α + β + 1 + p/2)/(α + β − γ + 1 + p/2) using integration
by parts. For the remaining integrals, we repeatedly use the identity
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∫ π/2
0 sin
a−1(θ) cosb−1(θ)dθ = B(a/2, b/2)/2, which holds provided that a > 0
and b > 0; cf. Gradstejn and Ryzik (1985, Relation 3.621.5). With this, the
result follows after elementary simplifications.
Lemma D.2. Fix an integer p ≥ 1 and a real number γ. If γ > (p− 2)/2, then
lim
δ↓0
δ
p−2
2 −γ
∫∫
R
p (0,∞)
‖z‖2δ>t
tγ−
p
2
Γ(γ, t+ ‖z‖2)
(t+ ‖z‖2)γ dt dz =
2π
p
2
2γ + 2− p
Γ(γ + 1)
Γ(p/2)
.
Proof. Re-parameterizing (t, z′)′ as ϕ(r, θ1, . . . , θp), and noting that the condi-
tion ‖z‖2δ > t can be re-expressed as θ1 > arctan(δ−1/2), we can write the
integral as
4π
∫ ∞
0
r2γ+1
Γ(γ, r2)
r2γ
dr ×
∫ pi
2
arctan(δ−
1
2 )
sinp−1(θ1) cos2γ+1−p(θ1) dθ1
×
p−1∏
j=2
∫ π
0
sinp−j(θj) dθj .
Arguing as in the proof of Lemma D.1, we see that, in the preceding display, the
first integral equals Γ(γ + 1)/2 and the integral corresponding to the j-th term
in the product equals B((p − j + 1)/2, 1/2). If we can show that the second
integral divided by δγ−(p−2)/2 converges to 1/(2γ + 2 − p), the result follows
after elementary simplifications.
To deal with the second integral in the preceding display, note that its in-
tegrand is bounded from above by (π/2 − θ1)2γ+1−p; and for each ǫ > 0 that
integrand is bounded from below by (1 − ǫ)(π/2 − θ1)2γ+1−p provided that θ1
is sufficiently close to π/2, i.e., provided that δ is sufficiently small. In view of
this, the result follows upon noting that
lim
δ↓0
δ
p−2
2 −γ
pi
2∫
arctan(δ−
1
2 )
(π
2
− θ1
)2γ+1−p
dθ1 =
1
2γ + 2− p.
Lemma D.3. In the setting of Section 3, we have
Pκ,ǫ(s
p/2) =
1
2
( ǫ
2
)− p2 Γ((m+ p)/2)
Γ(p/2)
for each κ > 0.
Proof. Since s‖λ ∼ λ−1χ2m, it is easy to see that Pκ,ǫ(sp/2‖λ), i.e., the condi-
tional mean of sp/2 given λ under Pκ,ǫ, equals λ
−p/22p/2Γ((m+ p)/2)/Γ(m/2).
And using the marginal density of λ under Pκ,ǫ, cf. Proposition 4.3, it is ele-
mentary to verify that Pκ,ǫ(λ
−p/2) equals ǫ−p/2/2.
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