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Abstract  
Image registration is a process to obtain the spatial transformation of an input image to a reference image by which similarity 
measure is optimized between the two images. Mutual information is a similarity measure based on information theory used 
in the process of image registration. Mutual information compares the statistical dependency between images. Registration 
based on mutual information is robust and could use for a large class of mono modality and multimodality images. In this 
work we use mutual information as the similarity measure .There is a requirement to finding the global maxima of similarity 
measure, for this we use two algorithm simple genetic algorithm and share genetic algorithm and compare the result of these 
algorithm. In these optimization technique require several decision to made during implementation, such as encoding, 
selection method and evolution operator. In this work we use two selection method roulette-wheel method and tournament 
selection method. Result indicates that these optimization techniques can be used for efficient image registration 
 
Keywords: Image registration, genetic algorithm (simple and share), Roulette-wheel and tournament selection methods. 
 
INTRODUCTION
 
     Image registration is the process of overlaying one or more 
image to a reference image of the same scene taken at different time, 
from different view point and/or different sensor. Difference between 
images is introduced due to different imaging condition such that 
yields highest similarity between the input and the reference images. 
Image registration geometrically aligns two images the reference 
image and input image. Image registration is a crucial step in all 
image analysis tasks in which the final information is gained from the 
combination of various data sources like in image fusion, change 
detection, and multichannel image restoration. Typically, registration 
is required in remote sensing (multispectral classification, 
environmental monitoring, change detection, image mosaicing, 
weather forecasting, creating super-resolution images, integrating  
information into geographic information systems (GIS)), in 
medicine(combining computer tomography (CT) and NMR data to 
obtain more complete information about the patient, monitoring 
tumor growth, treatment verification, comparison of the patient’s data 
with anatomical atlases),in cartography (map updating), and in 
computer vision (target localization, automatic quality control), to 
name a few. 
     In general, its applications can be divided into four main 
groups according to the manner of the image acquisition: 
Different viewpoints (multiview analysis) 
Different times (multitemporal analysis) 
Different sensors (multimodal analysis) 
     The registration process involves finding a single 
transformation imposed on the input image by which it can align with 
the reference image. It can be viewed as different combination of 
choice for the following four components. 
(1) Feature space 
(2) Search space 
(3) Similarity measure 
(4) Search strategy  
     The Feature space extracts the information in the images that 
will be used for matching. The Search space is the class of 
transformation that is capable of aligning the images. The Similarity 
measure gives an indication of the similarity between two compared 
image regions. The Search strategy decides how to choose the next 
transformation from the search space, to be tested in the search to 
spatial transformation. 
     This work focuses on image registration of two medical 
images of having different modality i.e. image acquired with different 
sensor e.g. images, MRI images. We consider set of image pixel 
intensity as the feature space and affine transformation as the 
search space. A popular similarity measure is mutual information (in 
short MI) consider as the mutual information .MI is based on the 
information theory (figure 1). MI compares the statistical dependency 
between images. Registration based on the MI is robust and can be 
used for a large class of images acquired by the same sensor and 
different sensors. For the search strategy we use simple genetic 
algorithm and share genetic algorithm. Genetic algorithm (in short 
GA) is based on the concept of the natural process of specie 
evolution to realize simple and robust methods for optimization. 
 
 
 
Fig 1. Image Registration using mutual information 
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This paper is organized as follows. In the next section, we 
discuss the background and related work. In Section 3, we discuss 
the details of genetic algorithms and method of selection Roulette 
and tournament. In section 4, we present our experimental results. 
Finally, we conclude in section 5. 
 
REVIEW OF RWGISTRATION TECHNIQUES 
 
     Registration process mainly consists in determining the 
unknown transformation parameters required to map the input image 
to the reference image in order to compare and analyze both in a 
common reference frame. The task of determining the best spatial 
transformation for the registration of images can be characterized by 
four major components (Brown, 1992): 
1. Feature space 
2. Search space 
3. Similarity measure 
4. Search strategy 
     The feature space represents the information in the images 
that will be used for matching. According to the feature space 
employed, we can identify three classes of registration algorithms 
pixel-based registration [1], feature-based registration [2], and 
transform-based registration [3]. The search space is made of all 
possible transformations. The input image is transformed by means 
of the mapping functions. Image values in non-integer coordinates 
are computed by the appropriate interpolation technique. Some 
popular transformations are as follows:- 
     Transformation of the Cartesian coordinate system [4], affine 
transformation [5], projective transformation [ 6] and thin-plate 
splines (TPS) [7]. 
     The similarity measure function, or cost function, gives an 
indication of the similarity between two compared image regions. 
The function may either be based on direct pixel intensity 
comparisons, or on other geometrical features within the regions. 
Some similarity measures are as follows:-  
     Sum of squared differences [8], sum of absolute differences 
[9], normalized cross correlation [10], variance [11], and mutual 
information method [ 12]. 
     The search strategy governs how the search space is 
explored, and has a great impact on the efficiency of the image 
registration process. Here review a few common strategies: 
 
MUTUAL INFORMATION 
 
     The research that eventually led to the introduction of mutual 
information as a registration measure dates back to the early 1990s. 
Woods et al. first introduced a registration measure for multimodality 
images based on the assumption that regions of similar tissue (and, 
hence, similar gray values) in one image would correspond to 
regions in the other image that also consist of similar gray values 
(though probably different values to those of the first image). Ideally, 
the ratio of the gray values for all corresponding points in a certain 
region in either image varies little. Consequently, the average 
variance of this ratio for all regions is minimized to achieve 
registration. 
     Two discrete random  variables  A and B  with marginal 
probability distributions  pA(a) and  pB(b) and joint probability 
distribution pAB(a,b)  are statistically independent if  pAB(a,b)  
=pA(a).  pB(b), while they are maximally dependent if they are 
related by a one-to-one mapping T: pA(a)= pB(T(a))= pAB(a,T(a)) . The 
mutual information I(A,B)of  A and  B measures the degree of 
dependence of and as the distance between the joint distribution 
pAB(a,b)   and the distribution associated to the case of complete 
independence pA(a).  pB(b),, by means of the Kullback-Leibler 
measure  i.e., Two discrete random  variables  A and B  with 
marginal probability distributions  pA(a) and  pB(b) and joint 
probability distribution pAB(a,b)  are statistically independent if  
pAB(a,b)  =pA(a).  pB(b), while they are maximally dependent if they 
are related by a one-to-one mapping T: pA(a)= pB(T(a))= pAB(a,T(a)) . 
The mutual information I(A,B)of  A and  B measures the degree of 
dependence of and as the distance between the joint distribution 
pAB(a,b)   and the distribution associated to the case of complete 
independence pA(a).  pB(b),, by means of the Kullback-Leibler 
measure  i.e., 
 
 
     Mutual information is related to the information theoretic 
notion of entropy by the following equations      
 
I (A, B) = H (A) + H (B) – H (A,B)                                         
      = H (A) – H (A/B) 
      = H (B) – H (B/A) 
 
with H(A) and H(B)  being the entropy of A and B respectively, 
H(A,B) their joint entropy, and H(A/B) and H(B/A)  the conditional 
entropy of A given B and of B  given A , respectively. 
 
GENETIC ALGORITHM 
 
     The problem solving methodology employed in a genetic 
algorithm closely resembles an evolutionary process, where 
successively more and more fit solutions are “evolved”  through an 
iterative procedure. 
     The operations of the genetic algorithm are very simple. It 
maintains a population x1...n = {x1, . . . , xni}of n individuals xi (which 
may consist of a vector of parameters). These individuals are 
candidate solutions to some objective function F (xi) that is to be 
optimized to solve the given problem. The individuals are 
represented in the form of ‘chromosomes,’ which are strings defined 
over some alphabet that encode the properties of the individuals. 
More formally, using an alphabet A = {0, 1… k- 1}, we define a 
chromosome C = {c1 . . .  ci} of length l’ as a member of the set S = 
Al`, i.e., chromosomes are strings of l symbols from A. Each position 
of the chromosome is called a gene, the value of a gene is called an 
allele, the chromosomal encoding of a solution is called the genotype, 
and the encoded properties themselves are called the phenotype of 
the individual. In the GA, typically a binary encoding is used, i.e., the 
alphabet is A = {0, 1}. The GA employs three operators, selection, 
crossover, and mutation. 
     Being metaheuristic GA require several decision to be made 
during implementation for encoding, selection, crossover and 
mutation. 
     The first decision to take when implementing a GA is how 
solution states should be encoded into chromosomes. Some 
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encoding techniques are   
(a)Binary Encoding 
(b) Octal Encoding 
(c) Hexadecimal Encoding 
(d) Gray Encoding 
(e) Floating Point Encoding 
     The best selection strategy for picking the parents to be the 
base for new offspring chromosomes is often problem specific. All 
strategies should however reflect the basic idea that a higher fitness 
means a higher likelihood of being selected. 
     Each individual in the selection pool receives a reproduction 
probability depending on the own    objective value and the 
objective value of all other individuals in the selection pool. This 
fitness is used for the actual selection step afterwards.  
     The various methods for selecting chromosome for parent to 
crossover are as follows:- 
 
i) Roulette wheel selection 
 
     The simplest selection scheme is roulette-wheel selection, 
also called stochastic sampling with replacement . This is a 
stochastic algorithm and involves the following technique: 
The individuals are mapped to contiguous segments of a line, 
such that each individual's segment is equal in size to its fitness. A 
random number is generated and the individual whose segment 
spans the random number is selected. The process is repeated until 
the desired number of individuals is obtained (called mating 
population). This technique is analogous to a roulette wheel with 
each slice proportional in size to the fitness, see figure 3. 
 
Fig 3. Roulette Wheel Chromosome with bigger fitness will be selected more 
times. 
 
This can be simulated by following algorithm. 
1. [Sum] Calculate sum of all chromosome fitnesses in population 
- sum S. 
2. [Select] Generate random number from interval (0,S) - r. 
3. [Loop] Go through the population and sum fitnesses from 0 - 
sum s. When the sum s is greater then r, stop and return the 
chromosome where you are. 
ii) Tournament selection   
     In tournament selection  a number Tour of individuals is chosen 
randomly from the population and the best individual from this group 
is selected as parent. This process is repeated as often as 
individuals must be chosen. These selected parents produce uniform 
at random offspring [18]. The parameter for tournament selection is 
the tournament size Tour. Tour takes values ranging from 2 
to Nind (number of individuals in population).  
 
Crossover 
     When parents have been selected according to the used 
selection strategy, crossovers are performed on the parents to breed 
new chromosomes. The aim of the crossover procedure is to 
combine traits from the selected chromosomes to form a new 
chromosome. 
     How crossover actually is done depends on the encoding 
used. Binary encoded chromosomes are usually crossed over by 
replacing a randomly chosen section of one chromosome with the 
corresponding content of the other (One Point Crossover). 
Alternatively, each bit position uses the bit at the corresponding 
position of a randomly chosen parent. Binary chromosomes can also 
be subject to some arithmetic operation to perform crossover. 
The performance of GA greatly depends on the ability of the 
crossover operator to combine solutions into a solution more 
probable of being successful than a randomly selected solution. 
Unsuccessful crossover operators give recombination no better than 
randomly selected solutions. There are many types of crossover 
operations in genetic algorithm some of which are as follows: single 
point crossover, two point crossover, uniform crossover, arithmetic 
crossover, and real-number crossover. 
 
Mutation 
 
     Mutation is performed to introduce slight variations to allow for 
the exploration of states not generated through crossover. Suitable 
mutation rates are problem dependent, but are usually low compare 
to the crossover rate. Mutation is critical to the performance of the 
genetic algorithm, as the crossover operator by itself requires large 
populations and is ineffective. Mutation is an important part of the 
genetic search as help helps to prevent the population from 
stagnating at any local optima. Mutation occurs during evolution 
according to a user-definable mutation probability.  Mutation 
operators are as follows: flip bit mutation, boundary, non - 
uniform mutation, uniform mutation, and Gaussian mutation. 
     The idea behind the sharing method is to reduce the fitness of 
individuals that are very similar in their chromosome. In this way, 
individuals that uniquely exploit portions of the search space are 
privileged for reproduction, while while discouraging redundant 
individuals in the same area. The method is based on the 
determination of the shared fitness of the individual i as 
 
where f (i) is th individual’s raw fitness, and mi is the  niche count, 
that is defined as 
 
 
     The sharing function sh depends on the distance 
(dissimilarity) d(i; j) between the individual i and the individual j. It is a 
monotonically decreasing function, so that the niche count is reduced 
if individuals are closer. In particular, it returns 1 if the elements are 
identical, and 0 if they exceed some threshold of dissimilarity. The 
function originally proposed by Goldberg (GOLD87) is defined as:  
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where d is the distance, and the dissimilarity threshold [19]. 
 
EXPERIMENTS AND RESULTS 
 
     In this work we use following optimization algorithm as search 
strategy. 
(i)Simple Genetic algorithm 
(ii)Shared Genetic algorithm 
     The implementation issues for the genetic algorithm are as 
follows: 
 
Chromosome encoding 
 
     The geometric parameter between the data sets of the two 
images are translation on the x-axis(sx), translation on the y-axis(sx) 
and the rotation().We define three geometric parameter as a 
chromosome . Due to real-value nature of these parameter we 
choose the encoding technique of the chromosomes as floating-point 
encoding. It is  fast relative to the binary coding and is also  
capable of representing large domains, where as in increase in 
domain size decrease the precision in fixed binary length 
representation.  
 
Selection 
     In this work we implement two selection criteria. 
   (a)Roulette-wheel selection:- This is motivated by the fact that 
it is a commonly used selection scheme that is relatively easy to 
implement and understand. The strategy is also appealing due to its 
close resemblance with nature’s own selection strategy. 
   (b)Tournament selection:-The tournament selection strategy 
provides selective pressure by holding a tournament among the 
individuals. The higher the selective pressure the more, the better 
individual is favored.   
 
Crossover 
 
     We use floating point encoding for the chromosomes, so the 
better choice for the crossover arithmetic crossover. We use 
arithmetic crossover in this work.  
 
Mutation 
 
     We use uniform mutation  as the mutation operator which is 
one of the mutation operator for the floating-point coded 
chromosome. 
 
Stopping criteria 
 
     We use fixed number of generation as the stopping 
criteria .We tested the algorithm for different number of generation. 
     Accuracy of the image registration is calculated using the 
formula 
 
 
where R(i,j) is the reference image and S(i,j) is the match sub image 
in the search space lxm. 
     Matching is termed as mis registration if the err at the best 
match point exceeds the specific threshold. 
     We test the image registration of the 7 pair of medical images 
using the simple and share genetic algorithm with both roulette-
wheel and tournament selection method and after all showing the 
accuracy in figure: 
     To illustrate the performance of our algorithm, we consider 
two type of medical images CT images and MRI images of the same 
patient .We take these images from the medical image database 
MEDIPIX. Table1, Table2, Table3, Table4, Table5, Table6 shows the 
result of the two (simple and share GA) algorithm for the three 
images such as amount of translation along the x-axis and y-axis 
and rotation angle required to achieve the registration. Maximum 
mutual information (MMI), the error and the time elapsed is also 
shown in each tables: 
     We experiment it with termination criteria of 50 generation 
with arithmetic crossover and mutation rate of .01.  
 
Table 1. Result of Simple Genetic Algorithm using roulette-wheel selection (GAr) 
 
 
 
 
 
                     Fig 4.1 
 
 
                    Fig 4.2 
 
 
                    Fig 4.3 
 
Fig 4. Result of Simple Genetic Algorithm using roulette-wheel selection (GAr) 
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Table 2. Result of shared Genetic Algorithm using roulette-wheel selection 
(SGAr) 
 
 
 
 
 
                   Fig 5.1 
 
 
                   Fig 5.2 
 
 
                    Fig 5.3 
 
Fig 5. Result of Shared Genetic Algorithm using roulette-wheel selection (SGAr) 
 
Table 3: Result of Simple Genetic Algorithm using tournament selection (GAt)  
 
 
 
 
                    Fig 6.1 
 
 
                   Fig 6.2 
Figure 6. Result of Simple Genetic Algorithm using tournament selection (GAt) 
 
 
 
 
Table 4. Result of shared Genetic Algorithm using tournament selection (SGAt) 
 
 
 
 
 
                    Fig 7.1 
 
 
                    Fig 7.2 
 
 
                   Fig 7.3 
Figure 7. Result of shared Genetic Algorithm using tournament selection (SGAt) 
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Table 5: Performance in term of time, accuracy, MMI 
 
 
Image1
1.11
1.12
1.13
1.14
1.15
1.16
1.17
GAr SGAr GAt SGAt
Algorithm
M
M
I
 
 
Image 2
0.81
0.815
0.82
0.825
0.83
0.835
0.84
0.845
0.85
GAr SGAr GAt SGAt
Algorithm
M
M
I
 
 
Image 3
0.81
0.82
0.83
0.84
0.85
0.86
0.87
GAr SGAr GAt SGAt
Algorithm
M
M
I
 
Image 4
0
0.2
0.4
0.6
0.8
1
GAr SGAr GAt SGAt
Algorithm
M
M
I
 
 
Image 5
0.983
0.984
0.985
0.986
0.987
0.988
0.989
0.99
GAr SGAr GAt SGAt
Algorithm
M
M
I
 
 
Image 6
0.84
0.85
0.86
0.87
0.88
0.89
0.9
0.91
0.92
GAr SGAr GAt SGAt
Algorithm
M
M
I
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Image 7
0.726
0.728
0.73
0.732
0.734
0.736
0.738
0.74
0.742
GAr SGAr GAt SGAt
Algorithm
M
M
I
 
 
Fig 8. Performance in term of MMI of both algorithm with both selection 
method 
 
CONCLUSION 
 
     In this work, we implement two genetic algorithms (simple 
genetic algorithm and shared genetic algorithm) with two selection 
criteria (Roulette-wheel and tournament selection method). We 
observe that both algorithms are feasible for image registration. For 
large size and complex images, share genetic algorithm with 
tournament selection as a selection criteria give overall better 
performance. But share genetic algorithm is highly sensitive to 
calibration parameter. Therefore some time it does not give better 
performance 
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