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Abstract
A milestone in Probability Theory is the law of the iterated logarithm (LIL), proved by
Khinchin and independently by Kolmogorov in the 1920s, which asserts that for iid random
variables {ti}∞i=1 with mean 0 and variance 1
Pr
[
lim sup
n→∞
∑
n
i=1
ti
σn
√
2 log logn
= 1
]
= 1.
In this paper we prove that LIL holds for various functionals of random graphs and hypergraphs
models. We first prove LIL for the number of copies of a fixed subgraph H . Two harder results
concern the number of global objects: perfect matchings and Hamiltonian cycles. The main new
ingredient in these results is a large deviation bound, which may be of independent interest. For
random k-uniform hypergraphs, we obtain the Central Limit Theorem (CLT) and LIL for the
number of Hamilton cycles.
1 Introduction
Let {ti}∞i=1 be an infinite sequence of iid random variables with mean 0 and variance 1. Two key
results in probability theory are the central limit theorem and the law of the iterated logarithm. The
central limit theorem (CLT) states that for Xn :=
∑n
i=1 ti, one has
Xn
σn
−→ N(0, 1),
where σn :=
√
V arXn =
√
n and N(0, 1) denotes the standard gaussian distribution. The law of the
iterated logarithm (LIL), proved by Khinchin [12] and Kolmogorov [13], asserts that
Pr
[
lim sup
n→∞
Xn
σn
√
2 log log n
= 1
]
= 1.
The log log n term reveals a subtle correlation between the Xi’s, especially those with indices close
to each other.
The theory of random graphs (hypergraphs) contains several central limit theorems, some of which
are among the most well known results in the field. It is natural to wonder if the LIL also holds.
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The goal of this paper is to initiate this investigation and provide the first few rigorous results. To
our surprise, this natural problem has not been studied before and we hope this paper will motivate
further activity.
Let p be a fixed constant in (0, 1). We consider the infinite random hypergraph Hk(N, p) on the
vertex set N where we add every k-subset S ⊆ N as an edge with probability p independently. This
gives rise to a nested sequence of random hypergraphs where Hk(n, p) is defined by restriction to the
first n vertices [n] := {1, . . . , n}. The atom iid variables are tS which represent the edges (tS = 1 if S
forms an edge and 0 otherwise). In the case of graphs (that is k = 2) we denote Hk(N, p) by G(N, p)
and Hk(n, p) by G(n, p). In this way, we obtain the usual binomial random graph model. We also
consider the infinite random bipartite graph B(N, p) on vertex set A ∪ B, where A and B are two
disjoint copies of N, and every pair ab ∈ A×B forms an edge with probability p, independently. Let
B(n, p) be obtained from B(N, p) by restricting A and B to their first n elements.
Many CLT’s in the theory of random graphs involve some sort of counting functions. For instance,
counting the number of copies of a fixed graph (such as triangles or C4’s) is a classical problem; see
[11, 10, 15] and the references therein (the interested reader can also find a detailed discussion in [9],
Chapter 6). In this case, the question of when the CLT holds is well understood.
Theorem 1.1. Fix a nonempty graph G, and let Xn count the number of copies of G in G(n, p). Let
m(G) = max{|E(H)|/|V (H)| : H ⊂ G}. If p = p(n) is such that npm(G) →∞ and n2(1 − p)→∞,
then (Xn − E[Xn])/
√
V ar(Xn) tends in distribution to N(0, 1).
It is more challenging to count global objects. In [8] Janson considered the numbers of spanning
trees, perfect matchings and Hamilton cycles in random graphs. He showed these counting functions
are log-normal for G(n, p) in certain ranges of density. Results of a similar flavor (and shorter proofs)
were also obtained later by Gao [6].
Theorem 1.2. Let Xn be the random variable that counts number of spanning trees, perfect match-
ings, or Hamilton cycles in G(n, p). Fix a constant p < 1. Let p(n) → p. If lim inf n1/2p(n) > 0,
then
p(n)1/2
(
log(Xn)− log(E[Xn]) + 1− p(n)
cp(n)
)
→ N
(
0,
2(1 − p)
c
)
where c = 1 in the case of spanning trees and Hamilton cycles, and c = 4 in the case of perfect
matchings.
Throughout this paper, we use Xn to denote a statistic of the random model under consideration
(that is, Hk(n, p) or B(n, p)), with mean µn and variance σ
2
n, which may vary in each occasion. First,
we consider the case Xn is the number of copies of a fixed graph H in G(n, p) and prove
Theorem 1.3. For a fixed graph H, let Xn denote the number of copies of H in G(n, p). The
sequence Xn satisfies the LIL, namely
Pr
[
lim sup
n→∞
Xn − µn
σn
√
2 log log n
= 1
]
= 1.
The key ingredient in the proof of Theorem 1.3 is to overcome the fact that the terms in Xn are
not completely independent.
Second, we consider the case where Xn is the number of perfect matchings in B(n, p). In this
case, we obtain a LIL for the random variable logXn.
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Theorem 1.4. Let Xn be the number of perfect matchings in B(n, p) and set Yn := logXn. Then
the sequence Yn satisfies the LIL, namely
Pr
lim sup
n→∞
Yn − log(n!pn) + 1−p2p
√
2 log log n
√
1−p
p
= 1
 = 1 (1)
Third, we consider the number of Hamilton cycles in G(n, p) and prove
Theorem 1.5. Let Xn be the number of Hamiltonian cycles in G(n, p) and set Yn := logXn. The
sequence Yn satisfies the LIL, namely
Pr
lim sup
n→∞
Yn − log
(
(n−1)!
2 p
n
)
+ 1−pp√
2(1−p)
p
√
2 log log n
= 1
 = 1.
The proofs of the last two theorems are more involved. Our new key ingredient is a large deviation
bound on Xn (the number of perfect matchings or Hamiltonian cycles, respectively), which appears
to be new and could be of independent interest.
Remark 1.6. Note that we did not write (Yn − E[Yn])/
√
V ar(Yn) in theorems 1.4 and 1.5, as the
expected value and variance of Yn are unknown. We conjecture that constants used in the theorem
are good approximations of these quantities.
Next, we consider the case of k-uniform random hypergraphs. In this setting, the CLT and the
LIL for the number of copies of a fixed subhypergraph can be obtained in a similar way to the graph
case. Therefore, we focus on global structures, Hamiltonian cycles in particular.
To start, there are many ways to define a cycle in a hypergraph. We work with the following:
an ℓ-overlapping Hamilton cycle is a cyclic ordering of the vertices v1, . . . , vn for which the edges
consisting of k consecutive vertices and two consecutive edges overlap in exactly ℓ vertices. The case
ℓ = 1 is known as a “loose Hamilton cycle” and the case ℓ = k − 1 is known as “tight Hamilton
cycle” (note that the case ℓ = 0 corresponds to a perfect matchings). Our next result works for all
ℓ, but for the sake of presentation we state it for loose Hamilton cycles (which from now on will be
referred to as Hamilton cycles).
Let Xn(k) denote the number of Hamilton cycles in H
k(n, p) with mean µn(k) and variance
σn(k)
2. We have found out, somewhat surprisingly, that for k ≥ 3, Xn(k) themselves satisfy the
CLT, as opposed to the case k = 2 where logXn(2) satisfies the CLT. The reason lies in the fact that
unlike the case k = 2, for k ≥ 3, if we choose a few Hamilton cycles at random, it is very unlikely
for them to have common edges and therefore the variance of the counting function is much smaller
compared to µn(k)
k. A similar observation has been used by Dudek and Frieze in [5] and [4] where
they determined the threshold behavior of ℓ Hamilton cycles.
Theorem 1.7. For any k ≥ 3, the sequence Xn(k) satisfies the CLT, namely
Xn(k)− µn(k)
σn(k)
−→ N(0, 1).
Finally, we show that for k ≥ 4, the sequence Xn(k) satisfies a LIL.
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Theorem 1.8. For k ≥ 4, the sequence Xn(k) satisfies the LIL, namely
Pr
[
lim sup
n→∞
Xn(k)− µn(k)
σn(k)
√
2 log log n
= 1
]
= 1.
We conclude this section with a few remarks. First, there are many other CLTs in the random
graphs/hypergraphs literature, and it is natural to raise the validity of the LIL in each situation. We
hope that this paper will motivate further research in this direction.
As far as the new results are concerned, we prove them under the condition that p is a fixed
constant in (0, 1). Since we work with a random infinite graph, letting p depend on n (as one usually
does for G(n, p)) does not make sense. However, one can still consider the sparse case by modifying
the definition. For instance, one can say that the edge ij ∈ N2 appears with probability p(max{i, j}),
independently, where p(k) is a sequence of positive numbers tending to 0 with k. It is an interesting
question to determine those ranges of densities for which LIL holds.
For a technical reason, the proof of Theorem 1.8 requires k ≥ 4. We leave the case k = 3 as an
open problem.
Notation. Throughout the paper, we assume that n is sufficiently large, whenever needed. All
asymptotic notation is used under the assumption that n → ∞. We will be using the following
notation through the paper:
• Kn the complete graph on the vertex set [n] = {1, . . . , n}.
• (t)ℓ := t(t− 1) . . . (t− ℓ+ 1).
• G(n,m) is the random graph chosen uniformly at random from the set of all graphs on vertex
set [n] with exactly m edges.
• B(n,m) is the random graph chosen uniformly at random from the set of all bipartite graphs,
with vertex sets of sizes n with exactly m edges.
• For a random variable X, we write X∗ for its normalization: X∗ := (X − E[X])/(√V ar(X)).
• For a graph H we define H to be the set of all (labeled) copies of H in the infinite complete
graph on vertex set N. For each n ∈ N, we define Hn to be the subset of H, consisting of all
copies of H in Kn (that is, all graphs in H which are contained in [n]).
• Given a copy h ∈ H, we denote by V (h) and E(h) its vertex set and edge set, respectively.
• In the special case where H is a triangle (that is, a graph on 3 vertices {x, y, z} where all the
three possible edges {xy, yz, zx} appear), we replace H with T in all of the previous notation.
• We assume that an enumeration H = {h1, h2, . . .} is fixed so that for every n ∈ N we have
Hn = {h1, . . . , hℓ}, where ℓ is the number of labeled copies of H in Kn. Note that such an
enumeration can be easily obtained by an induction on n.
• Suppose G is a random graph (taken from any arbitrary distribution). To each copy h ∈ H, we
associate an indicator random variable ξGh . Whenever the model G is clear from the context,
we simply write ξh.
• For a collection S of copies of H we have XS :=
∑
h∈S ξh.
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• Let Φ(x) denote the cumulative distribution function of the standard gaussian N(0, 1):
Φ(x) := Pr[N(0, 1) ≤ x] = 1√
2π
∫ x
−∞
e−t
2/2dt.
• For an event E , we denote its complement by ¬E (i.e., the event that E does not hold).
Organization of the paper. The rest of the paper is organized as follows. In Section 2 we
collect the tools which are used for the proof of our main results. In Sections 3.1 and 3.2 we prove
the upper and lower bounds for Theorem 1.3, and in Section 3.3 we explain some inequalities we use
during the proof. In Section 4 we prove Theorem 1.4, and in Section 5 we prove Theorem 1.5. Both
of these sections are split into two subsections containing the proof of the upper bound and the lower
bound, respectively. Section 6 contains the proof of 1.7, and Section 7 contains the proof of 1.8.
Section 8 contains the new large deviation estimates we need on perfect matchings and Hamilton
cycles. The appendix contains some rather routine, but tedious, calculations and approximations
that we use throughout the paper.
2 Tools
In this section we introduce the main tools to be used in the proofs of our results. As a first
tool, we present Janson’s inequality (see e.g. [9], Theorem 2.14), which will be used in order to get
lower tail estimates for the number of copies of a fixed graph H in certain random graphs. We only
use it in the model G(N, p) where p is a fixed constant. For the convenience of the reader, we state
the inequality tailored for our use later (with respect to the ξGh ’s which were previously defined).
Before doing so, we need some notation. Let m ≤ n be two positive integers, and let S := Hn \Hm.
Consider the random variable ξGS =
∑
h∈S ξ
G
h , let µS be its expectation, and let
∆ :=
∑
h,h′∈S s.t h∩h′ 6=∅
E[ξhξh′ ].
With this notation in hand we are ready to state the theorem.
Theorem 2.1. For a fixed graph H and for every 0 ≤ t ≤ µS we have
Pr
[
ξGS ≤ µS − t
] ≤ e− t22∆ .
Remark 2.2. For the special case where H is a triangle, it is easy to show (by fixing the intersection
edge) that ∆ ≤ µS + (
(m
2
)
(n−m)2 + (n−m2 )n2 +m(n−m)n2)p5. We make use of this later.
Another tool to be used in our proofs is the following well known lemma due to Borel and Cantelli.
Lemma 2.3 (Borel-Cantelli Lemma). Let (Ai)
∞
i=1 be a sequence of events. Then
(a) If
∑
k Pr [Ak] <∞, then
Pr [Ak for infinitely many k] = 0.
(b) If
∑
k Pr [Ak] =∞ and in addition all the Ak’s are independent, then
Pr [Ak for infinitely many k] = 1.
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The following theorem due to Rinott [14] shows that, under some assumptions, the sum of de-
pendent random variables satisfies CLT, and measures the error term based on the dependencies
between the variables. Before stating it explicitly, we need the following definition.
Definition 2.4. Let (Xi)i∈I be a collection of random variables. A graph D on a vertex set I is called
a dependency graph for the collection if for any pair of disjoint subsets I1, I2 ⊆ I for which there
are no edges of D between I1 and I2, the random variables (Xi)i∈I1 and (Xj)j∈I2 are independent.
Now we state the result from [14] which we are going to use.
Theorem 2.5 (Theorem 2.2 in [14]). Let (ti)
n
i=1 be a collection of random variables. Let X =
∑n
i=1 ti
and µ := E(X) and σ2 := V ar(X) > 0. Let D be a dependency graph for the collection and suppose
that |ti − E(ti)| ≤ B a.s. for every i and that ∆(D) ≤ C. Then∣∣∣∣Pr [X − µσ ≤ x
]
− Φ(x)
∣∣∣∣ ≤ BCσ
(√
1
2π
+ 16
( n
σ2
)1/2
C1/2B + 10
( n
σ2
)
CB2
)
.
Remark 2.6. Note that whenever σ2 = Ω(nCB2) the expression in the right hand side of the
inequality in Theorem 2.5 is O
(
BC
σ
)
. Assuming this, since limx→∞
∫∞
x
e−t
2/2dt
1
x
e−x
2/2
= 1, for large enough
x it follows by Theorem 2.5 that∣∣∣∣Pr [X − µσ ≥ x
]
− 1
x
√
2π
e−x
2/2
∣∣∣∣ = O(BCσ
)
.
The key tools in the proofs of Theorems 1.4 and 1.5 are the following concentration bounds, which
may be of independent interest. We postpone their proofs to Section 8.
Lemma 2.7. Let Xn,m be the number of perfect matchings in B(n,m). Let 0 < δ < 1/2 be a
constant. There is a constant C, depending on δ, such that for any δn2 ≤ m ≤ (1 − δ)n2, and
k = o(n1/3), we have
E[Xkn,m] ≤ Ck(E[Xn,m])k
Markov’s bound implies that for K ≥ C one has:
Pr[Xn,m ≥ KE[Xn,m]] ≤ (C/K)k
by taking δ := min{p/2, (1 − p)/2}, k = 4 log n, and K = Ce, we have the following corollary
Corollary 2.8. Let 0 < p < 1 be a constant. There is a constant K (depending on p) such that for
any p2n
2 ≤ m ≤ 1+p2 n2 one has
Pr[Xn,m ≥ KE[Xn,m]] ≤ n−4
The concentration bounds for Hamilton cycles are as follows
Lemma 2.9. Let Xn,m be the number of Hamilton cycles in G(n,m). Let 0 < δ < 1/2 be a constant.
There is a constant C, depending on δ, such that for any δ
(n
2
) ≤ m ≤ (1 − δ)(n2), and k ≤ logn8 we
have:
E[Xkn,m] ≤ Ck(E[Xn,m])k
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Again, Markov’s bound implies that for K ≥ C one has:
Pr[Xn,m] ≥ KE[Xn,m]] ≤ (C/K)k
by taking δ := min{p/2, (1 − p)/2}, k = logn8 , and K = Ce32, we have the following corollary
Corollary 2.10. Let 0 < p < 1 be a constant. There is a constant K (depending on p) such that
for any p2
(n
2
) ≤ m ≤ 1+p2 (n2) one has
Pr[Xn,m ≥ KE[Xn,m] ≤ n−4
The last lemma is an approximation to the lower factorial that we will use throughout.
Lemma 2.11. Let t, ℓ be integers such that ℓ = o(t2/3). Then,
(t)ℓ = t
ℓ exp
(
−ℓ(ℓ− 1)
2t
+ o(1)
)
In the proof of the upper-tail estimate for perfect matchings, we will need Bregman’s theorem,
which allows us to bound the number of perfect matchings given the degree sequence:
Theorem 2.12 (Bregman-Minc inequality; [3]). Let G be a bipartite graph with two color classes
V = {v1, . . . , vn} and W = {w1, . . . , wn}. Denote by M the number of perfect matchings and dvi the
degree of vi. Then
M ≤
n∏
i=1
(d(vi)!)
1/d(vi)
3 Proof of Theorem 1.3
Proof. Let H be a graph on ℓ vertices, where ℓ is a fixed constant. For the sake of simplicity of
notation, throughout the whole proof we omit the up-script G from the random variables. In order
to prove Theorem 1.3 we aim to show that for every ε > 0 we have both the upper bound
Pr
[
Xn − µn
σn
≥ (1 + ε)
√
2 log log n for infinitely many n
]
= 0,
and the lower bound
Pr
[
Xn − µn
σn
≥ (1− ε)
√
2 log log n for infinitely many n
]
= 1.
Since throughout the proof we make use of Theorem 2.5 for estimating the upper tails of random
variables of the form Xn −Xm, it will be convenient to introduce some notation. For every n ≥ m
let Sn,m = Hn \ Hm, where Sn,0 = Hn. Let us define a dependency graph for Sn,m in the following
manner. The vertex set of Dn,m is Sn,m, and the edge set consists of all pairs s, t ∈ Sn,m for which
|E(s) ∩ E(t)| ≥ 1 (that is, pairs of copies of H which share at least one edge). Note that it trivially
follows from the way we labeld H that V (Dn,m) = Sn,m is the number of copies of H with at least
one vertex taken from {m+ 1, . . . , n}. In addition, it is easy to see that
∆(Dn,m) ≤ c′H |E(H)|n|V (H)|−2 = Θ(nℓ−2),
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where c′H is the maximum number of automorphisms of H preserving some edge. Now, let us denote
by Xn,m := XSn,m and let µn,m and σ
2
n,m be its expectation and variance, respectively. Trivially, we
have µn,m = µn−µm and |ξt−E(ξt)| ≤ 1 for every t ∈ V (Dn,m). Therefore, while applying Theorem
2.5 for a large x with C = ∆(Dn,m) and B = 1, using Remark 2.6 we obtain
Pr
[
Xn,m − µn,m
σn,m
≥ x
]
=
1
x
√
2π
e−x
2/2 +O
(
nℓ−2
σn,m
)
. (2)
Note that whenever we use (2), one should verify that the error term is negligible compared to the
first summand on the right hand side. Most of the times it will be quite easy to check and therefore
we omit the calculations. For some relevant estimates on the variances that we use in the proof, the
reader should consult Section 3.3.
Let us start with proving the upper bound.
3.1 Upper bound
Let ε > 0 be some positive constant and let x = (1+ ε/4)
√
2 log log n. Note that for a fixed n, by
distinguishing between the two cases |h ∩ h′| = 2 and |h ∩ h′| > 2, we obtain
σ2n := σ
2
n,0 = Θ
nℓ + ∑
h,h′∈Sn
Cov(ξhξ
′
h)
 = Θ(nℓ + n2ℓ−2 + nℓnℓ−3) .
Therefore, by (2) we have
Pr
[
Xn − µn
σn
≥ x
]
=
1
x
√
2π
e−x
2/2 +O
(
1
n
)
= O
(
(log n)−(1+ε/4)
2
)
.
Using this estimate for every (large enough) n of the form ak (where a > 1), we obtain that
∞∑
k=1
Pr
[
Xak − µak
σak
≥ (1 + ε/4)
√
2 log log ak
]
=
∞∑
k=1
O
(
k−(1+ε/4)
2
)
<∞,
and therefore, it follows from the Borel-Cantelli Lemma that for some k0 ∈ N we have
Pr
[
Xak − µak
σak
≤ (1 + ε/4)
√
2 log log ak for all k ≥ k0
]
= 1.
Note that if a is not an integer then we always assume that k is sufficiently large and we set
n = ⌊ak⌋. As it does not affect any of our asymptotic calculations, we will omit the flooring signs.
In order to complete the proof (of the upper bound), we need to “close the gaps”. That is, we
need to show that there exists k1 ∈ N such that
Pr
[
Xn − µn
σn
≤ (1 + ε)
√
2 log log n for every n ≥ ak1
]
= 1.
To this end we act in the following way. Fix a > 1 which is close enough to 1 (to be determined
later), and we show that
∑
k δk <∞, where
δk := Pr
[
Xn,ak − µn,ak ≥
ε
2
σn
√
2 log log n for some ak ≤ n ≤ ak+1
]
.
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Therefore, using the Borel-Cantelli Lemma we conclude that there exists k1 for which
Pr
[
Xn,ak − µn,ak <
ε
2
σn
√
2 log log n for every k ≥ k1 and ak ≤ n ≤ ak+1
]
= 1.
Next, recall that
Pr
[
Xak − µak ≤ (1 + ε/4)σak
√
2 log log ak for all k ≥ k0
]
= 1,
and set k2 := max{k0, k1}.
All in all, we obtain that with probability 1, for every k ≥ k2 and for every ak ≤ n ≤ ak+1 we
have
Xn − µn = [(Xn −Xak)− (µn − µak)] + (Xak − µak)
= (Xn,ak − µn,ak) + (Xak − µak)
<
ε
2
σn
√
2 log log n+ (1 + ε/4)σak
√
2 log log n
< (1 + ε)σn
√
2 log log n,
as desired.
In order to complete our argument, we need to estimate δk and to show that indeed
∑
δk < ∞.
This is done in the following claim, which is a modification of Levy’s inequality to our special case
of dependent random variable.
Claim 3.1. δk is such that
∑
δk <∞.
Proof. Fix k ∈ N. For each m ≤ n and for each τ > 0, let En,m,τ denote the event {Xn,m−µn,m ≤ τ}.
Let n = ak+1, τ = ε2σn
√
2 log log n, and for every ak ≤ j ≤ ak+1 define
Aj :=

(⋂j−1
i=ak
Ei,ak,τ
)
∩ ¬Ej,ak,τ for j ≥ ak + 1
¬Eak,ak ,τ for j = ak.
Note that we have τ = σn · ω(1) and that τ ≤ µn,j, both will be used later in the proof. In
order to see the latter, recall that µn,j = Θ((n − j)nℓ−1) and σ2n ≤ nℓ + O(n2ℓ−2). Therefore,
σn = O(n
ℓ−1) = o(µn,j/ log n) for all j ≤ n− ω(log n).
Now, let Mn :=
⋃n
j=ak ¬Ej,ak,τ and note that Mn =
⋃n
j=ak Aj and that δk = Pr [Mn]. We start
with evaluating the following probability:
Pr
[
Mn ∩ En,ak,τ/2
]
=
n∑
j=ak
Pr
[
Aj ∩ En,ak,τ/2
]
. (3)
Note that if Aj ∩ En,ak,τ/2, then in particular we have
Xj,ak − µj,ak > τ and Xn,ak − µn,ak ≤ τ/2.
Therefore, we conclude that
(Xj,ak − µj,ak)− (Xn,ak − µn,ak) > τ/2,
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which is equivalent to
Xn,j < µn,j − τ/2. (4)
Moreover, a moment’s thought reveals that for every j, the events {Xn,j < µn,j − τ/2} and Aj
are negatively correlated, and therefore, one can upper bound (3) by
n∑
j=ak
Pr [Aj and (Xn,j < µn,j − τ/2)] ≤
n∑
j=ak
Pr [Aj ] Pr [Xn,j < µn,j − τ/2] . (5)
Now, since clearly σn,j ≤ σn, and since τ = σn · ω(1), it follows by (2) that for every ak ≤ j ≤
n− log2 n we have
Pr [Xn,j < µn,j − τ/2] = Pr
[
Xn,j − µn,j
σn,j
<
τ
2σn,j
]
= exp (−ω(1)) = o(1). (6)
For larger values of j we will simply observe that
Pr
[
Xj,ak > µj,ak + τ
]
= o(1),
as desired.
Combining (6) with (3) and (5), we obtain
Pr
[
Mn ∩ En,ak,τ/2
]
= δk · o(1). (7)
As a penultimate step, we need to estimate Pr
[
¬En,ak,τ/2
]
. In order to do so we first observe
that since we choose a > 1 to be very close to 1, it is easy to verify that in this case we have
σ2n,j = Θ
(
j(n − j)n2ℓ−4) (while σ2n = Θ (n2ℓ−2)). Now, together with (2), these estimates imply
that for some small constant C := C(ε) > 0 we have
Pr
[
¬En,ak,τ/2
]
= Pr
[
Xn,ak − µn,ak
σn,ak
≥ τ/(2σn,ak)
]
≤ exp
(
− τ
2
8σ2
n,ak
)
= exp
(
−Ca
4k log log ak+1
a4k(a− 1)
)
, (8)
and by choosing a− 1 < C/2, one can upper bound (8) with k−2 (for large k).
All in all, we obtain
δk = Pr [Mn] = Pr
[
Mn ∩ En,ak,τ/2
]
+ Pr
[
Mn ∩ ¬En,ak,τ/2
]
≤ δk · o(1) + k−2,
and therefore, δk = O(k
−2) and
∑
δk < ∞ as desired. This completes the proof of the claim, and
therefore the proof of the upper bound as well.
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Before we proceed to the lower bound, let us make a few observations which can be obtained in
a similar way as the above proof. We make use of those in the next subsection.
(O1) For every ε > 0 we have Pr
[
Xn − µn ≤ −(1 + ε)σn
√
2 log log n for infinitely many n
]
= 0.
(O2) For k ∈ N, let ζk be the random variable counting the number of copies of H with vertices
from both {ak + 1, . . . , ak+1} and [ak]. Let us also denote by µ˜k and σ˜2k its expectation and
variance, respectively. Then, for every ε > 0 we have
Pr
[
ζk − µ˜k ≤ −(1 + ε)σ˜k
√
2 log log ak+1 for infinitely many k
]
= 0.
3.2 Lower bound
Let ε > 0 be some fixed positive constant, we aim to show that
Pr
[
Xn − µn
σn
≥ (1− ε)
√
2 log log n for infinitely many n
]
= 1.
To this end, we focus on integers nk of the form a
k, where a > 1 is a large enough constant to be
determined later.
For a fixed k ∈ N, let ηk be the random variable that counts the number of copies of H which
are fully contained in {ak + 1, . . . , ak+1}. Note that the set {ηk : k ∈ N} is clearly independent, and
that the random variables ηk are distributed the same as Xak+1−ak (and therefore, σ
2
ηk
= σ2
ak+1−ak
for every k). Therefore, one can easily check that for large a and k we have
(1− ε/4)σηk
√
2 log log(ak+1 − ak) ≥ (1− ε/2)σak+1
√
2 log log ak+1 (9)
(this can be verified using the simple observation that lima,k→∞
log log(ak−ak−1)
log log ak
= 1 and the estimate
(11) given in Section 3.3).
Now, letting x = (1− ε/4)
√
2 log log(ak+1 − ak) it follows by (∗) that for some γ > 0 we have
Pr
[
ηk − µηk
σηk
≥ x
]
= Ω
(
k−1+γ
)
,
and therefore, ∑
k
Pr
[
ηk − µηk
σηk
≥ x
]
=∞.
Using the Borel-Cantelli Lemma it thus follows that
Pr
[
ηk − µηk
σηk
≥ x for infinitely many k
]
= 1.
Now, let us choose a > 1 to be a fixed large enough constant so that for sufficiently large k
the following inequalities hold (the existence of such a for which all these inequalities hold follows
immediately from the relevant estimates in Section 3.3):
(i) (1− ε/4)σηk
√
2 log log(ak+1 − ak) ≥ (1− ε/2)σak+1
√
2 log log ak+1, and
(ii) (1 + ε)σak
√
2 log log ak ≤ (ε/4)σak+1
√
2 log log ak+1, and
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(iii) (1 + ε)σ˜k
√
2 log log ak+1 ≤ (ε/4)σak+1
√
2 log log ak+1.
All in all, combining the above mentioned estimates and (i)-(iii) we conclude
Xak+1 − µak+1 = (ηk − µηk) + (Xak − µak) + (ζk − µ˜k)
≥ (1− ε/4)σηk
√
2 log log(ak+1 − ak)− (1 + ε)σak
√
2 log log ak − (1 + ε)σ˜k
√
2 log log ak+1
≥ (1− ε/2)σak+1
√
2 log log ak+1 − (ε/2) · σak+1
√
2 log log ak+1
≥ (1− ε)σak+1
√
2 log log ak+1,
as desired. This completes the proof.
3.3 Relevant estimates for the variances appearing in the proof of theorem 1.3
In this section we verify (9), (ii) and (iii), by estimating the relevant variances. Before doing so,
recall that
V ar(X1 + . . .+Xn) =
n∑
i=1
V ar(Xi) +
∑
i 6=j
Cov(Xi,Xj),
where Cov(X,Y ) = EXY − EXEY . Moreover, note that whenever X and Y are independent, then
Cov(X,Y ) = 0. Therefore, given a subset S ⊆ H, it follows that
V ar(XS) =
∑
t∈S
V ar(ξt) +
∑
t6=s and E(t)∩E(s)6=∅
Cov(ξt, ξs)
=
∑
t∈S
V ar(ξt) +
ℓ−1∑
i=1
∑
|E(t)∩E(s)|=i
Cov(ξt, ξs). (10)
In addition, recall that each of the ξt’s is an indicator random variable for an appearance of a
certain copy of H (where |V (H)| = ℓ and |E(H)| = m), and therefore we have
Eξt = p
m and V ar(ξt) = p
m(1− pm) = pm − p2m.
Next, recall that p and ℓ := |V (H)| are fixed constants and that we always assume a and k to
be large enough. In particular, it easy to see that the (asymptotically) largest element in the right
hand side of (10) is the case i = 1.
Now we can give some easy estimates.
Estimating σ2n := V ar(Xn): Recall that Xn is a sum of indicator random variables for all the
(labeled) copies of H in Kn. Therefore, there exists a constant C (which depend of the number
of automorphisms which preserve some edge) such that the number of pairs (s, t) of copies of H
which intersect in exactly one edge is roughly (1 + o(1))Cn2ℓ−2. Therefore, running over all possible
intersection edges we obtain that
σ2n = (1 + o(1))Cn
2ℓ(p2m−1 − p2m). (11)
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Now, note that since
σ2ak+1−ak = (1 + o(1))C(a
k+1 − ak)2ℓ(p2m−1 − p2m)
= (1 + o(1))C(ak(a− 1))2ℓ(p2m−1 − p2m),
by taking a to be sufficiently large we obtain that
σ2ak+1−ak = (1 + o(1))Ca
2ℓ(k+1)(p2m−1 − pm)
which is of the same order of magnitude as σ2
ak+1
. This verifies (9).
In order to verify (ii) all we need is to note that the quantity σ2
ak+1
/σ2
ak
is a function that tends
to infinity whenever a does.
Finally, in order to verify (iii) let us first estimate σ˜2k.
Estimating σ˜2k := V ar(ζk): Let k ∈ N and a > 0. Recall that ζk counts the number of copies of
H with vertices from both {ak + 1, . . . , ak+1} and [ak]. In this case, assuming a goes to infinity, it
is easy to see that the largest summand in 10 is obtained whenever the intersection edge is between
[ak] and {ak+1, . . . , ak+1}. Therefore, for some constant C ′ (which does not depend on a) we obtain
σ˜2k = (1 + o(1))C
′ak(ak+1 − ak)
(
ak+1
)2ℓ−2
(p2m−1 − p2m)
= (1 + o(1))C ′
1
a
(
ak+1
)2ℓ
(p2m−1 − p2m). (12)
Note that by (12) and (11) it follows that σ˜2k = Θ
(
1
aσ
2
ak+1
)
, and therefore, by taking a to be
sufficiently large, (iii) trivially holds.
4 Proof of Theorem 1.4
Throughout the next section we are going to let Xn,m be the number of perfect matchings in
B(n,m), Xn the number of perfect matchings in B(n, p) and Yn := logXn. We aim to prove:
Pr
lim sup
n→∞
Yn − log(n!pn) + 1−p2p
√
2 log log n
√
1−p
p
= 1
 = 1
It will be enough to show that for ε > 0 we have both the upper bound
Pr
Yn − log(n!pn) + 1−p2p√
1−p
p
≥ (1 + ε)
√
2 log log n2 for infinitely many n
 = 0,
and the lower bound
Pr
Yn − log(n!pn) + 1−p2p√
1−p
p
≥ (1− ε)
√
2 log log n2 for infinitely many n
 = 1.
Note that in the equations above we have log log n2, but those can be replaced by log log n since the
two quantities are asymptotically equal.
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4.1 Upper Bound
We need to prove that for any fixed ε > 0
Pr
 logXn − log(n!pn) + 1−p2p√
1−p
p
≥ (1 + ε)
√
2 log log n2 for infinite many n
 = 0. (13)
By Corollary 2.8, there is a constant K such that for all p2n
2 ≤ m ≤ 1+p2 n2
Xn,m ≤ KE[Xn,m]
with probability at least 1− n−4. Taking log, we conclude that with the same probability
logXn,m ≤ logE[Xn,m] + logK. (14)
We use the following approximation of the expected value,
E[Xn,m] = n!p
n
m exp
(
−1− pm
2pm
+O(1/n)
)
(where pm :=
m
n2
). The calculation for which can be found in the Appendix. This yields,
logE[Xn,m] = log(n!p
n
m)−
1− pm
2pm
+ o(1),
The RHS can be written as
log(n!) + n log
m
n2
− n
2
2
(
1
m
− 1
n2
)
+ o(1).
Let En be the random variable that counts the number of edges in B(n, p). By conditioning on
En = m and using the union bound (over the range
p
2n
2 ≤ m ≤ 1+p2 n2), we can conclude that with
probability at least 1− n−2
IE logXn ≤ IE
(
log(n!) + n log
En
n2
− n
2
2
(
1
En
− 1
n2
)
+ logK + o(1)
)
,
where Xn denotes the number of perfect matchings in B(n, p), and IE is the indicator of the event E
that B(n, p) has at least p2n
2 and at most 1+p2 n
2 edges. By Chernoff’s bound, IE = 1 with probability
at least 1− n−2. By the union bound
logXn ≤
(
log(n!) + n log
En
n2
− n
2
2
(
1
En
− 1
n2
)
+O(1)
)
, (15)
with probability at least 1− 2n−2. Then,
log
En
n2
= log
(√
V ar(En)E
∗
n
n2
+
E[En]
n2
)
= log
((
p(1− p)
n2
)1/2
E∗n + p
)
14
= log
(
p
(
1− p
p
)1/2 E∗n
n
+ p
)
= log p+ log
(
1 +
(
1− p
p
)1/2 E∗n
n
)
= log p+
(
1− p
p
)1/2 E∗n
n
+O(1/n2).
Plugging the last estimate into (15) we obtain, with the same probability
logXn ≤ log(n!pn) +
(
1− p
p
)1/2
E∗n −
n2
2
(
1
En
− 1
n2p
− p− 1
n2p
)
+O(1).
Note that with probability at least 1−n−2 we have En = n2p+O(n log2 n), in which case n22
(
1
En
− 1n2p
)
becomes o(1). Thus, with probability at least 1− 3n−2 we obtain
logXn − log(n!pn) + 1−p2p√
1−p
p
≤ E∗n +O(1). (16)
Since
∑
n n
−2 < ∞, we have, by the Borell-Cantelli lemma that the event in (16) holds with
probability 1 for all sufficiently large n. On the other hand, by the Kolmogorov-Khinchin theorem,
E∗n satisfies LIL and thus
E∗n ≤ (1 + ε/2)
√
2 log log n2
happens with probability 1 for all sufficiently large n. For all sufficiently large n, (ε/2)
√
2 log log n2
is larger than the error term O(1), and we have
logXn − log(n!pn) + 1−p2p√
1−p
p
≤ (1 + ε)
√
2 log log n2,
proving equation (13).
4.2 Proof of the Lower bound
For the lower bound we need to show that there exists a sequence nk, k = 1, 2 . . . of indices such
that with probability 1,
logXnk − log(nk!pnk) + 1−p2p√
1−p
p
≥ (1− ε)
√
2 log log n2k,
holds for infinitely many k.
Let C > 0 be a constant. By the proof of [8, Theorem 15], we know
E∗n −
logXn − log(n!pn) + 1−p2p√
1−p
p
> C (17)
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happens with probability O(1/n), and E∗n is as in the last section. From the standard proof of LIL
for the sum of iid random variables [12, 13], we see that there is a sequence {nk} := {ck} (where c
is an integer larger than 1) for which we have:
E∗nk ≥ (1− ε/2)
√
2 log log n2k
happens infinitely often with probability one. Restricting ourselves to this subsequence and denoting
by Ak the event that (17) holds for nk, we have
Pr[Ak] = O(1/c
k)
so in particular we have ∑
k
Pr[Ak] <∞
By Borel-Cantelli lemma, we have that with probability equal to 1, for all large k:
E∗nk − C ≤
logXnk − log(nk!pn) + 1−p2p√
1−p
p
Let k be large enough so that C < (ε/2)
√
2 log log n2k. Then, with probability equal to 1 we have
that for infinite many k:
(1− ε)
√
2 log log nk ≤
logXnk − log(nk!pnk) + 1−p2p√
1−p
p
just as desired.
5 Proof of Theorem 1.5
Throughout the next section we are going to let Xn,m be the number of Hamilton cycles in
G(n,m), Xn the number of Hamilton cycles in G(n, p) and Yn := logXn. The structure of the proof
is identical to the one done for theorem (1.4), so we omit some of the calculations. We aim to prove:
Pr
lim sup
n→∞
Yn − logE[Xn] + 1−pp√
2(1−p)
p
√
2 log log n
= 1
 = 1
It will be enough to show that ε > 0 we have both the upper bound
Pr
 logXn − logE[Xn] + 1−pp√
2(1−p)
p
≥ (1 + ε)
√
2 log log
(
n
2
)
for infinitely many n
 = 0,
and the lower bound
Pr
 logXn − logE[Xn] + 1−pp√
2(1−p)
p
≥ (1 − ε)
√
2 log log
(
n
2
)
for infinitely many n
 = 1.
Note that in the equations above we have log log
(n
2
)
, but those can be replaced by log log n since the
two quantities are asymptotically equal.
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5.1 Proof of upper bound
Let ε > 0, and let N := (n − 1)!/2 be the number of Hamilton cycles in the complete graph Kn.
With this notation one has,
E[Xn,m] = Np
n
m exp
(
− n
2
2m
(1− pm) + o(1)
)
. (18)
where in this section pm := m/
(
n
2
)
. For a proof of (18), the reader can check the Appendix. By
using corollary 2.10, we have
Xn,m ≤ KE[Xn,m]
with probability at least 1− n−4.
Applying the log function and using estimate (18) we obtain
logXn,m ≤ logK + logN + n log m(n
2
) − n2
2
(
1
m
− 1(n
2
))+ o(1). (19)
Let En be the random variable which counts the number of edges in G ∼ G(n, p), by conditioning
on En = m and using union bound (over the range
p
2
(n
2
) ≤ m ≤ 1+p2 (n2)), with probability at least
1− n−2 we have
IE logXn ≤ IE
(
logK + logN + n log
En(n
2
) − n2
2
(
1
En
− 1(n
2
))+ o(1)) (20)
Where now we use Xn (number of Hamilton cycles in G(n, p)) and IE is the indicator random variable
that the number of edges in G(n, p) is in the range [p2
(n
2
)
, 1+p2
(n
2
)
]. By Chernoff’s bound, IE = 1 with
probability at least 1− n−2. Hence, by the union bound we have
logXn ≤ logK + logN + n log En(n
2
) − n2
2
(
1
En
− 1(n
2
))+ o(1) (21)
with probability at least 1− 2n−2. By a similar calculation to the one done in section (4.1), we get
log
En(n
2
) = log p+(1− p(n
2
)
p
)1/2
E∗n +O(1/n
2).
Plugging it into (21), we obtain that
logXn ≤ logK + logN + n
log p+(1− p(n
2
)
p
)1/2
E∗n
− n2
2
(
1
En
− 1(n
2
))+ o(1)
= logE[Xn] +
(
2(1− p)
p
)1/2
E∗n −
n2
2
(
1
En
− 1(n
2
)
p
− p− 1(n
2
)
p
)
+O(1).
Note that since with probability 1− o(1/n2) we have that (say) En = m+Θ(n log2 n), it follows
that n
2
2
(
1
En
− 1
(n2)p
)
= o(1) without affecting the error probability.
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All in all, with probability 1−O(1/n2) we have
logXn − logE[Xn] + 1−pp√
2(1−p)
p
≤ E∗n +O(1). (22)
By the Borel-Cantelli lemma, we see that for large n, with probability one, equation (22) holds.
Since E∗n satisfies LIL, we can upper bound the RHS of of (22) by (1 + ε)
√
2 log log
(n
2
)
for large n
with probability one. All in all,
logXn − logE[Xn] + 1−pp√
2(1−p)
p
≤ (1 + ε)
√
2 log log
(
n
2
)
holds for all large n with probability one, which proves the upper bound.
5.2 Proof of lower bound
Recall that in order to prove the lower bound one needs to show that for every ε > 0 we have
Pr
 logXn − logE[Xn] + 1−pp√
2(1−p)
p
≥ (1− ε)
√
2 log log
(
n
2
)
for infinite many n
 = 1 (23)
By the proof of [[8],Theorem 1] we have that for any fixed constant C > 0:
Pr
E∗n − logXn − logE[Xn] + 1−pp√
2(1−p)
p
> C
 = O(1/n)
By repeating the idea of the lower bound on theorem (1.3), we obtain
logXn − logE[Xn] + 1−pp√
2(1−p)
p
≥ (1− ε)
√
2 log log
(
n
2
)
holds for infinite many n with probability 1, which proves (23).
6 Proof of Theorem 1.7
Proof. In this section we will be working with loose Hamilton cycles in random hypergraphsHk(n, p).
Note that we require that m := n/(k− 1) is an integer (which shall denote the number of edges of a
Hamilton cycle). Thus, we will assume the divisibility condition k− 1 | n throughout the rest of the
section. Let H be the set of all Hamilton cycles in the complete k-uniform hypergraph on n vertices.
Then,
|H| = n!
2m((k − 2)!)m (24)
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Indeed, there are n! ways to label the vertices consecutively (and the edges are determined trivially,
including the one edge which goes back to the beginning of the labeling). In each of the m edges, for
the “non-overlapping” vertices (there are k− 2 such vertices), the order is not important. Therefore,
one should divide by (k − 2)!m. Finally, note that each Hamilton cycle can be obtained in 2m ways
(m “overlapping vertices” to be placed as vertex number 1, and two isomorphic ways to label the
vertices consecutively).
Now we are ready to prove Theorem 1.7. Let En denote the number of edges of H
k(n, p), and
Xn(k) := Xn be the number of Hamilton cycles of H
k(n, p). The idea of the proof is to compare Xn
to En. Specifically, we want to show that
E[|X∗n − E∗n|2] (25)
goes to zero. Since clearly E∗n converges to N(0, 1), the theorem will follow.
To this end we will show that X∗n and E
∗
n are almost perfectly linearly correlated. Meaning that
Cov(X∗n, E
∗
n)→ 1. Recall that
Cov(X∗, E∗) =
E[XnEn]− E[Xn]E[En]√
V ar(Xn)V ar(En)
. (26)
Let XH be the event “H appears in H
k(n, p)”. Hence,
E[XH ] = p
m
Let N := n!2m((k−2)!)m (that is, N = |H|), and by linearity of expectation, we have:
E[Xn] = Np
m
Also, since En ∼ Bi(
(
n
k
)
, p) we have V ar(En) =
(
n
k
)
p(1 − p) and E[En] =
(
n
k
)
p. We compute the
missing quantities. Denote by E the set of edges in the complete k-uniform hypergraph, and denote
by Ee the event “The edge e appears in H
k(n, p)”. Then,
E[XnEn] =
∑
H∈H,e∈E
E[XH · Ee]
By symmetry, by fixing one Hamilton cycle H ∈ H, we have:
E[XnEn] = N
(∑
e∈E
p|H∪e|
)
= N
(((
n
k
)
−m
)
pm+1 +mpm
)
Hence, E[XnEn] = E[Xn](E[En] +m(1 − p)), and we get Cov(Xn, En) = E[Xn](m(1 − p)). Lastly,
we compute the variance of Xn.
E[X2n] =
∑
H1,H2∈H
p|H1∪H2|
Again, by fixing an arbitrary Hamilton cycle H, we get
E[X2n] = N
∑
H1
p|H∪H1|

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Let N(a) be the number of Hamilton cycles that intersect H in exactly a edges. With this notation,
E[X2n] = N
(
m∑
a=0
N(a)p2m−a
)
Let αa := N(a)/N . Then,
E[X2n] = N
2p2m
(
m∑
a=0
αap
−a
)
Hence,
V ar(Xn) = (E[Xn])
2
(
−1 +
(
m∑
a=0
αap
−a
))
:= (E[Xn])
2f(n)
Plugging back into (26):
Cov(X∗n, E
∗
n) =
Cov(Xn, En)√
V ar(Xn)V ar(En)
=
E[Xn](m)(1 − p)√
(E[Xn])2f(n)
(n
k
)
p(1− p)
=
m(1− p)√(n
k
)
p(1− p)f(n)
(27)
Writing out f(n):
f(n) = (α0 − 1) + α1
p
+
α2
p2
+ ... = α1
(
1
p
− 1
)
+ α2
(
1
p2
− 1
)
+ . . . + αm
(
1
pm
− 1
)
Hence,
f(n) ≤ α1
(
1
p
− 1
)
+
m∑
t=2
αt
pt
We are going to show that the sum is negligible compared to the first summand. First of all, note
that α1 ≤ m2/
(
n
k
)
by a simple union bound. In general, to bound αt, we pick the t edges from H
we are going to intersect. There are
(m
t
)
ways to do so. Next, collapse each one of those edges into
a single vertex. Thus, we now have n − t(k − 1) vertices. Note that the number of vertices is still
divisible by k− 1, as it should be the case. Next, we form a Hamilton cycle on these vertices. There
are
(n− t(k − 1))!
2(m− t)((k − 2)!)m−t
ways to do so. In order to see this, just note that we replace n by n − t(k − 1) and m by m− t in
equation (24). Lastly, once the Hamilton cycle has been formed, we can uncollapse each one of the
t edges, so we obtain an extra factor of (k!)t. Hence,
αt ≤ 1
N
·
(
m
t
)
(n− t(k − 1))!(k!)t
2(m− t)((k − 2)!)m−t
=
(m)t(k!)
tm((k − 2)!)t
t!(m− t)(n)(k−1)t
=
m(m)tC
t
(m− t)t!(n)(k−1)t
(28)
for a constant C depending on k. Plugging back on f(n) we get:
f(n) ≤ m
2(n
k
) (1− p
p
)
+
m∑
t=2
m(m)tC
t
pt(m− t)t!(n)(k−1)t
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To handle the summation, we are going to split it into two sums:
logn∑
t=2
m(m)tC
t
pt(m− t)t!(n)(k−1)t
+
m∑
t>log n
m(m)tC
t
pt(m− t)t!(n)(k−1)t
:= S1 + S2
Note that in the range 2 ≤ t ≤ log n, we have by lemma 2.11:
• (m)t = mt(1 + o(1)),
• (n)(k−1)t = (1 + o(1))n(k−1)t, and
• m/(m− t) ≤ 2.
Hence,
S1 ≤ (1 + o(1))
log n∑
t=2
2mtCt
n(k−1)tptt!
= O
(
m2
n2(k−1)
)
= O
(
1
n2(k−2)
)
(29)
For S2, we can upper bound m/(m− t) ≤ n, and (m)t/(n)(k−1)t ≤ 1 to obtain:
S2 ≤
m∑
t>logn
nCt
ptt!
≤ n
2C logn
plogn(log n)!
= o
(
1
n2(k−2)
)
using this in the definition of f we obtain:
f(n) ≤ m
2(n
k
) (1− p
p
)
+O
(
1
n2(k−2)
)
=
m2(
n
k
) (1− p
p
)(
1 +O
(
n2−k
))
(30)
Thus,
1√
1 +O (n2−k)
≤ Cov(X∗n, E∗n) ≤ 1
where the second inequality is just from Cauchy Schwarz. Then we have that the lower bound is:
1√
1 +O (n2−k)
which we can re-write using a Taylor expansion as:
1−O(n2−k) (31)
Hence, expanding (25) and using (31) we have:
E[|X∗n − E∗n|2] = E[(X∗n)2] + E[(E∗n)2]− 2Cov(X∗n, E∗n) = 2− 2(1−O(n2−k) = O(n2−k)
Hence, when k ≥ 3, we have that the above tends to zero. This completes the proof of Theorem
1.7.
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7 Proof of Theorem 1.8
Proof. Now we are going to use Theorem 1.7 to derive LIL for X∗n. First we note that since E is the
summation of
(n
k
)
i.i.d. random variables, then we have that E∗n obeys the LIL. That is,
E∗n ≤ (1 + ε/2)
√
2 log log n
with probability 1 for large enough n and with probability 1 we also have
E∗n ≥ (1− ε/2)
√
2 log log n
infinitely often. Note that we write log log n instead of log log
(n
k
)
, which holds because they are
asymptotically equal (as k is fixed). Furthermore,
Pr
(|X∗n − E∗n| ≥ t) ≤ Pr(|X∗n −E∗n|2 ≥ t2) ≤ E[(X∗n − E∗n)2]t2 = O
(
1
t2nk−2
)
let t = (ε/2)
√
2 log log n. We obtain:
Pr
(
|X∗n − E∗n| ≥ (ε/2)
√
2 log log n
)
≤ O
(
1
nk−2 log log n
)
(32)
if k ≥ 4, then we have: ∑
n
Pr(|X∗n − E∗n| ≥ (ε/2)
√
2 log log n) <∞
and by the Borel-Cantelli Lemma we have that with probability 1, only finite many of those events
can happen. That is, with probability 1 we have |X∗n − E∗n| < (ε/2)
√
2 log log n for all n sufficiently
large. Hence, with probability one, for infinitely many n we have:
(1− ε)
√
2 log log n ≤ X∗n ≤ (1 + ε)
√
2 log log n
Hence, we obtain the Law of Iterated Logarithm for Hamilton cycles provided that k ≥ 4.
8 Upper-tail Estimates
In this section we present new upper-tail estimates needed in the proofs of Theorems 1.4 and 1.5.
8.1 Proof of Lemma 2.7
We denote by Kn,n the complete bipartite graph and let P denote the set of all perfect matchings
in Kn,n. Clearly, we have
|P| = n!.
For each P ∈ P, let XP to denote the indicator random variable for the event “P appears in
B(n,m)”. It is easy to see that
E[XP ] =
(m)n
(n2)n
, (33)
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and
E[Xn,m] = n!
(m)n
(n2)n
= n!pnm
(
−1− pm
pm
+O(1/n)
)
(34)
where pm :=
m
n2 . For the calculation of equation (34), see the Appendix. In general, for any fixed
bipartite graph H with h edges, the probability that B(n,m) contains H is precisely
(m)h
(n2)h
.
Thinking of H as the (simple) graph formed by the union of perfect matchings P1, . . . , Pk, ob-
serving that XH = XP1 · · ·XPk , we obtain that
E[Xkn,m] =
∑
P1,...,Pk∈P
E[XP1 . . . XPk ] =
(k−1)n∑
a=0
M(a)
(m)kn−a
(n2)kn−a
, (35)
where M(a) is the number of (ordered) k-tuples (P1, ..., Pk) ∈ Pk, whose union contains exactly
kn− a edges. Our main task is to bound M(a) from above.
Fix a and let L := L(a) be the set of all sequences L := ℓ2, . . . , ℓk of non-negative integers where
ℓ2 + · · ·+ ℓk = a.
For each sequence L = ℓ2, . . . , ℓk, let NL be the number of k-tuples (P1, . . . , Pk) such that for every
2 ≤ t ≤ k, we have |Pt ∩ (∪j<tPj)| = ℓt. Clearly, we have
M(a) =
∑
L∈L
NL.
We construct a k-tuple in NL according to the following algorithm:
• Let P1 be an arbitrary perfect matching.
• Suppose that P1, . . . , Pt−1 are given, our aim is to construct Pt. Pick ℓt edges to be in Pt∩∪t−1j=1Pj
as follows: first, pick a subset B1,t of ℓt vertices from the first color class (say V1). Next, from
each vertex pick an edge which appears in ∪t−1j=1Pj so that the chosen edges form a matching.
Let us denote the obtained partial matching by Et, and observe that |Et| = ℓt, and that
B2,t := (∪Et) ∩ V2 is a set of size ℓt (where V2 denotes the second color class).
• Find a perfect matching Mt between V1\B1,t and V2\B2,t which has an empty intersection with
∪t−1j=1Pj, and set Pt := Et ∪Mt.
Next, we wish to analyze the algorithm. There are n! ways to choose P1. Having chosen
P1, . . . , Pt−1, there are
(n
ℓt
)
ways to choose B1,t. Each vertex in B1,t has at most t − 1 different
edges in ∪t−1j=1Pj . Thus, the number of ways to choose Et is at most (t − 1)ℓt . Moreover, once B1,t
and B2,t are defined, the number of ways to choose Mt is at most (n− ℓt)!. This way, we obtain
NL ≤ n!
k∏
t=2
(
n
ℓt
)
(t− 1)ℓt(n− ℓt)! = n!
k∏
t=2
n!
(t− 1)ℓt
ℓt!
= (n!)k
k∏
t=2
(t− 1)ℓt
ℓt!
.
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By the multinomial identity and the definition of the set L,
∑
L∈L
k∏
t=2
(t− 1)ℓt
ℓt!
=
1
a!
(1 + · · ·+ (k − 1))a =
(
k
2
)a
a!
.
Therefore
M(a) =
∑
L∈L
NL ≤ (n!)k
∑
L∈L
k∏
t=2
(t− 1)ℓt
ℓt!
= (n!)k
(k
2
)a
a!
. (36)
This estimate is sufficient in the case when a is relatively large. However, it is too generous in
the case when a is small (the main contribution in LHS of (35) comes from this case). In order to
sharpen the bound, we refine the estimate on the number of possible Mt’s that one can choose in
the last step of the algorithm, call this number Mt (clearly, Mt also depends on the Bi,ts and we
estimate a worse case scenario). Let Gt be the bipartite graph between V1\B1,t and V2\B2,t formed
by the edges which are not in ∪t−1j=1Pj. For each v ∈ V1\B1,t, let dv be its degree in Gt. By the
Bregman-Minc inequality (see theorem 2.12)
Mt ≤
∏
v∈V1\B1,t
(dv!)
1/dv .
It is clear from the definition that for each v
d := n− ℓt − (t− 1) ≤ dv ≤ n− ℓt := D
Call a vertex v good if dv = d and bad otherwise. It is easy to see that v is good if and only if it has
exactly t− 1 different edges in ∪t−1j=1Pj and none of these edges hits B2,t. It follows that the number
of good vertices is at least
n− ℓt(t− 1)−
t−1∑
j=2
ℓj ≥ n− a(k − 1)− a = n− ka.
Since (d!)1/d is monotone increasing, it follows that
Mt ≤ (d!)
n−ka
d (D!)
ka−ℓt
D .
Comparing to the previous bound of (n− ℓt)!, we gain a factor of
(d!)
n−ka
d (D!)
ka−ℓt
D
(n− ℓt)! =
[
(d!)1/d
(D!)1/D
]n−ka
. (37)
A routine calculation (see Appendix) shows that whenever ka = o(n), the RHS is
(1 + o(1))e−(t−1). (38)
Thus, for such values of a, we have
M(a) ≤ (n!)k
(
k
2
)a
a!
k∏
t=2
(1 + o(1))e−(t−1) < 2k exp
(
−k(k − 1)
2
)
(n!)k
(
k
2
)a
a!
, (39)
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where the constant 2 can be replaced by any constant larger than 1.
Now we are ready to bound EXkn,m. Recall (35)
EXkn,m =
(k−1)n∑
a=0
M(a)
(m)kn−a
(n2)kn−a
.
We split the RHS as
T∑
a=0
M(a)
(m)kn−a
(n2)kn−a
+
(k−1)n∑
a=T+1
M(a)
(m)kn−a
(n2)kn−a
= S1 + S2.
where T = pmek
2. The assumption k3 = o(n) of the lemma guarantees that kT = o(n). Let
pm :=
m
n2
. By (39) and lemma 2.11 and a routine calculation, we have
S1 =
T∑
a=0
M(a)
(m)kn−a
(n2)kn−a
≤ 2
k(n!)kpnkm
e(
k
2)
exp
(
−k
2(1− pm)
2pm
+ o(1)
) T∑
a=0
(
(k
2
)
)a
a!
p−am .
On the other hand,
T∑
a=0
(
(k
2
)
)a
a!
p−am <
∞∑
a=0
(
(k
2
)
)a
a!
p−am = e
(k2)/pm ,
so
S1 ≤ 2
k(n!)kpnkm
e(
k
2)
exp
(
−k
2(1− pm)
2pm
+ o(1)
)
e(
k
2)/pm = Ck1 (n!)
kpnkm ,
where C1 is a constant depending on pm. (In fact we can replace the constant 2 by any constant
larger than 1 in the definition of C1; see the remark following (39)). To bound S2, we use (36) and
lemma 2.11 to obtain
S2 =
∑
a>T
M(a)
(m)kn−a
(n2)kn−a
≤ (n!)kpnkm exp
(
−k
2(1− pm)
2pm
+ o(1)
)∑
a>T
(
(
k
2
)
)a
a!
p−am .
Notice that we no longer have the term 2
k
e(
k
2)
. However, as a is large, there is a much better way
to bound
∑
a>T
((k2))
a
a! p
−a
m . Stirling’s approximation yields
∑
a>T
(
(k
2
)
)a
a!
p−am ≤
∑
a>T
(
ek2
2pma
)a
<
∑
a>T
(
1
2
)a
= O(1).
It follows that
S2 = o((n!)
kpnkm ),
and thus is negligible for our needs. Therefore,
E[Xkn,m] = S1 + S2 ≤ Ck1 (n!)pnkm .
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Finally, note that (34) implies
(E[Xn,m])
k = (n!)kpnkm exp
(
k(1 − pm)
pm
+O(k/n)
)
≥ Ck2 (n!)kpnkm ,
for an appropiate constant C2. Thus, we get E[X
k
n,m]/(E[Xn,m]
k) ≤ Ck by setting C := C1/C2.
8.2 Proof of Lemma 2.9
Proof of lemma 2.9. Let Kn be the complete graph of n vertices and denote by H the set of Hamilton
cycles in Kn. Clearly,
|H| = (n− 1)!
2
For each H ∈ H, let XH denote the indicator random variable for the event “H appears in G(n,m)”.
It is easy to see that
E[XH ] =
(m)n(n
2
)
n
Thus,
E[Xn,m] = N
(m)n(n
2
)
n
(40)
where above and henceforth we let N := (n− 1)!/2. By lemma 2.11,
(m)n(n
2
)
n
= pnm exp
(
−1− pm
pm
+ o(1)
)
Hence, calculating the k-th moment we obtain:
E[Xkn,m] =
∑
H1,...,Hk∈H
E[XH1 . . . XHk ] =
(k−1)n∑
a=0
M(a)
(m)kn−a(n
2
)
kn−a
(41)
where M(a) is the number of (ordered) k-tuples (H1, . . . ,Hk) ∈ Hk. The following lemma gives us
bounds for M(a), and it is true for k ≤ logn8 .
Lemma 8.1. For M(a) defined above, if 0 ≤ a ≤ log3 n we have:
M(a) ≤ 3kNk (k(k − 1))
a
ek(k−1)a!
and for log3 n < a ≤ (k − 1)n we have the following weaker bound:
M(a) ≤ 3kNk (k(k − 1))
a
a!
Splitting the sum in (41),
E[Xkn,m] =
log3 n∑
a=0
M(a)
(m)kn−a(
n
2
)
kn−a
+
(k−1)n∑
a=log3 n+1
M(a)
(m)kn−a(
n
2
)
kn−a
= S1 + S2 (42)
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allows us to use lemma (8.1). We bound the two sums separately:
S1 =
log3 n∑
a=0
M(a)
(m)kn−a(n
2
)
kn−a
≤ 3
kNkpnkm
ek(k−1)
exp
(
−k
2(1− pm)
pm
+ o(1)
) log3 n∑
a=0
(k(k − 1))a
a!
p−am
On the other hand,
log3 n∑
a=0
(k(k − 1))a
a!
p−am ≤
∞∑
a=0
(k(k − 1))a
a!
p−am = e
k(k−1)/pm
so
S1 ≤ 3
kNkpnkm
ek(k−1)
exp
(
−k
2(1− pm)
pm
+ o(1)
)
ek(k−1)/pm := Ck1N
kpnkm
for some appropriate constant C1 (which depends on k). To bound S2:
S2 =
∑
a>log3 n
M(a)
(m)kn−a(n
2
)
kn−a
≤ 3kNkpnkm exp
(
−k
2(1− pm)
pm
+ o(1)
) ∑
a>log3 n
(k(k − 1))a
a!
p−am
However for this case, it is enough to bound the summation using Stirling’s approximation, and use
k = O(log n): ∑
a>log3 n
(k(k − 1))a
a!
p−am ≤
∑
a>log3 n
(
k(k − 1)e
pma
)a
≤
∑
a>log3 n
(
1
2
)a
= o(1)
It follows that
S2 = o(3
kNkpnkm ),
and is thus totally negligible for our needs. Therefore,
E[Xkn,m] = S1 + S2 ≤ Ck1Nkpnkm
Finally, raising equation (40) to the k-th power yields:
(E[Xn,m])
k = Nkpnkm exp
(
−(1− pm)k
pm
+ o(1)
)
≥ Ck2Nkpnkm
for some constant C2. Hence,
E[Xkn,m]
(E[Xn,m])k
≤ (C1/C2)k
and setting C := C1/C2 finishes the proof.
Proof of lemma 8.1. Fix a ≤ log3 n, and let L := L(a) be the set of all the sequences L := (ℓ1, . . . , ℓk)
of non-negative integers where
ℓ2 + ℓ3 + . . .+ ℓk = a
For each L = (ℓ2, . . . , ℓk), let NL be the number of k-tuples (H1, . . . ,Hk) such that for 2 ≤ t ≤ k we
have |Ht ∩ (∪i<tHi)| = ℓt. Clearly we have,
M(a) =
∑
L∈L
NL
we know describe how to construct k-tuples in NL.
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1. Pick an arbitrary H1.
2. Assume we are given H1, . . . ,Ht−1. Construct a set Et of edges, of size ℓt such that Et ⊂ ∪i<tHi.
3. Complete Et into a Hamilton cycle.
Next we analyze the algorithm. Clearly there are N ways to perform the first step. For the moment,
assume that the number of ways to perform step 2 and 3 (for a fixed t) is given by:
3N
(2(t− 1))ℓt
e2(t−1)ℓt!
Then, for fixed L we would have the following upper bound on NL:
NL ≤ 3kNk
∏
t=2
(2(t− 1))ℓt
e2(t−1)ℓt!
by the multinomial identity and the definition of the set L we have,
∑
L∈L
∏
t=2
(2(t− 1))ℓt
e2(t−1)ℓt!
=
1
ek(k−1)a!
(2 + 4 + . . .+ 2(k − 1))a = (k(k − 1))
a
ek(k−1)a!
so we obtain the upper bound on M(a),
M(a) ≤ 3kNk (k(k − 1))
a
ek(k−1)a!
as claimed. Hence to finish we need to upper bound steps 2-3 of the algorithm.
Upper bound on steps 2 and 3. Assume we are given H1, . . . ,Ht−1. For each vertex v, consider
the set L(v) defined as follows:
L(v) := {w | vw ∈ (H1 ∪ . . . ∪Ht−1)}
which we shall refer to as the list of bad vertices of v. Note that for each v, we have |L(v)| ≤ 2(t−1).
Pick a subset Vt ⊂ V (Kn) of size ℓt, say Vt = {u1, . . . , uℓt}. We can do so in
(n
ℓt
)
ways. Then, for
each ui ∈ Vt, we select an element, wi, on its list L(ui). Perform this selection such that if i 6= j, then
wi 6= wj . Note that this might not always be possible, in which case the number of ways to perform
this step is zero (and we obtain the upper bound trivially). Having chosen the pairs (ui, wi), we are
going to match them through an edge. Hence, we have at most(
n
ℓt
)
(2(t− 1))ℓt
number of ways to construct Et. Now our task is to upper bound the number of ways we can com-
plete Et into a Hamilton cycle without using any edges in ∪i<tHi.
First, we are going to collapse the edges in Et into vertices, and identify them by wi. Hence,
we now have V (Kn)\Vt as vertex set (that is, n− ℓt vertices). We are going to upper bound a bigger
quantity: The number of oriented Hamilton cycles, such that for no vertex v, we have v → w for
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some w ∈ L(v), which henceforth we shall refer to as “v is bad”.
Let N(t) be the quantity we wish to upper bound (that is, the number of oriented Hamilton cy-
cles with no bad vertices). Hence,
N(t) = (n− ℓt − 1)! −
∑
v1
#{H | v1 bad in H}+
∑
v1,v2
#{H | v1, v2 bad in H} − . . .
=s0 − s1 + s2 − · · · (43)
where si =
∑
v1,...,vi
#{H | v1 . . . , vi bad in H}. We now give upper and lower bounds on si, and we
also argue why it is enough to consider the terms up to i = log2 n:
Upper bound on st: First we choose the i vertices that will be bad. There are
(n−ℓt
i
)
ways
to do so. Say we chose {v1, . . . , vi}. Then there are at most 2(t− 1) many ways to make each vertex
bad, hence a total of at most (2(t − 1))i ways to make vr bad (1 ≤ r ≤ i). Hence, we have vr → xr
for some xr in its set L(vr). Collapse vr and xr onto a single vertex (for 1 ≤ r ≤ i), so now we have
n−ℓt−i vertices. Then form any oriented Hamilton cycle on these vertices, so we have (n−ℓt−i−1)!
ways to do so (then uncollapse them to obtain an oriented Hamilton cycles on n−ℓt vertices). Hence,
si ≤
(
n− ℓt
i
)
(2(t− 1))i(n − ℓt − i− 1)!
=
(n− ℓt)!
n− ℓt − i ·
(2(t− 1))i
i!
=
n− ℓt
n− ℓt − i · (n− ℓt − 1)! ·
(2(t− 1))i
i!
=
(
1 +O
(
ℓt + i
n
))
(n− ℓt − 1)! · (2(t− 1))
i
i!
(44)
but since we are considering i ≤ log2 n and ℓt ≤ a ≤ log3 n we have:
si ≤ (1 +O(log3 n/n))(n− ℓt − 1)! · (2(t− 1))
i
i!
Truncation: We show that |∑n−1
i=log2 n
(−1)isi| is small. Indeed,∣∣∣∣∣∣
n−1∑
i=log2 n
(−1)isi
∣∣∣∣∣∣ ≤
n−1∑
i=log2 n
n− ℓt
n− ℓt − i (n− ℓt − 1)! ·
(2(t− 1))i
i!
≤ (n− ℓt − 1)!
n−1∑
i=log2 n
n
(2(t− 1))i
i!
≤ (n− ℓt − 1)!n2 (2(t− 1))
log2 n
(log2 n)!
= (n− ℓt − 1)!o(e−2(t−1)/n) (45)
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where the second to last inequality holds since the summands are in decreasing order (as t is at most
logn
8 ).
Lower bound on st: For this bound, we are only going to consider {v1, . . . , vi} such that their
lists are disjoint. Intuitively, almost all
(n−ℓt
i
)
options are good since the sizes of the lists are of order
t (which will be logarithmic). Let αi be the number of {v1, . . . , vi} such that L(vt) ∩ L(vr) = ∅ for
t 6= r and |L(vr)| = 2(t− 1). Hence,
si ≥ αi(2(t− 1))i(n− ℓt − i− 1)!
=
(
αi(n−ℓt
i
))(n− ℓt
i
)
(2(t− 1))i(n− ℓt − i− 1)!
=
(
αi(
n−ℓt
i
))(1 +O(i+ ℓt
n
))
(n− ℓt − 1)! · 2(t− 1))
i
i!
(46)
Now, we compute αi: First we choose v1 so that |L(v)| = 2(t − 1). There are n − ℓt − O(log3 n)
options for v1. Then, choose v2 so that |L(v2)| = 2(t− 1) and L(v2) ∩ L(v1) is empty. There are at
most (2(t − 1))2 many vertices, u, such that L(u) ∩ L(v1) is not empty (to see this note that L(v1)
has size (2(t− 1)) and each member of L(v1) is in at most (2(t− 1)) many lists). Hence, the number
of ways to pick v2 is at least n− ℓt−O(log3 n)− (2(t− 1))2. Continue in the manner to obtain (after
dividing by the i! that comes from double counting) the following lower bound:
α ≥ (n− ℓt −O(log
3 n))(n− ℓt −O(log3 n)− (2(t− 1))2) · · · (n− ℓt −O(log3 n)− (i− 1)(2(t − 1))2)
i!
≥ (n− ℓt −O(log
4 n))i
i!
(47)
where the last inequality uses i ≤ log2 n and t ≤ (log n)/8. We compare with (n−ℓti ) as follows:
αi(n−ℓt
i
) ≥ (n−ℓt−O(log4 n))ii!
(n−ℓt)i
i!
=
(n− ℓt −O(log4 n))i
(n− ℓt)i
=
(n− ℓt)i(1−O(log4 n/n))i
(n− ℓt)i(1 +O(i2/n))
= (1−O(log6 n/n)) (48)
where above we use (n − ℓt)i = (n − ℓt)i(1 + O(i2/n)) which is valid for i ≤ log2 n. Hence, putting
everything together we arrive at the lower bound:
si ≥ (1−O(log6 n/n))(n− ℓt − 1)! · 2(t− 1))
i
i!
Hence, we have that for all i ≤ log2 n the following bounds on si:
(1−O(log6 n/n))(n− ℓt − 1)! · 2(t− 1))
i
i!
≤ si ≤ (1 +O(log6 n/n))(n− ℓt − 1)! · 2(t− 1))
i
i!
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which implies:
log2 n∑
i=0
(−1)isi ≤
log2 n∑
i=0
(n− ℓt − 1)!(−2(t − 1))
i
i!
(1 + (−1)iO (log6 n/n))
≤
log2 n∑
i=0
(n − ℓt − 1)!(−2(t − 1))
i
i!
+
log2 n∑
i=0
(n− ℓt − 1)!(2(t − 1))
i
i!
O
(
log6 n
n
)
≤ (n− ℓt − 1)!
(
e−2(t−1)(1 + o(1)) + e2(t−1) ·O
(
log6 n
n
))
= (n− ℓt − 1)!e−2(t−1)
(
(1 + o(1) +O
(
e4(t−1) log6 n
n
))
= (n− ℓt − 1)!e−2(t−1)(1 + o(1))
where the last equality uses the fact that t ≤ k ≤ logn8 . Putting everything together we have:
n−1∑
i=0
(−1)isi =
log2 n∑
i=0
(−1)isi +
n−1∑
i=log2 n
(−1)isi
≤
log2 n∑
i=0
(−1)isi + (n− ℓt − 1)!o(e−2(t−1)/n)
≤ (n− ℓt − 1)!e2(t−1)(1 + o(1))
Thus, the number of ways to complete Et into a Hamilton cycles is upper bounded by:
(n− 1− ℓt)!e−2(t−1)(1 + o(1))
Putting it together with the upper bound on the number of ways to construct Et we obtain that the
upper bound on Steps 2 and 3 of our algorithm is given by:
(1 + o(1))(n − 1− ℓt)!e−2(t−1)
(
n
ℓt
)
(2(t− 1))ℓt = (1 + o(1))2N (2(t− 1))
ℓt
e2(t−1)
≤ 3N (2(t− 1))
ℓt
e2(t−1)
9 Appendix
Proof of lemma 2.11: Let t, ℓ be such that ℓ = o(t2/3). Then,
(t)ℓ = t(t− 1) · · · (t− ℓ+ 1)
= tℓ
ℓ−1∏
i=0
(1− i/t)
= tℓ
ℓ−1∏
i=0
e−i/t+O(i
2/t2)
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= tℓ exp
(
ℓ−1∑
i=0
−i/t+O(i2/t2)
)
= tℓ exp
(
−ℓ(ℓ− 1)
2t
+O(ℓ3/t2)
)
= tℓ exp
(
−ℓ(ℓ− 1)
2t
+ o(1)
)
as claimed.
Approximation of expected value (Perfect matchings): For a subgraph H of Kn,n with
exactly h edges, the probability that H appears in B(n,m) is exactly:(n2−h
m−h
)(n2
m
) = (m)h
(n2)h
Let H be a perfect matching on Kn,n, then h = n, so we can apply Lemma 2.11 to obtain:
(m)n
(n2)n
=
mn exp
(
−n(n−1)2m +O(1/n)
)
(n2)n exp
(
−n(n−1)
2n2
+O(1/n)
)
=
mn
(n2)n
exp
(
− n
2
2m
+
1
2
+O(1/n)
)
= pnm exp
(
−1− pm
2pm
+O(1/n)
)
where in the last equality we used pm := m/n
2. Since there are a total of n! perfect matchings, we
obtain by linearity:
E[Xn,m] = n!p
n
m exp
(
−1− pm
2pm
+O(1/n)
)
Approximation of expected value (Hamilton cycles): Just like above, let H be a hamilton
cycle in Kn. Then the probability that H appears in G(n,m) is given by:((n2)−n
m−n
)
((n2)
m
) = (m)n(n
2
)
n
=
mn(n
2
)n exp
(
− n
2
2m
+
n2
2
(n
2
) +O(1/n))
= pnm exp
(
−1− pm
pm
+O(1/n)
)
by linearity, one obtains the desired approximation.
Computation of equation (37): We are going to use the following upper and lower bounds for
the factorial: √
2πs(s/e)s ≤ s! ≤
√
2πs(s/e)se1/12s
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Hence, [
(d!)1/d
(D!)1/D
]n−ka
≤
[
(
√
2πd(d/e)de1/12d)1/d
(
√
2πD(D/e)D)1/D
]n−ka
=
[
(1 +O(n−2))
d(2πd)1/2d
D(2πD)1/2D
]n−ka
= (1 +O(n−1)
[
(2πd)1/2d
(2πD)1/2D
]n−ka [
d
D
]n−ka
= (1 + o(1))
[
1− t− 1
n− ℓt
]n−ka
= (1 + o(1))et−1
as desired. (Here we use the assumption that ka = o(n).)
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