We study a semilinear hyperbolic problem, written as a second order evolution equation in an infinite-dimensional Hilbert space. Assuming existence of the global attractor, we estimate its fractal dimension explicitly in terms of the data. Despite its elementary character, our technique gives reasonable results. Notably, we require no additional regularity, although the nonlinear damping is allowed.
Introduction
There is an ongoing interest in the dynamics of hyperbolic problems with nonlinear damping. Despite the difficulties related to usually minimal information on the regularity of solutions, their large time behavior seems now to be well understood. Indeed, the existence of a finite-dimensional attractor has been proved for a large class of abstract problems [1] , as well as in a number of particular concrete instances ( [2] , [3] , [4] ).
Next natural step of the analysis is an explicit estimate of the attractor dimension; and the literature seems to be less extensive in this respect. Concerning in particular the wave equation with nonlinear damping, we refer to [5] , [6] , which only deal with the 2d problem under very restrictive assumptions on the nonlinearities, and [7] , which handles 3d problem, but the estimates are too large (exponential dependence on the data).
The technique we use in the present paper is similar to [4] or [1] ; however, the key observation is that the method works even if ℓ (the length of the trajectories) is kept small. In effect, we obtain estimates that are much lower (polynomial dependence on the data), cf. also [8] .
As a special case of our abstract setting, we obtain estimates for the damped wave equation in R n . Our results are comparable to those obtained in [9] in the case of linear damping, where a stronger technique of differentiability of solution semigroup and Lyapunov exponents was used.
Equations and preliminaries
We consider an abstract hyperbolic nonlinear problem
for u(t) : [0, ∞) → H, where (H, (·, ·)) is a separable Hilbert space, A : D(A) ⊂ H ֒→ H densely defined selfadjoint operator with compact inverse. If λ j , w j are the eigenvalues/eigenvectors to A, we set
with the usual norm. Note that
We assume that
We further assume that for any
H 0 , i.e., the (square of the) E-norm of u at time t. Our last assumption is that there exists a global attractor A ⊂ E, i.e., a compact, invariant set that attracts all bounded subsets in E.
The purpose of this note is to estimate explicitly its fractal dimension dim F (A) (in the metric E). Recall that
where N(A, ε) is the smallest number of sets of diameter ε that cover A.
Apriori estimates
Let u, v be solutions to (1) . Testing the equation for w := u − v by w ′ gives, in view of (2),
Further, since w H s ≤ λ
where c = exp(1). This is the usual "bottleneck" of the method of ℓ-trajectories. One has to keep ℓ small to avoid exponentially large estimates.
Secondly, we multiply the equation for w by w to get
Noting that (w ′′ , w) = 
We multiply the last inequality by ε and add with (4); having chosen
we arrive at
Here, we set
Smoothing property
By (9) and (5) we have
where θ ∈ (0, 1) is given by the relation 1 − θ = (1 + cεℓ) −1 , i.e., θ ≥ cεℓ.
Dimension estimate
The key step now is the following iterated covering argument, deduced from (10). Let B ⊂ E ε , diam B ≤ r. We will show that S(ℓ)B can be covered by N sets with diameter (1 − θ/2) 1 2 r, where N is independent of B and r.
Indeed, let B ℓ ⊂ L 2 (0, ℓ; E ε ) be the ℓ-trajectories starting from B, i.e.,
It follows from (5) that diam B ℓ ≤ cℓ 1 2 r; more precisely B ℓ ⊂ χ 0 +Ũ, wherẽ
Obviously, the sets
ℓ } cover S(ℓ)B, and it follows from (10) that
as required. It remains to determine the covering number N. Clearly, the problem is equivalent to the covering of
where
It is clear that N is independent of r, and if we assume that the behavior of eigenvalues of A is given as 
where ε, K are given in (7).
Concluding remarks
Assume that A = −△ in a bounded domain Ω ⊂ R n , i.e., (1) corresponds to a damped wave equation. Thus, (14) holds with a = 2/n (see e.g. [10] ). Setting for simplicity λ 1 = 1 and assuming γ > 1, α < 1, (7) reduces to ε = cα, K = cγ 2 α −1 and we come to a more compact estimate dim F (A) ≤ cγ 
It is noteworthy that [9, Section 6.2], under stronger assumptions (notably, a linear damping h(u ′ ) = αu ′ and smoothness of g(·)) gives a similar estimate dim F (A) ≤ c (γ/α) n 1−s , using a considerably more involved technique (Lyapunov exponents).
