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Abstract – We develop and test cluster approximations, which generalize simple mean–field by
taking into account more and more local correlations, for the Totally Asymmetric Simple Exclu-
sion Process with open boundaries. We consider in detail the pair and triplet approximations,
discussing the improvements with respect to mean field in various steady state properties. More-
over, we analyze the recently discovered dynamical transition, describing how the spectrum of the
relaxation matrix changes at the transition.
Introduction. – In equilibrium statistical physics a
huge research effort has been devoted to develop approx-
imations for models with a large number of interacting
variables, whose exact solution is typically out of reach
for both analytical and computational approaches. A large
fraction of this effort has been focused on mean field tech-
niques and their generalizations, yielding simple and effi-
cient approaches, which can turn out to be exact in certain
limiting cases.
In the last decades such an effort has been extended to
nonequilibrium statistical physics, in particular to the well
defined and interdisciplinarily relevant problem of models
defined on graphs, whose dynamics can be described in
terms of a Markov process [1], paradigmatic examples be-
ing the kinetic Ising model and epidemic processes.
A lot of techniques exist, which go beyond the simple
mean–field approach [2]. Here we briefly mention those
which are most relevant for the present work, for a more
detailed review see [3]. In many such approaches one as-
sumes that the probability distribution of a model with
many variables factors into a suitable product of local
marginals, including of course mean–field as its simplest
version. This idea has led to the so–called cluster approxi-
mations [4,5], local structure theories [6,7], n–step Marko-
vian approximations [8], and local equilibrium approxi-
mations [2, 9–12]. The Path Probability Method (PPM)
[13–17] is the dynamical version of the well–known Cluster
Variational Method [18–20] and, like the latter, is based on
the minimization of a suitable free–energy–like functional
obtained by a cluster expansion. It has been shown to be
related, in certain instances, to local equilibrium approxi-
mations [21]. The well–known cavity method [22] has been
recently extended to kinetic problems [23–29] yielding ap-
proaches known as dynamic cavity and dynamic message
passing [30], which have been shown to be efficient and
accurate on large systems. In the last few years, suitable
generalizations of the PPM idea have been shown [31–33]
to be often more efficient and accurate than dynamic cav-
ity and dynamic message passing. Although based on a
cluster expansion of a free–energy–like functional, these
approaches can in some instances be interpreted in terms
of an assumption of a suitable factorization of the model
probability distribution, as in local equilibrium approxi-
mations.
Some of the aforementioned approaches are not di-
rectly applicable to another class of paradigmatic models
in nonequilibrium statistical physics, namely the Totally
Asymmetric Simple Exclusion Process (TASEP) and its
extensions (see [34] for a recent review of these models
and their applications). This can be understood by con-
sidering the formulation of the dynamics. In both kinetic
Ising–like models and epidemic processes, a transition at
a given node (e.g. from susceptible to infected) can occur
without implying a transition on an adjacent node. In the
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TASEP we have particles moving on a one–dimensional
lattice, and a particle can hop to the adjacent node pro-
vided it is empty, so the transition from occupied to empty
at node i implies the transition from empty to occupied
at node i+ 1.
In the present work we shall apply cluster approxima-
tions of the local equilibrium type to the TASEP model.
We shall explicitly consider the pair and triplet approx-
imations, corresponding to the (2, 1) and (3, 2) approxi-
mations in [4], or the “triplet” and “quintuplet” approx-
imations in [12], which take into account correlations be-
tween 2 and 3 adjacent nodes respectively. In addition
to discussing how these approximations can improve the
description of steady–state properties, we shall focus on
a recently discovered dynamical transition. In this case,
before applying the pair and triplet approximations, we
shall investigate in detail the mean field approximation,
discussing in particular the qualitative changes occurring
at the transition in the spectrum of the relaxation matrix.
Model. – The TASEP is a paradigmatic model in
nonequilibrium statistical physics. It was originally in-
troduced, in a more general form, in [35] as a model
of mRNA translation. The steady state of the TASEP
with open boundaries [36] has been exactly worked out
in the 1990s [37–40], showing a rich phase diagram, fea-
tures which make it a suitable candidate for testing ap-
proximate methods. The mean–field approximation for
the steady state was discussed in [37]. As previously men-
tioned, the model is defined on a one–dimensional lattice,
where particles can hop only rightward, from each node
to the adjacent one, provided the latter is empty, at unit
rate. Considering a lattice of length N , we label lattice
nodes from left to right by i = 1, . . .N and introduce ran-
dom variables of the occupation number type nti = 0, 1,
where as customary nti = 1 if node i is occupied by a par-
ticle at time t and nti = 0 otherwise. Expectation values
will be denoted by 〈〉, e.g. we will use the local densities
ρti = 〈nti〉. Local densities in the stationary state do not
depend on time and will be denoted by ρi. Whenever the
stationary density profile exhibits a bulk region, we will
denote the corresponding density by ρ.
Various types of boundary conditions have been con-
sidered in the literature. Here we will focus on the par-
ticularly interesting case of open boundary conditions,
with particles injected at the leftmost node (provided it
is empty) with rate α, and extracted from the rightmost
node (provided it is occupied) with rate β. Notice that
a fully equivalent description may be obtained assuming
that the system is in contact with two reservoirs of fixed
densities α and 1−β, which respectively inject and extract
particles at unit rate.
Upon varying α and β a rich, exactly known [37–42]
phase diagram, illustrated in Fig. 1, is obtained.
If β < 1/2, α > β, the steady state is in a high density
phase, with a current J = β(1 − β) and a bulk density
ρ = 1− β > 1/2, which extends up to the right boundary.
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Fig. 1: Phase diagram of the TASEP model with open bound-
ary conditions. See main text for a description of the various
phases and transitions between them.
At the left boundary the density takes the value 1 − J/α
and approaches the bulk with an exponential decay (in
the region denoted by HD-I in Fig. 1), with power–law
corrections for α ≥ 1/2 (regions denoted by HD-II and
HD-II’ in Fig. 1).
Exploiting a particle–hole symmetry of the model, it
can be understood that for α < 1/2, β > α, the situation
is reversed: the steady state is in a low density phase,
with J = α(1 − α) and ρ = α < 1/2, which extends
up to the left boundary, while at the right boundary the
density takes the value J/β and approaches the bulk with
an exponential decay (in the region denoted by LD-I in
Fig. 1), with power–law corrections for β ≥ 1/2 (regions
denoted by LD-II and LD-II’ in Fig. 1).
The above 2 phases are separated by the coexistence line
0 < α = β < 1/2 (the thick line separating LD-I and HD-I
regions in Fig. 1), where the current is J = α(1 − α) and
the densities at the left and right boundaries are α and
1 − α respectively, and are connected by a linear density
profile.
Finally, for α > 1/2 and β > 1/2 the steady state is in
a maximal current phase (denoted by MC in Fig. 1), with
J = 1/4 and ρ = 1/2. The densities at the left and right
boundaries are 1−J/α > 1/2 and J/β < 1/2 respectively,
and the approach to the (central) bulk value is power–law
on both sides.
In addition to the above phases and transitions, a dy-
namical phase transition (denoted by dashed lines in Fig.
1), not corresponding to any steady–state transition, has
recently been discovered theoretically [41,42] (and numer-
ically confirmed [43]) in the low and high density phases.
Considering the high density phase to fix ideas, the tran-
sition can be characterized as follows: for any β < 1/2,
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the (longest) relaxation time of the system is independent
of α for α > αc(β) (the region denoted by HD-II’ in Fig.
1), where
αc(β) =
[
1 +
(
β
1− β
)1/3]−1
, (1)
while for α < αc(β) the relaxation time depends on both
α and β.
Cluster approximations. – Simple mean–field–like,
cluster–based approximations can be obtained by assum-
ing that, at a given time t, the model probability distri-
bution factors as a suitable product of local marginals.
To be more quantitative, it is useful to define a class of
marginals, involving a string of k+1 (with k ≥ 0) adjacent
nodes: P ti [nini+1 · · ·ni+k] will denote the probability that,
at time t, the occupation numbers of nodes from i to i +
k take values ni, ni+1, · · ·ni+k respectively. In order to
model boundary conditions we will introduce two auxiliary
nodes i = 0 and i = N + 1 of fixed densities ρ0 = α and
ρN+1 = 1− β respectively, and we will assume
P t0 [1n1 . . . ni] ≡ αP t1 [n1 . . . ni], i = 1, . . . , N (2)
and
P ti [ni . . . nN0] ≡ βP ti [ni . . . nN ], i = 1, . . . , N. (3)
It is immediate to write exact dynamical evolution equa-
tions for a few of the above marginals. The time evolution
of the local densities ρti = P
t
i [1] is given by
P˙ ti [1] = P
t
i−1[10]− P ti [10], i = 1, . . . , N, (4)
where the local currents J ti = P
t
i [10] appear. The time
evolution of the local currents is in turn given by
P˙ ti [10] = P
t
i−1[100]− P ti [10] + P ti [110], i = 1, . . . , N − 1,
(5)
where certain 3–node marginals appear. The time evolu-
tion of these 3–node marginals is then given by
P˙ ti [100] = P
t
i−1[1000]− P ti [100] + P ti [1010],
P˙ ti [110] = P
t
i−1[1010]− P ti [110] + P ti [1110] (6)
(i = 1, . . . , N − 2) and involves 4–node marginals, and so
on. Clearly, in order to close our set of equations, we need
to introduce approximations.
The simplest possible choice is the ordinary mean–field
approximation [37], where one assumes that
P ti [nini+1] = P
t
i [ni]P
t
i+1[ni+1]. (7)
Using this assumption in Eq. 4 we obtain a set of closed
equations for the local densities:
ρ˙ti =


ρti−1(1 − ρti)− ρti(1− ρti+1), i = 2 . . . , N − 1
α(1 − ρt1)− ρt1(1− ρt2), i = 1
ρtN−1(1− ρtN )− βρtN , i = N.
(8)
Pair approximation. A second, more accurate, level
of approximation is obtained by retaining correlations be-
tween adjacent nodes, that is by assuming
P ti [nini+1ni+2] =
P ti [nini+1]P
t
i+1[ni+1ni+2]
P ti+1[ni+1]
(9)
as in the (2, 1) approximation in [4] or in the “triplet” ap-
proximation in [12]. In order to obtain a set of dynamical
evolution equations for the 2N − 1 variables {ρti, J ti }, we
first observe that Eq. 4 can be rewritten, with no need of
approximations, as
ρ˙ti =


J ti−1 − J ti , i = 2, . . . , N − 1
α(1− ρt1)− J t1, i = 1
J tN−1 − βρtN , i = N.
(10)
In addition, we close Eq. 5 using the approximation Eq.
9, obtaining
J˙ ti =
J ti−1(1− ρti+1 − J ti )
1− ρti
− J ti +
(ρti − J ti )J ti+1
ρti+1
(11)
for i = 2, . . . , N − 1,
J˙ t1 = α(1 − ρt2 − J t1)− J t1 +
(ρt1 − J t1)J t2
ρt2
, (12)
and
J˙ tN−1 =
J tN−2(1− ρtN − J tN−1)
1− ρtN−1
−J tN−1+β(ρtN−1−J tN−1).
(13)
Triplet approximation. A third level of approximation
is obtained by retaining correlations between 3 adjacent
nodes, that is by assuming
P ti [nini+1ni+2ni+3] =
P ti [nini+1ni+2]P
t
i+1[ni+1ni+2ni+3]
P ti+1[ni+1ni+2]
(14)
as in the (3, 2) approximation in [4] or in the “quintuplet”
approximation in [12]. Using the above assumption in Eqs.
6 we obtain equations which, together with Eqs. 4 and 5,
form a closed set, involving 4N−5 variables. Calculations
at the triplet level are straightforward, though cumber-
some, extensions of the pair approximation ones. In the
following, in order to keep our presentation contained, we
will mainly focus on the pair approximation, but we will
comment on the main changes at the triplet level and of
course present the corresponding results.
Steady state in the pair and triplet approximations.
The equations derived above for the pair approximation,
in particular Eqs. 10 and 11–13, can be directly used to
describe the steady state of the model. In the steady state,
the variables {ρti, J ti } become time–independent. From the
continuity equation Eq. 10 we obtain
Ji = Ji−1, i = 2, . . . , N − 1, (15)
p-3
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meaning that the stationary current is site–independent
(so that we shall denote it by J = Ji, i = 1, . . . N − 1),
together with the boundary conditions
ρ1 = 1− J
α
, ρN =
J
β
. (16)
In addition, from Eqs. 11–13 and using the above bound-
ary conditions (which happen to be exact), we obtain the
(approximate) recursive equation
ρi+1(ρi+1 − ρi + J) = (1− ρi)(ρi − J), (17)
which holds for i = 1, . . . , N − 1 and can be solved w.r.t.
ρi+1, obtaining
ρi+1 =
ρi − J
2
(
1 +
√
1 + 4
1− ρi
ρi − J
)
. (18)
Of course, one could also solve w.r.t. ρi and obtain the
inverse of the above recursion. These recursions have the
same fixed points
ρ± =
1±√1− 4J
2
(19)
as in mean–field, and hence the bulk density ρ and the
currrent J satisfy the exact relation J = ρ(1− ρ).
A numerical solution of Eq. 18 with the boundary con-
ditions Eq. 16 yields the density profiles in the various
phases of the model. The phase diagram turns out to co-
incide with the mean–field one (which is known to be ex-
act), but of course one can obtain better approximations
for the density profiles. In particular, in the low–density
phase (α < 1/2, β > α, bulk density ρ = α < 1/2, bound-
ary densities ρ1 = α and ρN = α(1 − α)/β, and current
J = α(1 − α) < 1/4), the approach to the bulk density
(from the right) is exponential, as in mean–field, but with
a better approximation for the characteristic length. Set-
ting xi = ρi − ρ we find xi+1 = γxi, where
γ ≡ γ(ρ) = 1− ρ
2
ρ(2 − ρ) , (20)
corresponding to a characteristic length ξ given by
ξ−1 = ln γ(α). (21)
In the triplet approximation the approach to the bulk is
described in terms of xi and the 2 additional quantities
yi = Pi[100]− ρ(1− ρ)2,
zi = Pi[110]− ρ2(1− ρ),
where the superscript denoting time has been dropped in
the stationary state marginals. Linearizing close to the
bulk we obtain
 xi+1yi
zi

 = Γ

 xiyi−1
zi−1

 , (22)
0 0.1 0.2 0.3 0.4 0.5
α
0
1
2
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ξ-1
Mean Field
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Exact
Fig. 2: Inverse characteristic length vs. α in the low–density
phase. From top to bottom: mean–field approximation (full
line), pair approximation (dashed), triplet (dot–dashed), exact
results (thin full lines) for β > 1/2, β = 0.4, 0.3, 0.2, 0.1.
where
Γ(ρ) = 1ρ(2−ρ)

 2ρ(1−ρ) −(2−ρ) −(1−ρ)2−ρ[5−3ρ(2−ρ)] (2−ρ)(3−ρ) 2(1−ρ)2
0 −ρ(2−ρ) 0

 ,
(23)
from which the inverse characteristic length ξ−1 can be
obtained as the logarithm of the second smallest eigen-
value of Γ. The smallest eigenvalue turns out to be less
than 1, which corresponds to an attractive direction of the
low–density fixed point, but one can verify that any non–
zero contribution along this direction is forbidden by the
boundary conditions on the right side. This implies that
some care is needed when solving numerically the equa-
tions for the density profile.
The (inverse) characteristic lengths estimated by the
pair and triplet approximations are plotted in Fig. 2 and
compared with the mean–field result ξ−1 = ln 1−αα and
with the exact result ξ−1 = ξ−1α − ξ−1β (for β < 1/2) or
ξ−1 = ξ−1α (for β > 1/2), where ξ
−1
σ = − ln [4σ(1 − σ)]
for σ = α, β. Notice that the pair and triplet approxima-
tions, as well as mean field, are not able to reproduce the
β dependence of the characteristic length for β < 1/2.
In Fig. 3 we report the density profiles, and compare
them to the mean field and exact ones, forN = 50, α = 0.2
and β = 0.3.
We do not show the equivalent of Figs. 2–3 in the high–
density phase since they would be simply qualitatively
symmetrical, due to the aforementioned particle–hole sym-
metry of the model, which is preserved by the approximate
theory. We just mention that the characteristic length is
given by
ξ−1 = − ln γ(1− β) = ln γ(β), (24)
where the latter equality easily follows from Eq. 20.
The two low– and high–density phases are separated
by the coexistence line α = β < 1/2. The density pro-
file is symmetric and in the large N limit it exhibits
p-4
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Fig. 3: Density profiles for N = 50, α = 0.2, β = 0.3, (low–
density phase). From bottom to top: mean field (full line),
pair approximation (dashed), triplet (dot–dashed), exact result
(thin full line).
2 macroscopic (“bulk”) regions, separated by a domain
wall: a low–density one, with density ρ− = α, extending
to the left boundary, and a high–density one, with den-
sity ρ+ = 1 − β, extending to the right. The current is
J = α(1−α) = β(1−β) and the approach to both macro-
scopic regions is exponential, with a unique characteristic
length which can be obtained by Eq. 21 or, equivalently,
Eq. 24. In the limit N →∞ the domain wall can be any-
where and an infinite number of solutions appear. This re-
sult is the same as in the mean field approximation, while
the exact solution averages over all the positions of the
domain wall, yielding a linear density profile.
Finally, for α > 1/2 and β > 1/2 we recover the max-
imal current phase, with bulk density ρ = 1/2, current
J = 1/4 and boundary densities ρ1 = 1 − 1/(4α) > 1/2
and ρN = 1/(4β) < 1/2. In order to understand how the
bulk density is approached from both sides, we need to
expand Eq. 17 to 2nd order in xi, xi+1, obtaining
xi+1 − xi ≃ −4
3
x2i , (25)
which is solved by xi ∼ i−1 (or, from the right, xi ∼
(N − i)−1). This i−1 behaviour, also given by the triplet
approximation, is qualitatively the same as in the mean
field approximation, while the exact solution gives also
a power law, but with an exponent 1/2 instead of 1.
In Fig. 4 we report the density profiles in the pair and
triplet approximations, and compare them to the mean
field and exact ones, for N = 499 (using odd N is tech-
nically convenient because it allows to start the recur-
sions from ρ(N+1)/2 = 1/2) and α = β = 1. Due to
the finite size, the current is slightly larger than 1/4, in
particular J ≃ 0.2500218 in the pair approximation and
J ≃ 0.2500380 in the triplet approximation, to be com-
pared with the exact result 0.2507508 and the mean field
one 0.2500097.
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Fig. 4: Density profiles for N = 499, α = β = 1, corresponding
to the maximal current phase. Mean field (full line), pair ap-
proximation (dashed), triplet (dot–dashed), exact result (thin
full line).
Dynamical transition in the mean field approximation.
The approach to the steady state can be quantitatively
studied by linearizing the mean field dynamical equations,
Eq. 8, close to their steady state fixed point. Denoting by
ρi the steady state value of ρ
t
i and linearizing we have
ρ˙ti = −
N∑
j=1
Mij(ρ
t
j − ρj), i = 1, . . . , N. (26)
The matrix M characterizes relaxation. In particular, its
smallest eigenvalue is the slowest relaxation rate, that is
the inverse of the longest relaxation time. The numerical
computation of its spectrum is particularly easy, since M
is tridiagonal with elements
Mi,i =
J
ρi(1 − ρi) , i = 1, . . . , N,
Mi,i+1 = − J
1− ρi+1 , i = 1, . . . , N − 1,
Mi,i−1 = − J
ρi−1
, i = 2, . . . , N. (27)
Considering the high–density phase to fix ideas, we ob-
serve that in the large N limit, except for its small i (i.e.
top–left) portion, M takes the Toeplitz form
M =


. . .
. . .
. . .
. . . −(1− β)
−β 1

 . (28)
The eigenvalues and eigenvectors of a tridiagonal Toeplitz
matrix are well–known (see e.g. [44]). With the elements
in Eq. 28 the eigenvalues are given by
λk = 1− 2
√
β(1− β) cos kpi
N + 1
= 1− 2
√
J cos
kpi
N + 1
,
(29)
p-5
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Fig. 5: Eigenvalues of the mean–field relaxation matrix (cir-
cles), compared with the eigenvalues of the corresponding
Toeplitz matrix (line), for α = 1, β = 0.2 and N = 1000.
for k = 1, . . . , N , and the smallest one tends to
λ1 = 1− 2
√
β(1− β) = 1− 2
√
J. (30)
This spectrum is functionally similar (though with differ-
ent coefficients) to that given by the Domain Wall Theory
(DWT) [45, 46].
One could wonder whether, at least in some cases, the
spectrum of M is dominated by its Toeplitz–like macro-
scopic portion. Indeed, this is what we find for α larger
than a certain threshold αc(β) (to be determined later),
which defines a region in the mean–field phase diagram
corresponding to HD-II’ in Fig. 1. In Fig. 5 we report the
(numerically evaluated) eigenvalues of the mean field re-
laxation matrix Eq. 27 (black circles), together with the
eigenvalues (Eq. 29) of the corresponding Toeplitz matrix
(red line), for α = 1, β = 0.2 and N = 1000. No differ-
ences are seen on the scale of the figure, the largest (ab-
solute) difference is slightly less than 4 · 10−4. Moreover,
in Fig. 6 we report the (numerically evaluated) smallest
eigenvalue λ1 of the mean field relaxation matrix (black
circles), together with the analytical estimate Eq. 30 (red
line) for α = 1 and N = 200, as a function of β. Again, we
see perfect agreement. Notice that the analytical estimate
Eq. 30 tends to the result given by the Burgers equation
[43] approximation as β approaches 1/2, but in general is
different from this result.
The above situation changes qualitatively for α ∈
(β, αc(β)), that is in a region of the mean–field phase di-
agram corresponding to HD-I and HD-II in Fig. 1. In
addition to a “band” of N − 1 Toeplitz–like eigenvalues
λk ∈ (1−2
√
J, 1+2
√
J), k = 2, . . .N , distributed with the
same density as for α > αc(β), we have that the smallest
eigenvalue λ1 < 1 − 2
√
J , which gives the slowest relax-
ation rate, detaches from the others. See Fig. 8 for the
behaviour of the smallest eigenvalue in the case β = 0.2,
compared to the pair and triplet approximations (see be-
low) and the exact and DWT results.
In Fig. 7 we plot the components vi of the eigenvector
0 0.1 0.2 0.3 0.4 0.5
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λ 1
Fig. 6: Smallest eigenvalue of the mean–field relaxation ma-
trix (black circles), compared with that of the corresponding
Toeplitz matrix (red line), Eq. 30 for α = 1 and N = 200.
corresponding to the smallest eigenvalue for β = 0.2, var-
ious values of α in the two regions (αc(β = 0.2) ≃ 0.55
in mean field approximation), and N = 1000. It can be
observed that the slowest relaxation mode is confined to
the left boundary, the more so the closer α to the dynam-
ical transition, but no qualitative difference can be seen
between region HD-II, where the rate depends on α, and
HD-II’, where the rate is independent of α.
The line αc(β) separating the two regions (given, in the
large N limit, by Eq. 30) is reported in Fig. 9 for N = 800
and compared with the pair and triplet approximations
and exact and DWT results (N =∞).
Dynamical transition in the pair and triplet approxi-
mations. The dynamical evolution equations character-
izing the pair approximation, Eqs. 10–13, can be con-
veniently rewritten in matrix form by introducing the
(2N − 1–component) vector xt = (xt1, . . . , xt2N−1) =
(ρt1, J
t
1, · · · , ρtN−1, J tN−1, ρtN ). Denoting by xi the steady
state value of xti, and linearizing around xi, we have
x˙ti = −
2N−1∑
j=1
Qij(x
t
j − xj), i = 1, . . . , 2N − 1, (31)
where Q is a pentadiagonal 2–Toeplitz [47] matrix whose
eigenvalues have a positive real part. At odds with mean
field, in this case we find that there are several pairs of
complex conjugate eigenvalues. The smallest eigenvalue is
real and is again the (slowest) relaxation rate λ or, equiv-
alently, the inverse of the (longest) relaxation time of the
dynamics. Unfortunately, we are not aware of any exact
result for the spectrum of such a matrix. However we ob-
serve, on a purely numerical basis, that for α > αc(β)
the ratio between the mean field rate and the pair one is
nearly constant and very close to
√
2. In the case of the
triplet approximation the matrix to consider is of course
of order 4N − 5 and the results are qualitatively similar.
In Fig. 8 we report the relaxation rate λ for β = 0.2
estimated by the pair and triplet approximation, together
p-6
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Fig. 7: Components vi of the eigenvector corresponding to the
smallest eigenvalue for N = 1000, β = 0.2 and α = 0.21 (cir-
cles), 0.5 (squares), 0.6 (diamonds), 1 (triangles).
with the results from the mean field approximation, the
DWT and the exact result. It can be observed that the
pair and triplet approximations improve over the mean
field one, considering both the rate value and the dynami-
cal transition point αc(β). The properties of the spectrum
are similar to the mean field ones, that is for α > αc(β) the
real parts of the eigenvalues form a “band” which tends to
be continuous in a finite interval as N gets large, while for
α ∈ (β, αc(β)), the smallest eigenvalue detaches from the
others and becomes α–dependent. Comparing with DWT
results we see that mean field, pair and triplet overstimate
the rate while DWT underestimates it (for α > 1/2), and
that even the triplet approximation does not reach the
same accuracy as DWT. It is however interesting to note
that the pair and triplet approximations provide a non–
trivial (and improved with respect to mean–field) estimate
of the dynamical transition point αc(β), which in DWT is
given by 1/2, independent of β.
The dynamical transition line αc(β) separating region
HD-II from HD-II’ is reported in Fig. 9 and compared with
mean–field, DWT and exact results.
Discussion. – We have shown how cluster approxi-
mations, based on suitable factorizations of the probability
distribution at a given time, can be applied to the TASEP
model with open boundaries. In particular we have consid-
ered the pair and triplet approximations (which have been
previously applied to other models and called respectively
(2, 1) and (3, 2) approximations in [4], and “triplet” and
“quintuplet” approximations in [12]), and compared their
results with mean–field, exact and DWT results.
We have observed that cluster approximations system-
atically give a quantitative improvement with respect to
mean–field results, though retaining qualitative mean–
field features. From a computational point of view, the
resources needed for both mean–field and cluster approx-
imations are negligible with respect to simulations.
We have focused in particular on the recently discovered
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Fig. 8: Relaxation rate λ for β = 0.2 as a function of
the injection rate α. From top to bottom: mean field (full
line), pair approximation (dashed), triplet (dot–dashed), ex-
act (thin full line) and DWT (thin dashed line) results. For
the mean field, pair and triplet approximations, results for
N = 100, 200, 400, 800 are reported, but the differences are
smaller than the line thickness.
dynamical transition, which has been shown [43] to be
particularly challenging for numerical simulations. Here
even simple mean–field gives interesting results, in par-
ticular concerning the spectrum of the relaxation matrix.
It is worth observing that our mean–field result for the
dynamical transition is more accurate than the one given
by the Burgers equation approach [43]. Pair and triplet
approximations improve over mean–field and give a non–
trival estimate of the transition point αc(β), which indeed
depends on β, at odds with the DWT result.
The results we have obtained suggest that is worthwhile
to apply these techniques to generalizations of the TASEP
model for which exact results are limited or not available,
like the Partially Asymmetric Simple Exclusion Process
[34] or the TASEP with Langmuir kinetics [48, 49].
Author contribution statement. – The two au-
thors contributed equally to the paper.
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