Calderón-Zygmund decompositions of functions have been used to prove weaktype (1,1) boundedness of singular integral operators. In many examples, the decomposition is done with respect to a family of balls that corresponds to some family of dilations. We study singular integral operators T that require more particular families of balls, providing new spaces of homogeneous type. Rotations play a decisive role in the construction of these balls. Boundedness of T can then be shown via Calderón-Zygmund decompositions with respect to these spaces of homogeneous type. We prove weak-type (1,1) and L p estimates for operators T acting on L p (G), where G is a homogeneous Lie group. Our results apply to the setting where the underlying group is the Heisenberg group and the rotations are symplectic automorphisms. They also apply to operators that arise from some hydrodynamical problem involving rotations.
Introduction and main result
An example where G is abelian. In their paper on a "singular 'winding' integral operator", Farwig, Hishida and Müller [4] considered the following problem. A rigid body rotating with fixed angular velocity is surrounded by an incompressible viscous fluid. This situation can be described by the Navier-Stokes equations and the assumption that the velocity u of the fluid vanishes at infinity and is equal to the local velocity of the body at its surface. While estimating ∆u, an integral operator came into play. We consider a similar operator in a setting where G = R 2 . Then dµ = dx is a Haar measure on G. We denote rotations in the plane by O t (x) = cost − sint sint cost · x, where t ∈ R.
A family of dilations is defined by D r (x) = r ), x ∈ R 2 . We introduce a linear operator by setting
where ∆ = ∂ 2 1 + ∂ 2 2 , f ∈ S (R 2 ) and ( f * g)(x) = R 2 f (y)g(x − y) dy. Setting ψ = ∆E and ψ r = 1 r ψ • D r −1 , we obtain
Figure 1: The quasi-ballB of radius 1 and center (3, 3) .
Note that ψ r (x) dx = 0, which implies some cancellation when smooth functions are convoluted with ψ t and t is small. This cancellations suffices to make the integral in (1) converge. The arguments used in [4] suggest that T can be extended to a bounded linear operator on L p if 1 < p < ∞. The operator T is said to be of weak type (1, 1) or bounded from L 1 to L 1,∞ , if µ ({x : |T f (x)| > λ }) ≤ C f 1 λ for all λ > 0 and all f . So far, we had no hints on whether T is of weak type (1,1). We will show that this is indeed the case. The proof will rely on quasi-ballsB as the one depicted in Figure 1 . More precisely, we define the quasi-ballsB r as unions of Euclidean balls of radius r + O s (z), z ∈ R 2 , r > 0.
An example where G is nonabelian. The set C 2 × R together with the product
is a real Lie algebra. Furthermore, the product
defines a real Lie group, the Heisenberg group H 2 . If α, β ∈ R, the symplectic automorphisms O t (u, v, s) = (ue iαt , ve iβ t , s) can be viewed as rotations and the automorphisms D t (u, v, s) = (tu,tv,t 2 s) as nonisotropic dilations, yielding a noncommutative example for the general case. The more general setting presented below has been described and explained by Folland and Stein [6, Chap. 1] . We add the notion of rotations. For the sake of simplicity, the assumptions are slightly redundant.
Assumptions Let G be a connected and simply connected nilpotent Lie group with Lie algebra g, dim g = n ≥ 2. We identify G with g via the group exponential function, so G is the manifold g together with a group product that is given by the CampbellHausdorff formula and the Lie product [·, ·] on g. In this setting the neutral element of G equals 0 g . We have the identities
We assume that A is a diagonalizable linear operator on g whose eigenvalues are positive and that {exp(A logt)} t is a family of Lie algebra automorphisms. Furthermore, we assume that {D t } t>0 is a family of Lie group automorphisms such that dD t (e) = exp(A logt). Then {D t } t>0 is called a family of dilations and G is called a homogeneous group with respect to {D t } t . Q = traceA is called its homogeneous dimension. The maps D t = exp(A logt) are linear.
Let O : R → Aut(G) be a continuous homomorphism whose image is relatively compact. We also write {O t } t∈R instead of O and refer to {O t } t∈R as the family of rotations. We assume that rotations commute with dilations, which amounts to saying that the eigenspaces of nontrivial dilations are left invariant by rotations.
From now on we identify g (and hence G) with R n . The map t → det O t is a continuous homomorphism from (R, +) to (R \ {0}, ·). Since det O R is a subset of the compact set det(O R ) in R, it is also bounded. Hence for every t we have det O t = 1 and O t ∈ SL(n). Since the closure of {O t : t ∈ R} is a compact Lie subgroup of the connected group SL(n), it can be conjugated into the maximal compact subgroup SO(n) of SL(n) [8] . Therefore, the identification of g with R n can be done in such a way that O t ∈ SO(n) for all t, and we will proceed on this assumption. We define S (G) to be S (R n ) and use the Euclidean Schwartz norms
Instead, Schwartz norms defined in terms of invariant vector fields and a homogeneous norm could be used, see [6, p. 35] . We use the Lebesgue measure dx on G and denote it by µ when measuring sets, that is, µ(M) = M dx. This is a left-and right-invariant Haar measure. Let L p and L 1,∞ be the Lorentz spaces L p (G, dx) and L 1,∞ (G, dx) respectively. Note that · 1,∞ is a quasinorm, and that L 1,∞ is complete [7, Thm. 1.4.11.] . We denote the convolution of f and g by ( f * g)(x) = G f (xy −1 )g(y) dy. For any function ψ : G → C and t > 0 we denote by ψ t = t
The singular integral operator We fix some ψ ∈ S (G) with ψ(x) dx = 0 and define
With techniques similar to the ones used in the proof of Lemma 3, it can be shown that (2) converges. For the proof of the following theorem, we will rely on a definition of T as an operator on L 2 (G), which is compatible with (2). Theorem 1. Let 1 < p ≤ 2 and T as in (2) . There exists a constant C such that for all f ∈ S and all λ > 0 we have the estimates
and 
Prerequisites
Homogeneous norms. A continuous function |·| : G → [0, ∞) is said to be a homogeneous norm on G with respect to {D t } t if it satisfies |x| = 0 ⇔ x = 0, x −1 = |x| and |D t x| = t |x| for all t > 0 and x ∈ G. Some authors require homogeneous norms to be smooth away from the origin. There exists a homogeneous norm |·| that is invariant under rotations; that is,
for all x, t. For a hint on how to produce such homogeneous norms, see the example in Sect. 7. We will keep one such homogeneous norm fixed. The terms x −1 y and xy −1 define left-invariant and right-invariant quasi-distance functions respectively. These quasi-distances are symmetric and coincide if G is abelian. We refer to them as the homogeneous distance between x and y. We use the term quasi-metric for symmetric quasi-distance functions; namely, if d is a quasi-metric then
Balls and spheres. Balls and spheres with center 0 and with respect to |·| are defined by B r = {x ∈ G : |x| < r} and S r = {x ∈ G : |x| = r} respectively. The ball with center z and with respect to the left-and right-invariant quasi-metrics are equal to z · B r and B r · z respectively.
Integration. The definition of Q is natural in the sense that there exists a constant C so that B r ·z dx = Cr Q , for all z ∈ G, r > 0 and that detD r = r Q . Furthermore, there exists a positive Borel measure σ on S 1 such that all f ∈ L 1 (G) can be integrated using spherical coordinates by
Since O t ∈ SL(n), µ is invariant under rotations:
for every f and t. Note that f r * g r = ( f * g) r , and that ( f * g)
Constants. We will use miscellaneous constants C,C ′ ,C 1 > 0 etc. whose values vary from line to line and who may depend on the geometric setting, for example, on the homogeneous group. Occasionally we write a(x) b(x) or a b to indicate that there is a constant C such that a(
Norm estimates. By γ we denote the smallest eigenvalue of A and by Γ the greatest eigenvalue of A.
For any vector space norm · and any relatively compact neighborhood U of the origin there exist constants C 1 ,C 2 > 0 such that we have the norm estimate
and
Cancellation. The quantity |ψ(x) − ψ(y)| can be estimated in various ways in terms of the distance between x and y, for example, see [6, p. 28] . The following lemma is fine for our purpose.
Lemma 2. For any l ∈ N there exists a constant C and a Schwartz norm · (N) such that for all ψ ∈ S (G) and all x, y ∈ G we have
Proof. We find N and C such that the Lemma is true on the additional assumption that x −1 y ≥ 1, because ψ ∈ S . We will possibly increase the values of N and C later. Now let x −1 y ≤ 1. Since the map
is smooth, any derivative of h is bounded on any compact set. Furthermore, we have h(x, 0) = 0. Now compactness and the norm estimate (8) yield for any x with |x| ≤ 1
If t = |x| ≥ 1, using (10) with x − y replaced by
Interchanging the roles of x and y in (11) and combining with (10), we get
With the help of (9) we find some p ∈ N such that |z|
We choose an integration path from x to y in M = {z ∈ G : z 2 ≥ R} such that the length of this path is bounded by a constant multiple of x − y 2 . Let us estimate |ψ(x) − ψ(y)| by integrating along that path. Since ψ ∈ S , we find a number N such that
Putting (12) and (13) together, we obtain
Finally, because of
we get the desired result.
Lemma 3.
There is a constant C and a Schwartz norm · (N) such that for all ϕ ∈ S (G) with ϕ = 0, all ψ ∈ S , and all 0 < s < 1 we have
Proof. We give a proof of the first inequality. Using Lemma 2 with l = n + 1, we obtain
L 2 results
The space L 2 (G) together with the product f |g = G f (x)g(x) dx is a Hilbert space. This allows to extend the linear operator T defined by (2) to a bounded operator on L 2 (G), yielding (4) for p = 2. Observe that the operators
are bounded by Young's inequality, which is valid in the context of homogeneous groups, and by (7). Namely, we have A t ≤ ψ 1 for every t > 0; and 
Proof. The main task is to show that there is a function h such that
and sup
Then the proof will be finished by using a continuous version of Cotlar's lemma [5, Appendix B]. Let s,t > 0 and f ∈ L 2 (G). We have the estimates 
Let f and g be Schwartz functions. We have
showing T S = T .
From now on we denote T by T .
A space of homogeneous type
We now define quasi-ballsB ⊆ G. For any r > 0 and y ∈ G we set
Then by (5) Theorem 5. There exist constants C, k > 0 such that for all x, y ∈ G and t > 0
Proof. 
This is the doubling property (18). The engulfing property (17) is known to be true when the quasi-ballsB t are replaced by the simpler quasi-balls B t . So we may choose a constant k ≥ 3 such that (17) holds with B t instead ofB, and proceed to prove (17). Now assume thatB (y) , that is,B t (x) ⊆B kt (y).
Corollary 6. The Hardy-Littlewood maximal operator
is of weak type (1, 1) .
For a proof, see [10] for example. The quasi-ballsB define a quasi-metric
This quasi-metric yields a space of homogeneous type in the sense of Coifman and Weiss [2] . Note that for any quasi-metric there are constants C 1 ,C 2 ,C 3 ≥ 1 such that for all x, y,ȳ we have
The integral kernel
In this section we study singular integral kernels K(x, y) related to T . Let η : G → C be a continuous function such that η ∞ = C 1 < ∞ and sup
Lemma 7. The integral
converges and defines a continuous function K :
There exists a constant C such that
for all x, y ∈ G, x = y. Proof. Assume that x 0 , y 0 ∈ G and that d(x 0 , y 0 ) = ε > 0. Then for any 0 ≤ t ≤ ε we have
and there is a δ > 0 such that
We will construct a function H :
and such that
where C is a constant depending on η, but not on x or y. Then the estimate (22) is obvious. Furthermore, the convergence of the integral and the continuity of K follow by the dominated convergence theorem. To prove (25), note that η t (
. Because of (23), |h| is bounded from below by |h(t)
for 0 ≤ t ≤ ε, and η is bounded from above by
Then
yields (24) and (25), which finishes the proof of Lemma 7.
For example, η = ψ and η = |ψ| satisfy the assumptions of Lemma 7. Note that (22) is weaker than the condition
required for standard Calderón-Zygmund kernels, see Sect. 8.
The pointwise estimate (22) does not suggest integrability of K(·, y):
then ε K η ( · , y 0 ) is a function that is integrable at infinity and K ε η is a bounded function such that for every y 0 the kernel satisfies some estimate K ε η (x, y 0 ) |x| −Q as x tends to infinity. If η ≥ 0 and η(0) > 0, then even K ε η (x, y 0 ) |x| −Q .
Lemma 8. There is a constant C such that for all y, η, and ε, we have d(x,y)>ε
Proof. Without loss of generality we assume η ≥ 0 and C 2 as before. Assume that 0 < ε ≤ d(x, y) and 0 < t < ε. Then we have x · O −t y −1 ≥ ε. Substituting z for x·O −t y −1 , we obtain |z| ≥ ε and, using spherical coordinates (6), we obtain the estimate
Lemma 9. The operator T is expressible as a singular integral as follows. For all f ∈ L 2 (G) with compact support and all x
converge and equality holds for almost all x ∈ G \ supp f .
Proof. The function K |ψ| is continuous by Lemma 7. If f , g ∈ L 2 (G) have compact support and supp f ∩ supp g = / 0, then we have the estimate
Tonelli's and Fubini's Theorems imply that
where O t y has been substituted for y. A similar calculation yields
Finally, let B ⊆ G be a compact ball with rational radius and rational center such that
Since there are only countably many balls B and every x ∈ G \ supp f is contained in such a ball, we have equality for almost all x ∈ G \ supp f . Similar arguments apply to T * .
We will need the following technical lemma.
Lemma 10.
There is a constant C 1 > 0 such that, for all x ∈ G, t > 0 and s
Proof. The map
is the restriction of a smooth map to a compact set. Since furthermore h(x, 0) = 0, we find a constant C such that for all p ∈ [− 1 3 , 2] we have
The norm estimate (8) yields
, we obtain the estimate
and for arbitrary x with |x| = r, we have
Finally, multiplying with r · t −1 yields
Theorem 11. There are constants k and C and a Schwartz norm
If in addition ψ(O t x) = ψ(x) for all t and x, then
Proof. Given the assumption about ψ, we have
Therefore, (30) can be proven like (29) with minor changes. We prove (29): Because of (20), there is some
Let s be a number such that O s yȳ −1 < δ and |s| ≤ δ . Lemma 8 yields the estimate
for some Schwartz norm · (N 0 ) . Hence, it is sufficient to show that
Observe that by substituting t − s for t, we have
This transformation yields additional cancellation because afterward, in (32), at the same value of t, the function ψ is evaluated in two points of small homogeneous distance. To improve the estimates, we decompose the kernel integral in (32) further. Setting
we have
Note that in these integrals t − s ≃ t. The proof will be completed by showing that the estimate (32) holds with the integrand replaced by each of the three t-integrals at the end of (34). The first of these integrals is
which, by Lemma 2, is bounded by
where
and l > n. Note that there is a C such that for every t
Hence (36) continues as
The second integral can be written as
This yields the estimate
This was the second part. The third part is
The last step relies on Lemma 2, where l has been chosen such that G D
H(x,t) dx < ∞, and H is the function
Since |s| ≤ δ and t ≥ 2δ , we have
t−s x 2 , and the two summands in (38) are bounded by a constant multiple of the second one. Furthermore,
Using Lemma 10, we continue estimate (37) with
Adding (32ab),(32bc),(32cd) finishes the proof of (32) with N ′ = max{N 1 , N 2 , N 3 }.
Proof of Theorem 1
Proof. The weak type result (3) and the L p -result (4) for 1 < p < 2 follow with the help of [10, Theorem 3, p. 19] , which relies on a Calderón-Zygmund decomposition of f , here with respect to the quasi-ballsB. The relevant premises have been verified in Theorems 4, 5, and 11.
If 2 < p < ∞, let q = p p−1 and M = g ∈ S (G) : g q < 1 . Note that q < 2. With the same arguments as in the proof of boundedness for T , but replacing K(y, x) for K(x, y), it can be shown that T * g q ≤ C g q . It follows that
Example
Let G 1 be the real vector space C × R n−2 . We denote its elements by
Let a, a 3 , . . . a n > 0. We introduce a family of dilations with Q = 2a + ∑ Let us consider the homogeneous norms
The second one has the advantage of being smooth away from the origin, while the first one allows effortless calculations. Throughout this section, we will use | · |, and theorems will be valid for any homogeneous norm. If y = (v, y ′ ) ∈ G 1 , and if we use the homogeneous norm given by (39), the quasimetric (19) has the form
With y and r fixed, we have
Lemma 12. For all y = (v, y ′ ) in G 1 and all r > 0, the volume µ(B r (y)) is bounded from above and from below by a constant multiple of r Q + r Q−a |v| min{1, r}.
Proof. As a first step, we consider the case n = 2. For v ∈ C, ϕ ∈ R, and r > 0 let
By some calculations corresponding to Fig. 2 , we see that 
so we are done with the case n = 2. Now let n ≥ 3. Sincẽ
which completes the proof.
The following Lemma roughly says that in G 1 , the volume of the ballsB grows at least as in spaces of dimension Q − a.
Lemma 13. There is a constant C such that for any y ∈ G 1 , r ≥ 0 and j ∈ N we have
Proof.
Using Lemma 12 we obtain the estimate 
Calderón-Zygmund kernels
There is a number of related notions of "standard" Calderón-Zygmund kernels in the context of homogeneous spaces, see [10, p. 29] [3] [9] . We say that K is a Calderón-Zygmund kernel with respect to a quasi-metric d, corresponding quasi-ballsB and a measure µ, if there exist constants k > 1, ε > 0, and C such that for all x, y,ȳ the following estimates hold: 
There are hints that the kernels introduced in Sect. 5 are of this type. We examine an example in the setting made up in Sect. 7.
