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ABSTRACT 
A recently proven method for separating linear and 
nonlinear operators in the analysis of nonlinear systems 
motivates this study of the techniques used to solve 
nonlinear systems. The process for solving nonlinear 
systems is broken down .into discrete operations. Sample 
computer programs written in Care provided for most of the 
discrete operations discussed. A review of the advantages 0 
and disadvantages of the techniques available for each 
discrete operation is made. Selection criteria are 
presented for choosing operations based on suitability for 
implementation in a small real-time computing environment. 
Methods for improving upon the basic discrete operations to 
speed the solution finding system are presented. Finally, a 
simulation of a circuit with two nonlinear elements is used 
t9 compare several implementations made from different 
di~crete operation combinations and optimization schemes. 
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1. INTRODUCTION 
Only recently has it been possible to assign a gener~l 
system description to all causal nonlinear systems. In a 
paper titled "A New Approach to Nonlinear Time-Varying 
Digital Signal Processing", Lehigh University professor D. 
Frey has described this as follows: 
X =Au+ BF(x) y =cu+· DF(x) 
where u represents the system inputs, y the system outputs, 
and x internal system variables. F(x) is a vector of 
nonl.inear functions using x as independent variables and A, 
B, C and Dare linear operators. 
Using the system descriptibn given above as a starting 
point it is possible to reduce nonlinear filter systems into 
a fundamental canonical form. It ha_s been shown that two 
fundamental classes of nonlinear DSP filters, namely Finite 
Impulse Response and Infinite Impulse Response, can be 
derived using this formulation. ·The generalized canonical 
form for the nonlinear filter can be described including a 
multiple input, mµltiple output linear system as shown 
below: 
i 
2 
(INPUT) ul I I IY (OUTPUT) 
I Linear System I 
I I ., I 
J_ I 
F(x) i. 
T Nonlinear 
,. g 
I System I T 
I used to solve I I· 
X = g + bF (X) I 
This thesis examines. some. of the digital computing 
techni~es available to perform the nonlinear system solving 
portion of this system. That is, the techniques to find the 
solution to x - g + bF(x). 1 Once~ is known, then F(x) can 
be determined and the output, Y, sqlved for by the linear 
system. The purpose of the work is to lay the·groundwork 
for performing these tasks in real-time using a small 
digital computing system. 
The thesis contains a survey of many of the current. 
methods used in solving similar problems. Section 2 
examines the techniques used to solve basic single variable 
nonlinear equations. Section 3 considers the procedures 
used to solve linear systems of equatio_ns. In Section 4 it 
is shown how the tecl'lniqu~s of the previous sections can be 
combined to produce various approaches for solving nonlinear 
1 In a circuit context: xis a vector of quasi-state 
variables, F(x) is a vector of circuit element 
nonlinearities dependent upon x, bis a combinatorial 
matrix which maps the relationship between the 
nonlinear functions and x, and g is a vector of quasi-
state variables representing conditions within the 
linear portion of the system. 
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systems. Section 5 of this paper discusses in more detail 
nonlinear system solving as related to the nonlinear DSP 
system. This section also discusses considerations not 
previously mentioned which are necessary for successful 
implementation. 
4 
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2. ROOT FINDING METHODS FOR SINGLE VARIABLE EQUATIONS 
In general, nonlinear equations of the type f(x)=O 
cannot be solved using a closed form expression·. Therefore, 
in order to solve nonlinear equations many methods involving 
approximations have evolved. Typically these methods are 
iterative in nature; that is, they produce a sequence x0 , 
x1, x2 , ... which hopefully converges to the desired root. 
Certain techniques only require knowledge that the root is 
contained within a specific interval (a,b] in order to 
produc~ a solution. Others need an initial approximation 
close to the final solution. However, as a benefit these 
techniques tend to converge more rapidly. As a result it is 
often desirable to begin with a ro~gh method, then change 
over to a more quickly converging technique for f~nding the 
final solution. 
As a starting point, consider methods used to determine 
the real simple root, a, of f(x)=O. This requires that 
f'(x)!O and f"(x) exists. Later, methods which can handle 
complex roots are discussed. 
Note that some functions have multiple roots . 
Functions with multiple roots have repeated roots and/or 
multiple separate roots. An exa~ple function with repeated 
roots is f(x) = (x - 1) * (x - 1). This function has two 
roots located at x=l. An example of a function with 
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multiple separate roots is g(x) = (x - 1) * (x - 2). This 
function has ro6ts at both x = 1 and x = 2. 
This thesis is not concerned with methods used to find 
the multiple roots of functions. In general, functions with 
repeated roots are ill-conditioned near the roots. Even 
£°unctions with multiple separate roots are troublesome. The 
choice of the initial estimate becomes critical in 
determining which root is found. In general the methods 
discussed here have no a priori means of selecting between 
multiple legitimate solutions. Therefore, this thesis does 
not get involved with the difficulties .concerning either 
type multiple root problem. 
2.1 BISECTION METHOD 
One of the simplest techniques used to solve f(x)=O is 
the bisection method. Using this method it is assumed that 
the function f(x) is continuous in the interval (a0,bo), and 
th.at f(a 0)*f(bo)<0. 1 The methodology derives a sequence of 
intervals (a1 ,b1), (a2 ,b2), (a3 ,b3), .•• which all contain a 
solution to f(x)=O. Eventually, there is an interval 
(an,bn) such that lan-bnl.<e; where e is sufficiently small 
to meet the desired accuracy requirements. At this point, 
the midpoint between an and bn is used as ·the approximation 
1 Obviously, these assumptions limit the types of functions 
wh.ich are suitable for solution by this technique. 
For example, complex functions are not handled well 
using the bisection method. 
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to a. Specifically, consider the intervals rk = (ak,bk), 
where k = 1, 2, 3, ... The midpoint of each interval is 
mk=\*(ak+bk). Using the bisection method the interval rk+l 
is determined as follows: 
(ak,mk), if f(mk) > O. 
Obviously, if f(mk)=O then mk=a and there is no need 
for further iterations. From the construction of (ak,bk) it 
follows that f(ak)<O and f(bk)>O, and each interval rk will 
contain a root of f(x)=O. Appendix I lists a sample c· 
program which uses the bisection method to solve a simple 
nonlinear equation. 
The convergence 9f this method ts rather slow. With 
each new interval the technique gains only a single binary 
bit in accuracy. To see this consider the nth step, where 
the method produces the interval (an,bn). The length of 
this interval is 
_ 2-1 * (bn-1 _ an-1) _ 
- 2-n * (bo -. ao). 
• • • 
The accuracy (or error) of using mn as the approximate 
value to a is shown to be 
2 I have assumed f(bo) > o and f(a 0) < o; otherwise ak and 
bk would be swapped. 
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Note that the accuracy and convergence rate are completely 
independent of the function. This is because the method 
uses only the sign of f(x). By using the values of f(x) 
(and possibly of f'(x)) other methods obtain much faster 
convergence. However, since these techniques usually 
require a good initial approximation, the bisection method 
is often suitable to start the solution finding process. 
2.2 NEWTON-RAPHSON METHOD 
An example of a better method which requires a good 
initial estimate is the Newton-Raphson method. starting 
with an initial approximation x0 , Newton's method generates 
a sequence x1 , x2 , x 3 ... using the following formula: 
• 
A graphic illustration of this technique is shown in· 
Figure 1, and is eas1y described. The value xn+l is .equal 
to the x-intercept of the tangent line to y=f(x) at the 
point (xn,f(xn)). 
8 
Y=F(X)=EXP(X")-2, Xn=2 
20 
1 8 
Y=F(X) 
1 6 
14 
1 2 
10 
8 
6 F(Xn) 
V 4 
2 
0 Xn 
---2 
ANGENT TO Y AT (2,F(2)) 
-4 
-6 
-8 
-10 
0 0.4 o.s· 1 . 2 1 . 6 2 2.4 
2.8 
X 
Figure 1: Graphic Illustration of Newton•s Method 
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The equation of the tangent line is 
y = f(xn) + f'(xn) * (x - xn). 
By setting y to zero and solving for x., the formula for xn+l 
is derived. In general, this method can produce a value 
xn+l such that lhnl<e, providing the initial estimate x0 is 
not too far fro~ a and f(x) is well behaved. 3 
In order to study the convergence properties of 
Newton's method consider expanding f(x) in a Taylor series 
about xn, where 
o - f(a) 
- f ( xn) + ( a - xn) * f ' ( xn) + \ * ( a - xn) + 2 * f" (. z ) , 
( n 4 where z f x ,a). 
If this equation is divided on both sides by fi(xn) the 
.result is 
( a - xn) + 2 * f" ( z ) 
O - ------ + (a - xn) + !.: * 2 ------------------ • 
3 An exact definition for the requirement to assure Newton-
Raphson converges is that in the neighborhood I about 
the root a define m such that m > \*lf"(y) I/ If' (x) I, 
xeI, yfI and that lm*€1 < 1. Obviously, since a is 
unknown this cannot be useful before starting the 
method. A more applicable test for conve~gence 
requires f'(x) ! O and f"(x) does not change sign in 
(a,b], and that f(a)*f(b) < o. Then if lf(a)/f'(a) I < 
(b - a) and lf(b)/f 16b~ I < (b - a) Newton's method converges from any x in (a,b] 
4 No.te that this assumes a is a simple root, f ~ (a) !O and 
f" exists and is continuous. 
1.0 
Recognizing that the error in the estimate xn is a-xn, 
setting this to en and rearranging the above equation, 
results in 
f" ( z) 
_ \ * (en)+2 * ------. 
f I (XO) 
In other words, as Newton's method approaches the 
solution a, each new approximation has an error proportional 
to the square of the _previous estimate error. Newton's 
method is thus described to be quadratically convergent or 
to be a second-order method. Note that convergence is only 
truly quadratic close to the actual root. Far from the 
solution the term f"(z)/f' (x0) may dominate. Additionally, 
once the method gets very close to the root computational 
error sources tend ~o prevent continued convergence. 
Appendix I lists a sample C program which uses the Newton-
Raphson method· to solve a simple nonlinear equation. 
Using Newton's method it is possible to find complex 
roots. The only requirement is that the initial estimate be 
complex. For some unique functions the function evaluation 
or· derivative evaluation will produce a complex result which 
would enable the ~ethod to converge to the correct solution 
even if the initi~l estimate is real, but this is not always 
the case. 
One of the difficulties in using the Newton-Raphson 
method is that it requires the derivative function f' (x) be 
known and be calculated at every iteration. It is possible 
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to use an approximation to f' (x) instead of using the actual 
derivative. 
Using Taylor series expansion about f(x) the derivative 
can be described as 
f ( X+ o X) = f ( X) + f 1 ( X) * o X + f 11 ( X) * ( o X) 2 / 2 + ••• 
The first approximation to f'(x) using a foward-
difference technique leads to 
( f (x + ox) - f (x) ) 
f' (x) - -------------------- + e, 
ox 
where 
e = f"(x) (ox)/2! + f'' '(x) (ox) 2/3! + ••• + a("ox), 
and is not calculated. 5 
An even better approximation technique called symmetric 
difference is 
f(x + ox) - f(x - ox) 
f' (x) - --------------------- + e 
2 * ox 
where 
e = f[ 3] (x) (ox)/3! + f[ 5 ] (x) (ox)/5! + .•. 2 + a(ox) . 
T_hes~ techniques may be quite valuable because of their 
computational savings. In fact, one commonly used 
si~plification of Newton's method is not to calculate f·'(x) 
5 Similarly a backward difference method exists which uses 
is 
n-1 X 
f(x - ox) instead of f(x + ox). This technique 
very simply implemented in a computer if we let 
xn - ox. Then no new values at f(x) need to be 
calculated. For more information on how this is done 
see the Secant Method. 
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at every step. Once convergence has started moving rapidly 
f' (x) terids not to change so f'(xn-l) may be used instead of 
f' (xn)~ f·' (xn+l), ... until the series converges without 
much of a. penalty. Appendix I lists a C program example of 
the Newton-Raphson method with only an initial derivative 
calculation. Note that in practice it is better to gauge 
the rate of change of the derivative and the progression of 
the resultant approximations to convergence. 
2.3 SECANT METHOD AND REGULA FALSI 
The secant method for solving f(x) = o requires· two 
val~es to start the iteration. A simple description ~f the 
technique is as follows: 
1) Starting with initial values x0 and x1 , construct a 
line which passes through (x0 ,f(~O)) and (x1 ,f(x1 )) and 
solve for the abscissa where it intersects with the x-. 
axis (x2 ). 
2) After this, new approximations are determined such that 
xn+l is set equal to the abs·cissa of the point of 
intersection between the secant through (xn-l,f(xn-l)) 
and (xn,f(xn)) and the x-axis~ 
A graphic illustration of the secant method is shown in 
Figure 2. 
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y 
·y-F (X) = EXP(X)-2 20--------r-----------~-------------------~ 
1 8 
1 6 
1 4 
1 2 
10 
8 
6 
4 
r 
2 
QL-----lr-~~~-------tr-------i 
-2 
_4L___L __ __L ____ L----1-----1-----..l-~~~~~ 
2.5 
-0.5 0.5 1 .5 
X 
Figure 2: Graphic Illustration of the secant Method 
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Note, in a similar technique called Regula Falsi, the 
second step is replaced by: 
2) Let x2 replace either x0 or x1 according to these 
rules. If f(x1 )*f(x0)<0 then replace the value with 
the same polarity as f (x2·); otherwise, use x2 to 
.replace MAX-If (x0 ), f (x1) I . 
More formally, assuming initial approx_imations x0 and 
x 1 , the secant method derives xn+l according to this 
formula: 
where, 
-------------------
• 
Note that this is identical to the Newton-Raphson 
method except f' (xn) is replaced by the backward difference 
approximation. 
Because of this it can be shown that the secant method 
converges nearly as quickly as the Newton-Raphson method; 
that is, it is almost quadratically convergent. 6 
Therefore, the choice between using the secant method 
and Newton-Raphson's method depends upo~ the work needed to 
compute f' (X) and the availability of the derivative 
6 Actually, fn+l is approximately fn-l*fn, which means that 
this method converges slightly slower than the Newton-
Raphson method, but faster than Regula Falsi. 
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function. As a rule of thumb if it takes more than .44 
times the work to compute f'(x) vs. f(-x) use the ~ecant 
method; otherwise, use Newton-Raphson. 
2.4 STEFFENSEN 1 S METHOD 
Another method, Steffensen's generates successive 
approximations in accordance with this formula: 
where, 
---------------------
• 
Appendix I li.sts a sample C program which uses 
Steffensen •·s method to solve a simple nonlinear equation. 
As can be seen, this method requires· no derivatives, but 
does need two function evaluations. Unlike the secant 
method, this method is strictly a second order technique. 
However, because of the two function evaluations needed, it 
is possible that this technique will require more time than 
the secant method even if it requires less iterations! 
2.5 ERRORS IN ITERATIVE METHODS 
Analysis shows that there exists a maximum bound on the. 
error of any computed value during an iteration method of 
the form Xn+l = f(xn). 7 Let c 1 , c 2 , c 3 ... represent the 
7 See Dahlquist, pp 238-239. 
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computed sequence as a result of the iteration. Call the 
error in the computation of f(cn) be 6n. ·That is, 
cn+l = f(cn) + 6n, for n = o, 1, 2, .~ .. 
It has also been shown that the final computational 
error only depends on the error made during the last 
iteration. So when calculating cn+l, the value cn is 
assumed to .be absolutely correct, and in fact does not 
affect the computational error 6n. This is extremely 
significant since it means errors due to rounding or evert 
mathematical mistakes have no influence over the final 
result. Put another way, iteration techniques are self-
correcting. 
This means that it is not necessary to compute with 
full accuracy in the first few iterations, since errors made 
in these iterations have no influence on the final accuracy. 
this makes it is possible to use less memory to rep~esent 
data (i.e. less precision) during th~ first few iterations 
if a switch to a more highly accurate format will follow for 
later calculations. This could save quite a lot of 
computation time; for example, initial calculations can be 
performed with integer ·mathematic, while floating point 
calculations are reserved for the ending iterations. 
·17 
3. SOLUTION METHODS FOR SYSTEMS OF LINEAR EQUATIONS 
There are two general techniques for solving the system 
Ax=b. For systems where the matrix A is full (i.e. the 
matrix is one in which most of the elements are nonzero) a 
direct method is usually used. In a direct method, the 
exact solution, ignoring computational error sources, is 
determined after a certain finite number of steps. However, 
when matrix A is sparse, then iterative techniques are more 
appropriate. Iterative methods result in a sequence of 
approximate solutions which should converge to the exact 
solution. Only direct methods are examined here.
1 
3.1 GAUSSIAN ELIMINATION 
Gaussian elimination is the most fundamental method 
used for solving linear systems. In essence, the idea is to 
eliminate the unknowns in a systematic way such that a 
triangular system results. Triangular systems are very 
simple to solve, and this is discussed in more det~il in a 
later section. 
1 The examination of techniques to solve Ax=b is incl~ded in 
the thesis because it is shown in the next section 
that solving nonlinear systems involves setting up and 
solving multiple linear systems of this form. It is 
expected that in the course of solving the ·nonlinear 
system of interest, namely x = g + bF(x), few 
realizations with A sparse will need to be solved. If 
this proves not to be a valid assumption, then sparse 
matrix techniques for solving Ax=b may be substituted 
for those discussed here. 
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consider the system Ax=b. In terms of linear 
equations, this can be written as n equations with .n 
unknowns: 
a11X1 + a12x2 + .... + a1nxn - b1 
a21X1 + a22X2 + • • • + a2nXn - b2 
• • • 
an1X1 + an2x2 + • • • + annXn - bn. 
Gaussian elimination takes the system to the form: 
x1 + a12lx2 + a13!x3 + + 1 b 1 • • • a1n Xn - l 
X2 + + + 
·2 b 2 
a23 X3 • • • a2n Xn - 2 
X3 + + 3 b33 ••• a3n Xn -
• • • • 
Xn bn n - , 
where the superscripts refer to the number of modifications 
the elements. go through to reach their final eliminated 
value. 
rhe method works as follows. Assuming a11 does not 
equal zero, all the coefficients of the first equation are 
scaled ~y l/a11, ·then x1 is eliminated from the last n-1 
equations by subtracting from the ith equation aii multiples-
of the first equation. This leaves the last n-1 equations 
as such , 
1 
a22 x2 
1 
a32 X2 
an2lx2 
wher~ 
+ 
1 . 
a23 X3 + 
+ 1 a33 X3 + 
+ 1 an3 x3 + 
a .. 1 1] - a .. 1] 
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+ 1 b2 1 • • • ~2n Xn -
+ 1 b3 1 • • • a3n Xn -
• • • 
+ 1 b 1 • • • ann Xn - , n 
a .. 11 
and 
b ,l b· -1 - 1 
for i = 2 , 3 , . . . n and j - 2 , 3 , . . • n . 
Looking at just the las.t n-1 equations, x2 can be 
treated in similar fashion. This elimination of unknowns 
from the lower .equations can continue until the system has 
reached the triangular form previously shown. In general, 
Gaussian elimination can be performed using the following 
formula: 
for k -
. 
1 -
. 
J -
a .k-1 kJ 
akkk-1 
aijk = aij~-1 - (aikk-1 * ·akjk) 
1, 2, ... n 
k+l, k+2, 
k+l, k+2, 
• • • 
• • • 
n 
n+l 
where ai,n+l is defined as bi! 
In matrix notation this is similar to: 1) forming the 
augmented matrix [Alb], 2) transforming the augmented matrix 
to row echelon form by using elementary row operations. 
For this to work properly, the diagonal elements a11, 
annn-l must all be nonzero. These elements 
are referred to as pivotal elements, and the way in which 
the system of equations is arranged has a great effect upon 
the pivotal elements. In addition, in order for Gaussian 
elimination to result in the desired format, the system A 
20 
which .is being reduced must be non-singular, that is, Ax=b 
must have precisely one solution. Systems with either no 
solutions or multiple solutions are called singular, and 
shall not be considered in this thesis. 
3.1.1 BACK SUBSTITUTION 
Once the system has been reduced to the upper 
triangular form finding x1, x2, ... ,xn is straightforward. 
Since the last equation directly gives th~ value of Xn this 
can be substituted back into ·equation n-1, resulting in 
n-1 n-1 · Xn-1 = bn-1 - a(n-1,n) . *xn. This process, referred to 
as back substitution, is repeated n-2 more times using the 
following formula: 
n 
Xi bii - ~ aijiXj, 
j=i+l 
for i = n-1, n-2, ... ,1. 
Similarly, finding the solution of a system in lower 
triangular form is simple. The following system is an 
example of one expressed in lower triangular form. 
Xl - b1 
a11.X1 + X2 - b2 
a21X1 + a22X2 + a23X3 - b3 
.... 
an1x1 + ••• + annXn - bn, 
In a manner similar to that used in back substitution, 
the first equation directly provides the so·lution to x1. 
Then using this x2 can be found in the second equation. And 
so it goes until Xn is found. 
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3.1.2 EVALUATING GAUSSIAN ELIMINATION 
Of great concern when evaluating methods used to solve 
Ax=b is how much work they take to arrive at a solution and 
how accurate they are. 
Consider how much work Gaussian elimination requires by 
calculating the number of. mathematical operations required 
to perform the elimination. Notice that in order to 
eliminate Xk it takes (n-k+l) divisions followed by (n-k) (n-
k+l) multiplications and ( (n-k) (n-k+l)) additions. To solve 
for xk requires (n-k) multiplications and (n-k) -additions. 
The totals are: 
Additions 
Multiplications 
Divisions 
n 
L (n-k) (n-k+l). - n (n-1) ( 2n+·5) /6 
k=l 
same as additions 
n 
L (n-k+l) - n(n+l)/2 
k=l 
For very large systems it can be generalized to say 
Gaussian elimination requires about n3/3 multiplications and 
additions and n2;2 divisions. 
It should be noted that the number of operations 
described above is correct whether the system is solving for 
only real numbers or complex numbers. This is because the 
operations above could be ·considered to be either real 
operations or complex operations. However, it should be 
obvious that there are substantial differences in actual 
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number of total ope-rations which are required depending upon 
whether the system is solving for real or complex numbers. 
A discussion about the implications of using complex numbers 
follows. 
There are three well known representations used for 
complex numbers. These are: 
Rectangular form: Z - a+ i*b, 
Trigonometric form: 
. 
Polar form: 
z - r*(cos(a) + i*sin(a)), or 
.* Z - r*e 1 a 
' 
where a, b, rand a are real numbers. 
Note that each representation requires two unique real 
numbers (a and b, or rand a) to fully describe the complex 
number .. As a result, in each representation the complex 
number must be stored in two separate parts. For this 
reason, operations involving complex numbers require bqth 
more ·work and more memory than operations with only real 
numbers. This is because of the need to track both parts of 
each number. 
If complex numbers are stored in computers in the 
common form as described above, then complex math operations 
are described as follows. Let X =a+ i*b, and Y = c + i*d, 
where a, b, c and dare ·real numbers, then 
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X + Y =(a+ c) + i*(b + d), 
[requires two real additions] 
X * Y = (a*c - b*d) + i*(a*d + b*c), 
[requires four real multiplications and two real additions], 
X / Y = [ (a*c + b*d) + ~*(b*c - a*d) ] / (c*c + d*d), 
[requires two real divisions, six real multiplications and 
three real additions]. 
Substantial computation savings for complex 
multiplication and division operations are possible if the 
polar representation of complex numbers is used. For 
'* '*a 
example, if X = ~*e1 a, and Y = s*e1 ~, then 
I* ( a) X * Y = (r * s)*e 1 a+~ , 
[requires one real multiplidation and one real addition] 
X / Y = .(r / s)*ei*(a - ~) 
[requires one real division and one real addition] 
Unfortunately, complex addition in polar form is much 
more co~plicated. In f~ct, it usually involves converting 
the numbers from -the polar form to the .rectangular form, 
performing the addition operation, then converting the 
resultant back to polar form. This involves performing the 
following: two sin(x) operations, two cos(x) operations, a 
tan(x) operation, a square root calculation, six real 
multiplications and one real division. As can be seen the 
number of calculations is quite enormous. 2 This aspect of 
operations using the polar form, coupled with the fact most 
of the algorithms require almost as much addition as both 
2 Especially since operations like sine, cosine, tangent, 
and square roots require multiple real calculations to 
perform. 
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multiplication and division combined, reinforce$ the use of 
the common form for complex numbers. 
Now consider the accuracy of Gaussian elimination. In 
general, the numerical calculations will .be performed where 
each number is stored with a limited number of significant 
digits. Two types of inaccuracies are likely: 1) round-off 
error due to approximating values using the limited 
precision, and 2) pivoting related errors, also related to 
limited precision, but specifically due to division by very 
small numbers. 3 
The following example· illustrates pivoting errors. 
Suppose a system which only allows three significant digits 
must solve these equations: 
(1) 
( 2) 
O.OOl*x + y - 1 
O.l*X + O.ly - .2 
This is solved· as follows: (1) becomes x + lOOO*y = 
1000, then 0.1 times (1) is added to (2), but limited to 
three significant digits this becomes -lOO*y = -100 beca~se 
the .1 is insignificant compared to 100. The solution which 
results is x=O, y=l; whereas the correct solutions is x=l, 
y=l (once rounded to three significant digits). The problem 
3 For an excellent discussion regarding the inaccuracies 
involved in performing Gaussian elimination, or LU 
factorization for that matter, see D. Hill's 
·"Experiments in Computational Matrix Algebra", pp2 l 7-
235. 
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encountered in this example is that 0.-001 is too small 
compared to the remaining coefficients. 
3.1.3 PIVOTING TECHNIQUES 
Two strategies to reduce pivoting errors like these are 
commonly used. One technique, while eliminating each 
variable in order, is to always start with the equation· 
which has the largest coefficient. In the example, this 
would mean using the second equation to eliminate the x 
variables in the other equation .. This technique is referred 
to as partial pivoting. Alternatively, one could reorder 
the variables such that the largest coefficient in the 
system is always used to start eliminations. In the example 
this would mean starting the elimination with y. This is 
called complete pivoting. Much experience has shown that 
partial pivoting· is usual_ly adequate, plus it is much 
simpler to perform than complete pivoting. Note that using 
either pivoting strategy assures no pivoting element in a 
non-singular system will be zero. This, of course, is a 
necessary condition to perform Gaussian elimination. 
Additionally, pivoting of either variety t~nd~ to produce 
more accurate results by reducing the effects of computer 
round-off errors. Appendix I lists sample C programs which 
use Gaussian elimination and Gaussian elimination with 
partial pivoting to so1ve a simple system of linear 
equations. 
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3.1.4 ILL-CONDITIONED SYSTEMS 
There are some systems Ax=b where relatively small 
changes in some elements of A can lead to very large changes 
in the calculated value for x. These systems are referred 
to as ill-conditioned. Sometimes reducing roundoff error 
may avoid introducing large errors in solving these systems; 
other times there is no hope to finding an accurate 
solution. 4 
Consider the following system: 
X - y = 1 
X - l.Oly = 0 
The exact solution to this is x=lOl and y=lOO; however, 
if the coefficient for yin the second equation is changed 
to 0.99, then the new system: 
x - Y. = 1 
X - 0.99y = 0, 
has an exact solution of x=-99 and y=-100. This thesis 
ignores the possibility of having to solve ill-conditioned 
systems. That is, no procedures shall be put in place 
specifically to handle ill-conditioned systems. Instead it 
will be a goal to design a process which will gracefully 
4 There are, in fact, some iterative methods for improving 
the answer produced when attempting to solve ill-
conditioned linear systems; however, they can not be 
guaranteed to succeed. For more information on this 
see Dahlquist's text Numerical Methods ppl83-184. 
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handle these syst~ms admittin~ the results may in f~ct not 
be very accurate. 5 
3.2 LU FACTORIZATION 
A commonly used alternative to solving Ax=b by Gaussian 
elimination is to employ LU factorization. Sµppose the 
system matrix A could be decomposed into a lower and upper 
triangular matrix, A=LU. Then the system Ax=b is equivalent 
to LUx=b. A little rearranging, and it could be expressed 
in thi~ way: Ux=z and Lz=b. Since Lis already in 
triangular form, z can be found using only back 
substitution. Similarly, sinc·e U is in triangular form, it 
can also be solved simply, in this case using what is known 
as forward substitution. Tf the LU format for A can be 
found quickly, then this technique may require fewer 
operations than Gaussian elimination. There are in fact two 
techniques currently ·used which convert A into LU form. One 
is Doolittle's method, the other Crout•s method. Both 
methods use the fallowing .facts: 
5 In a real-time environment this is almost all that can .be 
done. For this reason no attempt has been made to 
determine, either during the linear system solution 
process or before it, how accurate the solution is. 
This is certainly not the approach to take when doing 
specific linear system solving, where having access to 
the relative reliability of the determined result may 
be very important. 
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1) U is identical to the upper triangular system found via 
Gaussian elimination, 6 
2) Lis equal to a matrix filled with the negative of the 
multipliers used to create u. 
The difference between Gaussian elimination and LU 
factorization can then be descriped as saying in LU 
factorization the operations on bare saved for the end via 
forward substitution after finding z, ·whereas in standard 
Gaussian elimination the vector bis operated upon 
immediately. There are several advantages to saving the 
operations- upon b: 
1) LU factorization is slightly more computa'tio.nally 
efficient, 
2) Land U can overwrite A and be used to solve for many 
different b vectors at any time, 7 
6 Actually, it is the U mat+ix which determines the 
difference between Doolittle's method and Crout's 
method. Crout's method normalizes the U matrix such 
that all the diagonal elements are precisely 1. This 
requires a little additional work during the LU 
decomposition; however, there is an equivalent amo"unt 
of reduction in work when solving the system. In 
fact, if the -same system matrix is to be used with 
multiple b vectors, then Crout's method produces some 
computational savings. 
7 There-exists a technique, referred to as modified Gaussian 
elimination, where even though bis modified during 
the reduction of A, the results of the reduction can 
overwrite A and b during the process. 
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.3) Determinant calculation is easy, where the determinant 
of A is equal to the product of the diagonal 
elements of L, 
4) Transpose system ATx=c .has the same triangular factors. 
Of course, reasons 3 and 4 are not immediately useful in the· 
solution of nonlinear systems. 
Appendix I lists sample C programs using Doolittle's 
method and Crout's method to determine the LU decomposition 
of a simple system matrix. 
3.2.1 PROOF LU FACTORIZATION IS COMPUTATIONALLY MORE 
EFFICIENT THAN GAUSSIAN ELIMINATION 
In LU factorization, when performing the upper 
triangular reduction, no operations are performed on the 
vector b. Therefore the total number of saved operations 
are: 
saved divisions: 
saved multiplications: 
saved additions: 
1 
n-k 
n-k 
However, then one must use back substitution and 
forward substitution, which both require (n-k) additions and 
multiplications. Therefore the total savings is only one 
division. This is not really very significant for solving 
the system Ax=b once; ho~ever, if you are interested in 
solving Ax=bi, where i >> 1, then the savings can be 
appreciable. Additionally, in LU factorization, the pivots 
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do not -have to be set to one. This results in saving 
n+(n-1)+ ... +1, n*(n+l)/2, division operations. 
The computational savings, plus the ability to conserve 
storage space, make LU factorization more attractive than 
Gaussian elimination. 
3.2.2 LUP FACTORIZATION 
Not every nonsingular matrix A can be decomposed into 
LU format even though most can. There exists another 
decomposition method which works for every nonsingular 
matrix. This is a less well known technique, referred to as 
LUP factorization. The meanings of Land. U are not 
significantly different from LU factorization; however, now 
A= LUP, where Pis a permutation matrix. 8 In an 
interesting review of advanced and theoretically highly 
efficient algorithms, LUP factorization is introduced as 
being a better technique for matrix decomposition than LU 
factorization. 9 The LUP factored system can be solved 
analogously to the LU system. First z is found for the 
system Lz = b. Then xis found for UPx = z. 
8 A permutation matrix is one which _has exactly one nonzero 
element in each ~ow whose value is one, and in the 
case of n by n matrices, also has exactly one nonzero 
element in each column. The effect of post-multipling 
a matrix by a permutation matrix, such as in AP, is to 
swap columns within A. Similarly, pre-multipling a 
permutation matrix by another causes row swaps. 
9 See "The Design and Analysis of Computer Algorithms." 
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This technique is only mentioned for reference to the 
interested reader. Even though LU factorization fails for 
some matrices, the LUP technique is rather complicated, and 
show$ most promise for use in solving large systems. It is 
not explored in depth here because, while the technique does 
promise to reduce the number of mathematical operations 
needed to solve .for x, the additional work needed in 
deriving the LUP factored system for small systems outweighs 
the benefits of the reduction in the total number of 
mathematical operations. 
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4. SOLUTION METHODS FOR SYSTEMS OF NONLINEAR 
EQUATIONS 
Now some methods used to solve systems of nonlinear 
equations are reviewed. 
4.1 ONE POINT ITERATION METHOD 
Consider a general system of n nonlinear equations inn 
unknowns: 
. 
1 - 1, 2, ... , n. 
This system can be rewritten in the following form 
. 1, 2, l - • • .• i n. 
This immediately suggests the iterative method 
x·k+l = g1(x1 k k k l I x2 ' • • • Xn ), 
. 1, 2 I l - • • • I n. 
There ex_ist~ an important;. class of problems where one. 
wants to solve the system with a small signal variation 
about an operating point. This could be described as 
i = 1, 2, ... , n, 
wher~ the a is a constant vector and o < h << 1. 
If it is known that f(x) has bounded partial 
d~rivatives, then it can be guaranteed the iteration method 
will converge. Unfortunately, the convergence rate of this 
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m~thod is linear. The following sections provide methods 
which, like the one-dimensional approaches to which they are 
similar, converge more rapidly. 
4.2 THEN DIMENSIONAL NEWTON-RAPHSON METHOD 
The Newton-Raphson method, which has previously been 
used to solve single variable nonlinear equations, can be 
easily generalized ton dimensions. For n=l, 
By neglecting the quadratic term the following is obtained: 
f' (xk) (xk+l_xk) + f(x) = o, k = o, 1, 2, ... 
Analogously, Taylor's formula inn dimensions results in the 
following, 
where, 
F(X) is an array of n functions fi(Xi), i = 1, 2, ... , n, 
and F' (X) is an n x n matrix,. known as the Jacobian matrix, 
with elements1 
of· 1 
f•ij = ---(x), . . 1 <= J, 1 <= n. 
8Xj 
This quickly leads to the Newton-Raphson equation inn 
dimensions, 
or, 
1 Often the Jacobian is denoted by J. 
34 
. . 
• 
This is a linear system of equations which, provided 
F' (Xk) is non-singular, can be solved using the techniques 
previously. described. Therefore, to solve the nonlinear 
system, each of the linear systems described above must 
first be .solved. 
Explained another way, consider a system of n nonlinear 
equations fi inn variables Xi: 
f1( X1' x2, • • • I Xn ) - 0 
f 2 ( Xl' x2, • • • I Xn ) - 0 
• 
fn( x1' x2, • • • I Xn ) - 0. 
Assume the system has a solution vector, a. Perform 
the first level expansion of each function with a Taylor 
series about x to get: 
of· 1 6f1_ 6f1 
f 1 (a) - f 1 (x) + ---(a1-x1) + ---(a2~x2) + • • • + ---(an-Xn) 
6x1 ox2 6xn 
. 
• 
• 
6fn 6fn 6fn 
·tn (a) - tn (x) + ·--- ( a1 -xi) + ---(a2-x2) + • • • + --- ( an-Xn) . 
ox1 ox2 oxn 
Assuming . close to the higher order terms be X lS a, can 
ignored: 
F(a) ~ F(X) + J(a - X). 
If F(a) ~ F(X) + J(a - X) is set to zero and Xis 
solved for, the result will not be the vector a, because of 
the neglected higher order terms. Instead it will be some 
new value of X. 
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The solution to t~e n dimensional Newton-Raphson 
equation is xk+l = xk - J-1F(Xk). In practice, the Jacobian 
is not inve_rted, instead linear techniques to solve Ax=b 
type systems are employed. Define 6k = xk+l - xk, then 
J * sk = -F(~k) and xk+l = xk + 6k. Note, that just as in 
the one dimensional case, Newton-Raphson's method requires a 
good initial esti~ate of the solution to work.-
The purpose of Newton~Raphson's method is to reduce the 
norm error so IIF(xk+l)l:I <:_ IIF(Xk)II. Unfortunately this 
does not always happen so sometimes it is useful to define 
xk+l = xk + t*6k, and o < t <= 1. This usually acts to 
cause the norm to reduce. 
4.3 SECANT METHOD INN DIMENSIONS 
At each step in the Newton-Raphson method the n
2 
entities of F'(Xk) need to be computed. This may be 
impractical unless F(X) has a very simple form. Methods not 
usin~ derivatives are possible by estimating the partial 
derivatives in then-dimensional Newton's method using a 
difference quotient in the same manner as the secant method 
does. A frequently used approximation is given by, 
ofi 
----- (x) -
oXj 
Jij(X,h) = -----------------------
h· J 
where ej is the jTH coordinate v~ctor and h an n-dimensional 
parameter vector with components hj, o, j = 1, 2, ..• ,n. 
36 
Then the approximate Jacobian, J, is the matrix filled 
with Jij(x,h) and 
J(Xk,h) (xk+l - .xk) + F(Xk) - o, 
or, 
It may ·be more convenient to define Jin the following 
terms: 
• • • 
-1 
, f(x+hnen)-f(x))H , 
where H = diag( h1, h2, ... ,hn ·). 
This shows J is non-singular, and so xk+l is defined if 
and only if the vectors F(Xk + hjej) - F(Xk), j - 1, 2, ... , 
n, are linearly independent. 
This method requires f(x) to be evaluated at the n+l 
Thus the amount of 
computation is comparable to that of Newton-Raphson method 
provided the evaluation of F(X) is on the same order as 
F' (X). Of course, this is inconsequential if F'(X)- is 
unavailable, but at least it is known not to expend a· lot 
more time by using this technique. 
The selection of the values for hj is some~hat 
arbitrary. However, often the following is used 
h . _ x·k-1 x·k J - J - J ' j=l, 2, ... , n 
since it is rather convenient. Beware that this does not 
ensure hj does not equal o. Using this technique it has 
been established the order of convergence is t. 61.8-, the same 
as it is for secant method when n = 1. Appendix I contains 
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a reference to a sample C program which uses the Secant 
method to solve a simple nonlinear system. 
4.4 STEFFENSEN 1 S METHOD INN DIMENSIONS 
Redefining Has hj = fj(Xk) produces a generalization 
of Steffensen's method. Now F(x) needs to be evaluated at 
the n+l points 
xk, xk +fj(Xk)*ej, j - i, 2, ... , n. 
This provides a slightly better technique than before 
because the· order of convergence is strictly 2.
2 Appendix I 
contains a reference to a sample C program which uses the 
Steffensen method to solve a simple nonlinear system. 
4.5 LOCAL LINEARIZATION TECHNIQUES 
Often in dealing with nonlinear systems it is pos~ible 
to know enough about the nature of the nonlinearities to be 
able to express them, when operating in a small band about a 
known point in the nonlinearity, with a linear formulation. 
Usually, a linear expression of the function is substituted 
into the system for use over a limited range of solution 
values. If the solution moves outside the range of 
2 Despite the higher order of convergence steffense.n' s 
method should theoretically have over the secant 
method, testing has not proven it to consistently 
require fewer iterations. In fact, based on the 
testing performed to date it is hard to determine 
which technique actually converges faster, or takes 
the least amount of time to perform. 
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.confidence in the linear model, a new model is determined 
then used. 
For .a particular nonlinear function of interest it is 
possible to need many linear functions to approximate the 
nonlinear one over the entire range of acceptable function 
input values. As a result, this technique will not be 
explored here because of the assumption of only limited 
knowledge about the nonlinearities contained in the system 
to b& processed. However, it should be pointed out that 
this is the ~ethod currently used most in computer aided 
circuit analysis tools, and therefore there exists a 
substantial amount of research regarding appliqations using 
this technique. 
4.6 MATRIX-UPDAING PROCEDURES: BROYDEN 1 S METHOD 
Matrix-updating is a recent development in nonlinear 
system solving. The following is a technique attributed to 
Broyden. In each iteration a new approximation Ji to the 
Jacobian is obtained by adding a rank-one matrix to the 
previous approximation Ji-l in order to satisfy the 
following constraints: 
3icxi ~ xi-1) _ F(Xi) _ F(xi-1), 
Ji*P = Ji-l*P, when (Xi - xi-llT*P = o. 
By defining 
H = J-1 , xi - xi~l = Q, and 
F(Xi) - F(Xi-l) = Y, 
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the following results: 
- ------------~-----
' 
and, 
• 
The latter equation is obtained by an application of the 
Sherman-Morrison formula. Finally, 
xi+l = xi - Ci*Hi*F(Xi) . 
. 
The constant c 1 is normally equal to 1, but if this 
choice makes I IF(xi+l) I I >= I IF(Xi) I I, ci can be halved 
repeatedly' until 11 F cxi+l) 11 < 11 F (Xi) 11 • 
. This is obviously more complicated than the methods 
previously discussed. Th~ equations used to determine the 
next value for X require more computations. One also needs 
to provide an initial estimate for the Jacobian matri~ 
approximation. Finally, no evidence ~as found that this 
methodology offers any advantages over those p~eviously 
discussed. For these reasons, this method is not going to 
be explored further. 
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s. SOLVING THE NONLINEAR PORTION OF A NONLINEAR DSP 
SYSTEM 
In the general description of the nonlinear DSP system, 
a nonlinear portion can be extracted from the whole system 
and solved separately. This involves solving the nonlinear 
s·et of equations x = g + bF (x) • 
It is easy to rearrange these equations to define a new 
vector of nonlinear eq~ations, Fl(x) = x - g - bF(x) . 1 
The problem now becomes finding the root of the system 
Fl(x), exactly the type of_ problem solved in Section 4. The 
focus of this section is how to implement these techniques 
most ·efficiently, and to describe the requirements for any 
system intended to apply them. 
ASSUMPTIONS 
Before detailing a method implementatio~ str~tegy, all 
assumptions should be listed explicitly. The following four 
assumptions are made: 
1
· If time-varying systems are also considered, this equation 
could be written as 
Fl(x,t} = X - g - b(t)F(x,t), 
where it is imagined the ele-~ntal nonlinearities vary 
with time, and so does the relationships between the 
elemental nonlinearities and the state variable x. 
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1) The nonlinear solving system shall be designed to be 
independent from the linear solving system. This 
modular design allows the nonlinear solution system to 
be plugged into any complete system a~plication. 
2) The system shall operate only with real valued· functions. 
The system can easily be modified in the future to 
handle complex values without changing the basic 
structure of the programs. 
3) The linear system provides the nonlinear process the 
values of g, band an initial estimate for x. If ·bis-
time-varying, then th~ value provided for b must change 
as required. -The linear system also must -provide the 
nonlinear system the ability to evaluate F{X). All of 
this is required for the nonline~r system to solve 
Fl ( X) • 
NOTE: It should be recognized that the efficiency 
of the system depends very heavily on how 
efficient the F(X) routines are. The 
implementation of these routines plays as great a 
role in d~termining the feasibility of performing 
the nonlinear task in a real-time system as the 
rest of the system design. This is because of the 
number of times these routines must be used in the 
course of finding a nonlinear system solution. 
4) The nonlinear proces~or is not provided the derivative 
functions F'(X) and must build its own approximation to 
the Jacobian. Therefore, either the Secant or 
Steffensen derivative of the Newton-Raphson method must 
.. be used. 
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Recall in section 4.3 that estimating the Jacobian 
verse direct evaluation involves roughly the same 
amount of computational effort if the evaluation 
of the vector of nonlinear functions, F(x), can be 
performed with the same effort as the actual 
Jacobian evaluation. This again emphasizes the 
importance of making the nonlinear function 
routines efficient. 
Appendix II describes a nonlinear circuit example and 
its decomposition into separate lirtear and nonlinear 
systems. Appendix III contains a listing of prototype C 
programs used to solve the nonlinear portion of circuit. 
Appendix IV lists various performance characteristic of the 
programs prototyped. 
5.1 DETAILING A METHOD 
Each method for solving the root of a system of 
nonlinear equations can be described generically as follows: 
STEP 
1 
2 
3 
4 
DESCRIPTION 
Derive an initial estimate for the 
solution, X. 
Using the current solution estimate 
evaluate the system functions, Fl(X). 
Decide whether the current estimate is 
acceptable to use as the actuai 
solution. If it is stop here and return 
estimate to linear system. 
Determine an approximat~on to the 
Jacobian. 
2 Recall the Secant method actually requires two initial 
estimatees, while the Steffensen only needs one. 
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5 
6 
7 
Set up a linear system to solve for 
based on the n-diJensional Newton-
Raphson equation. 
Solve the linear system. 
Use the linear system solution to 
produce the next estimate for nonlinear 
system solution. Then, go to step 2.~ 
Thesis sections 2 through 4 have described many of the 
v~rious options available for use at each of these steps. 
The following section describes the options which have been 
chosen for each step and why. 
s.1.1 STEP 1: CHOOSE AN INITIAL ESTIMATE 
Since the only knowledge of the nonlinear system before 
starting is the range of values a solution may-take, there 
is not have much to ·go on and any estimate would be 
completely arbitrary. Therefore., the most sensible thing to 
do is to requite the linear system to provide an initial 
estimate. For the purposes of this thesis an initial 
estimate of zero will be used. 
s.1.2 STEP 2: EVALUATE THE SYSTEM FUNCTION 
Evaluating the system function starts by using the 
routines which have been provided to the processor to 
evaluate values of the nonlinear functions at the current 
estimate. Then Flk(X) can be fully determined by 
Flk = xk - gk - bF(xk). 
3 Note that even if Jacobian matrix is derived via an 
approxim~tion, then-dimensional Newton-Raphson 
equation still is the basis for the iteration method. 
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5.1.3 STEP 3: DECIDE WHETHER TO TERMINATE THE ITERATION 
Until this point there has not been too much concern 
with deciding when to stop the iterative solution finding 
process. In fact, in all the C program examples which 
feature iteration a simple check of the functidn at the each 
estimated solution against some desired accuracy was used. 4 
This is a rather simplistid approach. The following 
discussion looks a little deeper into this topic. 
Suppose it is known beforehand that a certain 
prescribed accuracy is desired. One technique is to compare 
each estimate against the pre-established tolerance, just as 
was done in the sample programs. An6ther method involves 
using error estimation calculations, such as the type used 
in analyzing some of the iteration methods previously 
discussed (see Bisection Method or Newton-Raphson Method 
Sections). However, usually the work needed to determine 
the estimated error is on the order of performing another 
iteration. This suggests it would ·be wiser to perform more 
iterations than using the error estimating technique. In 
fact, most circuit analysis programs- operate on this 
principle. 
One po.tential pitfall of attempting to reach some 
predetermined accuracy limit .is that usually the- limiting 
accuracy, €1, for the attainable solution estimate is not 
4 In addi_tion,. a safety catch which limited the total number 
of iterations allowed is also used. 
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known a priori. Therefore, it is feasible to select a 
tolerance smaller than the procedure can possibly achieve, 
resulting in endless iteration or use of a mindless 
termination cri t~ria. The following discus·sion suggests a 
better means of determining when to stop the iteration 
method. 
When a sequence Xn converges to a, it is known that 
from some n onward the differences I Xn - Xn-1 I decrease 
until I Xn - a I ~ t1. Thereafter, rounding error~ dominate 
and the differences vary irregularly. This suggests 
terminating the iteration ~nd accepting Xn as the solution 
when the following two conditions are met: 
lxn - Xn-11 >= lxn-1 - Xn-21 
and, 
lxn-1 - Xn-21 < 6. 
Wher~ 6 is a coarse tolerance used only to prevent the 
iterations from stopping until Xn is close to the solution. 
This· criteria has been shown here in terms for a single 
variable root finding method. However, it is easily 
modified to handle multivariable systems, as follows: 
11.xnl 1-1 l·xn-ll I I >= I I l·xn-1 11 - l.lxn-2 11 I 
and, 
11 xn-1 11 - 11 xn-2 11 I < o. 
Using this termination criterion the chance of not 
stopping the iterations for ill-conditioned systems or of 
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not achieving the attainable accuracy for well-conditioned 
systems is supposedly very small. Unfort~nately, recall in. 
the discussion of the Newton-Raphson method it was :mentioned 
that successive iterations do not always produce decreasing 
values for I IFl(X)I I. Therefore, only a few programs listed 
in Appendix III have used this technique versus the previous 
method. An examination of the benchmark results shows why. 
5.1.4 STEP 4: ESTIMATING THE JACOBIAN AT THE CURRENT 
SYSTEM SOLUTION ESTIMATE 
To determine the estimate to be used for the Jacobian 
one could use either the secant or Steffensen method. As 
was previously -explained, theqretically the secant method 
does not converge quite as rapidly as the Steffensen method. 
In the single dimensional case it was noted that each 
i~eration of th~ secant method is faster than each for the 
Steffensen method; howeveri this may not be the case in the 
n-dimensional situation. Regardless, the technique 
developed here will start by using the Steff~nsen method.
5 
5 It is possible to imagine a rather sophis~icated routine 
which would choose between the two methods. This 
adaptive routine might try both techniques to 
establish baseline iteration times or switch 
techniques in the case of iterations producing 
estimates which appear to diverge rather than converge 
to the solution. For now, this development is left 
for the future. 
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5.1.5 STEP 5: SETTING UP THE LINEAR SYSTEM 
As was seen previously, the Newton-Raphson equation can 
be written in two ways: 
or_, 
While the equations are equivalent, each produces a 
different linear system for which to solve. In the first 
equation one solves for the difference between the currerit 
estimate and the next estimate. After solving the system 
one needs to perform a matrix subtraction to derive the next 
estimate. While in. the second equation, one is solving 
directly fcir th~ next estimate-. However, using this 
equation one mu.st perform a matrix multiplication and matrix 
addition to get the ststem into the Ax=b format. In 
general, it appears setting up the linear system in the 
first format requires the least amount of work. Therefore, 
this is the process used. 
Then, using the approximation for the Jacobian in place 
of Fl' (Xk) in the Newton-Raphson equations, the linear 
<' 
system looks like this: 
Jk * (xk+l - xk) - -Fl(Xk) 
5.1.6 STEP 6: SOLVING THE LINEAR SYSTEM 
In order to solve the linear system described above, 
either a Gaussian elimination or LU decomposition technique 
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could be used. Since it has been established that LU 
decomposition is more efficient, it is used. 
Now, one needs to select between the various 
implementation methods, such as the modified Gaussian, 
Crout's, Doolittle's, or creating another one. Making this 
decision is really equivalent to selecting the routine which 
works best for a ·given processor architecture. Therefore, 
no generic best selection is possible. Appendix III lists 
prototype programs using each of the previously detailed LU 
decomposition techniques. 
5.1.7 STEP 7: PRODUCING THE NEXT SOLUTION ESTIMATE 
The result of step 6 is a vector, call it 6, equivalent 
to xk+l - xk. Therefore the next estimate could simply be 6 
+ xk. However, as was noted when discu~sing the Newton-
Raphso~ method, 6 + xk will not always generate a reduction 
in the norm of Fl(X), so often xk+l is defined as: 
xk+l = xk + t*6, 
where O < t <= 1. 
For the purpose of this study, t shall be allowed four 
possible values: 1, .5, .25, and .125. The method shall 
always start with t=l and move to decreasing values u_ntil 
either t=.125, or the norm of Fl(X~+l) is reduced compared 
to that o.f Fl (Xk) . -The final value is used for xk+l. 
Because this technique requires multiple evaluations ·of 
the functions F(x) for finding the values of Fl{x), it might 
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just be wiser to bypass t.n.is procedure and simply define 
xk+l = xk + 6. Appendix III lists prototype programs which 
use both of these xk+l finding techniques. 
5.2 IMPLEMENTATION CONSIDERATIONS 
Now that the basic algorithm techniques which. are to be 
utilized have been selected, there are still more details 
which must be considered before a successful process 
implementation can be performed. This section examines some 
of these considerations. 
s.2.1 MATHEMATICAL ERRORS 
There has been much work in the area of error analysis 
in digital computations. These analyses tend to focus 
exclusively on a single algorithm's characteristics. For 
example there are multiple works which examine effects of 
finite register size on diff~rent DSP filter 
implementations. There is no technique available to 
determine what errors are likely to exist without an 
intimate knowledge of the algorithm of interest, and without 
a specialized examination of the mathematical calculations 
contained within the· algorithm. Because of the complexity 
of this type work it has been reserved for the future; 
however, s.ome comments are appropriate. 
One feature of iterative methods which was discu.ssed is 
the way they ar~ 'self correcting'. That is, while there 
may be an invaiid intermediate result obtained in one 
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iteration, during the next iteration the technique uses the 
past result only as a sta~ting point, and so can bvercome an 
erro_r made during past iterations. This is a very important 
feature which can be exploited by simplifying the 
mathematics during the early iterations of a algorithm, then 
moving to more precise calculations as the solution is 
approached. Appendix lII lists prototype programs which use 
different level~ of number representation precision and 
mathematical calculation precision ~t different points 
d~ring the solution finding process. 
Another technique mentioned whi.ch is used to reduce 
susceptibility to errors while solving linear systems is 
partial pivoting. Much analysis has been performed 
concerning the need to perf arm part.ial versus full pi voting, 
.and the universal c.onclusio_n is that partial pivot will 
eliminate most errors in a well conditioned linear syste•. 
Therefore, while the thesis does hot provide a detailed 
analysis of the magnitudes of errors which ~ight result 
during our process, it features techniques which work. toward 
reducing the errors. 
s.2.2 INTERMEDIATE RESULTS REQUIRING LINEAR SINGULAR 
SYSTEM SOLVING 
One of the key features of the methods used is that 
through each iteration a new linear system is produced which 
needs to be solved. As a result, it is. possible to have an 
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intermediate system which is not solvable because. the linear 
system matrix is singular. This occurrence does not imply 
that the nonlinear system can not be solved using the method 
chosen. Instead, it means something must be done during 
this particular iteration to avoid prematurely terminating 
the process before allowing the process to determine if a 
solution can be ultimately reached. 
One form of this problem which was encountered during 
prototype program development is when the system matrix, 
after reduc.tion via Gaussian elimination or L_U 
factorization, evaluates to having a zero element in a 
diagonal position. Certainly this produces a singular 
system which can not be evaluated. 
The approach used to sidestep this problem in the 
prototype software is to simply insert the number one into 
the matrix in place of the zero, and to replace the 
corresponding ele~ent in the b vector with the previous 
solution estimate. 6 This trick does not affect the accuracy 
of the solutions to the linear system for rows below the 
zero diagonal element; however it does distort the remainder 
of the results. While an exact mathematical description of 
what this trick actually does in terms of the magnitude of 
the distortions has not been made, it has worked well. for 
6 The description here is in terms of using a modified 
Gaussian elimination technique; however, it can be 
applied to others techniques as well. 
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the sample systems the prototype software· has attempted to 
evaluate . .Certainly this technique relies upon the self-
correcting feature of iteration methods to overcome these 
distortions. 
5.2.3 OVERFLOW/UNDERFLOW PROBLEMS 
As with any program involving mathematical 
calculations, care must used to avoid underflow and overflow 
problems. 
Underflow results when a numerical resultant is too 
small to be represented by_ the data format for the variable. 
In the prototype programsi the result of a calculation 
producing an underflow is zero. In well-conditioned systems 
this will not cause any problems. 
Overflow results when a numerical operation produces a 
resultant too large to be represented by the variable data 
format. In the prototype programs, the result of a overflow 
calculation is to terminate. the program. The only 
precaution taken in the prototype software was to avoid 
division by zero. In this case the software merely skips 
the division operation, aqcepting any consequences. Once 
again the. self-correcting feature of iteration methods in 
general is used to overcome these distortions. 
5.3 PROTOTYPE BENCHMARK CRITERIA 
This section examines the criteria used to 
quantitatively measure the performance of v~rious aspects of 
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th~ prototype programs. Most notably these include memory 
usage and processing speed. 
5.3.1 MEMORY REQUIREMENTS 
Both program memory and random access memory 
constraints exist for any process implementation. For a 
self-contained processing unit these resou~ces are bound to 
be more limited than in a multiple chip system. Regardless, 
because both forms of memory are limited resources, care was 
taken to try and reduce their usage for each prototype 
program. S.ome techniques naturally rely more heavily on one 
resource than another. Further, it is not merely the amount 
of the memory which is available which is important, but its 
form as well. For example, cache memory systems will speed 
access to both memory types. 
~xperience has shown that implementation choices will 
determine a certain fixed minimum amount of RAM. This 
me~ory is neede~ whether the system contains one nonlinear 
equation or twenty. This memory represents the •working' 
register needs of the implementation. The working registers 
are used to perform numerous tasks. Some memory is needed 
constantly such as the registers used to hold intermediate 
calculation results. Other memory needs are more temporary 
such as passing arguments between routines and holding 
return addresses to be used after function calls. 
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These fixed memory needs are very dependent upon the 
target system used to implement the nonlinear process, as 
well as the programming language used. to program the target 
ststem. For example, an Intel 8031 microcontroller contains 
four eight byte-wide register banks. When programming iri 
assembly language a programmer can access all of this 
memory; h9wever, when using certain high level programming 
languages, one or more of the register banks are reserved 
for use by built-in language subroutines. 
The number of independent nonlinear equations which 
need to be solved simultaneously also plays an enormous role 
in determining the total RAM requirements. These ·memory 
needs tend to be a function of the rank of the system. 
Therefore, the total RAM requirements for any implementation 
can be expressed as RAM= o + M(n), where O represents the 
fixed RAM needs and M the memory ne·eds dependent upon n, the 
rank of the system. The benchmark criteria for the purpose 
of this study is the M(n) requirement. 
5.3.2. SOLUTION FINDING SPEED REQUIREMENTS 
One of the distinguishing features of the process this 
thesis aims at understanding is its application in a 'real 
time' environment. Many of the characteristics of a real 
time environment vary considerably from one application to 
another. One feature that does not change is the need to 
use the nonlinear process multiples times, often 
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periodically. As a result, for an implementation scheme to 
be useful, it must be able to supply a value of F(x) back to 
the linear system in time for the linear system to complete 
its work in finding Y, and before the next system input 
. 
arrives. 
A few techniques have already been discussed which can 
be used to improve throughput of the nonline~r processor. 
These include: 
1) Starting iterations with a course process, then switching 
to a finer proce~s as the solution ·is approached. This 
applies to both basic· algorithm as well as the 
mathematical computatiohs within it. 
2) Not evaluating the Jacobian at each step of the 
iteration. 
3) Updating only part 0£ the Jacobian durin~ each iteration 
step. 
Some of these approaches are used by prototype programs ?. 
listed in Appendix III. At this point some other approac~es 
shall be introduced. 
In an effort to speed the iteration process to a 
solution rather ·than restart the nonlinear ~elution 
procedure each time with a fixed arbitrary· initial estimate 
for the solution, it is possible to use the system's past 
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solution as the as the next estimated solution. 7 In this 
c~se, one could consider the very first nonlinear iteration 
process, specifically the original initial solution estimate 
of section 5.1.1, to be a primer for future processes. 
symbolically this may be described as follows: 
INPUT: gl 
FROM 
LINEAR 
SYSTEM 
INPUT: g2 
Xo: ARBITRARY STARTING POINT 
I 
!ESTIMATED SOLUTION 
NONLINEAR SYSTEM X1: OUTPUT 
I 
I 
!ESTIMATED SOLUTION 
I 
NONLINEAR SYSTEM -I ~--~-x2 : OUTPUT 
I 
• 
• 
• 
This is similar to the development of then-dimensional-
secant method, where the choice of Hk - xk-l - xk is 
arbitrary, but it was made because of its convenience. In 
this situation, there is a more weighty reason for choosing 
to use the past solution for the· next initial estimate. 
That is, the -input signal comes from a linear system; 
therefore, it is reasonable to assume that consecutive 
values of g will not differ too much. Then providing the 
7 Remember the secant method requires two values for 
starting the iteration method. Therefore, both ·the 
past solution and the next to last solution· estimate 
can be used as starting values. 
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nonlinear system is not ill-conditioned, it is reasonable to 
expect the small variations in g will produce only small 
variations in the solution vector. Even if this is not 
true, using the past output for an initial estimate can be 
no worse than using a fixed arbitrary starting estimate. 
Most of the prototype programs listed in Appendix III 
use this method of generating an initial solution estimate. 
Another approach to selecting an initiai estimate for 
starting the nonlinear solution finding process takes the 
previous idea a step further. Suppose the process uses the I 
input signal itself to "pr.edict" what the next input signal 
will be. Then the process could use the past solution as a 
starting estimate for solving the nonlinear system assuming 
an input signal equal to the predicted value. If the 
predicted input signal is close to the actual input signal, 
and if the nonlinear system is not ill-conditioned, then 
this could be considered tb be similar to starting the 
solution finding pro~ess for the next input signal prior to 
the arrival of the next input signal. Symbolically this may 
be described as follows: 
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INPUT: 91 
I 
I 
PREDICTION 
METHOD 
INPUT: 92 
I 
Xo: ARBITRARY STARTING POINT 
I 
!ESTIMATED SOLUTION 
NONLINEAR SYSTEM 
jESTIMATED SOLUTION 
I 
X1: OUTPUT 
I 
I 
NONLINEAR SYSTEM -I ~~~px2 
!ESTIMATED SOLUTION 
NONLINEAR SYSTEM 
• 
• 
• 
I 
X2: OUTPUT 
I 
I 
The potential advantage to this system is that it may 
require less time to find x2 once 92 becomes available as 
compared to using the previously described technique. For 
this to be true. requires the following: 
1) the prediction, Pgk, must be fairly good and quick, 
2) the total number of iterations to solve the nonlinear 
than the number of iterations for solving Xk = 
Appendix III contains a prototype program which uses this 
method of generating an initial solution estimate. The 
prediction method used in the prototype program to get ·pgk 
is simply Pgk = 9k + (gk - gk-1)• 
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Certainly, many possible methods exist for generating 
Pgk. 8 It is even. likely by knowing the nature of the linear 
system being used a more refined prediction methbd could be 
arrived at. 
One final approach to improving the speed of the 
nonlinear system is discussed. The idea here is to go 
straight f~om Xk to PXk using a prediction method withdut 
resolving the nonlinear system. Eliminating the need to 
perform a nonlinear solving- exercis~ significantly improves 
the speed. as which PXk is derived as compared to the 
previous technique. Now o"ne only has to hope the 
prediction, PXk, is closer to Xk+l than Xk. Symbolically 
this method m~y be described as follows: 
8 One can easily imagine methods based on analogies to 
techniques used to estimate network time responses; 
such as the trapezoidal rule, Runge-Kutta formulae, 
and Gear's predictor-corrector formulae. 
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INPUT: gl 
INPUT: 92 
Xo: ARBITRARY STARTING ~OINT 
·1 
JESTIMATED SOLUTION 
NONLINEAR SYSTEM 
PX1 
I 
X1: OUTPUT 
I 
I 
PREDICTION 
METHOD 
!ESTIMATED SOLUTION 
I 
NONLINEAR SYSTEM j--~~-x2: OUTPUT 
I 
• I 
• 
• 
Appendix III contains a prototype program which uses 
this method of generating an initial solution estimate. The 
prediction method used in the prototype program to get PXk 
is simply PXk = Xk + (Xk - Xk-1)• As with the previous 
prediction technique there exist many possibilities from 
which to choose. 
Appendix IV detail$ the time required for· each of the 
prototype programs to complete~y run the benchmark system. 
The appendix also details the memory requirements for each 
of the prototyp~ programs. 
A FEW WORDS ABOUT THE BENCHMARK TESTS 
The computer system used is an IBM PC AT compatible 
with a 16 Mhz 286 processor. The computer does not have a 
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separate floating point pro9essor. The prototype programs 
are written using Microsoft's Quick-C programming language. 
Each prototype program is timed within the integrated Quick-
C development environment. Quick-C run-time libraries are· 
used for standard I/0 and math routines. Each prototype 
program is comprised of two modules: a linear and a 
nonlinear system. The linear module calls the main 
nonlinear module routine to solve the nonlinear system. 
Most-of the prototype programs. use the same .linear module. 
A different module· was used when necessitated by the use of 
prediction techniques in an attempt to improve system speed. 
Each of the linear modules processes 100 system samples at 
two different simulated sample periods for a total of 200 
passes through the nonlinear system solving module. 
Care must be taken when reviewing the benchmark test 
data before considering it to b~ a benchmark for prototype 
performance on syste;rns other than the one used. System 
architecture, the programming languages used, processor 
speed,. etc. greatly influence the result of any system 
implementation. 
As was mentioned in the paper certain algorithms tend 
to be more efficient for large systems rather than small 
systems. Therefore, it is important to tailor each 
application for its intended purpose to achieve the greatest 
performance. Total system goals should be used in 
determin.ing tradeof f s to be made. In· this sense, the 
62 
prototype programs are not really intended as benchmark 
generators, rather they accurately demonstrate a useful 
generic program flow which is more universally applicable 
than generic program algorithms. 
J 
I 
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6. CONCLUSIONS 
This paper begins with a survey of algorithms which: 
solve single variable nonlinear ~quations, solve systems of 
linear equation$, and solve systems of nonlinear equations. 
Then a complete method is developed to perform the nonlinear 
portion of a nonlinear DSP system in a digital computer. 
The method uses ideas and algorithms discussed during 
survey. The specific algorithms picked as part of the 
process are selected on the basis of their expected 
performance benefits. 
The paper details the method and potential pitfalls of 
an implementation. Several vetsions of prototype programs 
which implement. the method are provided and a performance 
comparison of the prototypes is given based on a simple 
benchmark nortlinear system. Several ideas for improving the 
performance of the basic methodology are found in the 
prototype programs as well. 
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APPENDIX I PROGRAMS HIGHLIGHTING AN ALGORITHM OF 
INTEREST 
The following list is of sample C programs. Copies of 
these programs have been filed with the Computer Science and 
Electrical Engineering Department of Lehigh University .. 
These programs can be found by contacting Professor Frey. 
BISECT.C: The bisectio.n method is used to solve a simple 
nonlinear equation. 
NR.C: The Newton-Raphson method is used to solve a 
simple nonlinear equation. 
NR 2.C: The Newton-Raphson method with only an 
initial derivative calculation is used to solve a 
simple nonlinear equation. 
STEFF l.C: The Steffensen method is used to solve a 
simple nonlinear equation. 
GE.C: Simple Gauss~an elimination is used to solve 
a simple system of linear equations. 
GE WPP.C: Gaussian elimination with partial pivoting is used 
to solve a simpie system bf linear equitions. 
DOO.C: Doolittle's method is used to det~rmine the 
LU decomposition of a simple system matrix. 
CROUT.C: Crout•s method is used to determine the LU 
decomposition of a simple system matrix. 
SECANT.C: Then-dimensional Secant method is used to solve a 
simple nonlinear system. 
STEFF 2.C: Then-dimensional Steffensen method is used 
to solve a. simple nonlinear system. 
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APPENDIX II NONLINEAR SYSTEM FOR BENCHMARK TESTING 
PROTOTYPE PROGRAMS 
A simple electrical circuit with two diodes as 
nonlinear devices is used as the basis for the benchmark 
system. A schematic of the circuit is provided as Figure 3. 
Each diode is modeled as a linear impedance in parallel with 
a nonlinear voltage controlled current sourc~. The output 
and intrinsic response equations are easily derived, giving 
where 
B12 -
B22 -
rl*(s + wO) 
(rl + Rl) (s + wl) 
A2 -
s + wo 
s + wl 
-rl*Rl*(s + wO*(l + R2*(·r2 + Rl)/(r2*Rl)) 
(rl + Rl) (s + wl) 
-rl*R2*WO 
-------------
----
(rl + Rl) (s + wl) 
-R2*w0 
------
s + wl 
rl*R2*w0 
-rl*R2*WO 
B21 - -----------------(rl + Rl) (s + wl) 
C - -------------------
r2(rl + Rl) (s + wl) 
1 
D - ------~---------- WO - ----
(rl + Rl) (s + wl) C*R2 
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R2*(rl + r2 + Rl) 
Wl - WO* ( 1 + -----------------) 
r2*(rl + Rl) 
Then the bilinear mapping is used to bring the analysis 
to the discrete time z plane. This is done by ~aking the 
following substitution 
-1 2*(1 - z ) 
s = -----------
where Tis the time between. system input samples. 
Finally, through much work it is possible to express 
the discretized circuit equations, shown symbolically in 
Figure 4, as follows: 
la1l*un +la4l*zn + la2 a3l*IFA(x1n).I 
la61 lagl la1 aal IFa(x2n) I 
and, 
where 
z-1 
zn - --------- * (a5*un + rl*FA(x1n) + (rl + Rl)*Fa(x2n)~ 
1 - a*z-l 
The various constants are defined as follows: 
2 - wl*T 
a=--------
2 + wl*T 
-KO*r12 - rl*Rl 
rl + Rl 
4*R2*WO*T 
Kl - --------------------
(rl + Rl) (2 + Wl*T) 2 
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rl 
R2*WO*T 
KO - -------------------
(r1 + Rl) (2 + wl*T) 
KO*(rl + r2 + Rl) 
- -----------------
rl + Rl (rl + Rl)*r2 
a3 - -rl*KO 
-Kl*rl KO*(rl + r2 + Rl) 
a4 - ------- a6 - 1 - -----------------
rl + Rl r2 
a7 - -KO*rl aa - -(rl + Rl) *KO 
ag - -Kl KO*(rl + r2 + Rl) 
a10 - -----------------
r2 
a11 - KO*rl a12 - KO*(rJ. + Rl) 
a13 - Kl 
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+ 
u 
11 = FA(xl) - 10 
-
12 = FB(x2) - 10 
DIODE 2 
+ x2 - I 
............................................................... 
r2 
R1. 
-15 (exp(40x1 - 1) -
-15 
(exp(8x2 - 1 ) -
I1 0IODE_1. 
+ x1. -
: : 
: : 
................................................................................. ; 
xl/rl 
x2/ r2 
,.. 1 
+ 
y R2 C 
U = 5Stn(wt) 
R1 = 100 ohms 
r1 = 0.1 oh11s 
r2 = 0.1 oh111 
R2 = 100 Koh•s 
C = 0.1 uF 
Figur• 3: schematic of simple electrical circuit with two 
nonlinear elements, 
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-
-1 + 
. 
z -
z(n) 
• 
u(n) -
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APPENDIX III PROTOTYPE PROGRAMS FOR SOLVING NONLINEAR 
PORTION OF NONLINEAR DSP SYSTEM 
The following list is of prototype programs operating 
on the benchmark nonlinear system. For each program the 
executable file name is shown, the linear ~nd nonlinear 
.system module file names are shown. Copies of these 
programs and modules have been filed with the Computer 
Science and Electrical Engineering Department of Lehigh 
University. They can be found by contacting Professor Frey. 
Program File Linear Module Nonlinear Module 
PROGOO.EXE LIN O. C PROGO.C 
PROGO.EXE LIN 1.C PROGO.C 
PROGl .. EXE LIN l.C PROGl.C 
PROG2.EXE LIN l.C PROG2.C 
PROG3.EXE LIN 1.C PROG3.C 
PROG4.EXE LIN 1. C PROG4.C 
PROG5.EXE LIN 1.C PROG5.C 
PROG6.EXE LIN 1. C PROG6.C 
PROG7.EXE LIN l.C PROG7.C 
PROG8.EX-E LIN 1. C PROG8.C 
PROG9.EXE LIN 1. C PROG9.C 
PROGlO.EXE LIN 1. C PROGlO.C 
PROGll.EXE LIN 1. C PROGll!'C 
PROG12.EXE LIN 2.C PROGO.C 
PROG13.EXE LIN 3.C PROGO.C 
PROG14.EXE LIN 3.C PROG6.C 
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LIN 0 
LIN 1 
LIN 2 
LIN 3 
PROGO 
PROGl 
PROG2 
Provided below is a description of each module. 
Linear system always uses initial estimate of x -
o. The module uses double precision floating 
pbint number representation and calculations. 
Linear system first initial estjmate x0 = o, 
others are set equal to oast solution, that is 
initial estimate for xK+l = xK. The module uses 
double precision floating point number 
representation and calculations. 
Linear system first initial estimate x0 = o. Then 
prediction is mad~ for nixt value of g vector as 
predicted g = 2*g - gk-, then nonlinear system 
is run to find new x vector which is used for next 
initial x estimate. The module uses double 
precision floating point number representation and 
calculations. 
Linear system first initi~l estima~e x 0k= o, for 
others initial estimate x +l = 2*x ~ x -l. The 
module uses double precision floating point number 
representation and calculations. 
Termination criteria is. comparison against fixed 
tolerance with a maximum number of iteration 
check. The Jacobian is approximated using 
Steffensen's method. Crout's method for 
performing LU factorization is used to solve the 
linear· system created in each iteration. A 
routine to reduce the difference between x of 
successive iterations is ~sed in an effort to keep 
the norm of Fl(x) always decreasing. The module 
uses double precision floating point number 
representation and calculations. 
Same as PROGO, except modified Gaussian 
elimination is used to perform the LU 
factorization .. 
Same as PROGO, except the iteration termination 
criteria uses past values of the norm of Fl(x) in 
order to stop iterations if 1) current estimate 
produces very low norm, 2) current estimate is 
fair, but norm reduction progress is slow, or 3) 
current estimate is fair, but norm has increased 
(in which case previous estimate for xis returned 
as solution). Also a maximum number of iterations 
stop is provided. 
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PROG3 
PROG4 
PROGS 
PROG6 
PROG7 
PROG8 
PROG9 
PROGlO 
PROGll 
Same as PROGl, except the module uses single 
precision floating point number representation and 
calculations wherever possible. 
Same as PROG3, except once the estimate norm has 
gotten smail enough the module switches over to 
procedures which use double precision floating 
point numbers as in PROGO. 
Same as PROGO, except Doolittle's method for 
performing LU factorization is used. 
Same as PROGO, except the secant method for 
finding the approximation to the Jacobian is used. 
Same as PROGO, except the routine which finds the 
next estimate to x does not reduce the difference 
between .x of successive iterations is used in an 
effort to ·keep the norm of Fl(x) always 
decreasi_ng. 
Same as PROG7, e_xcept the iteratior:i termination 
criteria from PROG2 is used. 
Same as P~OGO, except only during the first 
iteration is the entire .Jacobian approximated. 
During successive iterations the Jacobian is 
~pdated for only one row, each in succession. 
Same as PROGO, except the Jacobian is only updated 
every third iteration. 
Same as PROGO, except Jacobian updates stop once 
norm of Fl(x) is small. 
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APPENDIX IV - BENCHMARK TEST RESULTS 
File Size Speed 
RAM Nee~i 
Program as f(n) 
Name (bytes) (seconds) (bytes) Notes 
PROGOO 31144. 32.1 8*(7*n+3*n2 ) 1 
PROGO 31386 35.7 8*(7*n+3*n2 ) 
PROGl 30584 41.5 8*(6*n+3*n2 ) 
PROG2 31416 36.4 8*(7*n+3*n2 ) 
PROGJ 30632 70.6 8*(2*n+n2 ) + 
4*(4*n+2*n2 ) 
PROG4 3 364.0 40.3 8*(7*n+3*n2 ) + 
4*(4*n+2*n2 ) 
PROG5 31240 41 .. 4 8*(7*n+3*n2 ) 
PROG6 31344 "31. 7 8 * ( 7-*n+3 *n2 ) 
PROG7 30952 208.7 8*(7*n+3*n2 ) 2 
PROGS 31272 211.4 8*(7*n+3*n2 ) 2 
PROG9 31464 33.9 8*(7*n+3*n2 ) 
PROGlO 31144 30.4 8*(7*n+3*n2 ) 
PROGll 31152 29.6 8*(7*n+3*n2 ) 
PROG12 3.1544 64.4 8*(9*n+3*n2 ) 
PROG13 31432· N/A 8*(9*n+3*n2 ) 3 
PROG14 31632 33.3 8*(9*n+3*n2 ) 
** RAM needs are given for global variables only, where n 
is the number of element nonlinearities. 
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NOTES: 
1: It is merely a matter of coincidence that for the 
benchmark system the majority of solution values of x 
are very close too. This is the explanation for this 
program having an execution speed similar to those 
using the past solution for x as the initial value for 
the next nonlinear system iteration. 
2: The output predictions made by these programs are 
extremely inaccurate. 
3: The prediction formulae for the initial solution· estimate 
combined with the nature of the nonlinear function and 
the inability of the Steffensen Jacdbian approximation 
formulae to handled the exp(x) function well for high 
values of x, caused this program to produce an overflow 
error. The first two outputs produced by this program 
were accurate, the remainder prior to the overflow 
error were very bad. · The very first solution vector is 
{O,O}, while the second is about {0.7, b.7}. The 
prediction for the third solution is then-{1.4, 1.4}. 
The result of the Steffensen approximation formulae is 
a Jacobian with values near infini~y on the diagonal. 
Therefore succeeding solution estimates remain 
essentially unchanged from the initial e~ti-ate .. This 
situation causes the output of the nonlinear system 
solver to fuerely feed the initial estimate back to the 
1 ine~r system, and the predict.ion formulae continues to 
drive the initial estimates higher and high·er until the 
overflow condition occurs. 
It should be noted that prototype program PROG14, which 
uses the secant method, did not have the same problems 
as this program did. Earlier in the thesis it was 
suggested that under certain conditions it may be 
useful to change Jacobian· approximation techniques. 
This nonlinear system appears to create just such a 
condition. It is likely if the program had detected 
the non-convergence of the solution estimates that a 
switch to the secant method during the third system 
input solution finding process the erroneous output and 
ultimate overflow error would have been prevented. 
This emphasizes the suggestion that technique switching 
may .be valuable in the development of general non-
linear system solving processes. 
76 
BIOGRAPHY 
Michael c. Smith obtained a B.S. Electrical Engineering 
from Lehigh University in 198~. He worked for Baker 
Instruments until 1985, designing both analog and digital 
circuits for blood chemistry analysis equipment and blood 
cell counters. Since 1985 he has. designed electronic 
hardware and written software for aircraft engine 
performance indicators and liquid quantity gauging systems 
for the Aerospace Products droup of the U.S .. Gauge Division 
of Ametek, Inc. 
Mr. Smit~ currently resides in Bethlehem, P~nnsylvania. 
He is married and has two daughters who keep him quite busy. 
When he finds the t~me, Michael enjoys skiing, tennis, wine 
making and wood working. 
77 
