We consider the transmission of a bi-variate Gaussian source over a one-to-two power-limited Gaussian broadcast channel. Receiver 1 observes the transmitted signal corrupted by Gaussian noise and wishes to estimate the first component of the source. Receiver 2 observes the transmitted signal in larger Gaussian noise and wishes to estimate the second component. We seek to characterize the pairs of mean squared-error distortions that are simultaneously achievable at the two receivers.
Problem Statement
We consider the transmission of a bi-variate Gaussian source over a oneto-two power-limited Gaussian broadcast channel. Receiver 1 observes the transmitted signal corrupted by Gaussian noise and wishes to estimate the first component of the source. Receiver 2 observes the transmitted signal in larger Gaussian noise and wishes to estimate the second component. We seek to characterize the pairs of mean squared-error distortions that are simultaneously achievable at the two receivers. This problem will be now stated formally.
Our setup is illustrated in Figure 1 . A memoryless source emits at each time k ∈ Z a bi-variate Gaussian (S 1,k , S 2,k ) of zero mean and covariance matrix 1
The source is to be broadcast over a Gaussian broadcast channel. Denoting the time-k channel input by x k ∈ R, the corresponding time-k channel output at Receiver i is given by
where Z i,k is the time-k additive noise term on the channel to Receiver i. For each i ∈ {1, 2} the sequence {Z i,k } ∞ k=1 is independent identically distributed (IID) N (0, N i ) and independent of the source sequence {(S 1,k , S 2,k )}, where N (µ, ν 2 ) denotes the mean-µ variance-ν 2 Gaussian distribution and where we assume
We consider block encoding schemes where the transmitted sequence X = (X 1 , X 2 , . . . , X n ) is given by
where n denotes the blocklength, f (n) : R n × R n → R n , and where we use boldface characters to denote n-tuples, e.g. S 1 = (S 1,1 , S 1,2 , . . . , S 1,n ). The transmitted sequence is subjected to an expected average power constraint
where P > 0 is given. Receiver i's estimateŜ i of the source sequence intended for it S i , is a function φ (n) i of its observation Y i . Thuŝ
where φ (n) i : R n → R n , i = 1, 2. We are interested in the minimal expected squared-error at which each receiver can reconstruct its sequence.
Definition 1 (Achievability) Given σ 2 > 0, ρ ∈ [0, 1), P > 0 and 0 < N 1 ≤ N 2 , we say that the tuple (D 1 , D 2 , σ 2 , ρ, P, N 1 , N 2 ) is achievable if there exists a sequence of encoding functions f (n) as in (3) satisfying the average power constraint (4) and sequences of reconstruction functions φ
as in (5) with resulting average distortions that fulfill
for {(S 1,k , S 2,k )} an IID sequence of zero-mean bi-variate Gaussians with covariance matrix as in (1) and
The region of all achievable distortion pairs is defined as follows:
In this paper we wish to study the set D.
We next justify our restriction to source components with equal variances and non-negative correlation coefficients.
Remark 1 For the stated problem, the assumption that the source components are of equal variance and that their correlation coefficient ρ is nonnegative incurs no loss in generality. This can be seen by arguments similar to those in [1, Section III] . Furthermore, we exclude the case ρ = 1 since for this case the optimality of uncoded transmission at all SNR follows imediately from the corresponding result for the single user scenario [2] .
Before we turn to our main results, we state some general properties of D.
Remark 2
The region D is closed and convex.
Proof: See Appendix A.
We have one more property of D to state. This property requires the following two definitions Definition 3 (D i,min ) We say that D 1 is achievable if there exists some D 2 such that (D 1 , D 2 ) ∈ D. The smallest achievable D 1 is denoted by D 1,min . The achievability of D 2 and the distortion D 2,min are analogously defined.
By the classical single-user result
Next, we define the boundary points of D.
Our third property of the region D can be stated now.
Remark 3 The region D satisfies
with the pair (D * 1 (D 2,min ), D 2,min ) being achievable by setting X k = P/σ 2 S 2,k , and with the pair (D 1,min , D * 2 (D 1,min )) being similarly achievable by setting X k = P/σ 2 S 1,k .
Proof: See Appendix B.
Main Results
Our main result states that, below a certain SNR-threshold, every pair (D 1 , D 2 ) ∈ D can be achieved by an uncoded scheme, where the transmitted signal is of the form
and where for each 1 ≤ k ≤ n the estimateŜ u i,k , i = 1, 2, is the minimum mean squared-error estimate of S i,k based on the scalar observation Y i,k , i.e.,
We denote the distortions resulting from this scheme by D u 1 and D u 2 . They are given by
.
We shall limit ourselves to transmission schemes with α, β ≥ 0. (Because ρ ≥ 0, an uncoded transmission scheme with the choice of (α, β) such that α· β < 0 yields a distortion that is uniformly worse than the choice ( α , β ).). Consequently, the channel input X u k (α, β) depends on α, β only via the ratio α/β. Thus, we will sometimes assume, without loss of generality, that α ∈ [0, 1] and β = 1 − α.
We now state our main result.
where the threshold Γ is given by
then there exists some α * , β * ≥ 0 such that
Proof: See Section 3.
The threshold function Γ (D 1 , σ 2 , ρ) is illustrated in Figure 2 for a source of correlation coefficient ρ = 1/2. For 0 < D 1 < σ 2 (1 − ρ 2 ) it can be shown that Γ ≥ 2ρ/(1 − ρ) with equality for D 1 = σ 2 (1 − ρ). Thus a weaker form of Theorem 1 is
then any (D 1 , D 2 ) ∈ D is achievable by the uncoded scheme, i.e. for any 
Proof of Theorem 1
To prove Theorem 1 we need to show that for any (D 1 , D 2 ) ∈ D satisfying condition (9) of Theorem 1, there exist α * , β * ≥ 0 such that
We will do this by deriving a lower bound on D 2 as a function of D 1 and then showing that for any D 1 satisfying (9), there exists a pair α * , β * ≥ 0 for which the uncoded scheme achieves D 1 and this lower bound on D 2 . To state this lower bound on D 2 we will need a few preliminaries. We start with a reduction that will ease our proof.
Reduction 1 It suffices to prove the theorem for pairs
Proof: By Remark 3 we have
Hence, any achievable D 2 allows for a D 1 satisfying (12).
In view of Reduction 1 we shall assume in the rest of the proof that D 1 satisfies (12). To state our lower bound on D 2 we need to introduce one additional element. Loosely speaking, we defineD * 2 (D 1 ) as the minimal distortion that Receiver 1 can achieve on S 2 when it achieves D 1 on S 1 . More precisely:
where the infimum is over all families of encoders {f (n) } and reconstructors φ
Remark 4 The distortionD * 2 (D 1 ) is, in other words, the distortion that satisfies the equality
where R S 1 ,S 2 (·, ·) denotes the rate-distortion function when the pair S 1 , S 2 is observed by a common encoder:
The explicit form ofD * 2 (D 1 ), for the cases of interest to us, is given in the following proposition.
Proposition 1 Consider transmitting the bivariate Gaussian source (1) over the AWGN channel from the transmitter to Receiver 1. For any D 1 satisfying (12) and P/N 1 satisfying (9), the distortionD * 2 (D 1 ) is given bỹ
,
is achieved by an uncoded scheme with the above choice of α and β.
Proposition 1 can be verified by evaluating R S 1 ,S 2 (D 1 ,D * 2 (D 1 )), as given in [3, Equation (6)], for (D 1 , σ 2 , ρ, P, N 1 ) satsifying (9) and (12) and noting that it satisfies equality (13) of Remark 4.
The lower bound on D 2 will now be stated in terms of the function
where
where we have used the shorthand notationD * 2 forD * 2 (δ).
Lemma 1 If the pair (D 1 , D 2 ) ∈ D satisfies (12), and if P/N 1 satisfies (9), then
for any positive a 1 , a 2 .
Proof: See Section 4.
Lemma 1 is the essence of the proof of Theorem 1. It expresses the trade-off between the reconstruction fidelity D 1 at Receiver 1 and the reconstruction fidelity D 2 at Receiver 2. As given next, the proof of Theorem 1 now follows straightforwardly.
Proof of Theorem 1: The proof of Theorem 1 now merely requires verifying that for any (D 1 , D 2 ) ∈ D satisfying (12), and P/N 1 satisfying (9), there exist a 1 , a 2 such that the pair (D 1 , Ψ(D 1 , a 1 , a 2 )) can be achieved by the uncoded scheme. It can be verified indeed that for the choice of coefficients
. We notice that for the above choice of a 1 , a 2 , the bound of Lemma 1 is indeed valid since it can be verified that for all P/N 1 we have a 1 ≥ 0 and for all P/N 1 satisfying (9) we have a 2 ≥ 0.
Proof of Lemma 1
Lemma 1 gives a lower bound on the achievable distortion D 2 as a function of D 1 . This bound will be obtained by considering a lower bound for finite blocklengths n and evaluating it in the limit as n → ∞. We first make a reduction on the coding schemes which will be helpful in evaluating this limit.
Reduction 2 To prove Lemma 1 it suffices to consider pairs (D 1 , D 2 ) ∈ D that are achievable by coding schemes that achieve D 1 with equality, i.e., for which
and for which φ
Proof: See Appendix C.
We now state our lower bound for finite blocklegths.
Then for any non-negative coefficients a 1 , a 2 ,
Proof: See Section 5.
With the aid of Lemma 2 and Reduction 2 the proof of Lemma 1 is straightforward:
Proof of Lemma 1: By Reduction 2 it suffices to prove for every family of coding schemes {f (n) }, φ
, with reconstructors φ (n) 1 and φ (n) 2 satisfying (18), and with associated normalized distortions {δ
and lim
with D 1 satisfying (12), then
for any non-negative a 1 , a 2 .
To prove this we note that by (21) there exists a subsequence {n k }, tending to infinity, such that lim
Consequently,
where a) follows from (22); b) follows from Lemma 2; and c) follows from (23) and from the continuity of Ψ(δ, a 1 , a 2 ) with respect to δ; a continuity which can be argued as follows. The function Ψ(·) depends on δ only through η(δ, a 1 , a 2 ), and η(δ, a 1 , a 2 ) is on one hand strictly positive for all P/N 1 > 0 and all a 1 , a 2 , and on the other hand continuous in δ becausẽ D * 2 (δ) is continuous in δ. Hence, Ψ(·) is continuous in δ.
Proof of Lemma 2
The difficulty of the proof of Lemma 2 lies in relating the two reconstruction fidelities δ we need a bound on h(S 1 |Ŝ 1 ). This difficulty can be overcome by furnishing Receiver 1 with S 2 as side-information. To this end, let ∆ (n) 1 be the least normalized distortion on S 1 that can be achieved at Receiver 1 when S 2 is given as side-information and when f (n) (S 1 , S 2 ) is transmitted. The bound (20) of Lemma 2 will then follow from combining a lower bound on δ We begin with a lower bound on δ (n) 2 . To this end, let R S 1 |S 2 (·) denote the rate-distortion function on S 1 when S 2 is given as side-information to both the encoder and the decoder, so that for every ∆ 1 > 0
Since Receiver 1 is connected to the transmitter by a point-to-point link,
The lower bound on δ (n) 2 will now be obtained from upper bounding the RHS of (25) in terms of δ (n) 2 . This is the subject of the following lemma. 
Proof: See Section 5.1.
Combining (25) with (26) and (24) we obtain
This is our lower bound on δ will follow from analyzing the distortion of a linear estimator of S 1 when Receiver 1 has S 2 as sideinformation. More precisly, we will consider the linear estimatoř
To analyze the distortion associated withŠ 1 first note that by (18),
SinceŠ 1 is a valid estimate of S 1 at Receiver 1 when S 2 is given as sideinformation, we have
where in the last step, we have used that the normalized summations over E Ŝ 2 1,k and E S 1,kŜ2,k are both equal to σ 2 − δ (n) 1 , which follows by (28). The remaining summation in (29) will now be upper bounded in the following lemma.
Proof: See Section 5.2.
Hence, using (30) of Lemma 4 in (29), for any a 1 , a 2 ≥ 0, we obtain
Denoting the RHS of (31) by η(δ 
which is the lower bound of Lemma 2.
Proof of Lemma 3
Lemma 3 gives an upper bound on the conditional mutual information
achieving some δ 
To upper bound h(Y 1 |S 2 ) we will first upper bound h(Y 2 |S 2 ) by means of rate-distortion theory, and then deduce a bound on h(Y 1 |S 2 ) by the entropy power inequality. We denote the rate-distortion function for S 2 by R S 2 (·) so that
for any ∆ 2 > 0. Hence, we have
Rearranging (33) gives
To derive an upper bound on h(Y 1 |S 2 ) by the entropy power inequality we now notice that
. Hence, by a conditional version of the entropy power inequality [4, Inequality (17)] we have
Hence,
where in the second inequality we have used (34). Using (35) in (32) now gives
which is the upper bound of Lemma 3.
Proof of Lemma 4
The bound of Lemma 4 is
The origin of this bound lies in the inequality
which holds since for any c ∈ R the scaled sequence cŜ 1 is a valid estimate of S 2 at Receiver 1. The desired bound now follows from evaluating the LHS of this inequality for the coefficient
where we have used the shorthand notationD * 2 forD * 2 (δ (n) 1 ). Hence, we havẽ
where in the last step we replaced c by its explicit value and used the property that the normalized summation over E Ŝ 2 1,k equals σ 2 − δ (n)
1 . The latter follows from the assumption of Lemma 4, i.e. thatŜ 1 satisfies the orthogonality principle. Rearranging terms in (36) gives
A Proof of Remark 2
The convexity of D follows by time-sharing between different coding schemes. Since this is a standard argument, we don't discuss it in further detail. We turn to the proof of D being closed. To this end, let To show that D is closed we need to show that any such sequences imply (D 1 , D 2 ) ∈ D. We construct a sequence of schemes achieving (D 1 , D 2 ) as follows. Since ( ν D 1 , ν D 2 ) ∈ D, for every ν ∈ N + , there must exist an n ν > n ν−1 , where n 0 = 0, such that for all n ≥ n ν there exists a scheme f
Since the n ν are increasing in ν, we now chose our sequence of schemes to be {f
for all n ∈ [n ν , n ν+1 ) and ν ∈ N + . This sequence of schemes satisfies
Hence, for any sequence { ν D 1 }, { ν D 2 } satisfying the coditions assumed above, we also have (D 1 , D 2 ) ∈ D. Thus, D is closed.
B Proof of Remark 3
Remark 3 quantifies the disortions D * 1 (D 2,min ) and D * 2 (D 1,min ). The value of D * 2 (D 1,min ) follows easily from Theorem 1. This is a valid derivation since D * 2 (D 1,min ) is not used to prove Theorem 1. The distortion D * 1 (D 2,min ) however, is used to prove Theorem 1 and will therefore require another derivation.
We begin by deriving D * 2 (D 1,min ) from Theorem 1. For D 1 = D 1,min it can be verified that condition (9) of Theorem 1 is satisfied for all P/N 1 . Hence, the pair (D 1,min , D * 2 (D 1,min )) is always achieved by the uncoded scheme with α = 1, β = 0 and so
To evaluate D * 1 (D 2,min ) we will derive a lower bound and show that this bound is achievable by the uncoded scheme. The key to the lower bound is that for any sequence of schemes achieving D 2,min , the amount of information that the signal Y 1 can contain about the part W 1 S 1 − ρS 2 , which is independent of S 2 , must vanish as n → ∞. This will be stated more precisely later on. We start by lower bounding δ (n) 1 according to the decomposition S 1 = W 1 + ρS 2 . The optimal estimator, for 1 ≤ k ≤ n, is
Thus, we have
We now lower bound the three terms on the RHS of (39). For the first term we have
where the first step follows by rate-distortion theory and the second step by the data processig inequality.
To bound the second term in (39) we use the following lemma.
Lemma 5 For any sequence of schemes achieving D 2,min and any ǫ > 0 there exists an n ǫ such that for all n ≥ n ǫ
Proof: The proof only requires applying Lemma 3 to a sequence of schemes achieving D 2,min . For such a sequence of schemes and for any ǫ > 0 there exists an n ǫ such that for all n ≥ n ǫ δ (n)
By Lemma 3
Combining (43) with (42) concludes the proof.
Using Lemma 5 we can lower bound the second term on the RHS of (39) by
where the first step follows from rate-distortion theory (because W 1,k is N (0, σ 2 (1 − ρ 2 ))), and the second step follows by Lemma 5.
For the third term in (39) we will show in the next paragraph that
Before proving (45), we conclude the evalutation of D * 1 (D 2,min ). Using the bounds (40), (44) and (45) in (39) gives
By taking the limit as n → ∞ (with ǫ > 0 held fixed), and then letting ǫ tend to zero, we get
Since the RHS of (46) is achievable by the uncoded scheme with α = 0, β = 1, it follows that (46) must hold with equality, i.e.,
It remains to prove the lower bound of (45). We start by simplifying the expectation
where a) follows since E[S 2,k |Y 1 ] is a function of Y 1 and hence is independent of (W 1,k − E[W 1,k |Y 1 ]), and b) follows since W 1,k is independent of S 2,k . The remaining square-root can now be bounded by means of (44):
where a) follows since
which holds by the orthogonality principle of the optimal reconstructor. Hence, rearranging (49) we have
Using this in (48), we get for the second term
C Proof of Reduction 2
Reduction 2 states that for the proof of Lemma 1 it suffices to consider pairs (D 1 , D 2 ) ∈ D that are achievable by coding schemes that achieve D 1 with equality and which have optimal reconstructors. We prove this reduction in two steps. First we justify the reduction to sequences of schemes with optimal reconstructors, and then we show that among such schemes we can additionally restrict ourselves to schemes that achieve D 1 with equality. The reduction to optimal reconstructors is straightforward. Since every (D 1 , D 2 ) ∈ D is achievable, it is certainly achievable by some sequence of schemes with optimal reconstructors.
To prove that it suffices to limit ourselves to pairs (D 1 , D 2 ) ∈ D that are achievable by coding schemes that achieve D 1 with equality, we first note that by Definition 4 it suffices to prove Lemma 1 for pairs (D 1 , D * 2 (D 1 )) ∈ D where D 1 satisfies (9) and (12). For these boundary points we can now show that any sequence of schemes achieving (D 1 , D * 2 (D 1 )) for D 1 satisfying (12) must also achieve D 1 with equality. This is stated formally as follows. 
Proof of Lemma 6: That D * 2 (D 1 ) must be achieved with equality by any sequence of schemes achieving (D 1 , D * 2 (D 1 )), follows by Definition 4 of D * 2 (D 1 ). We now show that if D 1 satisfies (12), then also D 1 must be achieved with equality. This merely requires showing that for all D 1 satisfying (12), the function D * 2 (·) is strictly decreasing. Indeed, if D * 2 (·) is strictly decreasing for all D 1 satisfying (12), then a pair (D ′ 1 , D * 2 (D 1 )) for any D 1 satisfying (12) is achievable only if D ′ 1 ≥ D 1 . Hence, any sequence of schemes achieving (D 1 , D * 2 (D 1 )) with D 1 satisfying (12), must achieve D 1 with equality. It remains to show that for all D 1 satisfying (12), the function D * 2 (·) is strictly decreasing. The function D * 2 (·) is illustrated in Figure 3 . By Remark 3 we have that D * 1 (D 2,min ) = σ 2 N 1 + P (1 − ρ 2 ) N 1 + P .
From (52) it follows that
By the convexity of D it follows that D * 2 (·) is a convex function. This combines with (53) to imply that D * 2 (·) is strictly decreasing in the interval 2
where the upper bound of the interval equals the RHS of (12).
This concludes the proof of Reduction 2.
