In a parametric amplifier (PA) driven by two pump waves the signal sideband is coupled to three idler sidebands, all of which are frequency-converted (FC) images of the signal, and two of which are phaseconjugated (PC) images of the signal. If such a device is to be useful, the signal must be amplified, and the PC and FC idlers must be produced, with minimal noise. In this paper the quantum noise properties of two-sideband (TS) parametric devices are reviewed and the properties of many-sideband devices are determined. These results are applied to the study of two-pump PAs, which are based on the aforementioned four-sideband (FS) interaction. As a general guideline, the more sidebands that interact, the higher are the noise levels. However, if the pump frequencies are tuned to maximize the frequency bandwidth of the FS interaction, the signal and idler noise-figures are only slightly higher than the noise figures associated with the limiting TS interactions.
Introduction
Long-haul optical communication systems need optical amplifiers to compensate for fiber loss. Current systems use erbium-doped or Raman fiber amplifiers. One could also use parametric fiber amplifiers (PAs), which use four-wave mixing (FWM) enabled by the Kerr nonlinearity to amplify the signals [1, 2] . PAs offer the simultaneous possibilities of broad-bandwidth amplification, wavelength conversion (WC) and impairment reduction by phase conjugation (PC). Current systems use wavelength-division-multiplexing (WDM) to increase the information capacity of each fiber. For typical systems amplifiers must produce uniform gain over (wavelength) bandwidths of 13-51 nm (to amplify 32-128 10-Gb/s channels with wavelength separations of 0.4 nm).
Parametric amplification (which is also denoted by PA) driven by two pump waves (1 and 2) involves four product waves (signal and idler sidebands) that are coupled by three distinct FWM processes, as illustrated in Fig. 1 . Suppose that the signal frequency ω 1− = ω 1 − ω, where ω is the frequency difference (modulation frequency), and let γ denote a photon. Then the modulation interaction (MI) in which 2γ 1 → γ 1− + γ 1+ produces an idler with frequency ω 1+ = ω 1 + ω, the Bragg-scattering (BS) process in which γ 1− + γ 2 → γ 1 + γ 2− produces an idler with frequency ω 2− = ω 2 − ω and the PC process in which γ 1 + γ 2 → γ 1− + γ 2+ produces an idler with frequency ω 2+ = ω 2 + ω. The classical theory of PA driven by two pump waves was reviewed by McKinstrie [3, 4, 5] .
PA is driven most strongly when the pumps have parallel polarization vectors. However, the signal gain depends sensitively on the input signal polarization: It is maximal when the signal is polarized parallel to the pumps and is minimal when the signal is polarized perpendicular to the pumps. Because transmission fibers are not polarization maintaining, practical amplifiers must operate on signals with arbitrary polarizations. PA can also be driven by pumps with perpendicular polarization vectors. In birefringent polarization-maintaining fibers (which we refer to as fibers with constant birefringence) the signal gain depends on the signal polarization. However, in birefringent non-polarizationmaintaining fibers (which we refer to as fibers with random birefringence) the random reorientation of the birefringence axes averages out whatever signal-polarization dependence is associated with birefringence: The signal gain (produced by long fibers) does not depend on the input signal polarization. In a recent experiment with a Km-long highly-nonlinear fiber, a gain of 27 dB, with a polarization dependence of 4 dB, was produced over a bandwidth of 34 nm [6] .
In most PA experiments the pump wavelengths are tuned to maximize the PC bandwidth. However, by tuning the pump wavelengths in a different way, it is possible to produce WC without amplification (BS) over a bandwidth of 30 nm [7] . This function is also useful for processing applications.
Although much remains to be done to optimize the design and performance of two-pump PAs, the aforementioned results show that they have the potential to meet the basic performance requirements of current communication systems. However, if they are to realize their potential, they must provide amplification with a noise penalty that is comparable to, or lower than, the noise penalty of current (erbium and Raman) amplifiers. In this paper the quantumnoise properties of two-pump PAs are studied in detail.
This paper is organized as follows: In Section 2 the classical equations that model the propagation of light waves in fibers are stated and the associated four-sideband (FS) equations that model two-pump PAs are discussed. For amplifiers operating in the linear regime, the output amplitudes are related to the input amplitudes by a (distance-dependent) transfer matrix. In Sections 3 and 4, respectively, transfer matrices are derived for the two-sideband (TS) interactions (MI, BS and PC), and some special cases of the FS interaction. (These matrices are required in the analysis of the quantum noise properties of PAs.) The transition from the classical model of PAs to the quantum model is described in Section 5. Readers who are familiar with the classical and quantum models of parametric interactions in fibers can proceed directly to Section 6, in which the noise properties of the two-mode processes (MI and PC, and BS) are reviewed. [In the quantum-optics literature these processes are referred to as parametric amplification (PA) and frequency conversion (FC), respectively. Throughout this paper the meaning of the term PA is clear from the context.] In Section 7 the noise properties of many-mode processes are studied. The three-mode process is analyzed explicitly and the results are used to deduce the noise properties of processes that involve an arbitrary number of modes. Because noise is produced by the amplification or combination of the vacuum fluctuations associated with each mode, the noise levels increase in proportion to the number of modes that interact strongly. In Section 8 the consequences of these results are illustrated for the four-mode processes discussed in Section 4. Finally, in Section 9 the main results of this paper are summarized.
Classical equations
In classical mechanics the propagation of two light waves in a fiber is governed by the incoherently-coupled nonlinear Schrödinger (NS) equations
where each A j is the (slowly-varying) amplitude of an electric-field component with carrier frequency ω j and wavenumber k j = k(ω j ), each β j (ω) = ∑ ∞ n=1 k (n) j ω n /n! represents the higherorder terms in the Taylor expansion of a dispersion function about ω j , γ is the self-nonlinearity coefficient and ε is the ratio of the cross-and self-nonlinearity coefficients. In polarizationmaintaining fibers the birefringence axes (x and y) are fixed in the laboratory frame and β x = β y . In non-polarization-maintaining fibers the birefringence axes vary randomly with distance along the fiber in the laboratory frame. This random reorientation averages out the effects of birefringence and causes the Stokes vector of a reference wave with frequency ω 0 to rotate randomly. Equations (1) and (2) model wave propagation in both types of fiber, in the laboratory frame, or a frame rotating with the polarization axes of the reference wave. For co-polarized waves β 1 = β 2 and ε = 2 [3] . For cross-polarized waves in fibers with constant birefringence β 1 = β x , β 2 = β y and ε = 2/3 [4] , whereas for cross-polarized waves in fibers with random birefringence β 1 = β 2 , the self-nonlinearity coefficient is reduced by the factor 9/8 and ε = 1 [5] .
The NS equations have an equilibrium solution in which
where P 1 and P 2 are the pump powers, and the equilibrium phases φ 1 (z) = γ(P 1 + εP 2 )z and φ 2 (z) = γ(εP 1 + P 2 )z. Equations (3) and (4) describe two pumps with nonlinear wavenumber shifts imposed by self-phase modulation (SPM) and cross-phase modulation (CPM). Suppose that the preceding equilibrium is perturbed by a weak signal sideband with frequency −ω (measured relative to ω 1 ). As the signal propagates its interaction with pump 1 produces an idler sideband with frequency +ω (measured relative to ω 1 ) and its interaction with pump 2 produces idler sidebands with frequencies ±ω (measured relative to ω 2 ). One can manifest this FS interaction by writing
where B 1± and B 2± are the sideband amplitudes. By substituting ansätze (5) and (6) in the NS equations, linearizing the equations that result and collecting terms of like frequency, one obtains the FS equations [3, 4, 5] 
where each wavenumber difference β j± = β j (±ω). It follows from Eqs. (7)- (10) that
Equation (11) is the Manley-Rowe-Weiss (MRW) equation [8, 9] , which describes the conservation of wave action (photon flux). The appearance of the same nonlinear coefficient in both NS equations was a manifestation of our assumption that the wave frequencies are comparable. In this approximation the proportionality constants that convert powers to action fluxes are also comparable. The MRW equation for action fluxes is exact [5] .
Classical two-sideband interactions
Because of the complexity of the FS interaction, it is instructive to consider the constituent TS interactions separately. Readers who are familiar with TS and FS interactions in fibers can proceed directly to Section 5. First, consider the MI in which 2γ 1 → γ 1− + γ 1+ . This MI is governed by Eqs. (7) and (8), with the B * 2− and B 2+ terms omitted. By making the substitutions
in the MI equations, one can rewrite them in the form
where δ = (β 1+ + β 1− )/2 + γP 1 and κ = γP 1 are the MI mismatch and coupling parameters, respectively. Let C denote the column vector (C * 1− ,C 1+ ) T . Then the solution of Eqs. (14) and (15) can be written in the matrix form
where the transfer matrix
and the MI wavenumber k = (δ 2 −κ 2 ) 1/2 . The solution described by Eqs. (16) and (17) satisfies the MRW equation
explicitly. The analysis of the other MI, in which 2γ 2 → γ 2− + γ 2+ , is similar. Second, consider the BS process in which γ 1− + γ 2 → γ 1 + γ 2− . This BS process is governed by Eqs. (7) and (9), with the B 1+ and B 2+ terms omitted. By making the substitutions
in the BS equations, one can rewrite them in the form
where δ = [β 2− − β 1− + γ(P 2 − P 1 )]/2 and κ = γε(P 1 P 2 ) 1/2 are the BS mismatch and coupling parameters, respectively. The solution of Eqs. (21) and (22) can be written in the form of Eq. (16) , provided that the transfer matrix
and the BS wavenumber k = (δ 2 +κ 2 ) 1/2 . The solution described by Eqs. (16) and (23) satisfies the MRW equation
explicitly. The analysis of the other BS process, in which γ 1+ + γ 2 → γ 1 + γ 2+ , is similar. Third, consider the PC process in which γ 1 + γ 2 → γ 1− + γ 2+ . This PC process is governed by Eqs. (7) and (10), with the B 1+ and B * 2− terms omitted. By making the substitutions
in the PC equations, one can rewrite them in the form
where δ = [β 2+ + β 1− + γ(P 2 + P 1 )]/2 and κ = γε(P 1 P 2 ) 1/2 are the PC mismatch and coupling parameters, respectively. The solution of Eqs. (27) and (28) can be written in the form of Eq. (16) , provided that the transfer matrix
and the PC wavenumber k = (δ 2 −κ 2 ) 1/2 . The solution described by Eqs. (16) and (29) satisfies the MRW equation
explicitly. For reference, although the PC formulas for the mismatch and coupling parameters [stated after Eq. (28)] differ from the MI formulas [stated after Eq. (15)], the PC transfer matrix (29) has the same form as the MI transfer matrix (17) . The analysis of the other PC process, in which γ 1 + γ 2 → γ 1+ + γ 2− , is similar.
Classical four-sideband interaction
The FS interaction is difficult to analyze, because the equation for the characteristic wavenumbers (eigenvalues) is a fourth-order polynomial that does not have simple solutions. We analyze three special cases of the FS interaction that illustrate its general properties.
Then the FS equations (7)- (10) can be written in the matrix form
where L is a constant matrix. The first tractable case arises when the (dispersive) wavenumberdifference terms (β 1± and β 2± ) are much larger than the (nonlinear) coupling terms (which are of order γP, where P is a typical pump power). In this case one can solve Eq. (31) perturbatively. Let
be the matrix of nonlinear coefficients (all of which are proportional to γ). In Appendix A it is shown that
Solution (32) can be written in the matrix form
where the transfer matrix M(z) = [µ jk (z)]. It follows from Eqs. (32) and (33) that
The diagonal elements of the transfer matrix (34) are of order unity. The non-diagonal elements are small, as required by perturbation theory, unless |λ
It is instructive to consider these resonance conditions further. For MI λ
associated with the approximate solution (32) equals one of the mismatch parameters associated with the TS limits of the FS interaction, which were analyzed in Section 3. It is clear from the preceding formulas that MI is wavenumber matched over a broad bandwidth when β 
Group-speed matching is a necessary, but insufficient, condition for a strong BS or PC interaction. Although solution (32) provides a guide to the conditions required for PA, it is not directly applicable to PA because it is limited to gains of order 1. However, it is directly relevant to some quantum-mechanical aspects of FS interactions, for which perturbation analyses are sufficient.
The second tractable case arises when the modulation frequency ω is low. In this case β 1± ≈ 0 and β 2± ≈ 0. For simplicity, suppose that P 1 = P 2 = P. In Appendix A it is shown that the solution of Eq. (31) can be written in the form of Eq. (33), where the transfer matrix
It follows from Eqs. (33) and (35) that the sideband powers increase quadratically with distance. Although the neglect of dispersion limits the applicability of the solution to an angularfrequency range of a few Trad/s (centered on the pump frequencies), the quadratic growth it predicts is both ubiquitous (occurs for arbitrary pump frequencies) and significant (10-20 dB in typical experiments [6] ). The third tractable case arises when β
1 . As discussed above, the first condition (group-speed matching) allows PC to be wavenumber matched and the second condition ensures that the PC matching-condition is similar to the MI matching-condition: All four sidebands are driven near-resonantly, so a strong FS interaction occurs. For example, these conditions are satisfied by two cross-polarized pumps with similar frequencies in fibers with constant birefringence [4] and random birefringence. Let β e denote the (common) second-order dispersion term β (2) ω 2 /2 and, for simplicity, suppose that P 1 = P 2 = P. Then analysis shows that the FS interaction is unstable when −2γ(1+ε)P < β e < 0 and the spatial growth rate attains its maximal value κ + = γ(1 + ε)P when β e = −γ(1 + ε)P [4] . In Appendix A the solution of Eq. (31) is derived for this case. In the long-distance limit (κ + z 1) the transfer matrix
where the transfer function µ(z) = exp(κ + z)/4. It follows from Eqs. (33) and (36) that the sideband powers increase exponentially with distance. Broad-bandwidth PC occurs when β
1 . This condition requires the pump frequencies to be located symmetrically relative to the zero-dispersion frequency. For this case the solution of Eq. (31) is complicated. Nonetheless, it is included in Appendix A for completeness. The symmetry properties of the general solution of Eq. (31) are discussed in Appendix B.
Transition from classical to quantum mechanics
The quantum-mechanical aspects of PA were studied first in the context of coupled cavity modes [10, 11, 12, 13, 14] . Such modes have well-defined spatial structures (eigenfunctions) and amplitudes that evolve in time. In classical mechanics one obtains amplitude time-evolution equations by applying the Hamilton equations-of-motion to the classical Hamiltonian. To convert from the classical analysis to the quantum analysis one replaces the mode amplitudes A j and A * j in the classical Hamiltonian by the annihilation and creation operatorsâ j andâ † j in the quantum Hamiltonian. These mode operators are normalized in such a way thatâ † jâ j measures the number of photons in mode j, and obey the boson commutation relation
where δ jk is the Kronecker delta. One obtains operator time-evolution equations by applying the Heisenberg equation-of-motion to the quantum Hamiltonian. The evolution equations for the quantum operators and the classical amplitudes are the same: Quantum-mechanical effects arise because the annihilation and creation operators do not (all) commute. In fibers and other open systems, coupled waves grow (or attenuate) as they convect. Such evolution is described in terms of wave packets (collections of modes) rather than (individual) modes. The derivation of quantum-mechanical equations for the parametric interaction of optical pulses in dispersive nonlinear media was described in detail by Mostowski and Raymer [15] , and Loudon [16] . In this section the quantization procedure is reviewed briefly. Readers who are familiar with it can proceed directly to Section 6.
Consider the propagation of a linearly-polarized pulse in a linear dielectric medium. Such a pulse can be described as a superposition of plane waves, parameterized by the wavenumber k.
In an (idealized) infinite medium the wavenumber is a continuous variable. The propagation of each Fourier component of the electromagnetic field is characterized by the dispersion function
where n(ω) is the index of refraction. The dispersion equation D(ω, k) = 0 defines ω as a function of k or, equivalently, k as a function of ω. It is customary to adopt the latter perspective, even though the former provides a direct link to the Heisenberg equation. Suppose that the pulse has a narrow frequency spectrum centered about its carrier frequency ω 0 . Then it is convenient to write E = E + + E − and B = B + + B − , where the positive-frequency fields
and the negative-frequency fields E − = E * + and B − = B * + . In Eqs. (39) and (40) the carrier phase φ 0 (t, z) = k 0 z − ω 0 t and the carrier wavenumber k 0 = k(ω 0 ). In the narrow-bandwidth approximation the field amplitudes E 0 and B 0 vary slowly compared to the carrier phase, and are related by the equation B 0 = n 0 E 0 , where n 0 = n(ω 0 ). By following a standard procedure [17, 18] , one can write the energy-conservation equation in the form
where
are the slowly-varying energy density and energy-density (Poynting) flux, respectively. It follows from Eqs. (41)- (43) that energy convects at the carrier group-speed
In quantum mechanics the slowly-varying fields E 0 and B 0 are replaced by the slowly-varying field operators
where ω denotes the relative frequency (difference between the absolute and carrier frequencies) and β (ω) is the Taylor expansion of the relative wavenumber k − k 0 . [In the narrowbandwidth approximation β = ω/v 0 . The higher-order terms are retained for use in other contexts.] Factors of A
1/2
⊥ , where A ⊥ is the effective area of the fiber, were absorbed into the field operators, to allow the associated energy densities to be measured per unit length. The annihilation and creation operators obey the commutation relation
which is the continuous version of the discrete relation (37). By combining Eqs. (42) and (44), and using the identity δ [β (ω)−β (ω )] = v 0 δ (ω −ω ), one finds that the pulse-energy operator
(The zero-point terms were omitted.) It follows from Eq. (47) thatâ † (ω)â(ω) has units of photon number per unit frequency. The form of Eq. (44) makes it natural to define the slowly-varying (frequency-domain) operatorâ
and its Fourier transform, the slowly-varying (time-domain) operator
It follows from the Parseval equation
has units of photon number per unit time (photon flux). By combining Eqs. (46), (48) and (49), one finds that the slowly-varying operators obey the commutation relations
It follows from Eq. (49) that Power is defined to be the average rate at which energy arrives at a detector during a time interval that is much longer than 1/ω 0 . By combining Eqs. (43) and (44) one finds that the energy-flux operator
(The formula for this operator does not contain zero-point terms.) It follows from Eq. (54) that the number operator for photons detected during the time interval T iŝ
Equation (55) is consistent with Eq. (50), which identifiedâ † (t, z)â(t, z) as the photon-flux operator. Equation (53) describes how the slowly-varying operatorâ(t, z) evolves and Eq. (55) describes how it is related to the measurement of photons. The result of such a measurement depends on the quantum state of the field. It is customary to assume that the field is in a coherent state [19] , because a coherent state is a minimal-uncertainty state [10, 19] and is the state produced by an ideal, single-mode laser operating well-above threshold [20, 21] . The continuous-mode coherent state |{α} is related to the vacuum state |{0} by the equation
where { } denotes a set of state parameters [α(ω) or 0], the wave-packet creation operator
andâ α is the associated wave-packet annihilation operator. It follows from Eqs. (56) and (57) that |α(ω)| 2 has units of photon number per unit frequency. Definition (57) can be rewritten in the formâ †
whereâ † (ω, z) is the distance-dependent operator defined by Eq. (48) and
is the distant-dependent coherent-state function. By applying a standard procedure [16] to Eq. (56), one finds thatâ
where α(t, z) is the inverse Fourier transform of α(ω, z). Equations (60) and (61) identify the coherent state |{α} as an eigenstate of the slowly-varying annihilation operatorâ. Let m T = {α}|m T |{α} be the expected (mean) value of the measured photon number. Then it follows from Eqs. (55) and (61) that, for a coherent state,
Equation (62) identifies |α(t, z)| 2 as the photon flux of a coherent state. Let δ m 2 T = m 2 T − m T 2 be the variance of the measured photon number. Then it follows from Eqs. (52), (55) and
This photon-number uncertainty is responsible for shot noise [22] in an ideal detector. The preceding paragraphs describe the propagation and detection of an isolated pulse. In a PA two strong, coherent pump pulses interact with four weak product pulses. This interaction is made possible by the Kerr nonlinearity of the fiber. It is customary to model the pumps classically (P j =hω j |α j | 2 ) and the products quantum-mechanically. In this model the products are governed by Eqs. (7)- (10), in which the (phase-shifted) amplitudes B j and B * j are replaced by the (interaction-picture) operatorsâ j andâ † j , and the spatial derivatives d z are replaced by the convective derivatives ∂ z + ∂ t /v j . Once these operator equations are solved, the output photonnumbers and photon-number variances of the four product pulses are found from Eq. (55).
In the context of this paper, it is sufficient to consider the interaction of long pulses (quasicontinuous waves). For such pulses the differences in group speed can be neglected. By defining the (common) retarded time t − z/v, one can replace the convective derivatives in the operator equations by spatial derivatives: Long pulses are governed by Eqs. (7)- (10) . Consequently, the transfer matrices that relate the input and output operators are the same as the transfer matrices that relate the input and output amplitudes, which were described in Sections 3 and 4.
For long pulses the quantization procedure and measurement analysis also simplify considerably. Let L be the system (quantization) length. Then the mode wavenumbers are integral multiples of 2π/L, the mode frequencies are multiples of Δ = 2πv/L and the discrete-mode operatorsâ
It follows from Eq. (64) thatâ † kâ k has units of photon number. By combining Eqs. (46) and (64), one finds that
which is the analog of Eq. (37). It follows from Eqs. (49) and (64) that
Because each wave is quasi-monochromatic, the summation in Eq. (66) only includes modes for which ω k ≈ ω j . The factor of (v/L) 1/2 converts photon numbers to photon fluxes. By combining Eqs. (55) and (66), one finds that for each wavê
The single-mode coherent state |α j is related to the vacuum state |0 by the equation
By applying a standard procedure [16] to Eq. (68), one finds that
which identifies |α j as an eigenstate ofâ j . Let |α j , 0 denote the state in which mode j is a coherent state and the other (neighboring) modes are all vacuum states. Then it follows from Eqs. (67) and (69), and the fact thatâ
where m j = |α j | 2 is the (mean) number of photons in mode j. It follows from Eqs. (67) and (69), and the inequality
Equation (71) is identical to Eq. (63): The photon-number uncertainty, which plays a fundamental role in the noise-figure analysis, is a general property of any coherent-state wavepacket, and is not an artifact of the (idealized) single-mode model. Despite the simplicity of the singlemode model, it cannot be adopted at the outset because the mode wavenumbers are real by construction and, hence, do not allow the product waves to grow as they propagate (and interact with the pump waves). There are many similarities between the temporal growth of cavity modes and the convective growth of long pulses: In the former process the mode operators evolve in time and one measures the number of photons in each mode. In the latter process the slowly-varying mode operators evolve in time and distance and one averages each photon flux over the measurement time T . If the pulses convect at a common group speed, one can (phenomenologically) replace the time variable t by the distance variable z/v. In the single-mode model each measured photon number is proportional to the number of photons in that mode [m T = (T v/L)m j ]. In Sections 6-8 we use the language of the cavity-mode interaction to describe the interaction of long pulses. This language simplifies our discussions of two-and four-mode interactions, and ties them to the original discussions of PA and FC. It should be clear from the preceding discussion that the simplification is linguistic: The results are valid for cavity-mode and long-pulse interactions.
Quantum two-mode processes
Equations (16), (17) and (29) describe classical versions of a two-mode quantum process in which a creation operator is coupled to an annihilation operator. Such a process, which is called PA in the quantum-optics literature, is governed by the matrix equation
where the input vector
and the operator symbols were omitted for simplicity of notation. Different symbols were used for the input and output vectors to obviate the need to specify the input and output locations explicitly. The vector B also represents the intermediate states of the system at all positions within the PA. In χ (3) media, such as fibers, PA can be driven by one or two pumps. In the former case the two-mode model is complete, whereas in the latter it is a simplification of the four-mode model (Sections 7 and 8). In χ (2) media PA is driven by one pump and the two-mode model is complete [12] . In the interaction picture the operators evolve. However, the commutators are constants of the motion:
The other commutation relations provide no additional information. Equation (74) is the quantum analog of the MRW equation (18) . The transformation described by Eqs. (72)- (74) is called a two-mode squeezing transformation [15] . Let n j = b † j b j denote the output-number operator of mode j. Then it follows from Eqs. (72) and (73) that
For reference, one can deduce formula (76) from formula (75) by interchanging the subscripts 1 and 2, and taking the hermitian conjugate of the formula that results. Suppose that the initial condition of the system is an energy (number) eigenstate with m 1 quanta of mode 1 and m 2 quanta of mode 2, which is denoted by |m 1 , m 2 . (Such a state is of interest because it has simple properties that facilitate the illustration of quantum effects in PA, and is a building block for coherent states.) Then the expected value (mean) of the output number of mode j is m 1 , m 2 |n j |m 1 , m 2 . Because different number eigenstates are orthogonal, it follows from Eqs. (75) and (76) that
Because the creation and annihilation operators of mode k do not commute, the output of mode j = k includes the quantum contribution 1|ν| 2 . This contribution is what one would predict classically, by adding 1 noise photon to mode k. Not only do quantum effects contribute to the means of the output numbers, they also contribute to their variances, which are proportional to the variances of electrical currents in a receiver. It follows from Eq. (75) that the second-moment operator
The output-number variance δ n 2 1 = n 2 1 − n 1 2 . The first term on the right side of Eq. (79) contributes n 1 2 to the variance, which cancels the − n 1 2 term in its definition. Because different number eigenstates are orthogonal, the third and fourth terms in Eq. (79) contribute nothing. Hence, the variance is determined solely by the second term on the right side of Eq. (79). It follows from these observations that
The terms m 1 + m 2 + 1 are present in Eq. (80) because the creation and annihilation operators of modes 1 and 2 do not commute. It follows from the symmetry described after Eq. (76) that δ n 2 2 = δ n 2 1 . For the case in which mode 1 is a signal (m 1 = 0) and mode 2 is an idler (m 2 = 0), δ n 2 j = |µ| 2 |ν| 2 (m 1 + 1). In many systems m 1 1, even if the signal is classically weak. In such systems the quantum contribution to the (common) output-number variance, which we call the quantum noise, is what one would predict classically, by adding 1/2 of a noise photon to mode 2. The manifestation of this photon-number uncertainty in a receiver is called the signal-spontaneous beat noise.
The preceding results were obtained for an idealized signal with zero input-number variance. However, a realistic signal has a nonzero input-number variance. As noted in Section 5, it is customary to assume that the input signal is a coherent state, because a coherent state is a minimal-uncertainty state and is the state produced by a laser operating above threshold. Such a signal is called a shot-noise-limited signal, because its intrinsic photon-number uncertainty is responsible for shot noise in an ideal receiver. The wavefunction of a (single-mode) coherent state was defined implicitly by Eq. (68). Suppose that the input signal (mode 1) is a coherent state, characterized by the parameter α 1 = m 1/2 1 exp(iφ 1 ), and there is no input idler. Then the input wavefunction has the explicit representation (76) and (81) that, in this case, the output-number means 
By comparing Eqs. (84) and (85) with the m 2 = 0 limits of Eq. (80) and its analog for mode 2, one finds that the input uncertainty adds to the output uncertainties, but does not otherwise change the PA process. The preceding results were obtained first by Louisell [10] . At any position within the PA the signal-to-noise ratio (SNR) of mode j is defined as n j 2 / δ n 2 j . The signal noise-figure F 1 is defined as the ratio of the input and output SNRs of the signal (mode 1). A useful feature of a PA is its ability to generate an idler that is a phase-conjugated image of the signal. In this context, we define the idler noise-figure F 2 as the ratio of the input SNR of the signal divided by the output SNR of the idler (mode 2). Let G = |µ| 2 denote the signal gain. Then |ν| 2 = G − 1. It follows from Eqs. (82)-(85) that the PA noise-figures noise-figure decreases monotonically from ∞ to 2. For distances longer than 2 gain lengths the noise figures are comparable. The results for δ = 0 are similar.
Equations (16) and (23) describe the classical version of a two-mode quantum process in which two annihilation (or creation) operators are coupled. Such a process, which is called FC in the quantum-optics literature, is also governed by an equation of the form (72), in which the input vector A = (a 1 , a 2 ) T , the output vector B = (b 1 , b 2 ) T and the transfer matrix
In χ (2) media FC is driven by one pump and the two-mode model is complete [12] . In χ (3) media, such as fibers, (nondegenerate) FC is driven by two pumps and the two-mode model is a simplification of the four-mode model (Sections 7 and 8).
By evaluating the commutator
The other commutation relations provide no additional information. Equation (89) 
In contrast to the PA process, for the FC process there are no quantum contributions to the output numbers [10] . This result might lead one to conclude that FC is a noiseless process. However, such a conclusion is oversimplified. It follows from Eq. (90) that the second-moment operator
By proceeding as described after Eq. (79), one finds that the output-number variance
The terms m 1 + m 2 are present in Eq. (95) because the creation and annihilation operators of modes 2 and 1, respectively, do not commute: Quantum noise is present at the output. It follows from the symmetry described after Eq. (91) 
For the case in which T = 1, F 1 = 1 (0 dB), and for the case in which T = 0, F 2 = 1 (0 dB). For all other cases, in which 0 < T < 1, F j > 1. Equations (100) and (101) 
Quantum many-mode processes
Equations (7)- (10) describe the classical version of a four-mode quantum process in which two creation operators (1 and 3) are coupled to two annihilation operators (2 and 4). As a prelude to the four-mode analysis, consider the simpler process in which a creation operator is only coupled to an annihilation operator and another creation operator. This three-mode process is governed by the matrix equation
where the input vector 
Because the creation and annihilation operators of mode k do not commute, the output of mode j = k includes quantum contributions of the form 1|µ jk | 2 . In the output of mode 1 (creation operator) there is a quantum contribution associated with mode 2 (annihilation operator), whereas in the output of mode 2 (annihilation operator) there are quantum contributions associated with modes 1 and 3 (creation operators): For each type of operator, the quantum contributions are associated with operators of the opposite type. As in Section 6, the output-number variance δ n 2 j = n 2 j − n j 2 . One obtains formulas for the second-moment operators n 2 1 and n 2 2 by squaring the right sides of Eqs. (105) and (106), respectively. The first three terms on the right sides of Eqs. (105) and (106) 
Equations (109) and (110) 3 , so the associated inner products remain zero. Hence, the output-number variances
By comparing Eqs. (113) and (114) with the m 2 = m 3 = 0 limit of Eqs. (109) and (110), one finds that the input uncertainty adds to the output uncertainties, but does not otherwise change the three-mode process. As in Section 6, the SNR of mode j is defined as n j / δ n 2 j and the noise figure of mode j is defined as the input SNR of mode 1 (which is m 1 ) divided by the output SNR of mode j. It follows from Eqs. (111)-(114) that the noise figures
For reference, one can deduce the noise figure for mode 3 from Eq. (115) by replacing µ 1k with µ 3k . Notice that Eqs. (115) and (116) reduce to Eqs. (86) and (87), respectively, when µ 13 = µ 23 = 0. Equation (115) and its analog for mode 3 reduce to Eqs. (100) and (101), respectively, when µ 12 = µ 32 = 0: The two-mode results are special cases of the three-mode results. For the common limit in which m 1 1,
For reference, one can deduce results for the interaction of an annihilation operator with a creation operator and another annihilation operator by taking the hermitian conjugate of the preceding results.
The preceding analysis of the three-mode process shows clearly how quantum contributions to the output-number means and variances accumulate. Not only can results be inferred for fourmode processes, they can also be inferred for processes with arbitrary numbers of interacting modes. It follows from the commutator conservation equations that
where s jk = 1 if operators j and k are of the same type (both creation or both annihilation), and s jk = −1 if they are of different types (one creation and one annihilation).
If the initial condition of the system is a number eigenstate with m j quanta of mode j, the output-number means
where σ jk = 0 if operators j and k are of the same type and σ jk = 1 if operators j and k are of opposite types. The output-number variances
where the summation is made over both subscripts (k and l). Notice that the number of terms that contribute to each variance is (approximately) equal to half the square of the number of modes. If mode i is the signal, and has a Poisson number distribution with mean m i , and the other modes are idlers, the output-number means
and the output-number variances
where the second summation is made over both subscripts. It follows from Eqs. (122) and (123) that the noise figures
For the common limit in which m i σ jk ,
Despite the complexity of the process, the final result is simple. The number of contributions to each noise figure is equal to the number of modes. The first contribution can be traced to the photon-number uncertainty of the (coherent) signal, whereas the other contributions can be traced to the photon-number uncertainties of the (generated) idlers. For brevity, we refer to both types of uncertainty as vacuum fluctuations.
Discussion
Equation (125) is valid for an arbitrary number of modes, provided that only the signal mode has a nonzero input photon-number. In this section the consequences of Eq. (125) are discussed for PA driven by two pumps, which is a four-mode (FM) process. (The pump modes are excluded from this count, because they are considered to be classical fields.) Consider the second example of Section 4, in which the mode powers grow quadratically with distance [Eq. (35)], and suppose that the 1− mode is the signal. Then, in the long-distance limit (γPz 1), Eq. (125) implies that
For co-polarized pumps ε = 2, so F 1± = 10 (10 dB) and F 2± = 2.5 (4.0 dB): The noise figures of the signal and 1+ idler are too high for these modes to be useful, but the noise figures of the 2− and 2+ idlers are low (and the 2+ idler is a phase-conjugated image of the signal). In contrast, for cross-polarized pumps in a fiber with constant birefringence ε = 2/3, so F 1± = 2.9 (4.6 dB) and F 2± = 6.5 (8. Now consider the third example of Section 4, in which the mode powers grow exponentially with distance [Eq. (36)], at the rate κ + = 2γ(1 + ε)P. Then, in the long-distance limit (κ + z 1) all elements of the transfer matrix have the same modulus. Hence,
It should come as no surprise that all four modes contribute equally to the noise figures, because the maximal-gain condition β e = −γ(1 + ε)P ensures that all four modes are driven resonantly and, hence, participate equally in the instability. The signal and idler noise-figures are plotted as functions of distance in Fig. 7 for the case in which ε = 1. The signal and idler noise-figures do not evolve monotonically because the recessive wavenumber k − is real: The four-mode process exhibits characteristics of both constituent two-mode processes. (See Figs. 2 and 3 .)
The preceding examples illustrate the general guideline that noise figures increase in direct proportion to the number of modes involved in the mixing process. This guideline might lead one to conclude that many-mode parametric devices are impractical. Fortunately, such a conclusion is unnecessarily pessimistic. It is possible to tune the pump frequencies in such a way that all four mode powers are comparable [4, 23, 24] , in which case the output noise should be monitored carefully. However, if the pump frequencies are tuned to maximize the PA band- width the powers of the signal and primary (PC) idler are usually (at least) 10-dB higher than the powers of the secondary idlers [3, 4, 25] , and if the pump frequencies are tuned to maximize the FC bandwidth the powers of the signal and primary (BS) idler are usually (about) 10-dB higher than the powers of the secondary idlers [7] . These (simulated and measured) differences in mode powers reflect differences in the same transfer functions that determine the noise figures: For the stated applications, coupling to extra modes (secondary idlers) should only increase the signal and primary-idler noise-figures slightly.
To validate the preceding conclusion the transfer functions µ jk were determined by solving Eqs. (7)- (10) The nonlinearity coefficient γ = 10/Km-W, the fiber length l = 1.0 Km and the common pump power P = 0.5 W. A good PA can amplify many frequency-diverse signals simultaneously [25] . For the aforementioned parameters, broad-bandwidth gain occurs when the pump frequencies ω 1 ≈ −20.3 and ω 2 ≈ 19.7 THz are approximately equidistant from the ZDF. (We use THz as an informal abbreviation for Trad/s.) For signal (1−) frequencies between −50 and −25 THz, the primary-idler (2+) gain is comparable to the signal gain, both of which are at least 25-dB higher than the secondary-idler (1+ and 2−) gains. The associated signal and primary-idler noise-figures are both about 3 dB, as predicted. The secondary-idler noise-figures are much higher. Near the outer edge of the gain band (ω 1− ≈ −52 THz) the signal gain decreases to zero. The associated signal noise-figure decreases to zero, whereas the associated primary-idler noise-figure increases to infinity (ω 2+ ≈ 52 THz). This behavior is analogous to the low-gain behavior exhibited in Fig. 6(b) . Near the inner edge of the gain band (ω 1− ≈ −21 THz) the gains of all four modes are comparable. In this region the signal and idler noise-figures are all about 6 dB. This behavior is analogous to the high-gain behavior exhibited in Fig. 6(b) .
The results are similar if one of the other modes is the signal. Noise-figures are plotted as functions of frequency in Fig. 9 , for the case in which the 1+ mode is the signal. For this case, broad-bandwidth gain occurs when the pump frequencies ω 1 ≈ −30.0 and ω 2 ≈ 30.0 THz (and the other system parameters are the same as those associated with Fig. 8 ). For signal frequencies between −25 and 0 THz, the primary-idler (2−) gain is comparable to the signal gain, both of which are at least 25-dB higher than the secondary-idler (2+ and 1−) gains. The associated signal and primary-idler noise-figures are both about 3 dB, as predicted. Near the outer edge of the gain band (ω 1+ ≈ −29 THz) the gain of all four modes is comparable, and the signal and idler noise-figures are all about 6 dB. This behavior is analogous to the high-gain behavior exhibited in Fig. 6(b) .
Not only can parametric devices provide PA, they can also provide tunable FC [7] . This function is made possible by BS. For example, consider the BS process associated with the frequency-matching condition ω 1+ + ω 2 = ω 1 + ω 2+ . In the standard FC scheme the signal frequency (ω 1+ ) and one of the pump frequencies (ω 2 ) are fixed. By varying the frequency of the other pump (ω 1 ), one can vary the primary-idler frequency (ω 2+ ). Because BS is driven by two pumps, secondary (1− and 2−) idlers are also produced. The signal and idler noisefigures are plotted as functions of frequency in Fig. 10 . The fiber dispersion and nonlinearity coefficients, and the common pump power, are the same as those associated with Fig. 8 . The fiber length l = 0.52 Km was chosen so that the BS wavenumber k = π/2, for the ideal case in which δ = 0. This condition enables a complete photon-flux transfer from the signal to the primary idler, as implied by Eq. (23) . For these parameters, broad-bandwidth FC occurs As the difference between the pump and signal frequencies increases, the secondary-idler gains decrease. For most pump frequencies between −35 and −15 THz the signal transmission is less than −15 dB and the primary-idler transmission is about 0 dB: The photon-flux transfer is nearly complete. Throughout this frequency range the primary-idler noise-figure is close to 0 dB and the signal noise-figure is higher than 15 dB. For reference, the noise properties of erbium and Raman amplifiers are discussed in [26] and [27] , respectively. Other papers on the noise properties of linear amplifiers are listed in [15] and [16] .
Summary
In a parametric device driven by one pump wave, the signal sideband is coupled to an idler sideband, which is a frequency-converted (FC) image of the signal. Such a device is based on a two-sideband (TS) interaction. Depending on the way in which the device is configured, the signal might (not) be amplified and the idler might (not) be a phase-conjugated (PC) image of the signal. The quantum noise properties of one-pump devices are known [12] .
In a parametric device driven by two pump waves the signal sideband is coupled to three idler sidebands, all of which are FC images of the signal, and two of which are PC images of the signal. A typical two-pump device provides more amplification, over a broader frequencybandwidth, than a typical one-pump device. However, if the two-pump device is to be useful, the signal must be amplified, and the PC and FC idlers must be produced, with minimal noise.
In this paper the quantum noise properties of two-sideband (TS) devices were reviewed. Formulas were derived for the signal and idler noise-figures of (unstable) parametric amplifiers (PAs) and (stable) FCs [Eqs. (86) and (87), and Eqs. (100) and (101), respectively]. The noise figures of good (one-pump) PAs are about 3 dB, whereas the noise figures of good (one-pump) FCs can be as low as 0 dB. However, the lower noise-figures of the latter devices are offset by the absence of gain.
The mathematical method applied to, and the physical insight gained from, the study of these TS devices were used to derive formulas for the signal and idler noise-figures of devices with arbitrary numbers of interacting sidebands [Eqs. (124) and (125)]. Because noise is produced by the amplification or combination of the vacuum fluctuations associated with each sideband, the noise levels increase in proportion to the number of sidebands that interact strongly. The general results were applied to the study of two-pump devices, which are based on the aforementioned four-sideband (FS) interaction. The noise figure of a (two-pump) fiber PA depends on the fiber type and pump polarizations. We considered co-and cross-polarized pumps in fibers with constant and random birefringence. 
where the transfer matrix M(z) = exp(Lz) = ∑ n (Lz) n /n!. In the second example of Section 4 the modulation frequency is low (ω ≈ 0), L n ≈ 0 for n ≥ 2 and
Formula (138) is valid for arbitrary pump powers. Let β je and β jo denote the even and odd terms in the Taylor expansions of β j± = β j (±ω). In the third example of Section 4 β 1e ≈ β 2e = β e , β 1o ≈ β 2o = β o and P 1 = P 2 = P. Let B 
