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Abstract
While generic drugs offer a cost-effective alternative to brand name drugs, regulators need a
method to assess therapeutic equivalence in a post market setting. We develop such a method
in the context of assessing the therapeutic equivalence of immediate release (IM) venlafaxine,
based on a large insurance claims dataset provided by OptumLabs R©. To properly address this
question, our methodology must deal with issues of non-adherence, secular trends in health
outcomes, and lack of treatment overlap due to sharp uptake of the generic once it becomes
available. We define, identify (under assumptions) and estimate (using G-computation) a
causal effect for a time-to-event outcome by extending regression discontinuity to survival
curves. We do not find evidence for a lack of therapeutic equivalence of brand and generic
IM venlafaxine.
Key Words: G-computation, Generic Drugs, Regression Discontinuity, Temporal Con-
founding, Therapeutic Equivalence, Time-Varying Confounding, Venlafaxine.
1 Introduction
Are brand and generic drugs equivalent? And what does equivalent mean? Strom (1987)
discusses three types of equivalence: chemical, biological, and therapeutic. Two drugs are
chemically equivalent if they have the same quantity of active ingredient, even if other
inactive ingredients differ. They are biologically equivalent (or bioequivalent) if they are
chemically equivalent and also have a comparable degree of bioavailability when administered
to the same patient, where bioavailability is a measure of how well a drug can deliver its
active ingredient to the site of action. Finally, they are therapeutically equivalent if they
are bioequivalent and also have the same clinical outcomes when administered to the same
patient (Strom, 1987).
Since the passage of the Hatch-Waxman Act in 1984, generic drug producers do not need
to perform randomized trials to market a generic drug as therapeutically equivalent to brand
(Mossinghoff, 1999). All that is required is a proof of bioequivalence. This Act significantly
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reduced the cost of producing generic drugs. Subsequently, the percentage of all dispensed
drugs in the US which are generics grew from 18.6% in 1984 to 74.5% in 2009, and to 86.2%
in 2017 (Berndt & Aitken, 2011; Express Scripts, 2018). This has undoubtedly benefited
patients in the form of lower drug costs for conditions that are treatable with a generic
drug; but the result is that many patients are now taking drug formulations whose clinical
outcomes have never been directly tested in randomized clinical trials.
As noted in Strom (1987), bioequivalence does not a priori entail therapeutic equiva-
lence, because the inactive ingredients that differ between the two drugs may interact with
how the drug performs even after it has bound to the site of action. Furthermore, Bate
et al. (2016) discuss several concerns about how the FDA evaluates whether two drugs are
bioequivalent. For example, the FDA does not regularly perform independent tests of bioe-
quivalence, and there have been several cases of companies fraudulently altering data to
establish bioequivalence. A notable example is the generics producer Ranbaxy, which had to
pay a $500 million settlement and remove over 30 products from the market after widespread
fraud was uncovered by a whistleblower within the company (Kay, 2013).
Another concern addressed by Bate et al. (2016) is that the comparisons of bioavailability
often required by the FDA do not address the rate of absorption of the drug. For example,
although the antidepressant Budeprion XL 150 mg, marketed by generics producer Teva,
was shown to be bioequivalent to its brand version, Welbutrin XL 150 mg, the mean plasma
concentrations across time of the generic have a different profile from brand. Despite the fact
that this could lead to different therapeutic effects, the FDA considers Budeprion XL 150 mg
to be bioequivalent to brand. What’s more, the FDA allowed these data to be extrapolated
as evidence in support of the bioequivalence of Budeprion XL 300 mg to Wellbutrin 300
mg. The FDA eventually rescinded this decision when, in response to concern about adverse
effects experienced by patients switching to generic, they performed their own independent
analysis showing “Budeprion XL 300 mg tablets fail to release bupropion into the blood at
the same rate and to the same extent as Wellbutrin XL 300 mg” (emphasis added) (U.S.
Food and Drug Administration, 2012). This inconsistency is a concern for prescribers trying
to infer therapeutic equivalence from claims of bioequivalence alone.
In the absence of clinical trials, regulators need a method to accurately monitor for
therapeutic differences in a post market setting. The goal of this paper is to develop such
a method, and apply it to the antidepressant venlafaxine as a test case. To help define
a relevant target parameter, it is useful to consider an ideal randomized clinical trial for
assessing therapeutic equivalence (see Herna´n and Robins (2006) for a discussion of the
relationship between ideal trials and causal inference from observational data).
The Ideal Trial
Suppose we want to test whether generic venlafaxine differs from its brand name counterpart,
Effexor, with respect to some therapeutically relevant outcome in patients being treated for
a major depressive episode. Ideally we would enroll patients who are currently experiencing
a major depressive episode but have not been treated recently with any antidepressants, and
randomize them to receive either continuous treatment with brand or generic venlafaxine.
Although patients cannot be forced to take their medication, we can ensure that the drug
is continuously available by providing them with a 30 day supply of either brand or generic
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every 30 days. Nothing else about the two treatment arms would differ, including the
frequency with which they are provided with drugs, the days of drug supplied, and the
financial incentives (or disincentives) associated with receiving the drugs. In other words,
the two idealized interventions would be (1) patients are provided with a 30 day supply of
brand every 30 days at a fixed out of pocket cost p, and (2) patients are provided with a
30 day supply of generic every 30 days at the same fixed out of pocket cost p. Typically it
takes 3 months for patients to respond to treatment, plus another 6 months of continuation
for them to stabilize, so we would choose a follow-up period of 9 months during which to
observe the therapeutic outcomes of interest (Shelton, 2001; Pringsheim et al., 2016).
Our goal is to estimate the effect in this ideal randomized trial using observational data.
Specifically, we develop a method to compare brand vs. generic venlafaxine under these
two interventions using insurance claims data, where the outcome of interest is failure time.
We define a failure event to be a composite of the following: (1) treatment change, defined
by treatment with an antidepressant other than venlafaxine, an anti-psychotic, lithium,
or electroconvulsive therapy (ECT), whether or not venlafaxine is continued; (2) clinical
progression, defined by a suicide related clinical encounter, hospitalization or emergency
department visit; and (3) death. Our target parameter is the difference in survival curves
under each intervention.
Identification of the target parameter from observational data requires addressing non-
adherence, secular trends, and non-overlap in treatment. Non-adherence can result in bias
due to time-varying confounding and informative censoring, while secular trends can result
in bias due to temporal confounding. Time-varying confounding occurs when a time-varying
exposure status (e.g., whether a patient is filling a prescription, and whether it is for brand or
generic) impacts, and is impacted by, a time-varying covariate that also impacts the outcome
(Robins et al., 2000). Informative censoring occurs when premature termination of enroll-
ment is associated with the outcome (Campigotto & Weller, 2014). Temporal confounding
occurs when treatment initiation time impacts both the outcome (due to a secular trends in
the outcome) and treatment status (Rom & Markowitz, 2007, p. 1414). Finally, non-overlap
in treatment with brand and generic results in a positivity violation, making it impossible
to adjust for temporal confounding using methods like standardization or inverse propensity
score weighting (Westreich & Cole, 2010).
While non-adherence is a potential source of bias in any study comparing efficacy of brand
and generic drugs (and therefore therapeutic equivalence), secular trends and treatment
non-overlap are problems in a broad variety of studies comparing brand to generic drugs.
Previous studies comparing brand to generic drugs have failed to adjust for these. For
example, Jackevicius et al. (2016) only adjust for baseline variables using propensity scores,
despite temporal confounding being a potential source of bias in their data. In this paper
we discuss how to address all of these issues and apply the methodology to venlafaxine. Our
solution involves extending the framework of Regression Discontinuity (Imbens & Lemieux,
2008) to entire survival curves that are themselves estimated using G-computation (Robins,
1986).
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2 Data
This study involves a retrospective analysis of claims data from the OptumLabs R© Data Ware-
house (OLDW), which includes de-identified claims data for privately insured and Medicare
Advantage enrollees in a large, private, U.S. health plan. The database contains longitu-
dinal health information on enrollees, representing a diverse mixture of ages, ethnicities
and geographical regions across the United States. The health plan provides comprehensive
full insurance coverage for physician, hospital, and prescription drug services (OptumLabs,
2018).
The exposure information is inferred from insurance claims for prescription fills of both
brand and generic forms of 3 different formulations of venlafaxine: immediate release tablets
(IM), extended release capsules (ERC), and extended release tablets (ERT). We observe the
calendar time of the fill, the formulation that was filled, whether it was brand or generic,
the days supply of the fill, and the out of pocket cost associated with the fill. Note that
we are treating the out of pocket cost associated with filling venlafaxine as part of the joint
intervention of interest, since the cost associated with each prescription fill is used to define
the interventions in the ideal trial above.
The outcome information is inferred from insurance claims for other medical procedures
and events that would constitute a failure event, such as a psychiatric hospitalization, a
prescription fill of an anti-psychotic, or a suicide attempt. Suicide related events are inferred
from the diagnosis code on the claim.
We exclude patients who have received treatment with antidepressants, anti-psychotics,
lithium, valproate, lamotrigine or ECT any time during the 180 days prior to their first
prescription fill of venlafaxine. We only included those who initiated on the immediate
release formulation. The eligible sample included 42,847 patients. We excluded 381 patients
who initiated on brand after generic became available, and 87 patients missing any baseline
data, for a total sample size of 42,379.
Baseline covariates include age at initiation on venlafaxine (age), sex, race, socioeco-
nomic status (ses), Charlson co-morbidity index (cci), and number of outpatient visits in
the past 180 days at baseline (out). Socioeconomic status was defined using the decile of
the median household income for the patient’s zip-code, calculated using census data from
the years 2000, 2011, and 2014–whichever was closest to the date of initiation. Time varying
covariates were computed daily, and include the number of prescriptions on hand excluding
venlafaxine on day t, rxbt; and a running total of out of pocket pharmacy expenditures,
excluding those for venlafaxine, from the past 180 days measured on day t, oopt.
In Table 1 we present a comparison of baseline values for brand and generic users. In
Figure 1 we present a hypothetical follow-up of a patient initiating on IM Brand (IMB) on
January 1st, 2004. The patient filled two 30 day prescriptions for IM Brand in January and
February both at a cost of $20, and one in March for 60 days at a cost of $40. The non-
shaded exposure days indicate the patient has no prescription for any form of venlafaxine
on hand. The psychiatric hospitalization in March is a failure event, as is the addition of
an anti-psychotic in late June. In this case, the patient’s failure time would correspond to
the date of psychiatric hospitalization, because it occurs first. October 1st, 9 months after
initiation, marks the end of this patient’s follow-up. We also show hypothetical values of
rxb on days that it changes.
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IM Brand IM Generic
n 16619 25760
rxb(%)
0 27.6 26.1
1 26.0 25.7
2 18.3 17.8
3 11.1 11.3
> 3 17.1 19.1
race(%)
Asian 0.8 1.1
Black 2.7 4.6
Hispanic 4.7 7.4
Multiple 4.9 11.3
Unknown 27.1 4.6
White 59.8 71.0
sex = male(%) 24.8 23.1
age(mean (sd)) 43.8(11.2) 44.7(11.6)
cci = 0(%) 75.8 76.9
out(%)
0 14.0 9.2
1 80.9 85.1
> 1 5.1 5.7
ses(%)
0 2.0 2.7
1 4.0 6.6
2 5.3 8.2
3 6.1 8.8
4 7.7 9.0
5 8.8 9.8
6 10.0 10.7
7 16.8 13.0
8 20.3 15.6
9 18.8 15.8
oop(mean (sd)) 137.7(180.14) 167.1(252.8)
Table 1: Baseline Covariate Summaries
Figure 1: Hypothetical follow-up of a patient initiating on IM Brand.
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3 Notation
Let T denote failure time (observed if the patient is not censored), with St = I{T ≤ t};
C denote censoring time, with Ct = I{C ≤ t}; Y = min(C, T ) denote follow-up time; and
∆ = I(T ≤ C). With this notation, note that when ∆ = 1, St = 0 for all t < Y , St = 1 for
all t ≥ Y , and Ct = 0 for all t ≤ Y ; when ∆ = 0, Ct = 0 for all t < Y , Ct = 1 for all t ≥ Y ,
and St = 0 for all t ≤ Y . Thus, knowledge of (Y,∆) provides information about the St and
Ct processes.
Let Z
(1)
t denote the venlafaxine formulation on hand on day t (0 for none, 1 for IM brand,
2 for IM generic, 3 for other). In the claims data we do not have access to what the patient
actually has on hand, but we assume that patients take their drugs as instructed. Therefore,
the value of Z
(1)
t can be inferred based on the days supply of the last prescription fill of
venlafaxine and the number of days since the fill took place. For example, if the patient fills
a prescription for a d days supply of ERC brand on day t, then Z
(1)
t , ..., Z
(1)
t+d−1 = (3, ..., 3) for
that patient. However, if the patient fills a new prescription for a different form of venlaxine
before day t + d − 1, then we assume that they have quit taking the old medication (that
was filled on day t) and started taking the new one. On the other hand, if they fill again for
the same form of venlafaxine before day t+ d− 1, then we assume that the days supplies of
both fills add up. That is, if the days supply of the second fill is d′, then for such a patient
Z
(1)
t , ..., Z
(1)
t+d+d′−1 = (3, ..., 3). Note that in our setting, Z
(1)
1 is always equal to either 1 or 2,
depending on whether the patient initiated before or after generic became available.
Let Z
(2)
t denote the cumulative out-of-pocket costs associated with venlafaxine fills that
have been made by t (including formulations that are not IM brand or generic), and Zt =
(Z
(1)
t , Z
(2)
t ) denote the bi-variate time-varying exposure status. As discussed above, Z
(2)
t is
not the same variable as oopt. We will be adjusting for oopt as a time-varying confounder,
while treating Z
(2)
t as an exposure because it is used to define adherence to the regimes in
the ideal trial, and therefore the counterfactual outcomes of interest.
Let Z¯t denote the observed exposure history (Z1, ..., Zt), and z¯t = (z1, ..., zt) denote a
fixed exposure history. Let St(z¯t) denote the counterfactual indicator of whether failure has
occurred by day t under the exposure history z¯t. For convenience, we use z¯ to denote an
entire fixed history of exposures. That is, z¯ = z¯t∗ , where t
∗ is the smallest t such that
St(z¯t) = 1. Let T (z¯) denote the counterfactual failure time under exposure history z¯.
Let g(t) =
∑t
k=1 pI{k−130 is an integer} be a step function denoting the total cost accu-
mulated for filling venlafaxine by day t under the ideal interventions, where p is the fixed
out-of-pocket cost of each prescription filled every 30 days as discussed in the ideal trial.
A patient is considered adherent to the brand and generic regimes if Zt = (1, g(t)) and
Zt = (2, g(t)), respectively, for all t until failure occurs or the end of follow-up at 9 months.
We will denote adherence to brand and generic on day t with Zt = Bt and Zt = Gt, respec-
tively.
Let U denote initiation date, and u∗ be the date of the first initiation to generic. In our
database u∗ is August 8th, 2006. Define the brand era to be the period of initiation times
before u∗ and the generic era to be the period of initiation times after and including u∗. Let
γ z¯u(t) := P (T (z¯) > t|U = u) be the probability of survival past day t under intervention z¯
conditional on initiation at U = u.
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Let Lt be a vector of time-varying covariates measured prior to St, Ct and Zt on day t
(i.e., rxbt and oopt), where L1 also contains baseline covariates (i.e., race, sex, age, cci,
ses, out). We use L¯t to denote the entire history of covariates up to day t.
4 Challenges
There are three major issues that must be addressed to identify γB¯u (t) and γ
G¯
u (t) from the
observed data: non-adherence to the interventions defined in the ideal clinical trial above,
secular trends in health outcomes, and lack of treatment overlap. We discuss the issue of
secular trends and non-overlap first.
Secular Trends and Non-overlap
Patients do not have access to generic until it becomes available, which means that treatment
status is impacted by the date of initiation. If initiation time also impacts the outcome
of interest (via a secular trend), this will result in temporal confounding. It is therefore
necessary to adjust for initiation time in any study comparing brand to generic drugs where
secular trends in the outcome are likely to be present.
Adjusting for initiation time with techniques that use standardization or propensity scores
requires all levels of the treatment to have positive probability within every observed strata
of initiation time. This requirement is known as positivity, and it is violated in any study
comparing brand to generic drugs, because generic use is impossible until the generic version
is available. One possibility is to only compare brand to generic among patients initiating
when both brand and generic are available; however, in our setting this is not feasible because
there is almost no brand initiation once the generic becomes available (see Figure 2).
Figure 3 illustrates temporal confounding by plotting hypothetical population values of
γB¯u (t) (solid line) and γ
G¯
u (t) as a function of u at a fixed value of t. Assume, for now, that
γB¯u (t) and γ
G¯
u (t) are identifiable (i.e., estimable from the observed data) in their respective
eras.
Note that the curves are not flat, indicating the presence of a secular trend. Importantly,
γB¯u (t) > γ
G¯
u (t) for all u, indicating that generic performs worse than brand at all values of
u. However, assuming that U is distributed uniformly over the time span of the plot, the
overall probability of survival under brand use in the brand era is about 50% lower than
the probability of survival under generic use in the generic era. Therefore, a naive approach
in which we estimate γB¯u (t) in the brand era and compare it to an estimate of γ
G¯
u (t) in the
generic era would lead to the wrong conclusion. This bias is due to temporal confounding.
Importantly, note that an analysis which adjusts for U to obtain a causal effect marginal
over U is impossible, because there is no overlapping period of initiation times when both
γG¯u (t) and γ
B¯
u (t) are identified. Our solution will be to extend regression discontinuity to
whole survival curves in order to identify the parameters conditional on U = u∗, that is,
γG¯u∗(t) and γ
B¯
u∗(t). A comparison of these curves gives an effect that has a meaningful causal
interpretation. However, the result is tied to the population of initiators at U = u∗, and so
cannot be generalized to patients initiating at different times.
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Figure 2: Incident use by month of brand and generic versions of immediate release ven-
lafaxine. We have drawn a vertical red line at the date of first generic initiation (August
8th, 2006).
To determine whether there is a secular trend that might cause temporal confounding
in our claims data we constructed Figure 4, which presents 15th percentile survival times
based on Kaplan-Meier curves estimated for each month of initiation time U . The size and
transparency of each point represents the number of initiators for that month. Note the
secular trend captured by the loess line. This suggests that unless we apply the method of
regression discontinuity we may get a biased result.
Lack of Adherence
So far we assumed that γB¯u (t) and γ
G¯
u (t) are identified in the brand and generic eras, re-
spectively. Here, we discuss how to identify them from the observed data, which features
non-adherence to the interventions in the ideal trial discussed above.
Remember that patients are considered adherent when Zt = (1, g(t)) (for brand) or
Zt = (2, g(t)) (for generic), until failure occurs or the end of follow-up at 9 months. There are
three ways in which patients in the observed data can fail to adhere to the ideal interventions:
(1) they fail to have the correct value of Z
(1)
t , for example by switching between different
formulations of venlafaxine (e.g., IM vs. ERC), taking both brand and generic versions
throughout their follow-up, or not having any prescription for venlafaxine on hand during
parts of their follow-up; (2) they fail to have Z
(2)
t = g(t), for example, because filling a
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Figure 3: Hypothetical values of probability of survival past day t conditional on treatment
initiation time. The date of first generic initiation is represented by u∗.
prescription for brand has higher out of pocket costs than for generic, or prescription fills
are not made at consistent intervals (e.g., every 30 days); and (3) C < T , that is, patients
are lost to follow-up due to changes in enrollment before failure occurs.
This leads to three potential sources of bias: (1) time-varying covariates that impact, and
are impacted by, the daily exposure (the venlafaxine formulation on hand, whether it is brand
or generic, and the accumulated out-of-pocket costs) can lead to time-varying confounding;
(2) a difference in the out of pocket cost associated with filling each prescription could result
in a difference in survival time, meaning the effect size could be contaminated by an impact
of cost (e.g., patients accumulating more costs may be more likely to switch to another
cheaper anti-depressant, thereby decreasing failure time compared to patients accumulating
fewer costs); and (3) informative censoring can lead to selection bias.
In order to estimate the counterfactual survival curves under full adherence, we apply a
method known as G-computation (Robins & Herna´n, 2008). Before discussing this further
we first discuss time-varying confounding in more detail.
In our context, time-varying confounding can occur if Lt (measured prior to Zt among
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Figure 4: 15th percentile survival times based on unadjusted Kaplan-Meier curves fit within
each month of initiation time U .
those with St−1 = 0) has the following three properties:
1. Lt is associated with T (representable by St, . . . , S270), either because of some unmea-
sured shared cause W or because of a direct impact
2. Lt causally impacts the exposures Zt
3. Lt is causally impacted by previous exposures Z¯t−1
To illustrate, consider the time varying covariate oopt. Total out of pocket pharmacy
costs may be associated with the outcome, since patients with higher pharmacy costs may be
more likely to switch to a cheaper alternative (i.e., non-venlafaxine) drug than patients with
low costs (fulfilling condition 1). Patients with high pharmacy costs may also be more likely
to fill a prescription for generic venlafaxine, or none at all (fulfilling condition 2). Finally,
having higher values of Z
(2)
t−1 may cause patients to not fill their other prescriptions, reducing
their total out of pocket pharmacy costs (fulfilling condition 3). Failing to adjust for Lt in
this case could result in comparing two groups that differ in total out of pocket pharmacy
costs, thereby biasing the results.
The problem is that standard methods to adjust for confounding may not work well
with time-varying confounding. To see this, examine the directed acyclic graphs (DAGs)
in Figure 5, which depict the two different ways the first condition on Lt can be met. For
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Z1 S1 Z2 S2
L1 L2
W
Z1 S1 Z2 S2
L1 L2
Figure 5: Directed acyclic graphs (DAGs) depicting time-varying confounding when the
association between L2 and S2 is due to an unmeasured shared cause, W (on the left) and
when the association between L2 and S2 is due to a direct causal path from L2 to S2 (on the
right).
expository purposes, we only show graphs for t = 1, 2. Suppose an analyst uses a discrete-
time logistic hazards regression model to evaluate the effect of Z1 and Z2 on T using Lt as
a time-varying covariate. The analyst would be modeling the conditional hazard at time
2: P (S2 = 1|S1 = 0, Z1, Z2, L1, L2). If the true causal structure is depicted by the DAG in
Figure 5 on the left, meaning the association between L2 and S2, conditional on S1 = 0, is due
to the unmeasured shared cause W , then L2 is a collider on the path Z1 → L2 ← W → S2.
In that case, conditioning on the collider L2 can bias the estimated effect of Z1 on S2 in the
hazard model (Cole et al., 2009). On the other hand, if the true causal structure is depicted
by the DAG on the right, meaning the association, conditional on S1 = 0, between L2 and
S2 is due to a direct causal path from L2 to S2, then L2 is a mediator of the effect of Z1 on
S2. In that case, conditioning on the mediator L2 can block some of the effect of Z1 on S2
in the hazard model. In either case, we may not be able to properly understand the joint
effect of Z1 and Z2 on T using hazard modeling. (See Daniel et al. (2013) for discussion of
time varying confounders.)
G-computation allows us to iteratively adjust for Lt without inducing bias by blocking
mediation paths or conditioning on a collider. It also allows us to adjust for the impact
of censoring. (See Robins and Herna´n (2008) for a discussion of using G-computation with
time-varying exposures. See Wang et al. (2011) for an application of G-computation in a
context that is similar to ours.)
5 Methods
5.1 Causal Model
The target parameters are the conditional counterfactual survival curves γB¯u∗(t) and γ
G¯
u∗(t).
Here we formally state the assumptions we make in order to identify them from the observed
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data.
Assumptions
Assumption 1. (Sequential Randomization) For z¯ = B¯, G¯ and t = 1, ...,min{270, T (z¯)},
Zt ⊥ T (z¯)|U, L¯t, Z¯t−1 = z¯t−1, St−1 = Ct−1 = 0.
This assumption states that, conditional on initiation time, covariate history, adherence to
z¯ through day t− 1 and surviving uncensored to day t, exposure at day t is independent of
the potential outcome T (z¯).
Assumption 2. (Non-informative Censoring) For z¯ = B¯, G¯ and t = 1, ...,min{270, T (z¯)},
Ct ⊥ T (z¯)|U, L¯t, Z¯t = z¯t, St−1 = Ct−1 = 0.
This assumption states that, conditional on initiation time, covariate history, adherence to
z¯ through day t− 1 and surviving uncensored to day t, censoring at day t is independent of
the potential outcome T (z¯).
Assumption 3. (Consistency) For z¯ = B¯, G¯ and t = 1, ...,min{270, T (z¯)},
St(z¯t) = St if Z¯t = z¯t and Ct = St−1 = 0.
This assumptions states that, within the first 9 months of initiation, if we actually observe
no censoring and adherence to z¯ through day t then we observe the potential outcome St(z¯t).
For the next assumption, let ht(·) be the joint density of (U, L¯t, Z¯t−1, Ct−1 = St−1 = 0),
and hZt(·|U, L¯t, Z¯t−1) be the conditional density of Zt given (U, L¯t, Z¯t−1, Ct−1 = St−1 = 0).
We drop Z¯t−1, Ct−1, and St−1 from these definitions when t = 1.
Assumption 4. (Era-Specific Positivity) If u < u∗, then for t = 1, ...,min(270, T (B¯)),
hZt(Bt|u, l¯t, B¯t−1) > 0 if ht(u, l¯t, B¯t−1) > 0.
If u ≥ u∗, then for t = 1, ...,min(270, T (G¯)),
hZt(Gt|u, l¯t, G¯t−1) > 0 if ht(u, l¯t, G¯t−1) > 0.
This assumption states that any patient who has initiated in the brand (or generic) era and
remained uncensored and adherent through day t− 1 has a positive probability of continued
adherence to brand (or generic) on day t within the first 9 months of initiation.
For the next assumption, let P (Ct = 0|U, L¯t, Z¯t) denote the conditional probability of
Ct = 0 given (U, L¯t, Z¯t, Ct−1 = St−1 = 0). Again, we drop Z¯t, Ct−1, and St−1 when t = 1.
Assumption 5. (C-Positivity) For z¯ = B¯, G¯ and t = 1, ...,min(270, T (z¯)),
P (Ct = 0|u, l¯t, z¯t) > 0 if ht(u, l¯t, z¯t−1) · hZt(zt|u, l¯t, z¯t−1) > 0.
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This assumption states that any patient who has remained uncensored through day t − 1
and adherent through day t, has a positive probability of remaining uncensored through day
t within the first 9 months of initiation.
The previous 5 assumptions are required to perform G-computation. The next is required
to extend the framework of regression discontinuity to survival curves.
Assumption 6. (Continuity) For t ≤ 270,
lim
u→u∗−
γB¯u (t) = γ
B¯
u∗(t)
and
lim
u→u∗+
γG¯u (t) = γ
G¯
u∗(t).
This assumption states that the counterfactual probability of failure before any day within
the first 9 months under continuous treatment with either brand or generic is left- or right-
continuous at the date of generic market entry, u∗, respectively. This amounts to assuming
no sudden shifts in the counterfactual probability of survival as a function of initiation time
near u∗, caused by, for example, a sudden shift in the population characteristics of those
initiating to IM venlafaxine around that time.
Identification
Under Assumptions 1 to 5, we can prove the following lemma by applying G-computation (see
Robins (1986) for proof). We use Fk(.|U, L¯t−1, Z¯t−1) to denote the conditional distribution of
Lk given (U, L¯k−1, Z¯k−1, Ck−1 = Sk−1 = 0), and P (Sk = 0|U, L¯k, Z¯k) to denote the conditional
probability of Sk = 0 given (U, L¯k, Z¯k, Ck = Sk−1 = 0). Once again, we drop L¯k−1, Z¯k−1, Ck−1,
and Sk−1 from these definitions when k = 1. Note also we do not include Ck−1 and Sk−1 in
the notation for the set of variables we condition on, since in all cases we are conditioning
on Ck−1 = Sk−1 = 0.
Lemma 5.1. For u < u∗ and all t ≤ 270,
γB¯u (t) =
∫
l1
...
∫
lt
t∏
k=2
{P (Sk = 0|u, l¯k, B¯k)dFk(lk|u, l¯k−1, B¯k−1)}P (S1 = 0|u, l1, B1)dF1(l1|u).
And for u ≥ u∗ and all t ≤ 270,
γG¯u (t) =
∫
l1
...
∫
lt
t∏
k=2
{P (Sk = 0|u, l¯k, G¯k)dFk(lk|u, l¯k−1, G¯k−1)}P (S1 = 0|u, l1, G1)dF1(l1|u).
Lemma 5.1 implies both γB¯u (t) and γ
G¯
u (t) are identifiable in the brand and generic eras,
respectively. Applying Assumption 6 (continuity) allows us to take limits in order to identify
γB¯u∗(t) and γ
G¯
u∗(t).
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5.2 Estimation and Inference
We assume that we observe n i.i.d copies of (U, Y,∆, L¯Y , Z¯Y ). To estimate γ
B¯
u∗(t) and γ
G¯
u∗(t)
we propose models for P (Sk = 0|U, L¯k, Z¯k) (i.e., the conditional distribution of Sk given
U, L¯k, Z¯k, Ck = Sk−1 = 0) and Fk(.|U, L¯t−1, Z¯t−1) (i.e., the conditional distribution of Lk
given U, L¯k−1, Z¯k−1, Ck−1 = Sk−1 = 0) that are smooth in U near u∗, for k=1,...,t. We then
fit those models and numerically approximate the integrals in Lemma 5.1 using Algorithm 1
below. We do this for t = 1, ..., 270 to estimate 9 month survival curves. We then estimate
95% confidence intervals of the difference restricted mean survival using non-parametric
bootstrap.
Algorithm 1 Numerical Integration.
m← 1
while m ≤M do
Sample L
(m)
1 ∼ Fˆ1(·|u∗)
Sample S
(m)
1 ∼ Pˆ (·|u∗, L(m)1 , Z1 = z1)
k ← 2
while k ≤ t do
Sample L
(m)
k ∼ Fˆk(·|u∗, L¯(m)k−1, Z¯k−1 = z¯k−1)
if S
(m)
k−1 = 0 then
Sample S
(m)
k ∼ Pˆ (·|u∗, L¯(m)k , Z¯k = z¯k)
else
S
(m)
k ← 1
end if
end while
m← m+ 1
end while
γˆ z¯u∗(t)← 1− 1M
∑M
m−1 S
(m)
t
We were restricted to conducting all analyses on a server provided by OptumLabs which
had limited space and only 4 processing cores. Therefore we chose to split the data into 3
random partitions and perform the entire analysis on each partition in parallel. On each
partition, we estimate γB¯u∗(t) and γ
G¯
u∗(t), along with bootstrapped point-wise standard errors
of log(γˆB¯u∗(t)) and log(γˆ
G¯
u∗(t)), using 100 re-samples (of size equal to the sample on that
partition) for the bootstrap. We average these 3 estimates and compute the overall standard
error as SE = 1
3
√
(
∑3
p=1 SE
2
p), where SEp is the bootstrapped standard error on partition
p.
We set the simulation size for numerical integration to M = 40,000 on each partition,
sampled from Fˆ1(·|u∗). To sample from Fˆ1(·|u∗) we take a weighted sample with replacement
from the observed baseline values, with sampling weights given by φ(U−u
∗
h
). The choice of
bandwidth h determines the dates between which 95% of the units will be sampled. For
example, setting h = 365 days ensures that 95% of the patients sampled initiate treat-
ment within two years of u∗. Note that we cannot simply take an unweighted sample with
replacement of baseline values of L1, because this would be a sample from Fˆ1(·) not Fˆ1(·|u∗).
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6 Simulation Study
To characterize the degree of bias induced by temporal and time-varying confounding, we
compared the performance of our proposed method with three others: one that adjusts
for temporal but not time-varying confounding, one that adjusts for time-varying but not
temporal confounding, and one that adjusts for neither. Moreover, we compared these
four methods in two different scenarios: one in which the relationship between U and the
probability of survival is modeled correctly, and one in which it is modeled incorrectly but
flexibly with natural cubic spline terms.
To match the complexity of the data we simulated data sets from models fit to the actual
data. We modeled:
(1) St|U,L∗t , Zt
(2) Zt|U,L∗t
(3) L∗t |L∗t−1, Zt−1,
where we let L∗t simply be an indicator of whether the prescription burden on day t was zero
or greater than zero. The dependence of St and Zt on U ensures the presence of temporal
confounding, and the dependence of L∗t on Zt−1 and Zt on L
∗
t ensures the presence of time-
varying confounding.
One challenge with modeling exposure (Zt) in a realistic manner is that there are stretches
of time during which part of it, Z
(1)
t , is deterministic given the past. If a patient fills a
prescription for a 30 days supply of IM brand on day t, then their value of Z
(1)
t will be set
at 1 from days t to t + 29. To mimic this structure in the simulated data sets, we only
modeled exposure at fill opportunities. Day 1 of follow-up is the first fill opportunity, and by
definition each patient uses that opportunity to fill a prescription for either IM brand or IM
generic. The next fill opportunity is determined by the days supply of the first fill, where we
assume that patients do not have an opportunity to fill again until the days supply has been
exhausted. At the next fill opportunity, the patient can fill a prescription for IM brand or
generic again, for some other version of venlafaxine, or choose not to fill a prescription for
any form of venlafaxine at all. In the latter two cases, the patient is non-adherent. In the
last case (no fill), the patient does not accumulate any out of pocket costs associated with
treatment with venlafaxine.
Let Dt and Z
(2)∗
t be the days supply and out of pocket cost of the fill of venlafaxine made
on day t, assuming t is a fill opportunity day. We only model Zt|U,L∗t if t is a fill opportunity,
and split it into models for
(2.1) Z
(1)
t |U,L∗t
(2.2) Dt|Z(1)t
(2.3) Z
(2)∗
t |Z(1)t , Dt
When simulating from these models, if the value of Z
(1)
t is 0, then Dt is forced to 1 (meaning
the next day is another opportunity for the patient to fill) and Z
(2)∗
t is forced to 0. If Z
(1)
t
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Secular Trend Modeled Correctly Secular Trend Modeled Incorrectly
Analysis Bias
√
MSE 95% CI Coverage Bias
√
MSE 95% CI Coverage
Both -0.48 6.50 94.40% -7.57 18.90 91.80%
Time-varying -3.33 6.80 90.30% -58.40 58.60 0%
Temporal -1.58 6.40 94.40% -11.060 21.20 89.60%
Neither -4.67 7.40 86.3% -59.87 60.10 0%
Table 2: Simulation study results in two scenarios, comparing results of the analysis that
adjusts for both temporal and time-varying confounding, only time-varying confounding,
only temporal confounding, and neither sources of confounding.
is any other value than 0 and Dt > 1, then we force (Z
(1)
t+1, ..., Z
(1)
t+Dt−1) = (Z
(1)
t , ..., Z
(1)
t ) and
(Z
(2)∗
t+1 , ..., Z
(2)∗
t+Dt−1) = (0, ..., 0). Z
(2)
t is then calculated as
∑t
k=1 Z
(2)∗
k .
In both scenarios (the secular trend known and unknown), we set the true models for (1)
through (3) by fitting models to the real data: logistic regression for St and L
∗
t , multinomial
regression for Dt and Z
(1)
t , and linear regression (using log transformed values) for Z
(2)∗
t . We
fit separate models for brand era and generic era initiators. For the scenario when the secular
trend is unknown, we defined the true relationship between U and St using a sine wave. That
is, logitP (St = 1|U,L∗t , Zt) = β0 + β1L∗t + β2Zt + β3 sin(U/U¯), where U¯ is the mean of U .
This led to a true restricted mean difference of 6.77 days in the scenario with known (and
linear) secular trend, and -51.05 days in the scenario with unknown secular trend.
We simulated 1000 data sets with a sample size of 1000 under each scenario and analyzed
the data. The results of the simulation study are given in Table 2. Note that the analysis
with the least bias in both scenarios is the one that adjusts for both sources of confounding.
Importantly, when the form of the secular trend is not known, the use of flexible natural cubic
spline terms appears to keep the bias low, while failing to address the temporal confounding
at all leads to very large bias. Note also that the root mean squared errors are much higher in
this context. For the analyses that did not address temporal confounding, this is mostly due
to the large bias; but for the other analyses this is due to the increased variance associated
with estimating the secular trend.
7 Analysis
In what follows, let X be the vector of baseline covariates (age, race, sex, ses, cci, out),
so that L1 = (oop1, rxb1, X). Let ˜oopt denote the inverse hyperbolic sine transform of oopt,
which stabilizes the variance and preserves zero points. Define zerot = I(oopt > 0).
We fit the following Markovian models:
1. rxbt|U,X, rxbt-1, ˜oopt-1, Zt, St−1 = Ct = 0
2. zerot|U,X, rxbt, ˜oopt-1, zerot-1, Zt, St = Ct = 0
3. ˜oop−1t |U,X, rxbt, ˜oopt-1, zerot = 1, Zt, St−1 = Ct = 0
4. St|U,X, rxbt, ˜oopt, zerot, Zt, St−1 = Ct = 0
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In all we treated cci, out, rxbt, and ses as factors. We collapsed categories 0, 2, and 3 of the
exposure Z
(1)
t for brand initiators, and categories 0, 1, and 3 for generic initiators. We used
natural cubic splines terms with 3 degrees of freedom for age, oopt, and Z
(2)
t , and 5 degrees
of freedom for U . We used ordinal logistic regression for model (1), logistic regression for (2)
and (4), and gamma regression (with a log link) for (3). In all models we included natural
cubic spline terms for t with 3 degrees of freedom. To ensure robustness to the choice of h,
we performed analyses at three values of h: 365, 730, and 2920 days, corresponding to 95%
of the baseline sample initiating within 2 years, 4 years and 16 years of u∗, respectively.
We assessed goodness of fit of the models for the categorical variables rxbt, zerot, and
St by fitting them to one partition of the data and looking at their prediction error on
another partition, where we took the estimated most probable value as the prediction. For
the models fit to brand initiators, the incorrect category was predicted only 6.1%, 0.094%,
and 0.12% of the time, respectively. The error rates for those fitted to the generic initiators
were 5.8%, 0.13%, and 0.13%, respectively.
For the gamma regression of ˜oopt, we fit the model to a random subset of patients
including both brand and generic initiators (due to restrictions in computational resources)
and generated 100 simulates for each observation using the model fit. We then calculated
the empirical cumulative density function for each set of simulates, and determined its value
at the observed value of ˜oopt. The cumulative density at an observed data value will be
uniformly distributed if the model is correct. Kolmogorov’s distance was computed to be
0.01. This procedure was implemented using the R package DHARMa (Hartig, 2018).
Figure 6 shows the estimated curves γˆBu∗(t) and γˆ
G
u∗(t) with choice of h set at 365 days,
as well as unadjusted Kaplan-Meier curves for comparison. Note that the adjusted curves
are higher than the unadjusted curves, suggesting that adherence to B¯ and G¯ decreases the
probability of failure. The estimated restricted mean difference is 10.54 days with a standard
error of 9.58, resulting in a 95% CI of (-8.62, 29.70). The estimated restricted mean difference
is 11.53 days (with a standard error of 8.88) and 9.44 days (with a standard error of 5.54),
for bandwidth choices 730 and 2920, respectively. These results do not provide evidence of
a difference in failure times between IM brand venlafaxine and its generic version.
8 Discussion
We developed a method that can be used by regulators to assess the therapeutic equivalence
of brand and generic drugs using observational claims data. This required identification
of the survival curves under the idealized interventions B¯ and G¯ in the presence of lack
of adherence, secular trends, and treatment non-overlap. Under the assumptions discussed
in Section 5, our approach overcomes these challenges. When we apply the method to IM
venlafaxine, the results do not provide evidence for a lack of therapeutic equivalence of brand
and generic.
We chose not to include patients initiating on brand in the generic era, which resulted in
a sharp regression discontinuity design wherein the probability of being treated with brand
jumps from 1 to 0 (see Imbens and Lemieux (2008) for a discussion of the difference between
sharp and fuzzy regression discontinuity). Given the relatively small fraction of patients
initiating on brand in the generic era (around 0.9%), and the fact that the incidence of
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Figure 6: Estimated counterfactual survival curves γˆB¯u∗(t) and γˆ
G¯
u∗(t), as well as unadjusted
Kaplan-Meier curves.
brand initiation quickly drops to zero, we considered the extra complication of incorporating
these data into a fuzzy regression discontinuity design to be of marginal benefit. However,
in some cases the incidence of brand initiation in the generic era will be high enough that
excluding these patients could induce bias if they are systematically different from those
initiating on generic in the generic era. More work is therefore needed to extend this method
to a fuzzy regression discontinuity design.
There are a number of limitations of our proposed method. First, the result is tied to ini-
tiation time U = u∗, making it difficult to generalize to patients initiating at different times.
However, this is true of randomized clinical trials generally, as patients initiate treatment
during a finite window of time.
Second, our outcome does not encompass every aspect of therapeutic equivalence. Ther-
apeutic equivalence entails that brand and generic do not differ in time to failure as it is
defined in this study, however the converse does not hold. Therefore, this is not a complete
assessment of therapeutic equivalence.
Third, we did not have data on actual patient behavior. Therefore, we cannot estimate
what would happen had patients continuously taken brand or generic, rather than contin-
uously filled their prescriptions. However, this is a limitation of the data rather than the
method.
Fourth, the method requires specifying fully parametric models for Pk and Fk. Misspec-
ification of these models could lead to biased results. Extensions of this method to handle
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flexible semiparametric or nonparametric models is therefore needed. At the very least, care
should be taken to ensure the models are flexible and fit the data well.
Fifth, the causal interpretation relies on the untestable assumptions described in Section
5, such as sequential randomization. Whether the method is applicable in a given setting
relies on the scientific plausibility of these assumptions.
Finally, we were restricted to conducting all analyses on a server provided by OptumLabs
which had limited space and only 4 processing cores. This guided some of our analytic
choices, such as the number of bootstrap samples, the choices of bandwidth (h), and the
decision to partition the data.
Acknowledgments
We would like to thank Ramin Mojtabai for providing his medical expertise, Vijay S. Nori for
aiding in the computation, Michael A. Rosenblum and Ilya Shpitser for providing their insight
on how to think about the problem from a causal inference perspective, and OptumLabs.
Funding for this manuscript was made possible, in part, by the Food and Drug Ad-
ministration through grant 1U01FD005556-01. Views expressed in the manuscript do not
necessarily reflect the official policies of the Department of Health and Human Services; nor
does any mention of trade names, commercial practices, or organization imply endorsement
by the United States Government.
References
Bate, R., Mathur, A., Lever, H. M., Thakur, D., Graedon, J., Cooperman, T., . . . Fox, E. R.
(2016). Generics substitution, bioequivalence standards, and international oversight:
complex issues facing the fda. Trends in pharmacological sciences , 37 (3), 184–191.
Berndt, E. R., & Aitken, M. L. (2011). Brand loyalty, generic entry and price competition
in pharmaceuticals in the quarter century after the 1984 waxman-hatch legislation.
International Journal of the Economics of Business , 18 (2), 177–201.
Campigotto, F., & Weller, E. (2014). Impact of informative censoring on the kaplan-meier
estimate of progression-free survival in phase ii clinical trials. Journal of Clinical
Oncology , 32 (27), 3068.
Cole, S. R., Platt, R. W., Schisterman, E. F., Chu, H., Westreich, D., Richardson, D., &
Poole, C. (2009). Illustrating bias due to conditioning on a collider. International
journal of epidemiology , 39 (2), 417–420.
Daniel, R., Cousens, S., De Stavola, B., Kenward, M., & Sterne, J. (2013). Methods for
dealing with time-dependent confounding. Statistics in medicine, 32 (9), 1584–1618.
Express Scripts. (2018). 2017 Drug Trend Report. http://lab.express-scripts.com/
lab/drug-trend-report/2017-dtr. (Accessed: 2018-09-27)
Hartig, F. (2018). Dharma: Residual diagnostics for hierarchical (multi-level / mixed) re-
gression models [Computer software manual]. Retrieved from http://florianhartig
.github.io/DHARMa/ (R package version 0.2.0)
Herna´n, M. A., & Robins, J. M. (2006). Estimating causal effects from epidemiological data.
Journal of Epidemiology & Community Health, 60 (7), 578–586.
19
Imbens, G. W., & Lemieux, T. (2008). Regression discontinuity designs: A guide to practice.
Journal of econometrics , 142 (2), 615–635.
Jackevicius, C. A., Tu, J. V., Krumholz, H. M., Austin, P. C., Ross, J. S., Stukel, T. A.,
. . . Ko, D. T. (2016). Comparative effectiveness of generic atorvastatin and lipitor R©
in patients hospitalized with an acute coronary syndrome. Journal of the American
Heart Association, 5 (4), e003350.
Kay, M. (2013). Indian generics manufacturer ranbaxy agrees to pay $500 m to settle us
fraud and drug safety charges. British Medical Journal Publishing Group.
Mossinghoff, G. J. (1999). Overview of the hatch-waxman act and its impact on the drug
development process. Food & Drug LJ , 54 , 187.
OptumLabs. (2018, 2). OptumLabs and OptumLabs Data Warehouse (OLDW) Descriptions
and Citation. PDF. Cambridge, MA. (Reproduced with permission from OptumLabs)
Pringsheim, T., Kelly, M., & Barbui, C. (2016). Stopping antidepressants following depres-
sion. BMJ: British Medical Journal (Online), 352 .
Robins, J. M. (1986). A new approach to causal inference in mortality studies with a
sustained exposure periodapplication to control of the healthy worker survivor effect.
Mathematical modelling , 7 (9-12), 1393–1512.
Robins, J. M., & Herna´n, M. A. (2008). Estimation of the causal effects of time-varying
exposures. In Longitudinal data analysis (pp. 547–593). Chapman and Hall/CRC.
Robins, J. M., Herna´n, M. A., & Brumback, B. (2000). Marginal structural models and
causal inference in epidemiology. Epidemiology , 11 , 550–560.
Rom, W. N., & Markowitz, S. B. (2007). Environmental and occupational medicine. Lip-
pincott Williams & Wilkins.
Shelton, R. C. (2001). Steps following attainment of remission: discontinuation of antide-
pressant therapy. Primary care companion to the Journal of clinical psychiatry , 3 (4),
168.
Strom, B. L. (1987). Generic drug substitution revisited. New England Journal of Medicine,
316 (23), 1456–1462.
U.S. Food and Drug Administration. (2012). FDA Update: Budeprion XL 300 mg Not
Therapeutically Equivalent to Wellbutrin XL 300 mg. https://www.fda.gov/Drugs/
DrugSafety/PostmarketDrugSafetyInformationforPatientsandProviders/
ucm322161.htm. (Accessed: 2018-09-27)
Wang, W., Scharfstein, D., Wang, C., Daniels, M., Needham, D., & Brower, R. (2011).
Estimating the causal effect of low tidal volume ventilation on survival in patients
with acute lung injury. Journal of the Royal Statistical Society: Series C (Applied
Statistics), 60 (4), 475–496.
Westreich, D., & Cole, S. R. (2010). Invited commentary: positivity in practice. American
journal of epidemiology , 171 (6), 674–677.
20
