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Changes of carbon stocks in agricultural soils, emissions of greenhouse gases from agriculture, and the
delivery of ecosystem services of agricultural landscapes depend on combinations of land-use, livestock
density, farming practices, climate and soil types. Many environmental processes are highly non-linear. If
the analysis of the environmental impact is based on data at a relatively coarse-scale (e.g. farm, country,
or large administrative regions), conclusions can be misleading. For an accurate assessment of agri-
environmental indicators, data of agricultural activities and their dynamics are needed at high spatial
resolution. In this paper, we develop and validate a spatial model for predicting the agricultural land-use
areas within the homogenous spatial units (HSUs). For the EU-28 countries, we distinguish about
1.5  105 HSUs and we consider 30 possible land-uses to match with the classiﬁcation used in the
Common Agricultural Policy Regionalized Impact (CAPRI) model. The comparison of model predictions
with independent observations and with a simple rule-based approach at HSU level demonstrates that
the predictions are generally accurate in more than 75% of HSUs. The frequent crops or land-use are
better predicted. For non-frequent crops and/or crops requiring speciﬁc cultivation conditions, the model
needs further ﬁne-tuning.
© 2016 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND
license (http://creativecommons.org/licenses/by-nc-nd/4.0/).SoftwareThe Land-Use Disaggregation Model (LUDM) aims at pre-
dicting the land-use areas within the fine-scale units. LUDM
is written in R (R CRAN) and is freely available. The source
code ismaintained and can be downloaded as a zip file from
http://ludm2016.blogspot.com/2016/04/ludm.html. The zip
file contains a ReadMe file and accessory files. Use the
ReadMe file for suggestions on program instruction and
notes on terms of service. LUDM model is free, regulated
under the GNU General Public License v3 (http://www.gnu.
org/copyleft/gpl.html) and intended for further open-source
development.R Espace-Dev, 275 Route de
(M. Lamboni).
ent DFRST, 97346, Cayenne,
Ltd. This is an open access article u1. Introduction
The agricultural sector contributes with about 10.6% to the total
greenhouse gas (GHG) emissions, excluding Land Use, Land-Use
Change and Forestry (LULUCF), in the EU-27 (EEA, 2012) and with
12% to the worldwide emissions (Lehuger et al., 2011). Agri-
environmental indicators are used for assessing the impacts of
agricultural activities on the environment and they include nitro-
gen balance, GHG emissions, losses of reactive N from agricultural
sources, soil erosion or soil carbon stock changes. Most of the agri-
environmental indicators are calculated by combining spatial in-
formation on agricultural land-use, livestock density, farming
practices, soil characteristics and climate variables at a local, farm,
sub-regional or regional scale (Leip et al., 2008; Lamboni et al.,
2009; Gocht and R€oder, 2014; Follador et al., 2011; Leip, 2011;
Leip et al., 2013; Butterbach-Bahl et al., 2011). Reliable environ-
mental impact assessment requires the availability of the data and
its dynamics at a high spatial resolution. Many environmental
processes are highly non-linear. If the analysis of the environmental
impact is based on data at a relatively coarse-scale (e.g. large
administrative regions), conclusions can be misleading (Gocht and
R€oder, 2014). Exceedance of thresholds or the identiﬁcation ofnder the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
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2008; Britz and Leip, 2009; Leip, 2011; Kempen et al., 2005; Gocht
and R€oder, 2014). For example, nitrate may be leached to the
groundwater from intensive green maize cultivations with high
fertilizer N input on soils with coarse texture. This effect may be
missed if N input is averaged over all cultivations and soils.
The development of highly heterogeneous environmental in-
dicators has been widely investigated, including semantic inter-
polation and fuzzy similarity approaches; ﬁrst, second or higher
order approximations (Dubois et al., 1997; Mas et al., 2012;
Bordogna et al., 2012). Land use modelling is an important
approach for evaluating global environmental impact (Perez-Vega
et al., 2012).
When the main factors driving the environmental indicators are
highly heterogeneous, quantiﬁcation of agri-environmental impact
faces the challenge of the trade-off between relatively simple ﬁrst-
order methods on one hand and potentially higher accuracy but
more cumbersome methodologies on the other hand. We used a
ﬁrst order approach while minimizing the aggregation bias by
deﬁning spatial units for which the factors take a single vector of
values (homogeneity regarding these factors). Various shapes of
ﬁne scale units are conceivable depending on the thematic focus.
Recently, Leip, 2011 created a map of Homogeneous Spatial
Units (HSU) for Europe including parts of the Near East and
Northern Africa. A HSU is the ﬁner-scale spatial clustering driven by
the search for homogeneity with regard to selected environmental
factors. It is deﬁned as cluster of km2 grid cells within a subnational
region (e.g. NUTS2/3) which covers an area of similar characteristics
in terms of soil, climate and relief. For the current extent of the
European Union (EU-28), about 1.5  105 HSUs were delineated
(excluding evident non-agricultural areas). Corresponding to the
chosen grid resolution,2 the minimum size of a HSU is 1 km2. The
average (resp. median) size of the HSUs in EU-28 is 22 km2 (resp.
11 km2). The largest HSUs with areas of up to 566 km2 occur in
zones of high homogeneity of the delineation parameters (e.g.
Northern Baltic States).
The land-use areas within the HSUs are required as prior in-
formation for developing landscape, biodiversity and other agri-
environmental indicators in a series of steps including the disag-
gregation of animal numbers (a.o. via fodder production) and the
disaggregation of the N-input (combining crop requirements, N-
availability and local environmental conditions) (Leip et al., 2008;
Britz and Leip, 2009; Leip, 2011). They serve also as a link be-
tween agro-economic models such as the Common Agricultural
Policy Regionalized Impact (CAPRI) model and biophysical models
such as framework DNDC-EUROPE (Leip et al., 2008).
Some disaggregation approaches (Reibel and Agrawal, 2007;
Kempen et al., 2005; Chakir, 2009; Lamboni et al., 2013; R€oder
and Gocht, 2013; Gocht and R€oder, 2014), mainly the dasymetric
mapping approaches, make use of statistical information about the
land-use at a coarse-scale, geographically-referenced or remote
sensing data and ground-based and point-based observations to
predict the land-use areas within the ﬁne-scale units such as HSUs.
To be consistent with the statistical data available at a coarse-scale
(mainly at an administrative level), these approaches ﬁrst estimate
the prior distribution of the land-use areas at a ﬁne-scale and then
constrain the predicted areas with respect to the statistical data
available at a coarse-scale using the Bayesian highest posterior2 The grid is based on the recommendations of the 1st European Workshop on
Reference Grids in 2003 (Annoni, 2005) and the INSPIRE draft speciﬁcations on
geographical grid systems (INSPIRE, 2008) with ETRS89 Lambert Azimuthal Equal
Area coordinate reference system and the center of the projection at the point 52 
N, 10  E and false northing: Y ¼ 3,210,000 m, false easting: X ¼ 4,321,000 m.density.
In this paper, we propose an extension of the dasymetric map-
ping approaches by proposing a full Bayesian approach for building
the disaggregation model and for predicting the land-use areas
inside HSUs. The aim of this paper is to propose a generic Bayesian
framework for spatial disaggregation of shares from a coarse-scale
(e.g. administrative region) into HSUs.Wemodel the shares inside a
given HSU using a multinomial model and we use the disaggre-
gation model for predicting the land-use areas within the HSUs for
the all EU-28 countries. The model includes three steps presented
in Fig. 1. First, we combine point-based ﬁeld observations of land-
use with the environmental and topographical information, land
cover classes and the prices of selected products to get the a priori
distribution of the model parameters. Second, we propose a
transformation that allows for integrating land-use statistics
available at an administrative level in order to update the model
parameters (a posteriori distributions). Third, we propose the con-
strained prediction of land-use areas inside the HSUs that match
with the land-use areas available at an administrative level (NUTS2/
33) and with the areas of the HSU units using the quadratic pro-
gramming (QP) approach. We discuss the results, including the
validation of the model with independent high resolution data for
France and the comparison of the model predictions with the re-
sults of a simple rule-based disaggregation approach.
The paper is organized as follows: we describe the question
treated in Section 2 and the data in Section 3. We present the global
structure of the model and the estimation of the model parameters
in Section 4. We also present the QP problem and the constraints
used in the case of land-use areas. Section 5 presents the main
choices made in order to get the results by taking into account the
particularity of some countries. In Section 6, we discuss the pre-
dicted results and we conclude in Section 7.1.1. Notation
Throughout this paper, we use Fig. 2 to characterize both ﬁne-
scale units and coarse-scale units. We suppose that a coarse-scale
unit is a collection of ﬁne-scale units that belong to it and a ﬁne-
scale unit belongs to only one coarse-scale unit. The ﬁne-scale
unit is what we call Homogenous Spatial Unit (HSU). A HSU is
one of the possible ﬁner-scale spatial clustering driven by the
search for better homogeneity. HSU is a grid cell of 1 km  1 km, or
a collection of these grid cells having similar properties. A HSU is
characterized by its explanatory variables and its area ah.
Coarse-scale units used are administrative regions at the NUTS2
or NUTS3 level. An administrative region called NUTS2 is a collec-
tion of the NUTS3 sub-regions that belong to it. An administrative
sub-region called NUTS3 is a collection of the HSU units that belong
to it (see Fig. 2). Each HSU belongs to one NUTS3 region. For
readability and without loss of generality, we use in the following
text the terms “HSU” (resp. “NUTS3” or “NUTS2”) to refer to the
ﬁne-scale unit (resp. coarse-scale unit).
Throughout this paper, we use L as the number of all possible
and exclusive land-use classes. We use An ¼ ½A1;n;…;Al;n;…;AL;nT
as a vector of land-use areas with n¼ 1,2,…,N. N is the total number
of vector of observations of land-use areas inside a given NUTS2
region. As we often have one vector of observations per NUTS3 sub-
region,N is the number of NUTS3 that belongs to a given NUTS2. For
Germany, we have one observation per NUTS2, e.g. N ¼ 1.
Let ℙrð,Þ denote the probability; Eð,Þ denote the expectation and
MSEð,Þ be the mean square error. We use I as an identity matrix3 Nomenclature of Units for Territorial Statistics, level 2 or 3.
Fig. 1. The three steps of the Land-Use Disaggregation Model (LUDM). For more details see Fig. 4.
Fig. 2. Characteristics of ﬁne-scale units and coarse-scale units and the relationship between them. A ﬁne-scale unit is called homogeneous spatial unit and a coarse-scale unit is
either NUTS3 or NUTS2 region. For instance, NUTS2 ¼ NUTS31 þ NUTS32; NUTS31 ¼ HSU1 þ HSU2 and NUTS32 ¼ HSU3 þ HSU4. Illustration of the aggregated data from ﬁne-scale
units to coarse-scale units. On one hand, input variables are available at HSU level (ﬁne-scale). They are aggregated (mean) to get input variables at NUTS3 or NUTS2 level (coarse-
scale). On the other hand, statistical data on land-use are available at NUTS3 or NUTS2 level.
M. Lamboni et al. / Environmental Modelling & Software 82 (2016) 183e217 185and I5xT as amatrix obtained by replacing 1 in Iwith xT . We use5
as the Kronecker product.
2. Problem
In this paper we propose a methodology to predict the land-use
shares or land use areas in each HSU by combining data from
various sources, as illustrated in Fig. 3.
On one hand, statistical data on land-use are available at NUTS2
and NUTS3 level. On the other hand geographical information is
available at high spatial resolution. The spatial and temporal vari-
ation of the geographical variables depicts the heterogeneous dis-
tribution of these variables and of land used within the
administrative region. For instance, in Fig. 3, it is unlikely that theshares of grass (GRAS) and soft wheat (SWHE) are the same in both
HSUs (HSU1 and HSU2) that belong to the same NUTS3 (NUTS31).
We assume that part of the temporal variation in, or cross-border
differences of, the land-use is also caused by price ﬂuctuations
motivating farmers to increase or reduce the cultivation of a certain
crop independent of environmental conditions (Chakir, 2009).
We used the geographical, point-based observations of land-use
(LU) that provide information on the repartition of land-use within
an administrative region (see crosses in the box ‘LUCAS data’). This
information is used to link administrative and geographical infor-
mation in order to characterize each point-based observation with
its environmental condition (climate, soil, and land cover classes),
topographical information (relief) and prices both in time and in
space.With this data and the land-use statistics (FSS), the challenge
Fig. 3. Illustration of the problem for available data concerning one region. On one hand, spatial data is available at high spatial resolution. On the other hand, statistical data on
land-use are available at NUTS3/NUTS2 level and price data at country level.
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inside each HSU and to assure that the predictions are consistent
with the land-use statistics (FSS) to avoid creating or loosing the
land.
3. Datasets
3.1. Land use/cover area frame survey (LUCAS) data
The LUCAS survey is a point-based ﬁeld survey over EU coun-
tries and it gives, at each georeferenced location, the land-cover/
use observed (for instance, see points on map d of Fig. 9). It is
carried out by EUROSTAT since 2001. In this paper, we used LUCASsurvey data of 2001, 2003, 2006, 2007 and 2009. The land-use
classes of these data had been reclassiﬁed and regrouped into
about 30 classes of agricultural land-use/cover, including forest and
grassland, to match with the classiﬁcation used in the CAPRI model
(see Appendix J). For some of the countries, the LUCAS data was not
available (e.g. Bulgaria, Cyprus, and Romania). In these cases, we
used the LUCAS data from the neighboring countries.
3.2. Crop harvested and forest areas
The Farm Structure Survey (FSS, EUROSTAT, 2010) provided the
observations of the agricultural land-use areas at an administrative
level (NUTS3) for all the European countries except Germany for
M. Lamboni et al. / Environmental Modelling & Software 82 (2016) 183e217 187which the data were available at only at NUTS2 level. Therefore, for
Germany we had only one observation of land-use areas (N ¼ 1) for
each NUTS2 region, whilewe had at least two land use observations
(N > 1) per NUTS2 region for the other EU-countries (see NUTS3
layer on map d of Fig. 9).
Forest areas are available at a 25 m  25 m grid (Pekkarinen
et al., 2009; Kempeneers et al., 2013) and are aggregated (sum-
med) to the HSU level and to the regional scale (NUTS2 for Germany
and NUTS3 for others EU-countries). Discussion on forest areas is
available in Appendix A.
3.3. Land use/cover data
The land cover map (Coordination of information on the envi-
ronment in Europe -CORINE) describes land cover based on the
visual interpretation of satellite images. CORINE Land Cover (2006/
2000) data are provided by the European Environment Agency
(ETCSIA, 2012; ESA, 2008) for the area of EU-28. The nomenclature
includes 44 classes of agricultural, urban and natural areas (see
Appendix K).
3.4. Meteorological data
The meteorological data for a 25 km by 25 km grid were avail-
able from the EC-JRC AGRI4CAST (EC-JRC-AGRI4CAST, 2012). The
meteorological database provided daily and interpolated data from
1975 to date for the EU-28 Member States. We used daily mean
temperature and rainfall for the years 2000e2009. Discussion on
data is available in Appendix A.
3.5. Biophysical data
Percentage of organic carbon content, sand and clay were based
on the soil mapping units of the Harmonized World Soil Data Base-
HWSD. The soil unit database content is described in detail in the
documentation of the HWSD (see FAO/IIASA/ISRIC/ISS-CAS/JRC,
2009).
3.6. Topographical data
Slope and altitude for each 1 km by 1 km grid cell were based onTable 1
Explanatory variables used in the model. We use these data for ﬁve different years corre
Variables (X) Unit Descriptions
Soil texture Harmonized world soil
- Sand % Sand content
- Clay % Clay content
- OC % Organic carbon content
Relief DEM data
- SLP % Slope
- ALT m Altitude
Climate AGRI4CAST data: average of var
- TEMP C0 Annual sum of daily temperatu
- RAIN mm Annual sum of daily rainfall
- VEGP days Vegetation period: total days w
Prices Crop and meat prices from CAP
- P. SUGB Euro Price of sugar beet
- P. COMI Euro Price of milk product
- P.WHEA Euro Price of wheat
- P.BARL Euro Price of barley
- P.LMAI Euro Price of maize
- P.RAPE Euro Price of rape seed
- P.POTA Euro Price of potatoes
- P. BEEF Euro Price of beef
- P. PORK Euro Price of pork
CORINE Land cover classes
- CLC 14 harmonized corine classes (sthe Digital Elevation Model (DEM) from Jarvis et al., 2008.
3.7. Price data
The prices of major agricultural products are available at a
regional level (NUTS2) for different years (e.g. 2001, 2003, 2006,
2007 and 2009) from the CAPRI system. A set of selected products
includes staple crops, cash crops, and animal products that can
impact the choice of using land as pasture or for fodder crops.
3.8. Uncertainties in the data
To build the model, we used all these datasets from different
sources and for years close to 2010 as we have the land-use sta-
tistics available for year 2010. Thus, we face with some un-
certainties in data (Brodlie et al., 2012) such as:
 uncertainty in time: variation in time of some variables as we
used available data for years close to 2010;
 uncertainty in the deﬁnition of variables: a variable from
different datasets can have similar deﬁnition but not exactly the
same;
 data conﬁdentiality uncertainty: some values are replaced by
other values for data conﬁdentiality reasons;
 uncertainty in data source: difference among similar available
datasets.3.9. Explanatory variables
Soil characteristics (organic content, sand, and clay); topo-
graphical information (slope and altitude); meteorological vari-
ables (annual rainfall, sum of temperature and vegetation period)
and CORINE land cover classes are used as explanatory variables to
characterize the HSUs. In addition to these environmental vari-
ables, we add economic variables such as prices of main crops and
animal products (wheat, barley, rape seeds, potatoes, milk, beef and
pork) as these prices can impact the farmers' decision to grow a
certain crop. We use LUCAS data from two or more NUTS2 regions
or the LUCAS data for a completely different country during the
process of building the model for a given NUTS2. We also use thesponding to the availability of LUCAS data.
iables from 2000 to 2001; 2002e2003; 2004e2006, 2006e2007 and 2008e2009
re
ith temperature >5 C
RI system: prices for years 2001, 2003, 2006, 2007, 2009
ee Appendix K)
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explanatory variables used.4. Disaggregation modelling framework
This section provides the main structure of the land-use disag-
gregationmodel and the Bayesian approach used for estimating theFig. 4. Global structure of the land-use disaggregation model. Point-based observations and
a priori distribution is combined with the land-use statistics to get a posteriori distribution (S
to match with both the HSU areas and the land-use statistics (Step 3).model parameters. We start with the model structure to give an
overview of the model and then present the prior and posterior
estimations of the model parameters.4.1. Global structure of the disaggregation model
The general structure of the model is outlined in Figs. 2 and 4.input variables are combined to get the a priori distribution of parameters (Step 1). The
tep 2). The predictions of land-use areas at HSU level (using a posteriori) are constrained
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NUTS2 region is divided into two sub-regions (NUTS31, NUTS32)
and each sub-region (for instance NUTS31) is divided into two HSUs
(HSU1 and HSU2) as illustrated in Fig. 2. Fig. 2 shows that the input
variables at a coarse-scale (NUTS3 or NUTS2) are the average of the
input variables across all HSUs (ﬁne-scale units) that belong to the
same coarse-scale.
We assume that we have two possible land-uses (grassland-
GRAS and soft wheat-SWHE); two main input variables (SAND and
RAIN) that govern the allocation of agricultural land-use.
Fig. 4 shows how we use and combine the available datasets to
predict the land-use areas within the HSUs. The point-based ob-
servations (LUCAS data) provide information on the repartition of
land-use within the NUTS2 region. Indeed, a large land area used
for a given land-use class should result in a frequent observation in
the LUCAS data and vice versa. As all land-uses are in competition,
given some environmental conditions (percentage of sand-SAND
and annual rainfall-RAIN), we model the land-use areas (GRAS
and SWHE areas) in each HSU (e.g. HSU1, HSU2) using a multino-
mial logit model. We assumewe have the same vector of the model
parameters for a given region (NUTS2). LUCAS data and the input
variables are used to get the a priori distributions of the model
parameters (b) and thus to identify the function share (f(SAN-
D,RAIN,b1)), which gives the proportions of land-use for a given
HSU (see details in Section 5).
The function share can be used to predict the land-use areas
within the HSUs belonging to the NUTS2 region using the a priori
distributions of the model parameters (see Kempen et al., 2005;
R€oder and Gocht, 2013; Lamboni et al., 2013; Gocht and R€oder,
2014). We consider a second step (see Section 4.3) which allows
for integrating the observations of the land-use areas available
mainly at a NUTS3 level into the process of estimating the model
parameters.
A Bayesian approach combines the prior distributions of the
model parameters and the average of input variables with the
transformation of land-use areas (at NUTS3) to improve the esti-
mations of model parameters (see details in Section 4.3). It gives
the updated disaggregation function (f(SAND,RAIN,b2)) used to get
the predictions in each HSU, including the uncertainties of these
predictions (standard deviation in brackets).
This step is important to:
 provide updated and improved model parameters compared to
those obtained in the ﬁrst step;
 correct some potential bias when working with a non-relevant
point-based survey data (EU-countries not covered by LUCAS
survey) or using the LUCAS data for other regions (NUTS2) or
countries;Table 2
List of the main hypotheses and simpliﬁcations made in the processes of modelling the la
NUTS2-region and we cover the EU-28 countries, these hypotheses and simpliﬁcation
computing capacity. They introduce some structural uncertainty in the model.
Equations Hypothesis
Equation
4.2
Approximation of a multivariate logistic distribution of the latent variable
(Zh) by a multivariate normal distribution
Equation
4.3
Using a geometric mean to link the distribution of the latent variable in a
given HSU layer to the distribution of the observed variable at a coarse-
scale unit
Equation
4.3
Independence of the latent variables that belong to the same administrative
region
Equation
4.6
Normal distribution of the empirical priors include non-frequent land-use in the model, which are not
found in the ﬁrst step.
This second step furthermore allows for quickly updating the
model parameters when new observations of land-use areas
become available.
To be consistent with the observations of the land-uses areas,
available mainly at NUTS3 level, we provide constrained pre-
dictions of the land-use areas within the HSUs using the mean
square error to measure the quality of the predictions (step 3).
Basically, we constrain the Bayesian predictions by minimizing the
mean square error subject to some constraints (see details in Sec-
tion 4.4). The constraints are: the sum of the land-use area across all
HSUs must match with the area of that land-use area at a regional
scale (NUTS3) and the sum of the crop areawithin a HSU layer must
be less than the area of the HSU minus the area of the forest which
is known.
4.2. The land-use disaggregation model
In each HSU, all land-uses are in a competition given the
explanatory variables. A multinomial logit model (Hosmer and
Lemeshow, 2000) makes use of a linear combination of all the
explanatory variables (Table 1) to explain simultaneously the
probabilities or the percentages of all the land-use categories using
a link function: the logistic function.
Let L denote the number of all possible and exclusive land-uses
within a HSU unit (h) and xh be the (d  1) vector of input variables
(see Table 1); we predict the land-use area (ah,l) for each category of
land-use l using the following model:
ah;l ¼
exp
 
b
T
l xh
!
PL
l¼1 exp
 
bTl xh
! ah; (4.1)
with bl; l ¼ 1;2;…; L the (d  1) model parameters for a category of
land-use l and ah the area of the HSU unit.
Remark 4.1. If we deﬁne sh;l ¼ expðbTl xhÞ=
PL
l¼1expðbTl xhÞ, we
have ah,l ¼ sh,l  ah. Thus, estimating the land-use area ah,l is equiv-
alent to estimate the share or percentage of the same land-use sh,l as
the area of the HSU unit ah is known.4.3. Bayesian estimation of the model parameters
Equation (4.1) gives the land-use area and the logarithm of thend-use areas inside the HSU units. As we develop one model for each administrative
s are a compromise between the details in statistical process description and the
Why factor
The approximation is used to get an analytical expression of the mean and the
covariance matrix of the latent variable (Zh) and a posteriori distribution in
Bayesian inference (Frühwirth-Schnatter and Frühwirth, 2012)
In this paper, we focus on modelling the mean component of the relative
proportion. A geometric mean is appropriate whenworking with the proportion or
rate.
One of the main ideas beyond developing the HSU is that the proportions of land-
use areas inside a given HSU are speciﬁc to that one and do not theoretically impact
on the proportions of another HSU. Given the model parameters, Zh is entirely
determined by the input variables of the HSU. Therefore, we assume that the errors
terms are mutually independent from one HSU to another.
Classic in statistical inference
M. Lamboni et al. / Environmental Modelling & Software 82 (2016) 183e217190relative proportion of the land-use area with respect to the refer-
enced category (L), i.e. zh ¼
"
log
 
ah;1
ah;L
!
;…; log
 
ah;L1
ah;L
!#T
, is a reali-
zation of a stochastic process Zh (Zh ¼ zh þ ε) which follows a
multivariate logistic distribution (see McFadden, 1974; Frühwirth-
Schnatter and Frühwirth, 2012 for more details). A multivariate
logistic distribution can be approximated by a multivariate normal
distribution as follows (Kotz et al., 2005; Frühwirth-Schnatter and
Frühwirth, 2012):
Zh  N L1ðXhb;RÞ; (4.2)
with b ¼ ½bT1  bTL ;…;bTL1  bTL T the (d(L  1)  1) vector of
parameters; Xh ¼ IL15xT the (L  1  d(L  1)) matrix of input
variables and R¼ (Ri,i¼ p2/3,Ri,jjisj¼ p2/6) the covariancematrix of
the type (L  1  L  1) (see Kotz et al., 2005; Frühwirth-Schnatter
and Frühwirth, 2012).Fig. 5. Q-Q plots of the predicted land-use areas (100 ha) and the observed land-use areas
OLIVGR, PARI, SUNF and VINY stand respectively for barley, grassland, maize, rapeseed, othe
OCER, OLIVGR are mainly due to the uncertainties in the data we used for the comparison an
6.2).The likelihood of Zh is used to get the Bayesian inference if the
observations of the land-use areas are available at the HSU level.
When the observations of the land-use areas are available at a
coarse-scale (case of disaggregation), the geometric mean, conve-
nient when working with relative proportions, allows for deriving
the likelihood of themodel at a coarse-scale based on the likelihood
at the HSU level. Thus, the likelihood of the relative proportions of
the land-use areas within a given coarse-scale unit (Yn) follows a
multivariate normal distribution under a technical assumption of
independence among the HSUs (see Table 2 and Appendix B) for
more explanation and assumptions made:
Yn  N L1ðXnb;RnÞ; (4.3)
with Xn ¼ 1Hn
PHn
h¼1Xh; Rn ¼ R/Hn and Hn is the number of HSU units
that belong to a given coarse-scale.(100 ha) at the HSUs level for France. The land-uses BARl, GRAS, LMAIZ, LRAPE, OCER,
r cereal, olive, rice, sunﬂowers and vineyard. The peculiar behaviours of the plots VINY,
d some deviations between predicted and observed land use are evident (see paragraph
M. Lamboni et al. / Environmental Modelling & Software 82 (2016) 183e217 191Giving the likelihood of the model at a coarse-scale, it becomes
possible to formally integrate the data of land-use areas available
only at that level through a general Bayesian linear model. The
general Bayesian linear model (Smith, 1973) is deﬁned as follows:
pðynjbÞ  N L1ðXnb;RnÞ (4.4)
pðbÞ  D ðb0;B0Þ ; (4.5)
where p(b) is a priori distribution of the parameters with mean b0
and covariance matrix B0.
While the classical algorithm such as Metropolis-Hastings or
Gibbs sampling can be used to get the posterior distributions of the
parameters, we consider a conjugate a priori, that is:Fig. 6. Scatter plots of the predicted land-use areas (100 ha) and the observed land-use ar
prediction versus the observation and the blue ones are the plot of the observation versus th
VINY stand respectively for barley, grassland, maize, rapeseed, other cereal, olive, rice, sunﬂ
mainly due to the uncertainties in the data we used for the comparison and some deviat
interpretation of the references to colour in this ﬁgure caption, the reader is referred to thpðbÞ  N dðL1Þðb0;B0Þ; (4.6)
and the conjugate a posteriori distributions follow a multivariate
normal distribution:
pðbjy1; y2;…; yNÞ ¼ cb  N dðL1Þb;B; (4.7)
with mean and covariance matrix (Lindley and Smith, 1972; Smith,
1973; Frühwirth-Schnatter and Frühwirth, 2012):
b ¼ B
 
B10 b0 þ
X
n¼1
N
XTn R
1
n yn
!
(4.8)eas (100 ha) at the HSUs level for France. The black points are the scatter plots of the
e observation. The land-uses BARl, GRAS, LMAIZ, LRAPE, OCER, OLIVGR, PARI, SUNF and
owers and vineyard. The peculiar behaviours of the plots PARI, VINY, OCER, OLIVGR are
ions between predicted and observed land use are evident (see paragraph 6.2). (For
e web version of this article.)
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B10 þ
X
n¼1
N
XTnR
1
n Xn
!1
: (4.9)
where N is the number of the observations of the land-use areas
available at a coarse-scale. In our case, it represents the number of
land-use areas available in a given administrative region (NUTS2
region). The (L 1 1) vector yn,n¼ 1,2,…,N is the logarithm of the
proportion of each observation of the land-use area with respect to
the area of the referenced category. The matrix Xn is the input
variable related to the observation yn. It is obtained as an average of
the input variables for all theHn-HSUs that belong to the sub-region
where the observation yn has been made (see equation (4.3)).
We summarize and motivate the assumptions and the approx-
imations made in this section in Table 2. With regard to the
invariance of natural patterns in the environment, the hypotheses
in Table 2 are equivalent to assume that the logarithm of the rela-
tive proportions are scale invariant with respect to all the input
variables used in this paper. Indeed, given the model parameters,
the transformation of the land-use areas in a given HSU zh is linearFig. 7. Summaries (mean, third quartile and median) of the error terms (in 100 ha) of the
(FR10, FR21, …, FR43). The land-uses BARl, GRAS, LMAIZ, LRAPE, OCER, OLIVGR, PARI, SUNF
rice, sunﬂowers and vineyard.with respect to all the inputs Xh and it is known that a linear
function is scale invariant (see Mandelbrot, 1983; Sellers et al.,
1997; Li, 2000). Moreover, the scale invariant properties come
from the distribution properties of Zh in equation (4.2) and Yn in
equation (4.3) which is the mean of Zh across a given region and
both have the same distribution (see Li, 2000).4.4. Optimal and constrained predictions of the land-use areas
Based on equations (4.1) and (4.7), the unconstrained Bayes
predictor of the land-use sharedSh;l (see remark 4.1) is:
dSh;l ¼
exp
 cbTl xh
!
PL
l¼1 exp
 cbTl xh
! : (4.10)
Let bSl ¼ ½dS1;l ;…;dSh;l ;…; dSHn ;l T be a (Hn  1) vector of the Bayes
predictors of the land-use shares across all the Hn HSU units thatpredictions at HSU level using equation (6.15) for the ﬁrst 11 NUTS2 regions in France
and VINY stand respectively for barley, grassland, maize, rapeseed, other cereal, olive,
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be a ((L  1)Hn  1) vector of all the Bayes predictors of land-use
shares. The vector bSðcbÞ is a random vector and the optimal and
unconstrained predictor of the shares is E½bScb  when we consider
the general mean square error to measure the performance of a
predictor. The general mean square error of bS is deﬁned as
MSEðbSÞ ¼ E½ðbS  sÞT WðbS  sÞ, with W a symmetric matrix and s
the true and unknown shares.
In practice, we would require minimize the mean square error
under some constraints on the predicted shares. In the case of land-
use, the most important constraints are:
 C1: the weighted sum of the shares of a land-use (l) across all
HSUs must match with the area of that land-use observed at a
coarse-scale unit (Al,n) with l ¼ 1,2,…,L  1 and n ¼ 1,2,…,N;
 C2: the sum of the crop shares within a HSU must be less than
1  sh.fore, with sh.fore the known percentage of the forest as we
can also have other land-use type L;
 C3: the shares must be positive to avoid getting some negative
land-use area.Fig. 8. Summaries (mean, third quartile and median) of the error terms (in 100 ha) of the
(FR51, FR52, …, FR83). The land-uses BARl, GRAS, LMAIZ, LRAPE, OCER, OLIVGR, PARI, SUNF
rice, sunﬂowers and vineyard.Let S be a vector of constrained shares of bS. We can summarize
all possible and compatible constraints in one equation like:
CS c 	 0 (4.11)
where C is the constraint matrix (see Appendix C), containing the
weights applied for constraining the predictors and the row num-
ber of C is the number of constraints. We use c as the constrained
values, mainly the shares available at a coarse-scale. Formore detail
see Appendix C.
The following proposition provides the optimal and constrained
predictor of the shares.
Proposition 4.1. Assume that bS, S have a second moment; S like bS is
a function of cb ; CS  c	0 is a set of compatible constraints and the
constraint region is bounded. If we use the generalized mean square
error as the performance criterion of a predictor, we have:
(i) the conditional, optimal and constrained predictor of the shares
(~S) is the solution of the quadratic programming (QP) problem:predictions at HSU level using equation (6.15) for the last 11 NUTS2 regions in France
and VINY stand respectively for barley, grassland, maize, rapeseed, other cereal, olive,
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S
1
2
ST WS ST WbS (4.12)
subject to CS c 	 0: (4.13)(ii) If W is a positive deﬁnite matrix, we have a strictly convex QP
problem and this problem has an unique and global solution.Fig. 9. Comparison of French LPIS data and the constrained disaggregation results for rape
rapeseed area in the NUTS3 region based on French LPIS data (Map a.) and from the disaggr
results (Difference between Map b. and Map a.). Map d. presents the original FSS data at N
(points) in the years 2001e2009.Proof 4.1. See proof in Appendix D.5. Implementation issue
5.1. Computation of the empirical priors
In this paper, we use a local multinomial logit regression to get
the empirical priors of the model parameters and, as in classical
analysis, we assign a multivariate normal distribution for theseed for the year 2010. The upper maps show rapeseed area in the HSU as % of total
egation (Map b.). Map c. gives the difference between LPIS data and the disaggregation
UTS3 level (rapeseed as % of total NUTS3 area) and the LUCAS rapeseed observations
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regression allows for preserving the (local) environmental prop-
erties and it consists in regressing the vector of point-based ob-
servations on the explanatory variables by giving highweight to the
observations close to the center of a desirable administrative region
(NUTS2 in this paper) and low weight to other points (for more
details see Appendix E, Lamboni et al., 2013, 2014a; Lamboni, 2013;
Lamboni et al., 2014a). The weight is based on i) the distance be-
tween the center of the NUTS2 and the point-based observation; ii)
a potential bandwidth, i.e. the maximum distance for which the
weight is not zero.
The set of the potential bandwidths (distance values), used to
build the model at each NUTS2 region, are the same for each
country and are listed in Table E.3 (Appendix E) according to our
previous tests. The optimal bandwidth for a given NUTS2 region is
chosen among the set of potential bandwidths. The optimal
bandwidths for two or more NUTS2 regions can be different.
Table E.3 in Appendix E reports the minimum and the maximum
values of the optimal bandwidths determined by the model for
each country. These optimal bandwidths are used to identify the
LUCAS point-based observations and the associated input variables
to be included in the model and then to get the prior estimates of
the model parameters. For a selected optimal bandwidth (optimal
LUCAS data), we assign a non-informative prior estimates for all theFig. 10. Uncertainties (95 % conﬁdent intervals in 100 ha) of predictions at HSU level after
given land-use and their quartiles. We distinguish four panels (e.g. BARL (a), BARL (b), BA
respectively for barley, grassland (see paragraph 6.3). The x-coordinate reports the numberpossible land-use classes which are not found in that LUCAS data.
For these land-use classes, we assigned zero to the means of a priori
distributions of the model parameters and we used the highest
value of the standard deviations found in this region as standard
deviations.
All the LUCAS data and the associated input variables from 2001
up to 2009 were used to get a priori distributions of the model
parameters.5.2. Computation of the Bayesian estimates
During the second step of the Bayesian estimation, we used the
input variables for 2009 and the land-use areas for 2010 (FSS data).
Based on formulas in (4.8), each observation of land-use areas at a
NUTS3 level An ¼ ð½A1;n;…;Al;n;…;AL;nT Þ is transformed to get:
yn ¼

log

A1;n
AL;n

;…; log

Al;n
AL;n

;…; log

AL1;n
AL;n
T
. The associated
input variables at NUTS3 level (Xn) are the average of the input
variables at the HSU level (Xh).
For Germany, we did the same but at NUTS2 level as the ob-
servations of land-use areas are available at a NUTS2 level.
Notice that we did not use the direct land-use areas (An) but a
transformation of these areas. We used 104 as zero ha to avoid the
logarithm transformation of values that include zero. The Bayesian
estimates of the model parameters were obtained by applying thesorting and dividing all the HSUs into four groups according to the predicted areas of a
RL (c), BARL (d)) corresponding to the four groups. The land-uses BARL, GRAS stand
of HSUs divided by 1000.
M. Lamboni et al. / Environmental Modelling & Software 82 (2016) 183e217196formulas in (4.8).
5.3. Computation of the predictions
Given the Bayesian estimates of the model parameters and the
input variables at a HSU level, we ran the model (equation (4.1)) to
get the predictions of the land-use shares or areas within the HSUs.
5.4. Computation of the constrained predictions
In this step, we used the direct land-use areas (An) and the
predictions from the model (equation (4.1)). We constrained the
predictions in each HSU according to the Proposition 4.1 using the
observed An of the NUTS3 region for all EU countries except Ger-
many. For Germany, we used An of the NUTS2 region.
5.5. Computation of the predictions uncertainties
To get the predictions uncertainties, we have to run the model
for different values of the model parameters choosing within the
posterior distributions of model parameters (equation (4.7)).
To better sample within the parameters space, we ﬁrstly
selected the most inﬂuential model parameters using sensitivity
analysis (Saltelli et al., 2008; Lamboni et al., 2008, 2009, 2011b) asFig. 11. Uncertainties (95 % conﬁdent intervals in 100 ha) of predictions at HSU level after
given land-use and their quartiles. We distinguish four panels (e.g. SUNF (a), SUNF (b), SUN
vineyard (see paragraph 6.3). The x-coordinate reports the number of HSUs divided by 100we have about 900 parameters in a NUTS2 region. The total
sensitivity index of a given parameter (bj,l, j ¼ 1,…, d and
l ¼ 1,…,L  1) for the linear model with multiple outputs
(Yn ¼ ½Yn;1 ¼ xTn bl; …; Yn;L1 ¼ xTn bL1T ) in equation (4.3) is
(Lamboni et al., 2008, 2009, 2011a):
ST$j;l ¼
PL1
l¼1 x
2
n;jVar
	
bj;l


PL1
l¼1 Var

Yn;l
 ; (5.14)
where xn,j is the input variable associated to parameter bj,l for a
category of land-use l;Varðbj;lÞ is the variance of bj,l andVarðYn;lÞ is
the variance of the output Yn,l.
Secondly, we sampled 50 values of he most inﬂuential param-
eters (about 5%) within the posterior distributions of these pa-
rameters and we ﬁxed the other parameters to their mean values in
(4.7) (Lamboni et al., 2009, 2014b).
Thirdly, we ran the model for each of the sample values and
computed the conﬁdent interval of the predicted land-use areas
within HSUs (Lamboni et al., 2014b).
6. Disaggregation results and discussion
In this section, we discuss the predicted results of the land-use
areas in order to give some evidences about the level of accuracy ofsorting and dividing all the HSUs into four groups according to the predicted areas of a
F (c), SUNF (d)). The land-uses SUNF and VINY stand respectively for sunﬂowers and
0.
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improvement of the model. First, we show that our predictions
match with the FSS data as we are going to use these data for the
validations and for some comparisons; and second, we assess the
quality of the results for France for which data on crop areas at the
HSU level are available (Cantelaube and Carles, 2015), and third, we
represent the spatial distribution of barley to illustrate the results.
We also compare our results to those obtained from few years ago
(Kempen et al., 2005; Leip et al., 2008) to discuss some beneﬁts and
disadvantages of both results.
As expected, the predicted land-use areas are consistent with
the FSS data. Appendix F shows the quantiles of the predicted areas
versus observed areas (Q-Q plots) at NUTS2 (resp. NUTS3) level for
30 possible land-uses in Germany (resp. France).
6.1. Results
To check the quality of the predictions, we received independent
data from the Land Parcel Identiﬁcation System (LPIS) for France
(Cantelaube and Carles, 2015). The LPIS data were re-mapped from
parcel level into the HSU. Fig. 5 shows the quantiles of the predicted
areas versus the LPIS areas at the HSU level for the 9 land-uses
available in the LPIS dataset. While the predictions for more
frequent crops such as barley, maize, grassland, rapeseed and
sunﬂower match with the French LPIS data, we observe somemiss-
predictions for non-frequent crops like vineyard (VINY), rice (PARI)
and olive. Going into more detail, Fig. 6 shows the scatter plots of
the predicted versus LPIS land-use areas at the HSU level. It con-
ﬁrms the previous results, i.e. the model predicted better the areas
of the main crops than the less frequent. Moreover, for the main
crops, the model miss-predicted the highest values of the areas
compared to the others values probably due to the presence of the
outliers (see the maximum values of the errors in Fig. 8).
We use the weighted predictor error (from Chakir, 2009) to
account for the agricultural area of the NUTS3-regions (with the
observations of land-use areas) as a small error does not have the
same meaning in a NUTS3-region with big area and in a NUTS3-
region with small area. The errors terms are calculated as follows:
El;h ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃdah;l  ah;l2  ahPHn
h¼1 ah
vuut ; (6.15)
withdah;l (resp. ah,l) the predicted (resp. observed) land-use area; ah
the area of a HSU and Hn the number of HSUs in a given region
(NUTS3).
Figs. 7 and 8 provide the summary of these error terms for
respectively the ﬁrst 11 NUTS2 and the last 11 NUTS2 regions in
France. We focused on the median of the errors in our analysis to
avoid the effect of the outliers which affect both the mean and the
maximum values. More details about the summaries are in
Appendix G.
Bearing in mind that the smallest HSU has an area of 100 ha, the
predictor errors less than 1.9 ha for barley across the 22 regions
(highest median error found in region FR10) show that in more
than 50% of the HSUs, the model predictions for barley can be
considered good. For several regions (FR42, 61, 71, 81, 82, 83) more
than 75% (third quartile) of the errors for barley are less than 1.9 ha.
For grassland, the maximum of the median values of the errors
across the 22 regions is about 12.4 ha (obtained in FR63) and the
minimum value of the median is 0.53 ha (from FR10). The model
has better performance in predicting grassland than barley in the
region FR10 and vice versa in the 21 regions.
The areas of maize are also well predicted across the regions
with the maximum of the median errors of 3.59 ha (in FR42) andthe minimum of zero (FR81-83). In general, the errors of other
cereals (OCER) are small: maximum median-value of 1.5 ha and
most of the third quartile values less than 4 ha. In the case of rice
(PARI) and olive (OLIVGR), the maximum of the third-quartile
values is less than 0.2 ha (obtained in FR83). But we have some
outliers in FR82 with 117.3 ha for olive and 1069.4 ha for rice. The
model faces also some difﬁculties for vineyard (VINY) in FR82
where the maximum value reaches 2007.07 ha (see Appendix G).
Fig. 9 shows the spatial distribution of the share of rapeseed for
both the observations (map a) and the predicted results (map b) at
the HSU level. Map c is the error map (difference between map a
and map b). In order to better understand our results, map d gives
the locations where rapeseed areas are important (Center-North of
France). Overall, the disaggregation results are close to the obser-
vations in most of the locations. In the Center-North of France, the
crop distribution is predicted quite well for the majority of NUTS3
regions as the errors are lower in these regions.
However, it is challenging to allocate a small crop area at the
exact location of the observation within a NUTS3 region as it is the
case for Central-Southern of France. We can see some gaps that
occur mainly in some NUTS3 regions with small areas of rapeseed
(30 ha). For these NUTS3 regions, the disaggregation model assigns
the total area of rapeseed (in the NUTS3 region) to only a few small
HSU.6.2. Effect of the uncertainties in the data on the prediction
While these comparisons are necessary to give a level of conﬁ-
dence in using the model predictions, we have to keep in mind also
the uncertainties in the data we used for the comparison. For data
conﬁdentiality reasons, FSS reports data only if a certain minimum
number of farms are included in the data sets. Therefore, non-
frequent crops might be reported with zero area even though the
crop is cultivated in the region. For example, FSS data reports zero
area for olive in some NUTS3 regions. In this case, we predicted zero
area of olive in all the HSU units due to the constraints we applied.
For rice (PARI), FSS data reported cultivations in only three NUTS3
regions. Moreover, the aggregated (summed) areas of other cereals
(OCER) from the LPIS data do not match with the areas reported in
the FSS data at the NUTS3 level, probably due to the uncertainties in
i) the deﬁnition of other cereals; ii) splitting out some LPIS parcel
into two or more HSU units when a LPIS parcel intersects these
HSUs.6.3. Predictions uncertainties
Of course, the predictions uncertainties of a non grown crop in a
NUTS3/2 region (zero area) is null. As a matter of fact, we leave out
these crops in our analysis (Figs. 10 and 11). Figs. 10 and 11 show
95% conﬁdent intervals of the predictions at HSU level for
respectively barley, grassland and sunﬂowers, vineyard (see
Appendix H for other land-uses).
The conﬁdent bounds are generally proportional to the level of
the predictions and are close to the predictions. High uncertainties
havemainly found in panels land-use (a, b) and low uncertainties in
land-use (c, d). We found that in a very small number of HSUs
(Fig. 10 BARL (c) and GRAS (b), Fig. 11 VINY (b, c) for instance), the
predictions are not precise.
However, the predictions uncertainties depend on i) the number
of the model runs; ii) the threshold used to select the number of
model parameters (see sensitivity indices in Appendix I) and the
independent assumption in sensitivity analysis.
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The process of the prediction of land-use areas involves a
combination of different input variables such as altitude, slope, rain
and land cover (CORINE) classes. While the rain can be more
important for growing cereals for instance, it can be less important
in the case of rice (as the rice ﬁeld is often irrigated) and in the case
of some permanent crops like olive. Our model predicts some small
area of cereals like maize or wheat also at altitudes which are not
suitable for growing cereals in Europe. Equally, the model predicts
small area of ricewhen the slope is relative high. These results seem
to be unrealistic as the rice ﬁeld requires ﬂat terrain for irrigation
purpose. Although we have distinguished the individual CORINE
classes for rice and olive as explanatory variables, the model still
faces some difﬁculties to better predict these non-frequent crops.
These miss-predictions are likely due to: i) using only one set of
model parameters at NUTS2 level to predict all the results inFig. 12. Q-Q plots of the errors terms in (6.15) (100 ha) for both the LUDM and the rule-b
LRAPE, OCER, OLIVGR, PARI, SUNF and VINY stand respectively for barley, grassland, maizedifferent locations (HSUs) of the NUTS2 region. Indeed, rice, olive
and wheat can be seen in one sub-region (NUTS3 for instance) and
not at all in others sub-regions of the same NUTS2 region; ii) not
including, in this paper, agronomic constraints for the suitability or
limits of growing certain crops under certain environmental con-
ditions; iii) using a land cover classes (corine) of year 2006; iv)
using a non-informative prior for the crops which are not found in
the ﬁrst step.
6.5. LUDM versus a rule-based approach
Under the assumptions of no sub-NUTS3 heterogeneity, we use
a uniform distribution as a rule-based approach (Thomas-Agnan
and Vanhemsz, 2013) to distribute the land-use areas across the
HSUs. Fig. 12 shows the errors distributions for both the LUDM and
the simple rule-based (RB) approaches. It comes from Fig. 12 that
the LUDM results outperform the RB results for land-uses barley,ased (RB) approaches at the HSUs level for France. The land-uses BARl, GRAS, LMAIZ,
, rapeseed, other cereal, olive, rice, sunﬂowers and vineyard (see paragraph 6.5).
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have approximately the same distributions of errors across HSUs
and the RB approach performs better in the case of rice and vine-
yard. The case of olive is obvious (see Section 6.2).
6.6. LUDM results of barley for 2010 versus results of barley for
2000
Fig. 13 shows a comparison between the predicted spatial dis-
tributions of barley shares in 2010 over EU-28 countries and the
results obtained for the year 2000 for EU-15 (Leip et al., 2008). The
main differences between the two maps are: ﬁrst, different input
data used (data round the year 2000 used by (Leip et al., 2008) and
data around the year 2010 in this study; second the deﬁnition of the
spatial units differed. Leip et al., 2008 included the CORINE classesFig. 13. Spatial distributions of barley shares in 2010 and in 2000.in the delineation of the spatial units while in our approach CORINE
is used as explanatory variable in the model. Furthermore, in Leip
et al., 2008 no meteo-grid was used in the delineation and no
‘no-go’ areas were identiﬁed allowing also larger spatial units.
Third, Leip et al., 2008 used the dasymetric approach predicting
crop by crop with independent binomial logit models in the ﬁrst
step for EU-15 countries while this study uses a multinomial logit
model.
Nevertheless, barley distribution is similar (only in location)
over EU-15 countries.
7. Conclusion
In this paper, we were interested in predicting land-use areas
inside the homogenous spatial units (HSUs) over EU-28 countriesThe map for the year 2000 is adapted from Leip et al., 2008.
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Survey (LUCAS) data and the Farm Structure Survey (FSS) data. The
predictions of the land-use areas inside the HSUs are based upon
multinomial models built for each administrative NUTS2 region. An
optimal Bayesian approach is used to get the estimates of themodel
parameters and the constrained predictions in order to avoid
creating or losing the land area. Due to the scale invariant proper-
ties of the model, it can be adapted for different scales based on the
availability of the data. For example, if an administrative data at a
ﬁner level than NUTS3 becomes available. A known land-use class
(such as forest areas) (will) serve as a referenced category to get the
relative proportions in the process of deriving the land-use areas at
a scale of interest.
The predicted results are consistent with the FSS data available
at NUTS2/3 level and the comparisonwith LPIS data for France gives
conﬁdence in the accuracy of our predictions for the main land-
uses while caution is needed when using the predicted areas of
non-frequent crops. The current results are affected by i) the un-
certainty in input data and in model structural uncertainty
(O'Hagan, 2012; Beven and Freer, 2001; Rinderknecht et al., 2012;
Lamboni et al., 2014b); ii) numerical approximations (using
104 ha as zero ha in logarithm transformation of land-use areas);
iii) software uncertainty (de Rigo, 2013: Lehman and Belady, 1985;
Lehman, 2000; D€onmez and Grote, 2011). The predictions serve as
an approximation for deriving reliable indicators of environmental
impact assessment. Moreover, the model can be used for future
predictions and associated indicators of land-use for the HSUs.
In this paper, the model predictions of the land-use areas are
generally accurate and outperform the results of a simple rule-
based approach for frequent land-uses. But the model miss-
predicts the highest values due to the presence of the outliers.
The model is developed by focusing on the mean component of the
land-use areas and there is a need to handle these outliers. Oneway
to deal with this issue is to increase the number of observation of
the land-use areas to better cover some large NUTS2-regions.While
we proposed one model (parameters) for each administration re-
gion NUTS2 according to the data available, it might be possible to
signiﬁcantly increase the level of accuracy of the predictions by
developing e.g. one model per each sub-region NUTS3 and by
including agronomic constraints regarding the explanatory vari-
ables. If the methodology were to be applied for NUTS3 regions,
more detailed data (data available at a level lower than NUTS3)
were required. In Europe, such detailed land-use information is
existing in many countries, but not available for research purposes
due to data conﬁdentiality issues. If the land-use disaggregation
model could be built with the help of such detailed data, derived
agri-environmental indicators could gain in accuracy in both ex-
post and ex-ante assessments of agricultural policies.
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Appendix A. General discussion on data
Appendix A.1. Choice of land use/cover and forest data sets
At the beginning of this study (i.e. 2012), the CORINE land/use
cover 2006was themost recent high resolution land use/cover data
set available for Europe. To ensure temporal consistency we chose a
high resolution forest map covering the same period (referenceyear 2006). To date CORINE land/use cover 2012 map as ﬁnal
product with partial validation (http://land.copernicus.eu/pan-
european/corine-land-cover/clc-2012) and the Forest Type 2012
map, as partially validated product (http://land.copernicus.eu/pan-
european/high-resolution-layers/forests/forest-type/view), are
available.Appendix A.2. Choice of meteorological data set
The EC-JRC AGRI4CAST gridded meteo data set is operationally
used in the Crop Yield Forecasting System (MCYFS) at the European
Commissions Joint Research Centres Monitoring Agricultural Re-
sources Unit (EC JRC MARS). MCYFS provides information on crop
production of the current growing season for the European Com-
missions implementation of the Common Agricultural Policy (CAP).
The gridded meteo data set is continuously developed further
regarding interpolation of underlying meteorological sites, spatial
resolution etc. Our ﬁnal choice to use the EC-JRC AGRI4CAST meteo
data set was driven by the fact that besides temperature and pre-
cipitation also radiation, evapotranspiration, wind speed and snow
depth are available. For the disaggregation itself only temperature
and precipitation is taken into account. Though, for future appli-
cations based on crop information disaggregated to the HSU level
also other parameters (e.g. evapotranspiration to calculate the
water balance) will be of interest.
However there are other meteo data sets freely available to the
research community. For example the European Climate Assess-
ment & Dataset project provides daily gridded meteo information
at a similar resolution. The E-OBS data set (Haylock et al., 2008) is
currently limited to temperature, precipitation and sea level pres-
sure information. The data set is available at http://eca.knmi.nl/
download/ensembles/download.php.
Both, EC-JRC AGRI4CAST gridded meteo data and E-OBS data
have their weaknesses and strengths. One of the weaknesses of the
EC-JRC AGRI4CAST gridded meteo data is the interpolation scheme
of precipitation while long-term temperature is represented quite
well in time and space (Andrea Toreti, pers. comm. Jan. 2015). A
discussion on uncertainties of the Ensembles E-OBS data set is
available in Hofstra et al., 2009.Appendix B. Likelihood of the Model
It comes from Equation (4.2) that
Zh  N ðXhb;RÞ; (B.1)
where R ¼ ðRi;i ¼ p2=3;Ri;jjisj ¼ p2=6Þ andXh ¼ I5xT is a matrix of
input variables.
The quantity (exp(Zh)) follows a multivariate log-normal dis-
tribution. The geometric mean of exp(Zh),h ¼ 1, 2,…,Hn over all the
Hn-HSUs (h) within a given NUTS2 follows a multivariate log-
normal distribution if we assume the independence between Zh,
h ¼ 1,2…,Hn. By taking the logarithmic of the geometric mean of
exp(Zh),h ¼ 1, 2,…,Hn within a given NUTS2 (Yn) we have:
Yn ¼ 1Hn
XHn
h¼1
Zh; (B.2)
and it follows a multivariate normal distribution:
Yn  N ðXnb;RnÞ; (B.3)
with Xn ¼ 1Hn
PHn
h¼1Xh; and Rn ¼ R=Hn.
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Let Sl ¼ ½S1;l;…; Sh;l;…; SHn ;lT denote the (Hn  1) vector of the
shares of land-use with l ¼ 1,2,…,L  1 across the Hn HSUs;
a ¼ ½a1;…; ah…; aHn T be the (Hn  1) vector of the HSU areas and
Al,n, l ¼ 1,…,L  1 be the L  1 observation of the land-use areas at a
given coarse-scale. Let 0T ¼ ½0;0;…;0 be a vector of size Hn;
1ITi ¼ ½0;…;0;1;0;…0 be a vector of size Hn with all components
equal to 0 except the ith component which is 1. We use sfore as the
vector of the known shares of forest for all the Hn HSUs.
The practical constraints listed in Section 4.4 and divided into
three blocks, corresponding respectively to the constraints C1, C2,
C3 are formally deﬁned in the matrix C of type (L 1þ Hn þ (L 1)
Hn)  ((L  1)Hn); W ¼ IðL1ÞHn ; c a vector of size
(L  1 þ Hn þ (L  1)Hn) and we have:
C¼
0BBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBB@
aT 0T … 0T
0T aT … 0T
… … 1 …
0T 0T … aT
1IT1 1IT1 … 1IT1
1IT2 1IT2 … 1IT2
« « « «
1ITHn 1ITHn … 1ITHn
1IT1 0
T
… 0T
« « « «
1ITHn 0
T
… 0T
0T 1IT1 … 0
T
« « « «
0T 1ITHn … 0
T
« « 1 «
0T 0T … 1IT1
« « « «
0T 0T … 1ITHn
1CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCA
S¼
0BBBB@
S1
«
Sl
«
SL1
1CCCCA c¼
0BBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBB@
A1;n
«
Al;n
«
AL1;n
1þs1;f
«
1þsh;f
«
1þsHn;f
01
«
0l
«
0L1
1CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCA
with 01 ¼ 0l ¼ 0L1 ¼ 0, n ¼ 1,2,…,N. We have the equalities in the
ﬁrst block and the inequalities in the remaining blocks.
Appendix D. Proof of the Proposition
Using the Pythagoras theorem, we have:
MSE
 
S
cb
!
¼MSE
 bScb
!
þ E
"	
S bS
T W	S bS
cb
#
(D.1)
As we cannot reduce MSEðbScbÞ, we have to minimize the last
term in (D.1) subject to CS c	 0. Given a value ofcb (estimation of
b) The conditional expectation:
E
"	
S bS
T W	S bS
cb
#
¼
	
S bS
T W	S bS
 (D.2)
E
"	
S bS
T W	S bS
cb
#
¼ ST WS 2ST WbS þ bST WbS
(D.3)The proof of the point (ii) can be found in Goldfarb and Idnani,
1983.Appendix E. Empirical priors: range of bandwidths and of
optimal bandwidths
The local multinomial logit regression consists in regressing the
vector of point-based observations on the explanatory variables (x)
by giving high weight to the observations close to the center of a
desirable administrative region (NUTS2 in this application) and low
weight to other points. Multinomial logit regression aims at esti-
mating the probability to ﬁnd a land-use (l) at point i (ℙrðpi ¼ l j xÞ)
and is deﬁned as follows:
ℙrðpi ¼ ljxÞ ¼
exp
 
b
T
l xi
!
PL
l¼1 exp
 
bTl xi
! ; (E.1)
where, bl is the (d  1) vector of the parameters for the land-use l
and xi is the (d 1) vector of input variables observed at point i. The
vectors of model parameters bl, l ¼ 1,2,…L are estimated by
maximizing the weighted log-likelihood (logL ):
logL ¼
XM
i¼1
XL
l¼1
wiðcÞlog½ℙrðpi ¼ ljxÞ1Ifpi¼lg; (E.2)
with wi, the weight given to observation i; M, the total number
of observations (point-based observations) and 1Ifpi¼lg ¼ 1 if
resource-use l is found at point i and 0 otherwise.
We use the tricube weight function
wiðcÞ ¼
"
1

dðc; iÞ
dc
3#3
1Ifdðc;iÞ< dcg; (E.3)
to calculate theweight of each observation as it decreases smoothly
to zero (Cleveland, 1979; Cleveland and Devlin, 1988) when the
observation at point i is so far from the center of a region (c) with
respect to the bandwidth (dc). We use d(c,i) as the distance between
the center c of the region and point i, and 1Ifdðc;iÞ< dcg is equal to 1 if
d(c,i)<dc and 0 otherwise. However, we gave 1 as the weight for the
points inside the disk of radius dh and inside the same region
(NUTS2) in order to account for some administrative constraints
and other economic conditions. For a selected bandwidth, the
multinomial regression provides the mean and the covariance
matrix of the model parameters. Classically, we assign a multivar-
iate normal distribution for the estimator of the model parameters.
For the land-uses which are not found inside the disk of radius the
selected bandwidth, we ﬁxed the mean at zero and the standard
deviation at the highest value of the standard deviations found in
the multinomial regression. As we built as many models as the
number of region (NUTS2) in each country, these choices were
motivated by the fact that we need to be close to the behavior of the
model in the same region.
The bandwidth is important as it should determine whether the
observations are sufﬁcient to represent the real feature or not.
When we have to include the explanatory variables used to delin-
eate the HSUs in the regression model, we need at least a band-
width that ensures that almost all these variables are informative,
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multinomial logit regression, we want our model to predict and to
reproduce as well as possible the observation of land-uses/covers.
These considerations motivate the use of the cross-validation
approach (Stone, 1974; Yang, 2007) to choose the bandwidth. The
criterion of the model quality, used in the cross-validation, is based
upon the F-measure or F-score (Powers, 2011). The F-score mea-
sures how well the multinomial model is able to reproduce and to
predict any land-use/cover. The F-measure is a harmonic mean
between the precision and recall or sensitivity. The precision (P), for
land-use l, is the rate of the well predicted (WP) l among the total
prediction (TP) of l, that is P ¼ WP/TP. The recall (R) of sensitivity is
the rate of the well predicted (WP) l among the total observations
(TO) of l: R ¼WP/TO. So, the F-measure or F-score is between 0 and
1 and is deﬁned as follows:
F ¼ 2 P  R
P þ R : (E.4)Table E.3
Bandwidths for EU-28 countries. The potential bandwidths are a set of values regularly ch
optimal bandwidths are selected by the model among the potential ones. As we can have
the minimum (Min) and the maximum (Max) of the optimal values. All the values are in
Potential bandwidths
Countries Min Max
Austria 20 150
Belgium 10 150
Bulgaria 300 480
Croatia 50 150
Cyprus 600 700
Czech Republic 20 150
Denmark 50 150
Estonia 180 350
Finland 50 150
France 50 150
Germany 25 150
Greece 50 150
Hungary 50 150
Ireland 50 250
Italy 50 150
Latvia 50 150
Lithuania 50 150
Luxembourg 50 150
Malta 25 150
Netherlands 35 150
Poland 50 150
Portugal 50 150
Romania 200 450
Slovakia 50 150
Slovenia 50 150
Spain 50 150
Sweden 50 150
United Kingdom 15 150For all possible land-use classes, the accuracy reported in this
paper is the average of the individual F-scores, i.e. the micro-
average.
Based on our previous tests, the range of the potential band-
widths are given in Table E.3 and the optimal bandwidths are ob-
tained using the cross-validation approach. We split the dataset
into ﬁve groups Gj, j ¼ 1…5 with the same number of observations
at least for the ﬁrst four groups. For group G1, ﬁrst, data Gj, j ¼ 2…5
served to estimate the multinomial logistic model, and secondly,
group G1 is used to predict the land-use/cover and to calculate the
F-measure F1. We replicated this process for groups Gj, j¼ 2…5, and
the ﬁnal F measure is an average of the ﬁve F-measures Fj, I ¼ 1…5
in order to account for the variability within the data. The band-
width with the maximum F-measure is the optimal bandwidth
among the potential ones. The optimal bandwidth is used to
calculate the ﬁnal weights and to estimate the parameters of the
model.osen between the minimum (Min) and the maximum (Max) with the step (Step). The
different optimal bandwidths for different regions in the same country, we provide
km.
Optimal bandwidths
Step Min Max
5 20 40
5 20 60
10 300 340
5 135 135
10 660 660
5 20 45
5 50 50
10 280 280
5 50 85
5 50 75
5 25 60
5 50 130
5 50 50
10 60 200
5 50 65
5 75 75
5 60 60
5 50 50
5 100 100
5 35 70
5 50 50
5 50 85
10 200 450
5 50 60
5 55 55
5 50 80
5 50 80
5 15 60
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and FSS dataFig. F.14. Q-Q plots of aggregated predictions of land-use areas (in ha) versus FSS observations at NUTS3 level for France.
Fig. F.15. Q-Q plots of aggregated predictions of land-use areas (in ha) versus FSS observations at NUTS2 level for Germany.
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Figs. G.16, G.17, G.18, G.19 provide all the summaries (minimum,
ﬁrst quartile, median, mean, third quartile and maximum) of the
predictions errors at HSU level.BARL
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Fig. G.16. Summaries (minimum, ﬁrst quartile and median) of the error terms (in 100 ha) of the predictions at HSU level using equation (6.15) for the ﬁrst 11 NUTS2 regions in
France (FR10, FR21,…, FR43). The land uses BARl, GRAS, LMAIZ, LRAPE, OCER, OLIVGR, PARI, SUNF and VINY stand respectively for barley, grassland, maize, rapeseed, other cereal,
olive, rice, sunﬂowers and vineyard.
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Fig. G.17. Summaries (minimum, ﬁrst quartile and median) of the error terms (in 100 ha) of the predictions at HSU level using equation (6.15) for the last 11 NUTS2 regions in
France (FR51, FR52,…, FR83). The land-uses BARl, GRAS, LMAIZ, LRAPE, OCER, OLIVGR, PARI, SUNF and VINY stand respectively for barley, grassland, maize, rapeseed, other cereal,
olive, rice, sunﬂowers and vineyard.
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Fig. G.18. Summaries (mean, third quartile and maximum) of the error terms (in 100 ha) of the predictions at HSU level using equation (6.15) for the ﬁrst 11 NUTS2 regions in
France (FR10, FR21,…, FR43). The land-uses BARL, GRAS, LMAIZ, LRAPE, OCER, OLIVGR, PARI, SUNF and VINY stand respectively for barley, grassland, maize, rapeseed, other cereal,
olive, rice, sunﬂowers and vineyard.
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Fig. G.19. Summaries (mean, third quartile and maximum) of the error terms (in 100 ha) of the predictions at HSU level using equation (6.15) for the last 11 NUTS2 regions in
France (FR51, FR52,…, FR83). The land-uses BARl, GRAS, LMAIZ, LRAPE, OCER, OLIVGR, PARI, SUNF and VINY stand respectively for barley, grassland, maize, rapeseed, other cereal,
olive, rice, sunﬂowers and vineyard.
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Fig. H.20. Uncertainties (95% conﬁdent intervals in 100 ha) of predictions at HSU level after sorting and dividing all the HSUs into four groups according to the predicted areas of a
given land-use and their quartiles. The land-uses LRAPE and LMAIZ stand respectively for rapeseed and maize (see paragraph 6.3). The x-coordinate reports the number of HSUs
divided by 1000.
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Fig. H.21. Uncertainties (95 % conﬁdent intervals in 100 ha) of predictions at HSU level after sorting and dividing all the HSUs into four groups according to the predicted areas of a
given land-use and their quartiles. The land-uses OCER and PARI stand respectively for other cereals and rice (see paragraph 6.3). The x-coordinate reports the number of HSUs
divided by 1000.
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Figs. I.22, I.23, I.24, I.25 show the sensitivity indices of the pa-
rameters for the 22 models (one per NUTS2 region). We show the
indices above 0.0005.Prix.BEEF
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Fig. I.22. Sensitivity indices of parameters associated to explanatory variables for the ﬁrst NUTS2 regions. The land-uses BARL, GRAS, LMAIZ, LRAPE, OCER stand respectively for
barley, grassland, maize, rapeseed, other cereals (see paragraph 6.3).
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Fig. I.23. Sensitivity indices of parameters associated to explanatory variables for the last NUTS2 regions. The land-uses BARL, GRAS, LMAIZ, LRAPE, OCER stand respectively for
barley, grassland, maize, rapeseed, other cereals (see paragraph 6.3).
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Fig. I.24. Sensitivity indices of parameters associated to explanatory variables for the ﬁrst NUTS2 regions. The land-uses OLIVGR, PARI, SUNF and VINY stand respectively for olive,
rice, sunﬂowers and vineyard (see paragraph 6.3).
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Fig. I.25. Sensitivity indices of parameters associated to explanatory variables for the last NUTS2 regions. The land-uses OLIVGR, PARI, SUNF and VINY stand respectively for olive,
rice, sunﬂowers and vineyard (see paragraph 6.3).
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2009 survey to match with CAPRI land-usesTable J.4
Land-use/cover codes and their descriptions from LUCAS data. CAPRI names are the re-classiﬁcation of the land-use/cover.
Land-use codes Description CAPRI names
A11 Buildings with 1e3 ﬂoors OTHE
A12 Buildings with more than 3 ﬂoors OTHE
A13 Greenhouses OTHE
A21 Non Built up area features OTHE
A22 Non built up linear features OTHE
B11 Common wheat SWHE
B12 Durum wheat DWHE
B13 Barley BARL
B14 Rye RYEM
B15 Oats OATS
B16 Maize LMAIZ
B17 Rice PARI
B18 Triticale OCER
B19 Other cereals OCER
B21 Potatoes POTA
B22 Sugar beet SUGB
B23 Other root crops ROOF
B31 Sunﬂower SUNF
B32 Rape and turnip seeds LRAPE
B33 Soya SOYA
B34 Cotton TEXT
B35 Other ﬁbre and oleaginous crops TEXT
B36 Tobacco TOBA
B37 Other non permanent industrial crops OIND
B41 Dry pulses PULS
B42 Tomatoes TOMA
B43 Other fresh vegetables OVEG
B44 Floriculture and ornamental plants FLOW
B45 Strawberries OVEG
B51 Clovers OFAR
B52 Lucerne OFAR
B53 Other legumes and mixtures for fodder OFAR
B54 Mixed cereals for fodder OFAR
B55 Temporary grasslands OFAR
B71 Apple fruit APPL
B72 Pear fruit APPL
B73 Cherry fruit APPL
B74 Nuts trees OFRU
B75 Other fruit trees and berries OFRU
B76 Oranges CITR
B77 Other citrus fruit CITR
B81 Olive groves OLIVGR
B82 Vineyards VINY
B83 Nurseries NURS
B84 Permanent industrial crops OCRO
BX1 Arable land (only in case PI) OCRO
BX2 Permanent crops (only in case PI) OCRO
C10 Broadleaved forest FORE
C10 Broadleaved forest FORE
C10 Broadleaved forest FORE
C20 Coniferous forest FORE
C20 Coniferous forest FORE
C30 Mixed forest FORE
C30 Mixed forest FORE
D10 Shrubland with sparse tree cover FORE
D20 Shrubland without tree cover FORE
E10 Grassland with sparse tree/shrub cover GRAS
E20 Grassland without tree/shrub cover GRAS
E30 Spontaneously vegetated surfaces GRAS
F00 Bare land OTHE
G10 Inland water bodies OTHE
G20 Inland running water OTHE
G30 Coastal water bodies OTHE
G50 Glaciers, permanent snow OTHE
H11 Inland marshes OTHE
H12 Peat bogs OTHE
H21 Salt marshes OTHE
H22 Salines OTHE
OTHEH23 Intertidal ﬂats
M. Lamboni et al. / Environmental Modelling & Software 82 (2016) 183e217216Appendix K. Harmonized CORINE classes.Table K.5
Description of CORINE classes and the harmonized classes used in this paper.
CORINE description CORINE
classes
Continuous urban fabric URBA
Discontinuous urban fabric URBA
Industrial or commercial units URBA
Road and rail networks and associated land URBA
Port areas URBA
Airports URBA
Mineral extraction sites URBA
Dump sites URBA
Construction sites URBA
Green urban areas URBA
Sport and leisure facilities URBA
Non-irrigated arable land ARAB
Permanently irrigated land ARAB
Rice ﬁelds RICF
Vineyards VINY
Fruit trees and berry plantations FTBP
Olive groves OLIG
Pastures PAST
Annual crops associated with permanent crops HETC
Complex cultivation patterns HETC
Land occupied by agriculture, with signiﬁcant areas of natural
vegetation
HETC
Agro-forestry areas HETC
Broad-leaved forest FORE
Coniferous forest FORE
Mixed forest FORE
Natural grasslands GRAS
Moors and heathland SHRU
Sclerophyllous vegetation SHRU
Transitional woodland-shrub SHRU
Beaches, dunes, sands OPEN
Bare rocks OPEN
Sparsely vegetated areas OPEN
Burnt areas OPEN
Glaciers and perpetual snow OPEN
Inland marshes INLW
Peat bogs INLW
Salt marshes INLW
Salines INLW
Intertidal ﬂats INLW
Water courses WATER
Water bodies WATER
Coastal lagoons WATER
Estuaries WATER
Sea and ocean WATERReferences
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