We study the level statistics of one-dimensional Schrödinger operator with random potential decaying like x −α at infinity. We consider the point process ξ L consisting of the rescaled eigenvalues and show that : (i)(ac spectrum case) for α > 1 2 , ξ L converges to a clock process, and the fluctuation of the eigenvalue spacing converges to Gaussian.
Introduction

Background
In this paper, we study the following Schrödinger operator
where a ∈ C ∞ is real valued, a(−t) = a(t), non-increasing for t ≥ 0, and satisfies C 1 t −α ≤ a(t) ≤ C 2 t −α , t ≥ 1 for some positive constants C 1 , C 2 and α > 0. F is a real-valued, smooth, and non-constant function on a compact Riemannian manifold M such that
{X t } is a Brownian motion on M. Since the potential a(t)F (X t ) is − d 2 dt 2 -compact, we have σ ess (H) = [0, ∞). Kotani-Ushiroya [3] proved that the spectrum of H in [0, ∞) is (1) for α < : pure point with exponentially decaying eigenfunctions, (2) for α = : purely absolutely continuous.
In this paper we study the level statistics of this operator. For that purpose, let H L := H| [0,L] be the local Hamiltonian with Dirichlet boundary condition and let {E n (L)} ∞ n=1 be its eigenvalues in increasing order. Let n(L) ∈ N be s.t. {E n (L)} n≥n(L) coincides with the set of positive eigenvalues of H L . We arbitrary take the reference energy E 0 > 0 and consider the following point process
in order to study the local fluctuation of eigenvalues near E 0 . Our aim is to identify the limit of ξ L as L → ∞. Here we consider the scaling of E n (L)'s instead of E n (L)'s. This corresponds to the unfolding with respect to the density of states. This problem was first studied by Molchanov [6] . He proved that, when a(t) is constant, ξ L converges to the Poisson process. It was extended to the multidimensional Anderson model by Minami [7] . Killip-Stoiciu [2] studied the CMV matrices whose matrix elements decay like n −α . They showed that, ξ L converges to (i) α > 1 2 : the clock process, (ii) α = 1 2 random potential decaying like n −1/2 , and proved that ξ L converges to the Sine β -process.
The aim of our work is to do the analogue of that by Killip-Stoiciu [2] for the one-dimensional Schrödinger operator in the continuum.
In subsection 1.2 (resp. subsection 1.3), we state our results for ac-case : α > 1 2 (resp. critical-case : α = 1 2 ). We have not obtained results for pp-case : α < 1.2 AC-case Definition 1.1 Let µ be a probability measure on [0, π). We say that ξ is the clock process with spacing π with respect to µ if and only if
where f ∈ C c (R) and ξ(f ) := R f dξ.
We set (x) πZ := x − [x] πZ , [x] πZ := max{y ∈ πZ | y ≤ x}.
We study the limit of ξ L under the following assumption The condition A(2) is set to guarantee the convergence of ξ L to a point process. If a ≡ 0 for instance, A(2) is indeed necessary. Theorem 1.1 Assume (A). Then ξ L j converges in distribution to the clock process with spacing π with respect to a probability measure µ β on [0, π). Remark 1.1 Let x t be the solution to the eigenvalue equation : H L x t = κ 2 x t (κ > 0). If we set x t x ′ t /κ = r t sin θ t r t cos θ t , θ t (κ) = κt +θ t (κ), thenθ t (κ) has a limit as t goes to infinity [3] : lim t→∞θt (κ) =θ ∞ (κ), a.s. ; µ β is the distribution of the random variable (β +θ ∞ ( √ E 0 )) πZ . In some special cases, we can show that (θ ∞ ( √ E 0 )) πZ is not uniformly distributed on [0, π) for large E 0 , implying that µ β really depends on β.
Remark 1.2
We can consider point processes with respect to two reference energies E 0 , E ′ 0 (E 0 = E ′ 0 ) simultaneously : suppose a sequence {L j } ∞ j=1 satisfies
for some β, β ′ ∈ [0, π). We set
.
Then the joint distribution of ξ
converges, for f, g ∈ C c (R),
where µ(φ, φ ′ ) is the joint distribution of (β +θ ∞ ( √ E 0 )) πZ and (β ′ + θ ∞ ( E ′ 0 )) πZ . We are unable to identify µ(φ, φ ′ ) but it may be possible that φ and φ ′ are correlated.
Remark 1.3 Suppose we renumber the eigenvalues near the reference energy E 0 so that
Then an argument similar to the proof of Theorem 2.4 in [4] proves the following fact : for any n ∈ Z we have
which is called the strong clock behavior [1] . We note that the integrated density of states is equal to √ E/π.
We next study the finer structure of the eigenvalue spacing, under the following assumption.
Roughly speaking, E m j (L j ) is the eigenvalue closest to E 0 . In view of (1.1), we set
Theorem 1.2 Assume (B). Then {X j (n)} n∈Z converges in distribution to the Gaussian system with covariance
and L is the generator of (X t ).
Remark 1.4 Lemma 2.1 in [3] and Lemma 4.1 in section 4 imply that
and Theorem 1.2 thus describes the behavior of eigenvalues near E m j (L j ) in the second order.
Remark 1.5 Suppose we consider two reference energies E 0 , E
for some m j , m ′ j ∈ N, and β, β ′ ∈ [0, π). Then {X j (n)} n and {X ′ j (n)} n converge jointly to the mutually independent Gaussian systems.
Critical Case
We set the following assumption.
where {Ψ t (·)} t≥0 is the strictly-increasing function valued process such that for any c 1 ,
is the unique solution of the following SDE :
and Z t is a complex Browninan motion. Definition 1.2 For β > 0, the circular β-ensemble with n-points is given by
where Z n,β is the normalization constant, G ∈ C(T n ) is bounded and △ is the Vandermonde determinant. The limit ξ β of the circular β-ensemble is defined
whose existence and characterization is given by [2] . The result in [2] together with Theorem 1.3 imply the limit of ξ L coincides with that of the circular β-emsemble modulo a scaling.
depends on the reference energy E 0 , so that the spacing distribution may change if we look at the different region in the spectrum. To see how β changes, we recall some results in [3] . Let σ F (λ) be the spectral measure of the generator L of {X t } with respect to F . Then
is the Lyapunov exponent in the sense that any generalized eigenfunction ψ E of H satisfies
. It then follows that E < E c (resp. E > E c ) if and only if β(E) < 2 (resp. β(E) > 2) and β(E c ) = 2 (Figure 1. ). Similar statement also holds for discrete Hamiltonian and CMV matrices. This is consistent with our general belief that in the point spectrum (resp. in the continuous spectrum) the level repulsion is weak (resp. strong). We also note that if β = 2, the circular β-ensemble with n-points coincides with the eigenvalue distribution of the unitary ensemble with the Haar measure on U(n). 
In later sections, we prove theorems mentioned above based on the argument in [2, 3, 4] : The main ingredient of the proof is to study the limiting behavior of the relative Prüfer phase. In section 2 we prepare some notations and basic facts. In sections 3, 4, we consider the ac-case and prove Theorems 1.1, 1.2. In sections 6-9, we consider the critical case and prove Theorem 1.3 which is outlined in section 5. In what follows, C denotes general positive constant which is subject to change from line to line in each argument.
Preliminaries
Let x t be the solution to the equation H L x t = κ 2 x t (κ > 0) which we set in the following form
Then it follows that
is increasing as a function of κ. Here and henceforth, for simplicity, we say f is increasing if and only if x < y implies f (x) < f (y). Set
Moreover we define "the relative Prüfer phase"
As is done in [2] we use the following representation of the Laplace transform of ξ L in terms of Ψ L .
Here we note that Ψ L (x) is continuous and increasing, and thus has the inverse Ψ −1 L .
Convergence to a clock process
In what follows we set κ := E 0 for simplicity.
The behavior of
, following fact holds for a.s. :
pointwise and this holds compact uniformly with respect to κ.
Proof. By (2.2) we have
) − e 2iθs(κ) ds
We next set
Due to this fact we have, for fixed x,
It then suffices to use Lemma 3.2 stated below.
Lemma 3.2 Let Φ 1 , Φ 2 , · · ·, and Φ be the non-decreasing functions s.t.
Proof of Theorem 1.1
We sometimes use the following elementary lemma.
Lemma 3.3 Let Ψ n , n = 1, 2, · · ·, and Ψ are continuous and increasing functions such that lim n→∞ Ψ n (x) = Ψ(x) pointwise. If y n ∈ RanΨ n , y ∈ RanΨ and y n → y, then it holds that
Proof of Theorem 1.1
By (3.1) and Proposition 3.1, the assumption for Lemma 3.3 is satisfied. Thus we use Lemma 2.1 and the fact that lim
where µ β is the distribution of φ β .
Second Limit Theorem
Behavior of eigenvalues near E 0
Lemma 4.1 Assume (B) and let n ∈ Z. Then for j → ∞ we have
Proof.
(1) This easily follows from the two equations given below.
(2) We substitute Lemma 4.1(1) into the last term in the RHS of (4.1). Since the convergenceθ t (κ) →θ ∞ (κ) holds compact uniformly with respect to κ [3] we have
Lemma 4.1(2) follows from (4.2) and (4.3).
By taking the difference between
we see that
We set
When c 1 , c 2 are constant, the following fact is proved in [4] Lemma 3.1.
Independence of the limits
To finish the proof of Theorem 1.2, it is then sufficient to prove that (θ nt (κ), {Θ (n) t (c 1 , c 2 ))} c 1 ,c 2 ) converges jointly to the independent ones. Let 0 < κ 1 < κ 2 and I := [κ 1 , κ 2 ]. In the following lemma, we regardθ t ,θ ∞ are C(I)-valued random elements.
as n → ∞ whereθ ∞ and {Z(t, c 1 , c 2 )} c 1 ,c 2 are independent.
Proof. Let A(⊂ C(I)) be aθ ∞ -continuity set (i.e., P(θ ∞ ∈ ∂A) = 0) and set
for sufficiently large T, n.
Here we recall eq.(3.3) in [4] .
where
2 ), we use the following convention :
2 ) and similarly for T (n)
we have, for sufficiently large n,
Here we used T (n) T /n P → 0. By the Markov property
Since A is aθ ∞ -continuity set and
The opposite inequality can be proved similarly.
5 SC-case : outline of proof of Theorem 1.3
In this section we overview the proof of Theorem 1.3. First of all, set
We also set "the relative Prüfer phase" by
Then we have a variant of Lemma 2.1.
So our task is to study the limit of the joint distribution of (
regard it as an increasing function-valued process, and find a process Ψ t (x) such that for any fixed c 1 ,
(Theorem 6.10). Ψ t is characterized as the unique solution to the following SDE.
Moreover, Ψ t (c) is continuous and increasing with respect to c (Lemma 6.11).
On the other hand we have ({Ψ
, φ 1 ) jointly, where φ 1 is uniformly distributed on [0, 2π) and independent of Ψ 1 (Proposition 9.1). Moreover Ψ (n) converges to Ψ also as a sequence of increasing function-valued process (Lemma 9.3), so that we can find a coupling such that for a.s.
which coincides with what is derived in [2] (except that the drift term cdt in [2] is replaced by 2cdt that is why we need to consider a scaling : ξ ′ β = n δ λn/2 ) thereby identifying the limit of ξ L with that of the circular β-ensemble.
6 Convergence of Ψ
Preliminaries
where M s (f, β), M s (f, 0) are the complex martingales whose variational process satisfy
Then the integration by parts gives us the following formulas to be used frequently.
Lemma 6.1
We will also use following notation for simplicity.
A priori estimates
In this section we derive a priori estimate for the following quantity
By (2.2) we have
Re(e 2iθs(κ+
and the third term in the RHS will be dominant.
(2) For a.s., δ t (κ) has the limit as t → ∞ F lim t→∞ δ t (κ) = δ ∞ (κ), a.s. (3) For any 0 < T < ∞, we have
which we decompose into "non-oscillating" term + martingale-term + remainder.
where the remainder term δ t (κ) is further decomposed for later use 
To see the convergence of δ (2) t (κ) we write
We use Lemma 6.1(1) to decompose D
t (κ) is easily seen to be convergent :
Re N, Im N can be represented by the time-change of a Brownian motion and thus have limit a.s..
We consider δ
t (κ) separately. For δ
t (κ), we have
by (6.3). The second term is o(1) as n → ∞ due to the Lebesgue's dominated convergence theorem. Thus the following equation will give us E[|δ
for some positive constant C M depending on M. Hence
Since M is arbitrary, we obtain (6.6). Similar argument shows max 0≤t≤T I (β)
nt (κ) → 0 so that we have only to show
to finish the proof of Lemma 6.2(3). By the martingale inequality, We next set
and assume in what follows
Proof. We compute the third term of (6.1) by using Lemma 6.2
It then suffices to see
Proof. We decompose δ t (κ) as is done in (6.2) to estimate δ t (κ) further.
is also decomposed, as in (6.4), (6.5)
nt -term can be written as
s/n (c)ds (6.13) for some bounded functions f
κ,n . Substituting (6.10)-(6.13) into (6.9) we have
for some bounded functions h κ,n , b κ,n and a martingale N t . b κ,n (s) is a linear combination of a
κ,n , and a(s)
κ,n , so that it is integrable : ∞ 0 b κ,n (s)ds < ∞. Taking expectations, the martingale terms vanish and it follows that
Therefore we can find a non-random function
for some C > 0 such that
Here without loss of generality, we may suppose c ≥ 0. We use Ψ (n) t (c) ≥ 0 for c ≥ 0 and take expectation in (6.8).
E[|Ψ
Fix M > 0 arbitrary. We may suppose nt > M since otherwise Lemma 6.4 holds true by (6.7). (6.7) also implies
Take M large enough such that Ca(M) < 1 and renew the positive constant C in the definition of ρ n (t). Then we have
By Grownwall's inequality,
Since b is integrable, exp C t s nb(nu)du is bounded so that
into (6.14) yields the conclusion.
Lemma 6.5 For t > 0, we have
Proof. A straightforward computation using Lemma 6.1(2) yields
as n → ∞. We take expectations and use Lemma 6.4.
Lemma 6.6 For each c > 0, T > 0 fixed we have
as n → ∞.
Proof. We estimate the third term of (6.8) by the martingale inequality and use Lemma 6.5 :
Lemma 6.7 For each 0 < t 0 < t 1 < ∞, we can find C = C(t 0 , t 1 ) such that for large n, we have
Proof. By martingale inequality,
6.3 Tightness of Ψ Lemma 6.8 For any c = (
Proof. It is sufficient to show
(1) follows from Lemma 6.4. To prove (2), we fix M > 0 arbitrary and decompose
Since Ψ (n) 0 (c) = 0 we have
and we use Lemma 6.6
as n → ∞. By Lemma 6.2(3) the third term vanishes as n → ∞ and it holds that lim sup 
and the arbitrariness of M > 0 will yield the conclusion. By Lemmas 6.2, 6.3, eq.(6.16) will follow from the following equation
which, in turn, follows from Lemma 6.7 and Kolmogorov's theorem.
SDE satisfied by Ψ
In this subsection we show that Ψ (n) has a limit Ψ which satisfies (5.1).
Lemma 6.9 For any c 1 , · · · , c m ∈ R, the solution of the following martingale problem is unique:
are martingales whose variational process satisfy
Moreover Ψ t (c j ) can be characterized by the unique solution of the following SDE.
Proof. By Lemma 6.8, the sequence {(Ψ (n)
t (c m ))} n≥1 has a limit point (Ψ t (c 1 ), · · · , Ψ t (c m )). Since Lemmas 6.2, 6.3 imply
in probability, we study V (n) t (c). By a computation using Lemma 6.1,
By Skorohod's theorem, we can suppose
compact uniformly with respect to t. Hence for 0 < s < t,
On the other hand by Lemma 6.4 we have
t (c) is a square integrable continuous martingale whose variational process satisfy
is a square integrable continuous martingale whose variational process is equal to
Re (e iΨs(c) − 1)(e −iΨs(c ′ ) − 1) ds s .
Lemma 6.9 yields the conclusion.
Lemma 6.11 For a.s., Ψ t (c) is continuous on [0, ∞) × R and is increasing with respect to c.
Proof. We shall show the following inequality : for p > 1 sufficiently close to 1,
Hence by Kolmogorov's theorem, for any fixed t > 0, Ψ t (c) has a continuous version with respect to c ∈ R a.s.. We first note that Ψ t (c) satisfies
Here we note that if c 1 > c 2 then Ψ t (c 1 ) > Ψ t (c 2 ) by the comparison theorem of SDE which proves the desired monotonicity of Ψ t (c). We set
For c 1 > c 2 , we see
for some δ > 0. On the other hand by using
Hence if 1 2 (p − 1)D 2 < 1, (6.20) and a Grownwall type argument give the desired inequality (6.18).
Having established the continuity of Ψ t 0 (c) with respect to c, the joint continuity of Ψ t (c) on [t 0 , ∞) × R is valid due to the absence of singularity in this time domain. The continuity of Ψ t (c) at t = 0 follows from the monotonicity of Ψ t (c) with respect to c. Theorem 6.12 The limit process {Ψ t (c)} t≥0,c∈R satisfies the following two properties : (1) The process has invariance
for any c 0 ∈ R. (2) For each fixed c there exists a 1-D Brownian motion {B t (c)} such that
{B t (c)} are a family of martingales satisfying
Here notingZ
is a complex Brownian motion, we see
hence the uniqueness of the solutions gives us
Then, for a fixed c, {B t (c)} t≥0 is a 1D Brownian motion and
holds, hence
The variational process for {B t (c)} are
7 Convergence of θ t (κ) mod π Proposition 7.1 As t → ∞ (2θ t (κ)) 2πZ converges to the uniform distribution on [0, 2π).
Proof. Letting
We omit the κ-dependence of θ t . By (2.2) we decompose
We use Lemma 6.1(1) and decompose I further into "non-oscillating"-term + martingale-term + remainder :
We further compute the third term of δ 1,1 by Lemma 6.1(1) and see that δ 1,1 (t) has a limit as t → ∞. Taking expectation, martingale term vanishes and we have
2) By Lemma 6.1(2), the first term of (7.1) satisfies
a(s) 2 e 2miθs ds + δ 1,2 (t) where δ 1,2 (t) has a limit as t → ∞ and satisfies the same estimate as (7.2). We substitute it into (7.1) and let δ 1 = δ 1,1 + δ 1,2 . Then
Similarly, we have
To summarize,
where 
Let σ F (dλ) be the spectral measure of L with respect to F . Then by noting
Then (7.4) turns to
and hence
We further decompose IV :
It is easy to see that IV 1 t→∞ → 0. For IV 2 we use F = 0 and compute, for large M,
Limiting behavior ofθ t
To study the limiting behavior of (2θ t ) 2πZ we set ξ t := e 2iθt(κ) .
Estimate of integral equation
As in the proof of Proposition 7.1, we can show the following lemma.
Lemma 8.1 Let 0 < t 0 < t. Then we havẽ
a(s)e 2iθs dM s .
Identification of η t
Let η t be a limit point of η (n) t which is uniformly distributed on U for each fixed t > 0 by Lemma 7.1. In this subsection we show that the distribution of the process η t is uniquely determined.
Lemma 8.3 (1) For any 0 < t 0 < t,
Gm where F t is the σ-algebra generated by {X s } 0≤s≤t .
(2) For any 0 < t 0 < t 1 < · · · < t k , the family of random variables
(1) Let m, m ′ ∈ Z. By a argument similar to deduce (7.4), we have
Taking a conditional expectation and letting
We then proceed as in the proof of Theorem 6.10.
Remark 8.1 Z t , B t which appear in SDE's (6.17, 8.2) of Ψ, η are not independent. In fact,
dt.
Here we note the following fact. By the time change u = log t, ζ u := log η e u satisfies the following SDE which is stationary in time.
To summarize, the following facts have been proved. (i) For any t > 0, η t has uniform distribution(Lemma 7.1).
(ii) For any 0 < t 0 < t 1 < t 2 < · · · < t n , random variables
(iii) For any t 0 > 0, x t = η t /η t 0 satisfies an SDE on t ≥ t 0 (Lemma 8.4) :
These facts determines (in distribution) the process η t uniquely. In fact, for any 0 < t 0 < t 1 < · · · < t n , the distribution of {η t 0 , η t 1 , · · · , η tn } can be computed from that of {η t 0 , η t 1 /η t 0 , · · · , η tn /η t n−1 } and the latter distribution can be determined uniquely from (ii) and (iii). Therefore the distribution of {η t } is characterized by the constants C 1 , C 2 . More concretely, if we prepare 9.2 Convergence of Ψ (n) t as increasing functions Proposition 9.2 Fix any t > 0. Then we can find a coupling such that the following statement is valid for a.s.
for any x ∈ R where φ t is uniformly distributed and independent of Ψ t .
As is explained in section 5, Proposition 9.2 completes the proof of Theorem 1.3. To prove Proposition 9.2 we shall show below that the convergence Ψ We define a metric ρ on M by
for T < ∞. We further define for a smooth function
Lemma 9.3 Let {µ n } n≥1 be a family of probability measures on Ω. Suppose for each smooth function f on [a, b] a family of probability measures {Φ
Assume further there exists a constant C such that
holds for any n ≥ 1. Then {µ n } n≥1 is tight.
Proof. From (9.3) we see that for any ǫ > 0, there exists a M > 0 such that
We show K is compact in Ω. Let {ω n } n≥1 be a sequence in K. Since K 1 is compact, there exists a subsequence {n We would like to check that the conditions for Lemma 9.3 are satisfied for Ψ (n) t (·). The inequality (9.3) follows from Lemma 6.6. In view of (9.2), the required tightness is implied by the following lemma. Then, as a family of probability measures on C([0, T ] → R), {g n } n≥1 is tight.
Proof. It is sufficient to show that following two equations.
(1) lim A→∞ sup n P (|g n (0)| ≥ A) = 0, t (x) is increasing with respect to x, for x ∈ [x j , x j+1 ] the integrand is bounded from above by
Substituting it into (9.5) yields
t (x j ) + (t ↔ s)
s (x j )| =: I + II.
Thus we decompose the probability in question into two terms. The III-term can be estimated by Lemma 6.6.
t (a) > ρ/4 + (t ↔ s)
Thus for any ǫ > 0 we take N large enough independently of δ to have
For such fixed N, we have
is tight by Lemma 6.8, we can let IV < ǫ/2 by taking n large and then taking δ > 0 small.
We identify an element of M with a non-decreasing and right continuous function ω on [a, b] satisfying ω(a) = 0. Then ω n converges to ω ∈ Ω if and only if ω n (x) → ω(x) at any point of continuity of ω.
Lemma 9.5 Suppose {ω n } n≥1 ⊂ M converges to ω of M. Assume ω is continuous. Then the convergence is uniform.
Proof. Assume {ω n } n≥1 does not converge to ω uniformly. Then there exists a sequence n 1 < n 2 < · · ·, {t k } k≥1 and a positive number ǫ 0 such that
is valid for any k = 1, 2, · · · . We can assume t k → t 0 ∈ [a, b] keeping t 1 < t 2 < · · · < t 0 . Then
