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Abstract—This paper considers the problem of minimizing
the time average of a controlled stochastic process subject to
multiple time average constraints on other related processes. The
probability distribution of the random events in the system is
unknown to the controller. A typical application is time average
power minimization subject to network throughput constraints
for different users in a network with time varying channel
conditions. We show that with probability at least 1 − 2δ, the
classical drift-plus-penalty algorithm provides a sample path
O(ε) approximation to optimality with a convergence time
1
ε2
max
{
log2 1
ε
log 2
δ
, log3 2
δ
}
, where ε > 0 is a parameter
related to the algorithm. When there is only one constraint,
we further show that the convergence time can be improved
to 1
ε2
log2 1
δ
.
I. INTRODUCTION
Consider a slotted time system with slots t ∈ {1, 2, 3, . . .}
with an independent and identically distributed (i.i.d.) process
{w[t]}∞t=1, which takes values in an arbitrary set W with a
probability distribution unknown to the controller. At each
time slot, the controller observes the realization w[t] and picks
a decision vector z[t] , (z0[t], z1[t], . . . , zL[t]) ∈ A(w[t]),
where A(w[t]) ∈ RL+1 is an option set which possibly
depends on w[t].
The goal is to minimize the time average of the objective
z0[t] subject to L time average constraints on processes zl[t],
l = 0, 1, . . . , L, respectively. Let
zl = lim sup
T→∞
1
T
T∑
t=1
zl[t], l ∈ {0, 1, 2, . . . , L}.
Then we write the stochastic optimization problem as
min z0 (1)
s.t. zl ≤ 0, ∀l ∈ {1, 2, . . . , L}, (2)
z[t] ∈ A(w[t]), ∀t ∈ {1, 2, . . .}, (3)
where both the minimum and constraints are taken in an almost
sure (probability 1) sense. We assume the problem is feasible
and the minimum does exist.
A. Related problems and applications
Problems with the above formulation is common in wire-
less communications and networking. For example, w[t] can
represent a vector of the time varying channel conditions,
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and {z0[t], . . . , zL[t]} include instantaneous communication
rates, power allocations and other metrics for different devices
in the network. Specific examples involving this formulation
include beamforming ([1], [2]), cognitive radio networks ([3]),
energy-aware task scheduling ([8], [19], [20]) and stock market
trading ([4]). In Section V, we present a concrete example of
formulation (1)-(3) related to dynamic server scheduling.
Furthermore, it is shown in Chapter 5 of [8] that the fol-
lowing more general stochastic convex optimization problem
can be mapped back to a problem with structure (1)-(3) via a
vector of auxiliary variables:
min f(z)
s.t. gk(z) ≤ 0, ∀k ∈ {1, 2, . . . ,K},
z[t] ∈ A(w[t]), ∀t ∈ {1, 2, . . .},
with f(·), gk(·) continuous and convex and A(w[t]) subset of
RM . The above formulation arises, for example, in network
throughput-utility optimization where z represents a vector of
achieved throughput, A(w[t]) is a proper subset of RM and
f(·) is a convex function measuring the network fairness. A
typical example of such function when z[t] is nonnegative is
f(z) = −
M∑
m=1
log(1 + vmzm),
where {vm}Mm=1 are nonnegative weights. For more details on
network utility optimization, see [7], [8], [21]-[23].
Finally, we make several remarks on the i.i.d. assump-
tion of the random event w[t]. The i.i.d. assumption is
posed here mainly for the ease of analysis, although it
appears fairly often in engineering models. For example,
in wireless communication scenario, the i.i.d. Rayleigh
distribution is often used to model the receiver channel
condition. For more detailed elaboration on i.i.d. Rayleigh
fading channel, see chapter 7.3.8 of [9]. The i.i.d. assump-
tion is also adopted in a number of other literatures such
as [16], [17] and [20].
B. The drift-plus-penalty algorithm
This subsection briefly introduces the drift-plus-penalty
algorithm. This algorithm is previously introduced in [7],
[8] and [13] with a provable O(ε) approximation solution
to (1)-(3) as T goes to infinity. It has been applied to
solve various problems in wireless communications and
networking ([8][10]). For more recent applications in
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2encounter-based network and mobile edge network, see
[11] and [12].
Define L virtual queues Ql[t], l ∈ {1, 2, . . . , L} which are
0 at t = 1 and updated as follows:
Ql[t+ 1] = max {Ql[t] + zl[t], 0} . (4)
Meanwhile, denote Q[t] = (Q1[t], Q2[t], . . . , QL[t]). The
basic intuition behind the virtual queue idea is that if an
algorithm can stabilize Ql[t], ∀l ∈ {1, 2, . . . , L}, then, the
average “rate” zl is below 0 and the constraints are satisfied.
Then, the algorithm proceeds as follows via a fixed trade off
parameter V > 0:
• At the beginning of each time slot t, observe w[t], Ql[t]
and take z[t] ∈ A(w[t]) so as to solve the following
unconstrained optimization problem:
min
z[t]∈A(w[t])
V z0[t] +
L∑
l=1
Ql[t]zl[t]. (5)
In other words, the solution treats Ql[t] and w[t] as given
constants and chooses z[t] in A(w[t]) to minimize the
above expression.
• Update the virtual queues
Ql[t+ 1] = max{Ql[t] + zl[t], 0} ∀l ∈ {1, 2, . . . , L}.
In the current work, we focus on its sample path analysis
in finite time: It computes the convergence time required
to achieve an O(ε) approximation with high probability, as
discussed in the next subsections.
C. Related algorithms and convergence time
The algorithm introduced in the last section is closely
related to the idea of opportunistic scheduling, which was
pioneered by Tassiulas and Ephremides in [5] and [6]. A
max-weight algorithm was first introduced in their works
to stabilize multiple parallel queues in data networks. The
drift-plus-penalty algorithm builds upon max-weight algorithm
to further maximize the network utility or minimize energy
consumption while stabilizing the queues in the network at the
same time ([7] and [8]). A sample path asymptotic analysis is
presented in [13] using the strong law of large numbers for
supermartingale difference sequences. Under mild assumptions
on z[t], it shows that the drift-plus-penalty algorithm satisfies
constraints (2)-(3) and achieves the near optimality
z0 ≤ zopt +O(ε),
with probability 1, where zopt is the minimum achieved by the
optimization problem (1)-(3). Throughout the paper, we use
the notation O(ε) to hide an absolute constant M meaning
for all sufficiently small ε, there exists a constant M > 0
such that z0 ≤ zopt +Mε.
Next, consider the problem of convergence time analysis,
i.e., the number of slots needed for the desired near optimality
to kick in. Most previous works (such as [14], [15] and [16])
focus on the expected time average performance and only
require the constraints to hold in an expected sense. The
work in [14] proves that the same drift-plus-penalty algorithm
described in section I-B gives an O(ε) approximation defined
in the following manner:
1
T
T∑
t=1
E [z0[t]] ≤ zopt +O(ε), (6)
1
T
T∑
t=1
E [zl[t]] ≤ O(ε), ∀l ∈ {1, 2, . . . , L}, (7)
with the convergence time T = O(1/ε2). Work in [16]
demonstrates near-optimal O(log(1/ε)/ε) convergence time
for one constraint. An improved convergence time of O(1/ε)
is shown in [15] in deterministic problems.
The drift-plus-penalty algorithm can also be viewed as a
dual algorithm with averaged primals. A similar stochastic
dual algorithm for constrained stochastic optimization in [17]
is shown to satisfy the constraints and achieve the near
optimality asymptotically with probability 1 as well. A sim-
ilar O(1/2) convergence time result for a dual subgradient
method is shown in [18] in the case of deterministic convex
optimization. Related work in [19] applies a dual subgradient
method for non-stochastic optimization in a network schedul-
ing problem. The work in [20] further considers the dual
subgradient method with stochastic approximations in network
scheduling. Other related optimization methods for queueing
networks are also treated via fluid limits for Markov chains in
[21]-[24].
D. Contributions and roadmap to proof
This paper considers the drift-plus-penalty algorithm for
stochastic optimization problem (1)-(3) and, for the first time,
gives a sample path convergence time result. Specifically, for
a general stochastic optimization of the form (1)-(3), we show
that for any δ > 0 and ε > 0, with probability at least 1− 2δ,
the drift-plus-penalty algorithm gives an O(ε) approximation
as follows:
1
T
T∑
t=1
z0[t] ≤ zopt +O(ε),
1
T
T∑
t=1
zl[t] ≤ O(ε), ∀l ∈ {1, 2, . . . , L},
with convergence time T = 1ε2 max
{
log2 1ε log
2
δ , log
3 2
δ
}
.
Compared to (6)-(7), we removed the expectations at the
cost of an extra logarithm factor on the convergence time.
Furthermore, when there is only one time average constraint
in (1)-(3) (i.e. L = 1), we show that the convergence time can
be improved to 1ε2 log
2 1
δ .
The proof starts by showing the sum-up drift-plus penalty
expression is a supermartingale. The prime difficulty is that
the difference sequence of this supermartingale is potentially
unbounded, which prevents us from using established concen-
tration inequalities. We overcome this difficulty by truncation.
Specifically, in the general case where there are multiple
constraints, we proceed with the following three steps:
1) Truncate the original supermartingale using a stop-
ping time, which gives us another supermartingale with
bounded difference.
32) Show that the tail probability of the original supermartin-
gale is upper bounded by the tail probability of the
truncated one plus the probability of occurrence of the
stopping time.
3) Bound the tail probability of the truncated supermartin-
gale by a concentration result and bound the probability
of stopping time occurrence by an exponential tail bound
of the virtual queue processes.
In the special case where there is only one constraint, we show
that performing a truncation using a deterministic constant
instead of a stopping time is enough to construct a super-
martingale with bounded difference, thereby giving a better
convergence time result.
II. ASSUMPTIONS AND PRELIMINARIES
A. Basic assumptions
Assumption 1. For any t ∈ {1, 2, . . .}, the vector z[t] ∈
A(w[t]) satisfies
|z0[t]| ≤ zmax,√√√√ L∑
l=1
zl[t]2 ≤ B.
where zmax and B are positive constants.
In addition, we also need the following compactness as-
sumption.
Assumption 2. For any w ∈ W , the set A(w) is a compact
subset of RL+1.
This assumption is not crucial in our analysis. However,
it guarantees that there is always an optimal solution to (5)
within the drift-plus-penalty algorithm, and thereby relieves
us from unnecessary complexities in the convergence time
analysis.
Assumption 3. (ξ-slackness) There exists a randomized sta-
tionary policy z(ξ)[t] such that all constraints are satisfied with
ξ > 0 slackness, i.e.
E
[
z
(ξ)
l [t]
]
≤ −ξ, ∀l ∈ {1, 2, . . . , L}.
The sets A(w[t]) are not required to have any additional
structure beyond these assumptions. In particular, the sets
A(w[t]) might be finite, infinite, convex, or nonconvex.
B. Interpretation of drift-plus-penalty
We define the squared norm of the virtual queue vector as
‖Q[t]‖2 =
L∑
l=1
Ql[t]
2.
Define the drift of the virtual queue vector as follows:
∆[t] =
1
2
(‖Q[t+ 1]‖2 − ‖Q[t]‖2) .
The drift-plus-penalty algorithm observes the vector Q[t] and
random event w[t] at every slot t, and then makes a decision
z[t] ∈ A(w[t]) to greedily minimize an upper bound on the
drift-plus-penalty expression
E [∆[t] + V z0[t] | Q[t], w[t]] .
To bound ∆[t], for any l ∈ {1, 2, . . . , L}, we square (4) from
both sides and use the fact that max{z, 0}2 ≤ z2 to obtain:
Ql[t+ 1]
2 ≤ Ql[t]2 + zl[t]2 + 2Ql[t]zl[t].
According to Assumption 1,
∆[t] ≤ B
2
2
+
L∑
l=1
Ql[t]zl[t]. (8)
Thus, adding V z0[t] from both sides and taking the conditional
expectation gives,
E [∆[t] + V z0[t] | Q[t], w[t]]
≤B
2
2
+ E
[
L∑
l=1
Ql[t]zl[t] + V z0[t]
∣∣∣∣∣ Q[t], w[t]
]
=
B2
2
+
L∑
l=1
Ql[t]zl[t] + V z0[t], (9)
where the equality comes from the fact that given Q[t] and
w[t], the term
∑L
l=1Ql[t]zl[t] + V z0[t] is a constant. Thus,
as we have already seen in section I-B, the drift-plus-penalty
algorithm observes the vector Q[t] and random event w[t] at
slot t, and minimizes the right hand side of (9).
C. Optimization over randomized stationary algorithms
A key feature of the drift-plus-penalty algorithm is that
it is performed without knowing the probability distribution
of the random events. Suppose for the moment that the
controller does know the probability distribution of the random
events. Then, consider the following class of randomized
stationary algorithms: At the beginning of each time slot t,
after observing the random event w[t], the controller selects a
decision vector z∗[t] ∈ A(w[t]) according to some probability
distribution which depends only on w[t].
The following lemma shows that the optimal solution
to (1)-(3) is achievable over the closure of all one-shot
expectations of z∗[t]:
Theorem 1 (Lemma 4.6 of [8]). Let zopt be the minimum
achieved by (1)-(3), Let P be the subset of RL+1 consisting
of one-shot expectations E [z∗[t]] achieved by all randomized
stationary algorithms. Then, there exists a vector z∗ ∈ P , the
closure of P , such that
z∗0 = z
opt (10)
z∗l ≤ 0, ∀l ∈ {1, 2, . . . , L}, (11)
i.e., the optimality is achievable within P .
Note that P cannot be explicitly constructed if the
controller does not know the probability distribtion of
w[t]. Thus, Theorem 1 cannot be used to compute the
optimal solution to (1)-(3). However, we can use it to prove
important results as is shown in the following section.
4III. CONVERGENCE TIME ANALYSIS
For the rest of the paper, we implicitly assume that all
lemmas and theorems are built on Assumption 1 to 3 and
(1)-(3) is feasible.
A. Construction of a supermartingale
Define Ft as the system history up to slot t.1 The following
lemma illustrates the key feature of the drift-plus-penalty
algorithm.
Lemma 1. The following inequality holds regarding the drift-
plus-penalty algorithm for any t ∈ {1, 2, 3, . . .}:
E
[
V (z0[t]− zopt) +
L∑
l=1
Ql[t]zl[t]
∣∣∣∣∣ Ft−1
]
≤ 0, (12)
Proof: Since the drift-plus-penalty algorithm minimizes
the term on the right hand side of (9) over all possible
decisions at time t, it must achieve a smaller value on that
term compared to that of any randomized stationary algorithm
z∗[t], Formally, this is
L∑
l=1
Ql[t]zl[t] + V z0[t] ≤
L∑
l=1
Q[t]z∗l [t] + V z
∗
0 [t].
Since for any l ∈ {1, 2, . . . , L},
Ql[t] = max{Ql[t− 1] + zl[t− 1], 0} ∈ Ft−1,
taking expectations from both sides regarding w[t] gives
E
[
L∑
l=1
Ql[t]zl[t] + V z0[t]
∣∣∣∣∣ Ft−1
]
≤E
[
L∑
l=1
Ql[t]z
∗
l [t] + V z
∗
0 [t]
∣∣∣∣∣ Ft−1
]
=
L∑
l=1
Ql[t]E [z∗l [t]] + V E [z∗0 [t]] ,
where the last equality follows from the fact that the
randomized stationary algorithm chooses z∗[t] based only
on w[t] and thus independent of the virtual queues at time
t. Since E [z∗[t]] ∈ P , and above inequality holds for any
randomized stationary algorithm, it follows
E
[
L∑
l=1
Ql[t]zl[t] + V z0[t]
∣∣∣∣∣ Ft−1
]
≤ V z∗ +
L∑
l=1
Ql[t]z
∗
l ,
which implies the claim combining with Theorem 1.
With the help of the above lemma, we construct a super-
martingale as follows,
Lemma 2. Define a process {X[t]}∞t=0 such that X[0] = 0
and
X[t] =
t∑
i=1
(
V (z0[i]− zopt) +
L∑
l=1
Ql[i]zl[i]
)
.
1Formally, Ft is the sigma algebra generated by all random variables from
slot 1 to slot t, which include {w[s]}ts=1, {z[s]}ts=1 and {Q[s]}ts=1.
Then, {X[t]}∞t=0 is a supermartingale.
Proof: First, it is obvious that |X[t]| <∞ and X[t] ∈ Ft
for any t ≥ 0. Then, by (12), the following holds for any
t ≥ 1:
E [X[t]|Ft−1]
=E
[
V (z0[t]− zopt) +
L∑
l=1
Ql[t]zl[t]
∣∣∣∣∣Ft−1
]
+X[t− 1]
≤X[t− 1].
Thus, {X[t]}∞t=0 is a supermartingale.
B. Truncation by a stopping time
Although the process {X[t]}∞t=0 is a supermartingale, its
difference sequence V (z0[t]−zopt)+
∑L
l=1Ql[t]zl[t] is poten-
tially unbounded because the virtual queue process {Ql[t]}∞t=1
is not bounded. On the other hand, the bounded difference
property is crucial for any well established concentration result
to work (see [26] for details). The way to circumvent this
problem is to use truncation. Intuitively, we can “stop” the
process whenever the difference gets too large and this stopped
process then satisfies the bounded difference property. The
idea of truncation has been used under different scenarios
(see [27] for sequential analysis and [28] for queue stability
analysis). For basic definitions and lemmas related to stopping
time and supermatringale, see Appendix A. For the rest of the
paper, define a ∧ b , min{a, b}.
The following lemma introduces a truncated process
{Y [t]}∞t=0 which has some desired properties.
Lemma 3. For any c1 > 0, define
τ , inf{t > 0 : ‖Q[t]‖ > c1}.
Meanwhile, for any t ≥ 0, define
Y [t] = X[t ∧ (τ − 1)].
Then, Y [t] has the following two properties:
1.The process {Y [t]}∞t=0 is a supermartingale.
2.The process {Y [t]}∞t=0 has bounded one-step differences,
|Y [t+ 1]− Y [t]| ≤ c2, ∀t ≥ 0,
where c2 = 2V zmax +Bc1.
Proof: Proof of Property 1: In order to apply Theorem
12 it is enough to show that τ − 1 is a valid stopping time,
i.e. {τ − 1 = t} ∈ Ft, ∀t ≥ 0. Indeed, since Ql[t + 1] =
max{Ql[t] + zl[t], 0} ∈ Ft, ∀t ≥ 0 and ∀l ∈ {1, 2, . . . , L}, it
follows that
{τ − 1 = t} = {τ = t+ 1}
={‖Q[t+ 1]‖ > c1} ∩ {‖Q[i]‖ ≤ c1, ∀i ≤ t} ∈ Ft.
Since {Y [t]}∞t=0 is a supermartingale truncated by a stopping
time, we apply Lemma 12 in Appendix A to conclude that it
is also a supermartingale.
Proof of Property 2: The proof is provided in Appendix B.
5The following lemma gives a concentration result for
{X[t]}∞t=0 which is a supermartingale with possibly un-
bounded differences. The result is proved by a union bound
argument.
Lemma 4. For the same sequence {X[t]}∞t=0 defined in
Lemma 2, fix a time period T and define the “bad event”
for each t ∈ {1, 2, . . . , T} as follows:
Bt , {‖Q[t]‖ > c1}
for some c1 > 0. Then, we have for any λ > 0,
Pr (X[T ] ≥ λ) ≤ exp
(
− λ
2
2Tc22
)
+
T∑
t=1
Pr (Bt) .
Proof: We first show that for any t ≥ 1, {X[t] 6= Y [t]} ⊆
∪ti=1Bi. The proof is simple. Any event X[t] 6= Y [t] is equiva-
lent to X[t∧ (τ −1)] 6= X[t]. Thus, it follows t∧ (τ −1) 6= t.
This implies τ − 1 < t and ‖Q[t]‖ must exceed c1 within
the first t slots. Thus, the event {X[t] 6= Y [t]} must belong to
∪ti=1Bi.
Now, we can bound the probability that X[T ] ever gets large
using a union bound, i.e.
Pr (X[T ] ≥ λ) =Pr (X[T ] = Y [T ], Y [T ] ≥ λ)
+ Pr (X[T ] 6= Y [T ], X[T ] ≥ λ)
≤Pr (Y [T ] ≥ λ) + Pr(X[T ] 6= Y [T ])
≤ exp
(
− λ
2
2Tc22
)
+ Pr
(∪Tt=1Bt)
≤ exp
(
− λ
2
2Tc22
)
+
T∑
t=1
Pr(Bt).
where the second-to-last inequality uses {X[t] 6= Y [t]} ⊆
∪ti=1Bi and Lemma 13 in Appendix A.
C. Exponential tail bound of the virtual queue
According to Lemma 4, it remains to show that the prob-
ability that the bad event occurs (i.e. Pr(Bt)) is small. The
following preliminary lemma comes from the ξ-slackness
assumption which states that ‖Q[t]‖ is not expected to be
very large, which leads to a bound for Pr(Bt) shown in
Cororllary 1.
Note that the key intuition here is the queue length
has a exponential tail bound under the well-known max-
weight algorithm (See also Lemma 3 in [25]). Our drift-
plus-penalty algorithm builds upon max-weight algorithm
and thus also has exponential tail bound on the queues
(Lemma 5 and Corollary 1 below). Thus, intuitively, we
are not “losing too much” if the queue is truncated at some
appropriate level. This drives our truncation technique on
the constructed supermartingales.
Lemma 5. The following holds for any t ∈ N+ under the
drift-plus-penalty algorithm,
|‖Q[t+ 1]‖ − ‖Q[t]‖| ≤ B,
E [‖Q[t+ 1]‖ − ‖Q[t]‖|Q[t]] ≤
{
B, if ‖Q[t]‖ ≤ C0V ;
−ξ/2, if ‖Q[t]‖ > C0V .
where C0 , (4zmax + B
2
V − ξ
2
4V )/ξ, B, zmax are defined in
Assumption 1 and ξ is defined in Assumption 3.
Proof: First of all, by definition of B and ξ, we have
B ≥ ξ and C0 is always positive. According to Assumption
1, the increase (or decrease) of all queues are bounded during
each slot, it follows for any t,
|‖Q[t+ 1]‖ − ‖Q[t]‖|
≤ ‖Q[t+ 1]−Q[t]‖
=
√√√√ L∑
l=1
(max{Ql[t] + zl[t], 0} −Ql[t])2
≤
√√√√ L∑
l=1
zl[t]2 ≤ B,
where the first inequality follows from triangle inequality and
the second from the last inequality follows from |max{a +
b, 0} − a| ≤ |b|, ∀a, b ∈ R.
Next, suppose ‖Q[t]‖ > C0V . Then, since the drift-plus-
penalty algorithm minimizes the term on the right hand side
of (9) over all possible decisions at time t, it must achieve
smaller value on that term compared to that of ξ-slackness
policy z(ξ)[t]. Formally, this is
E
[
L∑
l=1
Ql[t]zl[t] + V z0[t]
∣∣∣∣∣ Q[t], w[t]
]
≤E
[
L∑
l=1
Q[t]z
(ξ)
l [t] + V z
(ξ)
0 [t]
∣∣∣∣∣ Q[t], w[t]
]
.
Substitute this bound into the right hand side of (9) and take
expectations from both sides to obtain
E [∆[t] + V z0[t] | Q[t]]
≤B
2
2
+ E
[
L∑
l=1
Ql[t]z
(ξ)
l [t] + V z
(ξ)
0 [t]
∣∣∣∣∣ Q[t]
]
.
This implies
E
[‖Q[t+ 1]‖2 − ‖Q[t]‖2 | Q[t]]
≤B2 + 2
L∑
l=1
Ql[t]E
[
z
(ξ)
l [t]
∣∣∣Q[t]]+ 4V zmax
≤B2 − 2ξ
L∑
l=1
Ql[t] + 4V zmax
≤B2 − 2ξ‖Q[t]‖+ 4V zmax,
where the second inequality follows from the ξ-slackness
property and the assumption that z(ξ)l [t] is i.i.d. over slots and
6hence independent of Ql[t]. This further implies
E
[‖Q[t+ 1]‖2 | Q[t]]
≤‖Q[t]‖2 − 2ξ‖Q[t]‖+B2 + 4V zmax
=‖Q[t]‖2 − 2ξ‖Q[t]‖+B2 + 4V zmax − ξ
2
4
+
ξ2
4
=‖Q[t]‖2 − 2ξ‖Q[t]‖+ B
2 + 4V zmax − ξ
2
4
ξ
· ξ + ξ
2
4
=‖Q[t]‖2 − 2ξ‖Q[t]‖+ C0V · ξ + ξ
2
4
≤‖Q[t]‖2 − ξ‖Q[t]‖+ ξ
2
4
=
(
‖Q[t]‖ − ξ
2
)2
,
where the first inequality follows from the definition of C0 and
the second inequality follows from the assumption ‖Q[t]‖ ≥
C0V . Now take the square root from both sides to obtain√
E [‖Q[t+ 1]‖2 | Q[t]] ≤ ‖Q[t]‖ − ξ
2
.
By concavity of the
√
x function, we have
E [‖Q[t+ 1]‖ | Q[t]] ≤√E [‖Q[t+ 1]‖2 | Q[t]], thus,
E [‖Q[t+ 1]‖ | Q[t]] ≤ ‖Q[t]‖ − ξ
2
,
finishing the proof.
The following lemma gives us a bound on the moments
whenever a random process satisfies the drift condition in
Lemma 5. Its proof is given in [16].
Lemma 6. Let K[n] be a real random process over n ∈
{1, 2, . . .} satisfying
|K[n+ 1]−K[n]| ≤ γ
E [K[n+ 1]−K[n] | K[n]] ≤
{
γ, K[n] < σ;
−β, K[n] ≥ σ.
for some positive real-valued σ, and 0 < β ≤ γ. Suppose
K[0] ∈ R is finite. Then, at every n ∈ {1, 2, . . .}, the following
holds:
E
[
erK[n]
]
≤ D + (erK[1] −D)ρn,
where 0 < ρ < 1 and
r =
β
γ2 + γβ/3
, ρ = 1− rβ
2
, D =
(erγ − ρ)erσ
1− ρ .
Using the above two lemmas, we have the following impor-
tant corollary regarding the virtual queue vector.
Corollary 1. The following hold for any t ∈ {1, 2, . . .} under
the drift-plus-penalty algorithm,
1. Bounded moments of virtual queues:
E
[
er‖Q[t]‖
]
≤ D, (13)
where
r =
3ξ
6B2 +Bξ
, D =
(4erB + rξ − 4)erC0V
rξ
,
B is defined in Assumption 1, ξ is defined in 3 and C0 is
defined in Lemma 5.
2. Exponential tail bound: For any c1 > 0,
Pr (‖Q[t]‖ > c1) ≤ De−rc1 . (14)
3. Asymptotic feasibility: For any l ∈ {1, 2, · · · , L}
lim sup
T→∞
1
T
T−1∑
t=1
zl[t] ≤ 0, w.p.1. (15)
Proof: The first part follows directly from Lemma 5 and
Lemma 6 by plugging in γ = B and β = ξ/2 in Lemma 6.
The second part follows from
Pr (‖Q[t]‖ > c1) = Pr
(
er‖Q[t]‖ > erc1
)
≤ E
[
er‖Q[t]‖
]
erc1
≤ De−rc1 .
which is a direct application of Markov inequality. For the
third part of the claim, taking c1 = εT and obtain
Pr(Ql[T ] > εT ) ≤ De−rεT .
Thus, we have
∞∑
T=1
Pr(Ql[T ] > εT ) ≤ D
∞∑
T=1
e−rεT < +∞.
Thus, by the Borel-Cantelli lemma,
Pr (Ql[T ] > εT for infinitely many T ) = 0.
Since ε > 0 is arbitrary, letting ε→ 0 gives
Pr
(
lim
T→∞
Ql[T ]
T
= 0
)
= 1.
On the other hand, by queue updating rule Ql[T ] ≥ Ql[1]+∑T−1
t=1 zl[t] =
∑T−1
t=1 zl[t], and thus, the claim follows.
D. Convergence time bound
The following is our main lemma on the performance of
drift-plus-penalty algorithm.
Lemma 7. Under the proposed drift-plus-penalty algorithm,
for any δ ∈ (0, 1), and any T ∈ N,
Pr
(
1
T
T∑
t=1
(
V (z0[t]− zopt) +
L∑
l=1
Ql[t]zl[t]
)
≤ CV
max
{
log T log1/2 2δ , log
3/2 2
δ
}
√
T
 ≥ 1− δ,
where C = 2
√
2(2zmax+
B
rV +
B
rV log
(
8erB+2rξ−8
rξ
)
+BC0),
C0, r are defined in Lemma 5 and Corollary 1, respectively,
B, zmax are defined in Assumption 1, and ξ is defined in
Assumption 3.
Proof: First of all, according to Corollary 1 and the
definition of Bt,
Pr(Bt) ≤ De−rc1 .
Thus,
T∑
t=1
Pr(Bt) ≤ DTe−rc1 .
7Then by Lemma 4, we have
Pr(X[T ] ≥ λ) ≤ exp
(
− λ
2
2Tc22
)
+DTe−rc1 . (16)
For any δ ∈ (0, 1), set DTe−rc1 = δ/2, so that c1 =
1
r log
2DT
δ . Then, set
exp
(
− λ
2
2Tc22
)
= δ/2,
which, by substituting the definition that c2 = 2V zmax +Bc1,
implies
λ =
√
2T log
2
δ
(
2V zmax +
B
r
log
2DT
δ
)
=
√
2B
r
√
T
(
log T log1/2
2
δ
+ log3/2
2
δ
)
+
√
2
(
2V zmax +
B
r
log(2D)
)√
T log1/2
2
δ
≤CV
2
√
T
(
log T log1/2
2
δ
+ log3/2
2
δ
)
≤CV
√
T max
{
log T log1/2
2
δ
, log3/2
2
δ
}
,
where the second equality follows from simple algebra, the
first inequality follows by substituting the definition of D in
Corollary 1 and doing some simple algebra, and the final
inequality follows from the fact that a + b ≤ 2 max{a, b}.
Substitute this choice of λ and the definition of X[T ] in
Lemma 2 into (16) gives
Pr
(
1
T
T∑
t=1
(
V (z0[t]− zopt) +
L∑
l=1
Ql[t]zl[t]
)
≥
CV max
{
log T log1/2 2δ , log
3/2 2
δ
}
√
T
 ≤ δ,
which implies the claim.
With the help of Lemma 7, we have the following theorem,
Theorem 2. Fix ε > 0 and δ ∈ (0, 1) and define V = 1/ε.
Then, for any T ≥ 1ε2 max
{
log2 1ε log
2
δ , log
3 2
δ
}
, with
probability at least 1− 2δ, one has:
1
T
T∑
t=1
z0[t] ≤ zopt +O(ε), (17)
1
T
T∑
t=1
zl[t] ≤ O(ε), ∀l ∈ {1, 2, . . . , L}, (18)
and thus the drift-plus-penalty algorithm with parameter V =
1/ε provides an O(ε) approximation with a convergence time
1
ε2 max
{
log2 1ε log
2
δ , log
3 2
δ
}
.
The proof is given in Appendix C by applying Lemma 7
together with Corollary 1. First, using the relation between
∆[t] and
∑L
i=1Ql[t]zl[t] in (8) and the fact that
∑T
t=1 ∆[t]
is a telescoping sum equal to 12‖Q[T + 1]‖2, we can get rid
of the term
∑L
i=1Ql[t]zl[t] in Lemma 7 and prove the ε-
suboptimality of the objective. Then, we use the exponential
decay of the virtual queue vector in Corollary 1 to bound the
constraint violation.
IV. IMPROVED CONVERGENCE TIME UNDER ONE
CONSTRAINT
In this section, we show that when the problem (1)-(3) has
only one constraint (i.e. L = 1), we can achieve the same ε
approximation as (17) and (18) with probability at least 1−2δ
with a convergence time 1ε2 log
2 2
δ . Compared to the previous
result, we have improved by a logarithm factor.
A. A deterministic truncation
In the previous section, we truncate the original super-
martingale {X[t]}∞t=1 using a stopping time. In this section, we
show that if there is only one constraint, then, a deterministic
truncation is enough to construct a new supermartingale with
a bounded difference.
Again assume the ξ-slackness assumption holds. The trans-
lation of Lemma 5 to the case of one constraint implies that:
|Q1[t+ 1]−Q1[t]| ≤ B, (19)
E [Q1[t+ 1]−Q1[t]|Q1[t]] ≤
{
B, if Q1[t] ≤ C0V ;
−ξ/2, if Q1[t] > C0V ,
(20)
Lemma 8. If L = 1 in problem (1)-(3), then, the following
inequality holds regarding the drift-plus-penalty algorithm for
any t ∈ {1, 2, 3, . . .} and V ≥ B/C0:
E
[
V (z0[t]− zopt) + (Q1[t] ∧ C0V )z1[t]
∣∣ Ft−1] ≤ 0,
Proof: Since Q1[t] ∈ Ft−1, we analyze the conditional
expectation for the following two cases:
1. If Q1[t] ≤ C0V , then, the key feature inequality (12) implies
that
E
[
V (z0[t]− zopt) + (Q1[t] ∧ C0V )z1[t]
∣∣ Ft−1]
=E
[
V (z0[t]− zopt) +Q1[t]z1[t]
∣∣ Ft−1] ≤ 0.
2. If Q1[t] > C0V , then,
−ξ
2
≥E [Q1[t+ 1]−Q1[t]|Ft−1]
=E [max{Q1[t] + z1[t], 0} −Q[t]|Ft−1]
=E [z1[t]|Ft−1] ,
where the inequality follows from (20), the first equality
follows from the queue updating rule (4), and the second
equality follows from the fact when Q1[t] > C0V and
V ≥ B/C0, the max{·} can be removed. Thus, the following
chain of inequalities holds
E
[
V (z0[t]− zopt) + (Q1[t] ∧ C0V )z1[t]
∣∣ Ft−1]
=E
[
V (z0[t]− zopt) + C0V z1[t]
∣∣ Ft−1]
≤E [ 2V zmax + C0V z1[t] | Ft−1]
=2V zmax + C0V E [z1[t]|Ft−1]
≤2V zmax − C0V ξ/2.
Substitute the definition C0 = (4zmax + B
2
V − ξ
2
4V )/ξ,
E
[
V (z0[t]− zopt) + (Q1[t] ∧ C0V )z1[t]
∣∣ Ft−1]
≤2V zmax − V ξ
2
· 4zmax +
B2
V − ξ
2
4V
ξ
=− (B2 − ξ2/4)/2 < 0,
8since B defined in Assumption 1 satisfies |z1[t]| ≤ B, ∀t.
The following corollary follows directly from the above
lemma. Its proof is similar to that of Lemma 2.
Corollary 2. Define a process {G[t]}∞t=0 such that G[0] = 0
and
G[t] ,
t∑
i=1
(
V (z0[i]− zopt) + (Q1[i] ∧ C0V )z1[i]
)
.
Then, {G[t]}∞t=0 is a supermartingale.
B. A detailed analysis of the truncated queue process
In Section II-B, we illustrated the relation between ∆[t] and∑L
i=1Ql[t]zl[t] in (8) thereby using the fact that
∑T
t=1 ∆[t]
is a telescoping sum equal to 12‖Q[T + 1]‖2 to prove The-
orem 2. However, since we have truncated the queue in
the process G[t], the telescoping relation does not hold for∑T
t=1(Q1[t] ∧ C0V )z1[t] anymore. The following argument
shows that
∑T
t=1(Q1[t] ∧ C0V )z1[t] is actually not far away
from a telescoping sum.
Let nj be the j-th time the queue process Q1[t] visits
[0, C0V ] and n0 = 1.2 Define τj , nj+1−nj as the inter-visit
time period. Let nJ be the last time slot in {1, 2, . . . , T + 1}
that Q1[t] visits [0, C0V ]. The following lemma analyzes the
partial sum of (Q1[t]∧C0V )z1[t] from 1 to nJ − 1. Its proof
involves a series of algebraic manipulations and is postponed
to Appendix D.
Lemma 9. Suppose nJ > 1, then, the following holds for
V ≥ B/C0,∣∣∣∣∣
nJ−1∑
t=1
(Q1[t] ∧ C0V )z1[t]− 1
2
Q[nJ ]
2
∣∣∣∣∣ ≤ 52B2(nJ − 1),
where B is defined in Assumption 1 and C0 is defined in
Lemma 5.
The following lemma bounds the time average of the
truncated “drift” term at any time T (i.e., 1T
∑T
t=1(Q1[t] ∧
C0V )z1[t]) from below by a constant using the previous
lemma, thereby demonstrating that the “drift” term cannot get
very small.
Lemma 10. For any T ∈ N and V ≥ B/C0, we have
1
T
T∑
t=1
(Q1[t] ∧ C0V )z1[t] ≥ −5
2
B2.
Proof: We analyze the following two cases:
1. If nJ = T + 1, then, by the above lemma,
T∑
t=1
(Q1[t] ∧ C0V )z1[t] =
nJ−1∑
t=1
(Q1[t] ∧ C0V )z1[t]
≥1
2
Q1[T + 1]
2 − 5
2
B2T
≥− 5
2
B2T.
2If Q1[t] stays within [0, C0V ] for two consecutive time slots t and t+1,
then, this is counted as two units.
2. If nJ < T + 1, then, this implies that Q1[t] > C0V , for all
t ∈ {nJ + 1, . . . , T + 1}. Thus,
T∑
t=1
(Q1[t] ∧ C0V )z1[t]
=
nJ−1∑
t=1
(Q1[t] ∧ C0V )z1[t] +
T∑
t=nJ
(Q1[t] ∧ C0V )z1[t]
≥− 5
2
B2(nJ − 1) + 1
2
Q1[nJ ]
2 +
T∑
t=nJ
(Q1[t] ∧ C0V )z1[t]
=− 5
2
B2(nJ − 1) + 1
2
Q1[nJ ]
2 +
T∑
t=nJ+1
C0V z1[t]
+Q1[nJ ]z1[nJ ]
≥− 5
2
B2(nJ − 1) + 1
2
Q1[nJ ]
2 + C0V
T∑
t=nJ
z1[t]−B2.
where the second to last steps follows from the fact Q1[t] >
C0V for t ∈ {nJ + 1, . . . , T} and the last step follows from
C0V ≥ Q1[nJ ] > C0V −B.
Since V ≥ B/C0, it follows, Q1[t+1] = Q1[t]+z1[t], ∀t ∈
{nJ , . . . , T}. Since Q1[T + 1] > C0V Q1[nJ ] ≤ C0V , we
have
T∑
t=nJ
z1[t] = Q1[T + 1]−Q1[nJ ] > 0.
Thus,
T∑
t=1
(Q1[t] ∧ C0V )z1[t] ≥ −5
2
B2nJ ≥ −5
2
B2T,
finishing the proof.
C. Convergence time analysis
The following lemma is a direct application of Lemma 13
and Corollary 2.
Lemma 11. Under the proposed drift-plus-penalty algorithm,
for any δ ∈ (0, 1), any T ∈ N and any V ≥ B/C0,
Pr
(
1
T
T∑
t=1
(
V (z0[t]− zopt) + (Q1[t] ∧ C0V )z1[t]
)
≤ 2C2V log(1/δ)√
T
)
≥ 1− δ,
where C2 = 2zmax +C0B, C0 is defined in Lemma 5, and B,
zmax are defined in Assumption 1.
Proof: First of all, we have
|G[t]−G[t− 1]| =|V (z0[t]− zopt) + (Q1[t] ∧ C0V )z1[t]|.
≤2V zmax + C0V B
Thus, by Lemma 13 and Corollary 2,
Pr(G[T ] ≥ λ) ≤ exp
(
− λ
2
2TC22V
2
)
.
9Let δ = exp
(
− λ2
2TC22V
2
)
, so we get λ = 2C2
√
T log 1δ . Thus,
Pr
(
G[T ] ≥ 2C2V
√
T log
1
δ
)
≤ δ,
which implies the claim.
The following is our main theorem regarding the conver-
gence time for this L = 1 case.
Theorem 3. Fix ε ∈ (0, C0/B], δ ∈ (0, 1) and define V =
1/ε. Then, for any T ≥ 1ε2 log2 1δ , with probability at least
1− 2δ, one has:
1
T
T∑
t=1
z0[t] ≤ zopt +O(ε), (21)
1
T
T∑
t=1
z1[t] ≤ O(ε), (22)
and so the drift-plus-penalty algorithm with parameter V =
1/ε provides an O(ε) approximation with a convergence time
1
ε2 log
2 1
δ .
The proof given in Appendix E is similar to the proof of
Theorem 2. First, we use Lemma 10 to get rid of the term
(Q1[t] ∧ C0V )z1[t] in Lemma 11, thereby proving the ε-
suboptimality on the objective. Then, we pass the exponential
decay of the virtual queue in Corollary 1 to one constraint
case and bound the constraint violation.
V. APPLICATION ON DYNAMIC SERVER SCHEDULING
Fig. 1. A 3-queue 2-server system.
In this section, we demonstrate the performance of drift-
plus-penalty algorithm via a dynamic server scheduling exam-
ple. Consider a 3-queue 2-server system with an i.i.d. packet
arrival process {a[t]}∞t=1 shown in Fig. 1. All packets have
fixed length and each entry of a[t] is Bernoulli with mean
E [a[t]] = (0.5 0.7 0.4).
During each time slot, the controller chooses which two queues
to be served by the server. A queue that is allocated a server
on a given slot can server exactly one packet on that slot. A
single queue cannot receive two servers during the same slot.
Thus, the service is given by
bi[t] =
{
1, if queue i gets served at time t,
0, otherwise,
and the service vector b[t] ∈ {(1, 1, 0), (1, 0, 1), (0, 1, 1)}.
Suppose further that choosing (1, 1, 0) and (1, 0, 1) consumes
1 unit of energy whereas choosing (0, 1, 1) consumes 2 units
of energy. Let p[t] be the energy consumption at time slot t.
The goal is to minimize the time average energy consumption
while stabilizing all the queues. In view of the formulation (1)-
(3), w[t] = a[t], z0[t] = p[t], (z1[t] z2[t] z3[t]) = a[t] − b[t]
and
A(w[t]) = {a[t]− (1, 1, 0), a[t]− (1, 0, 1), a[t]− (0, 1, 1)}.
Thus, we can write (1)-(3) as
min p
s.t. ai − bi ≤ 0, i ∈ {1, 2, 3}.
where
p = lim sup
T→∞
1
T
T∑
t=1
p[t]
and
ai − bi = lim sup
T→∞
1
T
T∑
t=1
(ai[t]− bi[t]).
Using drift-plus penalty algorithm, we can solving the problem
via the following:
min V p[t]−
3∑
i=1
Qi[t]bi[t]
s.t. b[t] ∈ {(1, 1, 0), (1, 0, 1), (0, 1, 1)}.
This can be easily solved via comparing the following values:
• Option (1, 1, 0): V −Q1[t]−Q2[t].
• Option (1, 0, 1): V −Q1[t]−Q3[t].
• Option (0, 1, 1): 2V −Q2[t]−Q3[t].
Thus, during each time slot, the controller picks the option
with the smallest of the above three values, breaking ties
arbitrarily. This is a simple dynamic scheduling algorithm
which does not need the statistics of the arrivals.
The benchmark we compare to is the optimal stationary
algorithm which is i.i.d. over slots. It can be computed offline
with the knowledge of the means of arrivals via the following
linear program.
min q1 + q2 + 2q3
s.t. q1 ≥ 0, q2 ≥ 0, q3 ≥ 0,
q1 + q2 + q3 = 1, 1 1 01 0 1
0 1 1
 q1q2
q3
 ≥
 0.50.7
0.4
 ,
where q1, q2, q3 stand for the probabilities of choosing cor-
responding options. Simple computations gives the solution:
q1 = 0.6, q2 = 0.3, q3 = 0.1 and the average energy
consumption is 1.1 unit.
Fig. 2 plots the time average energy consumption up to time
T (i.e., 1T
∑T
t=1 p[t]) verses T . It can be seen that as V gets
larger, the time average approaches the optimal average energy
consumption but it takes longer to get close to the optimal.
Similarly, Fig. 3 plots the time average sum-up queue size
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Fig. 2. Time average energy consumption with different V values.
up to time T (i.e.; 1T
∑T
t=1
∑3
i=1Qi[t]) verses T . As V gets
larger, the time average queue size gets larger and it takes
longer to stabilize the queues.
Fig. 3. Time average sum-up queue size with different V values.
VI. CONCLUSIONS
This paper analyzes the non-asymptotic performance of the
drift-plus-penalty algorithm for stochastic constrained opti-
mization via a truncation technique. With proper truncation
level, we show that the drift plus penalty algorithm gives O(ε)
approximation with a provably bounded convergence time.
Furthermore, if there is only one constraint, the convergence
time analysis can be improved significantly.
APPENDIX A
BASIC DEFINITIONS AND LEMMAS
The following definition of stopping time can be found in
Chapter 4 of [27].
Definition 1. Given a probability space (Ω,F , P ) and a
filtration {∅,Ω} = F0 ⊆ F1 ⊆ F2 . . . in F , a stopping time
N is a random variable such that for any n <∞,
{N = n} ∈ Fn,
i.e. the event that the stopping time occurs at time n is
contained in the information up to time n.
The following theorem formalizes the idea of truncation.
Lemma 12. (Theorem 5.2.6 in [27]) If N is a stopping time
and X[n] is a supermartingale, then X[n ∧ N ] is also a
supermartingale, where a ∧ b , min{a, b}.
Lemma 13. Consider a supermartingale {Y [t]}∞t=0 with
bounded difference
|Y [t]− Y [t− 1]| ≤ c2, ∀t,
and Y [0] = 0, For any fixed scale T and any λ > 0, the
following concentration inequality holds:
Pr(Y [T ] ≥ λ) ≤ exp
(
− λ
2
2Tc22
)
.
This is one generalized version of Azuma’s inequality to
supermartingales. Similar types of supermartingale concentra-
tion inequalities and proofs can also be found in Chapter 2 of
[26].
proof of Lemma 13: We first establish a generalized
Hoeffding’s lemma as follows: For any i ∈ N and any s > 0,
E
[
es(Y [t]−Y [t−1])
∣∣∣Ft−1] ≤ es2c22/2. (23)
For simplicity of notations, let X , Y [t]− Y [t− 1], then we
have for any t ∈ N and any s > 0,
esX =esc2·
X
c2 ≤ 1−
X
c2
2
e−sc2 +
1 + Xc2
2
esc2
≤1
2
(
esc2 + e−sc2
)
+
X
2c2
(
esc2 − e−sc2)
≤es2c22/2 + X
2c2
(
esc2 − e−sc2) ,
where the first inequality follows from convexity of the func-
tion esc2x and the fact that Xc2 ∈ [−1, 1], the third inequality
follows from taking Taylor expansion of the term esc2 +e−sc2 .
Take conditional expectation from both sides gives
E
[
esX |Ft−1
]
= es
2c22/2 +
E [X|Ft−1]
2c2
(
esc2 − e−sc2)
≤ es2c22/2,
where the inequality follows from the fact that Y [t] is a
supermartingale thus E [X|Ft−1] ≤ 0. This finishes the proof
of (23). Now, consider
E
[
esY [T ]
]
=E
[
es(Y [T ]−Y [T−1]+Y [T−1])
]
=E
[
E
[
es(Y [T ]−Y [T−1]+Y [T−1])
∣∣∣FT−1]]
=E
[
esY [T−1]E
[
es(Y [T ]−Y [T−1])
∣∣∣FT−1]]
≤E
[
esY [T−1]
]
es
2c22/2.
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By recursively applying above technique T −1 times with the
fact that Y [0] = 0, we get
E
[
esY [T ]
]
≤ e s
2Tc22
2 .
Finally, by applying above inequality,
Pr (Y [T ] ≥ λ) =Pr
(
esY [T ] ≥ esλ
)
≤ E
[
esY [T ]
]
esλ
≤e−sλ+ s
2Tc22
2 .
Optimize the bound regarding s on the right hand side gives
the optimal s∗ = λ
Tc22
and the bound follows.
APPENDIX B
PROOF OF PROPERTY 2 IN LEMMA 3
Proof: This appendix proves that the truncated process
{Y [t]}∞t=0 has bounded difference. We have for any t ≥ 0,
|Y [t]− Y [t− 1]|
= |X[t ∧ (τ − 1)]−X[(t− 1) ∧ (τ − 1)]|
=
∣∣(X[t ∧ (τ − 1)]−X[(t− 1) ∧ (τ − 1)]) 1{τ−1≥t}
+ (X[t ∧ (τ − 1)]−X[(t− 1) ∧ (τ − 1)]) 1{τ−1<t}
∣∣
= |X[t]−X[t− 1]| 1{τ−1≥t}.
On the other hand, according to the definition of X[t] in
Lemma 2, we have
|X[t]−X[t− 1]| =
∣∣∣∣∣V (z0[t]− zopt) +
L∑
l=1
Ql[t]zl[t]
∣∣∣∣∣
≤ 2V zmax +
∣∣∣∣∣
L∑
l=1
Ql[t]zl[t]
∣∣∣∣∣
≤ 2V zmax +B‖Q[t]‖,
where the second inequality follows from the Cauchy-Schwarz
inequality and Assumption 1. On the set {τ−1 ≥ t}, ‖Q[t]‖ ≤
c1, thus, we get,
|X[t]−X[t− 1]| 1{τ−1≥t} ≤ (2V zmax +Bc1) 1{τ−1≥t}
≤ 2V zmax +Bc1,
finishing the proof.
APPENDIX C
PROOF OF THEOREM 2
1) We first show the ε near optimality. According to (8), it
follows
1
T
T∑
t=1
(
V (z0[t]− zopt) +
L∑
l=1
Ql[t]zl[t]
)
≥ 1
T
T∑
t=1
(
∆[t]− B
2
2
+ V (z0[t]− zopt)
)
=
1
T
‖Q[t+ 1]‖2 − B
2
2
+
1
T
T∑
t=1
V (z0[t]− zopt).
Thus, by Lemma 7, with probability 1− δ,
1
T
‖Q[t+ 1]‖2 − B
2
2
+
1
T
T∑
t=1
V (z0[t]− zopt)
≤CV
max
{
log T log1/2 2δ , log
3/2 2
δ
}
√
T
,
which implies
1
T
T∑
t=1
z0[t] ≤zopt +
C max
{
log T log1/2 2δ , log
3/2 2
δ
}
√
T
+
B2
2V
.
Now, substituting V = 1/ε gives
1
T
T∑
t=1
z0[t] ≤zopt +
C max
{
log T log1/2 2δ , log
3/2 2
δ
}
√
T
+
B2ε
2
,
where C has the order O(1) when ε is small. Then,
substitute T ≥ 1ε2 max
{
log2 1ε log
2
δ , log
3 2
δ
}
on the
right hand side gives (24). Thus, with probability at least
1− δ,
1
T
T∑
t=1
z0[t] ≤ zopt +O(ε).
2) We then show the constraint violation. By queue updat-
ing rule (4), for any t and any l ∈ {1, 2, . . . , L}, one
has
Ql[t+ 1] ≥ Ql[t] + zl[t].
Thus, summing over t = 1, 2, . . . , T ,
Ql[T + 1] ≥ Ql[1] +
T∑
t=1
zl[t].
Since Ql[1] = 0,
1
T
T∑
t=1
zl[t] ≤ Ql[T + 1]
T
. (25)
Recall from Corollary 1 that we have
Pr (‖Q[T + 1]‖ > c1) ≤ De−rc1 .
Let De−rc1 = δ and substituting the definition of D in
Corollary 1 give
c1 =
1
r
log
D
δ
=
1
r
log
1
δ
+ C0V.
Thus,
Pr
(
‖Q[T + 1]‖ > 1
r
log
1
δ
+ C0V
)
< δ.
This implies with probability at least 1− δ, for any l ∈
{1, 2, . . . , L},
1
T
Ql[T + 1] ≤ 1
rT
log
1
δ
+
C0V
T
.
12
C max
{
log T log1/2 2δ , log
3/2 2
δ
}
√
T
≤
C max
{(
2 log 1ε + log
(
max
{
log 1ε log
1
2 2
δ , log
3
2 2
δ
}))
log
1
2 2
δ , log
3
2 2
δ
}
1
ε max
{
log 1ε log
1
2 2
δ , log
3
2 2
δ
}
≤
C
(
3 log 1ε log
1
2 2
δ + 3 log
3
2 2
δ
)
1
ε max
{
log 1ε log
1
2 2
δ , log
3
2 2
δ
} ≤ 6Cε. (24)
Substitute T ≥ 1ε2 max
{
log2 1ε log
2
δ , log
3 2
δ
}
and V =
1/ε on the right hand side gives
1
T
Ql[T + 1] ≤ O(ε).
By (25), we have with probability at least 1− δ,
1
T
T∑
t=1
zl[t] ≤ O(ε).
Since both (17) and (18) hold individually with probability at
least 1− δ, by union bound, with probability at least 1− 2δ,
we have the two conditions hold simultaneously.
APPENDIX D
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Consider any inter-visit period nj to nj+1,
1. If τj = 1, then,∣∣∣∣12 (Q1[nj+1]2 −Q1[nj ]2)− (Q[nj ] ∧ C0V )z1[nj ]
∣∣∣∣
=
∣∣∣∣12 (Q1[nj + 1]2 −Q1[nj ]2)−Q[nj ]z1[nj ]
∣∣∣∣
≤1
2
z1[nj ]
2 ≤ 1
2
B2,
where the equality follows from the fact that Q1[nj ] ∈
[0, C0V ], and the inequality follows by expanding the Q1[nj+
1]2 term.
2. If τj > 1, then,∣∣∣∣∣∣12 (Q1[nj + τj ]2 −Q1[nj ]2)−
nj+τj−1∑
t=nj
(Q1[t] ∧ C0V )z1[t]
∣∣∣∣∣∣
≤
∣∣∣∣∣∣12 (Q1[nj + τj ]2 −Q1[nj + 1]2)− C0V
nj+τj−1∑
t=nj+1
z1[t]
∣∣∣∣∣∣
+
∣∣∣∣12 (Q1[nj + 1]2 −Q1[nj ]2)−Q[nj ]z1[nj ]
∣∣∣∣
≤
∣∣∣∣∣∣12 (Q1[nj + τj ]2 −Q1[nj + 1]2)− C0V
nj+τj−1∑
t=nj+1
z1[t]
∣∣∣∣∣∣
+B2/2
≤
∣∣∣∣12 (Q1[nj + τj ]2 −Q1[nj + 1]2)−Q1[nj + 1]
·
nj+τj−1∑
t=nj+1
z1[t]
∣∣∣∣∣∣+
∣∣∣∣∣∣(Q1[nj + 1]− C0V )
nj+τj−1∑
t=nj+1
z1[t]
∣∣∣∣∣∣
+B2/2
where the first inequality follows from Q1[t] ∧ C0V = C0V
from nj + 1 to nj + τj − 1 and triangle inequality, the second
inequality follows from τj = 1 case and the last inequality
follows from triangle inequality again. Now we try to bound
the two terms in the last inequality separately.
•
∣∣∣ 12 (Q1[nj + τj ]2 −Q1[nj + 1]2)−Q1[nj + 1]∑nj+τj−1t=nj+1
z1[t]| ≤ 2B2:
Since V ≥ B/C0 and Q1[t] > C0V for any t ∈ {nj +
1, . . . , nj+τj−1}, according to the queue updating rule,
Q1[t + 1] = Q1[t] + z1[t], ∀t ∈ {nj , . . . , nj + τj − 1}.
This gives
Q1[nj + τj ] = Q1[nj + 1] +
nj+τj−1∑
t=nj+1
z1[t].
Thus,∣∣∣∣12(Q1[nj + τj ]2 −Q1[nj + 1]2)−Q1[nj + 1]
·
nj+τj−1∑
t=nj+1
z1[t]
∣∣∣∣∣∣ = 12
∣∣∣∣∣∣
nj+τj−1∑
t=nj+1
z1[t]
∣∣∣∣∣∣
2
.
Notice that
C0V ≥ Q1[nj + τj ] ≥ Q1[nj + τj − 1]−B ≥ C0V −B,
C0V ≤ Q1[nj + 1] ≤ Q1[nj ] +B ≤ C0V +B,
thus,
∣∣∣∑nj+τj−1t=nj+1 z1[t]∣∣∣2 = |Q1[nj + τj ]−Q1[nj + 1]|2
≤ (2B)2 = 4B2, and this gives the desired bound.
•
∣∣∣(Q1[nj + 1]− C0V )∑nj+τj−1t=nj+1 z1[i]∣∣∣ ≤ (τj − 1)B2:
Since C0V ≤ Q[nj + 1] ≤ C0V +B, it follows
|Q[nj + 1]− C0V | ≤ B.
Thus, the desired bound follows from |z1[t]| ≤ B.
Above all, we get for τj > 1,∣∣∣∣∣∣12 (Q1[nj + τj ]2 −Q1[nj ]2)−
nj+τj−1∑
t=nj
(Q1[t] ∧ C0V )z1[t]
∣∣∣∣∣∣
≤ 2B2 + (τj − 1)B2 +B2/2 =
(
τj +
3
2
)
B2.
Thus, for any τj ,∣∣∣∣∣∣12 (Q1[nj + τj ]2 −Q[nj ]2)−
nj+τj−1∑
t=nj
(Q1[t] ∧ C0V )z1[t]
∣∣∣∣∣∣
≤
(
τj +
3
2
)
B2,
13
Take the sums of j from 0 to J − 1 from both sides gives
J−1∑
j=0
∣∣∣∣∣∣
nj+τj−1∑
t=nj
(Q1[t] ∧ C0V )z1[t]− 1
2
(
Q1[nj + τj ]
2
−Q1[nj ]2
)∣∣ ≤ J−1∑
j=0
(
τj +
3
2
)
B2.
By triangle inequality,∣∣∣∣∣
nJ−1∑
t=0
(Q1[t] ∧ C0V )z1[t]− 1
2
Q1[nJ ]
2
∣∣∣∣∣
≤
J−1∑
j=0
(
τj +
3
2
)
B2 ≤ 5
2
B2(nJ − 1),
where the last inequality follows from the fact that
∑J−1
j=0 τj =
nJ − 1 and J ≤ nJ − 1.
APPENDIX E
PROOF OF THEOREM 3
First of all, substitute the bound of
∑T
t=1(Q1[t]∧C0V )z1[t]
derived in Lemma 10 into Lemma 11 gives, with probability
at least 1− δ,
1
T
T∑
t=1
V (z0[t]− zopt) ≤ 2C2V log(1/δ)√
T
+
5
2
B2.
Divide V from both sides gives
1
T
T∑
t=1
(z0[t]− zopt) ≤ 2C2 log(1/δ)√
T
+
5
2
B2
V
.
Substitute V = 1/ε and T = 1ε2 log
2 1
δ into the right hand
side of the above inequality gives
1
T
T∑
t=1
(z0[t]− zopt) ≤ 2C2ε+ 5
2
B2ε = O(ε). (26)
Then, we do the constraint violation. By queue updating
rule (4), for any t, one has
Q1[t+ 1] ≥ Q1[t] + z1[t].
Thus, summing over t = 1, 2, . . . , T ,
Q1[T + 1] ≥ Q1[1] +
T∑
t=1
z1[t].
Since Q1[1] = 0,
1
T
T∑
t=1
z1[t] ≤ Q1[T + 1]
T
. (27)
Recall from Corollary 1 that we have
Pr (Q1[T + 1] > c1) ≤ De−rc1 .
Let De−rc1 = δ and substituting the definition of D in
Corollary 1 give
c1 =
1
r
log
D
δ
=
1
r
log
1
δ
+ C0V.
Thus,
Pr
(
Q1[T + 1] >
1
r
log
1
δ
+ C0V
)
< δ.
This implies with probability at least 1− δ,
1
T
Q1[T + 1] ≤ 1
rT
log
1
δ
+
C0V
T
.
Substitute V = 1/ε and T = 1ε2 log
2 1
δ into the right hand
side of the above inequality gives
1
T
Q1[T + 1] ≤ O(ε).
By (27), we have with probability at least 1− δ,
1
T
T∑
t=1
z1[t] ≤ O(ε).
Since both (21) and (22) hold individually with probability
at least 1−δ, by union bound, with probability at least 1−2δ,
we have the two conditions hold simultaneously.
REFERENCES
[1] N. D. Sidiropoulos, T. N. Davidson, and Z. Q. Luo, Transmit beam-
forming for physical-layer multicasting, IEEE Transactions on Signal
Processing, vol. 54, no. 6, pp. 2239-2251, Jun. 2006.
[2] V. Ntranos, N. D. Sidiropoulos, and L. Tassiulas, On multicast beam-
forming for minimum outage, IEEE Transactions on Wireless Communi-
cations, vol. 8, no. 6, pp. 3172-3181, June 2009.
[3] Z. Quan, S. Cui, and A. H. Sayed, Optimal linear cooperation for
spectrum sensing in cognitive radio networks, IEEE J. Sel. Topics Signal
Process., vol. 2, no. 1, pp. 28-40, Feb. 2008.
[4] M. J. Neely, Stock market trading via stochastic network optimization,
49th IEEE Conference on Decision and Control (CDC), Atlanta, GA,
2010, pp. 2777-2784.
[5] L. Tassiulas and A. Ephremides. Dynamic server allocation to parallel
queues with randomly varying connectivity. IEEE Transactions on
Information Theory, vol. 39, no. 2, pp. 466-478, Mar. 1993.
[6] L. Tassiulas and A. Ephremides. Stability properties of constrained
queueing systems and scheduling policies for maximum throughput in
multihop radio networks. IEEE Transacations on Automatic Control, vol.
37, no. 12, pp. 1936-1948, Dec. 1992.
[7] M. J. Neely, E. Modiano, and C. Li. Fairness and optimal stochastic con-
trol for heterogeneous networks. IEEE/ACM Transactions on Networking,
vol. 16, no. 2, pp. 396-409, Apr. 2008.
[8] M. J. Neely. Stochastic network optimization with application to commu-
nication and queueing systems. Morgan & Claypool, 2010.
[9] D. Tse and P. Viswanath, Fundamentals of wireless communications.
Cambridge University Press, 2005.
[10] L. Georgiadis, M. J. Neely, and L. Tassiulas, Resource allocation and
cross-layer control in wireless networks, Foundations and Trends in
Networking, vol. 1, no. 1, pp. 1-144, Apr. 2006.
[11] M. Alresaini, K. L. Wright, B. Krishnamachari and M. J. Neely,
Backpressure Delay Enhancement for Encounter-Based Mobile Networks
While Sustaining Throughput Optimality, IEEE/ACM Transactions on
Networking, vol. 24, no. 2, pp. 1196-1208, Apr. 2016.
[12] D. Giatsios, G. Iosifidis and L. Tassiulas, Mobile edge-networking
architectures and control policies for 5G communication systems, 2016
14th International Symposium on Modeling and Optimization in Mobile,
Ad Hoc, and Wireless Networks (WiOpt), Tempe, AZ, 2016, pp. 1-8.
[13] M. J. Neely. Stability and probability 1 convergence for queueing
networks via Lyapunov optimization. Journal of Applied Mathematics,
doi:10.1155/2012/831909, 2012.
[14] M. J. Neely, Distributed Stochastic Optimization via Correlated Schedul-
ing, Proc. IEEE International Conference on Computer Communications
(INFOCOM), Toronto, CA, 2014.
[15] S. Supittayapornpong, L. Huang, and M. J. Neely. Time-average
optimization with nonconvex decision set and its convergence. In Proc.
IEEE Conf. on Decision and Control (CDC), Los Angeles, California,
Dec. 2014.
14
[16] M. J. Neely. Energy-aware wireless scheduling with near opti-
mal backlog and convergence time tradeoffs. ArXiv technical report,
arXiv:1411.4740, Nov. 2014.
[17] A. Ribeiro, Ergodic stochastic optimization algorithms for wireless
communication and networking. IEEE Transactions on Signal Processing,
vol. 58, no. 12, pp. 6369-6386, Jan. 2011.
[18] A. Nedic and A. Ozdaglar, Approximate primal solutions and rate
analysis for dual subgradient methods, SIAM Journal on Optimization,
vol. 19, no. 4, pp. 1757-1780, 2009.
[19] X. Lin and N. B. Shroff. Joint rate control and scheduling in multihop
wireless networks. Proc. of 43rd IEEE Conf. on Decision and Control,
Paradise Island, Bahamas, Dec. 2004.
[20] J. W. Lee, R. R. Mazumdar, and N. B. Shroff. Opportunistic power
scheduling for dynamic multiserver wireless systems. IEEE Transactions
on Wireless Communications, vol. 5, no. 6, pp. 1506-1515, Jun. 2006.
[21] A. Eryilmaz and R. Srikant, Joint congestion control, routing, and MAC
for stability and fairness in wireless networks. IEEE Journal on Selected
Areas in Communications, Special Issue on Nonlinear Optimization of
Communication Systems, vol. 14, pp. 1514-1524, Aug. 2006.
[22] A. Eryilmaz and R. Srikant, Fair resource allocation in wireless networks
using queue-length-based Scheduling and congestion control. IEEE/ACM
Transactions on Networking, vol. 15, no. 6, pp. 1333-1344, Dec. 2007.
[23] A. Stolyar, Maximizing queueing network utility subject to stability:
Greedy primal-dual algorithm. Queueing Systems, vol. 50, no. 4, pp.
401-457, 2005.
[24] A. Stolyar, Greedy primal-dual algorithm for dynamic resource alloca-
tion in complex networks. Queueing Systems. vol. 54, no. 3, pp. 203-220,
2006.
[25] A. Eryilmaz and R. Srikant, Asymptotically tight steady-state queue-
length bounds implied by drift conditions, Queueing System, vol.72, no.
3, pp. 311-359, 2012.
[26] F. R. K. Chung and L. Lu. Complex graphs and networks, volume
107 of CBMS Regional Conference Series in Mathematics. American
Mathematical Society, 2006.
[27] R. Durrett, Probability: Theory and Examples, 4th ed., Cambridge
University Press, 2013.
[28] B. Hajek, Hitting-time and occupation-time bounds implied by drift
analysis with applications, Advances in Applied Probability, vol. 14, No.
3, pp. 502-525, Sep. 1982.
Xiaohan Wei received the B.S. degree in Electrical Engineering and informa-
tion science from the University of Science and Technology of China, Hefei,
China, in 2012, and the M.S. degree with honor in electrical engineering from
the University of Southern California, Los Angeles, CA, USA, in 2014, and is
currently pursuing the Ph.D. degree in electrical engineering and M.A. degree
in applied mathematics at the University of Southern California. His research
is in the area of stochastic analysis and statistical learning theory.
Hao Yu received the B.Eng. in Electrical Engineering from Xi’an Jiaotong
University, Xi’an, China, in 2008, the M.Phil. degree in Electrical Engineering
from the Hong Kong University of Science and Technology, Hong Kong,
in 2011. He is currently working towards the Ph.D degree at the Electrical
Engineering Department, University of Southern California, Los Angeles. His
research interests are in the areas of optimization theory, design and analysis
of algorithms, and network optimization.
Michael J. Neely received B.S. degrees in both Electrical Engineering and
Mathematics from the University of Maryland, College Park, in 1997. He
was then awarded a 3-year Department of Defense NDSEG Fellowship for
graduate study at the Massachusetts Institute of Technology, where he received
an M.S. degree in 1999 and a Ph.D. in 2003, both in Electrical Engineering.
He joined the faculty of Electrical Engineering at the University of Southern
California in 2004, where he is currently an Associate Professor. His research
is in the area of stochastic network optimization. Michael received the NSF
Career award in 2008 and the Viterbi School of Engineering Junior Research
Award in 2009. He is a member of Tau Beta Pi and Phi Beta Kappa.
