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OBLIQUE BOUNDARY VALUE PROBLEMS FOR AUGMENTED HESSIAN
EQUATIONS II
FEIDA JIANG AND NEIL S. TRUDINGER
Abstract. In this paper, we continue our investigations into the global theory of oblique boundary
value problems for augmented Hessian equations. We construct a global barrier function in terms of
an admissible function in a uniform way when the matrix function in the augmented Hessian is only
assumed regular. This enables us to derive global second derivative estimates in terms of boundary
estimates which are then obtained by strengthening the concavity or monotonicity conditions in our
previous work on the strictly regular case. Finally we give some applications to existence theorems
which embrace standard Hessian equations as special cases.
1. Introduction
This paper is a continuation of our previous paper [6] on augmented Hessian partial differential
equations of the form
(1.1) F [u] := F [D2u−A(·, u,Du)] = B(·, u,Du), in Ω,
together with oblique boundary conditions
(1.2) G[u] := G(·, u,Du) = 0, on ∂Ω.
Here Ω ⊂ Rn is a smooth bounded domain, Du and D2u denote the gradient vector and the Hessian
matrix respectively of the function u ∈ C2(Ω) respectively, A is a n× n symmetric matrix function on
Ω×R×Rn, B and G are scalar valued functions on Ω×R×Rn and ∂Ω×R×Rn respectively and F
is a scalar valued function on Sn, the linear space of n × n symmetric matrices. We shall denote the
points in Ω,R,Rn and Sn by x, z, p and r, respectively. Assuming G is differentiable with respect to p,
the boundary condition (1.2) is oblique with respect to u if
(1.3) Gp(·, u,Du) · ν ≥ β0, on ∂Ω,
where ν is the unit inner normal vector field on ∂Ω and β0 is a positive constant. We simply call G (or
G) oblique, if Gp · ν > 0 on ∂Ω × R × R
n. For the functions F,G,A and B, we will make appropriate
smoothness assumptions as necessary in the context.
Comparing with the standard Hessian equations, where A = 0, the key ingredients for the regularity
of solutions to the augmented Hessian equations are certain convexity conditions on the matrix A with
respect to the p variable. The Heinz-Lewy counterexample [14] shows that there is no C1 regularity
even for the Monge-Ampe`re case in two dimensions in equation (1.1) without suitable structures on A.
Assuming A is twice differentiable with respect to p, we call the matrix A co-dimensional one convex
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(strictly co-dimensional one convex) with respect to p, if
(1.4)
∑
i,j,k,l
Aklij (x, z, p)ξiξjηkηl ≥ 0, (> 0),
for all (x, z, p) ∈ Ω×R×Rn, ξ, η ∈ Rn, ξ·η = 0, where Aklij := D
2
pkpl
Aij . For simplicity, we call the matrix
A regular (strictly regular) if A is co-dimensional one convex (strictly co-dimensional one convex) with
respect to p. In [6], we have established second derivatives estimates and resultant classical solvability
results for the oblique problem (1.1)-(1.2) when the matrix A is strictly regular. In this paper we
consider the case when A is only assumed regular. Our results depend on offsetting the lack of strict
regularity of A by either uniform concavity conditions on G with respect to p or strong monotonicity
conditions on G or A with respect to z.
The organization of this paper is as follows. In Section 2, extending our previous barrier constructions
in [8, 4, 9], we construct a barrier function in Lemma 2.1 from an admissible function in a uniform
way when A is regular. Such a construction is already indicated in [7]. In Section 3, we deal with the
global second derivative estimate and the second order derivative estimate on the boundary in Section
3.1 and Section 3.2 respectively. In Section 3.1, using the constructed barrier in Lemma 2.1, we reduce
the second derivative estimate to the boundary in Theorem 3.1, following the special cases of Monge-
Ampere operators in [8] and k-Hessian operators in [9]. In Section 3.2, the critical boundary estimates
are those for the pure tangential second derivatives as the other second derivatives are already estimated
in [6]. The pure tangential second derivative estimates are proved in Lemma 3.1 and Lemma 3.2 for
nonlinear G and semilinear G, respectively. Then we obtain the corresponding full second derivative
estimates in Theorem 3.2 and Theorem 3.3. As an application of Theorem 3.2, we also obtain a full
second derivative estimate for the second boundary value problem for the augmented Hessian equation
(1.1) in Corollary 3.1. In Section 4, we first prove some corresponding gradient estimates for admissible
solutions which supplement those in [7] and [6]. We then establish the existence results for classical
admissible solutions for the boundary value problem (1.1)-(1.2) in Theorems 4.1 and 4.2 via the method
of continuity.
To avoid too many repetitions, all the definitions and notation in this paper, unless otherwise spec-
ified, will follow our part I [6]. We also refer the reader to [6] for a more thorough introduction and
background information.
2. Barrier constructions
In this section, we construct barrier functions from admissible functions for general augmented
Hessian operators with regular matrices A, which are extensions of our original construction in the
Monge-Ampe`re case [8]; see also [4, 9]. They play the same role as the function |x|2 in the standard
Hessian case and replace the barriers arising from the “A-boundedness” conditions introduced for
Monge-Ampe`re type equations in [16, 18].
Let Ω be a bounded domain in Euclidean n-space Rn and Γ a convex open set in the linear space of
n×n symmetric matrices Sn, which contains and is closed under addition of the positive cone Γn = K
+.
We consider augmented Hessian operators of the form
(2.1) F [u] = F (M [u])
acting on functions u ∈ C2(Ω), whose augmented Hessians M [u] = D2u−A(·, u,Du) ∈ Γ, where F is
a non-decreasing function in C1(Γ) and A is a continuous mapping from Ω¯×R×Rn → Sn. We assume
that A is twice differentiable and regular with respect to p, with D2pA ∈ C
0(Ω¯×R×Rn). Corresponding
to the equivalent form of strict regularity expressed in inequality (1.20) in [6], it will be convenient to
express the regular condition in the form
(2.2) Aklij ξiξjηkηl ≥ −2λ¯|ξ||η|(ξ · η),
2
for all ξ, η ∈ Rn, where λ¯ is a non-negative function in C0(Ω¯ × R × Rn), depending on D2pA. Then
corresponding to inequality (2.4) in [6], for any non-negative symmetric matrix {F ij} and ǫ ∈ (0, 1],
we have the inequality,
(2.3) F ijAklijηkηl ≥ −λ¯(ǫT |η|
2 +
1
ǫ
F ijηiηj),
which will be useful throughout this paper.
The linearized operator of F is given by
(2.4) Lv := F ij(M [u])[Dijv −A
k
ij(·, u,Du)Dkv], for v ∈ C
2(Ω),
where F ij = Frij =
∂F
∂rij
and Akij = DpkAij. Clearly, the operator F satisfying F1 is elliptic with
respect to u for M [u] ∈ Γ and L is elliptic whenM [u] ∈ Γ. We henceforth call u admissible in Ω, (Ω¯), if
M [u] ∈ Γ in Ω, (Ω¯) respectively. We construct barrier functions for L in terms of another given function
u¯ ∈ C2(Ω¯), which is admissible in Ω¯ with respect to u in the sense that Mu[u¯] := D
2u¯−A(·, u,Du¯) ∈ Γ
in Ω¯. Clearly if A is independent of z, then Mu[u¯] = M [u¯] so that u¯ is admissible with respect to u if
and only if u¯ is admissible while if A is non-decreasing in z, (non-increasing in z), then Mu[u¯] ≥M [u¯]
and u¯ is admissible with respect to u if u¯ is admissible and u¯ ≥ u, (≤ u). Our arguments are divided
into two cases:
(a) F is concave, namely F2 holds. The argument here is the same as in our previous works, except
we explicitly avoid the covering argument there. By fixing some δ¯ > 0, such that (Mu[u¯]− δ¯I)(Ω¯) ⊂ Γ
and setting wij = Diju−Aij(·, u,Du), w¯ij = Dij u¯−Aij(·, u,Du¯), we have
(2.5)
L(u¯− u) = δ¯T + F ij{[w¯ij − δ¯δij − wij ] +Aij(·, u,Du¯)−Aij(·, u,Du) −A
k
ijDk(u¯− u)}
≥ δ¯T + F ij [(w¯ij − δ¯δij)−wij ] +
1
2
F ijAklij (·, u, pˆ)Dk(u¯− u)Dl(u¯− u)
≥ δ¯T + F (Mu[u¯]− δ¯I)−F [u] +
1
2
F ijAklij (·, u, pˆ)Dk(u¯− u)Dl(u¯− u),
using Taylor’s formula, where Aklij = D
2
pkpl
Aij , pˆ = θDu+ (1− θ)Du¯ for some θ ∈ (0, 1). Note that in
the above cases when Mu[u¯] ≥ M [u¯], we can choose δ¯ to depend only on Ω, u¯, A and Γ. Otherwise it
would also depend on the modulus of continuity of u. By direct calculation, we have
(2.6)
LeK(u¯−u) =KeK(u¯−u)[L(u¯− u) +KF ijDi(u¯− u)Dj(u¯− u)]
=KeK(u¯−u){δ¯T +
1
2
F ijAklijDk(u¯− u)Dl(u¯− u) +KF
ijDi(u¯− u)Dj(u¯− u)
+F (Mu[u¯]− δ¯I)−F [u]},
From the regular condition (2.3), we obtain
(2.7)
δ¯T +
1
2
F ijAklijDk(u¯− u)Dl(u¯− u) +KF
ijDi(u¯− u)Dj(u¯− u)
≥ (δ¯ −
λ¯ǫ
2
|D(u¯− u)|2)T + (K −
λ¯
2ǫ
)F ijDi(u¯− u)Dj(u¯− u) ≥
δ¯
2
T ,
by successively fixing ǫ ≤ δ¯/ supΩ(λ¯|D(u¯−u)|
2) and K ≥ supΩ λ¯/(2ǫ). From (2.6) and (2.7), we obtain
(2.8)
LeK(u¯−u) ≥ δT +KeK(u¯−u){F (Mu[u¯]− δ¯I)−F [u]}
≥ δT − CF [u]− C ′,
as in our previous constructions [8, 4, 9], where (Mu[u¯]− δ¯I)(Ω¯) ⊂ Γ is used in the second inequality, K,
δ and C ′ are positive constants depending on n,Ω,D2pA, δ¯, |u|1;Ω and |u¯|1;Ω and C
′ is a further constant
depending also on Mu[u¯] and F .
(b) Mu[u¯] ∈ K
+, that is there exists a positive constant δ¯ such that
(2.9) Mu[u¯] ≥ δ¯I, in Ω.
3
We then have in place of (2.5),
(2.10)
L(u¯− u) = F ij{w¯ij − wij +Aij(·, u,Du¯)−Aij(·, u,Du) −A
k
ijDk(u¯− u)}
≥ F ij [w¯ij − wij +
1
2
Aklij (·, u, pˆ)Dk(u¯− u)Dl(u¯− u)]
where Taylor’s formula is again used, Aklij = D
2
pkpl
Aij , pˆ = θDu+ (1− θ)Du¯ for some θ ∈ (0, 1). Using
the regular condition (2.3) as in (2.7), from (2.9) and (2.10), we obtain
(2.11) LeK(u¯−u) ≥ δT − CF ijwij ,
where K, δ and C are positive constants depending on n,Ω,D2pA, δ¯, |u|1;Ω and |u¯|1;Ω.
Remark 2.1. (i) The constructed function η := eK(u¯−u) can be regarded as a global barrier function
and is important in second derivative estimates when A is merely regular and not strictly regular; see
[4, 9].
(ii) For the key inequality (2.7), we used the original form (1.4) of the regular condition on A in our
previous papers [8, 4, 9]. While in the above proof, we use the equivalent form (2.2) (or (2.3)) so that
we do not need to assume D(u¯− u) = (D1(u¯− u), 0, · · · , 0) at any given point in Ω as before.
(iii) The term F ijwij in (2.11) is readily estimated from above in terms of F [u] under further
hypotheses on F . In particular if F is homogeneous of degree one, we have again (2.8) with C ′ = 0. If
F is concave, we recover (2.8) by taking µ = δ2 in inequality (1.9) in [6]. More generally if F satisfies
(2.12) r · Fr ≤ F + µT + Cµ
in Γ, for any positive constant µ and some constant Cµ, depending on µ, then we also obtain (2.8) in
case (b), with C ′ depending on Cµ for some µ depending on δ and C in (2.11). In the special case,
F = log det, Γ = K+, we have F ijwij = n, whence the lower bound in (2.8) is independent of F [u]. We
remark also that in case (b), the matrix {Fij} can be replaced by any non-negative matrix function.
(iv) Appropriate admissible functions u¯ exist for matrix functions A arising in optimal transportation
or the more general generated prescribed Jacobian equations, see [4]. For A = 12akl(x, z)pkplI −
a0(x, z)p ⊗ p with akl, a0 ∈ C
2(Ω¯ × R) and {akl} ≥ 0, a0 ≥ 0 in Ω¯ × R, quadratic functions u¯ =
c0 +
1
2ǫ|x − x0|
2 will be admissible for arbitrary constants c0 and points x0 ∈ Ω and sufficiently small
ǫ, see Section 4.2 in [6].
So far, we have only used the operator F in (2.1). Now we assume that u is also a supersolution of
equation (1.1) with a given right hand side B ∈ C0(Ω¯× R× Rn), differentiable with respect to p with
DpB ∈ C
0(Ω¯ × R× Rn), and define the corresponding linearized operator
(2.13) L := L−DpkB(·, u,Du)Dk.
If F satisfies condition F5+, that is F (r) → ∞ as r → ∞ uniformly for F (r) ∈ I for any interval
I ⊂⊂ F (Γ), we obtain from (2.8),
(2.14) Lη ≥ δ(T + 1),
for a further positive constant δ, depending also on B, provided D2u is sufficiently large. In general
without assuming F5+, we can achieve the same inequality in case (a) if F1 holds, that is Fr > 0 in Γ,
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B is convex in p and u¯ is also a subsolution of an appropriate equation, in the sense that
(2.15) F (Mu[u¯]) ≥ B(·, u,Du¯), in Ω.
By a standard perturbation argument, using the linearized operator and the mean value theorem,
as in [8], we can assume the differential inequality (2.15) is strict so that for δ¯ sufficiently small
(M [u¯]− δ¯I)(Ω¯) ⊂ Γ satisfies
(2.16) F (Mu[u¯]− δ¯I) > B(·, u,Du¯), in Ω¯.
From the first inequality in (2.8), we then have for a further positive constant δ,
(2.17)
Lη ≥ δ(T + 1) + C{B(·, u,Du¯)−B(·, u,Du) −DpkB(·, u,Du)Dk(u¯− u)}
≥ δ(T + 1),
where the convexity of B in p is used to obtain the last inequality.
We summarise the above constructions in the following lemma.
Lemma 2.1. Let u ∈ C2(Ω¯) be an admissible function of equation (1.1) and u¯ ∈ C2(Ω¯) be admissible
with respect to u. Assume F satisfies F1 and A is regular.
(i) If either (a) F2 holds or (b) Mu[u¯] ∈ K
+ ⊂ Γ and (2.12) holds, then the estimate (2.8) holds for
positive constants K, δ,C and C ′ depending on n, F,Ω, A, u¯ and |u|1;Ω.
(ii) If u is a supersolution of equation (1.1) with B convex in p, F2 holds and u¯ satisfies the sub-
solution condition (2.15), then the estimate (2.14) holds for positive constants K and δ, depending on
n, F,Ω, A,B, u¯ and |u|1;Ω.
As the applications of Lemma 2.1, the barrier η constructed from u¯ and u will be used for the global
second derivative estimates in Section 3, as well as a global gradient estimate in [5].
3. Second derivative estimates
In this section, we derive global second derivative estimates for admissible solutions of the oblique
boundary value problem (1.1)-(1.2) with regular A.
We shall as usual introduce some notational convention and make some preliminary calculations.
We denote partial derivatives of functions on Ω by subscripts, that is ui = Diu, uτ = Dτu = τiui, uij =
Diju, uiτ = uijτj, uττ = uijτiτj, wij = uij − Aij etc. For a constant unit vector τ , differentiating
equation (1.1) in the τ direction, we have,
(3.1) Luτ = F
ijD˜xτAij + D˜xτB.
where D˜xτ = τ · D˜x and D˜x = Dx+DuDz, L is the linearized operator in (2.13). Differentiating again
in the τ direction, we then obtain
(3.2)
Luττ = −F
ij,klDτwijDτwkl + F
ij [D˜xτxτAij +A
kl
ijukτulτ + 2(D˜xτA
k
ij)ukτ ]
+(DpkplB)ukτulτ + D˜xτxτB + 2(D˜xτDpkB)ukτ .
3.1. Global second derivative estimates. We begin by formulating the global second derivative
estimate for equation (1.1) which follows from our barrier constructions in Section 2, similarly to the
k-Hessian case in [9].
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Theorem 3.1. Assume that F is orthogonally invariant satisfying F1, F2 and F3, A ∈ C2(Ω¯×R×Rn)
is regular in Ω¯, B > a0,∈ C
2(Ω¯×R×Rn) is convex in p, u ∈ C4(Ω)∩C2(Ω¯) is an admissible solution
of equation (1.1) and u¯ ∈ C2(Ω) ∩ C1(Ω¯) is admissible with respect to u. Assume further, either (i)
F5+ holds or (ii) u¯ also satisfies the subsolution condition (2.15). Then we have the following estimate
(3.3) sup
Ω
|D2u| ≤ C(1 + sup
∂Ω
|D2u|),
where the constant C depends on A,B,F,Ω, u¯ and |u|1;Ω.
Proof. Let v be an auxiliary function given by
(3.4) v(x, ξ) := log(wξξ) +
a
2
(1 +
1
2
|Du|2)2 + bη,
where wξξ = wijξiξj = (uij − Aij)ξiξj with a vector ξ ∈ R
n, η = eK(u¯−u) is the barrier function as in
Lemma 2.1, a and b are positive constants to be chosen later, (with a small and b large).
Assume that v takes its maximum at an interior point x0 ∈ Ω and a unit vector ξ0. Without loss
of generality, we can choose the coordinate system e1, · · · , en at x0 such that e1(x0) = ξ0, {wij(x0)} is
diagonal, and w11(x0) = max
i
wii(x0). Then we will assume w11(x0) ≥ 1 as large as want, otherwise we
are done. Since the operator F is orthogonally invariant, {F ij} is also diagonal at x0.
Since the function ϑ(x) := v(x, e1) attains its maximum at the point x0, we have Dϑ(x0) = 0 and
Lϑ(x0) ≤ 0. By direct calculations, we have at the maximum point x0,
(3.5) 0 = Diϑ =
Diw11
w11
+ a(1 +
1
2
|Du|2)ukuki + bηi, for i = 1, · · · , n,
and
(3.6)
0 ≥ Lϑ =
1
w11
L(w11)−
1
w211
F ii(Diw11)
2
+a(1 +
1
2
|Du|2)uiLui + bLη
+a(1 +
1
2
|Du|2)F iiu2ki + aF
ii(ukuki)
2.
We shall successively estimate the terms on the right hand side of (3.6). Note that all the calculations
will be made at the point x0. By replacing τ with e1 in (3.2), we have
(3.7)
Lu11 ≥ −F
ij,klD1wijD1wkl − C(1 + w11)(1 + T )
+F iiAklii u1ku1l + (DpkplB)u1ku1l.
Here the constant C depends on A,B,Ω and |u|1;Ω. Unless otherwise specified, we shall use C to denote
a positive constant with such dependence in this proof. Using the regularity condition (1.4), we can
estimate
(3.8)
F iiAklii u1ku1l = F
iiAklii (w1k +A1k)(w1l +A1l)
≥ F 11A1111w
2
11 − CT (1 +w11)
≥ −CF 11w211 − CT (1 + w11).
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By a direct calculation, we have
(3.9)
−LA11 ≥ −F
iiAii11w
2
ii − F
iiAk11ukii − C(1 + w11)(1 + T )
≤ −CF iiw2ii −C(1 + w11)(1 + T ),
where the third derivative term in the first line is treated by using the once differentiated equation
(3.1). Combining (3.7), (3.8), (3.9), and using the convexity of B in p, we obtain
(3.10)
1
w11
L(w11)−
1
w211
F ii(Diw11)
2
≥ −
1
w11
F ij,klD1wijD1wkl −
1
w211
F ii(Diw11)
2
−
C
w11
F iiw2ii − C(1 + T ).
We need to estimate the first two key terms on the right hand side of (3.10) which involve third
derivatives. For this, by setting
I = {i |wii ≤ −
1
3
w11}, J = {j |wjj > −
1
3
w11, j > 1},
we have 1 /∈ I, 1 /∈ J , I∩J = ∅, {1}∪I∪J = {1, · · · , n}, and Jc = 1∪I, where Jc is the complementary
set of J . By Andrews formula in Lemma 2.2 in [9], (see also [1, 2]), and F2, we have
(3.11)
−
1
w11
F ij,klD1wijD1wkl −
1
w211
F ii(Diw11)
2
≥
2
w11
∑
i 6=j
F ii − F jj
wjj − wii
(D1wi1)
2 −
1
w211
F ii(Diw11)
2
≥
1
w211
∑
i∈J
F ii(Diw11)
2 −
C
w211
∑
i∈J
F ii −
F 11
w211
∑
i∈J
(Diw11)
2 −
1
w211
F ii(Diw11)
2
≥ −
∑
i∈I
F ii(
Diw11
w11
)2 − F 11
∑
i/∈I
(
Diw11
w11
)2 − CT ,
where the second inequality is obtained by fixing j = 1, commuting D1wi1 and Diw11, and using
Cauchy’s inequality, (see (3.16) in [9]). Then using (3.5) in (3.11), we have
(3.12)
−
1
w11
F ij,klD1wijD1wkl −
1
w211
F ii(Diw11)
2
≥ −C
∑
i∈I
F ii(a2w2ii + a
2 + b2)− CF 11
∑
i/∈I
(a2w2ii + a
2 + b2)−CT
≥ −a2CF iiw2ii − b
2C
∑
i∈I
F ii − a2CF 11w211 − C(a
2 + b2)F 11 − C(1 + a2)T ,
where the properties of I and J are used in the last inequality. Now returning to (3.6) and using (3.1),
we have
(3.13) a(1 +
1
2
|Du|2)uiLu ≥ −aC(1 + T ).
By the barrier construction in Lemma 2.1, if either (i) F5+ holds or (ii) u¯ also satisfies the subsolution
condition (2.15), we have
(3.14) bLη ≥ bδ(T + 1),
7
where the constant δ depends on n, F,Ω, A,B, u¯ and |u|1;Ω. The last two terms in (3.6) are readily
estimated as follows.
(3.15) a(1 +
1
2
|Du|2)F iiu2ki + aF
ii(ukuki)
2 ≥
a
2
F iiw2ii − aCT .
Consequently, by (3.6), (3.10), (3.12), (3.13), (3.14) and (3.15), we have
(3.16) 0 ≥ Lϑ ≥
a
8
F iiw2ii +
bδ
2
(1 + T )− b2C
∑
i∈I
F ii − a2CF 11w211 −C(a
2 + b2)F 11.
Note that in order to obtain (3.6), we have fixed a = 1/(16C), b = 2C(1 + a + a2)/δ, and assumed
w11 ≥ 72b
2C/a. From the choice of a, b, we have
(3.17)
a
8
F iiw2ii ≥
a
8
F 11w211 +
∑
i∈I
F iiw2ii
≥
a
8
F 11w211 +
a
72
w11
∑
i∈I
F ii
≥
a
16
F 11w211 + a
2CF 11w211 + b
2C
∑
i∈I
F ii.
We then obtain from (3.16) and (3.17),
w11 ≤
√
16C(a2 + b2)
a
,
which implies the conclusion (3.3) and completes the proof of Theorem 3.1. 
Remark 3.1. If the matrix A has the form
(3.18) A(x, z, p) = A0(x, z) +A1(p)
satisfying the strengthened regular condition
(3.19) Aklij ξiξjηkηl ≥ −λ¯(ξ · η)
2,
for all ξ, η ∈ Rn, where λ¯ is a non-negative function in C0(Ω× R× Rn), and B has the form
(3.20) B(x, z, p) = B0(x, z) +B1(p),
then the orthogonal invariance of F is not needed in Theorem 3.1. To show this we consider the
auxiliary function
(3.21) v(x, ξ) := uξξ +
a
2
|uξ|
2 + bη
in place of (3.4). By calculation, we have
(3.22)
Lv ≥ −C(1 + T ) + F ijAklijuξkuξl + aF
ijuξiuξj +
bδ
2
(1 + T )
≥ (a− λ¯)F ijuξiuξj +
bδ
4
(1 + T ) > 0,
by choosing b ≥ 4Cδ and a > sup λ¯, which implies
(3.23) sup
Ω
|D2u| ≤ sup
∂Ω
|D2u|+ C,
8
where C depends on A,B,F,Ω, u¯ and |u|1;Ω. Therefore, we obtain the global second derivative estimate
without the orthogonal invariance of F for A satisfying (3.18) and (3.19) and B satisfying (3.20).
We also remark that if A = A0(x, z) and B = B0(x, z) are independent of p, instead of η = e
K(u¯−u),
we can take η(x) = |x|2 in (3.21) since then Lη = 2T .
Remark 3.2. For the k-Hessian operators Fk we do not need to assume the convexity of B with respect
to p in the special cases k = 1, 2 or n in Theorem 3.1. The Monge-Ampe`re case, k = n, is already
covered in [8, 7], with simpler proof, while in the case, k = 2, the inequality, |r| ≤ T (r) in Γ2 shows
that convexity in p is not needed to infer (3.10) from (3.7), (3.8) and (3.9).
Remark 3.3. When F is orthogonally invariant, if we diagonalise {wij} at a point x0, then {F
ij} is
also diagonal at x0. From the regularity of A, we have at x0,
(3.24) F ijAklijw1kw1l = F
iiAkliiw1kw1l ≥ F
11A1111w
2
11 ≥ −CF
11w211,
which is used in the key estimate (3.8). Comparing with (2.3), the estimate (3.24) is better for the
proof of Theorem 3.1, since the first term on the right hand side of (2.3) does not appear when F is
orthogonally invariant.
3.2. Boundary estimates for second derivatives. Theorem 3.1 reduces global bounds for second
derivatives for the boundary value problem to boundary estimates, which we now take up. For the
bounded domain Ω ⊂ Rn with ∂Ω ∈ C2, we define the A-curvature matrix KA[∂Ω] and the uniform
(Γ, A,G)-convexity as in [6].
To compensate for the matrix A not being strictly regular as in [6], we will impose either a stronger
concavity condition on the function G in (1.2) with respect to the gradient variables or stronger
monotonicity conditions on G or A with respect to the solution variable. For this purpose we call
the function G ∈ C2(∂Ω × R × Rn) locally uniformly concave, (concave), in p if D2pG < 0, (≤ 0), in
∂Ω× R× Rn. If u ∈ C1(Ω¯) and
(3.25) Gpkpl(·, u,Du)ξkξl ≤ −γ0|ξ|
2, on ∂Ω,
for all ξ ∈ Rn and some constant γ0 > 0, (= 0), then we say the function G is uniformly concave,
(concave) in p, with respect to u. The boundary condition (1.2) is said to be quasilinear if G in (1.2)
has the form
(3.26) G(x, z, p) = β(x, z) · p− ϕ(x, z),
where β and ϕ on ∂Ω×R. When β in (3.26) is independent of z, we say the boundary condition (1.2)
is semilinear.
First we consider the estimation of the non-tangential second derivatives. By tangential differen-
tiation of the boundary condition (1.2), the equality (2.21) in [6] holds and hence we get the mixed
tangential oblique derivative estimate
(3.27) |uτβ| ≤ C, on ∂Ω,
for any unit tangential vector field τ , where β = DpG(·, u,Du) and the constant C depends on G, Ω
and |u|1;Ω. When conditions F1-F5 and F6 hold, G is oblique, satisfying (1.3), and either F5
+ holds or
B is independent of p, then F,A,B and G satisfy the hypotheses of Lemma 2.2 in [6] and we obtain
upper bounds for the pure second order oblique derivatives from that lemma, namely
(3.28) sup
∂Ω
uββ ≤ ǫM2 + Cǫ,
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for any ǫ > 0, where M2 = sup
Ω
|D2u|, and Cǫ is a constant depending on ǫ, F,A,B,G,Ω, β0 and |u|1;Ω.
Moreover in the case when Bp = 0, we can take ǫ = 0, in (3.28).
We next consider the pure tangential derivative estimates on the boundary when G in (1.2) is
uniformly concave in p, with respect to u. In this paper however we will only consider the cases when
A is affine in p on ∂Ω, that is DppA = 0 on ∂Ω, or G ≥ 0, near ∂Ω, although a more general situation,
depending on gradient bounds, is embraced by condition (1.19) in Remark 1.2 in [6]. If DppA = 0 on
∂Ω×R×Rn, it follows that the A-curvature matrix KA[∂Ω] is independent of p so that the notion of
(Γ, A,G)-convexity is independent of G, and can be written simply as (Γ, A)-convexity. Also note that
we can assume without any loss of generality that G has been extended smoothly to Ω¯ × R × Rn, in
which case we may more generally call G uniformly concave in p, on a subset N ∈ Ω¯, with respect to
u, if (3.25) holds on N . If G is locally uniformly concave in p, then G is uniformly concave in p, with
respect to u in some neighbourhood of ∂Ω.
Lemma 3.1. Let u ∈ C2(Ω¯) ∩ C4(Ω) be an admissible solution of the boundary value problem (1.1)-
(1.2) in a C2,1 domain Ω ⊂ Rn, which is uniformly (Γ, A,G)-convex with respect to u. Assume that F
satisfies F1-F5, A ∈ C2(Ω¯ × R × Rn) is regular, B > a0,∈ C
2(Ω¯ × R × Rn), G ∈ C2(Ω¯ × R × Rn) is
oblique and uniformly concave in p, with respect to u on ∂Ω. Assume also either F5+ holds or B is
independent of p, either DppA = 0 in ∂Ω × R × R
n or G[u] ≥ 0 in some neighbourhood N of ∂Ω, and
either F is orthogonally invariant or F6 holds or G is uniformly concave in p, with respect to u in N .
Then for any tangential vector field τ , |τ | ≤ 1, we have the estimate
(3.29) M+2 (τ) ≤ ǫM2 + Cǫ
for any ǫ > 0, where M+2 (τ) = sup
∂Ω
uττ and Cǫ is a constant depending on ǫ, F,A,B,G, β0,Ω and |u|1;Ω.
Proof. In order to obtain the upper bound (3.29) for the pure tangential second derivatives when
A is regular, we need to use the full strength of the uniform concavity of G in p together with the
barrier constructed in Lemma 2.2 in [6] from the uniform (Γ, A,G)-convexity of Ω. The latter condition
combined with either of the conditions, G[u] ≥ 0 in N or DppA = 0 in ∂Ω×R×R
n implies for a smaller
neighbourhood N there exists a barrier φ ∈ C2(N ) satisfying
(3.30) Lφ ≤ −σT ,
in N , φ = 0 on ∂Ω, φ > 0 in N ∩ Ω, where σ is a small positive constant. Moreover we may fix
N = Ωρ = {x ∈ Ω| d(x) < ρ} for a further small positive constant ρ and φ = d − d2/2ρ, where d
given by d(x) = dist(x, ∂Ω) denotes the distance function in Ω. From (3.30) we then have for the full
linearized operator L,
(3.31) Lφ ≤ −
1
2
σT ,
in N , provided |D2u| ≥ Cσ, for a further positive constant Cσ, depending on σ and B, if F5
+ holds
while L = L satisfies (3.30) if Bp = 0. Accordingly the hypotheses of Lemma 3.1 are reduced to the
last three alternatives which we now consider. Following the proof of Lemma 2.3 in [6], we suppose
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that the function
(3.32) vτ = uττ +
c1
2
|uτ |
2
takes a maximum over ∂Ω and tangential vectors τ , such that |τ | ≤ 1, at a point x0 ∈ ∂Ω and vector
τ = τ0, where c1 is now a fixed constant to be determined. Without loss of generality, we may assume
x0 = 0 and τ0 = e1. For β = DpG(·, u,Du), setting
(3.33) b =
ν1
β · ν
, τ = e1 − bβ,
we then have, at any point in ∂Ω,
(3.34) v1 = vτ + b(2uβτ + c1uβuτ ) + b
2(uββ +
c1
2
u2β),
with v1(0) = vτ (0), b(0) = 0 and τ(0) = e1. For the cases when F6 holds or G is uniformly concave
in p with respect to u near ∂Ω, we can take c1 = 0, similarly to the F6 case in Lemma 2.3 in [6]. By
(1.3), (3.27), we then have from (3.34), following (2.53) to (2.54) in [6],
(3.35)
v1 = u11 ≤ uττ + g(0)ν1 + C(1 +M2)|x|
2
≤ |τ |2u11(0) + g(0)ν1 + C(1 +M2)|x|
2
≤ (1− 2bβ1)u11(0) + g(0)ν1 + C(1 +M2)|x|
2, on ∂Ω,
where g =
2uβτ
β·ν , |g(0)| ≤ C, and C is a constant depending on Ω, G, β0 and |u|1;Ω. For ǫ > 0, we now
define truncation functions ζǫ, ζ˜ǫ ∈ C
2(R) such that ζǫ(t) = ǫt/|t| for |t| ≥ 3ǫ/2, ζǫ(t) = t for |t| ≤ ǫ/2,
ζ˜ǫ(t) = t for t ≥ 3ǫ/2, ζ˜ǫ(t) = ǫ for t ≤ ǫ/2, 0 ≤ ζ
′
ǫ, ζ˜
′
ǫ ≤ 1 and |ζ
′′
ǫ | ≤ 2/ǫ, 0 ≤ ζ˜
′′
ǫ ≤ 2/ǫ. With ν also
extended smoothly to all of Ω¯ so that ν is constant along normals to ∂Ω in N , we can then define for,
0 < ǫ1 < 1,
(3.36) χ(·, u,Du) = 1− 2ζǫ1(ν1)
β1
ζ˜β0/2(β · ν)
(·, u,Du).
Taking ǫ1 small enough depending on Ω, G, β0 and |u|1;Ω, we have χ ≥ 1/2 in N . Clearly χ is well
defined in C2(Ω¯) and moreover we then have from (3.35)
(3.37) v1 = u11 ≤ χ(x, u,Du)u11(0) + g(0)ν1 + C1(1 +M2 + ǫ
−2
1 u11(0))|x|
2 := f, on ∂Ω,
for a further constant C1 depending on Ω, G, β0 and |u|1;Ω, where f(0) = u11(0). We shall define an
auxiliary function
(3.38) v := v1 − f − αM2G− κM
2
2φ,
for positive constants α and κ to be determined, where v1, f,G and φ are functions in (3.32), (3.37),
(1.2) and (3.30). Assuming that the function v attains its maximum over Ω¯ρ at some point x
0 ∈ Ωρ,
we have Lv(x0) ≤ 0. We can assume that |D2u(x0)| ≥ Cσ as large as we want, otherwise from v
constructed in (3.38), G = φ = 0 on ∂Ω, G[u] ≥ 0, φ > 0 and χ ≥ 1/2 in Ωρ, we can obtain the upper
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bound for u11(0) and derive the desired estimate (3.29). Taking τ = e1 in (3.2) and using F2, we have
(3.39)
Lu11 ≥ F
ij [D˜x1x1Aij +A
kl
iju1ku1l + 2(D˜x1A
k
ij)u1k]
+(DpkplB)u1ku1l + D˜x1x1B + 2(D˜x1DpkB)u1k.
Using the regularity condition (2.3) of A, we have
(3.40)
F ijAkliju1ku1l ≥ −λ¯(ǫT |Du1|
2 +
1
ǫ
F iju1iu1j)
≥ −λ¯(ǫT M22 +
1
ǫ
E ′2),
for any ǫ > 0, where λ¯ is a non-negative function, and E ′2 = F
ijukiukj. Then we have
(3.41) Lu11(x
0) ≥ −(ǫM22 + Cǫ)T −
C
ǫ
E ′2,
for either |D2u(x0)| ≥ Cσ if F5
+ holds, or Bp = 0. Here in (3.41), ǫ is a further constant which we
may take it to be 2ǫmax λ¯ with ǫ in (3.40), and C is a constant depending on λ¯. From (2.27) in [6],
we have
(3.42)
Lχ ≥ F ij(Dpkplχ)uikujl − CT + F
ij β˜χikujk
≥ −ǫ1CE
′
2 − (ǫM2 + Cǫ)T ,
where β˜χik := 2D˜xiDpkχ+ (Dzχ)δik, ǫ1 is the constant in (3.36), and the Cauchy’s inequality is used in
the second inequality. Consequently, we have
(3.43) Lf ≥ −ǫ1CM2E
′
2 − (ǫM
2
2 + Cǫ)T .
In the F6 case, it is enough to take α = 0. For E ′2 = F
ijuikujk and E2 = F
ijwikwjk, we have from
the Cauchy’s inequality,
(3.44) E ′2 = F
ij(wik +Aik)(wjk +Ajk) ≤ 2E2 + CT .
Taking (3.44) into account and using F6, from (3.41) and (3.43), we have
(3.45) L(v1 − f) ≥ −4(ǫM
2
2 + Cǫ)T , at x
0.
By choosing κ = 8ǫ/σ, from (3.31) and (3.45), we then have
(3.46) Lv(x0) > 0.
In the case when G is uniformly concave in p with respect to u near ∂Ω, we have
(3.47)
LG ≥ F ij(DpkplG)uikujl − CT + F
ijβ˜Gikujk
≥ γ0E
′
2 − (ǫM2 + Cǫ)T ,
where β˜Gik := 2D˜xiDpkG+(DzG)δik, γ0 is the constant in (3.25), and the Cauchy’s inequality is used in
the second inequality. Without loss of generality, we can assume M2 ≥ ǫ1/ǫ, otherwise we have already
obtained the second derivative bound. By choosing α = 2ǫ1C/γ0, and κ = 4ǫ(2 + α)/σ, from (3.31),
(3.41), (3.43) and (3.47), we also obtain (3.46).
The inequality (3.46) in both the above cases implies that v attains its maximum at the boundary
of Ωρ. From (3.37) and G = φ = 0 on ∂Ω, we have v ≤ 0 on ∂Ω and v attains its maximum 0 over ∂Ω
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at the point 0 ∈ ∂Ω. By the choices of α, κ and assuming M2 sufficiently large, we have v < 0 on the
inner boundary Ω∩∂Ωρ, otherwise we can have a upper bound for M2 and finish the proof. Therefore,
v must attain its maximum in Ω¯ρ at the point 0 ∈ ∂Ω. Thus, we have
(3.48) Dβv(0) ≤ 0,
which gives
(3.49) u11β(0) ≤ Cu11(0) + αM2uββ(0) + κM
2
2 (β · ν)(0),
where C is a constant depending on Ω, G, β0 and |u|1;Ω. When F6 holds, we have α = 0, while when G
is uniformly concave in p respect to u in N , we can take ǫ1 = ǫ, so that (3.49) becomes
(3.50) u11β(0) ≤ ǫCM
2
2 + Cǫ.
On the other hand, by differentiating the boundary condition (1.2) twice in a tangential direction τ ,
we have
(3.51) uττβ = −(DpkplG)ukτulτ − D˜xτxτG− 2(DpkD˜xτG)ukτ , on ∂Ω,
where β = Gp(·, u,Du), D˜xτ = τ · D˜x and D˜x = Dx +DuDz. At the point 0, taking τ = e1 in (3.51),
we have
(3.52) u11β(0) ≥ γ0u
2
11(0) − C(1 +M2),
by using the uniform concavity of G in p respect to u, where the constant C depends on G,Ω and
|u|1;Ω. Combining (3.50) and (3.52), we then obtain
(3.53) u11(0) ≤
√
2ǫC/γ0M2 + Cǫ.
By appropriately adjusting the constant ǫ, we obtain the desired pure tangential derivative estimate
(3.29) when either F6 holds or G is uniformly concave in p with respect to u in N .
Next, we shall consider the case when F is orthogonally invariant. For the function vτ in (3.32),
we need to properly choose a positive constant c1 in this case. We shall use the following first order
approximation to the tangent vector e1 at 0,
(3.54) ξ = e1 +
∑
1≤k<n
δkν1(0)(xnek − xken),
where the xn coordinate is chosen in the direction of ν at 0. From (2.59) in [6], we have
(3.55) v˜1 := vξ − C1(1 +M2)|x|
2 ≤ v˜1(0)(1 + C1|x|
2) := f, on ∂Ω.
For the barrier argument, we employ the auxiliary function v in (3.38) with α = 0 and v˜1 in place of
v1, where f is now the function defined in (3.55). Assuming that the function v attains its maximum
over Ω¯ρ at some point x
0 ∈ Ωρ, we have Lv(x
0) ≤ 0. We can assume that |D2u(x0)| ≥ Cσ as large
as we want, otherwise from v constructed in (3.38), φ = 0 on ∂Ω and φ > 0 in Ωρ, we can obtain the
upper bound for u11(0) and derive the desired estimate (3.29). Since the vector ξ in (3.54) has skew
symmetric Jacobian Dξ, we then can reduce the calculation of Lv˜1 to the argument of the proof of
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Lemma 2.1 in [6] when F is orthogonally invariant. By calculation, the estimate (3.45) holds with v˜1 in
place of v1. By choosing c1 = C/ǫ, κ = 8ǫ/σ with ǫ in (3.41), and following the argument of the proof
when α = 0, we can again derive to the pure tangential estimate (3.29) and complete the proof. 
Remark 3.4. If Bp = 0 in the F6 case, we can avoid to assume |D
2u(x0)| large so that we do not
need the positive lower bound of f in N . Therefore, the truncation for ν1 is not needed in this case.
If Bp = 0 in the case when G is uniformly concave in p with respect to u, we can also avoid such
truncation for ν1, but only get an pure tangential estimate in the form M
+
2 (τ) ≤ ǫM2+Cǫ(1+M
+
2 (β)),
where M+2 (β) = sup
∂Ω
uββ.
From the previous estimates established in this section, we obtain the following global second deriv-
ative estimates.
Theorem 3.2. Let u ∈ C4(Ω)∩C3(Ω¯) be an admissible solution of the boundary value problem (1.1)-
(1.2) in a C3,1 domain Ω ⊂ Rn, which is uniformly (Γ, A,G)-convex with respect to u. Assume that
F is orthogonally invariant satisfying F1-F5 and F6, A ∈ C2(Ω¯ × R × Rn) is regular in Ω¯, B > a0,∈
C2(Ω¯ × R × Rn) is convex in p, G ∈ C2,1(∂Ω × R × Rn) is oblique and uniformly concave in p, with
respect to u, and there exists a function u¯ ∈ C2(Ω¯) which is admissible with respect to u. Assume also
either (i) F5+ holds, or (ii) u¯ satisfies the subsolution condition (2.15) and B is independent of p, and
either (iii) DppA = 0 in ∂Ω×R×R
n or (iv) G[u] ≥ 0 in some neighbourhood N of ∂Ω. Then we have
the following estimate
(3.56) sup
Ω
|D2u| ≤ C,
where the constant C depends on n,A,B, F,G, β0,Ω, u¯ and |u|1;Ω.
Proof. We first observe that the global second derivative estimate (3.3) in Theorem 3.1, the mixed
tangential oblique derivative estimate (3.27), the pure oblique derivative estimate (3.28), the pure tan-
gential derivative estimate (3.29) in Lemma 3.1, hold under the assumptions of Theorem 3.2. Combining
these boundary derivative estimates (3.27), (3.28) and (3.29), we get an estimate
(3.57) sup
∂Ω
uξξ ≤ ǫM2 + Cǫ,
for any constant unit vector ξ and constant ǫ > 0, where Cǫ is a constant depending on ǫ, F,A,B,G, β0,Ω
and |u|1;Ω. Using the concavity property F2 of F , we get the full boundary estimate
(3.58) sup
∂Ω
|D2u| ≤ ǫM2 +Cǫ,
for any ǫ > 0. From (3.58) and (3.3), the second derivative estimate (3.56) holds by taking ǫ sufficiently
small. 
Remark 3.5. In Lemma 3.1 and Theorem 3.2, we need only assume a tangential concavity condition
on G. Namely we call the function G ∈ C2(∂Ω × R × Rn) tangentially locally uniformly concave,
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(tangentially concave), in p if Gpkplτkτl < 0, (≤ 0), in ∂Ω× R× R
n for all tangential vectors τ . If
(3.59) Gpkpl(·, u,Du)τkτl ≤ −γ0|τ |
2, on ∂Ω,
for all tangential vectors τ , u ∈ C1(Ω¯) and some constant γ0 > 0, (= 0), then we say the function G
is tangentially uniformly concave, (tangentially concave) in p, with respect to u. From the proof of
Lemma 3.1, we can replace the concavity of G with respect to p by tangential concavity in Lemma
3.1, for the cases where F6 holds or F is orthogonally invariant and consequently also in Theorem 3.2.
Also replacing G by
(3.60) G˜ := 1− e−cG
for a sufficiently large positive constant c, it follows that ifG is oblique and tangentially locally uniformly
concave, then G˜ is locally uniformly concave in p, in the sense that
(3.61) G˜pkplξkξl ≤ −δ|ξ|
2
for all vectors ξ ∈ Rn, x ∈ ∂Ω and |z| + |p| ≤ K for any constant K where δ is a positive constant
depending on K and G. It follows then that for oblique G in Lemma 3.1, we need only assume
G is tangentially locally uniformly concave in the general case. A particular example of an oblique,
tangentially locally uniformly concave boundary operator G, which was considered by Urbas in [20, 21],
is given by
(3.62) G(x, z, p) = p · ν +G′(x, z, pT ),
where pT = p− (p · ν)ν and G′ is tangentially locally uniformly concave as a function of p.
The case (iv) of Theorem 3.2 can be applied to the second boundary value problem of certain
augmented Hessian equations. Here we are given a C1 mapping Y from Ω¯ × R × Rn, satisfying
detYp 6= 0 and the matrix function A is defined by
(3.63) A(x, z, p) = −Y −1p (Yx + Yz ⊗ p).
The second boundary value problem for equation (1.1) is to prescribe the image
(3.64) Tu(Ω) = Ω∗,
where Ω∗ is another given domain in Rn and the mapping T is defined by
Tu := Y (·, u,Du).
The domain Ω is called uniformly (Γ, Y )-convex with respect to Ω∗ and u ∈ C0(∂Ω), if
KA[∂Ω](x, u(x), p) + µν(x)⊗ ν(x) ∈ Γ,
for all x ∈ ∂Ω, Y (x, u(x), p) ∈ Ω¯∗, and some constant µ > 0. If Ω∗ ∈ C2, and φ ∈ C2(Rn) is a defining
function for Ω∗, satisfying φ = 0, Dφ 6= 0 on ∂Ω, φ > 0 in Ω and φ < 0 outside Ω¯, then condition (3.64)
is equivalent to G[u] = 0 on ∂Ω and G[u] > 0 in Ω, where G = φ∗ ◦ Y . Furthermore Ω is uniformly
(Γ, Y )-convex with respect to Ω∗ and u if and only if Ω is uniformly (Γ, A,G)-convex with respect to
u. When Γ is the positive cone K+, we may simply refer to Ω as uniformly Y -convex with respect to
Ω∗ and u, which is equivalent to the inequality
−(δiνj(x)−A
k
ij(x, u(x), p)νk(x))τiτj ≥ δ0
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for all x ∈ ∂Ω, Y (x, u(x), p) ∈ Ω¯∗, unit tangent vectors τ = τ(x) and some constant δ0 > 0, in
agreement with the definitions in [17, 18]. Following [17], we call the target domain Ω∗, uniformly Y ∗
convex with respect to Ω and u, if
−(δiν
∗
j (y)− (A
∗)kij(x, u(x), p)ν
∗
k(y))τ
∗
i τ
∗
j ≥ δ
∗
0
for all y ∈ ∂Ω∗, x ∈ Ω¯∗, p ∈ Rn satisfying y = Y (x, u(x), p), unit tangent vectors τ∗ = τ∗(y) and some
constant δ∗0 > 0, where ν
∗ denotes the unit inner normal to Ω∗ and
[(A∗)kij ] = −Y
−1
p (DppY
k)(Y −1p )
t,
for each k = 1, · · · , n.
We then have the following corollary of Theorem 3.2.
Corollary 3.1. Let u ∈ C4(Ω)∩C3(Ω¯) be an admissible solution of the boundary value problem (1.1)-
(3.64) with A given by (3.63), where ∂Ω, ∂Ω∗ ∈ C3,1 and Ω,Ω∗ are uniformly Y -convex, uniformly
Y ∗-convex with respect to each other and u. Assume that Γ = K+ and F is orthogonally invariant
satisfying F1-F5 and F6, A ∈ C2(Ω¯×R×Rn) is regular in Ω¯, B > a0,∈ C
2(Ω¯×R×Rn) is convex in
p, there exists a function u¯ ∈ C2(Ω¯) which is admissible with respect to u. Assume also either (i) F5+
holds, or (ii) u¯ satisfies the subsolution condition (2.15) and B is independent of p. Then we have the
estimate
(3.65) sup
Ω
|D2u| ≤ C,
where the constant C depends on n,A,B, F,G, δ0, δ
∗
0 ,Ω,Ω
∗, u¯ and |u|1;Ω.
Proof. The uniform Y ∗-convexity of Ω∗ implies that G = φ∗ ◦Y is uniformly concave in p with respect
to u when Tu lies in some neighbourhood N ∗ of ∂Ω∗, for some defining function φ∗ ∈ C2(Ω¯∗) satisfying
φ∗ = 0, Dφ∗ 6= 0 on ∂Ω∗ and φ∗ > 0 in Ω∗. Following [12, 17] we then infer an obliqueness estimate
(1.3) for G with respect to u. Since G[u] ≥ 0 in Ω and G is clearly uniformly concave with respect to
u on ∂Ω, we can apply Theorem 3.2 (iv) and lead to the conclusion of Corollary 3.1. 
Remark 3.6. For the construction of admissible functions in the optimal transportation and more
general generated prescribed Jacobian cases see [4]. Also the existence of the admissible function u¯ in
Corollary 3.1 may be replaced by the Y -boundedness of Ω with respect to Ω∗ and u, as introduced in
[16], that is the existence of a function φ ∈ C2(Ω¯) satisfying
D2φ(x)−Ak(x, u(x), p)Dkφ > 0
for all x ∈ Ω¯, Y (x, u(x), p) ∈ Ω¯∗, where Ak = DpkA. With this alternative hypothesis the special case
of Hessian quotients Fn,k and Y = Y (x, p) generated by a cost function is treated in [22].
We consider now the situation where the lack of strict regularity of A is offset by strong monotonicity
conditions on either G or A with respect to z. Our main concern is with the semilinear G case. When
G is semilinear (or quasilinear), we still obtain the pure second order oblique derivative estimate for
uββ from Lemma 2.2 in [6] in the extended form,
(3.66) sup
∂Ω
uββ ≤ ǫM2 + Cǫ(1 +M
′
2),
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for any ǫ > 0, where M2 = sup
Ω
|D2u|, M ′2 = sup
∂Ω
sup
|τ |=1,τ ·ν=0
|uττ |, and Cǫ is a constant depending on
ǫ, F,A,B,G,Ω, β0 and |u|1;Ω. Here we need to assume as before that Ω is uniformly (Γ, A,G)-convex
with respect to u, F satisfies F1-F5 and either F5+ holds or DpB = 0. When F6 holds, M
′
2 does not
appear at the right hand side of the estimate (3.66), which reduces to the estimate (3.28).
The remaining estimate we need to establish is the pure tangential derivative on the boundary with
regular A. In order to ensure that the monotonicity conditions are at least independent of gradient
estimates, analogous to our boundary convexity conditions, we will restrict the matrix A to the special
form:
(3.67) A(x, z, p) = A0(x, z) + A˜(x) · p,
where A0 ∈ C
2(Ω¯ × R) and A˜ = (A1, · · · , An) where Ak, k = 1, · · · , n,∈ C2(Ω¯) are n × n symmetric
matrix functions. Correspondingly we will assume B has the form (3.20) where B0 ∈ C
2(Ω¯ × R) and
B1(p) ∈ C
2(Rn). Note that when A has the form (3.67), the A-curvature matrix KA[∂Ω] is independent
of both p and z so that we may simply refer to (Γ, A,G)-convexity with respect to u as (Γ, A)-convexity.
As in Section 3.1 of [6], it is convenient here to normalise G by dividing by β · ν so that we may then
assume β · ν = 1 on ∂Ω, whence β′ := β − ν is tangential to ∂Ω.
Lemma 3.2. Let u ∈ C2(Ω¯) ∩ C4(Ω) be an admissible solution of the boundary value problem (1.1)-
(1.2) in a C2,1 domain Ω ⊂ Rn. Assume that F satisfies F1-F3 and F5, A ∈ C2(Ω¯ × R × Rn),
B > a0,∈ C
2(Ω¯ × R × Rn) is convex in p and G ∈ C2(∂Ω × R × Rn) is oblique and semilinear and
either F5+ holds or B is independent of p. Assume one of the further conditions is satisfied:
(i): (3.67), (3.20) hold in some neighbourhood N of ∂Ω, F satisfies F4, Ω is uniformly (Γ, A)-convex
and κ = min
∂Ω
ϕz(·, u) > 0;
(ii): (3.67), (3.20) hold in Ω with κ = min
Ω
λ1(Az)(·, u) > 0, where λ1(Az) denotes the minimum
eigenvalue of the matrix Az.
Then for any tangential vector field τ , |τ | ≤ 1, we have the estimate
(3.68) M+2 (τ) ≤ (CM2 + C
′)/κ,
where M+2 (τ) = sup
∂Ω
uττ , the constant C depends on F,Ω, β
′, A˜ as well as inf
N
λ1(Az)(·, u), inf
N
Bz(·, u)
in case (i) and min
∂Ω
ϕz(·, u), inf
Ω
Bz(·, u) in case (ii), while the constant C
′ depends on F,A,B,G,Ω and
|u|1;Ω.
Proof. In this proof, we will use C and C ′ to denote constants depending on the same quantities as in
the statement of Lemma 3.2. As usual, the constants C and C ′ will change from line to line.
(i). The proof follows the proof of Lemma 3.1 for the nonlinear G case. Note that we have already
normalised G here such that β · ν = 1 on ∂Ω. We suppose that the function vτ = uττ +
1
2 |uτ |
2 attains
its maximum over ∂Ω and tangential vectors τ satisfying |τ | ≤ 1, at a point x0 ∈ ∂Ω and a vector
τ = τ0. Without loss of generality, we may assume x0 = 0, τ0 = e1 and ν(0) = en. Since vτ at 0 attains
its maximum in the direction e1, we can assume {uij +
1
2uiuj}i,j<n is diagonal at 0 by a rotation of
the e2, · · · , en−1 coordinates. For β = β(x) with β · ν = 1, setting b, τ as in (3.33), (now b = ν1,
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τ = e1−ν1β), we have the same decomposition for v1 on ∂Ω as in (3.34) with c1 = 1. By the boundary
condition Dβu = ϕ(x, u) and its differentiation in the direction of τ , we have on ∂Ω,
(3.69)
ν1(2uβτ + uβuτ )
= ν1[2(Dzϕ)uτ + 2Dxτϕ− 2Du ·Dτβ + ϕuτ ]
≤ ν1[h(0)τ(0) ·Du+ g(0)] + (CM2 + C
′)|x|2
≤ ν1[h(0)u1 + g(0)] + (CM2 + C
′)|x|2,
where g := 2Dxτϕ− 2Du ·Dτβ and h := 2Dzϕ+ϕ. Therefore, from (3.34) with c1 = 1 and (3.69), we
have
(3.70)
v1 ≤ (1− 2ν1β1 + C0ν
2
1)v1(0) + h(0)ν1u1 + g(0)ν1
+(CM2 + C
′)|x|2 := f, on ∂Ω,
where the constant C0 depends on Ω and β, and f(0) = v1(0). By making C0 larger if necessary, we
may assume that 1− 2ν1β1 +C0ν
2
1 ≥ 1/2 in Ω. We now define an auxiliary function
(3.71) v := v1 − f − cφ,
where v1 = u11 +
1
2 |u1|
2, f and φ are functions in (3.70) and (3.30), c is a fixed constant to be chosen
later. We consider the function v in the boundary neighbourhood N = Ωρ = {x ∈ Ω| d(x) < ρ} with a
small positive constant ρ. We assume that the function v attains its maximum over Ω¯ρ at some point
x0 ∈ Ωρ. Then we have Lv ≤ 0 at x
0.
Since F satisfies F4, from the uniform (Γ, A)-convexity of Ω, the barrier inequality (3.31) holds
provided |D2u| ≥ Cσ if F5
+ holds, while L = L satisfies (3.30) if Bp = 0. As in the proof Lemma 3.1,
from the properties of f and φ, and the construction of v, we may assume |D2u(x0)| ≥ Cσ as large as
we want. Actually, we can assume u11(x
0) > 1 as large as we want.
We now calculate Lv in detail. Using F2 and convexity of B in p, and taking τ = e1, in (3.2), we
have
(3.72) Lu11 ≥ F
ij [D˜x1x1Aij +A
kl
iju1ku1l + 2(D˜x1A
k
ij)u1k] + D˜x1x1B + 2(D˜x1DpkB)u1k,
in Ω. Using (3.67), (3.20) in N and F5, we then obtain from (3.72),
(3.73)
Lu11 ≥ F
ij[DzAiju11 + 2(D˜x1A
k
ij)u1k] + (DzB
0)u11 − C
′(1 +T )
≥ −(CM2 + C
′)T .
Next, by direct calculation, we have
(3.74)
L(ν1u1) = ν1Lu1 + u1Lν1 + 2F
ijν1iu1j
≤ C ′T + ǫF iju1iu1j +
1
ǫ
F ijν1iν1j ,
for any constant ǫ > 0, where (2.26) in [6] and the Cauchy’s inequality are used in the inequality.
Consequently, taking ǫ = 1/|h(0)|, we have
(3.75) h(0)L(ν1u1) ≤ C
′
T + F iju1iu1j.
By using (3.75) and further calculation, we have
(3.76)
L(
1
2
|u1|
2 − f) = F iju1iu1j + u1Lu1 − Lf
≥ −(CM2 + C
′)T .
From (3.31), (3.73) and (3.76), we have
(3.77)
0 ≥ Lv(x0) = L(v1 − f − cφ)(x
0)
≥
c
2
σT − (CM2 + C
′)T
≥ T > 0,
by fixing the constant c such that c > 2(CM2 + C
′ + 1)/σ. The contradiction in (3.77) implies that v
attains its maximum on ∂Ωρ. We can choose c large such that v < 0 on Ω ∩ ∂Ωρ. By (3.70), we have
v ≤ 0 on ∂Ω and v = 0 at 0. Therefore, v attains its maximum in Ω¯ρ at the point 0 ∈ ∂Ω. Thus, we
have Dβv(0) ≤ 0, which now gives
(3.78) u11β ≤ −2(Dβν1)β1u11 + CM2 + C
′, at 0.
On the other hand, by tangentially differentiating Dβu = ϕ(·, u) twice, with β = β(x) on ∂Ω, we
have
(3.79) uττβ = (Dzϕ)uττ − 2(Dτβk)ukτ − [ukDττβk −Dxτxτϕ− 2uτDzxτϕ− u
2
τDzzϕ],
on ∂Ω, whereDxτ = τ ·Dx. At the point 0 ∈ ∂Ω, taking τ = e1 in (3.79), recalling that {uij+
1
2uiuj}i,j<n
is diagonal at 0, we have
(3.80)
u11β ≥ (Dzϕ− 2D1β1)u11 − 2
∑
k>1
(D1βk)u1k − C
′
≥ (Dzϕ− 2D1β1)u11 − 2(D1βn)u1n +
∑
1<k<n
(D1βk)u1uk − C
′
≥ (Dzϕ− 2D1β1)u11 − 2(D1βn)u1n − C
′,
at 0. By expressing en in terms of β(0) and the tangential components, we have en = −
∑
k<n
βkek + β
at 0. Since {uij +
1
2uiuj}i,j<n is diagonal at 0, we have
(3.81) u1n = −β1u11 +
1
2
∑
1<k<n
βku1uk + u1β ,
at 0. From (3.78), (3.80) and (3.81), we obtain
(3.82) [Dzϕ− 2D1β1 + 2(Dβν1)β1 + 2(D1βn)β1](0)u11(0) ≤ CM2 + C
′.
For the desired estimate (3.66), we can rewrite (3.82) in the form
(3.83) Dzϕ(0, u(0))u11(0) ≤ CM2 + C
′,
where the terms [−2D1β1 + 2(Dβν1)β1 + 2(D1βn)β1](0)u11(0) in (3.82) are absorbed into CM2 on the
right hand side of (3.83). The estimate (3.66) now follows immediately from (3.83).
(ii). As in (i), we suppose that the function vτ = uττ +
1
2 |uτ |
2 attains its maximum over ∂Ω and
tangential vectors τ satisfying |τ | ≤ 1, at a point x0 ∈ ∂Ω and a vector τ = τ0. Without loss of
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generality, we may assume x0 = 0, τ0 = e1 and ν(0) = en. We can assume that u11(0) > 0. Following
the analysis in (i), the inequalities (3.69), (3.70) hold on ∂Ω. Then we have
(3.84) v1 − f ≤ 0, on ∂Ω, and v1 − f = 0, at 0 ∈ ∂Ω,
where v1 and f are functions defined in (3.70). From (3.80), we have
(3.85) u11β(0) ≥ −(CM2 + C
′).
Using (3.27) and (3.85), we have
(3.86) Dβ(v1 − f)(0) ≥ −(CM2 + C
′).
Then the function
(3.87) v := v1 − f − (CM2 + C
′)φ
satisfies Dβv(0) > 0 for properly larger constants C and C
′, where φ ∈ C2(Ω¯) is a negative defining
function for Ω satisfying φ = 0 on ∂Ω and Dνφ = −1 on ∂Ω. Therefore, v must take its maximum over
Ω¯ at an interior point in Ω. We assume that v takes its maximum at x0 ∈ Ω. Then we have Lv ≤ 0,
at x0. Under our assumptions for F,A and B, by direct calculation as in (i), we have
(3.88)
Lv ≥ F ij(DzAij)u11 − (CM2 + C
′)T
≥ κT u11 − (CM2 + C
′)T .
Combining (3.88) with Lv(x0) ≤ 0, and using F5, we have
(3.89) u11(x
0) ≤ (CM2 + C
′)/κ.
By the forms of v, f and φ, we can derive the desired pure tangential estimate (3.68) and complete the
proof for (ii). 
Remark 3.7. The explicit form of the coefficient of u11(0) in the estimate (3.82) permits some refinement
of the constant κ in case (i). In particular if Ω is convex with minimum and maximum boundary
curvatures, κ1 and κn−1 respectively and |β
′| ≤ ακ1/κn−1 for some constant α < 1, then we can take
κ = min
∂Ω
[ϕz(·, u) + 2(1− α)κ1]. Note that without the normalisation β · ν = 1 on ∂Ω we should divide
β by β · ν.
Combining the global estimate (3.3) or (3.23), together with the boundary estimates (3.27), (3.66)
and (3.68) in the semilinear G case, we can obtain the full second derivative estimate under strong
monotonicity condition on either G or A with respect to z. For this purpose we will employ the
following refinement of (3.66)
(3.90) sup
∂Ω
uββ ≤ ǫM2 +CǫM
′
2 + C
′
ǫ,
for any ǫ > 0, where Cǫ is a constant depending on ǫ and β and C
′
ǫ is a constant depending on
ǫ, F,A,B,G,Ω and |u|1;Ω. To get (3.90) from the proof of Lemma 2.2 in [6], we have in (2.29) of [6]
F ijβikujk = 2F
ij(Diβk)ujk − (Dzϕ)F
ijuij
so that by using the inequalities (1.9) and (1.10) in [6] to estimate F ijuij , (see also (3.24) in [6] and
(2.12) in this paper), the constant C in (2.29) of [6] need only depend on β provided instead the constant
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Cǫ1 is allowed to depend on ǫ1, F,A,B,G,Ω and |u|1;Ω. By examining the rest of the proof of Lemma
2.2 in [6], we then obtain (3.90). Moreover we can take Cǫ =
C
ǫ for some constant C depending on
F,A,B,G,Ω and β0. Also to avoid dependence on |u|1;Ω in global estimate (3.3), we will use the sharper
form in (3.23) in Remark 2.1, where the coefficient of sup∂Ω |D
2u| is 1. From the above considerations,
we now have the following full second derivative estimate for semilinear G. As in Theorem 1.2 in [6], we
need to assume the cone Γ lies strictly in a half space in the sense that r ≤ trace(r)I for all r ∈ Γ. For
simplicity we also assume that ϕ,A and B are non-decreasing in z, which implies that the constants
C in Lemma 3.2 depend only on F,Ω, β′ and A˜.
Theorem 3.3. Let u ∈ C4(Ω)∩C2(Ω¯) be an admissible solution of the boundary value problem (1.1)-
(1.2) in a C3,1 domain Ω ⊂ Rn. Assume that F satisfies conditions F1-F5, A ∈ C2(Ω¯ × R × Rn)
satisfies (3.67) with constant A˜ in Ω, B > a0,∈ C
2(Ω¯ × R) satisfies (3.20) and is convex in p, G ∈
C2(∂Ω×R×Rn) is oblique and semilinear, A,B and ϕ are nondecreasing in z, u¯ ∈ C2(Ω) ∩C1(Ω¯) is
admissible with respect to u and Ω is uniformly (Γ, A)-convex. Assume either F5+ holds or u¯ satisfies
the subsolution condition (2.15) and B is independent of p. Then there exist constants K depending
on F,Ω, β and A˜ such that if either ϕz(·, u) ≥ K on ∂Ω or Az(·, u) ≥ KI in Ω, we have the estimate
(3.56), where C is a constant depending on F,A,B,G,Ω, u¯ and |u|1;Ω.
Proof. As in Lemma 3.2, we assume β · ν = 1 on ∂Ω. By the assumption of the cone Γ, the quantities
M ′2 and M
+
2 are equivalent. From (3.68) in Lemma 3.2, and taking K ≥ 1, we have
(3.91) M ′2 ≤
C0M2
K
+ C ′,
with C0 depending on F,Ω, β
′ and A˜. Substituting (3.91) into (3.90), we have
(3.92) sup
∂Ω
uββ ≤ (ǫ+
C1
ǫK
)M2 + C
′
ǫ,
for any ǫ ∈ (0, 1), for a further constant C1 ≥ C0 depends on the same quantities as C0. Consequently,
from (3.27), (3.91) and (3.92) we have
(3.93)
uνν = uββ − 2uββ′ + uβ′β′
≤ (ǫ+
C1
ǫK
)M2 + C
′
ǫ,
for further constants C1 and C
′
ǫ depending on the same quantities. Fixing K = C1ǫ
−2, ǫ = 14 , and
using the concavity F2 we thus obtain, from (3.91) and (3.93),
(3.94) sup
∂Ω
|D2u| ≤
1
2
M2 + C
′.
Combining (3.94) with (3.3), we obtain the estimate (3.56). 
Remark 3.8. When F6 is satisfied, the pure second order oblique derivative estimate in the simpler
form (3.28) holds and the proofs of Lemmas 3.2 and Theorem 3.3 become simpler. We can just take
v1 = u11 in the proof of Lemma 3.2 and the estimate (3.56) can be directly obtained without the
assumption of the cone Γ.
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Remark 3.9. In the special case A˜ = 0, which includes the standard Hessian equations, the (Γ, A)-
convexity condition becomes simply Γ-convexity and the existence of an admissible function u¯ is not
needed in the hypotheses of Theorem 3.3 as the function |x|2 serves the purpose, see Remark 3.1. In
particular for a linear boundary condition, Dβu = γu+ϕ0, we would obtain a global second derivative
bound if γ ≥ K for some constant K depending on F,Ω and β, thereby extending the special case of
the Monge-Ampe`re equation in [19, 23] to general Hessian equations.
4. Existence Theorems
In this section, we shall present some existence theorems for admissible solutions to the boundary
value problem (1.1)-(1.2). In accordance with our treatment of the second derivative estimates in
Theorems 3.2 and 3.3, the situations for the nonlinear G case and semilinear G case will be discussed
separately.
With the second derivative estimates in Section 3, in order to establish the existence results, we also
need solution and gradient estimates. The necessary higher order derivative estimates follow from the
global Ho¨lder estimates for second derivatives in [10] and [15] and the linear Schauder theory in [3].
For the solution estimates, we can assume the existence of admissible subsolutions and supersolutions
of the problem (1.1)-(1.2) or alternative conditions such as in Remark 4.1 in [6]. Various local and
global gradient estimates for the oblique boundary problem are established in Section 3 in [6], which
we will expand here to fit the situations in this paper.
First, we consider global gradient estimate for admissible solutions of the problem (1.1)-(1.2) when
Γ = K+, A satisfies a quadratic bound from below and G is tangentially concave in p. For these
estimates and their subsequent application to existence, it will be convenient to express the obliqueness
condition in the form,
(4.1) Gp(x, z, p) · ν ≥ β0,
for all x ∈ Ω, |z| ≤ M , M ∈ R+, p ∈ Rn, where now β0 is a positive constant depending on M .
Similarly we will consider the uniform tangential concavity of G in the form,
(4.2) Gpkpl(x, z, p)τkτl ≤ −γ0|τ |
2,
for all tangential vectors τ , x ∈ ∂Ω, |z| ≤ M , M ∈ R+, p ∈ Rn, where γ0 is a positive constant
depending on M .
Lemma 4.1. Let Ω ⊂ Rn be a bounded C2 domain, u ∈ C2(Ω) ∩C1(Ω¯) satisfying
(4.3) D2u ≥ −µ0(1 + |Du|
2)I, in Ω,
and the boundary condition (1.2), where µ0 is a non-negative constant and G is oblique and tangentially
uniformly concave in p satisfying (4.1) and (4.2). Then we have the estimate
(4.4) sup
Ω
|Du| ≤ C,
where C depends on µ0, G,Ω and |u|0;Ω. If we replace (4.3) by the stronger condition,
(4.5) Dijuξiξj ≥ −µ0(1 + |Dξu|
2)
for any unit vector ξ, then we need only assume G is tangentially concave in p.
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Proof. By two applications of the Taylor’s expansion and (1.2), we have
(4.6) 0 = G(·, u, 0) + [Gpi(·, u, p
∗)νi]Dνu+Gpi(·, u, 0)δiu+
1
2
Gpipj(·, u, p
∗∗)δiuδju, on ∂Ω,
for some fixed vector functions p∗ and p∗∗. Specifically we can take p∗ = δu+ t∗(Dνu)ν and p
∗∗ = t∗∗δu
where t∗ and t∗∗ are scalar functions on ∂Ω satisfying 0 ≤ t∗, t∗∗ ≤ 1. From (4.1) and (4.2), we then
obtain
(4.7) Dνu ≥
1
β0
(−|G(·, u, 0)| − |Gp(·, u, 0)||δu| +
1
2
γ0|δu|
2) ≥ −C
if Dνu ≤ 0, by Cauchy’s inequality. The gradient estimate (4.4) then follows immediately from Lemma
3.2 in [7]. If we only assume G is tangentially concave, we obtain from (4.6),
(4.8) Dνu+
1
β0
Gpi(·, u, 0)δiu ≥ −
1
β0
|G(·, u, 0)| ≥ −C
so that if (4.5) holds we obtain (4.4) from Theorem 2.2 in [11] as condition (4.5) implies the function
eκu is semi-convex for large κ; see also Lemma 4.1 in [7]. 
Lemma 4.1 provides a gradient estimate for u satisfying (4.3) and (1.2) with nonlinear and tan-
gentially uniformly concave G, which is a counterpart for the Dirichlet boundary condition case in [8]
and the semilinear Neumann and oblique boundary condition cases in [7]. For Γ = K+, an admissible
u ∈ C2(Ω)∩C1(Ω¯) satisfies M [u] ∈ K+. When we assume a quadratic bound for A from below, namely,
(4.9) A(x, z, p) ≥ −µ0(1 + |p|
2)I,
for all x ∈ Ω, |z| ≤ M , p ∈ Rn with M ∈ R+ and some non-negative constant µ0 depending on
M . Then the admissibility in K+ and the condition (4.9) imply that u satisfies the inequality (4.3).
Therefore, we can apply the gradient estimate in Lemma 4.1 to the admissible solutions of the problem
(1.1)-(1.2) in K+ for A in (4.9) and tangentially uniformly concave G in p. As in [6], we can also use
A ≥ O(|p|2)I as |p| → ∞ to simply denote the condition (4.9). Also under the stronger condition
(4.10) Aij(x, z, p)ξiξj ≥ −µ0(1 + |p · ξ|
2),
for any unit vector ξ, we need only assume G is tangentially concave in p.
For the maximum modulus estimate of the solution, we will assume the existence of an admissible
subsolution u ∈ C2(Ω) ∩C1(Ω¯) and a supersolution u¯ ∈ C2(Ω) ∩C1(Ω¯) of the oblique boundary value
problem (1.1)-(1.2) in the sense of
(4.11) F (M [u]) ≥ B(·, u,Du), in Ω, G(·, u,Du) ≥ 0, on ∂Ω,
and
(4.12) F (M [u¯]) ≤ B(·, u¯,Du¯), in Ω, G(·, u¯,Du¯) ≤ 0, on ∂Ω,
respectively. If we assume that A,B and G are non-decreasing with respect to z, with at least one of
them strictly increasing, by the comparison principle, an admissible solution u ∈ C2(Ω)∩C1(Ω¯) of the
problem (1.1)-(1.2) satisfies u ≤ u ≤ u¯ in Ω¯, see Section 4.1 in [6].
Combining the solution bound from the subsolution and supersolution, gradient bound in Lemma
4.1, and the second derivative bound in Theorem 3.3, we can now formulate an existence theorem for
admissible solutions for regular A and locally uniformly concave G when Γ = K+.
Theorem 4.1. Assume that F is orthogonally invariant and satisfies F1-F4 and F6 in the positive
cone K+, Ω is a C3,1 bounded domain in Rn, A ∈ C2(Ω¯ × R × Rn) is regular in Ω¯ with DppA = 0
in ∂Ω × R × Rn, B > a0,∈ C
2(Ω¯ × R × Rn) is convex in p, G ∈ C2,1(∂Ω × R × Rn) is uniformly
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oblique satisfying (4.1) and locally tangentially uniformly concave in p, u and u¯,∈ C2(Ω) ∩ C1(Ω¯)
are respectively an admissible subsolution and a supersolution of the oblique boundary value problem
(1.1)-(1.2) in the sense of (4.11) and (4.12), with u¯ ≤ u0, where u0 ∈ C
2(Ω¯) is also admissible and
Ω is uniformly A-convex with respect to the interval I = [u, u¯]. Assume also that, A, B and −G are
non-decreasing in z, with at least one of them increasing, either A satisfies (4.9) and G is tangentially
uniformly concave satisfying (4.2) or A satisfies (4.10) and either (i) F5+ holds, or (ii) B is independent
of p and u0 is a subsolution of (1.1). Then there exists a unique admissible solution u ∈ C
3,α(Ω¯) of
the boundary value problem (1.1)-(1.2) for any α < 1.
Since the condition F5 itself is a consequence of F2 and F4, (see [6]), we only assume conditions
F1-F4, F6 and omit the condition F5 in the statement of Theorem 4.1. The admissible function u0
corresponds to the function u¯ in Lemma 2.1 and is not needed in the hypotheses when A and B are
independent of z. With the a priori derivative estimates up to second order, Theorem 4.1 is readily
proved by the method of continuity, similarly to the proof of Theorem 4.1 in [6]. Here we note that
Theorem 4.1 requires that the matrix A(x, z, p) is affine in p when x lies in ∂Ω. Such a condition is
not needed in the strictly regular case in [6]. Moreover using Lemma 4.1, we can remove the second
inequality in condition (4.3) in the hypotheses of the corresponding existence Theorem 4.2 in [6] if
either G satisfies (4.2) or A satisfies (4.10). Note that we also need only assume that G is tangentially
concave in Theorem 4.2 in [6], (as well as in Theorem 1.2 and Lemma 2.3 in [6] and Theorems 4.1 and
4.2 in [7]).
We remark that there is a natural example for a regular matrix A satisfying the assumptions of
Theorem 4.1, obtained by taking A(x, z, p) = ζ(x)A¯(x, z, p) for a non-negative function ζ ∈ C2(Ω¯)
vanishing on ∂Ω and a non-decreasing regular matrix A¯ ∈ C2(Ω¯ × R × Rn). In such an example, and
more generally when DpA = 0 on ∂Ω, uniform A-convexity reduces to simply uniform convexity.
Next, we consider a global gradient estimate for admissible solutions of the problem (1.1)-(1.2) for
semilinear G, under suitable conditions on ϕ,A and B corresponding to the hypotheses of the second
derivative estimate in Theorem 3.3. For simplicity we will assume that ϕ, A and B are all non-decreasing
with respect to z and as in Remark (3.9), ϕ is affine in z, that is
(4.13) ϕ(·, z) = γz + ϕ0,
where γ ≥ 0 and ϕ0 are functions on ∂Ω. Also as in Remark 3.8 we will also consider the special case
when A = A0(x, z) is independent of p, as well as B = B0(x, z), although as we shall indicate below
such restrictions are not needed in the proof of the case when Az is large.
Lemma 4.2. Let u ∈ C3(Ω) ∩ C2(Ω¯) be an admissible solution of the boundary value problem (1.1)-
(1.2) for an oblique, semilinear boundary operator G in a C2,1 domain Ω ⊂ Rn. Assume that F satisfies
F1-F4, A = A0 ∈ C
2(Ω¯ × R), B = B0 > a0,∈ C
2(Ω¯ × R), β ∈ C2(∂Ω), ϕ ∈ C2(∂Ω × R) is given by
(4.13) with A,B and ϕ non-decreasing in z. Then there exist constants K depending on F,Ω and β
such that if either (i) Az(·, u) ≥ KI in Ω or (ii) γ ≥ K on ∂Ω and Ω is uniformly Γ-convex, we have
the estimate
(4.14) sup
Ω
|Du| ≤ C,
where C depends on F,A,B,Ω, β, ϕ and |u|0;Ω.
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Proof. The proof depends on careful examination and modification of the proof of case (i) in Theorem
1.3 in [6]. First we need to refine the differential inequality (3.9) there with
(4.15) g = |δu|2 + |Dβu− ϕ(·, u)|
2
to obtain, under our assumed conditions on ϕ,A and B,
(4.16) Lg ≥ a1[E
′
2 + F
ij(DzAij)|Du|
2]−C0(γ
2F ijuiuj + T |Du|
2)− C ′(1 + T ),
where a1 = (1+ β
′
0)
−2, β′0 = sup |β
′| and C0 is a constant depending on β and Ω while the constant C
′
depends also on ϕ,A,B and M0 = |u|0;Ω. Here we normalise β · ν = 1 and write β
′ = β − ν, as in the
proof of Lemma 3.2.
In place of (3.13) in [6], we will employ auxiliary functions of the form
(4.17) v := g + (−)κM21φ+ χu
2,
where g is given by (4.15), φ ∈ C2(Ω¯) is a positive defining function for Ω satisfying φ = 0 on ∂Ω and
Dνφ = 1 on ∂Ω, M1 = sup
Ω
|Du| and κ and χ are suitable positive constants to be determined. Then
we have on the boundary ∂Ω,
(4.18)
Dβv ≥ 2γ|δu|
2 − 2δku[(δkβi)Diu+ βiνk(Diνl)Dlu+ βi(Diνk)Dνu− δkϕ0]
+(−)κM21 + 2χuϕ
≥ (γ − C0)|δu|
2 + (−)κM21 − C
′(1 + χ),
while in Ω, we have from (4.16), taking χ = C0(sup |γ|)
2,
(4.19) Lv ≥ F ij(DzAij)|Du|
2 + (−)κM21Lφ− C0T |Du|
2 − C ′(1 +T ).
Now it is convenient to separate cases (i) and (ii). For case (i) we will use the “+” sign in (4.17) and
choose κ large enough so that Dβv > 0 on ∂Ω so that the maximum of v must occur at an interior
point of Ω, whence the estimate (4.14) follows from (4.19).
For case (ii) we take the “−” sign in (4.17) and use the uniform Γ-convexity of Ω to choose φ so that
(4.20) Lφ ≤ −σT , in Ω,
for a positive constant σ. Such a function φ = d − d2/2ρ, is already used in the proof of Lemma 3.1
where (4.20) is satisfied in a neighbourhood Ωρ of ∂Ω. In our situation here the constants ρ and σ
depend only on Ω and Γ. To extend φ to all of Ω, we may fix a point x0 ∈ Ω and define the truncated
function φh = mh{φ, η} in Ωρ, where mh is the mollification of the min-function of two variables,
(4.21) η(x) =
(2D2 − |x− x0|
2)ρ
8D2
and D is the diameter of Ω. We then replace φ itself in Ωρ by φh for h sufficiently small, say h < ρ/16 ,
with φ = η outside Ωρ. Then we obtain (4.20) with σ replaced by min{σ, ρ/4D
2}. The estimate (4.14)
follows from (4.18) by choosing κ = 2C0/σ in (4.19) so that Lv > 0 for M1 sufficiently large and the
maximum of v is taken on ∂Ω. 
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Remark 4.1. Similarly to Remark 3.7 we can use (4.18) to replace γ in case (ii) of Lemma 4.2 by γ+κ1
where κ1 is the minimum curvature of ∂Ω. The estimate (4.14) would still hold even if γ were negative
on part of ∂Ω provided the curvature was sufficiently large on such a region.
Remark 4.2. In case (i) of Lemma 4.2, we remark that A and B can take more general forms which
have dependence on p, in particular (3.18), (3.20) with DpA1,DpB1 ∈ L
∞(Rn); see also Remark 3.5 in
[6].
Combining the gradient estimate in Lemma 4.2 and the second derivative estimate in Theorem 3.3,
we can establish an existence theorem for semilinear oblique boundary value problem (1.1)-(1.2) under
strong monotonicity conditions for G or A with respect to z.
Theorem 4.2. Assume that F satisfies conditions F1-F4, Ω ∈ C3,1 is uniformly Γ-convex, A = A0 ∈
C2(Ω¯ × R), B = B0 > a0,∈ C
2(Ω¯ × R), β ∈ C2(∂Ω), ϕ ∈ C2(∂Ω × R) is given by (4.13) with A,B
and ϕ non-decreasing in z. Then there exist constants K depending on F,Ω and β such that if either
γ ≥ K on ∂Ω or Az ≥ KI in Ω × R, there exists a unique admissible solution u ∈ C
3,α(Ω¯) of the
boundary value problem (1.1)-(1.2) for any α < 1.
Proof. Since we are not assuming the existence of sub and supersolutions, as for example in Theorem
4.1, we need a priori solution bounds in order to apply the method of continuity. These follow from
standard arguments when A and B are independent of p and we need only assume either Az or γ is
positive, that is the constant K need only be assumed positive. Upper bounds follow immediately
from the admissibility of u and the property of the cone Γ ⊂ Γ1, which implies the simple Laplacian
subsolution inequality,
(4.22) ∆u ≥ Aii(·, u) ≥ c0u+Aii(·, 0),
whenever u ≥ 0, where c0 = inf(DzAii). To get a lower bound in the case when Az ≥ KI, we consider
an auxiliary function
(4.23) v = κφ− u,
where κ is a positive constant and as usual φ ∈ C2(Ω¯) is a positive defining function for Ω satisfying
φ = 0 on ∂Ω and Dνφ = 1 on ∂Ω. By taking κ sufficiently large, we have Dβv > 0 on ∂Ω whenever
v ≥ 0 so that v must take a positive maximum in Ω. Since
(4.24)
Lv = κLφ− F ijwij − F
ijAij
≥ −KT u− C(1 + κ)(1 + T ),
using (2.12), we obtain a lower bound for u at a maximum point of v and hence in Ω. In the case
γ ≥ K, we replace v by
(4.25) v = κη − u
where η(x) = |x|2 and choose κ large enough so that v takes a maximum on ∂Ω. In both cases we
obtain a lower bound for u.
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Then we conclude the following maximum modulus estimate for u,
(4.26) sup
Ω
|u| ≤ C,
with constant C depending on F,A,B, β, γ, ϕ0 and Ω.
Alternatively, using condition F4, we can show functions of the form +(−)(c1φ− c0) are respectively
admissible subsolutions and supersolutions of (1.1)-(1.2) for sufficiently large constants c0 and c1 in the
case where Az ≥ KI, while functions of the form +(−)(c1η−c0) are respectively admissible subsolutions
and supersolutions of (1.1)-(1.2) in the case γ ≥ K.
Using the a priori solution estimate (4.26), gradient estimate (4.14) in Lemma 4.2, and the second
derivative estimate in Theorem 3.3, we obtain the existence of admissible solution u ∈ C3,α(Ω¯) of the
boundary value problem (1.1)-(1.2) for any α < 1 using the method of continuity in [3]. The uniqueness
follows from the comparison principle. 
For the same reason as in Theorem 4.1, we omit the condition F5 for F in Theorem 4.2. When
γ ≥ K on ∂Ω, Theorem 4.2 embraces the standard Hessian equations as special cases. When Az ≥ KI
in Ω × R, Theorem 4.2 permits oblique boundary condition of the form Dβu = ϕ0(x) on ∂Ω. When
Γ = K+, Theorem 4.2 applies to the uniformly convex domain Ω in the usual sense. Note also that we
do not require the orthogonal invariance of F in Theorem 4.2, nor in Theorem 4.1 when A and B are
independent of p.
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