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1 INTRODUCTION
General engineering problems are complex and involve large amounts of data. Tools are 
needed that can help engineers understand these problems. An important part of future 
computer aided engineering systems will be inductive learning systems. There are three 
main requirements for learning systems that handle real world engineering problems. First, 
the system must be able to handle nominal1 valued and continuous valued attributes. Neither 
type alone is enough. Second, the system must be able to handle some noise. Third, the 
system must present the induced knowledge in such a way that the engineer can understand 
the rules produced and gain insight to the problem.
This paper describes a system that is a first pass at meeting these stringent require­
ments. The CAQ learning system is, conceptually, an extension of the AQ learning al­
gorithm [Michalski75], adapted so it can construct rules using continuous attributes and 
nominal attributes. In addition to handling real values, the system is able to handle noise 
in the continuous attributes. Noisy values are discovered by assuming a normal distribution 
on the data values observed. The user can specify how much noise is expected in the data 
to aid the system in building better rules.
The next section of the paper is devoted to describing why such a system is useful. 
The third section explains why a top-down inductive approach is appropriate for this task 
and how the integration of continuous and nominal valued attributes was formulated. The 
fourth section of the paper describes the CAQ system in detail. This is followed by some 
simple experimental results that show handling continuous values as real values is faster than 
treating them as nominal values. This is followed by a brief discussion of future work and 
concluding remarks.
2 ENGINEERING REQUIREMENTS FOR LEARN­
ING ALGORITHMS
Engineering problems are described by many attributes that interact in complex ways. In 
mechanical engineering there are complicated simulators that take input parameters such as 
the speed of the cutting tool, the depth of cut, etc. and return the grade of finish of the 
final piece, the cost in terms of tool wear and wasted raw material, etc. These simulators are 
very beneficial but limited. Simulators are used to replace actual experiments for a number 
of reasons.
1. Set-up tim e. Although the actual time to a run a machining simulation might take 
longer than performing the actual machining, it takes less time to set up a simulation. 
Once a simulation is set up it can easily be modified to run new tests. Changing the 
set-up on a machine can be very time consuming.
2. B read th  of problem s. A simulator developed for one problem can be used on a 
wide spectrum of problems. When an experiment is performed by actually machining 
a part, it is applicable only to that specific case.
In this paper nominal attributes include what are commonly called nominal, cyclic, linear, and structured 
variables [Hoff83j. All of these attributes have a fixed set of discrete values.
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3. Levels of observation. A simulator allows different levels of observation on the 
experiment being conducted. Although this can be accomplished with real machining 
tasks, it is expensive and difficult to perform. In some cases the measurements wanted 
could push the state of technology to the point where accurate measurements are costly 
to obtain.
In order for the engineer to get a feel for the output space, a large number of simulations 
must be run. This is computationally intense and time consuming, and the engineer must 
interpret the volumes of data using his own experience. By running the simulations the 
engineer gathers data upon which rules can be developed for determining what output goal 
(concept) is produced by a setting of the input parameters. In other words, the engineer 
tries to construct a rule that maps points between the input parameter space and the output 
space for a particular simulator. Rules are desired that can be used to find mappings in both 
directions, from input to output and from output to input. CAQ is designed to find rules 
that map from the output parameters to the input parameters. An EBL system [Mitchell86] 
might be the appropriate type of learning method for finding rules that map the input 
parameters to the output parameters.
The solution to this problem seems within the grasp of inductive learning systems. Un­
fortunately, none to date have worked adequately because they do not meet all the demands 
of the problem [Lu87, Lu88]. The following subsections discuss three important requirements 
that engineering domains place upon inductive learning algorithms: combining nominal and 
continuous attributes, handling noise, and producing clear results.
2.1 N om inals Or R eals A lone Are N ot Enough
The distinguishing feature of engineering problems is that they contain both continuous 
(real) and nominal values. Neither type of attribute alone is enough. Nominal values can 
describe the discrete quantities of the problem. However, there are some attributes of these 
problems that are naturally continuous, e.g., tool speed. There are other attributes that 
when better understood might become discrete, but currently there is not enough knowledge 
to perform this categorization. In other words, there are quantitative measures that cannot 
be treated qualitatively. On the other side, not all attributes are continuous. There have been 
descriptive categories defined for some items that do not need to be treated as continuous. 
To force such items to take a continuous value just complicates the learning problem, e.g., 
machine lubricants are bought in fixed grades even though they could be specially formulated 
to any desired consistency. Also, there are qualitative values that engineers would like to 
handle quantitatively but are unsure how to measure or unable to measure their numeric 
aspects.
Thus, in order to find rules that can adequately describe conceptual relationships in such 
domains the learning system must handle both types of attributes. CAQ was designed to 
deal with this specific problem.
2.2 N oise
Noise comprises non-systematic errors in the values of attributes or class information [Quin- 
lan86]. There are at least three types of noise that can occur in a learning problem: un-
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certainty, error, and imprecision. Uncertainty occurs when the correct value of an attribute 
cannot be determined. Error occurs due to a misreading or incorrect coding of the informa­
tion. Given another opportunity to check the value, the correct value would be observed and 
the error eliminated. For continuous variables another form of noise is imprecision; the best 
obtainable measurement for the value is imprecise. Although noise due to uncertainty and 
error are problematic, there is no method of avoiding imprecision. So any learning algorithm 
that is working with continuous variables must be able to handle some noise in those vari­
ables. Noise can occur in these problems not only due to imprecision but also to unrealized 
factors in the problem. Engineers are quite comfortable using statistically based processes 
to ignore such variations. They expect the same from the learning algorithms they use.
CAQ can handle random noise in continuous attribute values. The user of the system 
can specify what percentage (level) of noise is assumed to appear in the data, if it is known. 
If the noise level is not supplied, the system is very conservative and assumes an error rate 
of less than 1%.
2.3 R ule C om prehension
Engineers want learning systems to produce rules that are not only correct but also compre­
hensible. If predictive accuracy were the sole requirement of the rules, then nominal values 
could be coerced into real values and statistical methods applied. But these methods do 
not produce comprehensible results (although they are very accurate). People prefer simple, 
short rules, but in the engineer’s situation the rules must also be consistent.
Standard numerical methods and many machine learning algorithms produce rules that 
are concept poor. That is, they produce a decision rule for a subset of points in the space 
but do not convey a useful meaning of the engineering concept along with the rule produced. 
A simulator can be thought of as executing a rule; but in this case the engineer must look 
up the numeric values in tables to determine what the rule actually means and to determine 
if the results can be generalized. What is desired is a system that can produce concept 
rich rules. Rules that are constructed from attribute/value relations that are part of the 
engineering model for the problem.
AQ [Michalski75] was selected as the basis for CAQ because AQ produces concept rich 
rules, compared to other learning systems [0’Rorke82]2. The learning algorithms that pro­
duce decision trees [Quinlan86] can also handle noise but the results are not as concise as 
AQ rules. CAQ rules are simple to understand and clearly show the relationships among 
attributes. An example of a CAQ rule describing a sports car would have the form:
[0 < drag-coefficient < 0.4][top-speed > 120][transmission =  manual]
This rule is quite naturally read as a sports car has a drag coefficient between 0 and 0.4, a 
top speed greater than 120 mph, and must have a manual transmission.
2It is recognized that this is a subjective judgment and others have disputed these results [Rendell87]. 
But the dispute has been raised on the issue of rule size, not ease of understandability.
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3 INTEGRATING CONTINUOUS AND NOMINAL  
ATTRIBUTES
Before discussing the integration of the different types of attributes, some terminology will be 
introduced to help explain the AQ family of algorithms [Larson77, Michalski75, Michalski86, 
Reinke84].
1. Variables define the dimension and granularity of the event space. An event has a 
single value assigned to each variable of the event space. For example, the range of 
possible speeds for a lathe machining station could be 0 to 5000 rpm and the types of 
materials handled could be wood, aluminum, and plastic. A particular example of a 
task on the lathe might include the facts that the lathe speed was set to 300 rpm and 
the material was aluminum.
2. Selectors are predicates over attribute subranges. For example, the selector [300 < 
lathe-speed < 1000] indicates that the lathe speed is a value between 300 and 1000 and 
[material-type =  wood, aluminum] indicates that wood or aluminum are the allowed 
types of material. These selectors embody the construct known as internal disjunction 
[Michalski83].
3. Complexes are conjunctions of selectors where no two selectors of the complex refer 
to the same variable.
4. Concepts are disjunctions of complexes. A concept defines a class of events.
5. Rules are of the form concept => concept class. For example, in the rule [300 < lathe- 
speed < 1000][material-type wood] => Smooth-cut, lathe-speed and material-type are 
variables, and there is one complex containing two selectors in the concept.
The AQ algorithm constructs discriminate description rules in a top-down fashion. It 
begins with the most general description (the null complex) and builds new complexes by 
adding a selector from the seed (a selected positive event). The added selectors specialize the 
complex so that the complex covers fewer negative examples. When a complex is consistent 
(covers no negative events) it is saved (by disjoining it with the previous complexes) and a 
new seed is selected. The process continues until the resulting concept covers all of the given 
positive events. AQ uses an extend against process to maximally generalize the values in a 
selector. To extend the seed value for a variable against the set of values of the negative set 
for the variable, the system gets the most general consistent value subrange for the selector 
that includes the seed event’s value on that variable. (For further details see [Michalski75].) 
CAQ uses this basic methodology but supplements it by allowing continuous variables. The 
next section presents the details of the CAQ system.
There are difficulties in combining continuous and nominal attributes. Nominal values 
define a feature space of finite size. Though this space might be quite large, it is well defined. 
For continuous variables this is not the case, so the search through the space must be more 
constrained. The extend against process does not always work well for continuous attributes. 
For example, if there is a large gap between the value for a positive event and the nearest
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Figure 1: Negatives in One Quadrant
negative event, should the system assume that all the space between these values signifies a 
positive instance? Unless one is very confident that the examples represent all the negative 
areas of the feature space, probably not. CAQ solves this problem by assuming a normal 
distribution on the values of the observed points. With this assumption, the system is able 
to find an intermediate value locating the most likely break-off point between positive and 
negative events.
Although not useful for data sets with a normal distribution, the extend against process 
can be modified to work with continuous variables. Consider figure 1 where the event space 
is a plane with X and Y values ranging from 0 to 100. All the negative events have both X 
and Y values greater than 50. In this case assuming a normal distribution on the points will 
not allow any concept to be found, as the normal distributions between the negative event 
set and the positive event set have too much overlap to determine a break point between 
the sets. However, a modified version of extend against works well (described in the next 
section).
CAQ is not the first system to integrate continuous and nominal attributes, but its 
approach is much different than the others. ID3 [Quinlan86], PLS [Rendell83], UNIMEM 
[Lebowitz85], and STAGGER [Schlimmer87] all allow continuous valued attributes in addi­
tion to nominals. But in all four cases the values are first discretized before being used by 
the systems. CAQ does not analyze the real values and place them into discrete categories. 
Rather the real intervals for a concept are determined dynamically within the context of the 
current complex being constructed. Only the points currently covered by the complex are 
used in determining where the interval boundary between positive examples and negative 
examples should be placed.
An approach similar to that of CAQ is described in [Gross88]. But that system does 
not learn from provided examples. Instead there exists an oracle that answers queries about
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hypothesized points. The oracle is nice in that it does not introduce any noise into the 
problem by misclassifying the hypothesized points (examples). This allows the system to 
experiment and determine the correct concept to any desired level of accuracy. CAQ works 
with the given events from the feature space and makes some simplifying assumptions to 
facilitate the discovery of noise.
4 CAQ
This section of the paper describes the CAQ algorithm. There are two ways that continuous 
selector values are determined by the system. One method takes a statistical approach. The 
other is a modified version of extend against for continuous attributes. The CAQ algorithm 
processes nominal data types in essentially the same way as the standard AQ algorithm, so 
that process is not described here. The next subsections describe, first, the representational 
extensions required to allow for continuous attributes, then the two methods used for finding 
continuous intervals. In both of the methods, the intervals are determined by the points 
that are covered by the current inconsistent complex (partial star). These points are easily 
(efficiently) available. Thus the system does not try to group the continuous intervals into 
“meaningful” intervals outside of the context of a complex. It finds intervals that might 
prove to be discriminatory for the points covered by the complex being completed.
4.1 R epresentation
When a system handles only nominal values it can either keep the names of all the possible 
values or (if it is efficient) work with an encoded bit string representation of the values. For 
continuous values this will not work. A system could assume that the only values are the 
ones actually seen and encode those as nomináis. If there are too many of these values for 
the system to handle, the values are aggregated into intervals (as done in previous systems). 
CAQ does not do this. Instead, the selector values for a continuous variable are kept as a 
range of values. In order for an example’s value to be covered by the selector it must fall 
within the specified range. CAQ allows the user to define a tolerance for each variable to be 
used when evaluating a selector. The variable foo with a range of the positive real numbers 
and a tolerance of 0.005 would be defined to the system as:
(foo continuous 0 + inf 0.005)
The system allows -inf and +inf to define negative and positive infinite ranges. The tolerance 
is used to indicate the precision of the data. In this case, 1.000 and 1.005 are considered equal.
CAQ gives up the efficiency of encoding the values as bit strings to have a more realistic 
description of the data. As shown in a later section of the paper, for large numbers of points 
the continuous encoding of data is faster than when the data is treated as nominal.
4.2 S tatistica l Approach
This section describes the statistical approach used by CAQ in determining where the in­
tervals) for positive and negative events should be placed for a selector of a continuous
6
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1. SD n eg  -  the recommended number of standard deviations from the mean of the 
negative events considered valid. Points outside this range may be noise. (Default =
3)
2. SD pos ~ the recommended number of standard deviations from the mean of the 
positive events considered valid. Points outside this range may be noise. (Default =
3)
3. P C T -B E T W E E N  -  the percentage from the negative “mark” to the positive “mark” 
when the marks are not equal. (Default =  0.5)
4. M IN  —SDneg -  the minimum number of standard deviations from the mean of the 
negative events considered acceptable. (Default =  2)
5. M IN  —SD pos -  the minimum number of standard deviations from the mean of the 
positive events considered acceptable. (Default =  2)
Figure 2: Continuous Parameters for CAQ
variable. When the system enters this section of the code an inconsistent complex has been 
constructed that still covers some negative events along with some positive events. The sys­
tem wants to add a selector that will “uncover” the negative events and still cover as many 
positives as possible. The system only looks at the events currently covered by the complex 
to reduce the amount of data that must be processed. It is in this section of the code that 
events can be identified as noise. Noise events are not used further in the process of building a complex.
The system assumes a normal distribution over the negative and the positive events being 
covered. The normal distribution assumption is the safest one to take at this point in the 
research. This assumption is based on the fact that there are large amounts of data being 
processed with these problems and that some physical measurements are perturbed with 
normal distributions about their mean value.
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The user specifies a level of confidence in the data by giving 5 parameters to the system. 
The five parameters are listed and illustrated in figure 2. These parameters allow the user 
to help the system determine what a valid break point might be between the positive and 
negative values. The break point is the value that will be placed in the selector to distinguish 
the classes. A mark is created for each distribution and is computed as follows:
mark = p o (n * a)
Where o is either addition or subtraction, depending on whether the mean of the other class 
is to the right (+) of this class’s mean or to the left (-). p is the mean of the data, a is the 
standard deviation for the data, and n denotes the number of standard deviations allowed 
(given by the parameters SD-POS or SD-NEG). In other words, the mark is the place where 
the user strongly believes that the values are still accurate. The user is able to specify a 
percentage error of the data in terms of standard deviations.
Figure 3 shows the three possible ways that the marks for the data can be configured. For 
these diagrams the negative events are on the left. In diagram A the marks do not intersect. 
In this case PCT-BETWEEN is used to determine where break point B P  should be placed 
between the marks M_ and M+. Here, the user bounds were more than adequate. Any 
negative event to the right of B P  and any positive point to the left of B P  are considered 
noise. They are well past the users confidence in the bounds for the data. In diagram B of 
the figure, the mark points meet and the break point is set to that position. Noise events 
are determined as above.
In diagram C, the mark points cross each other. Here the computation is more complex. 
First the break point B P  is determined using PCT-BETWEEN. If B P  is between p and 
po (MIN-SD * cr) then the break point is thrown away and a selector with this variable is 
not used in the complex. Also, if there are any events between B P  and the mark M  for 
the data set, the selector is dismissed, because the user has specified what is expected to be 
valid points and those points exist. Had the break point been accepted the algorithm would 
be overriding the provided knowledge about the data. If no points exist in this range then it 
is assumed to be acceptable because they are outside the minimum distance required. Any 
points to the far side of B P  from p are classified as noise. If the user is very sure of the 
accuracy of the data, the MIN-SD for a class can be set equal to the SD for the class.
4.3 C ontinuous E xtend A gainst
There are situations when assuming a distribution on the data set will not work. Consider 
the data set demonstrated in figure 1, where there is a sharp boundary between the positive 
and negative values. Assuming a normal distribution, the system could never find a break 
point. In situations where no break point is found using the statistical methods, the system 
finds a break point by employing a form of extend against modified for continuous variables. 
Although it might at first seem unreasonable to use extend against in situations where the 
statistical method failed, it works. It solves the problem of figure 1 and others where there 
is a sharp distinction in the values. If there is a better break point that could be found 
later (say after some other attribute first eliminates some covered negative events) then the 
partial star computed with this selector will be thrown away for the better complex.
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A\i- M- BP M+
Figure 3: Possible Mark Positions
The extend against process for continuous variables first collects all of the covered neg­
ative events that are on the same side of the seed value as the negative value that was 
originally selected to extend against. The system then extends against the negative value 
closest to the seed. By doing this process the system insures that it will not have to adjust 
this selector when it sees other negative events on the “same side” of the seed as the current 
negative event. No noise points can determined when this process is used. The process is 
only productive when there are crisp boundaries for the classes. Otherwise the complexs 
will not cover enough data points to be accepted by the evaluation function (lexicographical 
evaluation functional or LEF). In the situations where extend against works well, the values 
could be discretized. But it would be very difficult to determine where the class lines should 




Figure 4 is a graph demonstrating that CAQ does perform better when continuous intervals 
are used instead of describing data as a nominal (linear) attribute. This experiment was run 
on the concept demonstrated in figure 1, where the positive class is described by [0 < X  < 50] 
or [0 < Y  < 50]. The test data sets had the same number of positive and negative events. 
The abscissa is labeled with the number of positive events (half the total events given) and 
the ordinate is the time in seconds it took for the system to run on a Texas Instruments 
Explorer I. Note, when few data points (less than 100 of each class) are in the sample 
the efficiency of the bit encoding of the set outweighs the complexity of the continuous 
processing. However, as the number of points grows, the situation changes. In this test 
there were only 2 attributes with 100 integer values encoded for the nominal representation. 
As more attributes and values for each attribute are used, the continuous processing gains a 
larger advantage over the nominal approach. Also, the continuous version always produced 
the concept with two complexes but when nominals were used instead the concept was more 
complex, consisting of up to four complexes. The processing of the continuous variables 
does not eliminate the exponential complexity of the AQ algorithm, but it does significantly 
reduce the exponent.
6 FUTURE WORK
There are a number of areas of this program that need to be worked on in the future. One 
of the most interesting is trying to assign a confidence value to each complex produced. The 
less noise introduced by a rule or the closer it adheres to the bounds specified by the user, 
the higher the confidence level should be. The system should also allow the user to specify 
different distributions on the data. Currently it always assumes a normal distribution. The 
system also needs a method for finding noise in nominal variables.
7 CONCLUSION
The CAQ system makes a step towards providing engineers with a learning tool they can use. 
The system meets the requirements for such systems. Most importantly it allows discriminate 
rules to be constructed that contain both nominal and continuous valued variables. The 
system is able to handle small amounts of noise in the input data, and produces rules that 
are in a format an engineer or expert system can use. In addition it appears that processing 
continuous variables is more efficient than discretizing when there are a large number of 
values.
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O  Continuous Variables 
□  Nominal Variables
Figure 4: Results of Continuous and Nominal Processing
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