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Introduction
For more than a decade, large scale simulation codes have relied on expertly developed libraries to perform a number of tasks that are common requirements for many applications, but are not easily developed and optimized by domain scientists, including solutions to partial differential equations, eigenvalue algorithms, parallel programming, I/O support, and more. Trilinos [6] is one example of a suite of algorithm and other technologies that allow codes to point to optimized and generalized software for scalable simulation. Being C++ based, using Trilinos within a Fortran code motivated the development of ForTrilinos [8] , a Trilinos package to handle access to Trilinos, including common data structures with iso-c-binding features within Fortran 2003. In order to develop an advanced ForTrilinos interface that handles a diversity of code applications and structures, a new ForTrilinos project that is a part of the Exascale Computing Project (ECP), has been initiated. It targets 2 codes that are important for the implementation of the new software capability. This will provide robust testing and evaluation, and inform the progress and success of ForTrilinos.
The first target code is the Accelerated Climate Model for Energy (ACME) atmosphere model (CAM). The DOE ACME project [2] has outlined ambitious simulation goals as part of its mission to efficiently utilize DOE leadership computing resources now and in the future. Specifically, DOE BER and ASCR have invested in a global coupled Earth system model that will run problems of relevance to DOE, targeting exascale machines. There is an ACME ECP applications project, ACME-MMF, which is targeting superparameterization for an exascale application. Even though they are targeting another part of the ACME codebase, enabling ForTrilinos in the dynamics, where an existing ForTrilinos interface exists, could be extended to other parts of ACME where related work is occurring, leveraging work across both projects.
We also target a code within the stable of simulation tools within the Consortium for Advanced Simulation of LWRs (CASL), the Virtual Environment for Reactor Applications, VERA. CASL is a DOE Modeling and Simulation Hub, which uses leading-edge modeling and simulation (M&S) capability to improve the performance of currently operating light water reactors. CASL's vision is to enable safer and more efficient production of commercial nuclear power through comprehensive, science-based predictive M&S technology deployed and applied broadly by the U.S. nuclear energy industry. As with ACME, there is also ECP applications project, ExaSMR, that is focused on other aspects of the same problem of nuclear reactor simulation. Having ECP efforts devoted to multiple aspects of exascale diversifies efforts and allows existing codes to achieve their simulation goals within the larger DOE mission.
This report is designed to provide a resource of the details of the current interfaces of the two Fortran-based target codes so that ForTrilinos developers can develop a design plan. This is not meant to include every detail about the code and their interactions of Fortran and C++, but provide enough information to motivate the necessary work to be done, and links to the details to flesh out the work plan. Section 2 and 3 explain the interfaces for CAM and VERA-CS respectively, and section 4 provides a quick summary.
Global Atmospheric Modeling
Overview Description and Impact
As part of the ForTrilinos project, we will enable the ACME atmosphere model (CAM) implicit solver of the fluid flow to run with demonstrated and sufficient efficiency and scalability on Summit. The solver currently utilizes a testbed ForTrilinos interface to Trilinos packages for its solution [3, 7] , and the work to extend it for production use within the full hydrostatic equations as part of a BER SciDAC is ongoing. Efforts to utilize the hybrid CPU-GPU Titan supercomputer at OLCF has shown significant speed-up of the residual calculation within the solver using CUDA Fortran [1] , however the interface between the Fortran based residual and the C++ based Trilinos solvers prevents the data from remaining on the GPU between iterations, which more than removes the benefit of speed-up gained from the computation within the residual. With a ForTrilinos capability that enables data structures to be maintained across C++ based Trilinos and Fortran based applications, the overall performance gain within the solver, using the Fortran-based domain residual and preconditioner code, is straightforward and substantial. Furthermore, if these common data structures can allow for generality and portability across architectures, then ACME can utilize those systems effectively.
System Requirements
Our software within ACME-CAM uses several compilers on OLCF Titan, although the GPU implementation within the solver requires that we use PGI at this time. PGI is generally 20% slower than GNU, even with some effort to optimize the build. CAM uses Fortran 2003 iso-C-bindings to interface the data structures with the C++ interface to Trilinos. Right we use NOX, Belos and Teuchos, and we will use Kokkos, extending it as needed, perhaps as part of ForTrilinos to create the generic data structures to transfer the data across the language barrier. The GPU implementation used CUDA Fortran, but has now transitioned to OpenACC [10] to achieve greater portability going forward. It is an unsolved issue as to whether CUDA or OpenACC is the best option for mixed language code, and how that selection will be made. The build of CAM with Trilinos and using GPU is currently very complicated, fragile, and error-prone; efforts to harden the process for production will be required. These efforts will require interactions with the software developers of CAM, Trilinos and the compiler and computing facility staff.
The performance of CAM using an implicit solver of the fluid dynamical core using Trilinos has been analyzed, and optimization to make it more efficient than the traditional explicit solver is ongoing. An analysis of the method in 2D (so no preconditioner) to motive the efforts in the production hydrostatic code shows that (1) refined grid configurations produce relatively more efficient solutions compared to explicit due to the time step size restriction, (2) using a higher order configuration of the spectral element discretization of CAM increases the intensity of computation within a node for a given parallel decomposition, and may provide more efficient computation on hybrid CPU-GPU systems, and (3), there are many solver parameters that significantly affect performance (e.g. choice of orthogonalization), and access to these by the domain scientists at run time, without rebuilding Trilinos, will improve production usage. CUDA is faster than OpenACC, but OpenACC continues to close the gap as we learn how to use it and as it matures. We have added C-based GPTL performance timers to both the Fortran application and Trilinos code to track performance. We will require support from the compilers and software vendors on this machine going forward.
Current interface structure
The current interface to enable Fortran/C++ interaction within CAM and a related climate application the Community Ice Sheet Model (CISM1.0) follows the developments in ForTrilinos 1.0, and the details are provided elsewhere [3, 4] . CAM supports the use of the C++ based Trilinos library within this interface. From Trilinos, CAM uses the NOX nonlinear solver package to perform the nonlinear solve for a given time step size, which is passed to it from the Fortran code.
To maintain backwards capability and allow users of the code to build and run without Trilinos, CAM within ACME supports multiple build options for new solvers and machine implementations using the cmake target feature, thanks to Matt Norman (personal communication, and ACME documentation). The top level directory, src/, has files specific for that solver and src/share will host files for the default scheme. All solvers/cmake targets must overwrite the same modules. If a new module is needed, a new blank module is created for all versions, and the default is blank. This replaces the #ifdef preprocessor structure used in the references above. The code to create the interface is initialized and finalized in outer routines by creating the necessary derived types and pointers and initializing and finalizing everything for NOX as follows: The interface exists for 3 routines, noxinit, noxfinalize, and noxsolve. Then within each time step (in CAM this is in the prim advance mod.F90 module), a flat state vector, xstate of length lenx is populated from a multidimensional state vector in CAM, and then noxsolve is called within the main CAM time stepping loop to solve for the next time level:
call noxsolve(size(xstate), xstate, c_ptr_to_object, c_ptr_to_pre, c_ptr_to_jac, ierr)
After its complete, the xstate(lenx) repopulates the multidimensional vector with the updated values at the next time level. The noxsolve routine in C++ coordinates the work of solving the nonlinear equations via callbacks to the Fortran to calculate a residual for each linear update and to assess convergence. The residual function is calculated in Fortran, with a call from C++ (in CAM this is in the /utils/trilinos/trilinosNoxSolver.cpp module):
void calc_f(double * , double * , int, void * ); // residual void ( * residualFunction)(double * , double * , int, void * ) = calc_f; which exists in the Fortran as:
subroutine residual(xstate, fx, nelemd, c_ptr_to_object) & bind(C,name='calc_f').
All the NOX infrastructure is completed within a LOCA interface, so that we can use parameter continuation for convergence assistance. The Loca, NOX, and Stratimikos settings are given by the user at runtime via a trilinosoptions.xml file, which is read by the C++ interface files. The C++ interface also handles the linear solver details using Stratimikos, which is targeted for improvement within ForTrilinos to allow the Fortran to handle instead. Corresponding callbacks from the C++ to the Fortran are also performed to operate on the blocks of the preconditioner within GMRES. So the preconditioner relies on existing code in the Fortran to evaluate the blocks. The details of the preconditioner as currently implemented within the shallow water version of CAM, our initial target, are provided in Lott et al. [7] .
Cross-team Collaboration/Integration
We already have a team is in place to work on ForTrilinos in CAM, thanks to our ongoing efforts to develop and optimize the Trilinos based implicit solver in CAM and our connections to Trilinos developers that worked with us to develop the initial ForTrilinos interface. We attended an OLCF Hackathon in the fall of 2015 to learn how to include OpenACC in the Fortran code. The team includes computational climate scientists that develop and analyze algorithms within ACME, a domain scientist to perform model evaluation and assessment that will determine how well ACME captures the targeting climate features resolved at fine scales. New to our team are the addition of Trilinos, Fortran, and C++ experts to help us in using Kokkos within the Trilinos solver and to make the connections to the Fortran data structures using Kokkos. We already have a suite of build options of our code using Trilinos and can apply the executables to domain approved test cases to demonstrate capability and performance benchmarks.
Related Research
The largest barrier for ACME success is to maintain model throughput while adding new model features and resolution. BER SciDAC support to develop the solver itself is ongoing through FY17, whereby a full implicit solver within ACME will be available. But as current work demonstrates [5] , use of the GPU through the Trilinos solver awaits an common data structure of the state vector, residual, and preconditioner matrix to keep the data on the GPU and prevent the transfer bottleneck. Although this would demonstrate success for the fluid flow solver in CAM, the tracer advection and vertical remap would also benefit from Trilinos solvers, as would other parts of components within ACME, that use Trilinos (e.g. ice sheets [4] , or could use Trilinos, for example the MPAS ocean model (Trilinos was implemented within a test version of the previous ocean "POP" model [9] ).
Other Considerations/Issues
One unknown and therefore source of risk is the performance profile of ACME as it is developed during the course of the project. For example, ACME version 1 due to be released in FY2017 will contain about double the number of vertical levels as compared to version 0, so the intensity of computation should increase. There are many other features with measurable impacts of which we should be aware. The risks also involve the degree to which the data can remain on the GPU throughout the cycle of a complex nonlinear preconditioned solver with multiple callbacks through the different code pieces and the degree of minimized use of MPI.
We achieved a lot of progress by attending the OLCF Hackathon last year, and so we would recommend this team attend one together this year, and include some Kokkos developers as well. We require a much better, more stable build process and so interactions with the compiler teams and LCF are encouraged. Training in C++ and Trilinos for the applications teams here at ORNL is highly recommended.
Deterministic Neutron Transport Simulation
Overview Description and Impact
CASL's VERA software simulates nuclear reactor physical phenomena using coupled multi-physics models. VERA's current physics capabilities include deterministic and stochastic neutron transport, thermal-hydraulics, fuel performance, and coolant chemistry. The nuclear reactor core simulator component of CASL, VERA-CS, is comprised of a deterministic neutron transport code, MPACT, and a subchannel thermal-hydraulic code, COBRA-TF. MPACT is a new code written entirely in Fortran 2003. COBRA-TF is also written entirely in Fortran and has been around for decades; within CASL, COBRA-TF is being modernized from Fortran 77 to Fortran 2003. Both codes leverage parallel linear solvers in order to obtain the coupled multiphysics state of a nuclear reactor through the lifetime of the fuel. Currently MPACT and COBRA-TF both use PETSc linear solvers because of the availability of a supported Fortran interface. There are multiple reasons why Trilinos is a more attractive option. Namely, the availability of the ML preconditioner, access to a native Eigenvalue solver class, and the ability to extend these solvers for multithreaded and many-core platforms. A ForTrilinos interface would expose functionality available in Trilinos that can significantly impact the performance of VERA-CS.
System Requirements
The VERA-CS software stack requires a Fortran 2003 compliant compiler and a version 2.0 compliant distribution of MPI. Regular testing is performed on both GNU and Intel compilers (due to current limitations in Fortran 2003 support, the PGI compiler cannot be used). Ports of MPACT to Cray, Pathscale and IBM XL compilers have also been attempted, but these compilers still have issues in their support of Fortran 2003. Because VERA-CS is designed for use by the nuclear industry, which has limited computational resources, the target platform for a single VERA-CS calculation is a moderate cluster, from hundreds to thousands of cores, solving problems in less than 24 hours ( 50,000 CPU-hours). However, the highly regulated nuclear industry requires uncertainty estimates on all simulations, which necessitates hundreds to thousands of calculations utilizing the tools available within Dakota, a UQ tool in the Trilinos software package. For example, CASL will be modeling a single cycle of the Watts Bar Nuclear Power Plant to predict, with uncertainty bounds, the performance of the reactor during an operational transient that occurred in 2005. This single simulation, planned for late FY2015, will require over 10 million CPU-hours on Titan to obtain a rough estimate of the uncertainty. For CASL to provide a rigorous uncertainty estimate, the number of VERA-CS calculations will be 1-2 orders of magnitude higher.
There is currently an exploratory effort within CASL to enable the transport sweep algorithm within MPACT to effectively utilize the GPU technology. However, currently the computational burden in the target applications is limited by the PETSc eigenvalue, linear, and preconditioner evaluations of the large, sparse matrices of both COBRA-TF and MPACT. By developing modern Fortran interfaces to the solvers within Trilinos and creating a link to the Kokkos programming model, CASL will be able to effectively leverage the full power of Summit and dramatically improve the computational efficiency of VERA-CS through efficient use of the GPUs. This will provide a dual benefit: demonstrating the use of Leadership Computing Facility capabilities to the nuclear industry for providing efficient prediction of reactor performance with uncertainty bounds and greatly improving the penetration of CASL software within the nuclear industry through efficient use of modern clusters that leverage GPU technology.
Technology Maturity
The main focus of the VERA-CS team over the past few years has been to develop a capability that can accurately simulate LWRs for multiple fuel cycles. VERA-CS has been verified with extensive testing and validated through comparison with experimental facilities and 18 years of operation of the Watts Bar Nuclear Power Plant. The validation includes comparisons with startup testing measurements every cycle (18 months) and neutron flux detector measurements during operation. VERA-CS is currently deployed to multiple industry partners in the U.S. and South Korea for evaluation and additional validation.
There are multiple current CASL milestones to improve the computational performance of every component of VERA-CS. Current improvements this year have resulted in an approximately 2.5x speedup in VERA-CS runtime on traditional CPUs. Several more improvements are planned with the expectation of an overall 8x speedup by the end of the fiscal year. Based on some scoping studies, the use of Anasazi with a ML preconditioner could result in another 1.5x speedup over the existing improvements.
Currently a few small scale studies have investigated porting the MPACT solver to GPUs but a significant effort has not been the focus of current development in VERA-CS. However, it is clear that this leap will be required to enable the scale of simulation needed to satisfy CASL's uncertainty quantification plans.
Current interface structure
A number of Trilinos packages are already being used in VERA-CS, including the Anasazi package along with the ML and Ifpack preconditioner packages. These packages are supported by the Epetra and Teuchos packages, which provide the necessary matrix, vector, and parameter list classes. All of these packages are wrapped by hand using an ad hoc approach designed to make the interface between the native VERA-CS Fortran code and the Trilinos libraries as narrow as possible. Allocation of Trilinos objects is handled on the C++ side, with objects being stored in global std::map<int, T> stores. The entries of the maps are structs containing all of the objects needed to use the desired solver. New objects are allocated by calling Fortran-wrapped extern "C" functions that insert a new object into the map, and return the corresponding index. Fortran code can then use this index to interact with the object, all of which must also be exposed through extern "C" routines.
For example, the Anasazi solvers are stored in a std::map<int,AnasaziCnt> container, where AnasaziCnt is a struct composing all of the components needed to perform a generalized eigenvalue solve: Functionality is then exposed to with extern "C" interfaces, which allow for Fortran code to drive the Trilinos solvers. Some simplifications have been made in the above code, to make them more presentable in this context. The interfaces in their entirety can be found as part of the Futility library, which can be found at https://github.com/CASL/Futility/. The Trilinos wrappers specifically are at https://github.com/CASL/Futility/tree/master/src/trilinos_interfaces. This approach, while functional, has a number of drawbacks. First, all of these wrappers were written by hand, which is time-consuming and error-prone; future changes would be similarly onerous. Second, in the interest of keeping the interface with the client Fortran code small, much of the logic associated with the Trilinos objects is implemented in C++, rather than in Fortran. This not only makes it difficult for Fortran developers to understand what is happening under the hood, but is also application-specific. For instance, the code in the Anasazi Solve() function is specific to the type of eigenvalue solution sought by VERA, manually selecting the GeneralizedDavidsonSolMgr to solve the eigenproblem, and extracting results from the converged solution specific to the needs of the client code. Under a different context, the bulk of the Anasazi wrappers would need to be re-written (or more realistically duplicated and modified) to accommodate a different use-case. Such duplication and modification presents a significant challenge to code maintainability. More general Fortran bindings, such as those proposed by the ForTrilinos project would allow for much of the problem-dependent logic to be implemented directly in Fortran, eliminating the need for any C++ code.
Cross-team Collaboration/Integration
The CASL program includes 10 core partners that includes a diverse collection of researchers, computer scientists, and application engineers. VERA-CS is one portion of VERA, which is developed by a collection of researchers at many institutions, but has major portions led by several members of the Trilinos development team at Sandia National Laboratories, including Roger Pawlowski (Coupling Methods Development) and Ross Bartlett (Software Infrastructure). These existing partnerships will ensure effective collaboration and communication within the project.
Related Research
VERA-CS is under active development inside CASL and is being deployed to the nuclear industry and other laboratory and university partners. There is considerable interest inside and outside of CASL to improve the computational efficiency of VERA-CS. The availability of ForTrilinos will help VERA-CS meet the performance goals desired by its user-base.
Conclusions
The two target codes, CAM and VERA-CS, both use C++ interfaces to access the C++ based Trilinos solvers. However that is limiting their ability to access GPU as well as provide a more robust and stable code base. There are several issues that are already apparent within these existing interfaces that will need to be addressed with ForTrilinos. For example, while codes on Titan require the use of PGI to utilize GPU, in particular CAM uses it when using the OpenACC directives within the Fortran residual solver that is called within Trilinos, the VERA code cannot use PGI because some of the Fortran 2003 standards used by the code have not been implemented into PGI. So this limitation needs to be addressed. CAM uses Epetra rather than Tpetra for its classes, and Kokkos and many other more recently developed Trilinos packages use Tpetra, so CAM will need to be udpated. This may be a trivial change within other already occurring changes, but it needs to be considered within the design document. The Tpetra setup in VERA may lead the way for this.
In addition to several issues that have been uncovered through this assessment of the current interfaces, several opportunities to leverage work on each code to benefit the other show potential. For example, the requirements for those who use VERA and CAM to create uncertainty bounds of their simulations strongly motivates the use of Dakota, a Trilinos UQ package, within ForTrilinos. Both codes also highlight the use of GPUs within Trilinos so the Kokkos efforts within ForTrilinos are a high priority. Using these existing interfaces and their attributes and complexities as a guide, ForTrilinos developers will develop a design document and share the document with other interested parties to inform and solicit ideas. Then, ForTrilinos developers will execute the plan.
