where the elm, n, k) are nonnegative, the [Win, #)]~= 0 behave rather like characters on a compact group. Consequently certain portions of harmonic analysis, which do not extend to orthogonal polynomials in general, have interesting analogues for ultraspherical polynomials.
In the present paper this fact is exploited to study the moments of the eigenvalues of generalized Toeplitz matrices constructed using ultraspherical polynomials.
Statement of results* Since we will always work with a fixed v we will drop the subscript and write
Win, x) = W(n, x) , Ω v (dx) -Ω(dx) , ω u (n) = ω(n) .
For f(x) e L\Ω) we set (1) if
f{χ) W(j, x)Ω(dx) .
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For f(x) e L\Ω) let (3) a(n,m) = [ω{n)ω{m)γιλ' i W(n, x) W(m, x)f(x)Ω(dx).
The Toeplitz matrix of index N associated with /, A N [f] , is defined by This is an analogue of a theorem on Toeplitz forms associated with Fourier series due to Kac [9] . Consider more generally
where b(q, r; j) is a continuous function of q and r for 0 ^ q, r f or each j = 0,1, and where
TOEPLITZ FORMS AND ULTRASPHERICAL POLYNOMIALS
75 TO = max I b(q, r; j) | . Then AJV[/] is the "variable coefficient" Toeplitz matrix of index N associated with f (q, r; x) . We will show that if (6) holds then
which is the analogue of a theorem of Kac, Murdock, and Szego [10] .
As is well known, results on moments of eigenvalues can be translated into global distribution theorems. If f(x) e L\Ω) is real then -JV[/] is a r^a l symmetric matrix and then X(k, N) are real. Let (4) hold; if we set
and if
Here > indicates weak convergence on (-oo, oo) . This is of course a very special case of a general result due to Szego [4] . More significantly let b(q, r; j) = δ(r, q; j) for 0 S r, q ^ 1, j = 0,1, and let (6) hold. Then the variable coefficient matrix (7) is Hermitian symmetric and has real eigenvalues. If a N is the corresponding distribution function and if
it follows from (6') that
Properties of ultraspherical polynomials* The formulas below play a basic role in what follows. Let k, j, n be nonnegative integers and let 2σ = k + j + n. It k + j + n is even and if max (k, j, n) 5Ξ σ we set
With this definition we have
See Hsii [8] . We note that this series is only formally infinite since
Because v > 0 will be fixed we now drop the subscript and write c» (k, j, n) = c(k, j, ri) , etc. From (2) we see that
There is no problem interchanging the integration and summation as the sums are actually finite. It follows that
Repeating the above argument, we find that
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Let E(h, j) be defined as in § 1. Then
This is because
Here we have used the fact that E(h, 2j) is 0 if h is odd.
We will have occasion to use the following inequality,
which is given in Szego [12; § 7.32] . Using asymptotic estimates for Jacobi and ultraspherical polynomials, see Szego [12; § 8.21] , and adjusting for our normalization we obtain
is uniform in θ and 7b if δ > (His fixed) and (10) TF,(n f cos θ)
We will have occasion to use the following asymptotic formula We further note
We conclude this section by deriving the following limit relation.
THEOREM 2a. With the notations of § 1 if k, k f and j are fixed integers, j ^ 0, then
We know, see (8) and (9), that
and that there is a constant c{v) such that
Using the Lebesgue limit theorem we see that
if the limit on the right exists. We have
By the Riemann-Lebesgue theorem
Jo
Finally, it is easily checked that
Combining these facts we have our desired result.
3* Two basic limit relations* THEOREM 3a.
With the notations of § 1 we have
By the Christoffel-Darboux formula, see Erdelyi [3] page 159, we get
Upon substituting (12) § 2, the above becomes
Now using the estimate (9) § 2 with δ -1 we obtain
On the other hand it follows from (8) § 2 that
Combining these results we obtain the desired inequality. 
Proof. This follows from the above together with the relations
as n-*oo m The following gives a more precise evaluation, but for a slightly more restricted class of functions /.
A simple even-odd argument together with (2) shows that, using the notation of Theorem 3a,^± h /(-I)] .
It is therefore sufficient to determine the asymptotic behavior of
J-i Jo
We will show that as n -> oo 81 TOEPLITZ FORMS AND ULTRASPHERICAL POLYNOMIALS
Let us assume for the moment that (3) We assert that, if 0 < θ < π, 
JJ
It is evident that Theorem 3a, (4) and (5) together imply (3). Here we use the Riemann-Lebesgue lemma in order to dispose of the term which arises from the sin [(2n + 2v + 1)0 -vπ]/2 sin θ on the right in (5) . By (10) Section 2 we see that for θ fixed, 0 < θ < TΓ,
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Substituting into (1) we obtain (sin θyS n (cos θ) 
Now, from (11) Section 2,
and hence, if 0 < θ < π,
where the O(n~m) depends upon θ. Our proof is now complete.
4* First order approximation of moments* As in § 1 let
(1) % where
Since | W(j, x) \ g 1 by (6) of § 2 it follows that the series defining f(x) converges absolutely and uniformly for -Ha ^l so that f(x) is a continuous function on -1 g a; g 1, Let
and let {λ(fc, N)}, k = 1, 2, . , iV + 1 be the eigenvalues of the Toeplitz matrix
THEOREM 4a. Under the above assumptions
for s = 0,
Proof. where the c{n, j, m) are defined as in § 2. Consequently
Since c(k, j, I) vanishes unless 2 max (j, k, I) ^ j + k + I the above sums are all finite. Let
K(8, N) = [ /W S {Σ ω(k)(W(k, x)f\Ω{dx) .
We have
=0 fc 2 , .fc s =0
Here we have used formula (5) from §2. Comparing (5) and (6) we see that
where j= (j u --,i s ) and
c(K ύ\, h) ω(k s )c(K ΰ\, h) .
C(JV)
Here Q(iV) consists of all s-tuples (fc^ , fc s ) for which 0 ^ k x ^ N f 0 ^ k a ^ oo f α = 2, 3, , s, and k a > N for at least one α = 2, , s. It follows from (3) of § 2 that 0 ^ ω(k^c(k u j u k 2 ) ^ 1. Replacing k u j l9 k 2 ) by 1 in (7) and summing over 0 <Ξ fc x ^ JV, 0 ^ fc α < oo, As a consequence of (2) the sum of the series on the right here is finite. On the other hand using (9) we have (11) Km (N + 1)
N->oo
The relations (10) and (11) together imply that
N-+oo
Finally it follows from Corollary 3b that
and we are done. Let /(*) be real and Riemann in integrable on [-1,1] and let (as in §1)
Then it follows from (4) by a standard argument, see [4] , that
Conversely (12) implies (4). Results like (12) hold in much greater generality. Our excuse for the inclusion of Theorem 4a is that its demonstration shows in a simple setting the basic idea of the present paper.
5* Second order approximation of moments. Let us now assume that (1) / ( 
ΨU, N) = Σ. o)(k + N)c(k + N, 3 \, k + N + h) x ω(k + N+ h u j,,, k + N+ h.+h^ o)(k+N+h
Note however that unless the indices k, h x ,
, h,^ satisfy the conditions (10) \K the corresponding term in the sum above well be 0. For j u « ,i s fixed the restriction 0 ^ k ^ -ΛΓ becomes otiose for large N. It follows from Theorem 2a that
etc., which implies that lim ψ(j, N) = Σ the summation being extended over h u , h s subject to the restriction ht+ + h s = 0 and over k satisfying the first condition of (9). Thus
x max (0, h u h 1 We have previously shown that
where the series on the right is convergent (its sum not exceeding 8*MΓ 2 Mϊ). The relations (11) and (12) together clearly give (3). Making use of Theorem 3c we obtain the following more explicit result.
COROLLARY 5b. // in addition to (1) and (2) it is assumed that
We will now, following a method due to Kac [9] , use Theorem 5a to study the asymptotic behavior of
We define
J-l
Let | O be any complex number satisfying \ρ\ ||/||«, < 1 and let F(x) = 1 -βf(a?). Then jvr+i Similarly, using the notation of Section 4,
It follows from (8) that (14) I tr (
Using (14) and (3) 
W(j, cos θ) = X E(h, j)e ihβ
it follows on setting θ -0 that
1= i
From this one sees that if f(x) is given by (1) It follows that as a consequence of an important combinatorial identity discovered by Kac in [9] and later studied by Spitzer and others (a particularly accessible reference is [141), the right hand side of (15) can be written as 2 *= where log i^(cos θ) = Σ B κ (n)e inθ .
-oo
In these connections see [1] , We have thus shown that if \p\ M ί < 1 then A moments thought shows that this result can be rephrased as follows.
THEOREM 5b. Let f(x) = Σ?Hθ)W, (j,x) satisfy conditions (1) and ( 
for each x, -1 < x < 1.
Proof. Let A N be the measure on [0, 1] whose mass is concentrated at the points kN~\ k = 0, , N and for which , xf . for each x, -1 < x < 1. Since / is bounded and since by (8) Since, see (8) and (9) The relations (1), (2) and (3) This is the analogue of a theorem of Schmidt and Mejlbo [11] , Since the demonstration of (1) is rather long and awkward it has seemed best to us to omit it.
