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Abstract
We define a new concept of local states in the framework of algebraic quantum
field theory (AQFT). Local states are a natural generalization of states and give a
clear vision of localization in the context of QFT. In terms of them, we can find
a condition from which follows automatically the famous DHR selection criterion
in DHR-DR theory. As a result, we can understand the condition as consequences
of physically natural state preparations in vacuum backgrounds. Furthermore, a
theory of orthogonal decomposition of completely positive (CP) maps is developed.
It unifies a theory of orthogonal decomposition of states and order structure theory
of CP maps. By using it, localized version of sectors is formulated, which gives
sector theory for local states with respect to general reference representations.
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Mathematics Subject Classification (2010) 81T05, 46L53, 81P16
1 Introduction
As a mathematical foundation of quantum field theory (QFT), algebraic quantum field
theory (AQFT) proposed by Haag and Kastler [27] and by Araki has made great contribu-
tions to our understanding of QFT. In particular, sector theory developed by Doplicher,
Haag and Roberts (DHR, for short) [18, 19] and by Doplicher and Roberts (DR, for short)
[21, 22, 23] succeeded in treating local excitations as deviations from a vacuum and gave a
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contribution to clarifying the observational origin of statistics of quantum fields and that
of internal symmetries.
In AQFT, we begin with a local net {A(O)}O∈K consisting of W
∗-algebras A(O) of
observables for each bounded regionO ∈ K of four dimensional Minkowski spaceM4 = R4.
In this mathematical formulation, we analyze quantum fields by means of families of
observables which are measurable in bounded space-time regions. On the other hand, for
the purpose of the description of physical situations and of experimental settings, we use
states defined as normalized positive linear functionals on the global algebra
A =
⋃
O∈K
A(O)
‖·‖
(1)
of a given local net {A(O)}O∈K. Typical examples are vacuum states ω0 and KMS states
ωβ where β > 0. However, several investigations (see [29] and references therein) revealed
a difficulty establishing a criterion of localizations in bounded space-time regions in terms
of states on the global algebra. For instance, it is shown in [29] that there is no “detection
operator” in any “localized states” defined on the global algebra. Here, a detection
operator is defined by a projection of a local algebra, and a state on the global algebra is
said to be localized in a bounded region O if it is identical with a vacuum state on the
algebra of observables on the causal complement O′ of O. Thus we cannot expect that
localizations in bounded space-time regions are described (or characterized) by methods
similar to the quantum mechanical method. In contrast to the standard formulation
explained above, we can specify in the real world physical situations and experimental
settings in bounded regions. Thus it is natural for us to consider that, for each bounded
region O where measurements and physical operations are performed, (normal) states
on A(O) are specified, and that states on A are nothing but an ideal concept realized
in the limit of O tending to R4. Along the line of this observation, we can realize that
the use of the presheaf structure of {A(O)∗}O∈K enables us to specify localized states
and to define states at a single space-time point x ∈ R4 as germs [24, 28]. As is given
in [28], this viewpoint is strongly connected with operator product expansion (OPE).
Bostelmann [5, 6, 7] then justified both quantum fields defined at a single space-time
point and OPE under a condition similar to the nuclearity condition in the context of
AQFT, and Buchholz, Ojima and Roos [13] discussed observables at a single space-time
point in order to define and characterize thermal nonequilibrium local states.
The concept of “local states” defined in section 3 is a new direction for developing
the idea of [24, 28]. Local states first introduced by Werner [47] are a kind of quantum
operations which were proposed by Haag and Kastler [27] and described by completely
positive (CP) maps on A. They play the role of states on A(O) for some bounded region
O and of identity maps on A((O˜)′) = ∪O1⊂(O˜)′,O1∈KA(O1)
‖·‖
, where O˜ satisfies O ( O˜.
Namely, local states should be regarded as physical processes, and have both functions
of observables and of states as a concept unifying them. We then consider a local net
satisfying “ the split property” and show the existence of local states.
One of the advantages of the use of local states is to give a clear vision of localiza-
tion in the context of QFT. In mathematical physics, Newton and Wigner [30] raised a
fundamental question on the difficulty of localization of massless modes. It is proved by
Wightman [46] that any position operator cannot be defined for a massless free particle
with a non-zero finite spin, especially, for a photon in the quantum mechanical descrip-
tion. Two of the authors [36] resolved this dilemma by exhibiting the “effective mass” of
a photon due to the interaction with matter. By contrast, there is room for improving
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the treatment of localization in the quantum field theoretical description. A preparation
of a local state is compatible with an actual physical situation (or experimental setting)
and, above all, is much the same as an assignment of a localized space-time region of local
excitations. The dilemma of the absence of “detection operator” in a “localized state” is
not an important issue as far as we use local states since a local state itself separates its
localized bounded region from other causally separated ones.
In section 4, we examine DHR-DR theory in terms of local states. We give a suffi-
cient condition for minimal Stinespring representations of local states to imply the DHR
selection criterion. This condition mathematically represents physically natural state
preparations in vacuum backgrounds. The discussion in the section gives enough motiva-
tion for studying representation theory of CP maps. We believe that we can improve and
use the studies of local aspects of sector theory developed by Buchholz, Doplicher and
Longo [17, 20, 11].
We formulate a theory of orthogonal decomposition of CP maps in section 5. It
unifies a theory of orthogonal decomposition of states due to Tomita and others (see [8,
Chapter 4] and references therein) and order structure theory of CP maps by Arveson
[2], both of which are fundamental and useful in operator algebras. After the work of
Arveson (see [2, 3, 4, 16] and so on for more details of his work), Fujimoto [25] studied the
decomposition theory of CP maps and established their extremal decompositions. Our
discussion of orthogonal decomposition theory of CP maps follows these studies. The
essence of the theory is summerized in the following theorem (with some explanations of
relevant symbols to be given below):
Theorem 5.2 (Tomita theorem for CP maps).
For each T ∈ CP(X ,M), OT and AbvN(πT (X )c) are categorically isomorphic.
Let [(S,F , µ)] ∈ Ob(OT ) and B ∈ Ob(AbvN(πT (X )c)) be in the categorical isomor-
phism, and (S,F , µ) be a representative of [(S,F , µ)]. There exists a ∗-isomorphism
κµ : L
∞(ν)→ B defined by
V ∗T κµ(f)πT (X)VT =
∫
f(s) dµ(s,X), f ∈ L∞(ν), X ∈ X , (2)
where ν is a (scalar-valued) positive finite measure which is equivalent to ρ ◦ µ for some
normal faithful state ρ on M.
This theorem gives the categorical isomorphism between the category OT of equiv-
alence classes of “orthogonal CP-measure spaces” which orthogonally decomposes a CP
map T and the category AbvN(πT (X )c) of abelian von Neumann subalgebras of πT (X )c,
and enables us to grasp the conceptual meaning of orthogonal decompositions of CP maps
from algebraic viewpoints.
In section 6, generalized local sector theory is discussed on the basis of mathematics
in section 5, which is the sector theory for local states with respect to general reference
representations. This theory contains DHR-DR theory as a special case, and is expected
to contribute to foundations of QFT in a new direction of development of generalized
sector theory [32, 33, 34].
2 Preliminaries
In this section, we introduce basic notions used in the following sections and fundamental
assumptions in AQFT. The following two subsections can be skipped if you are familiar
with operator algebras and the theory of completely positive maps.
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2.1 Operator algebras and states
The contents in this subsection is mainly based on [8, 45]. There are overlaps with
[37, 35] but for readers’ convenience we have included them. In this paper, C∗-algebras
X are assumed to be unital, i.e., 1 ∈ X . We denote by X+ the set of positive elements
of X , i.e., X+ = {X ∈ X | X ≥ 0}. We denote by X
∗ the set of linear functionals on X ,
and by X ∗+ the set of positive linear functionals on X . We denote by EX the set of states
on X , i.e., EX = {ω ∈ X ∗+ | ω(1) = 1}.
Theorem 2.1 (GNS representation theorem [8, 45]). Let X be a C∗-algebra and ω be
a positive linear functional on X . Then, there exist a Hilbert space Hω with the inner
product 〈·|·〉, a vector Ωω ∈ Hω, and a
∗-homomorphism πω : X → B(Hω), called a
∗-representation (a representation, for short) of X , such that Hω = πω(X )Ωω, where
πω(X )Ωω denotes the closure of πω(X )Ωω, and
ω(X) = 〈Ωω|πω(X)Ωω〉, X ∈ X . (3)
The triplet (πω,Hω,Ωω) is called a GNS representation of X with respect to ω, and is
unique up to unitary equivalence.
A linear functional ρ on a von Neumann algebraM on H is said to be normal if there
exists a trace class operator σ on H such that ρ(M) = Tr[σM ] for each M ∈ M. We
denote by M∗ the set of normal linear functionals on M, by M∗,+ the set of normal
positive linear functionals on M and by M∗,1 the set of normal states on M. Let π
be a representation of a C∗-algebra X . A state ω on X is said to be π-normal if there
exists a normal state ρ on π(X )′′ such that ω(X) = ρ(π(X)) for every X ∈ X . Two
representations π1, π2 are quasi-equivalent, denoted by π1 ≈ π2, if each π1-normal state
is π2-normal and vice versa. As a complement, two representations π1, π2 are disjoint,
denoted by π1 ◦
–
π2, if no π1-normal state is π2-normal and vise versa.
Let X , Y be C∗-algebras, and H be a Hilbert space. Mn(X ) denotes the C
∗-algebra
of n × n matrices with entries X . Let T be a linear map from X into Y . For n ∈ N,
T (n) : Mn(X ) → Mn(Y) is defined by T (n)(X) = (T (Xij)) for X = (Xij) ∈ Mn(X ). A
linear map T : X → Y is n-positive if T (n) is positive. T : X → Y is n-positive if and
only if for every X1, X2, · · · , Xn ∈ X , Y1, Y2, · · · , Yn ∈ Y ,
n∑
i,j=1
Y ∗i T (X
∗
iXj)Yj ≥ 0. (4)
In the case that Y is a C∗-subalgebra of B(H), n-positivity of T is equivalent to the next
condition; for every X1, X2, · · · , Xn ∈ X , x1, x2, · · · , xn ∈ H,
n∑
i,j=1
〈xi|T (X
∗
iXj)xj〉 ≥ 0. (5)
A linear map T : X → Y is completely positive (CP, for short) if, for all n ∈ N, T (n)
is positive. CP(X ,Y) denotes the set of completely positive maps from X to Y . A
linear map T : X → Y is completely bounded (CB, for short) if supn∈N ‖T
(n)‖ < ∞.
A linear map T : X → Y is decomposable if there exist four completely positive maps
T1, T2, T3, T4 : X → Y such that T = T1 − T2 + i(T3 − T4).
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2.2 Hilbert modules and representation theorems
Let X be a C∗-algebra and M be a von Neumann algebra on a Hilbert space H.
Theorem 2.2 (Stinespring representation theorem [44, 2, 41]). For every T ∈ CP(X ,B(H)),
there exist a Hilbert space K, a representation π on K and V ∈ B(H,K) such that
T (X) = V ∗π(X)V, X ∈ X . (6)
We call the triplet (π,K, V ) a Stinespring representation of T . Furthermore, a Stinespring
representation (π,K, V ) of T is said to be minimal if it satisfies K = span(π(X )VH),
where span(π(X )VH) denotes the closure of the space linearly spanned by π(X )VH. A
minimal Stinespring representation of T is denoted by (πT ,KT , VT ) and is unique up to
unitary equivalence. In the case that T is unital, VT becomes an isometry.
The followng theorem is known as the commutant lifting theorem of Arveson.
Theorem 2.3 (Arveson [2, Theorem 1.3.1], [41, Theorem 12.7]). Let H, K be Hilbert
spaces, B be a unital C∗-subalgebra ofB(K), and V ∈ B(H,K) such that K = span(BVH).
For every A ∈ (V ∗BV )′, there exists a unique A1 ∈ B′ such that V A = A1V . Furthermore,
the map θ : A ∈ (V ∗BV )′ ∋ A 7→ A1 ∈ B′ ∩ {V V ∗}′ is a ∗-homomorphism.
E is called a Hilbert M-module if it is a right M-module which has an M-valued
inner product 〈·|·〉 satisfying
〈ξ|η1M1 + η2M2〉 = 〈ξ|η1〉M1 + 〈ξ|η2〉M2, (7)
〈ξ|η〉∗ = 〈η|ξ〉 (8)
for every ξ, η, η1, η2 ∈ E, M1,M2 ∈M, and is complete with respect to ‖ · ‖E = ‖〈·|·〉‖1/2.
A Hilbert space H is a typical Hilbert module. We denote by Ba(E) the linear space
of adjointable bounded right M-linear operators on E (see [40, 43] for the definition of
the adjointability of operators on a Hilbert module). Ba(E) is a C∗-algebra acting on
E. A Hilbert M-module E is said to be self-dual if, for every M-valued right M-linear
functional f , there exists η ∈ E such that f(ξ) = 〈η|ξ〉 for all ξ ∈ E. For every self-
dual Hilbert M-module E, Ba(E) is a W∗-algebra [40, Proposition 3.10]. The following
intrinsic representation theorem then holds:
Theorem 2.4 (Paschke [40, p.465, ll.21–27]; Rieffel [42, Proposition 6.10]; Skeide [43]).
For every T ∈ CP(X ,M), there exist a self-dual HilbertM-module ET , a ∗-homomorphism
̟T from X into Ba(ET ), and ξT ∈ ET such that span(̟T (X )ξTM) is weak∗ dense in ET
and that
T (X) = 〈ξT |̟T (X)ξT 〉, X ∈ X . (9)
We call the triplet (̟T , ET , ξT ) a GNS representation of T . A GNS representation of T
is unique up to Hilbert module homomorphic equivalence.
Let E be a HilbertM-module, whereM is a von Neumann algebra on a Hilbert space
H. We then can define a sesquilinear form on E ⊗H by〈
n∑
i=1
ξi ⊗ xi
∣∣∣∣∣
m∑
j=1
ηj ⊗ yj
〉
=
n∑
i=1
m∑
j=1
〈xi|〈ξi|ηj〉yj〉 (10)
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for each
∑n
i=1 ξi ⊗ xi,
∑m
j=1 ηj ⊗ yj ∈ E ⊗ H. This sesquilinear form is positive definite.
We define a null space
N =
{
n∑
i=1
ξi ⊗ xi ∈ E ⊗H
∣∣∣∣∣
〈
n∑
i=1
ξi ⊗ xi
∣∣∣∣∣
n∑
i=1
ξi ⊗ xi
〉
= 0
}
(11)
of E ⊗ H. The sesquilinear form on E ⊗ H can be extended into that on E ⊗ H/N
which is an inner product on E ⊗ H/N . The completion E ⊗H/N of E ⊗ H/N with
respect to the norm induced by the inner product on E ⊗ H/N is a Hilbert space and
is denoted by GE . For every ξ ∈ E, we define a linear map λ(ξ) from H into GE by
λ(ξ)x = ξ ⊗ x + N , x ∈ H. Then it is easily checked that λ(ξ) ∈ B(H,GE) and
‖λ(ξ)‖ = ‖ξ‖E for every ξ ∈ E. The map λ : E ∋ ξ 7→ λ(ξ) ∈ B(H,GE) is then a rightM-
linear isometry. Furthermore, there exists a faithful representation ρ : Ba(E) → B(GE)
satisfying ρ(X)λ(ξ) = λ(Xξ) for all X ∈ X and ξ ∈ E. Both λ and ρ are weakly
continious if E is self-dual. Since the minimal Stinespring representation of T is unique up
to unitary equivalence, the minimal Stinespring representation of T is unitarily equivalent
to the representation (ρ ◦̟T ,GET , λ(ξT )) of T [43, Corollary 7].
2.3 Algebraic quantum field theory
We refer readers to [1, 26] for the details of AQFT. In addition, see [35]1 for the details
of algebraic quantum theory if they are not familiar with it.
Let {A(O)}O∈K be a family of unital W ∗-algebras over a causal poset K of bounded
subspaces of the four dimensional Minkowski spaceM4 satisfying the following conditions:
(1) O1 ⊂ O2 ⇒ A(O1) ⊂ A(O2);
(2) If O1 and O2 are causally separated each other, then A(O1) and A(O2) mutually
commute;
(3) The global algebra A of {A(O)}O∈K is generated as a C∗-algebra:
A =
⋃
O∈K
A(O)
‖·‖
(12)
(4) There is a strongly continuous automorphic action α on A of the Poincare group P↑+
such that, for any g = (a, L) ∈ P↑+ = R
4 ⋊ L↑+ and O ∈ K,
α(a,L)(A(O)) = A(LO + a) = A(k(a,L)O), (13)
where, for every g = (a, L) ∈ P↑+, kg : M4 → M4 is defined by k(a,L)x = Lx + a, for all
x ∈M4.
We call the above {A(O)}O∈K a (W ∗-)local net of observables.
In the setting of AQFT, it is assumed that all physically realizable states on A and
representations of A are locally normal, i.e., normal on A(O) for all O ∈ K. A vacuum
state ω0 is a P˜
↑
+-invariant locally normal state on A satisfying the following conditions,
where P˜↑+ is the universal covering group of P
↑
+:
(1) The GNS representation (π0,H0, U,Ω) of ω0 is an irreducible representation on a
Hilbert space H0 and a unitary representation U of P˜
↑
+ such that
π0(αg(X)) = Ugπ0(X)U
∗
g , g ∈ P˜
↑
+, X ∈ A; (14)
1In this paper, we give a new axiomatic system of quantum theory based on sector theory and mea-
surement theory, which establishes the so-called Born rule as a theorem.
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(2) Ω is a cyclic and separating vector for π0(A(O)), for any O ∈ K;
(3) The spectrum of the generator P = (Pµ) of the translation part of U is contained in
the closed future cone V+.
(2) is a natural assumption, owing to Reeh-Schlieder theorem. In addition, we assume
that H0 is separable.
For every O ∈ K, we denote by O the closure of O and define the causal complement
O′ of O by O′ = {x ∈ R4 | (x− y)2 < 0, y ∈ O}. For O1,O2 ∈ K, we denote by O1 ⋐ O2
whenever O1 ( O2. Furthermore, we adopt the following notations:
K⋐ = {Λ = (O
Λ
1 ,O
Λ
2 ) ∈ K × K | O
Λ
1 ⋐ O
Λ
2 }, (15)
KDC
⋐
= {Λ = (OΛ1 ,O
Λ
2 ) ∈ K⋐ | O
Λ
1 and O
Λ
2 are double cones}. (16)
{A(O)}O∈K has property B if, for every iclusion pair of regions Λ ∈ K⋐ and projection
operator E ∈ A(OΛ1 ), there is an isometry operator W ∈ A(O
Λ
2 ) such that W
∗W = E
and WW ∗ = 1.
We define a dual net {Ad(O)}O∈K of {A(O)}O∈K with respect to the vacuum repre-
sentation π0 by Ad(O) := π0(A(O′))′ for all double cones O ∈ K. Similarly, we define a
bidual net {Add(O)}O∈K of {A(O)}O∈K with respect to π0 by Add(O) := Ad(O′)′, for all
double cones O ∈ K, where Ad(O′) = ∪O1⊂O′A
d(O1)
‖·‖
. A (W ∗-)local net {A(O)}O∈K
satisfies Haag duality in π0 if Ad(O) = π0(A(O))′′ for all double cones O ∈ K. {A(O)}O∈K
satisfies essential duality in π0 if A
d(O) = Add(O) for all double cones O ∈ K.
Assumptions in AQFT are summerized as follows:
• A (W ∗-)local net {A(O)}O∈K has the property B.
• H0 is separable.
• The vacuum representation π0 is irreducible.
3 Split Property and Local States
In algebraic quantum field theory, although the use of the global algebra A generated
by a (W∗-)local net {A(O)}O∈K is an idealization for the purpose of the description of
the system, it is inevitable to define and use the concept of states on it, which has an
attractive potential to evaluate all local observables and to show us its sectors. We can
actually prepare only (normal) states on A(O) for some O ∈ K. In other words, we do
not imagine that we can specify them on local algebras with infinitely spacelike sparated
bounded regions exactly. In addition to this empirical intuition, (normal) states on A(O)
cannot evaluate all elements of A. Thus, in this section, we find another concept which
plays the role of that of (normal) states on A(O) for some O ∈ K.
First, we pay attention to the following property:
Definition 3.1. Let {A(O)}O∈K be a local net of observables. {A(O)}O∈K satisfies split
property if, for all Λ ∈ K⋐, there exists a type I factor N such that A(OΛ1 ) ⊂ N ⊂ A(O
Λ
2 ).
The importance of this property was first pointed out by Buchholz [10]. Under several
conditions containing the property B and the irreducibility of the vacuum representation
π0, it is known that there exist conditions equivalent to the split property in π0:
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Theorem 3.1 (Werner [47]; D’Antoni and Longo [15]).
The following three conditions are equivalent:
(1) {π0(A(O))
′′}O∈K has the split property;
(2) For every ϕ ∈ π0(A(O1))′′∗,1 and O2 ∈ K such that O1 ⋐ O2, there is a unital
completely positive map T on π0(A)′′ = B(H0) of the form T (X) =
∑
j C
∗
jXCj with
Cj ∈ π0(A(O2))
′′ such that T (X) = ϕ(X)1, X ∈ π0(A(O1))
′′, where the summation is
σ-weakly convergent for {Cj}j;
(3) If O3 and O4 are causally separated, then
π0(A(O3))
′′ ∨ π0(A(O4))
′′ ∼= π0(A(O3))
′′ ⊗ π0(A(O4))
′′. (17)
The most important condition in the paper is (2). This states that every normal states
on π0(A(O1))′′ can be extended into an inner unital CP map on π0(A(O2))′′ and also on
π0(A)′′. This fact is very natural since an assignment of a state on a bounded space-time
region is a kind of physical operation which is usually described by CP map and called a
quantum operation. For each ϕ ∈ π0(A(O1))′′∗,1, the map T given by the condition (2) is
equivalent to the identity map on π0(A(O′2))
′′, and is called a “local” quantum operation.
On the basis of the above observation, we define the concept of local states as follows:
Definition 3.2. A unital completely positive map T on A is called a local state on A with
an inclusion pair of regions Λ = (OΛ1 ,O
Λ
2 ) ∈ K⋐ if it satisfies the following conditions:
(1) for all A ∈ A, B ∈ A((OΛ2 )
′) := ∪O∈K,O⊂(OΛ
2
)′A(O)
‖·‖
, T (AB) = T (A)B.
(2) there exists ϕ ∈ A(OΛ1 )∗,1 such that T (A) = ϕ(A)1 for all A ∈ A(O
Λ
1 ).
We denote by ELA(Λ) the set of local states on A with Λ.
The concept defined in the above definition plays the role of (normal) state on A(O)
in a bounded space-time region O, but it is not a state on the global algebra A. This
is the reason why we call it “local state.” For every local net {A(O)}O∈K satisfying the
property B and the split property, and Λ ∈ K⋐, we can prove the existence of local states
on A with region Λ.
Let T be an element of ELA(Λ) and π be a representation of A. The map π ◦ T on A
to π(A)′′ is then unital and completely positive:
(π ◦ T )(A) = π(T (A)), A ∈ A. (18)
We can apply the representation theorems mentioned in the previous section to π ◦ T ∈
CP(A, π(A)′′). We can use a restricted definition of local states as a more natural one
adapted to the situation:
Definition 3.3. A unital CP map T ∈ CP(A, π(A)′′) is called a local state of A into
π(A)′′ with Λ ∈ K⋐ if it satisfies the following conditions:
(1) for all A ∈ A and B ∈ A((OΛ2 )
′), T (AB) = T (A)π(B).
(2) there exists ϕ ∈ A(OΛ1 )∗,1 such that T (X) = ϕ(X)1 for all X ∈ A(O
Λ
1 ).
We denote by ELA,pi(Λ) the set of local states of A into π(A)
′′ with Λ.
4 Local States and DHR-DR Theory
In this section, we assume that the vacuum representation π0 satisfies the Haag duality.
Definition 4.1 (property DHR [19, I, pp.228, (A.4)]). A representation π of A is said to
satisfy property DHR if, for every Λ ∈ KDC
⋐
and every projection operator E ∈ πd(OΛ1 ) :=
π(A((OΛ1 )
′))′, there is an isometry W ∈ πd(OΛ2 ) such that WW
∗ = E and W ∗W = 1.
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Lemma 4.1 ([19, I, A.1. Proposition]). Let ω be a state on A such that
lim
n→∞
‖(ω − ω0)|A(O′n)‖ = 0 (19)
for an increasing sequence of double cones {On}. If the GNS representation πω satisfies
the property DHR, there exists a double cone O such that
πω|A(O′) ∼= π0|A(O′). (20)
This condition is nothing but the DHR selection criterion.
Definition 4.2 (localized endomorphism). A ∗-endomorphism ρ : π0(A) → π0(A) is
called a localized endomorphisms with support in O ∈ K if it satisfies ρ(A) = A for all
A ∈ π0(A(O′)).
For every representation π satisfying the DHR selection criterion for some O, i.e.,
πω|A(O′) ∼= π0|A(O′), it is known [19] that there exists a localized endomorphism ρ with
support in O such that π ∼= ρ ◦ π0.
For every T ∈ ELA(Λ), we denote by (πT,0,KT,0, VT,0) the minimal Stinespring repre-
sentation of π0 ◦ T . It is easily checked that
(ω0 ◦ T )(A) = ω0(T (A)) = 〈Ω|(π0 ◦ T )(A)Ω〉
= 〈Ω|V ∗T,0πT,0(A)VT,0Ω〉 = 〈VT,0Ω|πT,0(A)VT,0Ω〉, A ∈ A,
and ‖(ω0 ◦ T − ω0)|A((OΛ
2
)′)‖ = 0. We define a projection PT,0 ∈ πT,0(A)
′ with the range
HpiT,0 , where HpiT,0 = πT,0(A)VT,0Ω. For any local states T with Λ, the following two
equivalent conditions hold:
(i) PT,0 = 1, (ii) KT,0 = HpiT,0.
For the proof, we use the assumption that Ω is a cyclic vector for π0(A(O)), and the
relation πT,0(A)VT,0 = VT,0π0(A) for all A ∈ A((OΛ2 )
′). Thus we have shown the following
theorem:
Theorem 4.1. Let T be a local state on A with Λ. If πT,0 satisfies the property DHR,
then there is a localized endomorphism ρT on π0(A) with region OΛ2 and VT,0 ∈ A
d(OΛ2 )
such that
(π0 ◦ T )(X) = V
∗
T,0ρT (π0(X))VT,0, X ∈ A. (21)
This theorem shows that the DHR selection criterion is derived from a natural as-
sumption described by the languages of local nets and of local states.
Definition 4.3 (transportability). A localized endomorphism ρ with support in O is said
to be transportable if, for all a ∈ R4, there are a localized endomorphism ρ′ with support
in O + a and a unitary operator U of π0(A)′′ such that ρ = AdU ◦ ρ′.
It is shown in [18, II, 2.2 Lemma] that two transportable localized endomorphisms
ρ1 and ρ2 are commutative, i.e., ρ1 ◦ ρ2 = ρ2 ◦ ρ1. Then the next corollary immediately
follows from the above theorem:
Corollary 4.1. Let Λ1,Λ2 be elements of KDC⋐ such that O
Λ1
2 and O
Λ2
2 are causally sep-
arated, and Tj ∈ ELA(Λj) satisfying the property DHR, j = 1, 2. If corresponding localized
endomorphisms of T1 and T2 are transportable, then π0 ◦ (T1 ◦ T2) = π0 ◦ (T2 ◦ T1).
9
Proof. By the definition of T1 and T2, and by Theorem 4.1, it holds that VTj ,0 ∈ A
d(O
Λj
2 )
for each j = 1, 2, which implies [VT1 , VT2] = 0. Thus we have
(π0 ◦ (T1 ◦ T2))(A) = (π0 ◦ T1)(T2(A))
= V ∗T1,0ρT1(π0(T2(A)))VT1,0
= V ∗T1,0ρT1((π0 ◦ T2)(A))VT1,0
= V ∗T1,0V
∗
T2,0ρT1(ρT2(π0(X)))VT2,0VT1,0
= V ∗T2,0V
∗
T1,0ρT2(ρT1(π0(X)))VT1,0VT2,0
= V ∗T2,0ρT2(V
∗
T1,0ρT1(π0(X))VT1,0)VT2,0
= V ∗T1,0ρT2((π0 ◦ T1)(A))VT2,0
= V ∗T2,0ρT2(π0(T1(A)))VT2,0
= (π0 ◦ T2)(T1(A)) = (π0 ◦ (T1 ◦ T2))(A) (22)
for all A ∈ A.
5 Orthogonal CP-measure spaces associated to CP
Maps
Let X be a unital C∗-algebra and M be a σ-finite von Neumann algebra on a Hilbert
space H.
Definition 5.1. A triplet (S,F , µ) is called a CP-measure space if it satisfies the following
conditions:
(1) (S,F) is a mesurable space, i.e. S is a set and F is a σ-algebra of S;
(2) µ is a CP(X ,M)-valued measure on (S,F), i.e., µ : F → CP(X ,M) satisfying
ρ(µ(∪i∆i)X) =
∑
i
ρ(µ(∆i)X) (23)
for all mutually disjoint subset {∆i}i∈N of F , ρ ∈M∗ and X ∈ X .
For every CP(X ,M)-valued measure µ on (S,F), we also write µ(∆, X) = µ(∆)X
for all ∆ ∈ F and X ∈ X . A CP-measure space (S,F , µ) is called a CP-measure space
with barycenter T ∈ CP(X ,M) or a CP-measure space of T if T = µ(S).
Let (S,F , ν) be a measure space and 1 ≤ p ≤ ∞. We write Lp(S, ν) or Lp(ν) as
Lp(S,F , ν) for short in the paper.
Definition 5.2. (1) Let (S1,F1, µ1) and (S2,F2, µ2) be CP-measure spaces with barycenter
T . (S1,F1, µ1) is dominated by (S2,F2, µ2), denoted by (S1,F1, µ1) ≺ (S2,F2, µ2), if
{µ1(∆1) ∈ CP(X ,M) | ∆1 ∈ F1} ⊆ {µ2(∆2) ∈ CP(X ,M) | ∆2 ∈ F2} (24)
and, for some normal faithful state ρ on M , there exists a projection P ∈ L∞(S2, ρ ◦ µ2)
such that
(L∞(S1, ρ ◦ µ1), L
2(S1, ρ ◦ µ1)) ∼= (PL
∞(S2, ρ ◦ µ2)P, PL
2(S2, ρ ◦ µ2)),
where for each j = 1, 2 ρ ◦µj is a probability measure on (Sj,Fj) defined by (ρ ◦µj)(∆) =
ρ(µj(∆, 1)) for all ∆ ∈ Fj.
(2) (S1,F1, µ1) is equivalent to (S2,F2, µ2), denoted by (S1,F1, µ1) ≈ (S2,F2, µ2), if
(S1,F1, µ1) ≺ (S2,F2, µ2) and (S2,F2, µ2) ≺ (S1,F1, µ1).
10
For any T1, T2 ∈ CP(X ,M), we write T1 ≤ T2 if T2−T1 ∈ CP(X ,M) [2]. It is obvious
that ≤ is an order relation on CP(X ,M). The order ≤ on CP(X ,M) can be interpreted
as the restriction of the order ≤′ on CP(X ,B(H)) into elements of CP(X ,B(H)) with
range M. We do not distinguish ≤ and ≤′ from now on. Then the following lemma and
theorem are known to hold:
Lemma 5.1 (Arveson [2, Lemma 1.4.1]). Let T and T ′ be elements of CP(X ,B(H)) such
that T ′ ≤ T . There exists R ∈ πT (X )′ such that 0 ≤ R ≤ 1 and
T ′(X) = V ∗TRπT (X)VT , X ∈ X . (25)
Theorem 5.1 (Arveson [2, Theorem 1.4.2]). Let T be an element of CP(X ,B(H)) and
(πT ,KT , VT ) be the minimal Stinespring representation of T . There exists an affine order
isomorphism between [0, T ] = {T ′ ∈ CP(X ,B(H)) | 0 ≤ T ′ ≤ T} and {R ∈ πT (X )′ | 0 ≤
R ≤ 1}.
SinceM⊂ B(H) implies CP(X ,M) ⊂ CP(X ,B(H)), for every T ∈ CP(X ,M) there
exists a minimal Stinespring representation (πT ,KT , VT ) of T . Then, for a R ∈ {R ∈
πT (X )′ | 0 ≤ R ≤ 1}, TR(X) := V ∗TRπT (X)VT , X ∈ X , is an element of CP(X ,B(H))
but it is not always that of CP(X ,M). We consider a set
{R ∈ πT (X )
′ | 0 ≤ R ≤ 1, TR ∈ CP(X ,M)}. (26)
This set is seen to be affinely order isomorphic to {T ′ ∈ CP(X ,M) | 0 ≤ T ′ ≤ T}. We
denote by πT (X )c the σ-weak closure of a linear subspace of B(H) linearly spanned by
{R ∈ πT (X )
′ | 0 ≤ R ≤ 1, TR ∈ CP(X ,M)} and call this operator system an M-relative
commutant of πT (X ).
Lemma 5.2. πT (X )c is a von Neumann algebra on KT .
Proof. By [40, Proposition 5.4], there exists an affine order isomorphism between [0, T ] =
{T ′ ∈ CP(X ,M) | 0 ≤ T ′ ≤ T} and {R ∈ ̟T (X )′ | 0 ≤ R ≤ 1}, where ̟T (X )′ = {A ∈
Ba(ET ) | AB = BA for all B ∈ ̟T (X )}. Let ρ : Ba(ET ) → B(GET ) be a normal faithful
representation (see subsection 2.2). By the unitary equivalence of ρ ◦ ̟T and πT , there
exists a unitary operator U : GET → KT such that πT (X) = U(ρ◦̟T )(X)U
∗ for allX ∈ X .
Then there is a one-to-one correspondence between {URU∗| R ∈ ρ(̟T (X )′), 0 ≤ R ≤ 1}
and {R ∈ πT (X )c | 0 ≤ R ≤ 1}, which completes the proof.
Lemma 5.3. Let T1 and T2 be elements of CP(X ,M), and T = T1 + T2. The following
three conditions are equivalent:
(1) (πT ,KT , VT ) = (πT1 ,KT1 , VT1)⊕ (πT2 ,KT2, VT2)G
(2) There exists a projection P ∈ πT (X )c such that
T1(X) = V
∗
T PπT (X)VT , T2(X) = V
∗
T (1− P )πT (X)VT , X ∈ X ; (27)
(3) If T ′ ∈ CP(X ,M) satisfies T ′ ≤ T1 and T ′ ≤ T2, then T ′ = 0.
If T1 and T2 satisfy the above equivalent conditions, they are said to be (mutually) orthog-
onal, denoted by T1 ⊥ T2.
Proof. The proof of the lemma is similar to that of [8, Lemma 4.1.19].
(1)⇒ (2) Let P be a projection on KT with the range KT1. It is obvious that P ∈ πT (X )
c,
and that T1(X) = V
∗
T PπT (X)VT , T2(X) = V
∗
T (1− P )πT (X)VT , X ∈ X .
(2)⇒ (1) If one sets (π1,K1, V1) = (PπT , PKT , PVT ), then it follows from the uniqueness
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statement of Theorem 2.2 that (π1,K1, V1) is unitarily equivalent to (πT1 ,KT1 , VT1). Sim-
ilarly, ((1− P )πT , (1− P )KT , (1− P )VT ) is unitarily equivalent to (πT2 ,KT2, VT2).
(2) ⇒ (3) Suppose that T ′ ∈ CP(X ,M) satisfies T ′ ≤ T1 and T
′ ≤ T2. By Lemma 5.1,
there exists a positive operator R ∈ πT (X )c such that
T ′(X) = V ∗TRπT (X)VT , X ∈ X , (28)
and that R ≤ P and R ≤ 1−P . Then, one has 0 ≤ (1−P )R(1−P ) ≤ (1−P )P (1−P ) = 0
and 0 ≤ PRP ≤ P (1 − P )P = 0. Hence, R1/2(1 − P ) = R1/2P = 0, and so R1/2 = 0.
Thus T ′ = 0.
(3)⇒ (2) By Lemma 5.1, there exists a positive operator R ∈ πT (X )c such that 0 ≤ R ≤ 1
and
T1(X) = V
∗
TRπT (X)VT , X ∈ X . (29)
If one introduces R′ = R(1−R), then R′ ∈ (πT (X )c)+ by Lemma 5.2 and the linear map
T ′ defined by
T ′(X) = V ∗TR
′πT (X)VT , X ∈ X , (30)
is completely positive. Then T ′ ≤ T1, T ′ ≤ T2, and condition (3) together with cyclicity
of VT imply that R(1− R) = 0, i.e., R is a projection operator on KT .
Definition 5.3. A triplet (S,F , µ) is said to be an orthogonal CP-measure space with
barycenter T ∈ CP(X ,M) if it is a CP-measure space of T and satisfies µ(∆) ⊥ µ(∆c)
in the sense of Lemma 5.3, for all ∆ ∈ F .
Lemma 5.4. If (S,F , µ) is a CP-measure space of T ∈ CP(X ,M), then there exists a
unique linear map L∞(ν) ∋ f 7→ κµ(f) ∈ πT (X )
c defined by
V ∗T κµ(f)πT (X)VT =
∫
f(s) dµ(s,X), f ∈ L∞(ν), X ∈ X , (31)
i.e., for every ρ ∈M∗,
ρ(V ∗T κµ(f)πT (X)VT ) =
∫
f(s) d(ρ(µ(s,X))), f ∈ L∞(ν), X ∈ X , (32)
which is positive and contractive, where ν is a (scalar-valued) positive finite measure which
is equivalent to ρ◦µ for some normal faithful state ρ on M. Furthermore, if f ∈ L∞(ν)+
satisfies κµ(f) = 0, then f = 0.
If L∞(ν) is equipped with the σ(L∞(ν), L1(ν))-topology and πT (X )c with the weak topology,
then the map κµ is continuous.
Remark 5.1. We can easily check the well-definedness of the right-hand side of Eq. (32).
To begin with, ρ◦µ≪ ν holds for all ρ ∈M∗,+. For every X ∈ X and ρ ∈M∗, we define
a finite measure 〈ρ ◦ µ,X〉 on (S,F) by 〈ρ ◦ µ,X〉(∆) = ρ(µ(∆, X)) for all ∆ ∈ F . For
every ∆ ∈ F , X ∈ X+ and ρ ∈M∗,+,
〈ρ ◦ µ,X〉(∆) = ρ(µ(∆, X)) ≤ ‖X‖ · (ρ ◦ µ)(∆). (33)
Thus 〈ρ ◦ µ,X〉 ≪ ν for all X ∈ X+ and ρ ∈ M∗,+. Since every element of X is a
combination of four positive elements of X and M∗ is linearly spanned by M∗,+, 〈ρ ◦
µ,X〉 ≪ ν holds for all X ∈ X and ρ ∈M∗.
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Proof of Lemma 5.4. For every f ∈ L∞(ν), we define a linear map Tf on X into M by
ρ(Tf (X)) =
∫
f(s) d(ρ(µ(s,X))), ρ ∈M∗, X ∈ X . (34)
For every f ∈ L∞(ν), Tf is decomposable since Tf ′ is completely positive for every f
′ ∈
L∞(ν)+ and Tf has the form Tf = Tf1 − Tf2 + i(Tf3 − Tf4), where f1, f2, f3, f4 ∈ L
∞(ν)+
such that f = f1 − f2 + i(f3 − f4). For every X1, X2, · · · , Xn ∈ X and ξ1, ξ2, · · · , ξn ∈ H,∣∣∣∣∣
n∑
i,j=1
〈ξi|Tf(X
∗
iXj)ξj〉
∣∣∣∣∣ =
∣∣∣∣∣
∫
f(s) d
(
n∑
i,j=1
〈ξi|µ(s,X
∗
iXj)ξj〉
)∣∣∣∣∣
≤ ‖f‖∞
∣∣∣∣∣
n∑
i,j=1
∫
d〈ξi|µ(s,X
∗
iXj)ξj〉
∣∣∣∣∣
= ‖f‖∞
n∑
i,j=1
〈ξi|T (X
∗
iXj)ξj〉. (35)
Especially, if f ≥ 0, then
n∑
i,j=1
〈ξi|Tf(X
∗
iXj)ξj〉 ≤ ‖f‖∞
n∑
i,j=1
〈ξi|T (X
∗
iXj)ξj〉, (36)
i.e., Tf ≤ ‖f‖∞ · T . Then there exists κµ(f) ∈ πT (X )c such that
Tf(X) = V
∗
T κµ(f)πT (X)VT , X ∈ X , (37)
and that ‖κµ(f)‖ ≤ ‖f‖∞. Since every f ∈ L∞(ν) has the form f = f1 − f2 + i(f3 − f4),
f1, f2, f3, f4 ∈ L
∞(ν)+, κµ(f) can be defined by κµ(f) = κµ(f1) − κµ(f2) + i(κµ(f3) −
κµ(f4)). The estimate ‖κµ(f)‖ ≤ ‖f‖∞, for every f ∈ L∞(ν), follows from Eq. (35). Let
f be an element of L∞(ν)+ such that κµ(f) = 0. For a normal faithful state ϕ on M, it
holds that
0 = ϕ(V ∗T κµ(f)VT ) =
∫
f(s) d(ϕ ◦ µ)(s) = (ϕ ◦ µ)(f). (38)
Since ϕ ◦ µ is a normal faithful (semifinite) trace on L∞(ν) and f ∈ L∞(ν)+, f = 0.
For everym,n ∈ N,X1, X2, · · · , Xm, Y1, Y2, · · · , Yn ∈ X , and ξ1, ξ2, · · · , ξm, η1, η2, · · · , ηn
∈ H, it holds that〈
m∑
i=1
πT (Xi)VT ξi
∣∣∣∣∣κµ(f)
(
n∑
j=1
πT (Yj)VTηj
)〉
=
m∑
i=1
n∑
j=1
∫
f(s) d〈ξi|µ(s,X
∗
i Yj)ηj〉. (39)
Since
∑m
i=1
∑n
j=1〈ξi|µ(·, X
∗
i Yj)ηj〉 ≪ ν, the functional L
∞(ν) ∋ f 7→ 〈
∑m
i=1 πT (Xi)VT ξi
|κµ(f)(
∑n
j=1 πT (Yj)VTηj)〉 ∈ C is continuous. The continuity of κµ follows from the bound-
edness of κµ(f) for every f ∈ L∞(ν) and from the density of span(πT (X )VTH) in KT .
Lemma 5.5. Let (S,F , µ) be a CP-measure space space of T ∈ CP(X ,M). The following
three conditions are equivalent:
(1) (S,F , µ) is an orthogonal CP-measure space of T ;
(2) the map L∞(ν) ∋ f 7→ κµ(f) ∈ πT (X )c is a ∗-isomorphism of L∞(ν) into πT (X )c;
(3) the map L∞(ν) ∋ f 7→ κµ(f) ∈ πT (X )c is a ∗-representation.
If the above equivalent conditions are satisfied, then B = {κµ(f) ∈ πT (X )c | f ∈ L∞(ν)}
is an abelian von Neumann subalgebra of πT (X )
c.
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Proof. (1)⇒ (2) Assume (1). κµ is a positive linear map from L∞(ν) into πT (X )c by the
previous lemma. For a projection f of L∞(ν), there is ∆ ∈ F such that f = χ∆. By
assumption, it holds that
µ(∆) ⊥ µ(∆c). (40)
On the other hand, it holds that
µ(∆) + µ(∆c) = T. (41)
Hence κµ(f) is a projection by Lemma 5.4. For mutually orthogonal projections f and g
of L∞(ν), f ≤ 1− g. By Lemma 5.1, it holds that κµ(f) ≤ κµ(1− g) = 1−κµ(g). Hence,
it holds that κµ(f)κµ(g) = 0. Thus, for all projections f, g of L
∞(ν),
κµ(fg) = κµ(f)κµ(g). (42)
Since every element of L∞(ν) can be approximated by simple functions on S in norm
and the estimate ‖κµ(f)‖ ≤ ‖f‖∞ holds for all f ∈ L∞(ν), the equality (41) extends to
all f, g ∈ L∞(ν). This implies that κµ is a ∗-homomorphism. Also, for f ∈ L∞(ν) and
ρ ∈M∗,+,
ρ((κµ(f)VT )
∗κµ(f)VT ) =
∫
|f(s)|2 d(ρ ◦ µ)(s). (43)
By this relation, κµ is faithful.
(2)⇒ (3) A ∗-isomorphism into πT (X )
c is obviously a ∗-representation.
(3)⇒ (1) Assume (3). By assumption, for each ∆ ∈ F , κµ(χ∆) and κµ(χ∆c) are mutually
orthogonal projections satisfying κµ(χ∆) + κµ(χ∆c) = 1. Therefore, it is seen, by Lemma
5.4, that
µ(∆) ⊥ µ(∆c). (44)
See [8, Proposition 4.1.22] for the proof of the last part of the lemma.
For any category E, we denote by Ob(E) and Arrow(E) the objects and the ar-
rows of E, respectively. We denote by OT the category of ≈-equivalence classes of
orthogonal CP-measure spaces with barycenter T ∈ CP(X ,M), whose arrows are de-
fined by the dominance relation between representatives of equivalence classes, i.e., for
[(S1,F1, µ1)], [(S2,F2, µ2)] ∈ Ob(OT ), [(S1,F1, µ1)]→ [(S2,F2, µ2)] ∈ Arrow(OT ) if (S1,F1, µ1)
≺ (S2,F2, µ2), where (Sj,Fj, µj) ∈ [(Sj,Fj, µi)], j = 1, 2. Also, we denote by AbvN(πT (X )c)
the category of abelian von Neumann subalgebras of πT (X )c, whose arrows are defined
by the inclusion of von Neumann algebras. The following theorem is the main result in
this section:
Theorem 5.2 (Tomita theorem for CP maps). For each T ∈ CP(X ,M), OT and
AbvN(πT (X )c) are categorically isomorphic.
Let [(S,F , µ)] ∈ Ob(OT ) and B ∈ Ob(AbvN(πT (X )c)) be in the categorical isomor-
phism, and (S,F , µ) be a representative of [(S,F , µ)]. There exists a ∗-isomorphism
κµ : L
∞(ν)→ B defined by
V ∗T κµ(f)πT (X)VT =
∫
f(s) dµ(s,X), f ∈ L∞(ν), X ∈ X , (45)
where ν is a (scalar-valued) positive finite measure which is equivalent to ρ ◦ µ for some
normal faithful state ρ on M.
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Proof. Let [(S,F , µ)] ∈ Ob(OT ) and (S,F , µ) be a representative of [(S,F , µ)]. By
Lemma 5.5, there exists a ∗-isomorphism κµ : L
∞(ν) ∋ f 7→ κµ(f) ∈ πT (X )c of L∞(ν)
into πT (X )
c, where ν is a (scalar-valued) positive finite measure which is equivalent to
ρ ◦ µ for some normal faithful state ρ on M, and the range B[(S,F ,µ)] := κµ(L∞(ν)) is
an abelian von Neumann subalgebra of πT (X )c, i.e., B[(S,F ,µ)] ∈ Ob(AbvN(πT (X )
c)). It
is also seen that B[(S,F ,µ)] does not depend on the choice of a representative (S,F , µ) of
[(S,F , µ)].
Let B ∈ Ob(AbvN(πT (X )c)). By [45, Chapter III, Theorem 1.18], there exist a locally
compact Hausdorff space Γ, a positive regular Borel measure λ on Γ, and a ∗-isomorphism
α : L∞(Γ, λ)→ B. Then we define CP(X ,M)-valued measure µ by
µB(∆, X) = V
∗
T πT (X)α(χ∆)VT , (46)
for all ∆ ∈ F and X ∈ X . By Lemma 5.5, (Γ,B(Γ), µB) is an orthogonal CP-measure
space with barycenter T .
By the preceeding two paragraphs, it is shown that there exists a one-to-one correspon-
dence between Ob(OT ) and Ob(AbvN(πT (X )c)). This correspondence can be extended
into an isomorphism between OT and AbvN(πT (X )c) naturally.
Definition 5.4. Let T1, T2 ∈ CP(X ,M).
(1) T1 and T2 are said to be quasi-equivalent, denoted by T1 ≈ T2, if so are the minimal
Stinespring representations πT1 and πT2.
(2) T1 and T2 are said to be disjoint, denoted by T1 ◦
–
T2, if so are πT1 and πT2.
Lemma 5.6. Let T1, T2 ∈ CP(X ,M) and T = T1 + T2. The following conditions are
equivalent:
(1) T1 ◦
–
T2G
(2) There exists a projection P ∈ πT (X )′′ ∩ πT (X )c such that
T1(X) = V
∗
T PπT (X)VT , T2(X) = V
∗
T (1− P )πT (X)VT , X ∈ X .
Proof.
(1) ⇒ (2) Assume (1). Let T ′ ∈ CP(X ,M) such that T ′ ≤ T1 and T ′ ≤ T2. By Lemma
5.1, T ′ has the form
T ′(X) = V ∗T1Q1πT1(X)VT1 = V
∗
T2Q2πT2(X)VT2 , (47)
for all X ∈ X , where Qj ∈ πTj (X )
c, j = 1, 2. Thus the minimal Stinespring representation
of T ′ is unitarily equivalent to subrepresentations of πT1 and of πT2 . By assumption, which
is nothing but the disjointness of πT1 and πT2 , we have T
′ = 0. By Lemma 5.3, T1 ⊥ T2.
Therefore, by Lemma 5.1, there exists a projection P ∈ πT (X )′ such that
T1(X) = V
∗
T PπT (X)VT , T2(X) = V
∗
T (1− P )πT (X)VT , (48)
for all X ∈ X . In particular, P ∈ πT (X )c. For any B ∈ πT (X )′ and W ∈ B(H, PKT ), we
define T ′′ ∈ CP(X ,B(H)) by
T ′′(X) = ((1− P )BW )∗πT (X)((1− P )BW ), (49)
for all X ∈ X . The minimal Stinespring representation πT ′′ of T ′′ is seen to be unitarily
equivalent to a subrepresentation of πT2 . For every n ∈ N, X1, X2, · · · , Xn ∈ X and
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Y1, Y2, · · · , Yn ∈ B(H),
n∑
i,j=1
Y ∗i T
′′(X∗iXj)Yj =
(
n∑
i=1
πT (Xi)WYi
)∗
|(1− P )B|2
(
n∑
j=1
πT (Xj)WYj
)
≤ ‖(1− P )B‖2 ·
n∑
i,j=1
Y ∗i W
∗πT (X
∗
iXj)WYj (50)
i.e., T ′′ ≤ ‖(1 − P )B‖2 · W ∗πT (·)W . Thus the minimal Stinespring representation of
the CP map W ∗πT (·)W is unitarily equivalent to a subrepresentation of πT1 , so is T
′′.
Hence T ′′ = 0, equivalently, 0 = ‖T ′′‖ = ‖T ′′(1)‖ = ‖(1 − P )BW‖2. Since B and W are
arbitrary, it holds that (1−P )BW = 0 for every B ∈ πT (X )′ and W ∈ B(H, PKT ). This
implies that (1 − P )BP = 0 for every B ∈ πT (X )′. Thus BP = PBP = PB for every
B ∈ πT (X )′, that is to say, P ∈ πT (X )′′.
(2) ⇒ (1) Assume (2). Then there exists no partial isometry U ∈ πT (X )′ such that
(1 − P )UP = U . Thus no subrepresentation of πT1 is unitarily equivalent to that of
πT2 .
Definition 5.5. (S,F , µ) is called a subcentral CP-measure space with barycenter T ∈
CP(X ,M) if its corresponding von Neumann algebra is an abelian von Neumann subal-
gebra of πT (X )′′ ∩ πT (X )c.
Theorem 5.3. Let (S,F , µ) be a CP-measure space with barycenter T ∈ CP(X ,M). The
following conditions are equivalent:
(1) For all ∆ ∈ F ,
µ(∆) ◦
–
µ(∆c); (51)
(2) (S,F , µ) be a subcentral CP-measure space with barycenter T .
Proof.
(1)⇒ (2) Let ρ be a normal faithful state onM and ν be a (scalar-valued) positive finite
measure on (S,F) which is equivalent to ρ ◦ µ. Assume (1). By Lemma 5.6, (S,F , µ) is
an orthogonal CP-measure space of T and the image κµ(f) of projections f of L
∞(ν) by
κµ is projections of πT (X )′′∩πT (X )c. Since κµ is a ∗-representation of L∞(ν) into πT (X )c,
κµ(L
∞(ν)) is an abelian von Neumann subalgebra of πT (X )
′′ ∩ πT (X )
c.
(2) ⇒ (1) Assume (2). For any ∆ ∈ F , κµ(χ∆) and κµ(χ∆c) are mutually orthogonal
projections contained in πT (X )′′ ∩ πT (X )c such that κµ(χ∆) + κµ(χ∆c) = 1. By Lemma
5.6 and the formula µ(∆, X) = V ∗T κµ(χ∆)πT (X)VT , for all X ∈ X and ∆ ∈ F , it holds
that µ(∆) ◦
–
µ(∆c).
6 Local States and Generalized Local Sectors
DHR theory is a sector theory whose reference state is a vacuum ω0. However, physically
important reference states are not only vacuum states, e.g., KMS states ωβ, β > 0 and
relativistic KMS states [31, 9, 32, 33, 34]. Thus we attempt to define the concept of
sector for local states to understand emergence processes in various representations. The
discussion here is, of course, applicable to DHR-DR theory.
In general, reference states are assumed to be translation-invariant. We believe that
this assumption is very natural2. Hence their GNS representations unitarily implement
2On the other hand, the assumption of Lorentz invariance for reference states is not always natural
because it is known that the invariance is broken in KMS states [31].
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the action α|R4 of the translation group R
4. We assume that reference representations π
which appear here are given by the GNS representations πϕ of translation-invariant states
ϕ ∈ EA. Thus π is separable and unitarily implements the action α|R4 of R
4.
Let T be an element of ELA,pi(Λ) for some Λ ∈ K
DC
⋐
and θT be the commutant lifting
of (V ∗T πT (A)
′′VT )
′ into {VTV ∗T }
′ ∩ πT (A)′ (see Theorem 2.3). We are ready to define the
concept of local sector for local states:
Definition 6.1. An element T of ELA,pi(Λ) is called a local factor state if a unique von
Neumann algebra ZT,full := πT (A)′′ ∩ πT (A)c is equal to θT (Zpi(A)), where Zpi(A) is the
center π(A)′ ∩ π(A)′′ of the von Neumann algebra π(A)′′. We denote by FLA,pi(Λ) the set
of local factor states on A with respect to π with region Λ. A local sector of A with respect
to π in Λ is a quasi-equivalence class of a local factor state T ∈ FLA,pi(Λ).
Remark 6.1. The definition of local sector is a natural generalization of sectors for states
to local states. A sector of a C∗-algebra X is defined by a quasi-equivalent class of factor
states [32, 33, 34]. A state ω on a C∗-algebra X is called a factor state if the center Zω(X )
of πω(X )
′′ is trivial.
The von Neumann algebra θT (Zpi(A)) ∼= Zpi(A) describes bounded (measurable) func-
tions on order parameters of the system already emerged in a given reference represen-
tation π and is common for all local states. This is the reason why we should treat
θT (Zpi(A)) as a coefficient algebra in the definition of local sector for local states.
We can apply the method discussed in the previous section to local states. In the
context of local states, we are interested in sectors involved in a given local state T . In
the light of central decompositions of states, we desire a subcentral CP-measure space
of T corresponding to the abelian von Neumann algebra ZT determined by the following
two equations:
ZT ∨ θT (Zpi(A)) = ZT,full, (52)
ZT ∩ θT (Zpi(A)) = C1. (53)
In contrast to θT (Zpi(A)) ∼= Zpi(A), the von Neumann algebra ZT satisfying the above
equations describes bounded (measurable) functions on order parameters of the system
newly emerged in the given local state T . In addition, the integral decomposition theory
for separable representations of separable C∗-algebras [8, 45] can be applied to (πT ,KT )
if A is separable:
(πT ,KT ) =
∫ ⊕
Z
(πT,z,KT,z) dνZT (z), (54)
where Z is a standard Borel space and νZT is a Borel measure on Z. We would like
to emphasize that a family {(πT,z,KT,z)}z∈Z of representations corresponds to that of
mutually disjoint local factor states3.
Local sector analysis of local states with respect to translation-invariant representa-
tions other than vacuum ones will be discussed in [39].
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