Purpose -Investigate the use of two imaging-based methods -coded pattern projection and laser-based triangulation -to generate 3D models as input to a rapid prototyping pipeline. Design/methodology/approach -Discusses structured lighting technologies as suitable imaging-based methods. Two approaches, coded-pattern projection and laser-based triangulation, are specifically identified and discussed in detail. Two commercial systems are used to generate experimental results. These systems include the Genex Technologies 3D FaceCam and the Integrated Vision Products Ranger System. Findings -Presents 3D reconstructions of objects from each of the commercial systems. Research limitations/implications -Provides background in imaging-based methods for 3D data collection and model generation. A practical limitation is that imaging-based systems do not currently meet accuracy requirements, but continued improvements in imaging systems will minimize this limitation. Practical implications -Imaging-based approaches to 3D model generation offer potential to increase scanning time and reduce scanning complexity. Originality/value -Introduces imaging-based concepts to the rapid prototyping pipeline.
Introduction
The generation of 3D CAD models is usually the first step in a rapid prototyping (RP) system (Chua et al., 2003; Asiabanpour and Khoshnevis, 2004; Ding et al., 2004; Li et al., 2002; Song et al., 2002) . Additionally, CAD modeling is often the most time-consuming part of the entire RP chain (Chua et al., 2003) . Figure 1 depicts the RP process chain and illustrates where CAD modeling fits into this chain. The traditional approach to CAD modeling is through engineering drawings. A designer inputs dimensions and interconnects lines (along with other basic shapes) using CAD software to create a virtual 3D model. This CAD model serves as the starting point of the RP process chain. In this paper, we present an alternative to this CAD modeling through the use of 3D scanning technology known as structured lighting. We specifically explore two methods of structured lighting -coded pattern projection and laser triangulation -as potential approaches.
Overview of RP process
As Figure 1(a) shows, the CAD model is first converted typically into a stereolithography (STL) file and then pre-processed to verify the STL specification and sliced into cross sections. Next, the pre-processed files drive the automated building through technologies such as selective layer sintering, stereolithography, or layered object manufacturing. Finally, the RP chain moves to post-processing, which consists of cleaning to remove excess parts or residual resin, curing to account for pockets of embedded liquids, and finishing to improve aesthetics.
Our area of emphasis for this paper in this pipeline is the initial CAD model generation. This initial step requires accurate models of the object of interest that are suitable for the STL files that drive the prototyping process. An emerging method for CAD generation is 3D scanning technology from the field of machine vision. Traditionally, machine vision (also known as computer vision) has not played a major role in manufacturing or prototyping. The introduction of solid-state and low-cost imaging devices however, has led to increased accuracy and faster data acquisition. Thus, imaging-based solutions are becoming attractive to incorporate into RP. Figure 1 (b) demonstrates incorporating 3D scanning into the RP chain. Here, we have replaced the CAD modeling step with 3D scanning to generate a model of an existing real-world object. This 3D scanning is similar to coordinate measuring machine (CMM) technologies that capture 3D point measurements of surfaces. CMM are a mature and established technology within current manufacturing environments. The CMMs typically use a touch probe that navigates (either manually or automatically) around the surface of an object collecting data point measurements. The difference of the methods in this paper relative to CCM is that we employ imaging-based methodsspecifically structured lighting techniques -rather than the touch-probe methods of CMM. CMM require path planning for probe placement (often a complex process for complicated objects), and the mechanical dynamics of the probe constrain the scan speed of collecting data. Additionally, CMM require the probe to physically touch -or at least come within close proximity to -the surface under measurement. This physical contact is usually not a major issue, but the probe can damage the surface with errors in path planning under certain conditions. Imaging-based approaches, on the other hand, offer potential for faster data collection using solid-state sensors and offer a standoff approach to measurements, but the drawback is that imagingbased systems currently have reduced accuracy relative to CMM techniques. Fortunately, as semiconductors continue to improve -respective to Moore's Law -the accuracy of imaging-based scanners will continue to improve as well. Within the past decade, this trend has seen movement from centimeter to sub-millimeter accuracy. We expect this trend to continue.
Incorporation of 3D scanning

Discussion of benefits
The addition of 3D scanning to the RP process chain enables important capabilities. A situation that might arise in RP is the need to modify an existing part, which may be outdated or have field modifications. With an outdated part, CAD models may not exist or they may no longer be accessible. The original manufacturer of the part may have gone out of business, for example, or the CAD models may have been lost or discarded.
With field modifications, a lack sufficient support from the original CAD models becomes a problem. A technician in the field may have found a better way to mount the part by modifying the original design, or damage to the part may require a modification to correct the damage. This modification may not be documented in the CAD archives. Also, a design engineer may seek to introduce a value-added design to an existing part, but the original manufacturer of the part may not be willing to release their internal CAD files for proprietary reasons. The process of 3D scanning overcomes these problems by allowing the creation of a CAD model by scanning the existing object.
The potential for imaging-based approaches over more mechanical solutions, i.e. CMM systems, is that imaging scanners offer increased scanning speeds and enable more automation in the scanning process. A CMM touch probe collects only a single data point with each measurement. By contrast, imaging-based scanners collect a set of data points where, the size of the set is dependent on the scanning technology but typically ranges from 256 points to over 100,000 points. These large data sets yield large speed benefits. For increased automation, imaging-based scanners leverage many techniques from the field of computer vision for data registration, integration, and visualization. Although many of these techniques are applicable to both CCM and imaging systems, the natural problem domain is more readily developed with the imaging-based systems. Thus, these computer vision algorithms enhance the automation potential.
Imaging-based 3D scanners
Imaging-based 3D scanners acquire measurements by capturing images of an object and then reconstructing 3D models from those images. The scanner is positioned at various viewing angles to fully cover each surface of the object, and this ensemble of data sets leads to the reconstructed 3D CAD model. We typically refer to the measurements from 3D scanners as range images where each pixel of such images represent the distance (or depth) from a given scanner location to each of the surface points on the object (Besl, 1989) . A classification of various methods for generating 3D data from objects appears in Figure 2 with emphasis on the imaging methods to include subcategories.
The most well-known method of 3D range image acquisition is passive triangulation, also known as stereo vision. Stereo vision involves coordinating two cameras to generate depth information about a scene by automatically finding corresponding features in both stereo images. The correspondence problem is ill-posed and therefore leads to either sparse distance measurements or erroneous results caused by mismatches. As an alternative to passive stereo, active stereo systems such as structured lighting systems offer more robust methods of measurement (Bernardini et al., 1999) . (As a side note, some authors use the term active stereo to also refer to the case where two intensity cameras are used -as in our definition of passive stereo -but these cameras are "actively" Figure 1 Examples of the RP process chain controlled to either pan or tilt synchronously, or to change their baseline. We mention this definition for clarity as our definition for active stereo uses a single camera with an active light source.) In the next two sections that follow, we discuss in more detail two particular structured lighting methods that are applicable to the RP problem. The first method is a coded-pattern structured lighting system that uses a camera along with a pattern projector. The second method is a laser-based method that also uses a single camera but rather than a pattern project uses a laser for the active light source. For each of these methods, we specifically focus on two commercial products as implementations of these methods.
Coded-pattern projection
Coded-pattern projection scanners project a known light pattern, or set of coded patterns, onto the surfaces of an object. The light pattern follows the contours and shape of the object. Figure 3 illustrates an example of the projection of a light pattern onto an automotive water pump. Notice that the shape of the pump distorts the pattern as viewed by the camera. In a limited sense, this distortion leads to the recovery of 3D information based on triangulation and projective geometry.
The principle of this 3D recovery is through triangulation calculations (Geng, 1996) . Figure 4 illustrates this triangulation geometry. When the distance between two points and the angle from each of these points to a third point are known, the coordinate of the third point can be calculated by the following equation
where B is the baseline distance between two points and a and u are the respective angles. In the case of structured light, the two known points are the sensor center point S and the light source center point L whereas the unknown point O is on the object. The depth or range information, R, can be derived from the deformation of the light pattern. Although a variety of light patterns are possible, a common technique projects multiple stripes on the scene. To distinguish between stripes within the view of the camera, each pattern receives a special code either as binary Gray code (named after Frank Gray, a Bell Labs' researcher) or as color code, Salvi et al. (2004) .
An example of a coded light system is the 3D FaceCam 500TM developed by Genex Technologies (Geng et al., 2004) . Genex Technologies have developed this system for biometric applications, particularly human face identification. The system generates ear-to-ear 3D reconstructions of a human face in a single system shot. The geometry for the Genex Technologies patented "Rainbow 3D" (Geng, 1996) is shown in Figure 5 . This technique projects a rainbow pattern where one-to-one correspondence between the pattern on the object and the projection to the camera are readily discernable. The Genex system creates this pattern with white light and a special distribution of wavelengths using a linear variable wavelength filter.
The angles a are geometrically calculated using the coordinates of respective pixels in the image sensor. The angles u are also geometrically calculated based on the associated color wavelength detected at the associated image pixel (resolving the correspondence). The locations S and L are known as the centers of sensor and light source, respectively. Finally, the baseline B is known through a manufacturer-based calibration. The following equations calculate the coordinates of a point O(x,y,z) in 3D space on the object surface. where ctg( · ) is the cotangent function, (u,v) are the pixel coordinates of the sensor image and f is the focal length of the sensor. The 3D FaceCam 500TM is a multi-sensor system that consists of three single-CCD cameras and a pattern projector. This system of cameras and a projector reconstruct the 3D data points with the equations above. If a point on the surface of the object is within the view of at least two of the three cameras, the Genex system reconstructs the 3D point. A fourth color camera, mounted on top of the system, is used to acquire color texture information that can be applied to the 3D geometry. The color image in conjunction with the 3D geometry leads to a full 3D model that includes texture. Figure 6 is diagram of the system that illustrates the layout of the color camera, the three 3D reconstruction cameras, and the pattern projector.
In the next section, we present a different technology for capturing 3D geometry known as sheet-of-light laser range imaging.
Laser ranging
The method in this section is slightly different from the coded-light pattern in the previous section. In this section, we discuss the sheet-of-light technique based on laser line projection.
Sheet-of-light range imaging is an efficient technique for measuring range. A sheet of light is projected onto an object, and the cross-sectional line of the light sheet over the object is viewed through an imaging camera. This triangulation method is slightly different from other laser-based ranging systems where the two most common alternatives are time-offlight and phase difference systems. These alternatives do not offer the accuracy that is necessary for RP applications. The time-of-flight approach, for example, is usually in the centimeter range accuracy where the speed of the solid state electronics is the limiting factor. The phase difference methods use a phase coherent laser source and estimate range based on the phase difference between the transmitted and the received signals of this source. Again, the speed of the electronics dictates the accuracy. For laser-based triangulation ranging such as sheet-of-light method, the limiting factor is the geometry of the system, and thus highly accurate systems are available where the trade-off is field of view. Typically, the geometry for an accurate system constrains the field of view and the depth of view of the system. Similar to the structured lighting approach previously, laser-based triangulation is a method that uses the angles and the baseline distance between a light source and a camera to estimate the range to a point on an object. A high-intensity light source -a laser -is focused and projected at a specified angle at the surface of interest. A photosensitive device, usually a video camera, senses the reflection from that surface and then by using geometric triangulation, the position of the surface point relative to a reference plane can be calculated. Figure 7 illustrates a sheet-of-light system.
With a narrow-beam laser, this triangulation leads to estimation of a single point on the surface. If we scan the laser across the object, the system can then estimate multiple points across the object. The system keeps track of the scanning angle for the laser to resolve the triangulation. The laser projects at the specified angle, and a CCD camera records the pixel location of the laser intersection with the object. This pixel location resolves to an angle relative to the baseline between the laser and the CCD camera. Thus, triangulation leads to a 3D measurement.
We can scan the laser in a raster fashion across the scene to obtain a range measurement for every pixel. If the image has M £ N pixels, then the system must capture M £ N images. In other words, a point laser requires that the CCD camera capture one image for every 3D point measured. A more efficient method is to consider a sheetof-light laser rather than a point laser. A sheet-of-light laser cuts a plane in 3D space and thus projects a single line across the object of interest. That line projects as a line (rather than a point) onto the image plane of the camera. This method is a direct extension of the point laser approach except that the line represents a collection of simultaneous point sources. Thus, a sheet-of-light system allows an increase in scanning speed over a point laser. The sheet-of-light method only requires M images to reconstruct M £ N data points. So, the sheet-of-light approach is much faster and thus the most common method for laser-based triangulation. (As an aside, the speed at which a structured light system from the previous section can record 3D measurements depends on the number of patterns where the CCD camera captures one image for each pattern.)
An example of a sheet-of-light scanner is the Integrated Vision Products (IVP) Ranger SC 386, which consists of a 512 £ 512 CCD camera with specialized electronics for identifying the laser and calculating range. The integrated electronics increase the scanning speed of the system such that the Ranger is able to capture over 2,000 profiles per second. Typically, the system uses a 5 mW laser for indoor measurements. Figure 8 shows a scanning test bed for the Ranger system. Two views are shown. The first view shows the conveyor system that translates both the Ranger and the laser to scan multiple profiles of an object. The scanning direction is the largest dimension of the frame shown in the image. The second view provides a better sight of the triangle from Figure 8 (a).
Experimental results
As the first step of an RP pipeline, we have used these two commercial systems to generate 3D models of existing objects. We have experimentally collected data for two objects and have reconstructed 3D models from these data scans. We present our results in this section. The two objects Figure 7 Laser-based triangulation uses a laser source and a CCD camera to reconstruct 3D measurements of interest for this paper are the water pump and the water neck shown in Figure 9 (a) and (b), respectively.
The first object is a water pump from the cooling system of an automotive engine. A water pump circulates coolant, i.e. water, through the engine. The water pump in Figure 9 (a) is a centrifugal pump consisting of inlets, outlets, a housing, a shaft, an impeller, a volute, and a shroud. This example is actually only half of the entire pump. With this incomplete part, we are able to see the impeller and interior ducting of the pump. The goal is to reconstruct this impeller and these ducts using our imaging-based systems. Figures 10 and 11 are the associated reconstructions of the water pump using the Genex system and the IVP Ranger, respectively. The full 3D model from the Genex system in Figure 10 is a reconstruction from eight (8) individual views. The images in the figure are rendered views of the 3D model using a 3D model viewer. For the IVP Ranger, Figure 11 also shows a reconstruction from eight (8) views. Again, the images in the figure are rendered views from a 3D viewer.
The second object is also an automotive part. As Figure 9 (b) shows, this part is a water neck that serves as a connection point for a coolant hose from the radiator to the engine block. The base of the part is bolted to the engine block while the hose connections points at an angle away from the engine.
The hose connection is slightly beveled to serve as a secure seating for the coolant hose. Figures 12 and 13 are the associated reconstructions of the water neck using the Genex and the IVP Ranger, respectively. Both of these reconstructions are from eleven (11) individual views, and the sequence of images in the figures shows the rendered views of the 3D models.
These models are generated using a multi-step integration process. The first step is the single view data collection. Figures 14 and 15 show single views for each of the systems. Figure 14 is a raw data set from the Genex system of the water pump object. The Genex system generates 3D data sets directly as shown in this figure. The figure is a rendering of the single view. Additionally, the Genex system includes color texture with the 3D data. By contrast, Figure 15 shows a raw range image from the IVP Ranger. Here the raw data is a range image, which is very different from the Genex output. The range image is not purely a 3D data set but is sometimes referred to as 2 1 2 D data. An additional step is necessary to convert a range image to a 3D data set. This step uses the calibration parameters of the IVP Ranger to project the 2 1 2 D coordinate frame into a full 3D frame. Once a single view of an object is available in 3D, and then the next step is to collect another view of Figure 9 The objects above have been scanned in the paper to generate 3D model description as the first stage of an RP pipeline the object. The goal is to maximize the amount of new information about the object from this next view. As Figure 14 and 15 show, a single view does not give sufficient information about many parts of the object. As an obvious example in this case, the underside of the water pump -the impeller -is not imaged with just the single top view shown. With a sufficient number of views to cover the object, the next step is to register each of these views into a single global coordinate frame. Finally, each of these registered views is integrated into the full 3D model representation. This process is more fully discussed in Sun et al. (2003) with Figure 16 providing a block diagram.
Conclusions
In this paper, we have presented two imaging-based methods for collecting 3D measurements of objects to serve as CAD input to an RP pipeline. These methods include the coded-pattern light of the Genex Technologies 3D FaceCam system and the sheet of light of the IVP Ranger system. Both of these methods are structured lighting techniques within the class of active-illumination stereo. We have demonstrated the generation of 3D models using these two systems and given results. The imaging-based scanners offer the potential to enhance the RP process by providing faster and more automated methods to generating CAD models. 
