Abstmct-We propose a modular verification technique for bounded Petri nets which efficiency relies on both behavioral and structural features. By focusing on linear evenemential temporal logic formula, we demonstrate how to choose a subnet on which it is enough to perform the model checking.
I. INTRODUCTION
We present in this work an efficient model checking algorithm for bounded Petri nets. Elaborating such a method is useful since it is well known that the size of the reachability space of a bounded Petri net is a non primitive function of the size of the net. In order to avoid the building of the whole reachability space, we propose in this work a modular verification technique which relies on both behavioral and structural features.
As far as the verification is concerned, taking benefit from the structural composition of Petri nets is known to be a hard problem. Mainly, the researchers have obtained by composition the preservation of basic properties. In [l] , Souissi brings out a particular structure of interface, called communication medium, preserving the liveness and boundedness properties. In [2] , SibertinBlanc shows how to preserve some services of clientserver protocols.
More abstract works have highlighted general methodologies for modular verification of temporal logic properties, by regarding subsystems like transition s y s tems to be composed. The abstraction concept exploited in [3] allows one to reduce an infinite system to a finite one, over which the model checking can be performed. The presented method needs, however, some ingenuity and cannot be fully mechanized. In [4], Valmari describes how the state space of the whole system can be reduced by first reducing state spaces of modules before combining them.
In this paper, we deal with the verification of temporal logic formula (LTL\X) without generating the full state space. By focusing on evenemential system prop erties, we plan to define a subnet as small as possible on which it is enough to perform the model checking. The major problem is to assert that the remaining part of the net does not constrain the behavior of the chosen subnet. Recent works have already specified a non constraining relation however only applicable with restrictions, either on the property specification language [5], or on the system model [SI. Here, we aim to go a step forward in order to be more general and efficient. By the way,our approach is behavioral, however improved with structural information and the analysis of the property formula. The fact that the formula is taken into account leads to a notion of observed transitions, corresponding to the transitions the labels of which appear in the formula. We call by Tf the set of transitions observed in formula f.
We are interested in any kind of properties based on infinite sequences of observed transitions. We first give a structural characterization of a family of subnets, from which we are sure that the infinite observed language of the system is covered. Hence, one can directly deduce that the system satisfies a property by means of a model checking on such a subnet. The non-constraining relation is only tested in case the property is detected false. Actually, to find directly a non-constrained subnet remains a hard task, therefore our approach is incremental, driven by means of structural information.
The paper is scheduled as follows : in part 11, we introduce our modular approach based on Petri net decompositions; in part 111, we give a structural definition of a family of covering subnet; in part IV we propose an efficient algorithm which can be used to test the nonconstraining relation on the fly; in part V our first experimental results are presented. Finally, part VI contains our conclusion and research perspectives.
A MODULAR VERIFICATION METHODOLOGY
Let us consider a bounded Petri net C and an evenemential temporal logic formula f of LTL\X. In such a formula, the atomic propositions are made from names of C transitions (labels) and the satisfaction of f concerns the sequences of transition firings that are maximal in C. In this paper, weconcen trate on Lf"(C) the set of infinite observed sequences of C with respect to f. Lf"(C) is obtained by projection of the infinite sequences of C on the labels occurring in f. Given any subnet C, of C, the following point holds :
Our approach mainly consists in proving the former equality of languages by means of language inclusions : Lf"(C) s Lfm(C,) (covering relation) and L~"(c,) 5 hfrn(C)) (non constraining relation).
One key point of our method is that the covering relation is obtained by structural considerations. Actually, we define structurally a family Covf of subnets satisfying this relation. An element of Cmf is called a covering subnet
The choice of an appropriate subnet E, must accord with the following features :
With regard to the verification stage, it must contain the transitions which labels are in f. Let Tf be the corresponding subset of transitions, namely observed tmnsitions. its infinite observed language must tend towards those of C, in order to reach the required language equality given by (i) .
Two particular elements of Covf can be highlighted : C itself and the subnet C f which only contains the transitions T f and its immediate environment (adjacent places *Tf* and their adjacent transitions *( *Tf*)*). As far as C is concerned, the languages equality (i) is straightforwardly ensured, but there is no gain. Hence, C should be the last choice to do in Covf after all other possibilities. With the subnet C f , one can hope to improve the model checking since its size can be considerably smaller than C. However, it must be ensured that the subnet does not allow extra behaviors by testing the non constrainingrelation : Lf"(C) 2 Lf"(Cf).
The need t o test the non constraining relation is in fact general, and should be acted whichever the subnet C, chosen in C m f . In part N , we bring out a sufficient condition to ensure this relation. It is based on an efficient test of language inclusion that focuses on the interface between C, and its environment E,,,. In our view, C is decomposed in a pair of subnets C, and E,,,, such that they only share some transitions, called their interface.
Fig. 1. The modular verification approach
We must solve an additional problem : a subnet in Covf is not guaranteed to beb ounded, so could lead to model an infinite state transition system. Since the whole net C is assumed to be bounded, one can control the subnet by the knowledge of bounds for its places.
A standard structural technique that can be used is the computing of places invariants. One can a b constrain the behavior of the subnet by a synchronization with its environment. In the remaining part of the paper, we denote by C , a subnet of Covf associated with its control information. Figure 2 schemes our iterativeapproac h of verification, starting from C f . Within each iteration, a subnet is selected in Covf, thus ensuring the covering relation. Firstly, the formula f is checked on the selected subnet E,, so one can immediately deduce that C satisfies f whenever f holds on C,. Otherwise, one can decide the non satisfaction off in C only if C,,, is proved to be non constraining w.r.t. C,. If the non constraining relation does not hold, the former verification stage is processed again but on another covering subnet, the language of which tends more towards Lfm (E).
In order to ease the choice of a such a subnet, we define a morphism A as a structural transformation over Cud. Intuitively, the more places, the more the language of the subnet is limited. In fact, the appropriate subnet C, is built iteratively from C f , by adding, at each time some places of C and their adjacent transitions, to an already built covering subnet. Thus, from a subnet of Covf, the function A : 2' + 2' yields the next one, such that we ensure : Lf"(Cf) 2 Lfm(C,) 2 Lfm(A(C,)) 2 Lf"(C).
COVERING SUBNET
Given a Petri net C and its subset of observed transitions T f , we first give a structural characterization of a family of covering subnets, namely the set Cowf. Then, we detail how A is used to specify structurally the considered subset of Cowf. For language consideration, we assume that an initial marking is defined for E. Moreover, observe that the initial marking of a subnet of C is deduced from this marking by projection on the places subnets.
A. Structural characterization
The covering subnets of Covf are such that they contain the transitions of T f , moreaver, each place must be associated with its input transitions. The idea is to feed up these places sufficiently. Of course, connections between places and transitions in C are preserved.
Definition 1 (Family of covering subnets) Let NE = (P,T, W ) be the structure of a Petri net C , T f E T and
Covf is said to be a covering family of C w.r.t. T f , iff whatever C, of Covf, which structure is (P,,T,, W,) , the three following conditions hold :
The following property states that the observable infinite language of any element of Covf contains the infinite observed language of C. We denote by o f the projection of a sequence U on the transitions of T f .
Proof: Let M be the initial marking of C and Mu be its projection on E,. Let cr be an infinite sequence of C s.t. uTf , its projection on T f , is an infinite sequence.
We show that uTv , the projection of U on Tu, is enabled in E,, then we can directly deduce that uTf E Lf"(C,) The fact that t is disabled in M: implies that it is the firing of CY; which enables this transition in M'. So, after the firing of CY; in C , the place p should contain enough tokens to enable the firing of t. This situation is absurd since, by construction of E,, whenever a place p is in C,, all its input transitions are also in E,.
Let us now define the particular case of the f o n u l a subnet, which is the first element selected in C m f .
B. Initial choice
The smallest subnet one can consider mainly focuses on the observed transitions, T f . In order to model its interaction with the remaining part of the system, we propose to add the transitions which firings can directly change the marking of the places adjacent to the T f transitions. We call this subnet the formula subnet, C f . For construction purpose, the interface between C j and its environment is highlighted by partitioning the transitions of the considered subnet in two subsets : the local transitions Zocolo and the interface transitions TEnto. -VP E Po, Vt E To, W , P, t) = Wdth t ) and w;( Figure 2 is an illustration of the family of the considered covering subnets. It is computed from C,, = Cfb y applying A iteratively. By construction, each of these subnets respects the structural conditions of Definition 1. The worse case corresponds to Cvk= C since only C elements can be added at each iteration. According to a subnet E,,, the subnet E,,,, denotes the environment of E,, in C , and Tint, is the (shared) interface between Cui and Zen,,,. One may note that any subnet Zen,, and the corresponding interface Tinti are entirely and clearly featured right through the definition of the subnet Cui.
Property 2: VC, E Covf, we have :
Lfm(C) 5 Lfm(A(C,) 5 Lfm(C,).

Iv. BEHAVIORALLY COVERING OF THE SUBNET BY THE NET
The subnet C, on which the verification process will be projected must not only cover the behavior of C according to T f but also guarantee no extra behaviors. In other words, the language Lfm(Eu) must be a subset of Lf" (E) . A naive test of this condition could be hard, therefore we propose now a sufficient behavioral condition, namely the non constraining relation, tested with the only regard to the subnet interface. Moreover, we demonstrate how to test it efficiently.
A. Problem reduction
Let us consider a decomposition C = C, 11 Cenu in two subnets, such that only a set of transitions is shared, namely, Tint. For language consideration, let us observe that the respective initiai markings of C, and Cenu, are directly deduced by projections of the initial marking of C over the subnets places.
The non-constraining property is defined as an asymmetrical relation between C, against its environment C,,, : for each enabled infinite sequence in E,, there must be an infinite sequence enabled in E,,,, which projection on Tint is the same. Let Lintm(Cu) and (E,,,), be respectively the infinite observed languages of E,and E,,,.
Lintm
Definition 4 (Non constraining relation) : E,,, is said to be Tint non constraining for C, iff
L-yC,) G LTin"Cen,)
Property 3 : : Let C, be an element of C m f . We have Lfm(Eu) & Lfm(C) if Cent, is Tint non constraining for E,.
Proof: Let M be the initial marking of C and let M, and Menu be the ones of C, and E,,,. Assume that Zen, is Tint non constraining w.r.t. C,. We now consider an infinite sequence u"of &and show that there exists an infinite sequence U in Loo(C) which has the same projection on Tj than U,,.
Let 0, be a finite prefix of U,, we proceed by induction on l p, l (number of transitions in p,,).
-Ip,,l= 0 Obvious. By construction of E,, t is enabled in C from M'. In fact, MLpu = M'" (marking projection on places of P,,) and the set *t in C , is the same than in E. Since the incases : put places oft make it enable in M i we deduce that t is also enabled in M' (in this case q is the empty sequence).
Let pen, be the shortest sequence in E,,, which has the same projection on Tint than 0,. Such a sequence exists because E, , , is Tint non-constraining for C,.
Let us develop Pen, in a@, s.t. q is the largest subsequence within which there is no occurrence of a transition of Tint. Let MS,, be the marking of E,,, s.t.
Observe that every transition occurring in q is local to E,,,. By construction, the input places of these transitions cannot belong to C,. So, q is necessary enabled from M' in C. The firing of q from M' leads to a marking, namely M", which is nothing but the composition of MA and M& Because t is enabled in M: and ML,,, it is also enabled in M".
Consequently, the sequence U = P'qt is enabled in C from M and it has the same projection on Tf than 0,.
The way to verify the non constraining relation efficiently is the main difficulty in our approach. However, we do not have to check an inclusion between two Petri languages but between their projections on their transitions interface. We propose to abstract all transitions but these of Tintr then to check the inclusion from two deterministic automata corresponding to C, and E,,,, namely A, and A,,,. In this case, the inclusion test is reduced to a synchronized product between A , and A,,,, combined with an equality accordingly to the equation : L(A,) = L(A,) x L(Aen,). For sake of efficiency,the synchronized product is computed on the fly, during the construction of A, and A,,,. Also, the v i e lation of the former equality is tested on the fly, since it only requires that every transition of A, is synchronized with a transition of A,,,. The worse case complexity is obtained whenever the inclusion holds (and the s y s tem property is checked false). In this case, A, must be synchronized entirely.
The drawback effect of our techniques could be the operations of determiminizations, since it is known to cause an exponential blow up of memory : each node in the deterministic structure may represent a subset of markings. However, whenever Tint is relatively small with respect to the considered set of transitions, we know that in practice the size of the deterministic automaton is lower than the original reachability graph
The next section brings out a general algorithm used to build a deterministic automaton on the fly, from a subnet and its interface. Because its language exactly corresponds to the infinite observed language of the subnet, one can use it to abstract C, and C,,, in the former inclusion test. Such a structure is called a deterministic meta graph.
B. Equivalent deterministic meta graph
According to a Petri net C which its initial marking is M and a subset Tabs of observed transitions, a deterministic meta graph represents the observed sequences M e n u XMSnu. Hence, it appears to be a deterministic graph which arcs are uniquely labelled with the occurrences of the observed transitions.
Its construction starts from a relabelling of the non observed transitions in the net, by the same symbol e. In fact, these transitions axe considered equivalent. Then, a determinization process is applied from firing sequences, which mainly consists of achieving the transitive closure of the e labelled transitions that may appear within the reachability graph.
The algorithm of Figure IV . 1 uses a simplified variant of the classical transitive closure algorithm for graphs. Instead of computing the transitive closure of a given graph w.r.t. the E transitions, this algorithm only computes the closure from subsets of markings, resulting on larger subsets, called meta states. Let &losure be the function that builds, from a set of markings S its E transitive closure, that means all the markings reachable from these of S by firings of E transitions.
The presented meta graph algorithm maintains a set of meta states G (the reachability meta graph). It is initialized with an agenda containing a single meta state which is the eClosure of the initial marking M of the input Petri net C (line 1); furthermore, the function FirableObs (line 3) calculates from a meta state S, the firable observed transitions from S. A transitions t is firable from a meta state S if and only if, in S, there is at least one marking enabling the firing of t. Finally, function moue (line 9) takes a meta state and an enabled observed transition t in order to build the set of markings reached by the firing of t.from markings of S. Obviously, the concerned markings are only these which enable the firing of t. Then, function eCZosure is applied on the resulting set of markings leading to a reached meta state.
In order to test the non constraining relation, the core Algorithm IV. (MS,,, firableObs(MS,,) )) onto stackl; push (MS,,,,) , firableObs(MSenw))) onto stacks; save (MS,,,, MS,,,) algorithm given in IV.2, performs the language inclusion test given in property 3. For this, a synchronized product is built on fly during the meta graphs construction of C, and E,,,. In this case, the observed transitions are these shared between C , and E,,,, since we are interested in studying behaviors of these subnets over their interface. Moreover, we test that the reached meta states, MSreached, and MSreached,,, (of C, and E,,, respectively) ma& on the firable transitions of Tint, the observed transitions. This test takes place in lines 17-19.
v. EXPERIMENTAL RESULTS
The efficiency of our methods relies particularly on the implementation of the non constraining test. The underlying synchronized product is not built from state spaces but meta state automata, inducing a lower size w.r.t. the standard one. Moreover, BDD packages are used to concisely represent the meta states.
The table of Figure 3 highlights the gain of our methodology when testing the non constraining relation, for different numbers of philosophers. Each time, the property to be proved involves the same two transitions of one philosopher. Moreover, the selected property is 
