Abstract. We prove that the moduli space A lev 11 of (1; 11)-polarized abelian surfaces with level structure of canonical type is birational to Klein's cubic hypersurface in P 4 . Therefore, A lev 11 is unirational but not rational, and there are no ? 11 -cusp forms of weight 3. The same methods also provide an easy proof of the rationality of A lev 9 .
Our main result is the following Theorem 0.1 The moduli space A lev 11 is birational to Klein's cubic hypersurface K = V (   X   i2Z 5 x 2 i x i+1 = 0) P 4 :
In particular, A lev 11 is unirational but not rational.
The cubic hypersurface K P 4 was rst studied by Klein Kl] (see also KlF], Band II) in connection with the z-embedding of the modular curve X(11) of level 11, which turns out to be de ned by the 4 4-minors of the Hessian of the equation of K. In this respect, we note that K is the unique PSL 2 (Z 11 )-invariant of degree three in P 4 , and that furthermore PSL 2 (Z 11 ) is its full automorphism group Ad1]. The Klein cubic being smooth is unirational but not rational, cf. CG], Mur] , Bea].
Our result should be regarded in light of the following facts: A t is not unirational (and in fact p g ( e A t ) 1) if t 13 and t 6 = 14; 15; 16; 18; 20; 24; 30; 36 (Gritsenko Gri1] , Gri2]), while e A lev p is a 3-fold of general type for all primes numbers p 37 (HulekSankaran HS1] , appendix to Gri1]) , where e A lev p is a smooth projective model of a compacti cation of A lev p . See also GH], and the survey paper HS2] for related results, and Bo] for a niteness result in the same spirit. On the other hand, A lev 5 = P(H 0 (F HM (3))), where bar stands for the Igusa (=Voronoi) toroidal compacti cation and F HM is the Horrocks-Mumford bundle on P 4 ( HM] , HKW]), while A lev 7 is rational having as birational model a smooth V 22 , a prime Fano 3-fold of index 1 and genus 12 which is rational (see MS] , Schr] and GP2] for details). It would be interesting to know how the Klein cubic \compares" with the toroidal compacti cation of A lev 11 .
In a series of forthcoming papers GP2], GP3], we will give details as to the structure of A lev d , 6 d 12, (excluding d = 9 and 11, which are covered here) and A d , d = 14; 16; 18 and 20. In particular, we will prove their rationality or unirationality.
Finally, the methods used in this paper also provide an easy proof of the rationality (over Q( ) for a primitive 9 th root of unity) of A lev 9 . The unirationality of this space also follows implicitly from O'Grady's work O'G]. He identi es A lev p 2 , for p prime, with the moduli space A 1 (p) of pairs of principally polarized abelian surfaces and rank two subspaces of the p-torsion points, non-isotropic for the Weil pairing. O'Grady studies the extension to (natural) toroidal compacti cations of the nite natural forgetful map from A 1 (p) to the moduli space A 1 of principally polarized abelian surfaces. Not all singularities of the toroidal compacti cation of A 1 (p) are canonical, so O'Grady needs to describe carefully a partial desingularization all of whose singularities are canonical, before being able to apply Hurwitz's formula for to get an expression for the canonical class. For p = 3, our method in addition to being simpler also has the advantage of providing an explicit rational parametrization (over Q( )).
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Preliminaries
We review basic properties of polarized abelian surfaces, specializing to the case of polarizations of type (1; 11). For a more detailed review of this material as used in this paper, see GP1], x1. In general, we use the notation and de nitions of LB] and Mum] .
Let (A; L) be a general abelian surface with a polarization of type (1; 11). Then jLj induces an embedding of A P 10 = P(H 0 (L) _ ) as a projectively normal surface (cf. Laz]) of degree 22 and sectional genus 12. (The projective normality of the general such abelian surface, follows also from the proof of GP1], Theorem 6.5.) Riemann-Roch tells us that A is contained in 22 quadrics, which generate the homogeneous ideal of A ( GP1] , Theorem 6.5).
The line bundle L induces a natural map from A to its dual, L : A !Â, given by x 7 ! t x L L ?1 , where t x : A ! A is the morphism given by translation by x 2 A. Its kernel K(L) is isomorphic to Z 11 Z 11 , and is dependent only on the polarization.
For every x 2 K(L) there is an isomorphism t x L = L. This induces a projective representation K(L) ! PGL(H 0 (L)), which lifts uniquely to a linear representation of
whose Schur commutator map is the Weil pairing. G(L) is the theta group of L and is isomorphic to the abstract Heisenberg group e H(11), while the above representation is isomorphic to the Schr odinger representation of e H(11) on V = C(Z 11 ), the vector space of complex-valued functions on Z 11 . An isomorphism between G(L) and e H(11), which restricts to the identity on centers induces a symplectic isomorphism between K(L) and Z 11 Z 11 . Such an isomorphism is called a level structure of canonical type on (A; c 1 (L)).
isotropic with respect to the Weil pairing, and a choice of a characteristic c ( LB] 2 Moduli of (1; 11)-polarized abelian surfaces
From now on, let (A; L) be a general abelian surface with a polarization of type (1; 11) and with canonical level structure. As seen in the previous section, jLj embeds A P 10 = P(H 0 (L) _ ) = P(V _ ) as a projectively normal surface of degree 22 and sectional genus 12, which is invariant under the action of the Heisenberg group H 11 via the Schr odinger representation. In particular, H 0 (I A (n)) is also a representation of weight n of the Heisenberg group (i.e., a central element z 2 C acts by multiplication with z n ), and hence all its irreducible components will have dimension 11= gcd(11; n). (See LB] , pg. 179, for this last fact.)
We will rst determine equations for the locus of odd two-torsion points of (1; 11) polarized abelian surfaces. This is a set in P ? = P(V ? _ ). To analyze the equations which arise, we will need to make use of the SL 2 (Z 11 ) symmetry present. under the decomposition V = V + V ? . Note that S can also be viewed as the restriction of the rst 6 6-block of R 5 to P ? , where we use x 1 ; : : :; x 5 as coordinates on P ? (where
We will only need the fact that S arises from the intertwining operator in Lemma 2.1 1) below. The key fact we will need later about S is the simple observation that if P 2 P ? , then v R 5 (P) = 0 if and only if v S(P) = 0. 2) D 2 P ? is an irreducible sextic hypersurface, de ned by the 6 6 Pfa an of S. It contains as an open subset the locus in P 10 of odd 2-torsion points of (1; 11)-polarized abelian surfaces with canonical level structure.
Proof: 1) Consider the composition
where the rst map is the Veronese embedding and the second isomorphism is induced by the intertwining operator. Then for P 2 P ? , one can write (P) = S(P), the latter being a skew-symmetric matrix which should be interpreted as an element of^2(V + _ ).
It is then clear that D 1 is the pull-back under of the locus in P(^2(V + _ )) of rank 2 skew-symmetric matrices. This latter locus can be identi ed with Gr(2; V + _ ). Thus D 2 is isomorphic to the pull-back of Gr(2; V + _ ) under . 2) For a general point P 2 P ? = P(V ? ), S has rank 6, the intertwining operator being an isomorphism, thus P ? = D 3 6 = D 2 . In fact D 2 P ? is the sextic hypersurface given by the Pfa an of S. For the record, the equation f 6 of D 2 is f 6 = ?x 2 1 x 2 x 3 3 + x 3 1 x 3 x 2 4 ? x 3 2 x 2 3 x 5 + x 1 x 3 4 x 2 5 + x 2 2 x 4 x 3 5 + x 1 x 4 2 x 4 ? x 2 x 3 x 4 4 ? x 4 1 x 2 x 5 + x 4 3 x 4 x 5 + x 1 x 3 x 4 5 + x 1 x 2 x 2 3 x 2 4 ? x 2 1 x 2 2 x 3 x 5 ? x 1 x 2 2 x 2 4 x 5 ? x 2 1 x 3 x 4 x 2 5 + x 2 x 2 3 x 4 x 2 5 ; though we will not make use of its explicit form. To prove its irreducibility we will use the fact that it is a PSL 2 (Z 11 )-invariant in S 6 (V ? ). Without loss of generality we may assume that as a PSL 2 (Z 11 ) representation V ? has character 3 . It is easy to see that S 2 (V ? ) = 3 + 5 ; so in particular there are no PSL 2 (Z 11 ) invariants in S 2 (V ? ). On the other hand, S 3 (V ? ) = 1 + 5 + 6 + 7 ; so in S 3 (V ? ) there is precisely one PSL 2 (Z 11 )-invariant, which we will denote by f 3 . Thus the only way that f 6 could fail to be irreducible is if f 6 = f 2 3 . But f 6 is not a square. To see this, set, say x 4 = x 5 = 0 in the matrix S and take its Pfa an, or just set x 4 = x 5 = 0 in the above equation for f 6 . We get only one term, ?x 2 1 x 2 x 3 3 , which is not a square, so f 6 itself cannot be a square, and thus f 6 is irreducible. (Alternatively, the irreducibility of D 2 follows from Ad3].) For any point P 2 D 2 n D 1 , S(P) is of rank 4, thus P is contained in a pencil of H 11 -subrepresentations of quadrics in P 10 . The last claim follows now from the fact that H 11 oh i-invariant abelian surfaces in P 10 lie on a pencil of H 11 -representations of quadrics, and that odd 2-torsion points of a general abelian surface get mapped to D 2 n D 1 P ? , and uniquely determine the surface (cf. GP1], Lemma 6.3 and Lemma 6.4).
By Lemma 2.1, we may de ne now the morphism : D 2 n D 1 -Gr(2; V + ) = Gr(2; 6) D 2 n D 1 3 P -ker(S(P)) = fv 2 V + j v S(P) = 0g; which sends a point P to the pencil of H 11 -subrepresentations of quadrics containing it.
The general (1; 11)-polarized abelian surface embedded with level structure via a symmetric line bundle meets P ? in the (images of the) 6 odd 2-torsion points. By GP1], Lemma 6.4 they are mapped via to a single point in Gr(2; 6). Thus factorizes as a rational map 11 : A lev 11 -Gr(2; 6) = Gr(2; V + ); which essentially takes an abelian surface A to the point in Gr(2; 6) corresponding to the
Theorem 2.2 The map 11 : A lev 11 -Gr(2; 6) yields a birational map between A lev 11 and im( ).
Proof: This is an immediate consequence of the degeneration arguments in GP1], Theorem 6.5, and the above results.
In order to prove Theorem 0.1 we will need to determine the precise structure of im( ). To do so, we will use the following representation of the Pl ucker embedding of the Grassmannian Gr(2; 2m) = Gr(2; W), where W = C 2m , m 2.
Gr(2; 2m) is embedded in P ( 2m 2 )?1 = P(^2(W)) via the Pl ucker embedding, as the variety of those 2-vectors which are totally decomposable. Thus hyperplanes in the Pl ucker embedding can be identi ed with (projectivized) skew symmetric forms H 2 P(^2(V ) ), and thus with 2m 2m skew-symmetric matrices. In this setting the Grassmannian Gr(2; 2m) can be also identi ed (as an embedded variety) with the subvariety R 1 of 2m 2m skew-symmetric matrices of rank two. The hyperplane sections corresponding to points of R 1 are the Schubert cycles 1 , the sets of lines intersecting a given subspace of codimension 2 in P(W This matrix is rank 2, all the rows being linear combinations of the rows of L. Conversely, given any 2m 2m skew-symmetric matrix of rank 2, the span of the rows yields a twodimensional subspace of C 2m = W, and hence a point in Gr(2; 2m). Furthermore, with obvious abuse of notation, the following correspondence holds: Lemma 2.3 For H 2 P(^2(W) ) and k 2 f1; : : :; mg the following are equivalent 1) H 2 R k := fH 2 P(^2(W) ) j rank(H) 2kg 2) H lies in the k-chordal locus of R 1 = Gr(2; 2m) (i.e., lies in a linear subspace P k?1 P(^2(W) ) which is k-secant to R 1 ).
Proof: All these facts are classical, and easy to prove. See for instance SR]. Proof: We'll make use of the following standard facts concerning Pfa an identities (see BE] and Re] for more details). Let F be a free module of rank n = 2m over the ring R, let F denote the dual module, and let f : F ! F be a skew-symmetric morphism (that is the matrix of f corresponding to the choice of a basis in F and the dual basis in F is a skew-symmetric n n-matrix M). Now where fi; jg denotes the complement of the set fi; jg in f1; : : :; 2mg, and for a subset H = fi 1 ; : : : ; i n g f1; : : :; 2mg with i 1 < < i n , e H = e i 1^ ^e i n . Notice that the matrix corresponding to g is ((?1) i+j g ij ). We then have, for a 2 F, (f g)(a) = f( (a(e ))) = ? (a(e ))('):
Recall that divided powers are related to Pfa ans by the formula
where M denotes the skew-symmetric matrix of f with respect to fe i g and the dual basis fe i g, while M H denotes the principal submatrix of M determined by rows and columns indexed by H. Thus, if M has rank 2m ? 2, then ' (m) = 0. Now Lemma 2.4 of BE] tells us that for a 2 F, ' (m) (a(e )) = ' (m?1) (a(e ))('); so if g : F ! F is the morphism corresponding to ' (m?1) and ' (m) = 0, then f g = 0.
In coordinates, let M be the skew symmetric n n-matrix corresponding to f (and the above choice of bases), denote by Pf (M) its Pfa an and by Pf ij (M), for i < j, the Pfa an of the skew-symmetric matrix obtained from M by ommiting the i th and j th rows and columns, and set Pf ij (M) = ?Pf ji (M), if i > j. We show next that im( ) is a smooth Fano 3-fold of genus 8 and index one. As a corollary of Theorem 2.2 and Theorem 2.6 below we obtain then Theorem 0.1. x 2 i x i+1 = 0) P 4 :
Proof: The rst thing to check is that im( ) P 9 satis es the ve linear relations given above. This can easily be checked by hand using Lemma 2.5 simply by computing the corresponding Pfa ans of the matrix S and showing they satisfy the given relations. Observe also that the SL 2 (Z 11 ) representation on^2(V + ) induced by + decomposes as the sum of a 5 and a 10-dimensional irreducible representations. The equations in the statement of Theorem 2.6 de ne this 10-dimensional representation as a subspace of^2(V + ).
To conclude that the closure of the image of is actually given by these equations, we will show that the subscheme X of Gr(2; 6) de ned by these equations is three-dimensional and non-singular, and thus a Fano 3-fold V 14 of genus 8 and index 1. To this end we will use a classical construction due to G. Fano Fa], and recast in modern language by Iskovskih Is1], Is2] (see also Pu]), which shows that any V 14 is birationally equivalent to a (smooth) cubic threefold in P 4 . Let H 1 ; : : :; H 5 be ve (linearly independent) hyperplanes in P 14 = P(H 0 (O Gr(2;6) (1))), and let X := Gr(2; 6) \ H 1 \ \ H 5 :
By Lemma 2.3 and the discussion preceding it, we may identify (P 14 ) _ with the space of 6 6 skew-symmetric matrices, and so Gr(2; 6) _ can be naturally identi ed with the locus R 2 of skew-symmetric matrices of rank 4. As seen above Gr(2; 6) _ is then a cubic hypersurface in (P 14 ) _ de ned by the 6 6 Pfa an of the generic skew-symmetric matrix. Its singular locus is the locus R 1 of 6 6 skew-symmetric matrices of rank 2, which is isomorphic (as an embedded variety) to Gr(2; 6). By Lemma 2.3, the Pfa an cubic is also the secant variety to R 1 = Gr(2; 6). Proof: First, let x 2 X be a point where the Zariski tangent space of X at x, T X;x , has dim T X;x > 3. If l 1 ; : : :; l 5 are the Zariski tangent spaces to H 1 ; : : :; H 5 at x, then T X;x = T Gr(2;6);x \ l 1 \ : : : \ l 5 T P 14 ;x :
Suppose now that H 1 ; : : :; H 5 are given by the linear equations h 1 = 0; : : :; h 5 = 0, respectively. The only way T X;x could fail to be three dimensional is if there exist a hyperplane section H whose equation is P 5 i=1 a i h i = 0 for some a i , with T H;x T Gr(2;6);x . Thus H must be tangent to Gr(2; 6), and so H 2 B. If the cubic B is smooth, then B is disjoint from the singular locus of Gr(2; 6) _ , and the map above is de ned everywhere on B. Now (H) is the point of the Grassmannian Gr(2; 6) which H is tangent to; thus, in particular, if H is tangent to Gr(2; 6) at a point of X, we must have (H) 2 X and (B) \ X 6 = ;.
In conclusion, if (B) \ X = ;, we must have dim T X;x = 3 and so X is a non-singular Fano threefold.
Proof of Theorem 2.6 continued: We use Lemma 2.7 to check that the subscheme X of Gr(2; 6) de ned by the equations in the statement of Theorem 2.6 is three-dimensional and non-singular. We can now compute B directly in our case: Let x ij , 1 i < j 6, be coordinates on (P 14 ) _ dual to the Pl ucker coordinates p ij on P 14 . Then, in our particular case, the P 4 spanned by H 1 ; : : :; H 5 is cut out by the equations x 12 ? x 46 = 0;
x 13 + x 26 = 0; In order for a point P = (x 0 : : : : : x 4 ) 2 B to satisfy (B) 2 X, the Pl ucker coordinates of (P) must satisfy the ve linear equations de ning X, which yields that P must satisfy the equations x 2 i + 2x i+1 x i+2 = 0; 0 i 4 4 X i=0 x 2 i x i+1 = 0 :
The rst set of equations is precisely the Jacobian of the Klein cubic B, and since B is smooth, there are no points P 2 B satisfying these equations. Hence, by Lemma 2.7, X is non-singular.
We are left now to construct a birational map between B(= K) P 4 and X P 9 .
As mentioned above, a classical construction due to Fano and Iskovskih Fa], Is2] (see also Pu] for details) provides such a (rather indirect) birational transformation. For the reader's convenience we sketch it in the sequel.
The lines L p in P 5 = P(V + _ ) represented by points p 2 X sweep out an irreducible quartic hypersurface ? P 5 (called \da Palatini" by Fano). Through the generic point x 2 ?, passes exactly one L p , with p 2 X.
On the other hand, since B is smooth, each point q 2 B = Gr(2; 6) _ \P 4 corresponds to a hyperplane H q tangent to the Grassmannian in exactly one point n q , called the \centre" of H q . The lines N q in P 5 represented by centres n q of points q 2 B sweep out an irreducible variety P 5 .
It is easy to see that ?. (See for instance Pu], pp. 83{84, where the given argument holds whenever B is a smooth 3-fold.) Now through the generic point of passes exactly one line N q , with q 2 B. Otherwise, if q; q 0 2 B and N q \ N q 0 6 = ;, then the whole pencil spanned by q and q 0 lies in B, which means that we found a line in B. But this contradicts the fact that the Fano variety of the Klein cubic is 2-dimensional. Therefore Remark 2.8 1) The birational isomorphism provided in the proof of Theorem 2.6 and Theorem 0.1 depends on the choice of a hyperplane P 5 , and thus is not compatible with the action of PSL 2 (Z 11 ). The indeterminacy locus of the isomorphism (as well as of its inverse) turns out to be the union of an elliptic quintic curve E and 25 mutually disjoint secant lines to it (which are opped by ). 3) Notice also that every (abstract) smooth Fano 3-fold of genus 8, index one is isomorphic to a codimension 5 linear section of Gr(2; 6), cf. Gu].
Question 2.9 It seems plausible that the lines on the codimension 5 linear section Y of Gr(2; 6), which is the Zariski closure of im( ) in Theorem 2.6, are parametrized by the modular curve X(11), and that the intermediate Jacobian of Y is isomorphic to the generalized Prym variety corresponding to the (symmetric) Hecke correspondence T 3 on X(11). See, for instance, Ad2] and Ed] for a geometric description of this Hecke correspondence.
Remark 2.10 Let (A; L) be a general (1; 11)-polarized abelian surface, where L is assumed to be symmetric. One can show that the linear system j2L ? 2 P 16 i=1 e i j + , of even divisors of 2L having multiplicity two in the half periods, descends to a (complete) very ample linear system on the (desingularized) Kummer surface X associated to A, and embeds it as a codimension 8 linear section of the spinor variety S P 15 , which parametrizes isotropic P 4 's in an 8-dimensional smooth quadric in P 9 . It would be interesting, in the light of Muk], to determine exactly which codimension 8 linear sections correspond to such Kummer surfaces.
3 Moduli of (1; 9)-polarized abelian surfaces
As mentioned in the introduction, an argument similar to the one used in Section 2 allows us to prove the rationality of A lev 9 . For the remaining of the paper, let (A; L) be a general abelian surface with a polarization of type (1; 9) and with canonical level structure. Most of the facts concerning theta groups from Section 1 can be adapted to this case, but we will make little use of them in the sequel. We will also assume that L is chosen to be a symmetric line bundle. As seen in Section 1 jLj embeds A P 8 = P(H 0 (L) _ ) = P(V _ ) invariantly under the action of the Heisenberg group H 9 via the Schr odinger representation, and the involution . In particular, H 0 (I A (n)) is a representation of weight n of the Heisenberg group, whose irreducible components will have dimension 9= gcd(9; n). Via jLj, A is embedded as a projectively normal surface of degree 18 which is contained in 9 quadrics (cf. Laz], or GP1], Theorem 6.5). However, in contrast with Section 2, we are in a boundary case, in that these quadrics do not generate the homogeneous ideal of A. Moreover, in general the quadrics containing the degenerations used in the proof of Theorem 2.2 and GP1], Theorem 6.5, b), cut out only a threefold.
As in Section 2 we will investigate the locus of odd 2-torsion points, which in this simpler case turns out to be the whole of P ? = P(V ? _ ) = P 3 .
The space of quadrics H 0 (O P 8 (2)) decomposes into ve 9-dimensional representations of the Heisenberg group, each one isomorphic to the Schr odinger representation. As above, one such decomposition is given by the spans of the rows of the matrix de ned in GP], x6:
x 2 0 x 2 1 x 2 2 x 2 3 x 2 4 x 2 5 x 2 6 x 2 7 x 2 8 x 1 x 8 x 2 x 0 x 3 x 1 x 4 x 2 x 5 x 3 x 6 x 4 x 7 x 5 x 8 x 6 x 0 x 7 x 2 x 7 x 3 x 8 x 4 x 0 x 5 x 1 x 6 x 2 x 7 x 3 x 8 x 4 x 0 x 5 x 1 x 6 x 3 x 6 x 4 x 7 x 5 x 8 x 6 x 0 x 7 x 1 x 8 x 2 x 0 x 3 x 1 x 4 x 2 x 5 x 4 x 5 x 5 x 6 x 6 x 7 x 7 x 8 x 8 x 0 x 0 x 1 x 1 x 2 x 2 x 3 x 3 x 4 1 C C C A : Thus every 9-dimensional H 9 -subrepresentation of quadrics is spanned by v R 4 for some v 2 C 5 = V + , and thus these representations are parametrized by P + := P(V + Lemma 3.1 1) rank(S(P)) 2, for all P 2 P ? .
2) The locus D 1 P ? where matrix S has rank 2 is the disjoint union of a smooth curve C P ? of degree 9, which is the complete intersection fx 2 1 x 2 ? x 2 2 x 4 ? x 1 x 2 4 = x 1 x 2 2 ? x 3 3 + x 2 1 x 4 ? x 2 x 2 4 = 0g P ? ;
and the four points 9 is a primitive root of order nine of the unity. The curve C is isomorphic to the modular curve X(9).
Proof: Direct computation and arguments similar to those used in the proof of Lemma 2.1.
As in Section 2, we may interpret D 1 as the locus of points in P ? P 8 = P(V _ ) which are contained in a net of H 9 -subrepresentations of quadrics. On the other hand, S is a 5 5 skew-symmetric matrix, so S drops rank on all of P ? . Therefore we can de ne again a map : P ? n D 1 -P + P ? n D 1 3 P -P(ker(S(P))) = P(fv 2 V + j v S(P) = 0g); which sends a point P to the unique H 9 -subrepresentation of H 0 (O P 8 (2)) of quadrics containing it.
By an argument similar to the one used in the proof of Lemma 2.5, the morphism is easily seen to map a point P 2 P ? to the point of P + whose coordinates are given by the 4 4-Pfa ans of S(P), taken with suitable signs. In coordinates, if P = ( However, since 3 (P) = P and 3 (P) = P, where and acting by translation by 9-torsion points on A are the usual generators of H 9 in the Schr odinger representation, P cannot be contained in A. Thus A is not cut out by quadrics since the only quadrics containing A are linear combinations of the entries of v R 4 . In fact one may show that for the general abelian surface A, the quadrics de ned by v R 4 cut out the union of A and the set of nine points which form the H 9 orbit of P. A degeneration argument, in the spirit of GP1], x6, shows that the homogeneous ideal of A is in fact generated by the 9 quadrics and 6 extra cubics (use Lemma 3.4 below).
We can now prove the rationality of A lev 9 : Theorem 3.3 9 : A lev 9 -= P 3 is a birational map.
Proof: We follow much the same strategy as the proof of GP1], Theorem 6.5, however since, by Remark 3.2, quadrics do not cut out an abelian surface, we will need to involve cubic equations, and the process is a bit more di cult computationally.
We will also make use of the ubiquitous (Moore) 9 9-matrices M 0 4 (x; y) = (x 5(i+j) y 5(i?j) ) i;j2Z 9 ;
where we think of x = (x i ) i2Z 9 as a point in the ambient P 8 and y = (y i ) i2Z 9 as a parameter point. We refer the reader to GP1], x2 and x6 for a detailed discussion of their properties. Note also that the matrix R 4 above, up to transpose and permutations of rows and columns, is a submatrix of M 0 4 (x; x).
Let Z := ?1 (im( 9 )) P ? n D 1 ; and let Z denote the closure of Z in P ? n D 1 . Let A P 8 Z be the family de ned by the condition that the ideal of a bre A z , z 2 Z, is generated by the 9 quadrics, which are entries of (z) R 4 (i.e., the H 9 -subrepresentation of H 0 (O P 8 (2)) vanishing at z), along with the cubics which are the 6 6-Pfa ans of the skew-symmetric 9 9-matrix M 0 
We consider rst two of its 6 6-Pfa ans: The skew-symmetric 6 6-minor coming from taking rows (and columns) 1,2,3,5,6 and 7 has Pfa an ?x 2 x 3 x 4 + x 4 x 2 7 ? x 3 x 7 x 8 + x 2 x 2 8 2 I 0 ;
and similarly taking rows (and columns) 1,2,3,4,6, and 8, we get another cubic Pfa an ?x 0 x 3 x 6 + x 4 x 6 x 8 2 I 0 :
Taking into account the quadrics in I 0 , we observe that I 0 also contains the polynomials x 4 x 2 7 ? x 3 x 7 x 8 + x 2 x 2 8 and x 0 x 3 x 6 . Since the matrix M 0 9 is Heisenberg invariant (in the x-coordinate) up to permutations of rows and columns, it follows that I 0 is H 9 -invariant, and hence contains x i x i+2 ; i 2 Z 9
x 0 x 3 x 6 ; x 1 x 4 x 7 ; x 2 x 5 x 8 ;
x i+4 x 2 i+7 ? x i+3 x i+7 x i+8 + x i+2 x 2 i+8 ; i 2 Z 9 :
The claim of Theorem 3.3 follows now from the following combinatorial lemma, which determines the Hilbert polynomial of I 0 :
Lemma 3.4
1) The ideal J 1 generated by the quadric and cubic monomials fx i x i+2 ; x i x i+3 x i+6 ; x i+3 x i+7 x i+8 j i 2 Z 9 g is the Stanley-Reisner face ideal I X( 9 ) corresponding to the triangulation 9 of the torus T 1 in GP1], Proposition 4.4. In particular, J 1 has the same Hilbert polynomial as a (1; 9)-polarized abelian surface.
2) The ideal J 2 generated by the 12 quadric and cubic monomials fx i x i+2 ; x i x i+3 x i+6 j i 2 Z 9 g;
where L 0 is the P 3 determined by fx 0 = x 1 = x 4 = x 5 = x 8 = 0g: J 2 is the face ideal of the \solid" torus whose triangulation 9 is described in 1). This is the complex whose two-simplices are those of 9 but which has in addition three-simplices with vertices (x i ; x i+1 ; x i+3 ; x i+4 ). 3) The ideals J ( : ) = J 2 + h x i+4 x 2 i+7 ? x i+3 x i+7 x i+8 + x i+2 x 2 i+8 ; i 2 Z 9 i; for ( : ) 2 P 1 , de ne a at family of surfaces X ( : ) P 8 with the same Hilbert polynomial as a (1; 9)-polarized abelian surface. In particular, I 0 = J (1:1) de nes a surface of degree 18 as desired.
Proof: The proof is easy and left to the reader. Observe that X ( : ) is de ned by J 2 and 9 trinomials, from which it can be shown that set theoretically X ( : ) is the union of 9 distinct (smooth) quadric surfaces Remark 3.5 The linear projection ? : P(V _ ) = P 8 -P ? commutes with the involution and thus maps a general H 9 oh i abelian surface A P 8 to a 6-nodal Kummer quartic surface K P 3 = P ? (whose nodes are the odd 2-torsion points of A). The linear system of quadrics through the set S of nodes of K maps the Kummer surface to a smooth quartic K 0 P 3 . Such a smooth quartic surface has 16 skew conics, and in fact any smooth quartic surface in P 3 containing 16 skew conics is a Kummer surface of an abelian surface (A; L) with a polarization of type (1; 9), via the linear system j2L ? 2 P 16 i=1 e i j + of even divisors of the totally symmetric line bundle 2L, having multiplicity two in the half periods (see BB], Claims 2{4, and Bau], Theorem 2.1 for a detailed discussion).
Remark 3.6 There is a second family of (minimal) abelian surfaces of degree 18, and sectional genus 10 embedded in P 8 , namely those embedded via a polarization of type (3; 3). These are also contained in 9 independent quadrics, that, in contrast with the (1; 9) case, cut out scheme theoretically the abelian surface. The homogeneous ideal of a (3; 3) polarized abelian surface is generated by (quadrics and three independent) cubics (cf. Se]). See Co], Gra], vdG], and Ba] for explicit equations and their relation to the Burchardt quartic.
