Abstract-In this paper we present a nonlinear manifold matching algorithm to match multiple data sets using shortest-path distance and joint neighborhood selection. This is effectively achieved by combining Isomap [1] and the matching methods from [2] . Our approach exhibits superior and robust performance for matching data from disparate sources, compared to algorithms that do not use shortestpath distance or joint neighborhood selection.
INTRODUCTION
In the modern world it is becoming increasingly important to deal effectively with large amounts of high-dimensional data. For the purpose of data analysis, it is imperative to consider dimension reduction and embed the data into a low-dimensional space for subsequent analysis. Traditional linear embedding techniques have solid theoretical foundations and are widely used, e.g., principal component analysis (PCA) [3] , [4] and multi-dimensional scaling (MDS) [5] , [6] , [7] for a single data set, and canonical correlation analysis (CCA) [8] , [9] for multiple data sets.
However, real data may exhibit nonlinear geometry, and unfolding the non-linearity can be beneficial for subsequent inference. Many manifold learning algorithms have been proposed to learn the intrinsic low-dimensional structure of nonlinear data, including Isomap [1] , [10] , locally linear embedding (LLE) [11] , [12] , Hessian LLE [13] , Laplacian eigenmaps [14] , [15] , local tangent space alignment (LTSA) [16] , [17] , among many others. Most algorithms start with the assumption that the data are locally linear, and explore the local geometry via the nearest-neighbor graph of the sample data: transformation of the data is carried out based on the neighborhood graph, and the low-dimensional manifold is learned by optimizing some objective function. These nonlinear embedding algorithms usually serve as a preliminary feature extraction step enabling subsequent inference, and have achieved many practical successes in object recognition, image processing, etc.
In this paper, we consider the manifold matching task for two or more data sets from disparate sources. Classical methods to identify the relationship among multiple random variables are still very popular in theory and practice, such as canonical correlation [8] , [18] , [19] and Procrustes transformation [20] , [21] , [22] , [23] . But it is becoming a much more challenging task in practice to match disparate data collected from different sources, such as the same document in different languages, an image and its descriptions, networks of the same actors on different social websites, etc. There are many recent endeavors in data fusion and manifold matching [24] , [25] , [26] , [27] , [2] ; and similar to dimension reduction of a single data set, manifold matching usually serves as a feature extraction step to explore multiple data sets, and has also been shown to help subsequent inference in object recognition, information retrieval and transfer learning [28] , [29] , [30] , [31] , [32] , [33] .
Due to the success of nonlinear embedding algorithms for a single data set, it seems intuitive that they can be combined with proper matching methods to achieve better feature extraction for multiple data sets. The simplest procedure is to pick one nonlinear algorithm, apply it to each data set separately, then match the transformed data sets together. But there exists three questions for this simple procedure: Firstly, how to assess whether the nonlinear algorithm improves the matching task? Secondly, among so many nonlinear embedding algorithms, each has its pros and cons; which algorithm is most suitable for the matching task? Thirdly, can we optimize the procedure and achieve better performance for disparate data matching, comparing to the separate embed and match strategy? To that end, we use distance correlation and hypothesis testing power to evaluate the matching quality, and propose a nonlinear manifold matching algorithm using shortest-path distance and joint neighborhood selection. The algorithm turns out to significantly improve the matching quality for disparate data matching (e.g., one data set has nonlinear geometry while the other does not), and also achieves robust performance against model selection and noisy data.
The paper is organized as follows: In Section 2 we review the basic setting, three common matching methods, followed by the Isomap algorithm that constructs the shortestpath distance. In Section 3 we present our nonlinear manifold matching algorithm, the evaluation criteria using distance correlation and hypothesis testing, and discuss various algorithmic issues. In Section 4 we illustrate the advantages of our methodology via numerical simulations and real data experiments, using the simulated Swiss roll data and the Wikipedia document data with text and graph features. Finally in Section 5 we summarize and provide concluding remarks. The code and data are available on our website 1 .
REVIEWS

The Matching Framework
We first introduce a formal setting for multiple matched data sets, and then briefly review the three matching methods discussed in [2] . Suppose n objects are measured under two different sources. Then we have available X l = {x i l } ∈ Ξ l for l = 1, 2, i = 1, . . . , n, with x i 1 ∼ x i 2 for each i (∼ denotes the matched data points). We assume x i l ∈ R m , or equivalently Ξ l = R m×n . Note that in practice matched data of disparate sources may have different or even unknown dimensions, say an image and its description, in which case it is more appropriate to assume that each space Ξ l is endowed with a distance measure. But as the data can always be embedded into a proper ambient dimension first, for ease of presentation we assume the ambient space is R m for all data sources. The setting is also extendable to more than two data sets, but for convenience we assume l = 2 for most of the paper.
Since the ambient dimension m is usually large in modern applications, dimension reduction is often required to achieve a meaningful matching. The matching and embedding of multiple data sets are formulated as finding two mappings ρ l : R m → R d , l = 1, 2 based on the given data X l , i.e., ρ l embed and match the two data sets in the common low-dimensional space
and we denoteX l = {ρ l (x i l )} as the mapped data in R d .
There are many ways to assess the matching quality, but intuitively we would like the matched pairs (x i 1 ,x i 2 ) to be as close as possible for all i , while unmatched data are not close. We presented three matching methods in [2] to derive ρ l based on different objective functions, namely MDS followed by the Procrustes matching, CCA matching, and joint MDS. In what follows, X l represents an m × n data matrix properly centered for each l , and the final output X l is a d × n matrix.
The Procrustes method first projects the data separately by MDS or PCA into R d , then minimizes the Procrustes
F by finding a proper rotation P . Here U l is the d × m PCA projection for each X l , P is the d × d Procrustes transformation, and · F is the Frobenius norm. Thus the two mappings are ρ 1 = PU 1 and ρ 2 = U 2 .
The CCA method finds two d ×m CCA transformations C l to maximize the correlation betweenX 1 = C 1 X 1 andX 2 = C 2 X 2 , subject to the constraints that the sample covariance matrix of C l X l is identity for each l . Thus the two mappings are ρ 1 = C 1 and ρ 2 = C 2 .
The joint MDS method constructs a 2n × 2n distance matrix using Euclidean distance within each X l , and then 1 . http://www.cis.jhu.edu/∼cshen/ applies MDS to directly project the data into R d . Note that the off-diagonal distance, i.e., the distance between X 1 and X 2 , is usually unavailable and needs to be properly imputed; details are in Section 3.
We have investigated the property of these matching methods [2] , [34] , but it is not our purpose here to discuss which one is better for matching. They are all intuitive to use and easy to implement, and serve as a platform for introducing nonlinear embedding into the matching framework, because different nonlinear embedding algorithms may work better with certain matching method than others.
Shortest-Path Distance and Isomap
As we use shortest-path distance for matching, Isomap is the main nonlinear algorithm that applies shortest-path distance to achieve nonlinear embedding. Thus we review the Isomap algorithm here followed by some discussions. In this context we use X 1 to denote the original data,X 1 to denote the embedded data by Isomap, and d as the embedding dimension.
The algorithm works as follows: First it constructs a nearest-neighbor graph G based on the Euclidean distance matrix ∆ 1 (i j ) = x i − x j , by k-nearest-neighbor (kNN) method or -ball method. Then this graph is used to iteratively calculate the shortest-path distance matrix ∆ G . FinallyX 1 is obtained by projecting
The other steps in the Isomap algorithm being routine, the shortest-path distance construction, i.e., the calculation of ∆ G , is the key step:
Then iterate through q = 1, . . . , n and replace the entry
The final matrix ∆ G becomes the shortest-path distance matrix for X 1 . This can be effectively implemented by Floyd's algorithm or Dijkstra's algorithm. Therefore, Isomap is essentially the same as MDS except it constructs the shortest-path distance matrix for MDS application rather than the original distance matrix. It has been shown in [35] , [10] that the shortest-path distance can recover the geodesic distance of isometric manifolds with high probability under certain sampling condition, and can also recover the geodesic distance of certain curved manifolds when using a slightly different version called conformal Isomap [36] .
Other than the fact that Isomap cannot recover all types of nonlinear geometry, the main downside of Isomap is the running time for large n. But its computation can be sped up by landmark Isomap or out-of-sample MDS, see [10] , [37] , [38] . The idea is to pick a subset of landmark points to do usual Isomap, then compute the shortest-path distance of all other points with respect to the landmark points only, followed by out-of-sample MDS embedding. In this paper we do not use this technique for speed purpose, because we do not use large n in the experiments. But the out-of-sample technique is applied in hypothesis testing as described in the next section.
MANIFOLD MATCHING FRAMEWORK
In this section we first present the nonlinear manifold matching algorithm using shortest-path distance and joint neighborhood selection, then propose two evaluation criteria (distance correlation and hypothesis testing), followed by discussions on various implementation issues.
Main Algorithm
Our algorithm can be decomposed into three steps, where the first step applies joint neighborhood selection, the second step constructs the shortest-path distance, and the last step embeds and matches the data based on the constructed distances.
Step 1: Jointly select the neighbors and construct a single nearest-neighbor graph G for all data {X l , l = 1, 2}. This can be achieved by using the sum of distance to derive the nearest neighbors, i.e., whether x i l is adjacent to
, and we always use k-nearest-neighbor for neighborhood selection.
Note that in order to achieve a meaningful joint neighborhood selection, it is necessary to pre-scale the data so the distance matrices are on the same scale. Alternatively, one may use a weighted sum of distance or rank-based method to derive a joint neighborhood.
Step 2: Given the graph G, calculate the shortest-path distance matrices ∆ G l for each l using the same procedure as Isomap.
Step 3: Derive the mappings ρ l and low-dimensional mapped dataX l using any of the three matching methods on {∆ G l }.
Specifically, for the Procrustes method, we separately embed the two shortest-path distance matrices into R d by MDS, followed by Procrustes transformation. For the CCA method, the same separate MDS embeddings are matched by CCA transformations in R d to maximize the correlation. For the joint MDS method, we concatenate an omnibus matrix
with
, and apply MDS (either classical MDS or raw-stress with proper weights, see [2] ) directly on
Note that if we only use step 3 of the algorithm without step 1 and step 2, it is equivalent to match the original distance without any nonlinear algorithm.
Evaluation Criteria
To assess the quality of the nonlinear manifold matching algorithm, we use distance correlation and hypothesis testing power as the evaluation criteria.
The distance correlation proposed in [39] , [40] measures the correlation between data by distance, and has the nice property of being 0 if and only if two random variables are independent. The notion of distance correlation is particularly suitable for evaluating the shortest-path distance constructed in step 2 of our algorithm. If the distance correlation between the jointly constructed shortest-path distances is significantly larger than others (such as the distance correlation between the original distances, or between the shortest-path distances without joint neighborhood, or between the Euclidean distances by other algorithms like LLE), it indicates that shortest-path distance and joint neighborhood are better for matching.
We also consider the following hypothesis test used in [2] . First we randomly split the sample data into training data X l of matched pairs, testing data Y l = {y i l } containing both matched pairs and unmatched pairs, and consider the matching test H 0 : y i 1 ∼ y i 2 . Then we learn the mappings ρ l based on the training data X l only, apply the mappings to the testing data, and use the Euclidean distance T = d (ŷ i 1 ,ŷ i 2 ) in the embedded space as the test statistic. We can construct the power curve by calculating the empirical distributions of the test statistic T under the null and the alternative, for which a higher matching power indicates a better manifold matching algorithm.
Those two criteria are complementary: distance correlation is fast to compute and independent of the embedding dimension and the matching method, but it is possible that the improvement of distance correlation can be offset by proper matching or may be due to over-fitting; hypothesis testing is a more complete evaluation of the manifold matching algorithm, but the testing power depends on the dimension choice in step 3. Thus we use both criteria in this paper. Note that there exists many other possible criteria: for example, one may test the usual correlation or the Procrustes statistic on the embedded data; and if the sample data has labels, one may test the classification error after matching, etc.
Discussions
In this subsection we discuss some implementation details and potential extensions of the nonlinear manifold matching algorithm, as well as providing explanations for using joint neighborhood selection and shortest-path distance.
On the scaling and centering of the data: To obtain a meaningful matching, proper scaling is usually required. This can be achieved by scaling the original data X l , or the shortest-path distance matrices ∆ G l , or the embedded datâ X l . And many algorithms such as conformal Isomap, LLE, and LTSA do implicit scaling in their algorithms. In order to facilitate the joint neighborhood step, we always pre-scale the original data to have the same Frobenius norm.
In addition to scaling, centering the original data X l or the embedded dataX l to have the same mean is also necessary for matching, which is implicitly handled by all embedding algorithms used in the paper.
On the joint neighborhood selection: Comparing to the usual separate neighborhood selection, it is more intuitive to consider joint neighborhood selection for a better manifold matching: in the ideal matching case, if x i 1 is adjacent to x j 1 in the first data set, so should x i 2 and x j 2 in the second data set; and in case of noisy data, separate graphs may yield larger discrepancy for later nonlinear embedding. Thus the two shortest-path distances should be more similar to each other when using joint neighborhood. Note that for hypothesis testing, we do not use joint neighborhood for the testing data because the testing pairs may be unmatched.
On the neighborhood size and dimension choice: The model selection problem is important for any algorithm involving nearest-neighbor graph or dimension reduction, which is also intrinsic to our manifold matching task. It has been argued that the neighborhood size k should neither be too small nor too large in order to recover the local geometry for nonlinear embedding; and there exists extensive discussions and adaptive methods on choosing the neighborhood size in [12] , [41] , [17] . As for the dimension choice d , it affects the embedding step and later inference based on the embedding; and there exists automatic procedures using profile likelihood or Bayesian model selection from [42] , [43] , [44] . Note that k is required to be larger than d in most nonlinear embedding algorithms except Isomap.
In the numerical experiments we simply choose k as 10 or 20, and we choose the embedding dimension d based on the scree plot of the data. Although we do not delve into the complexity of the model selection problem, we provide a numerical example in Figure 7 to show that our manifold matching algorithm is fairly robust against the choice of k and d , due to the nature of the matching task and the evaluation criteria.
On the out-of-sample technique for testing: As already mentioned in Isomap, during the hypothesis testing of the proposed manifold matching algorithm, we keep the training data X l as the landmark points, and use the out-ofsample technique to embed the testing data. The reason is similar to why we do not use joint neighborhood in testing: the training pairs are always matched while the testing pairs may be unmatched, and we do not wish the unmatched data to affect the distance calculation of the matched training data or the other way around. Note that the outof-sample technique is widely available to many nonlinear algorithms like LLE, Laplacian eigenmaps, kernel PCA, see in [45] , [37] , [46] , [47] . But we do not apply out-of-sample embedding other than using Isomap or joint neighborhood, because it does not help the testing power for non-distance based algorithms and separate neighborhood.
On using other embedding algorithms: The manifold matching algorithm can be extended to most other nonlinear embedding algorithms not limited to shortest-path distance and Isomap. Taking LLE as the example, we may keep the joint neighborhood in step 1, and use LLE in step 2 instead of the shortest-path distance. This means the output of step 2 is two Euclidean data sets of dimension d rather than two distance matrices, and the matching step can be applied directly, i.e., in case of Procrustes or CCA matching we can directly match the data without doing separate MDS, and in case of joint MDS we form two Euclidean distance matrices to concatenate the omnibus matrix. In the numerical section, we will use LLE, LTSA, and Laplacian eigenmaps to compare with our proposed manifold matching algorithm using shortest-path distance and joint neighborhood.
On using the shortest-path distance: No nonlinear algorithm can always recover the nonlinear geometry; and shortest-path distance does not always approximate the geodesic distance either. But the matching task and the evaluation criteria ask that the matched data are close to each other, rather than that the geometry is fully recovered: the shortest-path distance is always no smaller than the original distance, and is able to enlarge the distance that is not in the local neighborhood. This often improves the distance correlation and the testing power. Furthermore, Isomap is usually able to preserve the local geometry more faithfully than others. Many other nonlinear algorithms involve a normalization step, which only preserves the local geometry up to some affine transformation [48] . This may cause trouble in matching disparate data if the affine transformations of each data set are significantly different. Indeed, in the numerical section we will observe that normalization-based algorithms like LLE, LTSA, and Laplacian eigenmaps may not perform stably for matching noisy data or data from disparate sources, and shortestpath distance usually prevails. But it does not mean that other nonlinear algorithms should not be used; they may still be valuable for certain data type or other evaluation criteria.
On matching more than two data sets: The manifold matching algorithm is readily extendable to match more than two data sets, which will appear in the numerical section. In this case, other than the minimal change of joint neighborhood in step 1, our algorithm needs proper modifications for the matching part in step 3: for the Procrustes method, we consider minimizing the square sum of Procrustes fit Q 1X1 −X 3 2
using two Procrustes transformation matrices; for the CCA method, generalized CCA [18] , [49] , [32] is the standard extension, which finds three transformations C l to maximize the sum of pair-wise correlations subject to proper constraints; for the joint MDS method, the omnibus matrix can be constructed by three distance matrices followed by proper imputation and MDS. As to the evaluation criteria, we consider the test statistic
for the hypothesis test H 0 : y i 1 ∼ y i 2 ∼ y i 3 , and the distance correlation is changed to the distance correlation sum (i.e., the sum of all pairwise distance correlation). The above extensions can be generalized to match any number of data sets.
NUMERICAL EXPERIMENTS
In this section we demonstrate the numerical advantages of our nonlinear manifold matching algorithm. Overall, we observe that the proposed algorithm can improve both the distance correlation and testing power, comparing to without using shortest-path distance or without using joint neighborhood.
Swiss Roll Simulation
The Swiss roll data from [1] is a 3D data set representing a nonlinear manifold, but intrinsically generated by points on a 2D linear manifold. Figure 1 shows the 3D Swiss roll data with 5000 points in colors, along with the embedded 2D data by MDS, Isomap and LLE at neighborhood size k = 10. Clearly MDS fails to recognize the nonlinear geometry while both Isomap and LLE succeed. The Isomap embedding looks similar to the original 2D linear manifold, but the geometry recovered by LLE is quite different from both Isomap and the original 2D data. We carry out the first matching task as follows: for each Monte-Carlo run, we randomly pick n = 1000 training points from the original 2D linear manifold as the first data set X 1 , and take the corresponding points on the 3D Swiss roll as the second data set X 2 . Thus X 1 and X 2 are matched training data with distinct geometry, on which we can carry out our manifold matching algorithm and calculate the distance correlation. The parameters are set at k = 10, d = 2, and we use 100 matched testing pairs and 100 unmatched testing pairs to do testing.
After repeating 100 times, we present the mean distance correlation for the training data in Table 1 , which shows that jointly constructed shortest-path distance has the best distance correlation. This advantage is reflected in the mean testing power with respect to different type 1 error levels in Figure 2 , for which we present the matching performance for the Procrustes matching method combined with various nonlinear algorithms. We do not show joint MDS matching and CCA matching here, because their power curves have the same interpretation except CCA matching is a little inferior to the other two in the actual testing power. We should point out that we purposely set the sample size to be 1000, because in this example the testing power for all nonlinear algorithms will converge to 1 as n increases.
Note that in the captions of all following tables and figures, original distance means that we apply the matching methods without any nonlinear embedding, joint Isomap means that we apply our proposed manifold matching algorithm using shortest-path distance and joint neighborhood selection, separate Isomap means that we separately embed the data by Isomap and then do matching, joint LLE means that we apply our algorithm using LLE and joint neighborhood selection, and separate LLE means that we separately embed the data by LLE and then do matching. Moreover, the LLE version is implemented based on the distance version presented in [12] and uses out-of-sample technique for testing, in order to compare more fairly with our proposed manifold matching algorithm. When appropriate, we also add LTSA and Laplacian eigenmaps for benchmark purpose, which are not distance based and only use separate neighborhood.
Fig. 2. Matching Power of 3D Swiss Roll and its 2D Linear Manifold using Procrustes
Next we check the robustness of the manifold matching algorithm against noise. We do so by adding white noise to the first data set X 1 , with the noise being independently identically distributed as N (0, I 2×2 ). We carry out the exact same procedure as before, and plot the mean Procrustes matching power at the fixed type 1 error level 0.05 with respect to increasing noise = 0, 1, 2, . . . , 10 in Figure 3 . LTSA and Laplacian eigenmaps are also included in this simulation, with their mean CCA matching power plotted in the same figure (because CCA works better than Procrustes and joint MDS for them). Clearly joint Isomap is almost always superior; and even though joint LLE performs optimally in the previous example, its sensitivity to noise degrades the matching performance for noisy data; and both Laplacian eigenmaps and LTSA are significantly inferior to joint Isomap until = 9, 10, but they are better than LLE and separate Isomap.
At last we check the performance of our algorithm for matching all linear data. We still use the original 2D linear manifold as the first data set X 1 , but replace X 2 by the LLE-embedded 2D data set. Thus both data are linear with some differences, and we plot the mean Procrustes matching power with respect to different type 1 error levels in Figure 4 . In this case joint Isomap performs a little 
Wikipedia Articles Experiment
In this experiment we apply the manifold matching algorithm to match Wikipedia article features from disparate sources. The data contains n = 1382 pairs of articles from Wikipedia English and its corresponding French translations, within the 2-neighborhood of the English article "Algebraic Geometry". On Wikipedia, the same articles of different languages are almost never the exact translations of each other, because they are very likely written by different people and their contents may differ in many ways. For both English articles and French articles, we construct a text feature matrix and a network adjacency matrix for each language: for the text feature, we consider the latent semantic indexing (LSI) features [50] followed by cosine dissimilarity to construct two text dissimilarity matrices T E and T F (standing for English text and French text); for the network, we directly construct two shortest-path distance matrices GE and GF (standing for English graph and French graph) based on the Internet hyperlinks under each language setting, and impute any path distance larger than 4 to be 6 to avoid infinite distances and scaling issues.
Thus we have four distinct matrices to describe the same article, making T E , T F,GE ,GF matched in the context but of disparate sources. Furthermore, as the text matrices are derived by cosine similarity while the graph matrices are based on shortest-path distance, the former probably have nonlinear geometry while the latter should be close to linear.
As the first trial, we randomly pick n = 500 pairs of training points, 100 pairs of testing matched points and 100 pairs of testing unmatched points, set k = 20, d = 10, and carry out the manifold matching algorithm for every possible two data sets combination. After 100 Monte-Carlo runs, we present the mean distance correlation of the training data in Table 2 , and the mean testing power in Table 3 at type 1 error level 0.05 showing only the highest matching power among Procrustes, CCA and joint MDS.
We also provide joint MDS matching power in Figure 5 and Figure 6 for matching (T E , T F ) and (T E ,GE ) with respect to different type 1 error levels, and include LTSA and Laplacian eigenmaps in the figures for comparison; we do not show Procrustes and CCA matching here, as they have the same behavior with slightly inferior matching power.
Clearly joint Isomap achieves the best performance for all combinations, and LLE does not work well for either distance correlation or testing power whenever any graph matrix is involved in matching. Furthermore, from Table 2 and Table 3 we observe that our manifold matching algorithm helps the most for matching data of distinct geometry, but less significant for both linear data using graph matrices. This phenomenon is the same as the Swiss roll simulation.
As to LTSA and Laplacian eigenmaps, they cannot work with distance matrices directly. Thus for the Wikipedia data, we first project the original distance matrices into an ambient space R m with m = 50, then proceed to apply LTSA and Laplacian eigenmaps into R d followed by matching. We observe in Figure 5 and Figure 6 that they are significantly worse than joint Isomap but perform similar to LLE or original distance, which is the case for all other data combinations. Therefore we do not show their performance later on. Note that it is possible that adjusting the parameter m may improve the performance, but they are not significantly better for all dimensions we tried from m = 10 to m = 300; and it is possible that no suitable ambient dimension exists for LTSA and Laplacian eigenmaps to work well for matching the Wikipedia data. We should also point out that the actual matching power depends on the parameters k and d , and the power of certain algorithm can be significantly improved by changing the parameters. For example, the matching power is only 0.45 for matching (T E , T F ) using original distance at d = 10, but it can be improved to around 0.7 at a different d ; and even though joint Isomap has the best power at 0.84, it can be further increased to around 0.9 by changing d and k. Because the model selection issue for hypothesis testing does not seem to affect the interpretation, we use the same parameters for different methods and data combinations here; also distance correlation offers an alternative performance measure independent of the embedding dimension and the matching method (except distance correlation on LLE still depends on d ). Next we repeat the same procedure to test three data sets matching and four data sets matching. After 100 MonteCarlo runs, we present the mean distance correlation sum in Table 4 and the mean testing power in Table 5 at type 1 error level 0.05, showing only the highest matching power among Procrustes, CCA and joint MDS. The interpretation is similar to the two data sets matching example, which always favors our manifold matching algorithm. Note that the distance correlation sum for three data sets ranges from 0 to 3, and it ranges from 0 to 6 for four data sets matching.
We also observe that given a specific embedding algorithm, matching (T E , T F ) always yields the highest distance correlation and matching power in two data sets matching, compared to other combinations of data; but adding additional graph matrix like GE and GF significantly degrades the matching power in three or four data sets matching, for all nonlinear algorithms except joint Isomap. This is probably because the network information is less reliable than the text feature; and the excellent matching performance achieved by the proposed manifold matching algorithm indicates its robustness against disparate and fallible data sources.
At last, for the model selection issue, we show two power surface plots in Figure 7 for matching (T E ,GE ) using Procrustes matching with joint Isomap and separate Isomap respectively. The mean power is calculated at type 1 error level 0.05 with respect to different neighborhood sizes from k = 10 to 30 and different dimension choices from d = 2 to 30, for 100 Monte-Carlo runs. Note that choosing k and d for the Swiss roll data is quite easy, because the neighborhood size has been validated to perform well and the embedding dimension equals the intrinsic true dimension (and the scree plot has a clear cut-off at d = 2); but for the real data, it is much more difficult to determine the optimal parameters without cross validation.
Nevertheless, Figure 7 shows that our approach is robust against model selection: the matching power of joint Isomap is quite stable with respect to the neighborhood size and the dimension choice, and we observe that joint neighborhood selection is consistently better than separate neighborhood selection. This phenomenon holds for joint MDS and CCA matching too, although the optimal parameters are not the same for different matching methods and different data combinations. Note that the optimal parameters for matching (T E ,GE ) using Procrustes matching and joint Isomap are roughly k = 15 with d > 15, which cannot be achieved by LLE/LTSA/Laplacian eigenmaps because they all require k > d in the nonlinear algorithm.
CONCLUDING REMARKS
In summary, we propose a nonlinear manifold matching algorithm using shortest-path distance and joint neighbor- hood. The algorithm is concise and intuitive, yet achieves superior and robust performance throughout the numerical experiments: it is able to significantly improve both the distance correlation and the testing power when matching data of distinct geometry, and does not perform worse than its linear counterpart when all involved data have similar geometry; it is robust against model selection such as dimension choice and neighborhood size, robust against noise, and easily extendable to match more than two data sets. Our arguments and experiments indicate that shortestpath distance and joint neighborhood selection are two main reasons behind the excellent matching performance. 
