Entrelazamiento en sistemas cuánticos extendidos by Peiró Esteban, Juan & Falceto Blecua, Fernando
GRADO EN FI´SICA
TRABAJO DE FIN DE GRADO
Entrelazamiento en
sistemas cua´nticos extendidos
UNIVERSIDAD DE ZARAGOZA
FACULTAD DE CIENCIAS
DEPARTAMENTO DE FI´SICA TEO´RICA
Director: Fernando Falceto Blecua
Alumno: Juan Peiro´ Esteban
I´ndice
1. Introduccio´n y justificacio´n 1
1.1. Localidad y entrelazamiento . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2. Estados entrelazados y no entrelazados . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.3. Justificacio´n . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
2. Cadena de fermiones 4
2.1. Posiciones de los fermiones. Modos de Fourier . . . . . . . . . . . . . . . . . . . . . . 4
2.2. Matriz de correlacio´n . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
3. Entrop´ıa de entrelazamiento y teor´ıas cr´ıticas 8
3.1. Saturacio´n en teor´ıas no cr´ıticas . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
3.2. Relacio´n de dispersio´n . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
3.3. Dependencia de la entrop´ıa en teor´ıas cr´ıticas . . . . . . . . . . . . . . . . . . . . . . 11
3.4. Cara´cter cr´ıtico como discontinuidad en las matrices Gk . . . . . . . . . . . . . . . . 12
4. Quench 13
4.1. Evolucio´n temporal de la cadena de fermiones . . . . . . . . . . . . . . . . . . . . . . 14
4.2. Entrop´ıa a lo largo del tiempo . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
5. Conclusiones 24
6. Bibliograf´ıa 25
1. Introduccio´n y justificacio´n
1.1. Localidad y entrelazamiento
La localidad es un concepto ba´sico de la relatividad de Einstein: si dos partes de un sistema f´ısi-
co se encuentran lo suficientemente alejadas, realizar una accio´n sobre una de ellas no afecta a
la otra hasta que ha transcurrido un determinado lapso de tiempo. En 1935, Einstein, Podolski y
Rose escribieron un art´ıculo[1] en el que concluyeron que la descripcio´n de la realidad que brinda
la Meca´nica Cua´ntica viola este concepto de localidad, desarrollando la interpretacio´n de la teor´ıa
de variables ocultas para suplir esa carencia. En una reflexio´n sobre este art´ıculo[2], Schro¨dinger
introduce la idea de entrelazamiento como causa del incumplimiento de esta nocio´n de localidad.
Esto implica que en Meca´nica Cua´ntica el perfecto conocimiento del total de un sistema no implica
necesariamente el total conocimiento de sus partes, siendo una de las caracter´ısticas fundamentales
de la F´ısica Cua´ntica, alejando sus bases de partida de la F´ısica Cla´sica. En 1964, Bell escribio´ un
art´ıculo[3] introduciendo unas desigualdades que la teor´ıa de variables ocultas de Einstein, Podolski
y Rose deben satisfacer obligatoriamente, mientras que pueden ser violadas si aceptamos los pos-
tulados de la meca´nica cua´ntica. La demostracio´n de que estas desigualdades no se ven satisfechas
experimentalmente no llego´ hasta 1981, con el experimento llevado a cabo por Aspect, Dalibard y
Roger[4] que, sin embargo, proporciono´ resultados enteramente compatibles con la interpretacio´n de
la Meca´nica Cua´ntica.
1.2. Estados entrelazados y no entrelazados
Distinguiremos entre estados entrelazados, a los que denominaremos no separables, y no entrela-
zados, a los que llamaremos separables. Como paso previo, caracterizaremos los estados puros y
mezcla. Asociaremos a cada estado una matriz densidad, un operador autoadjunto, positivo y de
traza unitaria. El estado, en funcio´n de la forma de la matriz densidad, sera´:
Puro, si puede expresarse de tal forma que ρ = |ψ〉 〈ψ|.
Mezcla, si debe expresarse en su forma gene´rica ρ =
∑
i
ri |φi〉 〈φi|, formando |φi〉 una base
ortonormal de estados, con ri ≥ 0 y
∑
i
ri = 1.
Por otra parte, definiremos el producto tensorial de espacios para el caso concreto de un sistema
bipartito. Sean Alice y Bob dos observadores con sendos espacios de Hilbert asociados HA y HB. En
caso de compartir estados, el espacio de Hilbert total vendra´ dado por el producto tensorial entre
ambos subespacios, siendo H = HA⊗HB. En el presente trabajo nos centraremos en estados puros,
ya que la caracterizacio´n del entrelazamiento resulta menos clara en estados mezcla. Un estado puro
|ψ〉 sera´:
Separable, si puede expresarse como |ψ〉 = |ψ〉A ⊗ |ψ〉B, donde |ψ〉A ∈ HA y |ψ〉B ∈ HB.
No separable, si no admite esta factorizacio´n.
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La matriz asociada a este estado puro vendra´ dada por ρ = |ψ〉 〈ψ|. Para identificar el cara´cter
separable o no separable del estado cua´ntico, realizaremos la traza parcial de la matriz densidad
total en el subespacio B, definiendo la matriz densidad reducida del subespacio A como:
ρA = TrHBρ = TrHB (|ψ〉 〈ψ|) (1)
Determinaremos la naturaleza del estado total analizando la forma de la matriz ρA, distinguiendo
dos casos:
Separable si ρA es una matriz densidad pura, pudiendo expresarla de forma que ρA = |ψ〉A 〈ψ|A.
Este es el caso de entrelazamiento nulo.
No separable si ρA es una matriz densidad mezcla, teniendo que expresarse en su forma
gene´rica ρA =
∑
i
ri |φi〉A 〈φi|A, donde |φi〉A es una base ortonormal de estados para el espacio
de Hilbert correspondiente a Alice. Este es el caso en que existe entrelazamiento.
Definida la diferencia entre estados cua´nticos entrelazados y no entrelazados en el caso concreto de
estados puros, pasaremos a cuantificar este grado de entrelazamiento. Para medir el entrelazamiento
de un subsistema X utilizaremos la entrop´ıa de Re´nyi, en funcio´n de un para´metro α ≥ 0, definida
como
Sα(X) =
1
1− α log [tr (ρ
α
X)] , (2)
siendo ρX la martiz densidad reducida asociada al subsistema X. Los estados separables presentara´n
entrop´ıa nula, reflejo de su nulo grado de entrelazamiento, mientras que aquellos que resulten no
separables tendra´n entrop´ıa no nula y creciente conforme aumenta el grado de entrelazamiento.
Para concluir el apartado (1.2), realizaremos el ca´lculo teo´rico de esta entrop´ıa de Re´nyi para un caso
especialmente sencillo. Trataremos el caso de un sistema bipartito, con dos subsistemas asociados a
Alice y Bob, en el que cada uno de ellos presenta dos estados posibles, |0〉 y |1〉. Consideramos un
estado puro de la forma:
|ψ〉 = β |0〉A |0〉B + γ |1〉A |1〉B , con β, γ ∈ C y |β|2 + |γ|2 = 1
Su matriz densidad asociada toma la forma:
ρ = |ψ〉 〈ψ| =
= |β|2 |0〉A 〈0|A |0〉B 〈0|B + β γ |0〉A 〈1|A |0〉B 〈1|B + γ β |1〉A 〈0|A |1〉B 〈0|B + |γ|2 |1〉A 〈1|A |1〉B 〈1|B
La matriz densidad reducida del subsistema A sera´:
ρA = TrHBρ = |β|2 |0〉A 〈0|A + |γ|2 |1〉A 〈1|A
Nos encontramos en condiciones de calcular la entrop´ıa asociada a ese estado puro representado por
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el ket |ψ〉. Tomamos la traza en el espacio HA, donde actu´a la matriz densidad reducida:
Sα(A) =
1
1− α log [trHA (ρ
α
A)] =
=
1
1− α log
[
trHA
((
|β|2 |0〉A 〈0|A + |γ|2 |1〉A 〈1|A
)α)]
=
1
1− α log(|β|
2α + |γ|2α)
Esta expresio´n es va´lida para todo valor del para´metro salvo α = 1, caso en el que se plantea una
indeterminacio´n del tipo 00 (caso estudiado en Anexo I). Esta entrop´ıa sera´ ma´xima para aquellos
estados que cumplan |β|2 = |γ|2 = 12 , correspondiendo con los estados con entrelazamiento ma´ximo
|ψ〉 = 1√
2
|0〉A |0〉B + 1√2eiφ |1〉A |1〉B, donde φ ∈ R es una fase arbitraria. La entrop´ıa ma´xima
asociada vendra´ dada por:
Sα(A) =
1
1− α log
((
1√
2
)2α
+
(
1√
2
)2α)
=
1
1− α log
(
21−α
)
= log 2
Observamos co´mo en este caso concreto la entrop´ıa presenta el mismo valor que el obtenido al con-
siderar en F´ısica Estad´ıstica la entrop´ıa de un sistema con dos microestados igualmente probables1.
Tambie´n observamos que en el caso teo´rico concreto estudiado, este valor de la entrop´ıa no depende
de la eleccio´n del para´metro α tomada para el ca´lculo de la entrop´ıa.
1.3. Justificacio´n
El principal motivo para estudiar el entrelazamiento en sistemas cua´nticos radica en sus aplicaciones
pra´cticas en comunicaciones y computacio´n. En el primer caso, permite transmitir informacio´n a
distancia a partir de estados cua´nticos compartidos entre “emisor y receptor”mediante teleportacio´n,
aprovechando que la distancia entre ambas partes del sistema no impide que las acciones realizadas
sobre uno de los subsistemas afecten al restante de forma instanta´nea. En el segundo, permite realizar
codificacio´n densa, ya que un q-bit (bit cua´ntico) transmite una mayor cantidad de informacio´n que
la asociada a un bit cla´sico. Aunque resulte todav´ıa un campo con poco desarrollo te´cnico, presenta
un gran potencial futuro, lo que anima al estudio y creacio´n de estados con un alto grado de
entrelazamiento.
Los estados cua´nticos en nivel fundamental, con baja energ´ıa, presentan generalmente un bajo
grado de entrelazamiento. Una excepcio´n a esto son los sistemas cr´ıticos, que sera´n definidos en
la seccio´n (3). Estos poseen un entrelazamiento notable au´n encontra´ndose en estado fundamental,
lo que aprovecharemos en el estado inicial de la seccio´n (4). Para incrementar todav´ıa ma´s el
entrelazamiento del sistema, necesitaremos de un proceso que incremente su entrop´ıa a lo largo del
tiempo. Utilizaremos un ”quench”, consistente en el cambio instanta´neo del modelo de interaccio´n
entre los fermiones. A lo largo de la seccio´n (4) estudiaremos un caso concreto, partiendo de una
red inicial en estado cr´ıtico en la que los fermiones interactu´an con primeros y segundos vecinos. A
partir del instante de tiempo en que retiremos los links a segundos vecinos, el sistema evolucionara´
1Siendo S({pi}) = −
R∑
i=1
pi log pi, un estado con R = 2 microestados posibles y equiprobables, es decir, p1 = p2 =
1
2
.
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aumentando su entrop´ıa con el paso del tiempo desde un estado cr´ıtico inicial que ya presentaba
una entrop´ıa notable hasta llegar a un nivel de saturacio´n. De esta forma, aprovecharemos tanto el
cara´cter cr´ıtico del estado inicial como la evolucio´n temporal de su entrop´ıa, reforzando mediante
ambos el mayor entrelazamiento del estado final.
2. Cadena de fermiones
En la presente seccio´n estudiaremos el caso concreto de cadenas de fermiones sin esp´ın en una
dimensio´n. Definiremos el hamiltoniano que rige estas redes de fermiones, as´ı como los elementos
algebraicos que lo representan hasta llegar a la matriz correlacio´n empleada para el ca´lculo de
la entrop´ıa de la subcadena de dimensio´n X. Dos para´metros fundamentales para definir la red
fermio´nica unidimensional con la que trabajamos sera´n N , el nu´mero total de fermiones que con-
forman la cadena, y L, el nu´mero de vecinos (tanto hacia la izquierda como hacia la derecha desde
su posicio´n dentro de la cadena) con los que cada fermio´n se acopla. Tomaremos el rango de los
acoplos menor a la mitad de la longitud de la cadena, L < N2 . Escogeremos condiciones de contorno
perio´dicas en la cadena en una dimensio´n, siendo el sitio n de esta equivalente al emplazado en el
lugar n+N .
2.1. Posiciones de los fermiones. Modos de Fourier
Como base de partida, definiremos el hamiltoniano que rige una cadena de N fermiones sin esp´ın
con un rango de acoplos finito a L vecinos. Sean a†n y an los operadores creacio´n y destruccio´n (res-
pectivamente) en el sitio n de la cadena, cumpliendo la relacio´n de anticonmutacio´n {a†n, am} = δnm.
Si asumimos la periodicidad an+N = an comentada anteriormente, es posible definir el hamiltoniano
como:
H =
1
2
N∑
n=1
+L∑
l=−L
(
2Ala
†
nan+l +Bla
†
na
†
n+l −Blanan+l
)
(3)
El primero de estos te´rminos corresponde a la destruccio´n de una part´ıcula en la posicio´n n + l y
creacio´n de otra en la posicio´n n. Por otra parte, el segundo representa la creacio´n de dos part´ıculas
en las posiciones n y n + l, mientras que el tercero se asocia con la destruccio´n de dos part´ıculas
en las posiciones n y n + l. Para que un hamiltoniano pueda describir correctamente un sistema
ha de ser hermı´tico, requiriendo que A−l = Al. En el presente trabajo tomaremos las condiciones
B−l = −Bl y Al, Bl ∈ R,∀l, lo que implica que Al es sime´trico frente al ı´ndice de vecino l mientras
que Bl resulta antisime´trico respecto del citado ı´ndice.
Resulta posible expresar este hamiltoniano en funcio´n de modos de Fourier con un determinado
momento k, desacoplados entre s´ı, dentro de un espacio de Fock. Definimos el operador:
bk =
1√
N
N∑
n=1
e−iθknan → θk = 2pik
N
, k ∈ [0, 1, ..., N − 2, N − 1] (4)
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Comprobamos a partir de la definicio´n de los modos como bk+N = bk, guardando la misma relacio´n
de periodicidad que an. Podemos reescribir el hamiltoniano de la red de fermiones sin esp´ın como
H = E + 1
2
N−1∑
k=0
(
b†k b−k
)(Fk Gk
Gk −Fk
)(
bk
b†−k
)
(5)
donde
Fk =
L∑
l=−L
Ale
iθkl Gk =
L∑
l=−L
Ble
iθkl E = 1
2
N−1∑
k=0
Fk (6)
En el caso de acoplo a primeros vecinos (L = 1, recurrente dentro del presente trabajo), las expre-
siones de Fk y Gk sera´n:
Fk = h− 2 cos θk pertenece a los nu´meros reales por definicio´n.
Gk = i2γ sen θk pertenece a los nu´meros imaginarios por definicio´n.
Donde tomamos A1 = A−1 = −1 por normalizacio´n. Los para´metros de los acoplos son nu´meros
reales, donde h = A1 = A−1 y γ = B1 = −B−1. Aunque el presente trabajo trata acerca de cadenas
de fermiones, es bien conocido que este tipo de sistemas se pueden relacionar con las cadenas de
espines mediante una transformacio´n de Jordan-Wigner. En nuestro caso, con acoplo a primeros
vecinos, obtenemos el modelo XY. En e´ste h juega el papel de un campo magne´tico aplicado en la
direccio´n Z, mientras que γ caracteriza la asimetr´ıa en la interaccio´n de la componente X del esp´ın
frente a la Y. Para γ = 0, obtenemos el modelo XX, en el que la interaccio´n se lleva a cabo con la
misma intensidad en ambos ejes. Para γ = 1, obtenemos el modelo de Ising cua´ntico, en el que la
interaccio´n se produce a lo largo de un u´nico eje.
Para presentar el hamiltoniano en forma diagonal implementamos la correspondiente transformacio´n
de Bogoliubov, realizada mediante una matriz unitaria Uk:(
dk
d†−k
)
= Uk
(
bk
b†−k
)
(7)
Esta ecuacio´n (7) resultara´ u´til en el apartado (4.1), donde nos referiremos a ciertas propiedades de
la matriz Uk. Definimos la relacio´n de dispersio´n como:
Λk =
√
|Fk|2 + |Gk|2 ≥ 0. (8)
Comentaremos con mayor profundidad la importancia de la forma de esta relacio´n de dispersio´n
en el apartado (3.2), dentro de la seccio´n de teor´ıas cr´ıticas (3). A partir de estos nuevos modos
podemos expresar el hamiltoniano en forma diagonal:
H = E +
N−1∑
k=0
Λk
(
d†kdk −
1
2
)
(9)
Definiremos el estado estacionario de la cadena de fermiones, dentro del denominado espacio de
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Fock HK, de dimensio´n 2N . Cada modo de Fourier, desacoplado del resto y con momento k, puede
encontrarse ocupado o vac´ıo. Sea |∅〉2 el ket asociado al vac´ıo de cada uno de los modos de Fou-
rier. Podemos entender un estado gene´rico como la ocupacio´n de una serie de modos de momento
k ∈ [0, 1, ..., N − 2, N − 1] a partir del vac´ıo del espacio de Fock. Si se ocupan un conjunto de modos
K:
|K〉 =
∏
k∈K
d†k |∅〉 (10)
Aplicando el hamiltoniano correspondiente segu´n la ecuacio´n (9), la energ´ıa de este estado estacio-
nario gene´rico de la cadena sera´:
EK = E − 1
2
∑
k/∈K
Λk +
1
2
∑
k∈K
Λk (11)
Pasamos ahora a caracterizar el estado fundamental dentro del caso de la cadena estacionaria, que
denominaremos como “ground state”:
|GS〉 =
∏
Λk<0
d†k |∅〉 (12)
Es decir, estara´n ocupados aquellos modos de Fourier con relaciones de dispersio´n negativas con
objeto de minimizar la energ´ıa del estado. Ahora bien, trabajamos con una relacio´n de dispersio´n
Λk ≥ 0,∀k por definicio´n, por lo que el estado estacionario fundamental sera´ el vac´ıo del espacio de
Fock:
|GS〉 = |∅〉 . (13)
Aplica´ndole el hamiltoniano a este estado, podemos comprobar que la energ´ıa del estado fundamen-
tal sera´:
EGS = E − 1
2
N−1∑
k=0
Λk (14)
En el caso de estados excitados, aunque la relacio´n de dispersio´n sea no negativa para todo valor del
momento k, tendremos ocupados algunos modos. Comparando la ecuacio´n (11) con la ecuacio´n (14),
observamos claramente co´mo esta energ´ıa es mayor en el caso excitado que en el caso fundamental,
reflejo del coste energe´tico de ocupar modos con momento k y relacio´n de dispersio´n Λk ≥ 0.
2.2. Matriz de correlacio´n
En el presente trabajo estamos interesados en el ca´lculo de la entrop´ıa de entrelazamiento de una
subcadena de dimensio´n X en el estado fundamental. Dadas las propiedades de factorizacio´n de las
funciones de n-puntos (teorema de Wick) dicha entrop´ıa puede expresarse en te´rminos de la matriz
de correlacio´n[7] VX
(VX)nm = 2 Tr
[
ρ
(
an
a†n
)(
a†m am
)]
− δnmI, (15)
2Al aplicar el operador destruccio´n sobre este vac´ıo del espacio de Fock, obtenemos el vector nulo: dk |∅〉 = ~0.
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con ρ = |GS〉 〈GS| la matriz densidad correspondiente al estado puro “ground state”.
La forma concreta de la entrop´ıa de entrelazamiento de Re´nyi7 sera´:
Sα(X) =
1
2(1− α) tr
[
log
[(
I+ VX
2
)α
+
(
I− VX
2
)α]]
(16)
En el transcurso del trabajo utilizaremos el caso concreto de la entrop´ıa de Von Neumann, para
α = 1. A lo largo del Anexo I puede comprobarse la demostracio´n de la entrop´ıa de Von Neumann
como el l´ımite cuando el para´metro α→ 1 en el caso general de la entrop´ıa de Re´nyi. La expresio´n
resultante en funcio´n de VX sera´:
S1(X) = −1
2
tr
[(
I+ VX
2
)
log
(
I+ VX
2
)
+
(
I− VX
2
)
log
(
I− VX
2
)]
(17)
La matriz de correlacio´n de una subcadena de dimensio´n X presenta dimensio´n 2X × 2X, mucho
menor que la dimensio´n 2X × 2X de la matriz densidad reducida del subsistema, lo que aligerara´
computacionalmente el ca´lculo de la entrop´ıa. VX se construye a trave´s de X bloques, cada uno
integrado por una matriz de dimensio´n 2× 2, distribuidos en filas y columnas. El bloque en la fila
n y columna m de la matriz correlacio´n vendra´ dado por:
(VX)nm =
1
N
N−1∑
k=0
Gkeiθk(n−m) (18)
Observamos co´mo los bloques en una determinada posicio´n (n,m) dependen u´nicamente de la
diferencia entre el ı´ndice de la fila y la columna, por lo que resulta funcio´n de (n−m) en lugar de
ambas variables expl´ıcitamente. Segu´n ello, podemos considerar VX como una matriz de Toeplitz
por bloques, que adema´s resulta hermı´tica por construccio´n. Esto reduce enormemente el peso
computacional de los programas necesarios para calcular estas matrices correlacio´n, ya que pasamos
de calcular 4X2 elementos a u´nicamente 4X de ellos. Este cara´cter hermı´tico de VX reducira´ adema´s
el tiempo que cuesta diagonalizar la matriz correlacio´n, mucho menor para una matriz hermı´tica
que para una de cara´cter general, ya que los autovalores de VX sera´n clave para calcular la entrop´ıa
de Von Neumann segu´n la ecuacio´n (17).
Los diferentes bloques de dimensio´n 2 × 2 de la matriz correlacio´n vienen dados por una serie de
ca´lculos a partir de Gk, denominado como el s´ımbolo de la matriz, que se define como:
Gk = Tr
[
ρ
(
bk
b†−k
)(
b†k b−k
)]
(19)
Recordar que ρ = |GS〉 〈GS| es la matriz densidad correspondiente al estado puro “ground state”.
Ello implica que ningu´n modo de Fourier se encontrara´ ocupado, por lo que el s´ımbolo de la matriz[7]
tomara´ la forma:
Gk = 1√
|Fk|2 + |Gk|2
(
Fk Gk
Gk −Fk
)
(20)
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3. Entrop´ıa de entrelazamiento y teor´ıas cr´ıticas
Denominaremos cr´ıticas aquellas teor´ıas en las que la relacio´n de dispersio´n se anula para algu´n modo
de Fourier, es decir, ∃ k | Λk = 0. A lo largo de esta seccio´n, veremos co´mo afecta este cara´cter cr´ıtico
a la manera en que la entrop´ıa de entrelazamiento escala con el taman˜o del subsistema escogido.
Imaginemos una red de fermiones en 3 dimensiones. Al tomar un subsistema como un volumen
dentro del sistema total, la frontera entre ambos escalara´ con el a´rea que rodea al volumen escogido.
En el caso de teor´ıas no cr´ıticas, la longitud de correlacio´n entre fermiones resulta finita, por lo
que estos u´nicamente se entrelazara´n en cortas distancias. Por lo tanto, la cantidad de fermiones
que perdera´n interaccio´n vendra´ dada u´nicamente por aquellos ma´s cercanos a la frontera, ya que
estos dejara´n de interaccionar con sus vecinos del exterior mientras que los fermiones en el interior
seguira´n pudiendo interaccionar con sus vecinos cercanos. Por ello, esta incertidumbre relacionada
con la entrop´ıa de entrelazamiento escalara´ con el a´rea que rodea al subsistema. De manera ana´loga,
en una red de fermiones en 2 dimensiones esta entrop´ıa escalara´ con la longitud que rodea al a´rea
del subsistema escogido. Esta misma razo´n explica, como veremos en el apartado (3.1), por que´ la
entrop´ıa en el caso de 1 dimensio´n correspondiente a la cadena de fermiones presenta coeficiente
lineal nulo, saturando para bajos taman˜os del subsistema en teor´ıas no cr´ıticas. Esto se debe a
que la frontera de la subcadena en 1 dimensio´n corresponde a los dos puntos de sus extremos,
independientemente de la longitud de esta, lo que da lugar a una contribucio´n constante en el l´ımite
asinto´tico.
Sin embargo, en el caso de teor´ıas cr´ıticas la longitud de correlacio´n se hace infinita, pudiendo
interaccionar los fermiones au´n entre puntos muy distantes. Esto se traducira´ en la existencia de un
te´rmino logar´ıtmico[7] con el taman˜o del subsistema analizado, que se sumara´ al te´rmino constante
explicado al inicio del pa´rrafo. Esta dependencia logar´ıtmica sera´ observada en el apartado (3.3).
Podemos comprender que la longitud de correlacio´n se haga infinita entendiendo los fermiones a
trave´s un cara´cter de “masa 0”, considerando que presentan una energ´ıa (representada por Λk) que
puede hacerse tan pequen˜a como deseemos en funcio´n del momento k del modo de Fourier. Esto
permite relacionarlos con portadores de interaccio´n sin masa, como los fotones, cuya longitud de
interaccio´n se extiende hacia el infinito, ana´logamente a la longitud de correlacio´n entre fermiones
en este caso.
3.1. Saturacio´n en teor´ıas no cr´ıticas
Veremos en primer lugar en este apartado (3.1) co´mo, segu´n lo explicado en la introduccio´n de
esta seccio´n (3), la dependencia de la entrop´ıa de entrelazamiento con el taman˜o del subsistema ha
de ser pra´cticamente constante, ya que no escala con el taman˜o de esta en el caso general, ni con
el logaritmo de su taman˜o en el caso de teor´ıas no cr´ıticas. Presentaremos el caso de una red de
N = 10000 fermiones con interaccio´n a primeros vecinos (L = 1). Los para´metros utilizados son
h = 1,0 y γ = 1,0, realizando simulaciones para dimensiones del subsistema X ∈ [1, 15].
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Figura 1: Dependencia de la entrop´ıa con la dimensio´n del subsistema. Caso no cr´ıtico.
Observamos que la variacio´n relativa entre el valor de la entrop´ıa para X = 1 y su valor de saturacio´n
es de apenas el 6,017 % de su valor inicial, saturando para valores por encima de X = 8. Esto es
reflejo de que en el caso de sistemas no cr´ıticos no resulta “rentable” aumentar el taman˜o del
subsistema, ya que ello apenas genera aumento del entrelazamiento. Evitar el pronto colapso que
sufre el entrelazamiento con el crecimiento de la dimensio´n del subsistema en el caso no cr´ıtico es la
principal razo´n por la cual el estado de partida de la seccio´n (4) sera´ escogido dentro de una teor´ıa
cr´ıtica.
3.2. Relacio´n de dispersio´n
En el caso de interaccio´n a primeros vecinos L = 1 introducido en el apartado (2.1), la forma que
toma la relacio´n de dispersio´n es:
Λk =
√
|Fk|2 + |Gk|2 =
√
(h− 2 cos θk)2 + 4γ2 sen2 θk (21)
Presentaremos la relacio´n de dispersio´n para el caso no cr´ıtico expuesto en el apartado (3.1), obser-
vando claramente co´mo Λk no se anula para ninguno de los modos de Fourier, existiendo un gap de
masas. Tal y como hemos explicado en la introduccio´n de la seccio´n (3), esta Figura 2 explicara´ la
dependencia de la entrop´ıa, asinto´ticamente constante con el taman˜o del subsistema, observada en
la Figura 1:
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Figura 2: Relacio´n de dispersio´n frente al momento k del modo. Caso no cr´ıtico.
En el caso concreto de L = 1, para que se anule Λk y la teor´ıa resulte cr´ıtica deben anularse tanto
Fk como Gk, ya que la relacio´n de dispersio´n resulta una suma cuadra´tica de los mo´dulos de ambos.
Con γ = 0, Λk se anulara´ en θk = arc cos(
h
2 ). Para el caso cr´ıtico tomaremos la misma red de
fermiones analizada anteriormente, con N = 10000 y L = 1, utilizando como para´metros de la
interaccio´n h = 1,0 y γ = 0,0. A partir de ellos, obtenemos la siguiente dependencia para Λk:
Figura 3: Relacio´n de dispersio´n frente al momento k del modo. Caso cr´ıtico.
Observamos como Λk se anula claramente en dos modos de Fourier. Un ana´lisis ma´s detenido de la
relacio´n de dispersio´n revela que esta se anula en los modos de Fourier con momento k1 = 1667 y
k2 = 8333, correspondientes a θk1 = 1,0474 rad y θk2 = 5,2358 rad, ambas soluciones de la ecuacio´n
θk = arc cos(
h
2 ) para h = 1,0. Este gap de masas nulo observado en la Figura 3 dara´ lugar a la
aparicio´n de un te´rmino logar´ıtmico en el apartado (3.3).
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3.3. Dependencia de la entrop´ıa en teor´ıas cr´ıticas
Veamos que´ efecto presenta considerar una teor´ıa cr´ıtica en la dependencia de la entrop´ıa de un
subsistema con su dimensio´n. La Figura 4 reflejara´ la dependencia del caso introducido en la Figura
3. En este caso llevaremos a cabo simulaciones hasta mayores taman˜os del subsistema X ∈ [1, 500]
que en el caso no cr´ıtico de saturacio´n presentado en el apartado (3.1), con el objetivo de realizar
posteriormente un ajuste preciso a la dependencia que presentaremos en la ecuacio´n (22).
Figura 4: Dependencia de la entrop´ıa con la dimensio´n del subsistema. Caso cr´ıtico.
Esta ecuacio´n (22) recoge la contribucio´n constante de los bordes del subsistema en el te´rmino
constante c y la contribucio´n logar´ıtmica debido al cara´cter cr´ıtico en el te´rmino logar´ıtmico b,
incluyendo a su vez un te´rmino lineal en a para comprobar que la entrop´ıa de entrelazamiento de
la cadena de fermiones unidimensional no escala linealmente con su taman˜o en el caso esta´tico, tal
y como hemos comentado en la introduccio´n de la seccio´n (3).
S1(X) = aX + b logX + c (22)
Realizaremos el ajuste para valores de X ∈ [50, 500], debido a que los valores ma´s pequen˜os
del subsistema se desv´ıan ligeramente de este comportamiento logar´ıtmico. Tras ello, llegamos
a la conclusio´n de que el coeficiente del te´rmino lineal es pra´cticamente nulo, con un valor de
a = −5,19327 · 10−6 ± 8 · 10−8 para un intervalo de confianza del 95 %. Este resultado era esperado
segu´n lo explicado en la introduccio´n de la seccio´n (3), ya que resulta consecuencia del hecho f´ısico
de que la frontera de una cadena lineal sean dos puntos constantes. Por otra parte, el resultado
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del ajuste de los dos coeficientes restantes es b = 0,33383 ± 0,00002 y c = 0,67627 ± 0,00004 res-
pectivamente. Observamos la cercan´ıa del coeficiente b al valor predicho por la teor´ıa[7], b = 13 . Sin
embargo, este valor teo´rico de b no entra dentro del intervalo de confianza del 95 %, posiblemente
debido al cara´cter finito de la cadena de fermiones.
Es en estos casos relacionados con teor´ıas cr´ıticas en los que resulta provechoso aumentar el taman˜o
del subsistema para hacer mayor la entrop´ıa y as´ı crear entrelazamiento en el sistema. Esto sera´
aprovechado en la seccio´n (4) del quench, combinando este cara´cter cr´ıtico del estado inicial con la
evolucio´n temporal provocada por el quench para aumentar el entrelazamiento del estado final.
3.4. Cara´cter cr´ıtico como discontinuidad en las matrices Gk
Este cara´cter cr´ıtico implica una indeterminacio´n en el s´ımbolo de la matriz Gk para determinados
modos de Fourier, debido a que en ellos se anula tanto la relacio´n de dispersio´n Λk como Fk y Gk,
siendo Gk una matriz formada por indeterminaciones del tipo 00 segu´n la forma vista en la ecuacio´n
(20). Tomemos una teor´ıa general con rango de interaccio´n L, representada por una relacio´n de
dispersio´n con forma
Λˆk =
√∣∣∣Fˆk∣∣∣2 + ∣∣∣Gˆk∣∣∣2 (23)
donde Fˆk y Gˆk son las funciones asociadas a esta teor´ıa con rango L. Dotaremos a la relacio´n de
dispersio´n de cara´cter cr´ıtico haciendo que se anule para un valor de momento k correspondiente a
θk = ±θF . Para ello, multiplicaremos las funciones Fˆk y Gˆk por un factor
Υk ≡ e−iθk(eiθk − eiθF )(eiθk − e−iθF ) = −4 sin θk − θF
2
sin
θk + θF
2
,
lo que a su vez aumentara´ el rango de interaccio´n de la teor´ıa a L + 1. En el Anexo II puede
observarse una demostracio´n ma´s completa de co´mo la introduccio´n de estas ra´ıces que anulan la
relacio´n de dispersio´n aumentan en 1 el rango de los acoplos de la teor´ıa, as´ı como la manera en
que se agrupan estas ra´ıces, e±iθF .{
Fk = ΥkFˆk
Gk = ΥkGˆk
→ Λk = |Υk|
√∣∣∣Fˆk∣∣∣2 + ∣∣∣Gˆk∣∣∣2 = |Υk|Λˆk (24)
Observamos co´mo la relacio´n de dispersio´n asociada Λk ahora se anula para θk = ±θF . Podemos
distinguir dos casos en el s´ımbolo de la matriz Gk, correspondiente a la teor´ıa cr´ıtica de rango L+1,
en funcio´n del momento k del modo de Fourier al que corresponda:
Gk = 1
|Υk|
√
Fˆ 2k + Gˆ
2
k
(
ΥkFˆk ΥkGˆk
ΥkGˆk −ΥkFˆk
)
=

1√
Fˆ 2k+Gˆ
2
k
(
Fˆk Gˆk
Gˆk −Fˆk
)
= Gˆk si Υk > 0
1√
Fˆ 2k+Gˆ
2
k
(
−Fˆk −Gˆk
−Gˆk Fˆk
)
= −Gˆk si Υk < 0
(25)
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Gˆk corresponde al s´ımbolo de la matriz de la teor´ıa general de rango L. Observamos co´mo la anulacio´n
de la relacio´n de dispersio´n en la teor´ıa de rango L + 1 para determinados valores del momento
θk = ±θF puede traducirse en un cambio de signo en el s´ımbolo de la matriz correspondiente a la
teor´ıa general de rango L. Resumiendo, podremos entender una teor´ıa cr´ıtica de rango L+ 1 como
una teor´ıa general de rango L con una discontinuidad en el signo del s´ımbolo de la matriz asociada.
4. Quench
En la presente seccio´n estudiaremos la introduccio´n de un “quench” en la cadena de fermiones. De
forma gene´rica, este proceso implica el cambio instanta´neo en un momento determinado del modelo
de interaccio´n en la cadena, bien sea por el cambio de los para´metros o del rango de interaccio´n.
En este caso, el tipo de quench introducido sera´ el cambio de una teor´ıa cr´ıtica con rango de
interaccio´n L = 2 a una teor´ıa no cr´ıtica con rango L = 1. Este proceso correspondera´ a la retirada
de los “links”que unen a cada fermio´n con sus segundos vecinos, tal y como muestra la Figura 5.
Figura 5: Quench introducido retirando los links a segundos vecinos.
Tal y como hemos comentado en el apartado (3.4), podemos entender esta teor´ıa inicial cr´ıtica con
rango L = 2 como una teor´ıa en general no cr´ıtica de rango L = 1 con para´metros (h0, γ0) y una
discontinuidad en el signo del s´ımbolo de la matriz G0k asociada al para´metro θF . Tras aplicar el
quench en el instante inicial de la evolucio´n, los autoestados de H0 dejan de ser funciones propias
del sistema bajo este nuevo hamiltoniano H que regira´ la evolucio´n de este. Por ello, estudiaremos
la evolucio´n del estado inicial, representado por G0k(h0, γ0, θF ), a trave´s del hamiltoniano que rige el
sistema trasla retirada de los links a segundos vecinos, cuyo representante sera´ Gk(h, γ), con nuevos
para´metros de interaccio´n:
h =
h0 cos θF + 1
h0/2 + cos θF
, γ =
γ0 cos θF
h0/2 + cos θF
(26)
La forma concreta de estos nuevos para´metros puede ser entendida a partir del Anexo II. El objetivo
en esta parte del trabajo es analizar la evolucio´n temporal de la entrop´ıa en diferentes subsistemas
analizados de la cadena de fermiones. Antes de presentar los resultados obtenidos a trave´s de las
simulaciones, plantearemos el marco teo´rico que define la evolucio´n temporal del sistema en las
simulaciones realizadas.
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4.1. Evolucio´n temporal de la cadena de fermiones
En este apartado (4.1) trataremos de obtener la dependencia expl´ıcita del s´ımbolo de la matriz con
el tiempo, es decir Gk(t). Esto permitira´ obtener una dependencia temporal en la funcio´n entrop´ıa,
S(Gk(t)) = S(t), representando la evolucio´n del entrelazamiento en la cadena de fermiones. Por lo
tanto, estas matrices Gk(t) no representan ni el estado inicial (asociado con G0k) ni el modelo con
el que evoluciona la cadena a lo largo del tiempo (asociado con Gk), sino el estado de la cadena en
cada instante de tiempo. Para demostrar su forma expl´ıcita partiremos de la definicio´n del s´ımbolo
de la matriz, siendo ρ(t) la matriz densidad de la cadena en cada instante de tiempo. Recordemos
que partimos desde un estado fundamental puro “ground state”, con ρ(t = 0) = |GS〉 〈GS|.
Gk(t) = Tr
[
ρ(t)
(
bk
b†−k
)(
b†k b−k
)]
(27)
Tenemos en cuenta la diagonalizacio´n de los modos de Fourier planteada en la ecuacio´n (7), que
concretada al modelo de cadena inicial y al modelo que rige la evolucio´n de esta sera´n respectiva-
mente: (
d0k
d†0−k
)
= U0k
(
bk
b†−k
) (
dk
d†−k
)
= Uk
(
bk
b†−k
)
De esta forma, podemos expresar el s´ımbolo de la matriz en funcio´n de los modos diagonales que
definen el sistema tras el quench:
Gk(t) = U †k Tr
[
ρ(t)
(
dk
d†−k
)(
d†k d−k
)]
Uk
Teniendo en cuenta que los modos dk son autoestados del nuevo hamiltoniano que rige el sistema
tras la retirada de los links a segundos vecinos, tenemos:
Tr
[
ρ(t)
(
dk
d†−k
)(
d†k d−k
)]
=
(
eiΛkt 0
0 e−iΛ−kt
)
Tr
[
ρ(0)
(
dk
d†−k
)(
d†k d−k
)](e−iΛkt 0
0 eiΛ−kt
)
.
Finalmente, si volvemos a expresar el s´ımbolo de la matriz a partir de los modos de Fourier:
Gk(t) = U †k
(
eiΛkt 0
0 e−iΛ−kt
)
Uk Tr
[
ρ(0)
(
bk
b†−k
)(
b†k b−k
)]
U †k
(
e−iΛkt 0
0 eiΛ−kt
)
Uk
Donde el s´ımbolo de la matriz del estado inicial sera´:
Gk(0) = Tr
[
ρ(0)
(
bk
b†−k
)(
b†k b−k
)]
Correspondiendo al estado inicial cr´ıtico con rango L = 2, que viene representado por G0k , definido
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en la introduccio´n de la seccio´n (4). Resulta conveniente introducir la siguiente propiedad[7] de Uk:
Gk = U †k
(
1 0
0 −1
)
Uk (28)
Donde Gk es el s´ımbolo de la matriz del estado no cr´ıtico con L = 1, definido en la introduccio´n
de la seccio´n (4). Tenemos en cuenta que, tal y como puede desprenderse de la ecuacio´n (21),
trabajamos con relaciones de dispersio´n sime´tricas Λ−k = Λk. Descomponemos las matrices de
evolucio´n temporal de la matriz densidad de tal forma que:
(
eiΛkt 0
0 e−iΛ−kt
)
=
(
eiΛkt 0
0 e−iΛkt
)
= cos (Λkt)
(
1 0
0 1
)
+ i sen (Λkt)
(
1 0
0 −1
)
(
e−iΛkt 0
0 eiΛ−kt
)
=
(
e−iΛkt 0
0 eiΛkt
)
= cos (Λkt)
(
1 0
0 1
)
− i sen (Λkt)
(
1 0
0 −1
)
Teniendo en cuenta la ecuacio´n (28) y que las matrices Uk cumplen que U
†
k I Uk = I, resulta sencillo
demostrar que:
Gk(t) = [cos (Λkt)I+ i sin (Λkt)Gk]G0k [cos (Λkt)I− i sin (Λkt)Gk] (29)
4.2. Entrop´ıa a lo largo del tiempo
Previamente a la presentacio´n de las simulaciones de la cadena, presentaremos los resultados espera-
dos segu´n la expresio´n anal´ıtica[6] de la ecuacio´n (31). Esta fo´rmula responde a la evolucio´n tras un
quench de una cadena de part´ıculas con esp´ın interaccionando segu´n el modelo XY de Ising (L = 1)
en un campo magne´tico en el eje Z. Trataremos de buscar una analog´ıa entre el comportamiento
esperado para este modelo y las simulaciones realizadas para la cadena de fermiones sin esp´ın. Sean:
Λ′θk ≡
dΛθk
dθk
H(x) = −
[(
1 + x
2
)
log
(
1 + x
2
)
+
(
1− x
2
)
log
(
1− x
2
)]
(30)
Λ′0θk ≡
dΛ0θk
dθk
cos ∆θk =
hh0 − 2 cos θk (h+ h0) + 4 cos2 θk + γγ0 sin2 θk
ΛθkΛ0θk
Donde Λ0θk es la relacio´n de dispersio´n del modelo cr´ıtico inicial con L = 2 en funcio´n de los
para´metros iniciales (h0, γ0), sin verse afectado por la discontinuidad en el s´ımbolo de la matriz G0k
en ±θF , y Λθk es la relacio´n de dispersio´n del modelo no cr´ıtico de evolucio´n con L = 1 en funcio´n
de los para´metros finales (h, γ), definidos en la introduccio´n de la seccio´n (4). Esperaremos una
evolucio´n temporal de la entrop´ıa para una subcadena de longitud X regida por:
SX(t) = t
∫
2
∣∣∣Λ′θk ∣∣∣t<X
dθk
2pi
2
∣∣Λ′θk ∣∣H(cos ∆θk) +X ∫
2
∣∣∣Λ′θk ∣∣∣t>X
dθk
2pi
H(cos ∆θk) (31)
15
Veamos un ejemplo del comportamiento esperado en la evolucio´n temporal segu´n la fo´rmula fenome-
nolo´gica. Para una red unidimensional de N = 10000 fermiones, pasaremos del estado cr´ıtico inicial
interaccionando con L = 2 y para´metros iniciales h0 = 1,0, γ0 = 1,0 y θF =
pi
3 , a una interaccio´n
no cr´ıtica con L = 1 y para´metros de interaccio´n de valores h = 1,5 y γ = 0,5 tras el quench.
Realizaremos las integrales a trave´s de ca´lculo nume´rico para diferentes taman˜os del subsistema de
la cadena:
Figura 6: Evolucio´n temporal en la entrop´ıa para diferentes taman˜os del subsistema. Teo´rico.
Inicialmente, con t <<, los l´ımites de la primera integral sera´n θk ∈ [0, 2pi] independientemente
de la dimensio´n del subsistema. Por otra parte, la segunda integral sera´ nula, ya que no existira´
ningu´n θk que cumpla la condicio´n de los l´ımites de integracio´n. Esto explica por que´ antes de
producirse el quench el te´rmino lineal a resulta nulo, tal y como hemos concluido en el ajuste
de la Figura 4. Puede apreciarse inicialmente en la Figura 6 un re´gimen de crecimiento lineal
con el tiempo, con pendiente independiente de la dimensio´n del subsistema X. Observamos
co´mo el tiempo empleado para que la entrop´ıa sature y abandone el re´gimen lineal es mayor
conforme crece la dimensio´n X del subsistema, debido a que a la condicio´n de integracio´n
2
∣∣∣Λ′θk ∣∣∣ t < X le tomara´ ma´s tiempo anularse para todos los modos de Fourier.
Para tiempos largos, con t >>, la primera integral sera´ nula, ya que no existira´ ningu´n θk que
cumpla la condicio´n de los l´ımites de integracio´n. Por otra parte, los l´ımites de la segunda
integral sera´n θk ∈ [0, 2pi] para cualquier valor de la dimensio´n del subsistema X. Observamos
en la Figura 6 un re´gimen de saturacio´n proporcional al valor de la dimensio´n del subsistema
para tiempos largos.
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Sin embargo, este no sera´ exactamente el comportamiento esperado. La entrop´ıa inicial para todos
los subsistemas analizados es nula en la Figura 6, es decir, la evolucio´n temporal presentada en la
ecuacio´n (31) no tiene en cuenta el cara´cter inicial del subsistema cr´ıtico, ni co´mo evoluciona este.
Veremos ma´s adelante co´mo trataremos de reflejar en la evolucio´n temporal este comportamiento. De
momento, presentamos los resultados de la simulacio´n para la evolucio´n de la entrop´ıa. Simularemos
el caso introducido teo´ricamente en la Figura 6:
Figura 7: Evolucio´n temporal en la entrop´ıa para diferentes taman˜os del subsistema. Simulacio´n.
En primer lugar, comprobamos co´mo la entrop´ıa inicial en el caso de las simulaciones no es nula,
a diferencia de las predicciones teo´ricas de la ecuacio´n (31). Esto tambie´n provoca que los valores
de saturacio´n no coincidan con los obtenidos a trave´s de ca´lculo nume´rico. Se observa co´mo el
re´gimen lineal inicial con el tiempo presenta una pendiente pra´cticamente igual en todos los casos
de diferentes taman˜os X del subsistema. Por otra parte, observamos co´mo aquellos subsistemas a
los que les cuesta ma´s tiempo saturar su entrop´ıa son los de mayor dimensio´n X, segu´n lo esperado.
Tambie´n podemos comprobar co´mo el valor de saturacio´n de la entrop´ıa parece resultar lineal con
el taman˜o del subsistema. Analizaremos ma´s adelante este comportamiento de forma cuantitativa.
Estaremos interesados en analizar la evolucio´n temporal para los instantes iniciales tras el quench,
para el mismo caso introducido en las Figuras 6 y 7:
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Figura 8: Evolucio´n inicial en la entrop´ıa para diferentes taman˜os del subsistema. Simulacio´n.
En esta Figura 8 comprobamos co´mo la entrop´ıa inicial del subsistema depende de su dimensio´n
X, tal y como espera´bamos para un sistema cr´ıtico. Representando esta entrop´ıa inicial en funcio´n
del taman˜o del subsistema, obtenemos una dependencia del tipo presentado en la ecuacio´n (22),
con a ' 0,0 y b ' 13 . Esto sugiere que puede existir una evolucio´n temporal en el coeficiente b que
representa el cara´cter cr´ıtico de la teor´ıa inicial, tal y como reflejaremos ma´s adelante.
Por otra parte, observamos la aparicio´n de oscilaciones en la entrop´ıa con el paso del tiempo durante
el re´gimen lineal inicial, tal y como se ha reportado en otros trabajos previos[6]. Estas oscilaciones
parecen independientes de la dimensio´n del subsistema considerado, tanto en amplitud como en
frecuencia y tiempo de amortiguacio´n. Un efecto sorprendente es que estas oscilaciones provocan
un descenso inicial en la entrop´ıa en todos los subsistemas analizados.
Pasemos a comparar dos casos de evolucio´n concretos para el tipo de quench concreto tratado a lo
largo de este apartado. Compararemos los casos de subsistemas con dimensio´n X = 20 y X = 100
sumando un te´rmino constante en cada caso a los resultados teo´ricos obtenidos a partir de la
ecuacio´n (31), para que saturen al mismo valor que nuestras simulaciones. Esto sera´ reflejo de no
haber considerado la entrop´ıa inicial del subsistema en el ca´lculo teo´rico.
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Figura 9: Evolucio´n temporal en la entrop´ıa para X = 20, 100. Teor´ıa y simulacio´n.
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Ambos casos parecen reflejar una correcta evolucio´n segu´n lo previsto por la teor´ıa, al menos de
forma cualitativa. Se observa en ambos casos co´mo la entrop´ıa inicial del sistema es ligeramente
mayor en el caso de las simulaciones que en el de la entrop´ıa, con un valor de la pendiente inicial
con el tiempo ligeramente menor en las simulaciones.
Ahora bien, para entender de forma cuantitativa la evolucio´n temporal del subsistema concreto de
la cadena de fermiones, trataremos de ajustar su comportamiento a una dependencia del tipo:
S1(X, t) = a(t)X + b(t) logX + c(t) (32)
Para ello, realizaremos simulaciones de la evolucio´n temporal de la entrop´ıa para taman˜os del
subsistema X ∈ [20, 500]. Este ajuste a la variable X proporcionara´ una dependencia expl´ıcita
de los coeficientes lineal, logar´ıtmico e independiente de la dimensio´n X a lo largo del tiempo.
Analizaremos las simulaciones para el mismo tipo de quench expuesto desde la Figura 6.
Podremos entender a(t) como el te´rmino lineal con X de la ecuacio´n (31), teniendo que variar desde
un valor inicial de a(t = 0) ≡ a0 = 0 (explicado al inicio de este mismo apartado) hasta un valor de
saturacio´n dado por
asat =
∫ 2pi
0
dθk
2pi
H(cos ∆θk), (33)
tomando el valor asat = 0,12584 para el quench estudiado. Ahora bien, en este caso el valor es
independiente de la dimensio´n del subsistema X por estar considerando t → ∞ en los l´ımites de
integracio´n, as´ı como el valor a0 es nulo para cualquier X por estar considerando t = 0 en esos
mismos l´ımites. Sin embargo, para tiempos intermedios, no esperamos una dependencia exacta al
estar realizando un ajuste para diferentes dimensiones del subsistema. Sin embargo, esta evolucio´n
temporal de a(t) s´ı que debera´ responder a los valores esperados para los instantes iniciales y para
el l´ımite de tiempo largo.
Por otra parte, no disponemos de una dependencia expl´ıcita para la evolucio´n temporal b(t) del
te´rmino logar´ıtmico. Sin embargo, es conocido[8] que el coeficiente del te´rmino logar´ıtmico depende
de los autovalores del s´ımbolo de la matriz, que vendra´n condicionados a su vez por las discontinui-
dades correspondientes a su signo. De esta forma, para el estado inicial en t = 0, el s´ımbolo de la
matriz inicial G0k tendra´ autovalores λ01 = −1 para θk ∈ [−pi,−pi+θF )∪(pi−θF , pi] y λ02 = +1 para
θk ∈ (−pi+θF , pi−θF ). Sin embargo, con el paso del tiempo este s´ımbolo de la matriz Gk(t) definido
en la ecuacio´n (29) debera´ ser promediado en el tiempo por su cara´cter oscilatorio. Para el l´ımite
de tiempos largos, estos autovalores variara´n entre λ1 = − cos ∆θF y λ2 = + cos ∆θF en las dos
discontinuidades existentes en el s´ımbolo de la matriz. Se adjunta en el Anexo III una explicacio´n
ma´s extensa de la forma de calcular este coeficiente b en funcio´n de los dos autovalores diferentes.
Resumiendo, en el caso de una matriz con dos autovalores ±λ marcados por las discontinuidades
en ±θF , nuestra forma de calcularl el coeficiente logar´ıtmico sera´:
b =
∫ +λ
−λ
1
2pi2
log
(
1 + x
1− x
)
log
∣∣∣∣x+ λx− λ
∣∣∣∣dx (34)
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b0 =
∫ +1
−1
1
2pi2
log
(
1 + x
1− x
)
log
∣∣∣∣x+ 1x− 1
∣∣∣∣dx (35)
bsat =
∫ + cos ∆θF
− cos ∆θF
1
2pi2
log
(
1 + x
1− x
)
log
∣∣∣∣x+ cos ∆θFx− cos ∆θF
∣∣∣∣dx (36)
Para el quench correspondiente a θF =
pi
3 dara´n lugar a los valores b0 = 0,33333 y bsat = 0,19432.
Ana´logamente a lo planteado para el coeficiente a, esperaremos que el ajuste responda correctamente
para l´ımites de tiempos bajos y largos.
El ana´lisis del coeficiente c(t) se omitira´ en el presente trabajo, aunque su dependencia se considere
en el ajuste a la ecuacio´n (32). Por ello, nos centraremos en el ana´lisis de la evolucio´n temporal
de los coeficientes lineal a(t) y logar´ıtmico b(t), comprobando si responden a los valores teo´ricos
iniciales para tiempos cortos y si convergen para (t→∞) a los valores teo´ricos de saturacio´n.
Figura 10: Evolucio´n temporal del coeficiente lineal. Simulacio´n.
Observamos co´mo los resultados de la simulacio´n para t = 0,0 son coherentes, con te´rmino lineal
pra´cticamente nulo, a0 = −4,97044 × 10−6 ± 4 × 10−8. Sin embargo, este toma valores negativos
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hasta t = 100,0, lo que podremos achacar al mal ajuste esperado de la ecuacio´n (32) para tiem-
pos intermedios. Esto resulta consistente con el aumento del error del ajuste observado para este
intervalo de tiempo. Por otra parte, se observa co´mo la convergencia para tiempos largos hacia el
valor de saturacio´n del coeficiente lineal es satisfactoria. Obtenemos para t = 2840,0 el valor en
la simulacio´n asat = 0,12578 ± 2 × 10−6 con un intervalo de confianza del 95 %, bastante cercano
al valor teo´rico asat = 0,12584. Comentaremos ma´s adelante que´ ocurre alrededor de ese tiempo
t = 2840,0 para el que se presenta los valores de saturacio´n de los coeficientes lineal y logar´ıtmico
correspondientes a las simulaciones realizadas.
Figura 11: Evolucio´n temporal del coeficiente logar´ıtmico. Simulacio´n.
Ana´logamente, para t = 0,0 obtenemos como valor del coeficiente logar´ıtmico en la simulacio´n
b0 = 0,33378 ± 5 × 10−6, muy cercano al valor teo´rico b0 = 0,33333 (tal y como ocurr´ıa en el
ajuste correspondiente a la Figura 4). Para tiempos intermedios observamos un pico en el valor del
coeficiente b. Este comportamiento es simulta´neo al aumento del error del ajuste, por lo que cabe
la posibilidad de que sea resultado del deficiente ajuste que espera´bamos para tiempos intermedios.
De nuevo, la convergencia hacia el valor de saturacio´n teo´rico vuelve a ser buena, presentando un
valor en la simulacio´n para t = 2840,0 de bsat = 0,19984 ± 0,00022, muy cercano al valor teo´rico
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esperado bsat = 0,19432, al que deber´ıa aproximarse para valores mayores de t.
Veamos por u´ltimo la razo´n de que no podamos obtener valores para los coeficientes asat y bsat en
las simulaciones ma´s cercanos a los valores esperados teo´ricamente. Para ello, deber´ıamos tomar
simulaciones para tiempos ma´s largos que t = 2840,0, instante de tiempo en el que presentamos los
valores de saturacio´n en la simulacio´n en este apartado (4.2). Sin embargo, veamos que´ ocurre con
los coeficientes para tiempos ma´s largos:
Figura 12: Problemas en los coeficientes lineal y logar´ıtmico para tiempos largos.
Existen problemas en el ca´lculo de la entrop´ıa para t > 2840,0, como refleja la repentina variacio´n de
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los coeficientes lineal y logar´ıtmico. La imposibilidad de obtener simulaciones correctas para tiempos
mayores del citado valor t = 2840,0 impide obtener valores de saturacio´n “experimentales” ma´s
cercanos a lo esperado teo´ricamente para el l´ımite de tiempos largos. La tendencia de la convergencia
parece indicar que si no apareciesen estos problemas en la simulacio´n a partir de t = 2840,0,
podr´ıamos obtener un ajuste muy preciso de la simulacio´n al modelo teo´rico en saturacio´n. Estos
problemas pueden deberse a un error en el ca´lculo del s´ımbolo de la matriz expl´ıcitamente con el
tiempo, Gk(t), segu´n la ecuacio´n (29). Esta ecuacio´n utiliza funciones trigonome´tricas en las que el
argumento puede llegar a ser notablemente grande para valores elevados de tiempo.
5. Conclusiones
En la cadena esta´tica de fermiones sin esp´ın unidimensional, la ley de escala justifica que el
coeficiente lineal de la entrop´ıa de entrelazamiento con respecto a la dimensio´n del subsistema
sea nulo.
En teor´ıas no cr´ıticas unidimensionales, la entrop´ıa de los subsistemas satura asinto´ticamente
a un valor constante con su dimensio´n. En estos casos, aumentar la dimensio´n de la subcadena
apenas incrementa el entrelazamiento del estado.
En el caso de teor´ıas cr´ıticas, resulta provechoso aumentar la dimensio´n del subsistema, ya
que la entrop´ıa de entrelazamiento crece logar´ıtmicamente con esa dimensio´n. En este caso,
ese aumento s´ı que genera un crecimiento del entrelazamiento.
Una teor´ıa cr´ıtica de rango L + 1 puede ser entendida como una teor´ıa en general no cr´ıtica
de rango L con una discontinuidad en determinados momentos ±θF del s´ımbolo de la matriz
Gk.
Un proceso de quench corresponde al cambio instanta´neo del modelo de interaccio´n de la
cadena de fermiones sin esp´ın. Esto provoca que los autoestados bajo el antiguo hamiltoniano
ya no lo sean bajo el nuevo hamiloniano que rige la interaccio´n, provocando un proceso de
evolucio´n temporal en el que crece el entrelazamiento del sistema. En este caso, diferente al de
la cadena esta´tica, se produce una saturacio´n de la entrop´ıa de entrelazamiento para tiempos
largos proporcional a la dimensio´n del subsistema considerado, apareciendo por lo tanto un
coeficiente lineal no nulo.
Para crear entrelazamiento, en el caso estudiado a lo largo de este trabajo hemos aprovechado
tanto el cara´cter cr´ıtico de la teor´ıa inicial como la evolucio´n temporal generada por el quench.
La creacio´n de entrelazamiento con el aumento de la entrop´ıa mediante la evolucio´n a lo largo
del tiempo del estado de la cadena de fermiones sin esp´ın tras el quench puede entenderse a
trave´s de la fo´rmula anal´ıtica de Pasquale Calabrese y John Cardy[5]. Aunque esta fo´rmula
este´ pensada para describir la evolucio´n temporal de la cadena de espines a trave´s de un
modelo de Ising XY en un campo magne´tico transversal Z, sus resultados pueden extrapolarse
y adaptarse a la cadena de fermiones sin esp´ın.
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Un efecto no tenido en cuenta por la fo´rmula de Calabrese y Cardy es el cara´cter cr´ıtico inicial
del subsistema. Esta fo´rmula toma la entrop´ıa inicial como nula, sin reflejar esa dependencia
logar´ıtmica con el taman˜o del subsistema. Para entender este cara´cter cr´ıtico inicial y su evo-
lucio´n a lo largo del tiempo, hemos analizado no solo la evolucio´n temporal del te´rmino lineal
con la dimensio´n del subsistema en la entrop´ıa segu´n la Fo´rmula de Calabrese y Cardy, sino
que tambie´n hemos incluido la evolucio´n temporal de un te´rmino logar´ıtmico que represente
el cara´cter cr´ıtico de la teor´ıa inicial.
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