This paper addresses the cutting stock/leftover problem (CSLP), which differs from the ordinary cutting stock problem (CSP) by retaining stock leftovers that can be cut in the future to meet new demands. Therefore, leftovers are not considered waste in the current period. A new mathematical model for the CSLP is presented to capture a well-used strategy in the practice of cutting, which consists of partially cutting the objects in stock, and keeping the leftovers to be cut in the next periods. Computational experiments were made for the one-dimensional case, although other dimensions can be considered straightforward.
Introduction
Cutting Stock Problems (CSP) are central stages in production planning for a number of industries that have to cut paper rolls, steel bobbins, steel bars, wooden hardboards, leather pieces, among others. Basically, CSP consists of cutting large pieces (objects) available in stock into a set of smaller pieces (items) with specified quantities and sizes by optimizing an objective function, such as minimizing the total length/area/volume of the objects cut, minimizing the total waste or minimizing the cost of the objects cut.
Although there are many articles in the literature on general CSP, many constraints arise in practical situations that lead to the need of developing new mathematical models and new approaches to solve them. Among the various types of CSP in the literature (see Wäscher et al.(2007) , for a typology), a problem which has not been fully studied yet, although it often appears in practice, consists of considering usable leftovers when the objects are cut. These leftovers are kept in stock to meet future demands, and therefore they are not wasted. We call this problem the Cutting Stock/Leftover Problem (CSLP) and we may refer to it as 1D-CSLP if only one dimension is relevant in the cutting process, such as cutting bars and rolls.
A considerable amount of literature has been published on 1D-CSLP, see Cherri et al. (2014) for a survey. To the best of our knowledge, it was first mentioned by Brown (1971) , but only to differentiate preferable solutions among others with some waste. Scheithauer (1991) proposed the first mathematical model for CSLP, which is a cutting pattern-oriented model (see Kantorovich (1960) and Gilmore and Gomory (1961) ). The main idea in the Scheithauer model consists of considering fictitious items (or residual lengths with no demand associated) that can be cut in the future. These fictitious items play the role of leftovers with special utility values. This approach reduces the waste by diversifying items (it is well-known that instances with a diversity of sizes of items have less waste). We call this as an item-oriented approach. Cui and Yang (2010) extended the Scheithauer model to include upper bounds on the number of leftovers.
An assignment approach is given by Abuabara and Morabito (2009), in which assigning or not an item to an object is a decision to be made. This approach is able to find optimal solutions for smaller instances. However, most of the methods in the literature are greedy heuristics that perturb a good solution of the CSP in order to try to join waste together (Roodman (1986) , Gradisar et al. (1997) , Gradisar et al. (1999) , Cherri et al. (2009) , Cherri et al. (2013) , among others). In addition, they define bounds to determine the minimum acceptable length for the generated leftovers during the cutting process (see Cherri et al. (2014) for a survey). Thus, a great diversity of lengths of leftovers can be generated, which may be unacceptable to many industries since this needs efficient control systems to retrieve them in the future, and a high risk of being wasted as well. This is not a conjecture, the authors have already witnessed this situation. In our approach to this paper, the same leftover types may always be found in stock, as the manager decides the sizes and quantities of the leftovers. Andrade et al. (2013) and Andrade et al. (2014) presented multilevel MIP models to solve the twodimensional cutting stock problem with usable leftovers. They used bounds to define leftover dimensions not allowing a control on the number of leftover types. Cherri et al. (2014) reviewed papers from the literature that consider the1D-CSLP. In this survey, the authors present applications of the problems, the mathematical model (if it was proposed), comments on the results obtained from each paper and proposals for future studies related to the 1D-CSPUL.
In this paper, an object-oriented mathematical model is proposed to solve CSLP. This new approach takes advantage of diversifying objects as it is well-known that more sizes in stock lessen the waste. To model this, reduced objects which include one leftover are given to the pricing problem in the cutting pattern-oriented model. This is a promising strategy to solve CSLP as the lengths of the possible leftovers are previously defined and the advantages of generating or not leftovers can be analysed using the model, i.e., the model search for cutting patterns that include or not leftovers, so that it works as if a number of different object sizes were available.
The remainder of the paper is outlined as follows. In Section 2, the CSLP is defined and a mathematical model to solve it is proposed. The concepts concerning our strategy to solve the problem are also well quantified in this section. Section 3 describes the solution methods and computational results are given in Section 4. In Section 5, we present some concluding remarks.
The CSLP Object-Oriented Model
In the CSLP, a set of items must be produced by cutting large objects of standard sizes (objects bought on the market) or nonstandard (objects that are leftovers of previous cuts). Similarly to the CSP, there are given demands and sizes of items on one hand, and availabilities and sizes of objects, on the other. Demands must be met by cutting the available objects in stock in order to minimize waste, or another suitable objective function. However, new leftovers of given sizes can be generated within a limited amount, which are not counted as waste.
In summary, we consider the following practical assumptions:
1. Any standard object can be completely cut or partially cut to generate two new objects: a reduced object to be currently cut and a leftover to be kept in stock for future demands;
2. Any leftover has its size given beforehand; 
Remarks:
1. The size of a reduced object obtained by partially cutting an object type s with leftover type S+kis given by: Ls -LS+k. Only standard objects can be cut with a leftover.
2. Although in Assumption 1 any standard object can be used to generate a leftover, it is possible to allow leftovers of only one type of object.
3. Assumptions 2 and 3 are considered to make operational handling feasible. Leftovers may be limited to only one size.
The CSLP Object-Oriented Model
Minimize f (x) = 
subject to:
xjs0, s = 1, …,S + R, jJs; xjsk0, k = 1, …, R, s = 1, …, S,jJs(k) and integer (6) Factors ' 1 and " 1 in objective function (1) can be used to say that a new leftover should be created only if it is really attractive, or an older leftover should be cut although it produces more waste than other objects cut.
The objective function (1) to be minimized determines the total waste of cutting standard, with or without leftovers, and nonstandard (previous leftovers) objects. Constraints (2), (3) and (4) are demand and stock constraints, respectively. Constraint (5) limits the net quantity of leftovers, that is, no more than U units of leftovers are allowed for the next period. Non-negativity and integrality of variables xjs and xjsk are ensured by the constraint (6).
Because of the exponential number of variables and the integrality conditions, it is hard to solve model (1) -(6) at optimality. The linear relaxation, obtained by relaxing the integer condition in (6), can be easily solved with the column generation technique (Gilmore and Gomory (1963)) and good integer solutions can be found using heuristic procedures (see Wäscher and Gau (1996) , Poldi and Arenales (2009), among others). The linear relaxation enables us to analyze tendencies of gains, i.e., how much waste is expected to be diminished by using different policies on leftover stock and how these gains depend on data. A general column associated to Js is given by (index j is omitted): 
Solving the linear relaxation of the CSLP object-oriented model
Leftover objects, sJs, s = S + 1, …,S + R A general column associated to Js, s = S + 1, …,S + R is given by (index j is omitted): 
The column generation technique is summarized as follows:
Initial step: Build a restricted master problem, i.e., model (1)-(6) with few columns that use trivial cutting patterns, such as homogeneous cutting patterns for standard objects and leftovers. If necessary, include artificial variables. Iteration: t = 0.
Step 1. Solve the linear relaxation of the restricted master problem in iteration t.
Step 2. 
2.1-

-For s = S + 1, …,S + R
Solve the cutting problem (vi is given in case c)) Maximize v1a1 + ... + vmam subject to that (a1s ... ams) is a cutting pattern to Ls calculate the correspondent column and the reduced cost according to case c).
Step 3. Include the most attractive column (i.e., column with the most negative reduced cost found in steps 2.1, 2.2 or 2.3) to the restricted master problem. If no attractive column is found, stop -the current solution obtained in Step 1 is an optimal solution to the linear relaxation of model (1)- (6); otherwise, do t = t + 1 and go to Step 1.
Computational Experiments
To evaluate the performance of the proposed approach in order to analyze waste reduction, 6 classes of instances were considered, by varying lengths and demand of items. For each class, 50 instances were randomly generated. The tests were divided considering two situations. Firstly, we simulated the initial period of the cutting process where there were no leftovers in stock, but considering or not the possibility of generating leftovers. Note that by avoiding the generation of new leftovers together with BS no leftover in stock, the problem coincides with the classical cutting stock problem. The second situation simulated an intermediate period with leftovers already available in stock.
For both situations, initial or intermediate periods, the stock only had one type of standard object with length L1 = 1000 and availability large enough to meet the demands. Three types of leftovers were considered with lengths 400, 500 and 600. The availabilities of leftover type s=1, 2, and 3 were es=0, for the initial period, and es=k, k=0 to 3, for the intermediate period. The maximum quantity of leftovers varied as U=3k+3, k=0 to 3. We also consideredα' = α" = 1 in the objective function (1) , that is, the overall waste to be minimized, not intending to encourage the generation of new leftovers nor to be obliged to use the leftovers in stock.
Each instance had m=15 types of demanded items. Length i of item type i was randomly generated in the interval [v1L1, v2L1] . We call it medium item (M) if v1=0.14 and v2=0.4 (a pattern can contain 3 to 7 items), and big item (B) if v1=0.3 and v2=0.7 (a pattern can contain 2 to 3 items). Small demands (S) are generated in the interval [1, 10] , medium demands (M) in the interval [10, 50] and big demand (B) in [50, 300] . Therefore, a class [B, S] means a set of 50 instances where items are big, and demands are small. The exact values of all the instances we have used can be obtained by contacting the corresponding author.
The proposed method was coded using OPL (Optimization Programming Language) of the software CPLEX, version 12.5. The computational tests were run on a computer Core i7, 3.07GHz x 8, 8 GB RAM. The average computation time for each instance was approximately 56 seconds. Table 1 shows the results for the first period where it is supposed that no leftover is in stock. Note that column U=0 consists of the classical cutting stock problem, with no leftovers in stock and no leftover is allowed to be generated. The average waste is given in terms of different values of U. Note that we adopted the total waste to define the objective function, but the total length used could be considered instead. Both are well-used in practice. Graph 1 shows the percentage waste evolution in terms of U related to the classical CSP in the first column in Table 1 . 
MS
These results point out some features. It does not matter if the leftover strategy is used or not when demands are big. This was already expected because the bigger the demands, the more possibilities there are of arranging items in the object so that there is nothing or little to be reduced by generating new leftovers. Of course, the bigger the item sizes, the higher the waste.
Interesting cases happen when the demands are small -classes [M,S] and [B,S]
, typical cases of small industries, where the wasteis136.9and6971.7, respectively, for the strategy of no leftovers -the classical cutting stock problem. However, by using U = 12, the waste is respectively 118.8and 5243.5, which means reductions of 13.2% and 24.8%. Considering that in small industries, raw materials have the most important part of the overall cost of final products, this reduction can make them competitive in the market. Despite the fact that waste decreases as demands increase, irregularity of demands is also common for small industries, so that keeping items in stock -the item oriented approach -may be unacceptable. It is also worth noting that small demands for the cutting problem can occur for larger industries, such as the agricultural light aircraft industry in Abuabara and Morabito (2009) . In summary, the situations of small to medium demands together with big to medium items are the most promising situations to allow for leftovers during the cutting process.
The following experiments consider an intermediate period, where alongside the standardized objects are also leftovers from previous periods. We started with no leftovers in stock and increased them one by one. Furthermore, the value of the upper bound U varied together with the availability of leftovers to make the stock consistent, but not too tight so that the generation of new leftovers is avoided. That is, for k=0 to 3, es=k, s=1, 2, 3, and U=3k+3. Note that if k=0, then es=0, s=1, 2, and 3, which means that there is no leftover in stock, but there is a possibility of generating U=3 new leftovers. This is a real possibility, which is not only for the initial period. Table 2 shows the average waste in 50 instances, and Graph 2 depicts the percentage waste evolution in terms of U related to the classical CSP (k=0, U=0). The results are quite similar to the first period. Table 2 ). That is, there are 9 leftovers in stock in total. The result gave a waste of 5124, and the leftovers sized 400 and 500 were fully used, and no leftover sized 600 was used. On the other hand, if the stock of leftovers were 6 units for size 400 and 3 units for size 500, summing 9 as before, the waste would be 4824, which means a waste reduction of 5.6%. This simple example shows that the model (1) -(6) can also be used for lot sizing the leftover stock. Similarly, different sizes of the leftovers can also be tested, that is, the manager can deal with the assortment problem.
Conclusions and Final Remarks
In this article, we presented a new mathematical model to describe the practical procedure of allowing partial cutting of objects in stock, creating leftovers to be cut in the future. First versions and discussions of this model were presented in the 9 th ESICUP (EURO Special Interest Group on Cutting and Packing) in La Laguna, Spain, 2012, and in the CMAC (Brazilian Congress of Applied Mathematics and Computing), Bauru, Brazil, 2013. This simple and practical mathematical model represents the well-known fact that the diversity of object types in stock makes waste reduction possible. The idea of producing leftovers in order to reduce the waste is well-known in the literature, but only recently have researchers paid more attention to this problem.
For many raw materials, such as steel, after partially cutting an object, the protection against corrosion is lost, and therefore the sooner leftovers are cut the better, otherwise they will be wasted. In such a case, α" < 1 should be used to give priority to cut leftovers. On the other hand, α'>1 can be used to create new leftovers, only if it is really attractive. The model is flexible enough to allow different weights for each leftover, ′ and ′′ , or even to force some of them to be used, by just including a lower bound in (4).
Although we have fixed the leftover sizes, the manager might decide to add the waste in the cutting pattern to the leftover size. Of course, this makes increasing the number of different leftover types which demands a higher control system.
In addition, model (1) - (6) is quite general and flexible to deal with higher dimensions, as the dimension and additional constraints of the cutting process is embedded in the pattern generation in
Step 2 of the Column Generation Algorithm (see Section 3). For example, in cutting plates sized LW, the manager can decide to have leftovers sized LsW, and/or LWs, by cutting the current demand using reduced objects sized (L-Ls)W and/or L(W-Ws). Therefore, in
Step 2 of the Column Generation Algorithm, the objective function is subject to (a1s ... ams) to be a cutting pattern for the plates (L-Ls)W, or L(W-Ws). The way a plate is cut, such as guillotined, 2-staged etc., determines the constraints in the pricing problem.
In order to solve the integer CSLP, heuristics can be designed as extensions of the residual heuristic in Poldi and Arenales (2009). Residual heuristics work as the following: solve LP relaxation of problem (1) -(6) and create rules to round the continuous solution to obtain integer values for the variables. Then, update demands and stocks, and repeat the steps. By solving the pricing problems with upper bounds on the number of items, so that any cutting pattern generated can be used at least once, the residual heuristics always converge.
