Abstract. Although most of the clustering literature focuses on onesided clustering algorithms, simultaneous clustering has recently gained attention as a powerful tool that allows to circumvent some limitations of classical clustering approach. Simultaneous clustering methods perform clustering in the two dimensions simultaneously. In this paper, we introduce a large number of existing simultaneous clustering approaches applied in bioinformatics as well as in text mining, web mining and information retrieval and classify them in accordance with the methods used to perform the clustering and the target applications.
Introduction
Simultaneous clustering, usually designated by biclustering, co-clustering, 2-way clustering or block clustering, is an important technique in two-way data analysis. A number of algorithms that perform simultaneous clustering on rows and columns of a matrix have been proposed to date. The goal of simultaneous clustering is to find sub-matrices, which are subgroups of rows and subgroups of columns that exhibit a high correlation. This type of algorithms has been proposed and used in many fields, such as bioinformatique [23] , web mining [8] , text mining [3] and social network analysis [18] . A wide range of different articles were published dealing with different kinds of algorithms and methods of simultaneous clustering. Comparisons of several biclustering algorithms can be found, in [23] and [27] . However, these comprehensive surveys focus only on algorithms used to genetic data analysis. In this paper, we give a brief description of a large number of existing approaches to biclustering including approaches based on mixture model, and those based on information theory.
Simultaneous Clustering Problem
Clustering is the grouping together of similar subjects. Standard clustering techniques consider the value of each point in all dimensions, in order to form group of similar points. This type of one-way clustering techniques is based on similarity between subjects across all variables.
Simultaneous clustering algorithms seeks "blocks" of rows and columns that are interrelated. They aim to identify a set of biclusters B k (I k , J k ), where I k is a subset of the rows X and J k is a subset of the columns Y. I k rows exhibit similar behavior across J k columns, or vice versa and every bicluster B k satisfies some criteria of homogeneity. A biclustering method may assume a specific structure and data type. Madeira and Oliveira introduce in their survey [23] some biclustering structures defined by : single bicluster, exclusive rows biclusters, exclusive columns biclusters, nonoverlapping biclusters with tree structure, and arbitrarily positioned overlapping biclusters. Biclusters can be with constant values, with constant values on rows or columns, with coherent values or with coherent evolution. There are many advantages in a simultaneous rather than one way clustering (table 1). In fact, simultaneous clustering may highlight the association between the row and column clustering that appears from the data analysis as a linked clustering. Furthermore, it allows the researcher to deal with sparse and high dimensional data matrices [2] . Simultaneous clustering is also an interesting paradigm for unsupervised data analysis as it is more informative, has less parameters, is scalable and is able to effectively interwine row and column information.
Table 1. Comparison between Clustering and Simultaneous clustering

Clustering
Simultaneous Clustering -applied to either the rows or the -performs clustering in the two columns of the data matrix separately dimensions simultaneously ⇒ global model. ⇒ local model. -produce clusters of rows or seeks blocks of rows and clusters of columns.
columns that are interrelated. -Each subject in a given subject -Each subject in a bicluster is selected cluster is defined using all the using only a subset of the variables variables. Each variable in a variable and each variable in a bicluster is selected cluster characterizes all subjects.
using only a subset of the subjects. -Clusters are exhaustive -The clusters on rows and columns should not be exclusive and/or exhaustive
Simultaneous Clustering Approaches
A survey of simultaneous clustering algorithms applied on biological data has been given by Madeira and Oliveira in 2004 [23] . These alogorithms are based on five approaches : Iterative Row and Column Clustering Combination (IR-CCC), Divide and Conquer (DC), Greedy Iterative Search (GIS), Exhaustive Bicluster Enumeration (EBE) and Distribution Parameter Identification (DPI). The IRCCC approach consists to apply clustering algorithms to the rows and columns of the data matrix, separately, and then to combine results using some sort of iterative procedure. The algorithms based on DC approach begin with the entire data in one block (bicluster) and identifies biclusters at each iteration by splicing a given block into two pieces. GIS approach creates biclusters by adding or removing rows/columns from them, using a criterion that maximizes the local gain. EBE approach identifies biclusters using an exhaustive enumeration of all possible biclusters in the data matrix. DPI approach assumes that the biclusters are generated using a given statistical model and tries to identify the distribution parameters that fit the available data, by minimizing a certain criterion through an iterative approach. -The bipartite graph methods consists in modeling rows and columns as a weighted bipartite graph and assigning weights to graph edges using similarity measure techniques. The created bipartite graph is then partitioned in a way that minimizes the cut of the partition, i.e. the sum of the weights of the crossing edges between parts of the partition. In [38] , the authors created a word-document bipartite graph. The graph was partitioned using a partial singular value decomposition of the associated edge weight matrix of the bipartite graph. Dhillon [12] used the spectral method for partitioning the bipartite graph constructed in the same way as in [38] . [28] proposed an isoperimetric co-clustering algorithm (ICA) for partitioning the worddocument matrix. ICA used the same model than spectral partitioning but instead of searching the solutions of the singular word-document system of linear equations, it converts the system to a nonsingular system of equations which is easier to solve. The bipartite graph methods are also used for gene expression analysis. One example is Statistical-Algorithmic Method for Bicluster Analysis (SAMBA) [31] .
-The variance minimization methods define clusters as blocks in the matrix with minimal deviation of their elements. This definition has been already considered by Hartigan (1972) [20] and extended by Tibshirani et al. [33] . Some examples are the δ-cluster methods, such as δ-ks clusters [7] , δ-pClusters [35] and δ-biclusters [10] , which search for blocks of elements having a deviation below δ. FLexible Overlapped biClustering (FLOC) introduced by [36] extend Cheng and Church δ-biclusters by dealing with missing values.
-Two-way clustering methods use one-way clustering such as kmeans [32] [17] [9] [26], Self Organizing Maps [5] , Expectation-Minimization algorithm [16] or an hierarchical clustering algorithm [15] to produce clusters on both dimensions of the data matrix separately. One-dimension results are then combined to produce subgroups of rows and columns called biclusters. These methods identify clusters on rows and columns but not directly biclusters.
-Motif and pattern recognition methods define a bicluster as samples sharing a common pattern or motif. To simplify this task, some methods discretize the data such as xMOTIF [25] or binarize the data such as Bimax [27] . Order-Preserving SubMatrices (OPSM) [4] searches for blocks having the same order of values in their columns. Spectral clustering (SPEC) [37] performs a singular value decomposition of the data matrix after normalization. Contiguous column coherent (CCC biclustering) [24] is a method for gene expression time series, which finds patterns in contiguous columns. Other Two-way clustering Categorical CROBIN [17] Other Two-way clustering Binary CTWC [15] Bioinformatique Two-way clustering Continuous Plaid Models [22] Bioinformatique Probabilistic and generative Continuous δ-biclusters [10] Bioinformatique Variance minimization Continuous δ-ks patterns [7] Bioinformatique Variance minimization Continuous ITWC [32] Bioinformatique Two-way clustering Continuous DCC [5] Bioinformatique Two-way clustering Continuous OPSM [4] Bioinformatique Motif and pattern recognition Continuous SAMBA [31] Bioinformatique Probabilistic and generative Continuous FLOC [36] Bioinformatique Variance minimization Continuous Spectral [37] Bioinformatique Motif and pattern recognition Continuous IT [13] Text Mining Probabilistic and generative Continuous BSGP [12] Text Mining Bi-partite Graph Categorical cHawk [1] Bioinformatique Bi-partite Graph Continuous [30] Other Probabilistic and generative Categorical Block-EM [16] Other Two-way clustering Continuous binary Block-CEM [16] Other Two-way clustering Continuous binary Cemcroki2 [26] Other Two-way clustering Categorical -Probabilistic and generative methods use model-based techniques to define biclusters [21] . Probabilistic Relational Models (PRMs) [14] and their extension ProBic [34] are fully generative models that combine probabilistic modeling and relational logic. cMonkey [29] is a generative approach which models biclusters by Markov chain processes. Gu and Liu [19] generalized the plaid models proposed in [22] to fully generative models called Bayesian BiClustering model (BBC). The latter models introduced in [6] and [19] are generative models which have the advantage that they select models using well-understood model selection techniques such as maximum likelihood.
Costa et al. [11] introduced a hierarchical model-based co-clustering algorithm. In their method the co-occurrence matrix is characterized in probabilistic terms, by estimating the joint distribution between rows and columns.
The table 2 presents main simultaneous clustering algorithms dealing with continuous, binary or categorical data, the approach they are based on and the domain of application.
Conclusion
The survey presented in this work can be used by the interested researcher as a good starting point to learn and apply some of the many techniques proposed in the last few years, and some of the older ones. Many interesting directions for future research have been uncovered by this review work, like the validation of biclustering methods and the statistical significance of biclusters.
