Introduction.
This paper investigates interpolation series for integral functions F(z) of exponential type from the Laplace representation (1.1) F(8)=-^f/«Vr¿r ¿TtJr in a manner similar to that given recently by R. C. Buck [4] . In his account the factor ez{ is expanded into a series of the form 2Z(T un(z)gn(Ç) and a series for F(z) of the form J^o" un(z)Tn(F) results from (1.1) on term by term integration.
In the present paper the factor /(f) is expanded in a series of the form ^o Tn(F)vn(Ç) and the same series as before then appears for F(z). The two methods give in broad outline similar results, but there are some properties which are exhibited better or even only by one of the two methods. Thus Buck's methods appear to be more powerful in dealing with Abel's series. The modified forms given by Schoenberg [15] for the Lidstone and Whittaker two point series however do not appear in Buck's analysis. They appear quite naturally below not only for the Lidstone and Whittaker series but also for the analogous Poritsky and Gontcharoff «-point series. Summability properties of these modified series are also exhibited clearly just as summability properties of the original series are exhibited in the work of Buck. The basis of the present paper suggested by the problem introduced in [18] .) Now the interpolation series of Gontcharoff or Poritsky are based on certain of the values F(n)(ap) assumed to be known. This information is expressed below in terms of the functions f(z, ctp) and leads to a simple functional equation for f(z) and hence to an interpolation series for F(z). On certain assumptions f(z) will be defined apart from poles whose residues then appear as undetermined constants. When all poles are excluded by conditions of growth imposed on F(z) one obtains the classical interpolation series. When all but a finite number of poles are so excluded one obtains series analogous to those given by Schoenberg for the two point expansions. These series justify uniqueness theorems sharper than those derived from convergence or summability of the original interpolation series. It is easy to modify them further so as to obtain series which are convergent for any integral function without restriction as to order [cf. 1; 9] . There results an explicit solution to a problem solved as to existence by Pólya [12]-When the same methods are applied to Abel's series relating to the determination of F(z) by the sequence of values F(n)(w), the results are less complete since more difficult functional equations are involved.
A final section compares certain special series and shows that summability properties have a certain consistency not always enjoyed by the convergence properties.
2. Notations and formulae of transformation. F(z) will throughout represent an integral function of exponential type (at most) so that a representation of the type*(l.l) is valid. The functions F(z) and f(z) are connected by the integral relations The functions Qn,Piz) defined by (3.12) G..p(*)=-f rn-Vp(f)e'r¿f 2triJ \x\=r are no longer polynomials since ^*(f) will have poles at the zeros of A(f). But they will differ from the polynomials P«.p(z) only by exponential sums of the type (3.8). Qn.P(z) can be considered as the remainder in an expansion asymptotic as n tends to infinity for Pn,Piz). The expansion (3.11) has been given by Schoenberg [15] in the case m = 2. Our derivation exhibits summability properties similar to those described in (a). Our results can be summed up in Theorem I. An integral function Fiz) of type A possesses the expansion (3.11), the infinite series being convergent. If E be the set of a* such that DiF) intersects the radius from a* to infinity, then TO 00
where the functions Qn,P(z) are defined by (3.12), and the infinite series are understood to be summed by the method of Mittag-Leffler as in (3.10). (b) When the series (4.4) holds the conclusion .F(z)=0 follows from the vanishing of the sequence (4.1). This is a stronger result than that deduced from the convergence of (4. where the H",Piz) are the remainders in an asymptotic expansion of the polynomials Gn,p(z). The second sum is finite, the Pk(z) being polynomials and the ak being zeros of A*(z).
(d) The series (4.5) will have summability properties similar to those discussed in remark (a) for the series (4.3).
We summarise these results in Theorem 2. An integral function F(z) of type A possesses the expansion (4.5), the infinite series being convergent. If E be the set of ai such that D(F) intersects the radius from a, to infinity, then TO 00
with the infinite series summed by the method of Mittag-Leffler. by means of an integral function F(z)l This problem has been completely solved. The conditions that Eo° anz2n/i2n) ! and Eo bnz2n/(2n) ! are integral functions which are clearly necessary for the solution of either part of (6.1) separately are sufficient for the simultaneous solution of both parts [17, p. 51]. The corresponding problem for the Whittaker series has a similar solution [16] . We show that the same is true for the generalised versions arising from Poritsky's problem and Gontcharoff's problem. Our method is similar to that of Appell and Hurwitz [l ; 9] . It will be enough to give the details for 9 one of the two cases. We consider the equations
, m; n = 0, 1, 2, )•
The process for the construction of a solution can be summarised as follows. We take the expansion (3.13), omit the finite sum and replace the coefficients F(-nm)(ap) by the required values An,p. If the series converges the construction of F(z) is complete, but this will be the case only if all the power series Eo° An,Pzmn/(mn)\ are integral functions of exponential type. To deal with the general case when these power series are assumed to represent integral functions without restriction as to order, we take the sequence of functions Qn,p(z) to have an order increasing with n in place of a fixed order. With p = 1 we see that and Rn is a suitable increasing sequence. Note first that A(f ) will be a sum of exponentials and for large |f| will be dominated by one or two terms (depending on arg f) of the form Aeai+Beßi.
It is clear then that a sequence Rn will exist such that n<Rn<n + l and such that |A(f)|>5 exp ( -CRn) (ô>0, c>0) on the circle |f | =R". It follows that, if the sequence Qn,i(z) is Now if m is large this critical type is approximately unity. The behaviour might be expected for large m to be similar to that of Abel's series. Here the critical type for convergence is however w = .278 • • • so that in this respect convergence properties of Abel's series do not appear as a limiting form of convergence properties of Gontcharoff's series. For Mittag-Leffler summability however the critical type for this special Gontcharoff series is still given by (8.1) and that for Abel's series is unity.
The situation with Poritsky's series in the special case ap = p-1 is similar. The determinant A(z) contains the factor exp (o3pz) -exp (o3qz) and the smallest zero of this factor other than zero is of modulus 2x/| wp-a>'|. If n is even this modulus takes its minimum when |wp-co3| =2 and if m is odd when |cop-«5| =2 cos (it/2m). Thus if m is even the critical type in this special case for convergence of Poritsky's series is x while if m is odd the critical type is x sec (x/2m). The "three point" expansion with m = 3 and critical type 2x/31/2 appears as the most powerful. For large m the critical type is approximately x and the series might be compared with the GregoryNewton series which determines F(z) by the sequence F(Q), F(l), F(2), --■ . In this case the critical type for convergence is log 2 and the critical type for summability is x [17, p. 52; 4, p. 288]. Similarly the critical type for con- 
