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Trapped ultracold gases are highly controllable experimental systems with unique quan-
tum properties, making them a brilliant medium for research in solid state physics, quan-
tum computation, and precision measurements. The standard technique for observing a
cold atomic sample is time-of-ight absorption imaging. While this provides valuable in-
formation regarding the distribution and quantum state of atoms, the process destroys the
sample via spontaneous emission and recoil heating, allowing for acquisition of just one
data point per experimental run. In this thesis we develop and implement a complementary
hyperne state sensitive, o-resonant, optical dispersive interrogation system that uses fre-
quency modulation spectroscopy to monitor the temporal dynamics of atomic population
during coherent dynamical processes in cold atom systems. The applicability of this robust
and powerful tool is expanded to simultaneously measure both the F = 2 hyperne state
population of 87Rb and the F = 9/2 hyperne state population of 40K. This dual-species
probe is used to monitor the sympathetic cooling process, whereby 40K is cooled indirectly
via collision with a sample of 87Rb, which itself is undergoing forced RF evaporative cooling.
The dispersive probing technique is then used to investigate a range of magnetic Feshbach
resonances in 87Rb. Feshbach resonances allow the atomic interaction strength to be pre-
cisely tuned via an external magnetic eld. Rapid and ecient location and identication of
four such resonances were demonstrated between the |F = 1,mF = 1〉 and |F = 2,mF = 0〉
states. Despite the resonance-induced loss features being . 0.1 G wide, only a small number
of experimental runs was sucient to explore a magnetic eld range> 18 G. The resonances
consist of two known s-wave features in the vicinity of 9 G and 18 G, and two previously
unobserved p-wave features near 5 G and 10 G. The dispersive detection approach is further
used to monitor the atomic loss in real-time, and directly characterise the two-body loss dy-
namics for each Feshbach resonance. We further characterise the four observed Feshbach
resonances by dispersively measuring the 2-body loss rate coecient, K21, as a function of
magnetic eld.
Finally, the dispersive probe method is paired with an FPGA-based feedback algorithm and
used to perform reliable transfer of 87Rb atoms to a target quantum state in the presence of
an unknown, random magnetic eld. The algorithm processes o-resonant optical measure-
ments of state populations during a microwave-induced adiabatic rapid passage in real time,
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Introduction and Literature Review
1.1 Context and motivation
1.1.1 Dispersive probing
Trapped ultracold gases have long been used as a highly controllable experimental testbed
for the investigation of exciting and fundamental quantum phenomena such as matter wave
interference [1], superuidity [2] and the BEC-BCS crossover1 [3]. The apparatus in our lab
at Otago routinely uses laser cooling and trapping methods to produce trapped ultracold gas
samples of 87Rb and 40K at temperatures down to∼ 50 nK and sizes∼ 10 µm. To manipulate
and observe the behaviour of such elusive samples in a controlled way, we need a method
to collect information on how the atom clouds evolve during our experiments.
Cold atom experiments typically use laser light to probe atomic cloud properties such as
size, shape and quantum state. In general, we will consider techniques where an incident
light eld is propagated through a sample of atoms. The atoms interact with the light eld,
changing it in some way, then the outgoing scattered light eld is measured to detect these
changes, giving us information about the atomic sample. This may be implemented using
either resonant light, via the absorptive light-matter interaction, or o-resonant light, via
dispersive light-matter interaction eects, such as Faraday rotation of the polarisation vec-
tor or phase shift of the light eld due to dispersion. The most familiar and widely used
technique, time-of-ight absorption imaging [4], uses the former. The sample is released
from the trapping potential and falls under gravity, expanding in size due to the momentum
distribution of the atoms in the sample. After an expansion time on the order of 10 ms a
1A crossover from a Bose-Einstein condensate (BEC) of diatomic molecules in an atomic Fermi gas to the
Bardeen-Cooper-Schrieer (BCS) state of weakly-correlated pairs of fermions.
1
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Figure 1.1: (a) Schematic of the resonant absorption imaging probe beam propagating through a sample of
ultracold atoms along the y-axis, casting a density-dependent shadow on the CCD. (b) Schematic of the o-
resonant dispersive probe beam propagating though a sample of cold atoms and onto a fast photodetector
along the z-axis. The details of the three-colour probing triplet are discussed in Sec. 4.1.3
pulse of laser light, resonant with an atomic transition, is incident on the cloud. Photons
in the probe beam are absorbed and spontaneously scattered out of the beam, projecting a
shadow onto a charge coupled device (CCD) camera. The extent of attenuation of the probe
beam depends upon the column density of atoms that are resonant with the probe beam,
so the image allows us to reconstruct the two-dimensional optical density distribution of
atoms in the cloud, along the probing axis [4]. From this we can calculate how many atoms
we have in the probed quantum state. A schematic of the absorption imaging process is
shown in Fig. 1.1(a).
Conventional absorption imaging provides valuable information on the spatial and momen-
tum distributions and internal quantum state of atoms. However, during the process the
atoms are released from the conning potential and undergo a strong resonant interaction
with the probe laser light, which heats up and destroys the sample via spontaneous emis-
sion (i.e., when the atoms see resonant light they absorb a photon and emit it in a random
direction, causing decoherence and heating of the atoms, which escape from the trapping
potential). This allows for acquisition of just a single data point, or a snapshot in time, on
each run of the experimental sequence. If our atoms are undergoing some dynamic process
we must run our experiment many consecutive times, incrementing the time at which we
capture our image in order to monitor their progress. For our experiment each run takes
on the order of 100 seconds, so this is can be a very time consuming process, and system-
atic errors may be introduced due to long-term drifts in experimental conditions. This has
motivated the development of a whole new class of probing schemes using o-resonant
light to reduce the spontaneous scattering rate of photons away from the probe beam, such
as dispersive dark-ground imaging [5], phase contrast imaging [6, 7], and Faraday imag-
ing [8–10]. (An exception is the modied technique of partial-transfer absorption imaging,
where a fraction of the sample is transferred to an auxiliary state and resonantly imaged,
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leaving the rest of the sample intact [11].)
For many applications the object of interest is not the spatial distribution of the cloud, but
the temporal evolution of the atomic population within a given probing volume (an integral
of the spatial distribution over that volume). For this class of measurements, a single fast
photodiode would suce for ecient data collection. This approach, in particular in con-
junction with o-resonant probe light, has for example been used to monitor breathing [12]
and spatial centre-of-mass oscillations [13] of trapped atomic samples, Rabi oscillations be-
tween hyperne states [14, 15], monitoring forced evaporative cooling of trapped atomic
gases [16], gradient magnetometry [17], phase-space dynamics of spinor condensates [18],
Larmor precession [19], the dynamics of nonclassical collective spin states [20], and the
phase transition to Bose-Einstein condensate (BEC) [21]
While the spatial information imprinted on the probe laser beam is not retained, a photodi-
ode provides an eective means for collecting high-bandwidth real-time temporal informa-
tion during dynamical processes, for example, recording Rabi oscillations at a sample rate
of ' 1 MHz [22]. Dispersive probing of atoms can also lead to a class of quantum non-
demolition measurements due to the backaction of the o-resonant light on the atoms, and
this eect has been used to engineer spin-squeezed states of atomic ensembles [23–27]. Fi-
nally, closed- or open-loop feedback control routines based on dispersive probing have been
employed to demonstrate reduced shot-to-shot noise uctuations [10] and to stabilise atoms
numbers [16].
On transmission through an optically thick medium, o-resonant light will incur a phase
shift proportional to the refractive index of the sample but has a small eect on the internal
quantum state of the atoms due to a low spontaneous scattering rate (in the limit of small
phase shifts ( π)). The resulting light eld is collected by a photo-diode, and the technique
of frequency modulation spectroscopy used to demodulate the optical frequency signal to a
DC signal proportional to atomic population. Dispersive probing can be done with a small
perturbation to the motional state of the atoms, due to low spontaneous scattering rate
of photons away from the probe beam. While spontaneous emission still occurs with far-
detuned light, the rate of spontaneously scattered photons drops o with the square of the
detuning 1/∆2, while the phase shift decreases more slowly, as 1/∆ [28, 29]. There is thus
a trade-o between information gained via the phase shift and the decoherence and loss of
atoms induced by the absorption as we change the detuning [28, 30, 31].
An alternative, and popular, route to dispersive probing is Faraday probing/imaging, which
uses the Faraday eect. The Faraday eect is based on asymmetric phase shifts experienced
by light of two dierent circular polarizations (arising from the decomposition of a linearly
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polarised light eld) in the presence of a magnetic eld along its direction of propagation.
While Faraday imaging is very powerful when the background magnetic eld is constant,
it is of little use when the magnetic eld is purposefully being varied, as in many of our
experiments. For example, in order to access magnetic Feshbach resonances we must vary
the strength of an applied magnetic eld along the direction of probe beam propagation,
which will cause the plane of polarisation of the probe beam to rotate upon transmission
though the sample. This could potentially impair the ability of a Faraday probing/imaging
technique to extract useful information from the sample.
Our method using a photodiode performs better in terms of bandwidth than imaging tech-
niques, which are often limited by the frame rate of the camera. For example, the data in [9]
are acquired at a rate of 2 kHz. Our method has been used to acquire data at rates upward of
2 MHz, and downward of 1 Hz, which makes it useful in investigating atomic dynamics on
timescales over 6 orders of magnitude. Dispersive probing has proved to be a powerful diag-
nostic tool in our lab during manipulation of trapped atomic samples and allows for atomic
population dynamics to be monitored eciently in real-time, saving valuable experimental
up-time. Figure 1.1(b) shows a schematic of the dispersive probing conguration.
Earlier versions of the dispersive probing system were described and used in our previous
work [16, 17, 32]. In this thesis I only report on the upgraded, more advanced version de-
veloped as a part of my doctoral studies, which is distinct in many ways from these earlier
iterations, including an extension to a dual-species system, which monitors the evolution of
two dierent atomic species simultaneously.
1.1.2 Feshbach resonances
Elastic two-body interactions between atoms are of paramount importance in ultracold sys-
tems as they govern the rethermalisation of a sample during evaporative cooling and the
stability and lifetime of the resulting condensate. The ability to tune interatomic interactions
gives us the opportunity to study interesting few-body and many-body physics problems,
such as ultracold molecule formation [33–35], Emov physics [36–40], and the Bardeen-
Cooper-Schrieer (BCS) super uid (SF) to Bose-Einstein condensate (BEC) crossover regime
[41,42]. At a Feshbach resonance the atomic scattering length (a parameter which describes
the strength of interactions between atoms during an elastic collision, at the low-energy
limit) diverges, with attractive atomic interactions taking place on one side of the resonance
and repulsive interactions on the other. The system can be tuned through this resonance
by varying the strength of an external magnetic eld, precisely controlling the strength
and sign of atomic interactions during collisions, for example in the association of ultra-
cold molecules [43]. Generally, atomic species are equipped with a complex portfolio of
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Feshbach resonances, the study of which has remained an active eld for more than two
decades [44–46], in particular because such resonances provide an invaluable tool for tun-
ing the scattering properties of atoms through external elds [47].
Recent experiments include controlling the two-body Feshbach losses using electromagnet-
ically induced transparency [48], investigation of p-wave Feshbach resonances in 6Li [49]
and 85Rb–87Rb mixtures [50], creation of ultracold molecules by photoassociation [51], and
an interorbital Feshbach resonance in 173Yb [52]. There have also been recent proposals to
produce magnetic Feshbach resonances using rf elds [53, 54] and optical Feshbach reso-
nances using Rydberg molecular states [55].
The atom loss dynamics for a trapped ultracold atomic system driven by a Feshbach res-
onance are usually characterised via the total atom number, disregarding detailed spatial
information, using cumbersome atom loss spectroscopy. Feshbach resonances thus fall per-
fectly into the category of phenomena that can be eciently explored through integrated
dispersive measurements (the atom loss dynamics for a trapped gas driven by a Feshbach
resonance is usually characterised via the total atom number, disregarding spatial informa-
tion) and are an area of ultracold gases which have not yet been studied using such dispersive
monitoring techniques.
In this thesis we present the results of using hyperne state sensitive dispersive probing —
measurement of the quantum state dependent phase shift acquired by an o-resonant probe
beam as it passes through an optically thick sample of atoms — for eciently locating and
exploring the loss dynamics in connection to magnetic Feshbach resonances. In particular
we consider 87Rb, which is one of the most prolically used species in cold atom experiments
worldwide, motivating the quest for a thorough understanding of its scattering properties,
including details of its landscape of Feshbach resonances [56–58]2.
1.1.3 antum state control via in-situ feedback
A next step for us is to use the information acquired with the dispersive probing system
to improve our level of control of the atomic sample. Measurement and control of quan-
tum systems is a hugely important area of study, with improvements leading directly to
breakthroughs in areas of quantum technology such as quantum information and quantum
metrology [59–62]. We regularly perform open-loop quantum control - that is, executing a
precise and predetermined sequence of actions to prepare an atomic sample in a particular
quantum state, or to carry out a particular dynamical process.
2Units of gauss rather than tesla (the accepted SI unit for the magnetic eld) have been used throughout
this thesis, as is conventional in this eld of physics. The conversion is 1 G = 10−4 T.
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The control of quantum systems in the presence of uncertain or uctuating conditions (for
example, unstable background magnetic eld drift) is still a challenge, and dispersive prob-
ing oers a method for in-situ measurement of the quantum state population that can be
used as a classical “measurement” in a closed-loop feedback system. This allows the se-
quence of actions to be modied in real-time in a way that is dependent on information
gained from the system in-situ, leading to the desired process or state preparation to be
completed with high delity. We present a specic application of this in Ch. 7, where the
context and motivation are considered in more detail (see Sec. 7.1).
1.2 Thesis outline
In this thesis we describe the basic principles and implementation of a powerful tool in the
realm of ultracold gases, dispersive probing. Probing and manipulating ultracold atom sam-
ples relies heavily on the interactions between light and matter, so the relevant theoretical
framework for this topic is rst explored in Ch. 2, in particular focussing on a semiclas-
sical description of absorption and dispersion of light and coupling of an atomic sample
with a near-resonant optical eld. Chapter 3 outlines the key experimental control systems,
techniques and apparatus used for this work, and the theoretical and experimental details
of the dispersive probe beam preparation, propagation, detection and post-processing are
then presented in Ch. 4. These three chapters set the scene for a triad of results chapters,
beginning with Ch. 5 where everyday diagnostic uses of the dispersive probe system in cold
atom experiments are highlighted and the dual-species 40K/87Rb dispersive probing system
is used to investigate the cooling process crucial to generation of bosonic and fermionic de-
generate gases. Chapter 6 introduces the concept of Feshbach resonances and explores their
detection using the dispersive probing system - four resonances in the 87Rb |1, 1〉 + |2, 0〉
mixed-spin channel are detected and characterised in terms of loss rate coecients [63].
Finally, in Ch. 7 the dispersive monitoring technique is partnered with an electronic closed-
loop feedback system to increase the delity of a quantum state preparation process in the
presence of an unknown magnetic eld perturbation [64]. Results from Ch. 6 and Ch. 7 have
been published in peer-reviewed journals, so the chapters are largely self-contained, with
introductory and concluding passages remaining integrated in a similar way to how they
appear in the corresponding manuscripts [63, 64]. While this leads to some minor repeti-
tion in places, I have chosen to present my work in this way to maintain the full context
surrounding each of these two pieces of work. Chapter 8 concludes my work, and I discuss
possible future research directions.
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1.3 Why rubidium-87?
The majority of the work in this thesis is carried out using rubidium-87. Historically, alkalai
atoms have been the preferred candidates for cold atom experiments due to their electronic
structure, with a single valence electron, being well suited to laser cooling [65]. The 780 nm
transition frequency required to trap and cool rubidium-87 in particular was readily acces-
sible by the inexpensive commercial laser diodes of the 1990s and the relatively high vapour
pressure makes it simple to generate the vapour required for experiments [66, 67]. On top
of being relatively straightforward to work with, rubidium has an intricate hyperne and
Zeeman-level structure that allows complex and well-controlled manipulation with micro-
wave and radio-frequency radiation and oers a rich spectrum of Feshbach resonances that
allow tuning of atomic interactions to generate interesting dynamics.
1.4 Division of labour
Much of the work which makes up this thesis has been a group eort, as is most of what
we do in the Light and Matter Research group, and I would like to make clear the individu-
als who deserve credit. First of all, the BEC apparatus and crossed-beam dipole trap set up,
which provide the context for my work, were largely established by Dr Ana Rakonjac dur-
ing her PhD. Further developments to this system, and its many vital add-ons (such as the
microwave eld generation system and upgrades to the absorption imaging setup, exper-
imental control program, laser systems etc.) have been an ongoing eort by all the group
members over the last few years, including Professor Niels Kjærgaard, Dr Amita Deb, Dr
Ryan Thomas, Milena Horvath, Matthew Chilcott, Craig Chisholm, Dr Julia Fekete, Thomas
McKellar, Kris Roberts, Jeremy Lee-Hand, and myself. I was assisted with some of the ex-
perimental development, data acquisition and analysis for my thesis work by Amita. In par-
ticular, he was involved in preliminary investigations into the behaviour of the dispersive
probe beam in high-density samples and dispersive probing of Feshbach resonances. Finally
of course, Professor Niels Kjærgaard should be credited for the vital role he played in the
guidance of the project, and for his innovative ideas and useful calculations and simulations.
1.5 Publications
Results from Ch. 6 of this work have been published in Physical Review A under the title
“Dispersive optical detection of magnetic Feshbach resonances in ultracold gases” [63]. The
bulk of the work that went into this publication, including experimental design, data acqui-
sition and analysis, and preparation of the manuscript, was done by myself, though there
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were several others who contributed at dierent stages of the process. Preliminary experi-
ments were performed by myself, Amita, and Milena, and I was assisted with data analysis
by Amita and Niels. Dr Eite Tiesinga (JQI & NIST, Maryland) provided the theoretical data
to compare my experimental data to, and Eite, Niels and Amita all provided critical feed-
back which helped to produce a polished nal manuscript. Ryan Thomas was also a useful
local consultant on the theoretical data provided by Eite, and guided some of my decisions
regarding this.
Results from Ch. 7 have been published in European Physics Journal D under the title “De-
terministic quantum state transfer of atoms in a random magnetic eld” [64]. Again, the
majority of the work that went into this publication was done by myself, but several others
played valuable roles in the process. Matthew led development of the FPGA hardware and
software and helped me to integrate it into the main experimental system, while Ryan and
Amita provided support while I performed the experiments. I analysed the data myself, and
Amita and I performed the simulations. Niels and I prepared the manuscript, with input and
comments from all authors.3
In addition to these, some details of the experimental setup and preliminary results relating
to Ch. 6 have appeared in the Proceedings of SPIE under the title “Dispersive light-matter
interaction in programmable optical tweezers” [32], following a talk I presented at SPIE
Optics + Photonics 2015.
3We also thank Jevon Longdell and Daniel Schumayer for critically reading our manuscript, and acknowl-




To understand how light can be used to obtain information about an atomic medium, we
rst need to consider how light1 and matter interact. There are two intricately intertwined
halves to the light-matter story, both of which are central to this thesis. To understand dis-
persive probing, we are primarily interested in how the atoms in our sample aect the probing
electromagnetic eld, typically in a weak interaction regime where the light eld is detuned
from resonance. On the other hand, preparation of the quantum states required for the work
in this thesis requires an understanding of how an incident (microwave) electromagnetic eld
aects the atoms – typically in a strong interaction regime where the light is on- or near-
resonance. We also need to investigate how the atomic sample is aected by the optical
dispersive probe eld in order to interpret some of our results and determine the limitations
of the technique.
The coupling of light and matter can be approached in three main ways: classically, where
the light eld and atoms are both treated as classical objects; semiclassically, where the eld
is still treated classically but the atoms are treated quantum mechanically; and using quan-
tum electrodynamics (QED), where a full quantum-mechanical description is used. I begin
this chapter by briey introducing a classical description of the light-matter interaction,
then will go on to present a semiclassical treatment, which is the simplest working theory
for the situations considered in this work. I will not delve into QED here, but detailed ac-
counts can be found in textbooks such as [29] and [68]. I will also consider the theory of
the weak- and strong-interaction regimes separately, in Sec. 2.1 and Sec. 2.2 of this chapter,
respectively.
1It is worth noting that ‘light’ includes all electromagnetic radiation, not only that within the visible spec-
trum.
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2.1 Absorption and dispersion of light
In a nutshell, when light is incident on a medium, that medium responds by generating a
scattered light eld, which is then superimposed on the incident eld to give a new out-
going eld. The character of this outgoing eld compared to the incident eld can inform
us about the medium that created it, and the two major eects are absorption and disper-
sion. The concept of dispersion of a light eld is pivotal to the probing technique, and is
what produces our measurable variable – the phase shift of the electromagnetic eld upon
propagation through an atomic medium. Our goal in this section is to lay the foundation
for understanding this interaction and how to attribute the changes in the light eld to each
of the mechanisms at play. Parts of this section will roughly follow the treatment of this
problem presented in Chapter 13 and Appendix C of [69], though the conventions used to
dene the quantum wavefunction and the density matrix vary slightly (see App. A of this
thesis for details).
2.1.1 Response of a medium to an electromagnetic field
In classical electrodynamics light is modelled as an electromagnetic wave that can be de-
scribed by the propagation of electric and magnetic elds,E(r, t) andB(r, t), governed by
Maxwell’s equations through a medium or in a vacuum. Maxwell’s equations in a medium
can be rendered into a decoupled and more intuitive form known as the electromagnetic











where P is the polarisation density, or electric dipole moment per unit volume of the
medium. The left hand side of Eq. (2.1) is the homogeneous wave equation for electromag-
netic waves propagating in a vacuum. The presence of the nonzero term on the right hand
side leads tomodications to the waves resulting from the interaction between light andmatter.
This way of casting the equation helps to emphasise that the source of the driving dynamics
in the light-matter system is polarisation, so this is where we begin.
Polarisability of an atom
Consider a single neutral atom, with a positively charged nucleus surrounded by negatively
charged electrons, illuminated by a plane wave light eld. The electric eld component of
the incoming light will polarise the atom, inducing a displacement between the positive and
negative charges to create a dipole moment d = −ex, where e is the charge on an electron
and x the charge displacement. Since the electric eld will oscillate at the frequency of the
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light wave (in a linear medium), so too will the dipole moment. Under the electric dipole
approximation the electric eld can be considered to be constant over the spatial extent
of a single atom, as long as the atomic dimension is signicantly smaller than the optical
wavelengths used (i.e. |x| ∼ 1 Å λ ∼ 1 µm). In linear optics the dipole moment is then




α(ω)ij · Ej(ω), (2.2)
where α is a complex rank-2 tensor called the dynamic polarisability2 that denes the scalar,
vector and tensor ac Stark shifts in the atom’s energy levels when under the inuence of an
external electric eld [70, 71]. The phase of the dipole moment with respect to the electric
eld depends on the system detuning, as we will see later in this chapter.
Susceptibility of a medium
Just as polarisability is a microscopic property characterising response of individual atoms to
the incident eld, susceptibility,χij , is a bulk property that denes the macroscopic response





where N is the number density of atoms in the medium, which we assume at this stage to
be a slab of atoms with uniform density3. We also assume we are at a low enough atomic
density that the response of a given dipole moment to the eld is independent of all other
dipole moments in the vicinity, so the eect adds linearly (i.e. that there are no dipole-
dipole interactions). In general χij is a rank-2 tensor like polarisability, but if we assume
our medium is isotropic (that is, the polarisation density and the electric eld are parallel)
it reduces to a scalar, χ, which we will use from here onward. Susceptibility is the constant
of proportionality between an electric eld and the induced polarisation density (P = Nd)
(in the Fourier domain),
P (ω) = ε0χ(ω)E(ω). (2.4)
2From here on I will refer to the dynamic polarisability as simply the ‘polarisability’, but note that it is
distinct from the static polarisability, which describes the response of a medium to a static electric eld.
3Note that the samples used in this work are not innite slabs of constant density, but rather blobs of atoms
with a 3D Gaussian density prole, in general.
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Complex index of refraction
If we assume a monochromatic plane-wave driving eld propagating in the z direction and
linearly polarised along ε̂,




−i(ωt−kz) + c.c. (2.5)
(where c.c. denotes the complex conjugate expression), the wave equation Eq. (2.1) leads us













where the complex index of refraction, is dened as
n2(ω) ≡ 1 + Nα(ω)
ε0
= 1 + χ(ω). (2.7)
The complex refractive index describes how the incoming light eld will interact with the
atomic medium to produce a scattered eld, and can be written as the sum of its real and
imaginary parts,
n(ω) = nR(ω) + inI(ω), (2.8)















From this we can see that there are two terms governing the behaviour of the eld as it
propagates – the complex exponential term oscillates in the same way as before, but now
with a phase delay governed by the phase velocity vp = c/nR(ω); then there is an exponen-
tial term that damps the electric eld. The intensity of the light is proportional to the square
of the electric eld,
I(z) = I0e
2nI(ω)ωz/c ≡ I0e−a(ω)z (2.10)
where we have dened the absorption coecient a(ω) = 2ω
c
nI. It is evident from Eq. (2.9)
that the imaginary part of the refractive index determines the absorption properties of the
medium, while the real part determines the dispersion properties.
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2.1.2 Semiclassical response of a two-level atom
To get further toward understanding the nature of the absorption and dispersion interac-
tions, we must derive an expression for the polarisability of the atoms in our medium. We
will take a semiclassical approach, where the light elds are still treated classically while the
classical model of the atom is replaced with a quantum model with discrete energy levels.
Seing up the system
We start by considering a simplied two-level atom illuminated by an incident monochro-
matic light eld4. The ground state is indicated as |1〉 and the excited state |2〉, the resonant
frequency of the transition between the states is ω0 = (E2−E1)/~, and the detuning of the
incident light eld from this resonance is dened as ∆ = ω − ω0.
The quantum state of our two-level atom can be represented as the linear superposition,
|Ψ〉 = a1(t)|1〉+ a2(t)|2〉, (2.11)
where the coecient ai(t) = ai,0e−iEit/~ corresponds to the probability amplitude of state





|Ψ(r, t)〉 = Ĥ|Ψ(r, t)〉. (2.12)
We dene the Hamiltonian of the system to be
Ĥ = ĤA + V̂ (t), (2.13)
where ĤA is the time-independent free atomic Hamiltonian and the time-dependent per-
turbation is described by the light-atom interaction Hamiltonian [69],
V̂ (t) = −d̂(t) ·E(t), (2.14)
with d̂(t) being the dipole moment operator.
The induced dipole moment is given by the expectation value of the dipole moment operator
in the steady state,
〈d〉 = 〈Ψ|d̂|Ψ〉, (2.15)
4The two-level approximation is valid provided we consider only near-resonant interactions, with transi-
tions to all other levels far-o-resonant.
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or in the density matrix formalism,
〈d〉 = tr(ρ̂d̂), (2.16)
where ρ̂ is the density matrix and we denedab = 〈a|d̂|b〉 to be the dipolematrix elements for
the transitions between |a〉 and |b〉 (distinct from the induced dipole moment). Substituting
in our general two-level atom superposition state dened in Eq. (2.11), and noting that the
dipole moment operator is Hermitian (d21 = d∗12) and has odd parity (such that the diagonal
elements are zero, d11 = d22 = 0) we get
〈d〉 = d12(a∗1a2 + a∗2a1)
= d12(ρ21 + ρ12).
(2.17)
So in order to derive an expression for the induced dipole moment, and thus the complex
polarisability, we must determine the coecients (or equivalently, the density matrix ele-
ments).
Optical Bloch equations
The next step is to substitute Eq. (2.11) and Eq. (2.13) into Eq. (2.12), to give an expression
for the Schrödinger equation that governs this semiclassical light-atom system, and project
this with 〈1| and 〈2| to give the set of coupled rate equations,
i~ȧ1 = E1a1 + V11a1 + V12a2
i~ȧ2 = E2a2 + V21a1 + V22a2,
(2.18)
where Vij = −E · dij . From the previous section we can deduce that V11 = V22 = 0 and
V21 = V12 = −12d12(E0e
−i(ωt−kz) + c.c.). If we x the ground state energy to be zero, such






















5Note that we are considering weak elds where Ω0  Γ, otherwise the medium can give rise to nonlin-
earities.
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It is convenient to make a unitary transformation to a coordinate system rotating at the
frequency of the applied laser eld [72], which amounts to dening new coecients g1(t) =

















We then apply the rotating wave approximation (RWA), which assumes |∆|  ω + ω0, so
we are close enough to resonance that any terms rotating at 2ωt average to zero over the











Equation (2.22) describes well an ‘ideal’ driven two-level system, but to make it more realistic
we must include a damping term to account for spontaneous emission and any other forms
of damping that may arise. This can be accomplished by considering the coherences of the
system, in the density matrix formalism (see Appendix A for an overview that denes the
conventions I am using in this treatment). Let us write Eq. (2.22) in terms of the density














(note that because the density matrix is Hermitian, we have that ˙̃ρ12 = ˙̃ρ∗21). When expressed
in terms of the density matrix elements in this way, this set of rate equations is referred to
as the Optical Bloch Equations (OBEs).
We then add a damping term into the OBEs to account for the population and coherence
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(ρ̃21 − ρ̃12) + Γρ22
(2.24)
where Γ is the rate of spontaneous emission from the excited to the ground state [69].
Dening the real-valued Bloch variables allows us to express the OBEs in a more intuitive
form. These variables are,
u = ρ̃21 + ρ̃12,
v = i (ρ̃21 − ρ̃12) ,
w = ρ22 − ρ11,
(2.25)
where u and v dene the coherences and w is the population inversion of the system. The
(u, v, w) variables dene a vector that represents the state of the two-level system,
S = uû+ vv̂ + wŵ. (2.26)
This “Bloch vector” lies on (pure states) or within (mixed states) a “Bloch sphere” of radius
1, which serves as a geometric representation of the quantum state of a two-level system.
Our expression for the expectation value of the dipole moment operator, Eq. (2.17), can now
be expressed terms of the Bloch vector elements as
〈d〉 = d12 [u cos (ωt)− v sin (ωt)] . (2.27)





v̇ = −∆u− Γ
2
v + Ω0w,
ẇ = −Ω0v − Γ (w + 1) ,
(2.28)
where we have used the fact that the population is normalised, ρ11+ρ22 = 1, to put the third
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equation into this form. The steady state solutions6 to this set of coupled rate equations are






























Substituting these into Eq. (2.27) gives us an expression for the induced dipole moment in




















We now consider the denition of atomic polarisability from Eq. (2.2), which for a two-level
system is 〈d〉 = Re{α̃Ẽ}, where α̃ is the complex polarisability and Ẽ = E0e−iωt is the
complex electric eld. Expanding the complex quantities out into real and imaginary parts
gives us,
〈d〉 = Re{[αreal + iαimag] [cos (ωt)− i sin (ωt)]}E0
= [αreal cos (ωt) + αimag sin (ωt)]E0.
(2.31)
Comparing this to Eq. (2.30) and using the denition of Rabi frequency, Ω0 = d12E0~ , we can














which can be expressed in terms of its real and imaginary parts,






















6In ‘steady state’ the time derivatives on the left-hand side of Eq. (2.28) are zero. This happens when the
timescales we are considering are 1/
√
Γ2 + ∆2.












Figure 2.1: (a) Imaginary and (b) real parts of the complex refractive index n(ω), plotted as a function of ∆/Γ.
Expression for complex index of refraction
We can now use Eq. (2.3) and Eq. (2.7), along with the assumption that the medium is weakly
polarisable, so |n(ω)| ∼ 1, to write down the expressions for the real and imaginary com-

























From this we can see that the nI(ω) and nR(ω) functions are Lorentzian and dispersive line
shapes, respectively. It is evident from these expressions that when we are away from res-
onance (∆  {Γ,Ω0}), the real part (proportional to the dispersive phase shift, as evident
from Eq. (2.9)) falls o with the detuning (1/∆) while the imaginary part (proportional to
the absorption coecient) falls o faster, with the square of the detuning (1/∆2). This is the
principle used by the dispersive probing method of this thesis, as detuning is adjusted such
that our atomic sample is a near loss-less dispersive medium. The general behaviour of the
refractive index as a function of ∆/Γ is plotted in Fig. 2.1.
The approximations used in this section break down in the strong-coupling regime, where
we obtain a signicant amount of excited state population. In addition, where a single quanta
is sucient to induce a signicant change in the medium, one must use the full quantum
theory. However, since the interactions we are primarily interested in are with o-resonant
light (∆ ' 400 MHz typically, for the dispersive probe light used in this work), we can
assume that the excited state population stays small, so a semiclassical treatment is valid
and Eq. (2.34) provides a good description of the atom-light dynamics in our work.
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Dipole matrix elements
To determine the complex refractive index for our medium we need to be able to calculate
the dipole matrix elements that characterise the coupling strength of level transitions in
our atomic medium. We will be considering |F,mF 〉 states (see Sec. 2.3 for details) so the
elements we need to calculate are the d212 where |1〉 = |F,mF 〉 and |2〉 = |F ′,m′F 〉. These
are derived by [28] to be,
d212 = |〈F ′,m′F |d|F,mF 〉|2 =(2F ′ + 1)(2F + 1)
(





J J ′ 1




(2J ′ + 1),
(2.35)
where (...) denotes the Wigner 3–j symbol and {...} the Wigner 6–j symbol [73, 74] and
q = {−1, 0, 1} denotes the polarisation of the incident light eld relative to the quantisation
axis of the atoms (q = ±1 corresponds to σ± polarisations, and q = 0 corresponds to π
polarisation).
2.2 antum state preparation
As well as its use in probing an atomic sample, electromagnetic radiation can be used to
purposefully manipulate the internal quantum state of trapped atoms. In order to address
transitions within the atomic structure we must move into the regime where Ω0  Γ and
use more strongly-coupled coherent radiation elds, such as suitable laser light or micro-
wave radiation, to produce a perturbation of the atomic Hamiltonian.
In this work we use stable and precise microwave frequency radiation (∼GHz) to address
transitions between magnetic hyperne states within the ground state manifold (outlined
later for 87Rb and 40K in Sec. 2.2). The topic of near-resonant quantum state transitions in
a quasi-two-level system has been treated extensively in many texts [29,72, 75–77] so I will
not cover it in detail, but touch briey on the two methods of state preparation that are used
throughout this work: Rabi oscillations, and adiabatic rapid passage (ARP).
2.2.1 Rabi oscillations
We follow the same treatment presented in Sec. 2.1.2 up to Eq. (2.22), the rate equations
for the population in each of the two levels of an ideal two-level atomic system. These can
then be solved for a near-resonant microwave eld with xed frequency, ω, incident on an
ensemble of atoms, in the case that all atoms begin in the initial state |1〉 (i.e. initial condition
20 Chapter 2. Light-Matter Interactions
Figure 2.2: Population dynamics of an atomic sample driven by a near resonant electromagnetic eld at ∆ = 0
(yellow solid line), ∆ = Ω0/2 (dotted blue line), and ∆ = Ω0 (dashed green line).

















(this reduces to the Rabi frequency dened in Eq. (2.19) on resonance). Of course in a two-
level system the ground state population is given by |g1(t)|2 = 1 − |g2(t)|2, so when near-
resonant light is incident on the sample the two populations oscillate π-out-of-phase with
one another in a process colloquially coined “Rabi-opping”. To induce a 100 % population
transfer from one state to the other we can use a pulse of microwaves at the precise res-
onance frequency and with a duration of tπ = π/Ω0; this is called a π-pulse. Figure 2.2
shows Rabi opping for three dierent values of the detuning, ∆ = {0,Ω0/2,Ω0}. Note
that a larger detuning results in faster oscillations with an amplitude less than one, and in
an ensemble of atoms there will typically be dephasing among them that causes damping
of the observed Rabi oscillations over time.
2.2.2 Adiabatic rapid passage
An alternative to the sensitive method of using a resonant frequency pulse to transfer atoms
between states is a technique called adiabatic rapid passage (ARP) [78]. In ARP, the fre-
quency of the driving electromagnetic eld is swept across a range containing the resonance,
from either above or below. This amounts to a rotation of the torque vector from one pole of
the Bloch sphere to the other [75]. For ecient population transfer, ARP must be “rapid” in
the sense that the total sweep time is short compared with the natural lifetime of the excited
state, otherwise there will be spontaneous decay back to the initial state during the trans-
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fer7 [79]. However, it must not be so fast that the Bloch vector ~R cannot follow the changing
axis of the torque vector ~Ω adiabatically8, i.e the adiabatic theorem must apply [80].
Because this method uses a frequency sweep much wider than the width of the resonance,
the transfer eciency is insensitive to small variations in parameters such as local magnetic
eld and pulse width [81]. To induce near 100 % population transfer the frequency sweep
must be optimised in terms of range, sweep rate, and Rabi frequency.
2.3 Atomic structure of 87Rb and 40K
In this section I will give a brief overview of the relevant electronic structure of the two
atomic species used in the present cold atom experiment at Otago: 87Rb (a bosonic particle)
and 40K (a fermionic particle). These species were chosen due to their (relatively) simple
atomic level structure (a result of having a single valence electron, surrounded by closed
electron orbitals), easy-to-produce and nearby transition wavelengths (780 nm and 767 nm),
and scattering properties that are favourable for the generation of Bose-Einstein conden-
sates and degenerate Fermi gases, respectively (large and repulsive elastic cross-sections
allow for ecient cooling processes, and low inelastic scattering cross-sections mean three-
body losses are not prohibitive). Further details on the atomic structure of 87Rb can be found
in [82], and for 40K further details can be found in [83].
Fine structure
The work in this thesis will involve manipulation of the internal quantum states of the D2
lines of both 87Rb and 40K atoms. The D2 lines refer to the 52S1/2 → 52P3/2 transition in 87Rb,
and the equivalent 42S1/2 → 42P3/2 transition in 40K, which are each a component of a ne-
structure doublet [82]. Another set of transitions, 2S1/2 → 2P1/2, make up the D1 line (the
other half of the ne-structure doublets) and correspond to wavelengths of∼ 795 nm (87Rb)
and∼ 770 nm (40K). We will not consider the D1 lines in this work as their interaction with
the wavelengths we will be working with is negligible. This ne structure emerges from the
coupling between the orbital and spin angular momentum of the valence electron, denoted
by L and S, respectively. The degeneracy of the electronic ground (2S1/2) and D2 excited
(2P3/2) states are broken by two perturbations: hyperne splitting and Zeeman splitting.
7Note that for ground state microwave transitions in 87Rb the spontaneous decay lifetime is extremely
long, so one can sweep over ∼ 1 s timescales.
8In the Bloch sphere representation, the Bloch vector precesses about the torque vector at the eective
Rabi frequency, Ω.
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Figure 2.3: (a) Hyperne structure of the 87Rb D2 line, showing ground (52S1/2) and excited (52P3/2) states [82]
(not to scale). The probe and repump transitions used in ultracold sample preparation are indicated in red and
the numbers in parenthesis are the hyperne energy shifts in MHz. (b) Zeeman structure of the ground state
of 87Rb in a nonzero magnetic eld. The atomic states are specied in the form |F,mF 〉.
Hyperfine structure
Hyperne splitting is a result of the coupling between the total electron angular momentum,
J = L + S, and the total nuclear angular momentum, I. Hyperne levels are identied by
their total atomic angular momentum quantum number,F = J+I. For 87Rb, I = 3/2, which
results in two hyperne levels for the ground (52S1/2) state (F = 1, 2) and four hyperne
levels for the excited (52P3/2) state (F = 0, 1, 2, 3). The set of transitions 52S1/2 → 52P3/2
correspond to light at a wavelength of∼ 780 nm. In the case of 40K, I = 4, which results in
two hyperne levels for the ground (42S1/2) state (F = 7/2, 9/2) and four hyperne levels
for the excited (42P3/2) state (F = 5/2, 7/2, 9/2, 11/2). The set of transitions 42S1/2 →
42P3/2 correspond to light at a wavelength of ∼ 767 nm. Schematics of the D2 hyperne
structure for 87Rb and 40K are shown in Figure 2.3(a) and Figure 2.4(a), respectively.
Zeeman structure
Each hyperne level consists of 2F + 1 degenerate sub levels, characterised by the z pro-
jection of the atomic angular momentum, mF = −F,−(F + 1), ..., F [82]. Degeneracy can
be broken by the interaction of the atomic magnetic moment with an external magnetic
eld; this is called the Zeeman eect. In the weak eld limit (i.e. Zeeman splitting Hy-
perne splitting) the |F,mF 〉 states remain the approximate eigenstates of the system and
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Figure 2.4: (a) Hyperne structure of the 40K D2 line, showing ground (42S1/2) and excited (42P3/2) states [83]
(not to scale). The probe and repump transitions used in ultracold sample preparation are indicated in red and
the numbers in parenthesis are the hyperne energy shifts in MHz. (b) Zeeman structure of one of the ground
hyperne states of 40K in a nonzero magnetic eld. The atomic states are specied in the form |F,mF 〉 and
only the upper and lowermost mF states for each hyperne level are labelled, for simplicity.
are shifted in energy, to rst order, by
∆EZ = mFgFµBB, (2.37)
where gF is the Landé g-factor, µB is the Bohr magneton and B is the magnetic eld ampli-
tude [82].
For 87Rb there are threemF sub levels in the F = 1 manifold and ve in the F = 2 manifold.
Approximate values of gF for the ground state of 87Rb are gF = −1/2 for F = 1 and
gF = 1/2 for F = 2 [84]. For 40K there are eight mF sub levels in the F = 7/2 manifold
and ten in the F = 9/2 manifold. Approximate values of gF for the ground state of 40K are
gF = −2/9 for F = 7/2 and gF = 2/9 for F = 9/2 [83].
We can then simplify things to give the low-eld Zeeman frequency shifts of the ground
and excited hyperne levels of the 2S1/2 state:
fZ = ±mFβB, (2.38)
respectively, where β(87Rb) = 0.7 MHz/G and β(40K) = 2.8 MHz/G. The resulting splitting
of the ground states of 87Rb and 40K are shown in Fig. 2.3(b) and Fig. 2.4(b), respectively.
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2.4 AtomicDensityMatrix package for Mathematica
The dispersive probing eld used in this work (see Ch. 4 for details) has a small but observ-
able eect on the sample population through a number of dierent interactions, including
photo-spontaneous scattering, heating, decoherence, Raman transfer/optical pumping, and
light shift eects. These eects can be tuned by optimising the parameters of the dispersive
probing beam (such as frequency, power, pulse duration) such that they are not signicant,
but there are instances where it is valuable to investigate these eects further.
To get the results in Sec. 2.1 and Sec. 2.2 I used a two-level atom model. While this is often
a good rst-order approximation and provides a lot of physical insight, we see from Sec. 2.3
that the atomic systems we are working with are much more complex than this in reality.
To account for higher-order eects we need to consider the full multi-level system and solve
the rate equations for my particular system parameters. The dimension of the density ma-
trix can be very large, for example in 87Rb there are eight ground and 16 excited Zeeman
levels, which leads to a system of 242 − 1 = 575 coupled dierential equations to solve.
The strength of the interactions between a sample and near-resonant optical radiation are
characterised by the dipole matrix elements for the multilevel systems presented in Sec. 2.3,
which are well-dened [82,83] but can be both dicult and tedious to calculate analytically.
To numerically simulate the eect of the dispersive probe beam on the system presented
in Ch. 7, I make use of the AtomicDensityMatrix Mathematica package [85], which
is an open source software, licensed under the GPLv39. “AtomicDensityMatrix is a package
for Mathematica (versions 6 and later) that facilitates analytic and numerical density-matrix
calculations in atomic and related systems” [85]. It allows us to solve the optical Bloch equa-
tions for multilevel systems illuminated by an arbitrary light eld. Briey, this takes inputs
in the form of a list of the atomic states making up the system and the angular momentum
quantum numbers (we specify the 87Rb D2 line and the package automatically generates
all of the hyperne and Zeeman substates), and the parameters of the incident light eld
(frequency, amplitude, polarisation). A suite of functions are then used to calculate the den-
sity matrix, the Hamiltonian, and to solve for the evolution of the system under various
scenarios.
As an example of what this package can do, Fig. 2.5 shows a series of plots of the time-
evolution of the Zeeman substates in the (a) F = 2 and (b) F = 1 87Rb hyperne ground
states (illustrated in Fig. 2.3(b)) when an incident Gaussian electromagnetic eld, detuned
by ∆ = 400 MHz from the D2 |2, 0〉 → |3′, 0〉 transition, with an optical power of ∼ 5 µW,
9General Public License version 3, which exists on the principle that “nobody should be restricted by the
software they use”.
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Figure 2.5: Plots of the evolution of the 87Rb ground state (a) F = 2 and (b) F = 1 populations as calculated
using the AtomicDensityMatrix package for an driving electromagnetic eld with detuning 400 MHz
from the F = 2→ F ′ = 3 D2 transition, where the sample is initially prepared in |2, 2〉. There is a legend for
each plot that indicates which Zeeman sub-state |F, i〉 is plotted in each of the ve colours.
linearly polarised and perpendicular to the quantisation axis, is incident on a sample of
atoms initially prepared in the |2, 2〉 state for a continuous period of 500µs. These parameters
are chosen for this example because they are similar to those of the probe component of
the dispersive probing eld used throughout this work, but note that the probing eld is
typically pulsed, with pulse duration ∼ 0.5 µs.
Looking at the plots of Fig. 2.5, we see that initially there is optical pumping of |2, 2〉 atoms
(due to decay from the near-resonant F ′ = 3 state10) to two other states (|2, 1〉 and |1, 1〉)
with a branching ratio that can be calculated using the dipole matrix elements (Eq. (2.35)).
While the few-level system that this appears to be early on could still be solved analytically
using an extension of the rate equation method used in Sec. 2.1.2, as time goes by the sit-
uation quickly becomes more complex. The atoms that are now populating the |2, 1〉 state
are also near-resonant with the dispersive probing D2 transition, F = 2→ F ′ = 3 (though
with a dierent detuning). These atoms are also optically pumped via F ′ = 3 states to the
ground state hyperne levels and a dierent set of Zeeman states are populated (including
|2, 0〉 and |1, 0〉) with dierent branching ratios, and so on, as more Zeeman states become
populated and contribute to the dynamics. A cartoon depiction of the various possible opti-
cal pumping transitions is shown in Fig. 2.6. The AtomicDensityMatrix package can
solve the full system quickly, and outputs useful information on the population evolution
of all the relevant quantum states.
10Note that the natural linewidth for the 87Rb D2 line is Γ = 2π × 6.066 MHz.
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Figure 2.6: A schematic of the dierent possible optical pumping transitions when a probe beam near-resonant





Before performing experiments on ultracold atoms it is of course necessary to generate the
samples themselves. The setup used for the experiments in this thesis consists of many sub-
systems that are carefully integrated and controlled to produce, manipulate and monitor
ultracold samples of 87Rb and 40K atoms. In this chapter we set the scene for what is to
come by describing the relevant experimental infrastructure.
The backbone of the Kjærgaard laboratory is a standard ultracold atom apparatus that can
trap and cool samples of 87Rb and 40K to sub-100 nK temperatures and through the transition
to a Bose-Einstein condensate (BEC) [4] and a degenerate Fermi gas [86], respectively. This
section provides a description of the apparatus and its operation, though as it is not the focus
of this thesis we will not detail it extensively. For a comprehensive account of our ultracold
atom apparatus, see the theses of previous PhD candidates Ana Rakonjac [87, Ch. 3] and
Ryan Thomas [88, Ch. 3].
3.1 Experimental control
Precise and automated experimental control and data collection are crucial to the ecient
and stable operation of any cold atoms experiment. Our experimental control system con-
sists of two core computers that send and receive signals via a variety of other electronic
elements. RebeKa and the FPGA (described below) are the primary control systems, sending
and receiving the majority of the instructions involved in running the experiment, and can
be thought of as the bipartite “brain” of the experiment. In this section I will give an overview
of the main parts of the system and how they run together to control the experimental se-
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quence and parameters; this is also presented schematically in Fig. 3.1. Throughout the rest
of the chapter peripheral control systems will be touched on where relevant and referred
back to the brain of the experiment that I describe in this section.
3.1.1 Computer A and RebeKa
There are two main computers that communicate with the experiment, either by directly
controlling experimental parameters or uploading instructions/parameters to secondary
control hardware. Computer A (colloquially named “beansontoast”, as it is referred to as
in [87]) is equipped with several National Instruments peripheral component interconnect
(PCI) cards with both analog and digital programmable inputs and outputs1. A LabView
program called “RebeKa” was developed by former lab member Callum McKenzie to set the
timing and voltages of the input and output signals via a graphical user interface. These
signals are passed onto the various electronic components of the experimental apparatus –
for example, a shutter driver which controls whether a laser beam is on or o, or a VCO
(voltage-controlled oscillator) to adjust the frequency and/or amplitude of the waveform it
sends to an AOM. The commands programmed into RebeKa are grouped into a series of
sequences that run in succession to control each stage of the experimental process, to pro-
duce and manipulate an ultracold sample. Those controlled entirely via RebeKa include the
setup (where all parameters are reset to their default values, and the magnetic coils are given
time to cool down), magneto-optical trap (MOT), compressed-MOT (cMOT), transfer to sci-
ence cell, IP trap loading, and evaporative cooling. Several stages of the RebeKa program
(MOT, CMOT, evaporation, and absorption imaging) are synchronised to the mains power
using an external trigger signal derived from the building’s 50 Hz mains line. This reduces
uctuations in sensitive experimental parameters, such as applied external magnetic elds,
from cycle to cycle. The other stages are free running, each starting after the previous one
ends (with some small signal delay). RebeKa also controls the mechanical translation stage
which shuttles the samples of atoms between the MOT and science cell, and Computer A
runs the DigiLock2 program used to control and stabilise the main experimental laser (used
for cooling and resonant probing of 87Rb).
3.1.2 Computer B and the FPGA system
Computer B (colloquially named “bluewhale”, as it is referred to as in [87]) runs a range
of further LabView and MATLAB interfaces that we use to set parameters and communi-
cate with secondary pieces of experimental hardware, for example, the function generator
1Part numbers PCI-6713, PCI-6733, PCI-6534, and PCI-MIO-16E-1 [87].
2DigiLock 110 is purpose-built software by Toptica Photonics.
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used to provide the waveforms for rf evaporative cooling. This computer also receives and
saves the data acquired by both the absorption imaging camera and the dispersive probing
digitiser, and is used for preliminary data analysis while we are running the experiment.
Figure 3.1: Schematic representation of the experimental control system, highlighting in particular the con-
nections of the computers and FPGA with the peripheral hardware that directly control the parameters of our
experimental apparatus, such as electrical currents, and laser beam power, position and frequency. The colour
of the arrows between components indicate the direction and type of information or control signal that is
being transferred, and the yellow and orange coloured boxes indicate where LabView and MATLAB programs
play a role in the storage and transfer of parameters or data. A legend at the bottom right corner identies the
various data and script types, and the description of the items labelled “1–4” and “I–III” on Computer B are
given in Tab. 3.1. Further details on each of these components can be found later in this chapter.
I ProgramBField*.m Generates waveform to drive external magnetic eld.
II FPGA_Program*.m Generates a .txt le with new FPGA parameters.
III FlexDDS*.m Generates .txt le with a bitstream to upload to the FlexDDS.
1 Generate FlexDDS*.vi Converts the FlexDDS bitstream .txt le to a binary le.
2 New_evap_sweep*.vi Interface for conguration of evaporative cooling sweeps.
3 Take Images*.vi Prepares camera for absorption imaging, uploads bitstream to the
FlexDDS, and uploads new parameters to the FPGA.
4 Digitiser*.vi Facilitates acquisition of data from the digitiser.
Table 3.1: A list of the important MATLAB and LabView programs indicated in the “Computer B” section of
Fig. 3.1, along with a summary of their role in the experimental sequence.
The latter part of the experimental sequence (following evaporative cooling) is predomi-
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nantly controlled by a eld-programmable gate array (FPGA) system, implemented using
VHDL3 on a Xilinx Spartan 3AN evaluation board4, which has a 50 MHz clock. A MATLAB
script on Computer B (“II” in Fig. 3.1) can be used to congure commonly altered param-
eters, such as time-of-ight, and these are converted to 32-bit words and uploaded via the
UART protocol and a USB-to-serial converter to the FPGA architecture. The FPGA is typ-
ically triggered from RebeKa following the evaporative cooling stage and provides precise
timing control for the absorption imaging, switching on/o of the dipole trapping beams,
the clock frequency for the FlexDDS system, TTL triggers for the microwave frequency
sweeps/pulses and the dispersive probing pulse trains (though these are triggered sepa-
rately, allowing for dispersive probing earlier in the experimental sequence when required).
These experimental stages will all be detailed further in remainder of the chapter.
3.2 Laser cooling in the MOT
Laser trapping and cooling [89] was one of the most signicant breakthroughs leading to the
production of ultracold atom samples, and naturally is the rst stage of our experimental se-
quence, taking place in a dual-species 3D magneto-optical trap (MOT). Our MOT consists of
a pair of current-carrying coils in the anti-Helmholtz conguration, producing a quadrupole
magnetic eld with a typical axial (vertical) gradient of 12 G/cm, and three pairs of counter-
propagating, red-detuned laser beams (with opposite circular polarisation) for each atomic
species. These beam pairs propagate along mutually orthogonal axes to meet at the centre
of the MOT chamber, where 87Rb and 40K atoms are collected from background vapour into
the connement provided by the magnetic and optical potentials. The number of 87Rb atoms
loaded is larger than the number of 40K atoms, a requirement for sympathetic cooling later
in the experimental sequence. The potassium MOT beams can either be switched on or o,
depending whether we want to produce a sample of 87Rb only, or a dual-species sample.
When an atom has a velocity component toward a red-detuned MOT beam, it is brought
closer to resonance via the Doppler eect and the chance of the atom absorbing a photon
increases. If absorption occurs, the photon will be re-emitted in a random direction and the
net momentum transferred to the atom is in the direction of the photon’s initial motion. In
this so-called optical molasses, no matter which way an atom is moving one of the six cooling
beams provides a velocity-dependent force toward the trap centre, and because hotter atoms
are found further from the potential minimum of the quadrupole eld the force increases
with distance from the trap centre [79]. This process, called Doppler cooling, slows the
3VHDL is VHSIC hardware description language, where VHSIC stands for very-high-speed integrated cir-
cuit.
4Part number HW-SPAR3AN-SK-UNI-G [88].
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atoms down and can reduce the sample temperature down as far as the Doppler cooling
limit, the point at which the cooling is in equilibrium with recoil heating (from the random
walk in atomic momentum that results from absorption and emission of photons) [90]. This
temperature limit is TDopp = ~Γ/2kB , where Γ is the transition linewidth; for both 87Rb and
40K, TDopp ≈ 145 µK.
The 87Rb cooling light is red-detuned from the F = 2 → F ′ = 3 transition of the 87Rb D2
line (see Fig. 2.3(a) for details), and the 40K cooling light is red-detuned from the F = 9/2→
F ′ = 11/2 transition of the 40K D2 line. The cooling light for each species is combined, then
split into six σ+ polarised beams (each containing∼ 40 mW at each of the two wavelengths)
and directed into the three pairs of diametrically opposite ports of the MOT chamber to
produce a 3-dimensional optical molasses. In order for the atoms to remain in the correct
hyperne state to be addressed by Doppler cooling, we also require repump light to cycle
87Rb (40K) atoms that have decayed into the dark F = 1 (F = 7/2) hyperne ground state
back to F = 2 (F = 9/2), via F ′ = 2 (F ′ = 9/2). The 87Rb repump light is thus close to
resonant with the F = 1→ F ′ = 2 transition, and the 40K repump light is close to resonant
with the F = 7/2→ F ′ = 9/2 transition. The 40K repump light is split into six and directed
into each port of the MOT chamber, co-propagating with the cooling light, while the 87Rb
repump light is split into two and enters the MOT chamber from the top and bottom only.
In the rst stage of the experimental cycle atoms (either both 87Rb and 40K, or 87Rb only)
are loaded into the MOT from background vapour for 50 s, resulting in a sample with an
average diameter of ∼ 5 mm.
To reduce the vertical oset between the trap and cloud centres due to gravitational sag, a
compressed-MOT (CMOT) stage then reduces the spatial extent of the trapped sample [91].
During the CMOT we increase the detuning of the cooling beams and reduce the power
in the repump beam, both of which serve to reduce radiation pressure between atoms, and
increase the magnetic eld gradient to provide tighter connement. The quadrupole coils are
then switched o to allow for sub-Doppler cooling to∼ 100 µK, which requires degeneracy
of Zeeman sub-levels, and relies on atomic motion through a polarisation gradient [92–94].
Finally, σ+ polarised light is used to optically pump 87Rb and 40K atoms to the magnetically
trappable |2, 2〉 and |9/2, 9/2〉 spin-stretched Zeeman substates, respectively.
3.2.1 Transfer to the science cell
The MOT and science cell (where further cooling is implemented) are spatially separated,
allowing for high optical accessibility and for each region to be held at a dierent vacuum
pressure (with the MOT at ∼ 10−9 Torr, and the science cell below 10−11 Torr). After opti-
cal pumping, the magnetic connement is increased by increasing the MOT coil current to
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Figure 3.2: CAD drawing of the Ioe Pritchard magnetic trap indicating the three dierent coil types. The glass
chamber is the science cell and the coloured shape inside represents the atomic sample before evaporative
cooling. This gure was produced by Ana Rakonjac and appeared in [87, p.57].
390 A, producing a vertical magnetic eld gradient of 105 G/cm. This loads the sample into
the magnetic quadrupole trap, which is mounted on a motorised linear translation stage5.
Using the translation stage we move the sample spatially along the z-axis by≈ 0.53 m over
2 s into an ultra-high vacuum science cell (where the trap lifetime of atoms is on the order of
seconds), then load it into the cigar-shaped (approximately) harmonic potential of an Ioe-
Pritchard (IP) magnetic trap [95,96]. The IP trap conguration has a nonzero eld minimum,
which prevents low-energy atoms from escaping via Majorana spin-ip transitions to un-
trapped Zeeman substates at zero magnetic eld, which would signicantly hinder further
cooling [97].
Our IP trap consists of three types of current-carrying coils. An Ioe coil - approximating
four bars with their axial cross sections arranged in a square, each adjacent pair with op-
posing current - generates a strong quadrupole eld in the x-y plane for radial connement.
Inside the Ioe coil are a pair of circular “pinch coils”, with a separation larger than their
radii and parallel currents. The pinch coils generate a harmonic connement potential in
the axial (z) direction, along with a large bias eld. Outside of the Ioe coil are a pair of cir-
cular Helmholtz coils, with currents running in the opposite direction to that of the pinch
coils6. These generate a uniform eld that cancels part of the pinch coil eld, resulting in
a small but nonzero axial bias eld7. This combination of Ioe, pinch and Helmholtz coils
produces a cigar-shaped potential with typical trapping frequencies ωz = 2π × 17 Hz and
ωxy = 2π × 160 Hz for 87Rb. Our IP trap is described in further detail in [87, Sec. 3.7].
5Parker Automation 404 600XR positioner.
6The Helmholtz coils are also slightly oset along the z-direction relative to the pinch coils, to allow for
increased optical access to the science cell.
7Note that the Helmholtz coils can be controlled independently, and are used later in this work to tune the
external magnetic eld for quantum state preparation and investigation of Feshbach resonances.
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To eciently transfer atoms from the connement of the transfer coils to that of the IP trap
the currents in all three IP trap coils are ramped up gradually over 250 ms (to a peak gradient
of ∼ 250 G/cm in the x and y directions), and the current in the transfer coils is ramped
down over 200 ms. To minimise heating and atom losses due to sloshing in the IP trap we
ensure the trap potentials are co-located before transfer (the precision of the mechanical
track used to transfer atoms from MOT to science cell is ±1.3 µm.).
3.3 Evaporative cooling of 87Rb
Laser cooling techniques are typically not sucient to reach the low temperature and high
phase space density required for our ultracold samples, so we use the technique of forced
rf evaporative cooling to cool 87Rb to sub–µK temperatures, near or below the transition
to BEC [98]. A sample of atoms at temperature T has a Maxwell-Boltzmann probability
distribution function









where v is the velocity of an atom,m is the mass and T is the sample temperature. Evapora-
tive cooling techniques work by selectively removing the fastest moving atoms, truncating
the high-energy tail of this distribution. If the sample is able to interact via 2-body elastic
collisions, it will then rethermalise to produce a new Maxwell-Boltzmann distribution with
a lower temperature.
In the case of the 87Rb sample in the IP trap, radio-frequency radiation at frequency ωrf is
applied to produce a coupling between the trapped state |2, 2〉 and untrapped F = 2 states.
If an atom’s Zeeman splitting matches this rf drive frequency, it will be transferred to an
untrapped state and expelled from the trapping potential. Preferential removal of hot 87Rb
atoms is possible by exploiting the fact that the extent of Zeeman splitting ∆Ez increases
with magnetic eld strength B according to
∆Ez = mFgFµBB, (3.2)
where gF is the Landé g-factor and µB is the Bohr magneton. To allow an atom at a particular
radial position r from the trap centre to climb down the ladder of Zeeman sublevels to reach





Atoms with higher kinetic energy are able to venture further from the trap centre so the rf
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Figure 3.3: A typical series of frequency ramps and corresponding rf powers used for forced rf evaporative
cooling in this work.
eld eectively modies the depth of the magnetic trapping potential, so that atoms with
energy> ~ωrf can escape. Because 87Rb is bosonic, remaining atoms can interact via s-wave
scattering channels at low energy. This allows the sample to rethermalise via 2-body elastic
collisions to a lower temperature.
We begin our evaporation sequence by applying an rf eld resonant with the Zeeman split-
ting of our hottest atoms. Then by gradually sweeping the rf frequency down as the average
energy of the rethermalised sample decreases, we cool 87Rb atoms to sub-µK temperatures.
For evaporation to be ecient, the rate at which the rf frequency is decreased must be care-
fully adjusted throughout the evaporation sequence, to allow enough time for rethermalisa-
tion, while avoiding excessive trap losses via inelastic collisions. Our evaporation sequence
consists of four successive linear rf sweeps with dierent sweep rates and rf power, carefully
optimised to reduce the sample temperature while minimising atom losses.
The timing, rf power and frequency limits of the evaporative cooling ramps are dened
in a LabView script on Computer B (“2” in Fig. 3.1) and uploaded to a function generator
via a GPIB (general purpose interface bus) connection, the ramps are then triggered by a
digital output from RebeKa (named “VI trigger”), as described in Sec. 3.1.1. The function
generator generates the rf signal as instructed, which is rst amplied then emitted onto
the sample by by a 2 turn, 2.5 cm diameter copper coil located underneath the science cell.
The total sequence typically takes 45 s, beginning at 50 MHz and sweeping down to≈ 2 MHz
(depending on how cold we would like our sample to be and where the “trap bottom” is).
A typical set of rf frequency ramps are shown in Fig. 3.3. The sequence (in particular the
nal sweep) is adjusted as experimental parameters and sample requirements change, but
this gure gives a good indication of the parameters used for the majority of the work in
this thesis8.
8Note that the cloud is too large to image with either the absorption imaging CCD or the dispersive probe
system until below 10 MHz.
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Using this method, the ultracold atom apparatus can reliably produce BECs of 2× 105 87Rb
atoms at a temperature of 300 nK. The 87Rb samples used in the experiments of this thesis
are typically not cooled all the way to degeneracy, but are thermal samples cooled to≈ 1 µK
and containing 5× 106 atoms.
3.4 Sympathetic cooling of 40K
The key to ecient evaporative cooling is the rethermalisation process, whereby the remain-
ing atoms interact via elastic collisions following the removal of high-temperature atoms,
sharing kinetic energy to reduce the overall temperature of the sample. Identical fermions
must obey the Pauli exclusion principle, which prevents low energy s-wave collisions from
occurring and thus direct evaporative cooling cannot be used to reach temperatures. 20µK
(the lower threshold of the p-wave scattering regime [99]) in a sample 40K atoms. The rst
method used to circumvent this limit involved using a two-component sample, made up
of atoms in two dierent spin states of 40K [100]. The primary technique used now to cool
fermionic species’ to degeneracy relies on a second, bosonic species in a process called sym-
pathetic cooling [101,102]; in our experiment, 87Rb is the perfect candidate. The 87Rb sample
is cooled by evaporative cooling in the presence of the 40K sample, which itself is cooled in-
directly through elastic collisions with 87Rb atoms. For the sympathetic cooling process to be
ecient, only 87Rb atoms should be removed from the trapping potential using rf radiation.
This is possible due to the dierence of 2.25 in gF for the two species, leading to diering
Zeeman splittings (β87Rb = 0.7 MHz/G, β40K = 0.31 MHz/G) and thus dierent resonant
rf frequencies for transfer to anti-trapped states. Rethermalisation of 40K via collision with
87Rb is most eective when the spatial overlap between the two species is high, so strong
magnetic connement is required to counteract the dierence in gravitational sag between
the two species. Since 87Rb atoms are removed from the IP trap during cooling we need to
load many more 87Rb atoms than 40K atoms to begin with, so that the 87Rb does not run out
before 40K is cooled to degeneracy. In practice, we typically have approximately 100 times
more 87Rb atoms than 40K atoms. While we do not use cooled 40K samples in this work, in
Ch. 5.2 we focus on monitoring the sympathetic cooling process itself.
3.5 Steerable optical tweezers for ultracold atoms
Optical trapping of neutral atoms is commonly used in cold atom studies [103] and relies
on the spatial gradient of the electric dipole interaction with far-o-resonant (red detuned)
light to provide strong connement of a sample of atoms in any magnetic spin state [104].
This was rst achieved at Bell Laboratories in 1986 [105, 106], and was followed by a series
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of important breakthroughs in atom trapping and cooling, leading to colder, denser samples
being loaded eciently into such optical dipole traps [89].
Optical trapping techniques are also commonly used for biological applications. A single-
beam optical tweezer, capable of physically holding and moving macroscopic dielectric par-
ticles was demonstrated in 1986 [107]. Optical trapping is now widely used in the charac-
terization and investigation of complex biological systems [108] to manoeuvre microscopic
dielectric objects such as a single bacterium or molecule of DNA, and in spectroscopy to
characterise molecular motors. An advantage of using cold atom systems as the scientic
playing eld is the vacuum conditions under which the experiments are done. In biological
systems, obtaining precision and selectivity of optical traps can be a challenge since many
background impurities are present can easily be trapped along with the sample of interest.
Additionally, the optical damage to biological tissues by such tweezer systems needs to be
carefully considered and minimised [109].
Our lab has developed an optical tweezer system using crossed-beam far-o-resonant dipole
traps that can be used to perform precise spatial micro-manipulation of an ultracold atomic
sample. Trapping using optical rather than magnetic potentials is advantageous for two ma-
jor reasons: all hyperne states can be trapped via the optical dipole force, as opposed to
only weak-magnetic eld seeking states with gFmF > 0, and secondly, the external mag-
netic eld can be controlled without aecting the trapping potential. Both of these benets
are of utmost importance for Feshbach resonance studies, and so the optical dipole trap is
used extensively for the experiments in this thesis to provide a strong 3D stationary non-
magnetic trapping potential and to move samples along the z-axis as required. An account
of the theoretical basis for optical trapping can be found in [66, 110, 111], but here I will
move on to detailing our particular system.
Our optical tweezers unit consists of a steerable vertical tweezer beam along the y-axis, and
an intersecting static horizontal “waveguide” along the z-axis (See Fig. 3.4). Both beams are
derived from a 50 W ytterbium bre laser at 1064 nm, very far red-detuned from any atomic
transitions in 87Rb or 40K. The perpendicular beams each have a typical optical power of
≈ 1.2 W and are focused down to waists of 60 µm (horizontal beam) and 40 µm (vertical
beam(s)). Together the crossed-beams trap atoms in three dimensions via the optical dipole
force at the point where the two waists intersect. The horizontal beam provides connement
in the x- and y-directions, while the vertical beam provides connement in the x- and z-
directions. The vertical beam is steered using a 2-dimensional acousto-optic deector (AOD),
where input driving frequencies control the angle of deection in the x- and z-directions.
It is focussed using an F-theta lens, which has a at imaging eld and produces a constant
waist size as the beam is moved across the surface of the lens by the AOD. This conguration
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Figure 3.4: Schematic of the optical tweezer system showing the optics required to orientate the horizontal and
vertical beams correctly and a zoomed view of the trapping region where the perpendicular beams intersect.
The acousto-optic deector (AOD) is being driven by two z-frequencies, generating a double-well potential
that traps two spatially separated cold atom samples. Also shown is the position of the Helmholtz coils, used
to produce a magnetic bias eld along the z-axis (see Sec. 3.7 for context). This gure is derived from one
produced by Kris Roberts and Niels Kjærgaard, and an alternate version of it appeared in [112].
allows the beam to be displaced by ±3 mm along z.
The tweezers system can be used to generate a 1D array of cold clouds in a multiplexing
scheme, where the single vertical beam is shared amongst several optical tweezer cross-
traps. This is done by toggling the (x, z)-frequency “coordinates” rapidly between two (or
more) values so we obtain two time-averaged optical potentials separated spatially along
the horizontal waveguide, with the time-averaged optical power in each being half of the
total. The z-frequency is used to control the position of the atoms along the waveguide
beam, while the x-frequency is predominantly used to correct for small misalignments. By
ramping up the frequency dierence gradually, we can split a single cold cloud into two
(or more) daughter clouds. Tweezer beams are toggled on and o at up to 150 kHz, much
faster than the trapping frequencies (typically ∼ 1 kHz), to prevent atoms escaping the
potential during toggling. Figure 3.4 shows a schematic of the basic optical setup of the
tweezer system, and zooms in on the beam conguration required to trap two ellipsoidal
atomic clouds. It also indicates the position of a set of “Helmholtz” coils used to generate a
bias magnetic eld along the z-axis, as described in Sec. 3.7. The Helmholtz coils are also
shown in more detail in Fig. 3.2.
The driving signals for the 2-axis AOD that controls the vertical o-resonant dipole trapping
beam (as detailed in Sec. 3.5) are produced using two outputs of a exible four-channel
direct-digital synthesis (DDS) 1 GSps rf source called FlexDDS, available from WieserLabs.
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This module can produce sinusoidal waveforms with very precise frequency and duration.
The required frequency and amplitude proles for the tweezer beams are constructed as a
bitstream in MATLAB (“III” in Fig. 3.1) and saved as a .txt le. The instructions are then
passed into a LabView program (“1” in Fig. 3.1) that converts the data to binary format, then
this is passed to a second LabView program (“3” in Fig. 3.1) which stores it, along with the
microwave waveforms (see Sec. 3.6), until triggered with a digital signal (named “Cam VI
trigger”) from Computer A, via RebeKa. This starts the initial transfer of the bitstream to
the FlexDDS, via USB. The FPGA system then provides a trigger at a rate of 200–250 kHz,
on which successive commands are transferred continuously from LabView to the FlexDDS.
The FlexDDS then executes the commands to generate the programmed output sequence
via continuous-phase frequency-shift keying (CPFSK). The signal is sent to the 2-axis AOD,
moving the tweezer beam(s) accordingly.
Following the evaporative/sympathetic cooling procedure in the magnetic IP trap, our ultra-
cold sample is typically loaded into a double-well optical dipole potential by slowly ramping
up the power of the dipole trapping lasers (with the vertical beam split into two as described
above) while ramping down the IP trap current. The two well potentials have a separation
distance of±40 µm, and this conguration facilitates ecient loading of the atoms from the
elongated IP trap potential, due to improved spatial mode-matching. It also provides a higher
peak density compared to that of an elongated single-well potential, which is benecial in
the investigation of density-dependent Feshbach dynamics. If required, further cooling can
be achieved via gravitationally driven 1D evaporation, where the horizontal connement is
weakened (by ramping down the optical power in the beam), allowing the hottest atoms to
spill out of the trapping potential and exit via the vertical beams.
Aside from the uses in this thesis, the optical tweezer system is routinely used for a range
of applications, including partitioning of a single cloud into multiple daughter clouds [112],
ecient parallel production of Bose-Einstein condensates [113], precisely controlled, xed-
axis atomic collisions [114, 115], and studies of magnetically tunable Feshbach resonances
[116, 117]. The tweezer system has recently undergone an upgrade to include a second 2-
axis AOD in the horizontal beam path, allowing control over the y-position of the sample
so 3D arrays of cold clouds can be produced [111], but this capability was not used in this
thesis work.
3.6 antum state preparation
We use microwave frequency radiation to prepare atomic samples in a particular quantum
states within the ground state hyperne manifold, using magnetic hyperne state transi-
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tions as outlined in Sec. 2.2. Here we will describe the system used to prepare 87Rb atoms.
There is a similar system that runs in parallel for the preparation of specic 40K states, but
we do not use it for the work in this thesis.
The splitting between the two hyperne levels of the 87Rb ground state is (at low magnetic
eld) ≈ 6.8 GHz, so transitions between the two can be addressed with microwave fre-
quency radiation. We produce this through a combination of two signals, the rst being a
programmable frequency fDDS ∼ 300 MHz, generated by a spare channel of the FlexDDS
module (see Sec. 3.5), which has a built in sweep generator. We use this to smoothly sweep
the microwave frequency across resonance during ARP. The initial and nal driving fre-
quencies (which will be the same for a xed-frequency pulse) and sweep/pulse duration
are specied in a MATLAB script and, along with the frequency proles for the tweezer
beams, uploaded via a LabView interface and USB link from Computer B to the FlexDDS.
This fDDS signal is combined with a xed carrier frequency of 6.532 GHz, generated by an
analog signal generator (Agilent model E8572D), using a passive mixer to produce sidebands
at 6.532 GHz±fDDS. The resulting three-part signal is passed through a lter with a 300 MHz
wide passband, centred on 6.8 GHz, so only the up-shifted sideband is transmitted.
Figure 3.5: Schematic of the 87Rb state preparation electronics, showing how (near)-resonant microwaves are
generated and controlled.
When mixed with the frequency from the signal generator in this way, the driving eld can
be congured to produce a linear frequency sweep, f(t) = 6.532 GHz + fDDS(t), across a
microwave resonance. The≈ 6.8 GHz signal is then amplied and passed through circulator
to prevent back-reections, before being transmitted to the atomic sample in the science cell
by a microwave antenna9.
In order to control when the driving eld is incident on the atomic sample, the fDDS signal is
rst passed through two external rf switches, which are controlled via TTL inputs from the
FPGA system. The rst switch is used to switch the fDDS input into the mixer on and o,
while the second selects between two signal output paths, one leading to the 87Rb antenna
9Note that the width of the sweep range must be narrower than the Zeeman splitting, to avoid addressing
multiple resonances (though sometimes this is desirable).
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and the other to the 40K antenna (not detailed here). A schematic summary of the state
preparation electronics is shown in Fig. 3.5.
3.7 External magnetic fields
Because atoms have an inherent magnetic moment, magnetic elds are instrumental in the
preparation, manipulation, and measurement of atomic samples and the processes they un-
dergo. In this section I will outline the two main ways that we use magnetic potentials,
generated by wound coil electromagnets, as a tool throughout my thesis work.
3.7.1 State preparation
During quantum state preparation, a bias magnetic eld is required to lift the degeneracy of
the Zeeman sublevels and x a quantisation axis, with respect to which these mF sublevels
are dened. As most of our experiments are done in an all-optical trapping potential, we
must apply an external magnetic eld. We typically use a pair of current-carrying coils in
the Helmholtz conguration (parallel currents) to generate a constant uniform bias eld
parallel to the z-axis while preparing our sample in a particular quantum state (see Fig. 3.4
for an indication of where the Helmholtz coils are positioned relative to the atomic sample).
It’s also possible to produce more complex samples. To illustrate, I will outline an example
of an external magnetic eld gradient being used to prepare a very specic sample that is
needed later in this body of work.
Implementation of “laser test tubes”
To access the |1, 1〉, |2,−1〉 Feshbach resonance in 87Rb (see Sec. 6.2 for context), we use
use the optical tweezers as a pair of “laser test-tubes” to independently prepare two atomic
clouds in the required states before bringing them together. We rst split the sample into two
equal portions and spatially separating them (as discussed in Sec. 3.5). An external magnetic
eld gradient is then applied along the axis of the horizontal waveguide, eectively isolating
the Zeeman level-spacings in the samples energetically from one another so they may be
independently addressed with a sequence of frequency chirps from a microwave driving
eld, transferring each to the desired state via adiabatic rapid passage [78]. This is illustrated
schematically in Fig. 3.6(a), where the dierence in Zeeman level splitting between the two
test tubes is shown, along with the two microwave frequency chirps, 1 and 2. Figure 3.6(b)
shows the nal state of the two samples, |2,−1〉 in the left test tube and |1, 1〉 in the right
(required for Feshbach resonance, see Sec. 6.1). Note that atoms in the F = 1 hyperne state
are far o-resonant from the probing transition, so are transparent to both the absorptive
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and dispersive probe beams. We then merge the atoms into a single test tube by gradually
moving the two vertical tweezer beams back together, see Fig. 3.6c).
Figure 3.6: Internal state preparation of atoms in the “laser test tubes”. Pink vertical hyperboloids denote the
vertical optical tweezer beams, and blue horizontal hyperboloids denote the horizontal waveguide beam (not
to scale). (a) The two samples of atoms are spatially separated and two microwave frequency chirps, 1 then 2,
are performed in the presence of an external magnetic eld gradient, the direction of which is indicated by the
grey shaded bar below. (b) The two undergo independent state preparations, resulting in one sample prepared
in the |2,−1〉 state and the other in the |1, 1〉 state. (c) The samples are then merged to give a mixture of the
two states trapped in a single cross-beam trap.
3.7.2 Controlling magnetic Feshbach resonances
An external magnetic eld is required in order to access magnetic Feshbach resonances (as
we will do in Ch. 6), which occur at specic values of local magnetic eld strength. The
magnetic eld at the position of the atomic cloud is controlled by a coil pair arranged in
the Helmholtz conguration, and points along the z-axis. This eld, B = Bzẑ, denes a
quantization axis and lifts the degeneracy of the Zeeman sub-levels. Because we use this eld
to investigate narrow Feshbach resonances in 87Rb (each of the known resonances spans
. 200 mG), we use a current supply with 10 µA/A stability to drive the Helmholtz coils. An
arbitrary waveform generator controls the current supply, and the generated magnetic eld
has a stability better than 0.2 mG. The external magnetic eld, used for Feshbach processes,
is congured in a MATLAB script on Computer B (script “I” in in Fig. 3.1) and uploaded to
a function generator to be triggered from RebeKa when required.
In order to produce stable, uniform magnetic elds that are large enough to access Feshbach
resonances at∼ 18 G and beyond, we are using a set of Helmholtz coils along with a custom
built High Finesse current source, which can deliver up to 15V/10 A at a stability of 1 ppm.
These coils have not been used previously to generate elds for this purpose, so in order
to condently prepare atoms in the correct quantum states and access Feshbach resonances
they need to be carefully calibrated to determine the relationship between current, IHH, and
magnetic eld BHH.
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3.7.3 Calibration using Rabi spectroscopy
From the equation for the time evolution of the excited state population, Eq. (2.36), we can
see that for a xed duration near-resonant driving pulse the relationship between detuning,













a ‘sinc-squared’ (where sinc(x) = sin(x)
x
) function centred on resonance, with a width con-
trolled by the Rabi frequency, Ω0. The technique of Rabi spectroscopy makes use of this
distinctive relationship to calculate the resonance frequency more precisely from a series
of population transfer measurements at varying frequencies over a range centred approx-
imately on resonance. Each measurement uses a single frequency pulse of xed duration
(typically a π-pulse: the pulse length required to give a 100 % population transfer on res-
onance), and the population transfer eciency is determined using absorption imaging. A
function of the form Eq. (3.4) is then tted to the data to determine the resonance frequency.
To calibrate the magnetic eld generated by the set of Helmholtz coils described in the
previous section we use Rabi spectroscopy to determine the resonance frequency of the 87Rb
|2, 2〉 → |1, 1〉 transition for a range of set values of IHH in three separate regions of interest
about 5 G, 9–10 G and 18 G. Once the resonance frequency is measured for each value of
IHH, we use the Breit-Rabi formula [118] to determine the corresponding magnetic eld
strength, BHH, and consequently build up a calibration curve10. This calibration between
IHH and BHH is linear locally in each of the required regions of interest.
Figure 3.7(a-c) shows the set of Rabi spectroscopy data sets (red circles) acquired to calibrate
the magnetic eld in the 18 G region. The data was acquired using 25 µs microwave pulses
in the range fDDS ' 260–380 MHz, for three dierent Helmholtz coil current setpoints
(indicated on each subplot in red text). The resonance frequencies, f0, determined from
tting a function of the form in Eq. (3.4) to each dataset (blue lines) are noted on the subplots
along with the magnetic eld calculated using the Breit-Rabi formula. Figure 3.7(d) is the
resulting plot ofBHH vs. IHH (circles) and a linear t to this data (dotted line). This calibration
allows us to calculate the magnetic eld generated by a given current owing through the
coils, to within±3 mG (the precision is limited by shot-to-shot uctuations in sample atom
number).
10The Breit-Rabi formula is used here rather than the rst-order approximation presented in Eq. (3.2) be-
cause we are working at higher magnetic eld strengths where the quadratic term becomes signicant and
we may begin to observe an unequal level splitting.
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We found that the background magnetic eld drifted unpredictably by ∼ 20 mG over a
timescale of days, so a new local eld calibration was done in the hours immediately pre-
ceding collection of each Feshbach loss data set presented in Ch. 6.
Figure 3.7: (a-c) Rabi spectroscopy data (red circles) and sinc2 ts (blue lines), acquired to calibrate the magnetic
eld generated by a set of Helmholtz coils in the region about 18 G. The y-axis is the population transfer
eciency, normalised to the total number of atoms in the sample. (d) The resulting calibration, where the
blue circles are the data points corresponding to the ts in (a-c), and the grey dotted line is the linear least-
squares t to this data:BHH = (2.911± 0.008) G/A× IHH + (0.12± 0.05) G, where the quoted uncertainties
correspond to the standard error in each of the tting parameters. Note that the vertical error bars on the data
points (±3 mG) are much too small to be seen on the scale of this plot.
3.8 Absorption imaging
To make measurements of our sample - of atom number, quantum state, spatial orientation -
requires some type of probing mechanism, typically through interaction with light. We have
two complementary methods of making a measurement on our system, resonant absorption
imaging, which gives us excellent 2D spatial information at a single instant in time, and o-
resonant dispersive probing, which gives us no spatial information but allows us to follow
the evolution of the population in time. The experimental basis for the dispersive probing
system is presented in detail in Ch. 4. Here I will include a brief account of the absorption
imaging system, and further details can be found in the theses of Ana Rakonjac [87] and
Ryan Thomas [115].
At the end of every experimental sequence our ultracold sample is probed using time-of-
ight absorption imaging. The trapping potential is switched o to allow the cloud to expand
and fall under the inuence of gravity for the time-of-ight, typically ∼ 20 ms. A pulse of
resonant laser light is then incident on the atomic sample, and the shadow is imaged on a
CCD screen.
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We use an Andor iXon 897 frame-transfer CCD camera that is connected to computer B
via GPIB. The camera settings are congured via a LabView script, “Initialize Camera.vi”,
which runs only at the beginning of each day or when the settings are changed. This script
sets parameters such as the camera temperature (cooled to −70°C for noise reduction) and
number of images required.
Another LabView script, “Take Images*.vi”, is used both to prepare the camera for absorption
imaging (a signal is sent following a trigger (“Cam VI trigger”) from RebeKa) and pass data
back to the computer when an image is acquired. The camera has a frame-transfer system,
which means we can image both 87Rb and 40K by switching laser light from one probing fre-
quency to the other during the short delay between frames (programmable between 160 µs
and 13 ms).
3.9 Stern-Gerlach separation technique
We sometimes want to quantify the Zeeman state distribution of an atomic ensemble, in
which case we make use of the standard Stern-Gerlach separation technique to spatially















Figure 3.8: (a) Schematic of the atomic sample trapped in the cross-beam dipole trap. (b) Atomic sample dis-
tribution at the end of a 20 ms time-of-ight showing all possible states, where states have been separated out
based on their mF number in the presence of a magnetic eld gradient along y.
We release the atomic ensemble from the horizontal dipole trapping beam (see Fig. 3.8(a) into
time-of-ight fall. An inhomogeneous magnetic eld, B, is generated using the magnetic
quadrupole trap coils and is applied to the mixed-state ensemble for part of the time-of-
ight, typically the rst 10 ms. Each atom is accelerated by an additional magnetic force
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where µB is the Bohr magneton and gF is the Landé g-factor (with gF ' 1/2 for F = 2,
and gF ' −1/2 for F = 1). Atoms in each Zeeman state are translated a dierent distance
along the direction of the eld gradient, resulting in separate atomic clouds at (up to) ve
dierent possible positions along the y-axis, as illustrated schematically in Fig. 3.8(b). Note
that because gF has the same magnitude for both hyperne levels, there are three instances
where both an F = 1 and F = 2 population are displaced to the same position. In order to
maintain a high signal-to-noise ratio we leave the vertical dipole trapping beam on while
the states are separating out, so we do not get too much spreading in the z-direction.
At the end of the time-of-ight (typically≈ 20 ms) we switch o the vertical trapping beam
and use light resonant with the F = 2→ F ′ = 3 transition to acquire an absorption image
of the sample. If we want to observe atoms in F = 1 states also, we rst transfer them to the
F = 2 level using a pulse of repump light, resonant with the F = 1 → F ′ = 2 transition,




Our o-resonant optical probing method relies on the dispersive interaction between light
and matter. As the optical probe eld propagates through an atomic medium (in our case
this is a sample of dilute gaseous 87Rb and/or 40K atoms, but the same principles hold for any
medium), a phase shift is imprinted on the eld. A measurement of this phase shift depends
upon the optical density and spatial distribution of the sample (as was detailed in Sec. 2).
However, it is not a simple task to directly measure a phase shift on an optical signal due the
lack of signal processing techniques at such high frequencies, ∼ 1014 Hz. Interferometric
techniques must be employed, whereby the probing mode is compared with a xed reference
mode that does not interact with the sample. This can be achieved either using a homodyne
detection scheme, where an identical frequency reference beam is propagated through free
space and recombined with the probe beam in a Mach-Zehnder interferometry setup [22], or
a heterodyne detection scheme, where optical elds separated in frequency are propagated
together along the same beam path, while accumulating a dierential phase shift due to the
frequency dependence of atomic polarisability. We use a variant of the latter, heterodyne de-
tection, that oers technical advantages such as common mode noise suppression and signal
amplication through the use of a strong optical local oscillator mode [119]. The reference
component of a heterodyne probe must have a frequency suciently far-detuned from any
resonances that it sees the sample medium as transparent (the light-matter interaction with
the reference component is negligible). The probing component of the heterodyne probe is
positioned in frequency space such that it interacts with the sample and picks up a small
phase shift (but ideally undergoes negligible absorption).
I will present the content of this chapter in chronological order from the perspective of
the probe light eld, following it through preparation – both temporally and in frequency
space – propagation though the sample medium, photodetection, and nally demodulation
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and post-processing of the resulting electrical signal. Where valuable, I will try to remain
general in the mathematics behind the measurement process, while giving specic details
related to the atomic species’ and our instrumentation in the other sections.
4.1 Preparation of the pulsed heterodyne probe field
The laser light for probing 87Rb and 40K is generated by two external cavity diode lasers,
locked to transitions in the D2 lines of 87Rb and 40K, respectively. The exact frequencies
used depend on where we would like to park the various frequency components of our two
probe beams relative to the chosen probing transitions, and will be explained in detail in
Sec. 4.1.3. Both light beams are then modulated both temporally (to create a pulse train)
and in frequency space (to generate a common-path reference eld), before being used to
measure an atomic sample.
4.1.1 Production of a pulse train
While it is, in principle, possible to probe our medium continuously using the dispersive
measurement described in this chapter, to do so without perturbing the atomic system sig-
nicantly would require optical powers near or below the noise oor of standard detection
systems. Because such a ne level of time-resolution is not necessary for our purposes, we
instead use a pulse train of probe light to sample the population of the atomic system at a
rate appropriate to the situation at hand. For example, to observe processes that occur on a
timescale of minutes, such as evaporative cooling, we use a rate∼ 1 Hz, whereas to monitor
processes on a micro-second timescale, such a Rabi Flopping, we can increase the probing
rate to ∼ 100 kHz. Using a pulsed probe allows more optical power to be used, increasing
the signal-to-noise ratio of the resulting measurements.
We create a pulse train of probe laser light using an acousto-optic modulator (AOM), which
uses the acousto-optic eect to deect the light beam and shift its frequency. The AOM is
driven by an 80 MHz sinusoidal waveform, generated by a VCO driver that is switched on
and o by a TTL trigger signal. When the driving frequency is on, 70 % of the light passing
through the AOM is Bragg diracted into the rst order sideband, and this is coupled into
an optical bre for delivery to the next stage of the experimental setup, so by switching the
output of the AOM driving signal we can generate pulses of probe light.
Figure 4.1 is a schematic of the electronics used to generate the pulse train, and the inset
panel indicates the relative timing of the signals involved. The pulse train parameters - pulse
number, pulse period, pulse width (of both 87Rb and 40K light), and delay between 87Rb and
40K probe light pulses - are controlled by the FPGA board used to run other parts of the
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cold atom experiment as detailed in Sec. 3.1. The FPGA board outputs two identical pulse
sequences, the second (ii) with a 3 µs delay relative to the rst (i), so that the pulses for
probing 87Rb and 40K atoms can be interleaved. The rst of these outputs is also used as a
trigger for the digitiser that samples the eventual dispersive measurement data (see Sec. 4.5).
Figure 4.1: Schematic of the probe pulsing electronics, showing how signals from both the FPGA and RebeKa
control the switching of the two AOMs to produce interleaved 87Rb/40K probe pulses. The logic trigger signals
involved are shown as arrows and labelled with Roman numerals which correspond to the timing diagram
(inset). Inset: relative timing of the logic trigger signals during generation of a pulse train. i) FPGA output
pulse train 1, ii) FPGA output pulse train 2 (the same as pulse train 1, but with a 3 µs delay), iii) “dispersive
AOM switch” output from RebeKa program (default value is ‘high’, i.e. AOM is on), iv) output of a NOR gate
with i) and iii) as inputs, v) output of a NOR gate with ii) and iii) as inputs, vi) “dispersive shutter TTL” output
from RebeKa program, which switches an electronic shutter in the path of the probe light (default value is
‘low’, i.e. shutter is closed). The dotted vertical lines are intended as a guide to the eye. This diagram is not to
scale.
Our two sets of pulses are fed into one input port of a NOR logic gate circuit. The input to
the second port of each NOR gate is a TTL signal called “dispersive AOM switch” (iii), which
is controlled by the RebeKa program (on computer A). The outputs of the NOR gates, (iv)
and (v), are used to switch the VCO drivers for the 87Rb and 40K paths, respectively. The rf
signal from the drivers pass through an amplication stage, then into the respective AOMs.
The default state of “dispersive AOM switch” is ‘high’, which, when combined in the NOR
gate when no pulses are present, gives a ‘high’ output that keeps the AOM on. A congu-
ration where the AOM is on by default is necessary to allow the AOM crystal to remain at
thermal equilibrium such that the refractive index, and therefore Bragg diraction angle, is
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xed and coupling eciency into the bre is constant (the path length from the AOM output
to the bre input is' 40 cm, so small dierences in angle signicantly aect bre coupling
eciency). Using an alternative switching conguration where the AOM is o by default
for the majority of the ∼ 100 s experimental cycle, we see a rise time ∼ 10 s for the optical
power output from the bre, resulting in unreliable optical power in the dispersive probe
beam that can vary with time (both within a single pulse sequence and between experimen-
tal runs if the time delay between them changes) and with pulse length. Using the scheme
presented in Fig. 4.1 with the AOM on by default, we see no signicant variation in probe
pulse optical power when switching the AOM o for durations up to 1 s during the pulse
sequence (and if we want pulses spaced by > 1 s, which is sometimes useful for diagnosing
evaporative/sympathetic cooling issues, we can use a secondary switching conguration
where the shutter is pulsed also).
The 87Rb and 40K light paths are combined using steering mirrors and a beam splitter, then
the light is coupled into a single-mode optical bre following an electronic shutter. The
shutter, which is ‘o’ by default, blocks the light deected into the rst order when the
AOM is in the default ‘on’ state and is controlled by an output called “dispersive shutter
TTL” from the RebeKa program. The single electronic shutter is actually positioned after
the two probe beams are combined, but is drawn as two separate shutters in Fig. 4.1 for
simplicity. The resulting optical output is a train of interleaving 87Rb and 40K probe pulses,
precisely timed by the experimental control system. For the work presented in this thesis,
we typically use a train of ∼ 100 pulses, each with a duration of 600 ns and a repetition
rate of ∼ 100 kHz, but this is customisable and many variations have been used to suit the
situation at hand.
In an earlier iteration of the system a waveform generator1 was used to produce a regular
sequence of logic triggers, which was fed into a pulse delay generator2 that produced the
two interleaving pulse sequences and controlled the pulse width. The upgrade to an FPGA-
controlled system allows precise timing of pules relative to other experimental processes
and the ability to program arbitrary pulse sequences, which we typically use for diagnostic
purposes.
4.1.2 Production of a frequency triplet
Heterodyne detection uses the interference of two (or more, as we will soon see) optical elds
with slightly oset frequencies to produce an intensity modulation at the beat frequency
∆f = f1 − f2, which is measured by a photodetector. This process can map amplitude and
1Agilent 33250A.
2SRS DG535.
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phase information encoded in a light eld in the optical frequency realm, ∼ 1014 Hz, to the
electronic frequency realm, ∼ 108 Hz, where it can be conveniently processed and anal-
ysed. For the work of this thesis we use a heterodyne detection technique called frequency
modulation spectroscopy (FMS) [120] where a phase-coherent triplet of frequencies is co-
propagated through the cloud. FMS was developed in vapour cells in 1980 [121] and rst
applied to ultracold atoms in 1999 [30, 122].
The heterodyne triplet for FMS is made up of a central carrier eld, EC, at optical fre-
quency ωC and two sideband elds – the reference, Er, and the probe, Ep3. While this triplet
conguration could, in principle, be produced by preparing the three elds separately and
combining them using a beamsplitter, this would require extensive phase and frequency
locking setups for all three components to ensure phase coherence. A simpler method uses
an electro-optic phase modulator (EOM) to imprint phase-coherent sidebands on the car-
rier eld. An EOM contains an electro-optic crystal with a birefringent refractive index that
depends linearly on the strength of the local electric eld (a dependence called the Pockels
eect) – by varying the applied electric eld we can thus change the optical path length and
alter the phase of an incident light eld.
Following production of the probe pulse train, as detailed in Sec. 4.1.1, the light is launched
into a bre-coupled EOM4, where light propagates through an electro-optic crystal waveg-
uide made from MgO doped lithium niobate. A second optical bre then delivers the phase
modulated light to the next stage of the experiment (alignment onto the atomic sample). The
EOM is driven by an external signal that modulates the voltage applied across the crystal,
and therefore the local electric eld.
The eect of an EOM on a light eld can be characterised by its modulation depth, η, which





where Vπ is the half-wave voltage, required to produce a π phase shift and a characteristic
of a particular EOM.
To produce the heterodyne triplet eld we begin with a carrier light eld with angular fre-
3Note that in some of our manuscripts [63, 64] ( [16, 17]) we refer to these two components instead as red
(r) and blue (b), as in those specic cases the blue-detuned (red-detuned) sideband was the probe and the red-
detuned (blue-detuned) sideband the reference. Here we simply use ‘p’ for ‘probe’ and ‘r’ for ‘reference’ since,
in general, the carrier can be positioned so that either sideband can be used as the probe/reference
4Photline Technologies NIR-MPX800-LN-10 (note that this company has rebranded as iXBlue Photonics).
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quency ωC described as a complex exponential function,
E0 = E0e
iωCt, (4.2)
that is passed through the crystal while the driving voltage is modulated sinusoidally with
a small modulation depth at an angular frequency ωEOM, such that a time dependent phase
shift is introduced into the light eld,
EFMS = E0e
iωCt+iη sin (ωEOMt). (4.3)
Equation (4.3) involves exponentiation of a trigonometric function, which can be expanded
in a basis of its harmonics using the Jacobi–Anger identity [123, eq. 10.35.3], to give the












where Jk(m) is a Bessel function of the rst kind, of order k. The distribution of total incident
optical power P0 in each set of eld modes k = 0,±1,±2... depends on the modulation
depth of the EOM in the following way,
Pk = |Jk(η)|2P0. (4.5)
In our work we use a very small modulation depth, η  0, such that only the k = 0 and
k = 1 terms are signicant and the expression reduces to,










which is a common-path, phase-coherent, interferometric heterodyne triplet consisting of
a component at the carrier frequency, ωC, and two equal-amplitude sideband components
at ωC ± ωEOM.
Residual amplitude modulation
Residual amplitude modulation (RAM) is caused by any variation in the relative amplitude
of the positive and negative sidebands imprinted on a carrier eld [124]. As we will see
later in this chapter, comparison of the±1 sidebands is central to the frequency modulation
spectroscopy technique, so RAM is a serious issue that we were careful to minimise.







Incoming beam Outgoing beam
Figure 4.2: Probe triplet on its passage through the atomic sample. The phasor diagrams show a representation
of the three frequency components – reference (r), probe (p) and carrier (C) – before and after transmission
through the cloud, in a frame co-rotating with the carrier.
This imbalance can either occur within the phase modulation device itself or upon prop-
agation of the light eld through subsequent optical elements. For example, if a lens and
a waveplate were to form a weak cavity that transmits one sideband more strongly than
the other, an asymmetry would occur. In our experiment, we were very deliberate with the
placement of each optical element, setting them slightly oset from perpendicular with the
laser beam to avoid cavities. We also positioned the EOM as late in the setup as possible, to
minimise the path length and number of surfaces encountered by the triplet components.
Another factor leading to RAM via the EOM is uctuation in the polarisation of the incident
light. We control this by using polarisation maintaining optical bres throughout the optical
setup, matching the linear polarisation of the probe light eld very carefully to the optical
axis of each bre the light is coupled into, and additionally passing the beam through a
Glan-Thompson polariser to clean the polarisation before launching it into the bre EOM.
Photorefractive damage
When a light eld with inhomogeneous intensity (e.g. a Gaussian beam prole) is incident
on the MgO:LiNbO3 crystal inside the EOM, photo-excited charge carriers can migrate from
illuminated areas to dark areas, resulting in local variations of the refractive index across
the crystal [125]. When a light eld passes through a crystal these refractive index varia-
tions will distort the optical wavefronts. This can lead to an irregular beam shape (reducing
the output coupling eciency of the device), drifts in the output polarisation (the triplet is
imprinted only on one polarisation), and is another possible source of RAM [126].
Typically there is a threshold optical power below which this photorefractive damage does
not occur, and for our device this limit is specied to be 25 mW. However, even with optical
powers ≤ 5 mW we noticed a reduction in the eectiveness of our EOM. The eects of
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photorefractive damage can be counteracted by annealing the crystal, which re-mobilises
the charge carriers5. We do this by mounting the EOM on a heating plate with active tem-
perature stabilisation to and keeping it at a setpoint temperature ' 60°C.
4.1.3 Probing 87Rb and 40K
So far I have presented the general mathematics of the frequency modulation spectroscopy
technique. I will now describe more specically how we have integrated it into the ultra-
cold atom apparatus to dispersively probe samples of 87Rb and 40K. The values of ωEOM
and ωoset, the detuning of the carrier (C) from the optical transition being probed, are of
vital importance to the success of the method as they determine the (frequency) position of
each component of the FMS heterodyne triplet relative to a chosen probing transition in the
atomic sample. The values are chosen with a number of considerations in mind - notably,
to simplify our measurement scheme we maximise the detuning of the C and r components
within the technical limitations imposed by the detector and amplier bandwidths, to avoid
signicant interaction with the atomic sample. Additionally, the probe component, p, should
be detuned such that the photon scattering per atom stays low but the phase shift is signif-
icantly larger than the noise oor of our detection system - i.e. we are in a regime where
the dispersive interaction of the probe component with the medium dominates over the
absorption.
Probe for 87Rb
The 87Rb probe beam is generated by an external cavity diode laser and locked to a beat
note with a reference laser, to within 4 MHz (the 3 dB width of the beat note)6. This puts
the frequency of the laser foset = −3.30 GHz below the F = 2 → F′ = 3 transition of
the 87Rb D2 line. By passing the probe beam through a bre electro-optic phase modulator
we produce a trichromatic spectrum with 1st-order sidebands at ±fEOM = ±3.700 GHz,
where the carrier component (C) has an optical power of ' 13 µW and each of the two
rst-order sidebands contain ' 1 µW (higher order sidebands have negligible power). The
down-shifted sideband is far-red detuned ∆ = foffset−fEOM = −7.00 GHz from the 2→ 3′
transition, while the up-shifted sideband has a comparatively small blue detuning of ∆ =
foffset + fEOM = +400 MHz. This achieves a common-path interferometric probe triplet
spectrum {r,C,b} as illustrated schematically in Fig. 4.3, with respect to the 2 → 3′ probing
transition. The transitions to F′ = 1 and F′ = 2 levels are also allowed, but are much
5Note that the MgO dopant in the Lithium Niobate (LiNbO) crystal is present to reduce this propensity for
optical damage, by reducing the quantity of free charge carriers present in the non-doped crystal [127].
6We use an oset-lock to stabilise our system [128] as this gives us much more exibility in the frequency
that we are able to park our laser at
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weaker [82, 129] and can be ignored.
Here the blue sideband acts as the probe component and the red is the reference. The fre-
quencies of the three components relative to the |F = 2〉 → |F ′ = 3〉 probing transition
in 87Rb are indicated in Fig. 1.1(b), where ∆r is the angular frequency detuning of the red
sideband. We have purposefully positioned the C and r components on opposite sides of the
probing transition to the p sideband, as this gives us the opportunity to cancel part of the
light shift incurred on the atomic level structure when coupled to the three components of
the probe beam7. This conguration of the 87Rb dispersive probe triplet is used throughout
most of the work in this thesis; there are a few cases where the parameters vary slightly and
this is noted in the relevant sections.
We consider the probing scheme to be a two-level atomic system, as it is insensitive to atoms
in the F = 1 state, as the F = 1 → F ′ transition is far-o-resonant for all probe triplet
components. Additionally, while the F ′ = 2 and F ′ = 1 do indeed have allowed transitions
from F = 2, they are ignored in our treatment of the problem because the corresponding
dipole matrix elements are negligible compared to transitions to F ′ = 2. Assuming a π-
transition connecting |2, 0〉 with |F ′, 0〉, the highest of the transitions to F ′ = 1, 2 is a
factor of nine smaller (see the appendix of [129] for the branching ratios). In addition to
this, the probe sideband is always blue-detuned so the detuning from the other F ′ levels is
always larger than the detuning from F ′ = 3, making the eect of transitions to these levels
even more insignicant.
Figure 4.3: Schematic of the trichromatic frequency spectrum of the two FMS elds, consisting of a carrier (C),
and reference (r) and probe (p) sidebands. (a) The 87Rb FMS eld is shown relative to the 87Rb (52S1/2, F =
2) → (52P3/2, F′ = 3) absorption line and (b) the 40K FMS eld is shown relative to the 40K (52S1/2, F =
9
2 ) → (5
2P3/2, F
′ = 112 ) absorption line (not to scale). Note that the probe component for the
87Rb eld is
blue-detuned, while the probe component for the 40K eld is red-detuned.
7For the parameters used in this work, the magnitude of the dierential light shift on 87Rb atoms due to
a single probe beam component is ∼ 100 kHz. For more information on how light shift aects our system,
see [17].
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Probe for 40K
A dispersive probe for 40K atoms was produced by replicating the existing optics and elec-
tronics setup (optimised to probe the |F = 2,mF = 2〉 quantum state in 87Rb) with the
parameters required to be sensitive to the |F = 9/2,mF = 9/2〉 quantum state in 40K, and
using the |F = 9/2〉 → |F ′ = 11/2〉 transition in 40K for probing.
Due to technical limitations imposed by the system used to lock the frequency of the 40K
probe laser, we were unable to position the carrier (C) and probe (p) components of the
probing triplet on opposite sides of resonance to reduce the net light shift, as was done for
the 87Rb system - all three components are blue-detuned in this case.
The two probe triplets were then coupled into a single optical bre to be transported to the
main experimental apparatus where the beam is incident on the atomic sample, with a delay
of 3 µs between each of the 87Rb and 40K pulses, as outlined in Sec. 4.1.1. For many of the
applications in this thesis only the 87Rb dispersive probe system is used. To achieve this, we
simply block the 40K dispersive probe beam path with a beam block.
4.2 Propagation of the probe through a medium
The frequency-triplet light pulses are delivered from the EOM via an optical bre into the
main cold atom experimental apparatus, where they are linearly polarised along the x-axis
using a half waveplate and propagated along the z-axis of our trapped atomic sample. In
order to obtain good signal to noise ratio, the size of the dispersive beam waist was matched
approximately in size to our prepared atomic sample. The 1/e2 radius was w0 = 28 µm,
measured using a beam proling camera.
It is dicult to align the dispersive probing beam precisely onto the sample, and many it-
erations are required. The nal focussing lens is mounted on a translation stage such that
the z-position of the waist can be adjusted, and the beam is centred radially on the sample
using two piezo motor steered mirror mounts8 to nely adjust the position. Two CCD cam-
eras were used during the alignment process to track the adjustments and beam position so
that we could simply revert back to a benchmark position if necessary.
A quarter-waveplate can also be incorporated in the setup so that the polarisation of the
probe beam can be changed to σ+. This is useful when the atoms to be probed are primarily
in the |2, 2〉 state and are coupled via a cyclic transition to the |F ′,m′F 〉 = |3, 3〉 state, as σ+
transitions give the strongest coupling (larger signal) and, in principle, no optical pumping
to other ground spin states.
8Newport AG-M100N with AG-UC8 controller
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Note that our optical set up allows for independent alignment and focus of the disper-
sive probing beam and the co-propagating horizontal dipole trapping beam, which gives
us greater exibility, and a layer of redundancy in rough beam alignment that we can fall
back on should something become drastically misaligned (otherwise it can take several days
to realign the beam from scratch).
Atom-light interactions cause each component of the triplet beam to acquire a phase shift
dependent upon the detuning from the set of allowed transitions in the 87Rb atom [28, 29].
If we choose the detuning of the C and r components suciently far from resonance, the
phase shift incurred by them will be negligible, and we are left with only a phase shift on
the p component, φp. The optical beat signal from the interference of the three frequency
components is detected and demodulated to baseband as detailed in Sec. 4.4.
When the dispersive probe beam exits the vacuum chamber on the far side of the atomic
sample it has expanded considerably as the beam path following the focussing lens is∼ 1 m.
A two inch motorised ipper mirror is programmed to ip up during probing to collect the
light and deect it to a pair of folding mirrors and a lens that are used to couple light into
photodetector bre (during the rest of the experimental cycle the ipper mirror must re-
main down to allow passage of the optical pumping beam). The motorised ipper mirror is
dichroic, with high reectivity at 780 nm but allowing transmission of the 1064 nm horizon-
tal dipole trapping beam so that it is not propagated to the collection optics. Further to this,
a dichroic lter is positioned just before the photodetector, removing any small fraction of
1064 nm light that might remain.
Figure 4.4 is a simplied schematic showing propagation of the probe beam through the
atomic sample. It depicts some basic features of the cold atom apparatus (trapping beams
and magnetic coils) as well as the photodetection, demodulation and data acquisition post-
processing stages (discussed in the following sections).
4.3 Photodetection
Here I will again present the mathematics in a general way, while referring to our particular
scheme where necessary. I will assume that the red-detuned sideband acts as our reference
while the blue-detuned sideband acts as the probe (as was typically the case for our scheme),
but this can be switched as is required for the situation at hand. When the heterodyne triplet
(Eq. (4.6)) interacts with an atomic medium, the outgoing eld can be described as,
E′FMS = ECe
iωCt + Epe
i(ωC+ωEOM)t+iφp − Erei(ωC−ωEOM)t. (4.7)































Figure 4.4: A schematic diagram showing propagation of the pulsed trichromatic dispersive probing beam
through the sample of optically-trapped 87Rb, followed by acquisition and sampling by an ac photodetector
and digitiser, respectively. Note that the horizontal trapping beam, which completes the optical tweezer system,
is co-propagating with the dispersive probe but is not shown here. A typical post-processed data set with a
t is shown in the plot at the top right, for an example where the number of atoms in the sample decays
exponentially with time.
where we have relabelled the amplitudes of the carrier, probe and reference components
to be EC, Ep and Er, respectively, and φp is the non-negligible phase shift incurred on the
probe component due to its relative proximity to resonance.
Following transmission through the atomic sample, the outgoing heterodyne triplet beam
is focused onto the sensitive area of a 4.2 GHz bandwidth bre-coupled ac photodetector9,
where the three frequency components combine to produce a heterodyne signal [121]. The
photocurrent, j(t), is proportional to the intensity of the optical eld, so the response is














r + 2ECEp cos (ωEOMt+ φp)
− 2ECEr cos (ωEOMt)− 2EpEr cos (2ωEOMt+ φp)],
(4.8)
where K is a constant that depends on the quantum eciency of the photodiode and the
gain of the electronics. The photocurrent is converted to a voltage via a transimpedance
amplier packaged with the photodetector module, with gain ZG. The resulting signal has
a component at DC and a component oscillating at twice the modulation frequency, 2ωEOM,
9Finisar HFD-3180-203
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both of which are ltered out by a bandpass lter with transmission response Zf1. The re-
maining signal is at the modulation frequency, ωEOM, and consists of two beat notes, one
between the carrier and probe components, and one between the carrier and reference com-
ponents, respectively,
VFMS(t) = 2Zf1ZGKECEp [cos (ωEOMt+ φp)− cos (ωEOMt)] , (4.9)
The two beat notes have equal amplitude (Er = Ep) and a xed phase relationship such that
they will cancel one another exactly when φp = 0; that is, when there is no optically dense
dielectric medium to induce a phase shift on the probe beam.
4.4 Demodulation
The resulting signal is passed through an amplication stage with gain Za10 then demod-
ulated with a local oscillator signal, at frequency, ωEOM, that is phase locked to the signal
driving the EOM. A passive I-Q mixer can be used to extract both the baseband in-phase (I)
and quadrature (Q) components of the signal, which is illustrated schematically in Fig. 4.5).
The I-port of the mixer will multiply the incoming rf signal, VFMS(t), with the in-phase
component, EI = cos (ωEOMt+ θ), where θ is an arbitrary phase oset,
VI(t) =2ZaZf1ZGKECEp [cos (ωEOMt+ φp)− cos (ωEOMt)]× cos (ωEOMt+ θ),
=ZaZf1ZGKECEp [cos (2ωEOMt+ φp + θ) + cos (φp + θ)− cos (2ωEOMt+ θ)− cos (θ)] .
(4.10)
The term oscillating at twice the modulation frequency is ltered out with a 2 MHz low-pass
lter with transmission response Zf2 to leave only a baseband component,
VI(t) = Zf2ZaZf1ZGKECEp[cos (φp + θ)− cos θ]. (4.11)
Similarly, the Q-port of the mixer multiplying the incoming rf signal, VFMS(t), with the 90°
out-of-phase component, EQ = sin (ωEOMt+ θ), to give,
VQ(t) =2Zf2ZaZf1ZGKECEp [cos (ωEOMt+ φp)− cos (ωEOMt)]× sin (ωEOMt+ θ),
=Zf2ZaZf1ZGKECEp [sin (2ωEOMt+ φp + θ) + sin (φp + θ)− sin (2ωEOMt+ θ)− sin (θ)] .
(4.12)
10typically two Minicircuits ZX60-3800LN+ packages
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And again ltering out the AC component again gives,











Figure 4.5: Schematic of the demodulation electronics which extract phase shift information from the photo-
detected signal.
The I and Q signals are summed in quadrature to give what we call the “dispersive signal”,
VIQ(t) =
√




















Thus we obtain a dispersive signal that is proportional to the state-dependent phase shift
on the probing sideband, which is in turn proportional to the refractive index of the sample
and therefore the column density.
4.5 Data acquisition and post-processing
We sample the output of each port of the I-Q mixer at a rate of 20 µs−1 using two input
channels of a 16-bit digitiser. The digitiser is connected to Computer B via an ethernet con-
nection, allowing us to set up the acquisition parameters and collect the data via a LabView
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interface (“4” in Fig. 3.1).
Figure 4.6: Schematic representation of the data processing procedure for a typical data set. The upper two
panels (a,b) show the segmented raw data collected on each channel of the digitiser for three pulses, i = 5, 6, 7,
of a probe sequence. The dashed black lines indicate the 0.6 µs wide integration window for each sample (note
the broken axis). The lower panel (c) shows the resulting phase shift signal computed for the sequence.
The raw data for probe pulse i = 1, ..., N acquired by the digitiser consists of VI and VQ - the
voltages sampled from the I and Q ports of the mixer, respectively, for a segment∼ 2µswide
containing each probe pulse. Within each data segment we dene an integration window
that contains only the data collected while the probe beam was actually on, and numerically
extract the area under the curve to give the processed data sets {Ii, Qi}. This integration is
shown schematically in Fig. 4.6(a) and (b), for three points within a typical data set showing
a decaying 87RbF = 2 population. The integrated components for each prove pulse are then




i (t). The resulting
dispersive signal for the full data set is plotted in Fig. 4.6(c), with the values corresponding
to the raw data in Fig. 4.6(a) and (b) indicated with a yellow marker and dotted lines.
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Chapter 5
Monitoring Transitions and Cooling
with Dispersive Probing
The applications presented in this chapter demonstrate the power of the dispersive probing
method in terms of heavily reduced acquisition time and insensitivity to long-term exper-
imental drifts, and set the scene for what is to come in the next two experimental results
chapters of this thesis. I begin with two examples of how we make use of this dispersive
optical measurement system in our lab on a daily basis, for diagnostic purposes. My focus
will then shift to the investigation of atomic cooling processes using dual-species dispersive
probing in Sec. 5.2.
5.1 Monitoring 87Rb state transitions
We make use of both the absorption imaging and dispersive probing techniques to gain in-
formation about our atomic samples, in particular to monitor the internal quantum state dur-
ing manipulations within the ground state hyperne manifold, including Zeeman (mF ) sub-
levels, the degeneracy of which are lifted in the presence of an external magnetic eld [82].
Dispersive probing is routinely used as a tool to quickly determine the precise frequency of
an atomic resonance. Once the resonance has been identied, dispersive probing can also
be used to monitor the population changes during the transition on a ne time scale.
5.1.1 Monitoring Rabi flopping
We monitor the dynamics of a resonant quantum state transfer, where a transition between
two levels is driven with resonant microwave frequency radiation causing the atomic popu-
lation to oscillate between the ground and excited states, i.e. Rabi opping. We have demon-
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Figure 5.1: Schematic of the D2 hyperne energy level structure of 87Rb with the relative frequencies of the
dispersive probe beam and microwave drive radiation indicated (not to scale).
strated this previously in [17], where the technique was used for sensitive magnetic gra-
diometry. A schematic of the relevant D2 hyperne energy level structure is given in Fig. 5.1,
illustrating both the resonant microwave frequency transition (driven to induce Rabi oscil-
lations) and the optical frequency transition that the o-resonant dispersive probe beam is
parked close to.
Here we present a comparison of the data collected during a Rabi process in an elongated
cloud geometry for both the absorption imaging and dispersive probing techniques. Our
atomic sample is prepared rst using the standard Bose-Einstein condensate apparatus de-
scribed in Ch. 3 and conned in a single beam far-o-resonant dipole trap. The sample
typically consists of 3× 106 87Rb atoms in the |F = 2,mF = 2〉 state, at < 1 µK. We allow
the sample to expand along the dipole beam for 40 ms to achieve a quasi-1D elongated cloud
geometry with FWHM of 1.3 mm along the z direction and 60 µm along the y direction. The
|F = 2,mF = 1〉 → |F = 1,mF = 1〉 transition is then driven by a resonant (∼ 6.835 GHz)
microwave frequency pulse, delivered via a directional helical antenna for a period of 2 ms.
Each of the two probing methods described in Sect. 1.1.1 - absorption imaging and disper-
sive probing - are used to follow the resulting Rabi dynamics. Figure 5.2(a) shows the data
collected using absorption imaging. Because of the destructivity of this technique a series of
100 experimental consecutive runs (taking∼ 90 s each) is required, with the time of imaging
incremented progressively. To cover a 1 ms range in 10 µs steps, the total acquisition time
is on the order of several hours.
Figure 5.2(b) on the other hand shows the data collected in real-time using the dispersive
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Figure 5.2: A comparison of the time evolution of the F = 2 population during microwave driven Rabi oscil-
lations in an elongated atomic cloud recorded using two dierent methods. (a) Data is collected over several
hours using absorption imaging. (b) Data is collected in real-time using dispersive probing and averaged over
5 experimental runs.
probing technique, with parameters ∆p = 212 MHz and fEOM = 885 MHz1. A complete
data set can be acquired during each ∼ 90 s experimental sequence, so ve data sets were
taken in the space of ten minutes then averaged. In both data sets the Rabi opping of the
atomic population between the two levels is clearly monitored, but using dispersive probing
the acquisition time is reduced by a factor of 50.
5.1.2 Mapping out Zeeman spliing
We use dispersive probing extensively to measure and calibrate magnetic elds used in the
ultracold atom apparatus. In this section we give examples of how we systematically map
out the Zeeman splitting of the 87Rb ground state manifold under the inuence of a linear
external magnetic eld, generated by a set of Helmholtz coils (as described in Sec. 3.7.3). At
low eld strengths the eect is dominated by the linear Zeeman eect, given by Eq. (5.4),
and the energy level spacing we observe is equal.
To obtain the data we used a microwave sweep across a wide range (6.877–6.797 GHz over
96 ms) containing the F = 1 → F = 2 resonance transitions of the hyperne ground
state, for a range of external magnetic eld values between 5 G and 20 G (set by adjusting
the current driving the Helmholtz coils). During this sweep we probed the atomic sample
dispersively using a train of 96 pulses at a 1 kHz repetition rate; this corresponds to probing
1Note also that in this early iteration of the system, the red-detuned component of the dispersive probing
triplet was used as the probing sideband, and the blue-detuned component as the reference.
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Figure 5.3: Example data set showing the normalised dispersive signal acquired during a microwave frequency
sweep across the F = 1→ F = 2 resonance transitions of the hyperne ground state, for BHH ' 15 G. The
frequency sweep began at 6.877 GHz and was swept down to 6.797 GHz linearly over 96 ms.
Figure 5.4: Zeeman splitting of the 87Rb ground state manifold under the inuence of a linear external mag-
netic eld, generated by a set of Helmholtz coils. The circular data points were calculated from a series of
measurements taken with the dispersive probe system, and the dotted lines indicate the theoretical transition
energies corresponding to, from top to bottom: |2, 2〉 → |1, 1〉, |1, 1〉 → |2, 1〉, |2, 1〉 → |1, 0〉, |1, 0〉 → |2, 0〉
(clock transition), |2, 0〉 → |1,−1〉, and |1,−1〉 → |2,−1〉. Vertical error bars on the data points are±400 kHz,
which corresponds to about half the height of the circular points themselves.
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the microwave frequency sweep with a resolution of 833 kHz. An example raw data set is
shown in Fig. 5.3. Transitions are identied in the data as very sharp changes in dispersive
probe signal, as the quantum state for the sample changes back and forward between Zee-
man states within the F = 2 and F = 1 hyperne levels, which are opaque and transparent
to the dispersive probe, respectively. From the timing of the dispersive pulse sequence rela-
tive to the microwave frequency sweep, we can thus determine the frequency at which each
Zeeman transition occurred, and this is plotted in Fig. 5.4 for ten dierent magnetic eld
strengths.
Note that we are still far from the Paschen-Back regime, where in very large external elds
(& 3000 G for 87Rb [130]) the levels begin to cross over as the Zeeman splitting becomes
comparable to and greater than the spin-orbit coupling. This means that F and mF are still
“good” quantum numbers, and |F,mF 〉 still approximate eigenstates, of the system.
The above data collection was carried out as part of a characterisation of the stability of a
set of Helmholtz coils that were used to access high-eld Feshbach resonances. We are also
able to use dispersive probing in combination with the optical tweezer system (see Sec. 3.5)
to measure changes in the transition frequency when the sample is translated along the z-
axis. This provides a convenient method to directly characterise the magnetic eld gradient
in the z-direction, distinct from the method of magnetic gradiometry used in [17].
5.2 Dual-species dispersive probing of 87Rb and 40K
For the large majority of the experimental work in this thesis 87Rb is the atomic species
of interest, and the 87Rb dispersive probing system is used extensively. However, I can also
use my system to independently monitor 40K atoms at the same time, using closely-spaced
alternating pulses of the two probe elds. In this section I will expand on some results
from a previous work, where I used an early version of the dispersive probing system to
monitor evaporative cooling of 87Rb [16]. We simultaneously probe both 87Rb and 40K, and
use this to monitor the dynamics of both species during sympathetic cooling, where 40K is
cooled indirectly by collision with 87Rb atoms, which are themselves being cooled via an
evaporative cooling mechanism (see Sec. 3.4).
The dual-species dispersive probe system is implemented by incorporating a second, parallel
set of electronics to pulse the 40K probe component of the beam, such that a 40K probe pulse
comes 3 µs after each 87Rb probe pulse. The 40K and 87Rb dispersive probing signals from
a mixed sample are then recorded together by the digitiser in the usual way, and extracted
separately from the raw data for analysis. The details of this system were described earlier,
in Sec. 4.1.3 and Sec. 4.1.3.
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In order to test that the potassium dispersive probe was producing a meaningful signal, it
was rst used alone to monitor the breathing motion of a cloud of 40K atoms when disturbed
by switching o the connement potential briey. The resulting signal had a signal to noise
ratio of about 10 and showed a clear damped oscillatory motion, as expected.
5.2.1 Monitoring sympathetic cooling
Previously we have followed evaporative cooling dispersively and showed that we can use
a dispersive measurement taken early in the process to predict the outcome, and therefore
reduce noise in the nal atom number of samples produced with our ultracold atom ap-
paratus [16]. Figure 5.5 has been adapted from a gure in that manuscript and shows the
dispersive signal acquired during the rst 50 s of an evaporative cooling sequence for two
dierent atomic samples, one with low atom numbers originally loaded into the MOT (a),
and the other with higher numbers loaded (b). The upper x-axis shows the rf frequency cut
corresponding to the cooling time on the lower axis. Note that the full evaporative cool-
ing sequence ran for 66 s, which is ∼ 50 % longer than we use now because the cooling
sequence has since been optimised. Also note that the dispersive signal is not denoted by
ARb on the vertical axis - this is to acknowledge that the dispersive probing system used to
collect this data was dierent to that presented in this thesis, so the two cannot be directly
compared.
Figure 5.5: (Figure adapted from [16].) The time evolution of the dispersive signal for the rst 50 s of evaporative
cooling, for both (a) a low and (b) a high number sample of 87Rb. The two inset panels show corresponding
absorption images of the sample at the end of a 66 s duration evaporative cooling process.
In the current work we introduce 40K atoms into the system and allow them to be cooled
sympathetically via thermalisation with the co-trapped 87Rb atoms during four consecutive
rf-frequency ramps. This allows us to produce an ultracold mixture of 40K and 87Rb atoms
near the transitions to a degenerate Fermi gas and BEC, respectively. Following a similar
procedure to that used in [16], we monitor the 40K sample evolution for the∼ 40 s duration
of cooling. Figure 5.6(a) shows the dispersive signal obtained from the 40K atoms during
this process. Before the 30 s mark, the signal from any 40K population is smaller than the
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Figure 5.6: (a) 40K dispersive signal, AK, acquired during a 40 s evaporative/sympathetic cooling sequence. (b)
87Rb dispersive signal,ARb, acquired simultaneously with (a), i.e. with 40K atoms present (green solid squares).
For comparison, the 87Rb dispersive signal acquired during the same cooling sequence but in the absence of
any 40K population is shown in empty black squares. Note that the vertical axis is plotted in the same arbitrary
units for both subplots.
noise of the system (note that the AK = 0 axis is slightly above the bottom of the plot), but
it then starts to climb steadily in the nal 10 s of cooling. The number of 40K atoms in this
sample was measured using absorption imaging to be 2.5 × 106 and the nal temperature
was 0.87 Tf , where Tf = 1.2 µK is the Fermi temperature of the system.
Figure 5.6(b) shows, in solid green squares, the ARb signal acquired simultaneously with
the data in (a), and the corresponding nal 87Rb sample was measured using absorption
imaging to contain 1.2×106 atoms at 1.21µK. For comparison, I repeated the cooling process
without loading 40K atoms into the MOT and acquired the ARb signal. This is included on
the subplot in empty black squares and the corresponding nal 87Rb sample was measured
using absorption imaging to contain 4.0×106 atoms at 1.01 µK - approximately three times
the number we obtain in the presence of 40K atoms, and 20 % colder. Comparison of the two
87Rb dispersive signals show that the density of 87Rb begins to deviate at around 30 s into
sympathetic cooling, around the same time that the population of 40K atoms start to produce
a dispersive signal above the noise oor. This indicates that the 40K atoms interact with the
87Rb atoms in a way that reduces the eciency of the evaporative cooling process, leading
to a hotter and lower atom number sample. While we did investigate this eect further, and
used dispersive probing to help optimise the 87Rb/40K atom numbers, this work is beyond
the scope of this thesis and will not be explored further here.
In the dispersive probing data for 87Rb in both cases I observed two interesting features. The
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rst was a bump in the otherwise monotonically increasing density evolution of 87Rb be-
tween two successive evaporation ramps, which we removed by adjusting the parameters of
the evaporative cooling rf-ramps. Identication of this discontinuity in the signal allowed us
to further optimise our cold atom sample-production process, another example of the value
oered by the dispersive probe system (note that the data in Fig. 5.6 was acquired after opti-
misation process). The second feature of interest is a sharp drop in the 87Rb dispersive signal
in the nal 2 s of cooling, something we will investigate further in Sec. 5.2.2. In general, the
shape of the curve that the recent dispersive data follow is comparable to that in Fig. 5.5,
noting that the nal 25 % of the cooling process was not captured in the earlier data.
To quantify the “destructivity” of the dispersive probing system on both species in this ex-
ample (where we have used 81 pulses of 1.2 µs duration) we compare the nal atom number
and temperature in the presence and absence of the dispersive probe. We nd that for the
87Rb fraction of the sample there is no change in nal atom number (to within the normal
number uctuations of the experimental apparatus) but the temperature increases by 3 %
on average in the presence of the dispersive probe beam. For the 40K fraction of the sample,
dispersive probing causes a 3 % decrease in nal atom number and a 3 % increase in nal
temperature, on average. The small dierence in the “destructivity” of the two probe beams
to their respective samples is likely due to variation in parameters such as the detunings
from the relevant atomic transitions.
5.2.2 Investigating the coupling factor
We will now revisit the shape of the 87Rb dispersive probing signal during the nal ∼ 5s of
cooling, as can be seen in both data sets of Fig. 5.6(c). A complicating factor in this particu-
lar experiment is that the geometric mode-matching between the sample and the dispersive
probe beam changes drastically during cooling processes, as the central density increases
while the spatial extent of the sample decreases (and these two variations in cloud prop-
erties cannot be isolated unambiguously using the dispersive probing system). This leads
to an evolution of the probe-sample interface with cooling time, and the coupling factor,
C , describing the linear relationship between dispersive signal and number of atoms will
change accordingly.
To investigate the relationship between coupling factor and temperature, we dispersively
monitor the 40K sample during sympathetic cooling to see how the signal strength changes.
The number of atoms in the sample is determined from an absorption image taken at the
end of the run. The key to being able to assess this relationship between temperature and
coupling factor this way lies in the fact that the total number of 40K atoms in the sample
remains constant during the sympathetic cooling process, unlike during evaporative cool-
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Figure 5.7: Dispersive signal for 40K acquired during the nal two stages of evaporative cooling, as a function
of applied rf frequency, for ve dierent loaded atom numbers,NK (see legend). The upper axis shows the cor-
responding temperature of the atomic sample as it is cooled, as determined from a calibration of temperature
versus rf frequency. The four dotted vertical lines indicate when the sample is at four particular temperatures:
26.2 µK (blue), 8.31 µK (orange), 4.07 µK (yellow), and 0.89 µK (purple).
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ing where the temperature decrease relies on 87Rb atoms being ejected from the trapping
potential.
Figure 5.8: Examples of dispersive signal data versus eective atom number, for the four temperatures indicated
by dotted lines in Fig. 5.7, with linear best ts included (solid coloured lines). Note that for hotter samples the
maximum eective atom number is smaller, as a large proportion of the atoms are outside of the probing
volume.
At a given evaporative cooling rf frequency cut, the temperature of the sample is expected to
be xed2. At the beginning of the cooling process we have a large, hot cloud of atoms that
is signicantly larger than the probe beam, so we cannot obtain a meaningful dispersive
measurement. We begin our probing instead at the start of the nal rf frequency ramp in
the evaporative cooling sequence, around 7 MHz in this case. Because we have optimised
the alignment and size of the dispersive probing beam for use on atomic samples ∼ 1 µK,
the sample is still larger than the probe beam until near the end of the evaporative cooling
process. To account for this when calculating the coupling factor,C , I have adjusted the atom
number3 to include only the subset of atoms that are “seen” by the probe beam, by scaling
the total atom number by the proportion of atoms that are inside the dispersive probing
volume at each probed time. This is referred to as the "eective/probed atom number", Ne.
The sample is probed at 200 ms intervals for the nal 6 s of cooling, and by repeating these
dispersive measurements for a range of dierent atom numbers4 (ve such runs are illus-
trated in Fig. 5.7) we can extract datasets for AK versus N eK at each probed rf frequency
cut (Fig. 5.8 shows four of these data sets). The corresponding sample temperatures are cali-
brated by terminating the cooling process at a range of rf cuts, and using absorption imaging
to determine the sample temperature at each. The temperature decreases linearly as rf fre-
quency is decreased over this range, at a rate of 10.6 µK/MHz. The coupling factor, C is
calculated by taking the gradient of a linear t to the AK versus N eK data, and is plotted in
Fig. 5.9. As the temperature increases, the coupling factor drops o quite steeply, then levels
o, as would be expected when the size of the sample and beam become comparable. The
2Provided the energy of our magnetic trap bottom does not shift - this tends to happen over a timescale of
days, but rarely within a single data acquisition session.
3Obtained from absorption imaging.
4To do this, the atom number loaded into the MOT at the beginning of the experiment is varied by adjusting
the current of the tapered amplied, which controls the power in the MOT laser beams.
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Figure 5.9: The coupling factor (normalised) for the t to AK versus N eK at each temperature is plotted (grey
triangles), with the data points for the four example temperatures, extracted from the corresponding plots in
Fig. 5.8, emphasised in colour.
data becomes very noisy when the temperature is higher than ∼ 40 µK because the dis-
persive signal is near the noise oor due to a low column density and small eective atom
number within the probing volume.
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Chapter 6
Dispersive Detection of Magnetic
Feshbach Resonances in Ultracold
Gases
Major parts of this chapter closely follow a manuscript that has been published in Physical
Review A [63], where we explore the magnetic eld dependent collisional losses due to in-
teractions between atoms in the 52S1/2|F = 1,mF = 1〉 ≡ |1, 1〉 and 52S1/2|F = 2,mF =
0〉 ≡ |2, 0〉 hyperne states, and identify four collisional resonances in the range 0 G to
18 G. These consist of two previously observed s-wave features [131], and two p-wave fea-
tures that have not been reported in prior experiments. Note that since publication we have
discovered a factor of two that was not accounted for in our manuscript. This correction
has been incorporated into the treatment presented in this chapter, and results in a scaling
of the measured loss coecients compared to those presented in [63].
6.1 Feshbach resonance in ultracold atoms
A Feshbach resonance is a collisional resonance of two atoms that is tunable by an exter-
nal eld, arising due to a coupling between a scattering (open) and bound state (closed)
interaction channel in the two-body molecular potential for a pair of atoms. Feshbach res-
onances give us the control to ne tune atomic interactions, and switch between attractive
and repulsive interactions. Here I will describe briey the mechanism by which Feshbach
resonances occur. For an extensive review of Feshbach resonance theory, characterisation,
and applications see [47].
Consider the upper two molecular potentials, labelled ‘closed channel, ` = 0’ and ‘entrance
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channel’, shown in Fig. 6.1(a), representing the energy of the two states as a function of
interatomic distance, R. Vbg(R) (pink curve) is an open background channel, in which two
free atoms come together in a collision (this is alternatively referred to as the entrance
channel), and Vc,s(R) (blue curve) is a closed channel that supports a quasi-bound molecular
state with energy Ec. If the kinetic energy of the entrance channel and the potential energy
of the closed channel match upon a coupling between the two channels (via some physical
mechanism, for example, spin-orbit coupling), there is a nite probability that the atom-pair
will occupy the quasi-bound molecular state.
Both the energy of the free atom pair and the quasi-bound molecular state depend on,
amongst other parameters, the local magnetic eld via the atom’s magnetic moment. In
general, the free atoms that enter the collision are in dierent spin states to those mak-
ing up the corresponding molecular state, meaning they have dierent magnetic moments.
This allows us to tune the energy dierence between the open and closed channels using
an external magnetic eld. Typically the collision energy is near zero (as we are using cold
atoms), but this can also be tuned by varying the relative kinetic energy of the atoms [116].
Figure 6.1: (a) A simplied three-channel model of an s-wave Feshbach resonance. The inset plot illustrates the
variation in s-wave scattering length with external magnetic eld, centred on the Feshbach resonance, where
B = B0. (b) A modication of (a) indicating both the centrifugal barrier that exists in the potential for higher
partial-wave molecular states (in this case ` = 1) and the origin of the doublet-structure of a p-wave Feshbach
resonance (two quasi-bound molecular states with dierent energies are present in the closed channel).
In this work we use an external magnetic eld to tune the atomic interaction through the
range around E = Ec (resonance), where E is the energy of the colliding atoms. The char-
acteristics of the interaction can be precisely controlled by scanning the external magnetic
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where abg is the background scattering length for Vbg(R) in the absence of coupling to the
molecular state, ∆B is the width of the resonance1 and B0 is the resonance magnetic eld
[47,132]. At a Feshbach resonance the scattering length diverges and atom-atom interactions
are enhanced, with atomic interactions being strongly attractive on one side of the resonance
(a < 0) and strongly repulsive on the other (a > 0). This is illustrated on the graph inset in
Fig. 6.1(a).
After an interaction, the quasi-bound state decays into other low-lying molecular states or is
coupled back into an open channel, where the two atoms become free particles again. Elastic
scattering occurs when the atoms exit via the same channel (i.e. the entrance channel), but
if there are other available open channels with comparable energy (for example, Voc(R)
(grey curve) in Fig. 6.1(a)), the atoms may couple to one of these instead, leading to inelastic
scattering. Atom-pairs that undergo these inelastic, energy-releasing processes acquire a
lot of kinetic energy, so an experimental signature of Feshbach resonance is increased loss
of atoms from the optical trapping potential via 2- and 3-body scattering interactions. In
general, a multilevel system (for example, the energy level structure of an alkali atom) will
have multiple possible exit channels.
The Feshbach resonance considered in the treatment above is an s-wave resonance, where
the closed channel is a quasi-bound molecular state with zero angular momentum (` = 0).
There also exist higher partial-wave (` > 0) molecular states with potentials that contain
a centrifugal barrier. Figure 6.1(b) shows a scenario where the closed channel has ` = 1
(Vc,p(R), green curve), giving a p-wave Feshbach resonance. Colliding atoms with kinetic
energy less than the height of the centrifugal barrier will either tunnel through the barrier or
be reected. s-wave scattering is the dominant collision channel for ultracold atoms, because
low temperatures mean the collision energies are typically well below the centrifugal barrier
and the ` > 0 molecular states cannot be accessed. Close to a p-wave Feshbach resonance
however, p-wave scattering becomes non-negligible and strong ` = 1 scattering can occur.
Due to the requirement for the colliding atoms to tunnel through the centrifugal barrier
before they can interact, higher-order Feshbach resonances have narrow widths.
For ` > 0 Feshbach resonances the dierent projections of the orbital angular momentum
will interact dierently depending on the value of |m`|, due to spin-spin (ss) coupling [133].
The scattering process in this case is anisotropic, and results in a multiplet structure in the
1The Feshbach resonances in 87Rb are narrow (all the known resonances are . 200 mG wide).
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Feshbach resonance. We are interested in p-wave resonances, where ` = 1 and m` can take
on values ±1 or 0. This corresponds to two dierent eective spin-spin interactions with
|m`| = 1, 0, where there is degeneracy in m` = ±1 because ss coupling is independent
of the sign of m`, and gives a doublet structure in the Feshbach resonance [134]. This is
illustrated in Fig. 6.1(b) by two distinct quasi-bound molecular states in the closed channel,
with energies Ec,0 and Ec,±1, corresponding to the m` = 0 and m` = ±1 projections,
respectively. If ` is higher, further structure is added to the Feshbach resonance - for example
d-wave (` = 2) resonances have a triplet structure [135]. Investigation of p-wave resonances
has been of interest in several recent experiments [136, 137]. In some instances of p-wave
Feshbach resonances, spin-rotation (sr) coupling causes the m` = ±1 projections of the
rotational angular momentum to also split apart in energy, leading to a triplet structure
[138, 139].
6.1.1 Characterisation
Magnetically tunable Feshbach resonances in ultracold atomic systems are chiey identied
and characterised through atom loss spectroscopy, where the atomic population is measured
versus magnetic eld using the destructive and time-consuming method of absorption imag-
ing [116, 140]. Other approaches involve measuring changes in the interaction energy [33]
or elastic collision rate [57, 141] or through observing molecule formation [34, 35].
In this chapter we instead apply the dispersive probing system to rapidly and eciently lo-
cate and explore the loss dynamics of magnetically tunable Feshbach resonances in trapped
ultracold 87Rb. First we explore the well-known ≈ 9.1 G Feshbach resonance between the
|F = 1,mF = 1〉 and |F = 2,mF = −1〉 Zeeman states of 87Rb [131], using the optical
tweezer system to independently prepare atoms in a set of laser “test tubes” and then recom-
bine them into a single sample. Then the 87Rb |1, 1〉 + |2, 0〉 Feshbach channel is explored
in detail.
6.2 Exploring the |1, 1〉 + |2,−1〉 Feshbach resonance us-
ing laser test tubes
We access a particular Feshbach resonance in 87Rb, around 9.1 G [56, 131, 142, 143], by
preparing half of the atoms in the sample in |F = 1,mF = 1〉 and the other half in
|F = 2,mF = −1〉 using the laser test tube method described in Sec. 3.7.1. The two sam-
ples are then brought together and an external magnetic eld is swept across the Feshbach
resonance, where the energy of the scattering state is equal to that of the bound state. By
sweeping down across the resonance it is possible to associate atoms into weakly bound
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Feshbach molecules [144]. However, the Feshbach resonances we will consider in this chap-
ter are very lossy, that is, they have strong inelastic components so any molecules formed
are extremely short-lived. These molecular states decay rapidly to other channels, leaving
a lot of kinetic energy for the atoms to carry so they are ejected quickly out of trap. For
this process to be ecient, we require a suciently high rate of atom-atom collisions, and
therefore a high atomic density. This requires the atoms to be conned tightly within the
cross-beam tweezers in the “ball” conguration during the experiment, rather than being
allowed to expand along the horizontal beam. Ultimately we would like to probe the atom
loss process dispersively, but to start with we use our system to acquire information about
the Feshbach resonance position and width.
The optical tweezer system was introduced is Sec. 3.5, along with a description of how it
can be used to split and steer cold clouds of atoms. We use a pair of tweezer beams as laser
"test tubes" to split apart and independently prepare two halves of an atomic sample in two
dierent quantum states, in preparation for a Feshbach interaction.
We ran preliminary experiments in which atoms were prepared using laser test tubes in a
mixture of the |F = 1,mF = 1〉 and |F = 2,mF = −1〉 states then the external magnetic
eld swept across the expected resonance region from 8.96 G to 9.38 G.
Figure 6.2: Observation of a magnetically tunable Feshbach resonance in real time. (a) Data obtained via ab-
sorption imaging, stepping over the range of external magnetic eld values in successive experimental runs.
(b) Data obtained via dispersive probing with the external eld sweep on (circles) and o (squares).
Near the resonance magnetic eld value, Feshbach bound states have strong couplings to
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inelastic outgoing channels so inelastic 2 and 3-body loss processes become pronounced.
The released internal energy is converted to kinetic energy such that all of the atoms in-
volved in a collision can escape the trapping potential [47]. These resonant loss dynamics
can be used as a signature of Feshbach resonance and we have monitored the atoms during
the external magnetic eld sweep using absorption imaging, with the usual caveat that it
is time consuming to obtain sucient data to locate the resonance accurately. The data ob-
tained is presented in Fig. 6.2(a) and shows the number of atoms observed after sweeping
down to successively lower eld values. There is a minimum around 9.15 G, indicating the
location of the Feshbach resonance.
Dispersive probing was then used to monitor the atomic population in the |F = 2,mF =
−1〉 state (though it is insensitive to atoms in |F = 1,mF = 1〉) at 4 ms intervals during
the 80 ms sweep. The resulting data is presented in Fig. 6.2(b) (pink circles), along with
the corresponding data with the external magnetic eld remaining o (yellow squares). It
is evident that when the eld is on there is a sharp drop in the dispersive signal, and thus
atomic column density of the sample, at a magnetic eld strength of∼ 9.15 G, indicating the
location of the Feshbach resonance. Note that the overall linear decrease in signal strength
present, also in the absence of an external eld, is due to a slow reduction in density of the
sample over time due to interaction with the probing triplet.
Comparing two Feshbach resonances
The |2, 0〉 + |1, 1〉 mixed spin channel is of interest because it has two known s-wave
resonance features below 19 G, providing us with a suitable playing eld for a proof-of-
principle application of our method, and because it has not been as routinely explored as
the |2,−1〉 + |1, 1〉 channel [84, 142, 143], for example. We expect a Feshbach resonance at
around 9.04 G, which is very easy to access with small modications to the setup above -
the magnetic eld sweep is shifted down by 50 mG and the state preparation using laser test
tubes is truncated earlier, when half of the population is in |2, 0〉 rather than |2,−1〉.
The same process was applied to obtain dispersive data showing the evolution of the F = 2
state population during the magnetic eld sweep, for both resonances. The sweep rate in
both cases was 2.875 mG/ms, though the beginning position for the sweep is oset slightly.
The results are shown in Fig. 6.3(a), where blue circles indicate the data for the |2, 0〉+ |1, 1〉
mixed spin channel, and pink squares indicate |2,−1〉 + |1, 1〉. The background atom loss
dynamics in the absence of a eld sweep are shown for comparison (yellow triangles). Note
that the magnetic eld has been swept down, rather than up as in the previous section.
Figure 6.3(b) shows the smoothed derivative of the Feshbach data (obtained using a basic
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Figure 6.3: (a) Dispersive monitoring of a magnetic eld sweep over the ∼ 9 G Feshbach resonance for both
the |1, 1〉 + |2,−1〉 (pink squares) and |1, 1〉 + |2, 0〉 (blue circles) Feshbach channels. The background atom
loss dynamics in the absence of a eld sweep are shown for comparison (yellow triangles). (b) The smoothed
derivative of the data from (a) for the two mixed spin channel Feshbach resonances. Note that the dip at the
left hand edge of each trace in this plot is an artefact of the smoothed derivative function and not a real feature
of the data.
smoothed dierences function in MATLAB), which we use as a qualitative technique to
allow us to more clearly see the features, in particular the relative resonance position and
depth, of the data taken during the two Feshbach sweeps. By looking at this preliminary data
we can see that the peak loss rate positions are separated by∼ 50 mG, which is comparable
to the expected resonance separation of 60 mG [131], and the |1, 1〉 + |2,−1〉 is lossier, as
expected since the theoretical decay width is larger. Note that this data was taken using the
z-coils to generate a magnetic eld.
6.3 Scanning the magnetic field landscape for resonances
between |1, 1〉 and |2, 0〉
In this section we demonstrate the use of dispersive optical probing to rapidly locate Fesh-
bach resonances of 87Rb. We explore the magnetic eld dependent collisional loss due to
interactions between atoms in the 52S1/2|F = 1,mF = 1〉 ≡ |1, 1〉 and 52S1/2|F = 2,mF =
0〉 ≡ |2, 0〉 hyperne substates, and identify four resonances in the range 0 G to 18 G. These
consist of two previously observed s-wave features [131] as well as two p-wave features
that, to the best of our knowledge, have never been observed in prior experiments.
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6.3.1 Experimental method
Sample preparation
With this particular pair of Zeeman states a state preparation scheme using the “laser test
tubes” approach, where the two states are prepared independently using site-selective micro-
wave transfer sweeps, gives us a sample with a high background rate of 2-body and 3-body
losses (via mechanisms such as spin exchange and Feshbach resonances between desired and
by-product states). This high background loss rate makes it dicult to dispersively observe
the desired Feshbach resonances, so a dierent state preparation method is used.
We begin the experiment by producing an ultracold sample of 87Rb atoms in the |F =
2,mF = 2〉 hyperne Zeeman substate, using the laser-cooling apparatus as described in
Ch. 3. We then transfer the sample from a magnetic trap into a double-well potential formed
by two crossed-beam far-o-resonant dipole traps and evaporatively cool to a temperature
of 1.4 µK by lowering the optical power of the horizontal connement beam (see [113] for
details). The sample now consists of two closely-spaced ellipsoidal atom clouds positioned
along the z-axis, where the coordinate system is dened in Fig. 4.4. The double-well potential
facilitates ecient loading of atoms from the elongated magnetic potential and provides the
benet of increased peak density over an elongated single-well potential, which increases
the rate of Feshbach losses.
We convert our |2, 2〉 ultracold 87Rb sample into a nearly 50-50 mixture of the |2, 0〉 and |1, 1〉
quantum states using microwave-frequency transitions, following loading into the crossed-
beam dipole trap. First, we use a frequency sweep across the |2, 2〉 ↔ |1, 1〉 resonance to
transfer the population by adiabatic rapid passage (ARP) [79] to |1, 1〉, in the presence of a
small homogeneous bias eld Bz = 2.0 G.
We ensure purity of our sample by removing any atoms remaining in the F = 2 multiplet
with a 1 ms optical clearing pulse, resonant with the {52S1/2, F = 2} → {52P3/2, F ′ = 3}
optical transition. The eld is then ramped up to 18.8 G over 10 ms and a π/2-pulse, resonant
with the |1, 1〉 → |2, 0〉 transition, is used to prepare the sample in a superposition of the
|2, 0〉 and |1, 1〉 states, with N ' 1.15 × 106 atoms in each of the two atomic clouds and a
temperature of at 1.4 µK. A typical magnetic eld prole is shown schematically in Fig. 6.4,
and indicates the two state preparation stages.
Before beginning our investigation of Feshbach dynamics we hold the sample in the trap for
a further 12 ms, which exceeds the coherence time of the system2, so the resulting sample
2The time taken for the pure state, a quantum superposition of the |2, 0〉 and |1, 1〉 states, to decohere such
that there is no signicant phase relation between the states (and the o-diagonal elements of the associated
density matrix eectively disappear).
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can be treated as a 50–50 mixture of atoms in the |2, 0〉 and |1, 1〉 states. The two wells of
the crossed-beam dipole trap are characterised by trapping frequencies (ωx, ωy, ωz) = 2π×
(243, 132, 156) Hz, which results in two samples with 1/e Gaussian radii of (σx, σy, σz) =
















Figure 6.4: Typical magnetic eld prole during an experimental run, indicating the timing of the two state
preparation stages; adiabatic rapid passage (ARP) and a resonant π/2-pulse (π2 ).
Sweeping across Feshbach resonances
Following preparation of the sample we sweep the magnetic eld down linearly from a
series of starting magnetic eld values at a constant rate of−5.83 mG/ms, with each sweep
covering a range of 1.17 G over 200 ms. Figure 6.4 also shows a typical magnetic eld sweep.
Collectively, the sweeps cover the range 19.4 G to 0.7 G and overlap by 25 % at each edge.
During each magnetic eld sweep we monitor the dynamics of the atomic population in the
|2, 0〉 state dispersively, with a train of 21 light pulses at intervals of 10 ms. Each pulse has a
duration of 600 ns and contains ' 3× 106 photons in the probing (b) sideband. The pulsed
probe beam propagates along the z-axis and is linearly polarised along the x-axis. We focus
the probe beam to a 28 µm waist and centre it on our two ellipsoidal atomic clouds.
Reference trace for magnetic field sweeps
To determine whether a decrease in the dispersive signal acquired during a magnetic eld
sweep is indicative of a Feshbach resonance, we also measure the background atom losses in
a constant o-resonance magnetic eld Bz = 18.8 G. This reference signal, averaged over
three runs, is shown in Fig. 6.5 (blue circles) alongside a t to the model in Sec. 6.4.2, with
the K21 loss rate coecient set to zero. We can recalibrate the time axis of this tted line to
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Figure 6.5: Reference dispersive signal, acquired at constant o-resonance magnetic eld (blue circles), and a
t to the model presented in Sec. 6.4.2 (solid black line). Error bars indicate the standard deviation of each data
point.
match each of the 21 magnetic eld sweeps for easy comparison of the two signals, as we
















Figure 6.6: (a) Three data sets showing the single-experiment dispersive signal (A, arbitrary units) for 21
consecutive and overlapping magnetic eld sweeps, covering the range 19.4 G − 0.7 G. The black line is a
reference for comparison, as explained in Sec. 6.3.1. (b) Dispersive signal averaged over the three experimental
runs for each sweep, Aav. The grey shaded sections indicate the positions of the Feshbach resonances.
Figure 6.6(a) presents the results of 21 magnetic eld sweeps, which collectively cover the
range 19.4 G to 0.7 G and overlap by 25 % at each edge. The dispersive data set obtained for
each sweep is plotted in sequence (coloured circles) and superimposed on a reference signal
(black line), with the time axis recalibrated to match each of the 21 magnetic eld sweeps,
for easy comparison of the two signals.
For some sweeps the loss signal deviates signicantly from the background trace, allowing
us to discern the presence of a Feshbach resonance. This is reinforced by Fig. 6.6(b), which
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shows the average of three repeated measurements for each magnetic eld range, giving an
improvement in signal-to-noise ratio. There are four clear steps in the signal, shaded grey to
indicate Feshbach resonances at approximately 5 G, 9 G, 10 G and 18 G. The 5 G feature is the
least pronounced, and required additional probing at a reduced sweep rate to verify. Initially
the data sparked interest at a few other locations, where anomalies comparable to the 5 G
feature were observed (e.g. at∼ 12.4 G), but upon further investigation no extra resonances
were discovered. By repeating the experiment about these four values with a pure sample of
each component state (|2, 0〉 and |1, 1〉) separately, we veried that the Feshbach resonances
observed all correspond to the mixed-spin entrance channel. While we expected to observe
the resonances at 9 G and 18 G, both of which are well-documented in the literature [131],
we were surprised to uncover two further resonances at 5 G and 10 G.











Figure 6.7: Dispersive signal (Aav, averaged over three experimental runs) recorded during six overlapping
magnetic eld sweeps. The black lines indicate a reference data set, and shaded grey boxes indicate regions in
which we know there is a Feshbach resonance.
Background losses in the sample limit the total duration of each magnetic eld sweep or
hold time. The atomic density of the cloud reduces by 40 % over a 200 ms period even in the
absence of Feshbach interactions, making density-dependent Feshbach loss more dicult
to detect. In the previous section we required 21 consecutive sweeps of 200 ms duration to
cover the full >18 G magnetic eld range at a rate low enough to dispersively detect losses
due to the weak resonance near 5 G. If we are only interested in stronger features we can
increase the sweep rate signicantly, requiring fewer experimental runs to cover the same
range. An example data set is shown in Fig. 6.7 where we used just 6 sweeps, each 2.9 G
wide, to cover a 16 G range. Shaded grey regions indicate where we expect to see Feshbach
resonances, based on our investigation in the previous section. Steps in the signal are evident
at the ' 18 G, ' 10 G and ' 9 G Feshbach resonances, but there is no clear evidence of loss
near 5 G.
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6.4 Investigating Feshbach loss dynamics
In this section we further use the dispersive approach to directly characterise the two-body
loss dynamics for each of the four Feshbach resonances, by dispersively measuring the 2-
body loss rate coecient, K21, which describes the rate of enhanced losses near a Feshbach
resonance, as a function of magnetic eld.
6.4.1 Experimental method
Sample preparation
The state preparation sequence for the measurement of K21 loss rate coecients is almost
identical to that in Sec. 6.3.1, but with one subtle dierence. Because we need high magnetic
eld stability to precisely characterise narrow loss features, we carry out the π/2-pulse at
a magnetic eld < 2 G above the resonance of interest (at 18.8 G, 10.9 G, 10.9 G and 5.4 G
for each resonance respectively). This minimises ringing of the magnetic eld (due to a
stepped change in amplitude) when we decrease it to a xed eld value near resonance
during the K21 investigations, while avoiding atom loss due to Feshbach dynamics during
state preparation.
Monitoring atomic population
We hold the magnetic eld at a constant value for 200 ms while probing the |2, 0〉 component
of the cloud dispersively with 600 ns pulses at intervals of 2 ms, following the evolution
of atomic population in real time3. The dispersive signal is converted to absolute atomic
population N using a calibration based on absorption images (discussed in App. B).
6.4.2 Model for decay data and dispersive signal
In this section we derive a model for the time evolution of a trapped sample population, held
in a constant external magnetic eld, that captures both one- and two-body background
losses and two-body Feshbach losses. We then relate this to the measured dispersive signal,
from which we extract the parameters describing the loss dynamics near a Feshbach reso-
nance. We consider here an initial sample consisting of equal populations of |1, 1〉 and |2, 0〉,
but this treatment would hold for any pair of states.
The crossed-beam dipole-trapped |1, 1〉 and |2, 0〉 state populations, N1(t) and N2(t), re-
3For the data about the 18 G resonance, the probing interval is 5 ms. This does not result in any dierences
in the analysis of the data, but gives data of lower resolution.
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spectively, are modelled by starting from the coupled rate equations
dn1(r, t)
dt
= −Γ1n1(r, t)− 2K11n1(r, t)2 −K21n1(r, t)n2(r, t), (6.2a)
dn2(r, t)
dt
= −Γ2n2(r, t)− 2K22n2(r, t)2 −K21n2(r, t)n1(r, t), (6.2b)
where n1(r, t) and n2(r, t) are the atomic densities of the populations at time t and position r
in the crossed-beam dipole trap, Γ1 and Γ2 are the one-body loss rates due to collisions with
molecules or atoms in the background vacuum, and K11, K22 and K21 are the thermally-
averaged two-body loss rate coecients for {1, 1 + 1, 1}, {2, 0 + 2, 0} and {2, 0 + 1, 1}
interactions, respectively [47, 145] (we exclude three-body recombination processes, which
we estimate to be negligible in our system). The factor of two preceding the K11 and K22
terms in Eq. 6.2a and Eq. 6.2b arises because each collision event leads to the loss of two
|1, 1〉 or two |2, 0〉 atoms, respectively, rather than one of each as in the K21 process.
For a 3D Gaussian density prole with width (σx, σy, σz), Eq. 6.2a and Eq. 6.2b can be in-




















whereN1 andN2 indicate the single-cloud atomic populations of each state, that is, the total
number of atoms in the two-cloud sample is obtained by doubling these numbers. The cloud








where i = x, y, z, kB is the Boltzmann constant, T the temperature of the atoms in the
crossed-beam dipole trap, m the mass of a 87Rb atom and ωi the trapping frequency of the
dipole trap along direction i.
The dispersive probe beam causes a small perturbation to the |2, 0〉 component of our sam-
ple; a series of 101 dispersive pulses typically results in a 10 % temperature increase and a
20 % population decrease for the experiments in this work, as measured using absorption
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imaging. It appears that the aected atoms are pushed out of the crossed-trap potential but
remain trapped by the horizontal waveguide beam, and a second distinct population of |2, 0〉
atoms,Nw2 , accumulates. Because the horizontal waveguide beam propagates coaxially with
the dispersive probe beam, this population is still in the path of the dispersive beam. The
presence of atoms trapped in the waveguide beam has been conrmed in absorption im-
ages at short time-of-ight following dispersive probing of the sample. Additionally, a small
number of atoms are expected to undergo Raman transitions via F ′ = 3 to the |2,−1〉 and
|2, 1〉 states during the probing sequence (we calculate ≈ 13 % in total over a sequence of
101 pulses). This optically pumped population of atoms (NR2 ) has the same geometry as the
main |2, 0〉 sample and will contribute with near equal weight to the dispersive signal [82].
A schematic of the three trapped populations and their associated loss rate coecients is
shown in Fig. 6.8. Note that all of these processes will occur simultaneously in each of the
two atomic clouds, and there may be some small interaction between atoms in the two
clouds where they overlap.
Figure 6.8: Schematic of the three F = 2 populations that contribute to the dispersive signal. N2 (|2, 0〉
atoms) andNR2 (a mixture of |2, 1〉 and |2,−1〉 atoms) are conned by the crossed-beam dipole trap, whileNw2
atoms are conned by the horizontally-propagating trapping potential only, and arrows at each end indicate
continued expansion along this waveguide beam. ΓR2 is the rate of optical pumping via Raman processes, Γw2
is the rate of atom removal from population N2 to population Nw2 , and K22 and K21 are the two-body losses
from population N2 to the background vacuum. Note that the density of the waveguide population is much
lower than that of the sample, so two-body losses are negligible.
Our dispersive probe measurement scheme is sensitive to all atoms in the F = 2 ground-
state hyperne manifold, and produces a signal proportional to the F = 2 state population
A = C2(N2 +N
R




2 + A0, (6.5)
where A0 is an oset and C2 and Cw2 are calibration constants. We determine A0 and C2
by comparing dispersive signal amplitudes to the corresponding atom numbers measured
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using absorption imaging at a temperature of T = 1.4 µK. We can’t determine Cw2 because
the Nw2 population is small and dicult to measure in absorption images, so we assume
that Cw2 = C2 (a reasonable assumption as the column density along z will be similar for a
given sample of atoms conned in either the crossed-beam or the horizontal beam only, and
the strength of interaction with the dispersive probe beam is independent of which volume
an atom is located in4). Under this assumption, optical pumping to |2,−1〉 and |2, 1〉 and
atom loss into the waveguide beam both aect the loss dynamics in the same way, reducing
the atomic density of |2, 0〉 atoms involved in Feshbach interactions while still contributing
to the dispersive signal. We simplify our model by treating the two eects collectively and
dening a phenomenological loss rate Γ̃2 = Γw2 + ΓR2 , where Γw2 is the rate at which |2, 0〉
atoms move from the crossed-dipole trap into the horizontal waveguide due to interaction
with the dispersive probe beam, and ΓR2 is the rate of optical pumping to other mF states.




= +Γ̃2 N2, (6.6)
and we replace Γ2 with Γ2 + Γ̃2 in Eq. (6.3b). Two-body losses from the Nw2 and NR2 pop-
ulations are negligible over the timescale of our experiment, as the atomic densities are
very low. From a series of dispersive probe measurements with varying pulse number we
have measured a loss rate per probe pulse of 0.011 s−1, so for a sequence of 101 pulses,
Γ̃2 = 1.1 s−1. The dispersive probe does not lead to additional |1, 1〉 atom losses, as the
|1, 1〉 state is unaected by the probe.
6.4.3 Measuring o-resonant losses
We rst consider a set of reference data sets, where the magnetic eld is held constant at
an o-resonant value ∼ 1 G above each Feshbach resonance, and use Eq. 6.5 to convert the
dispersive signal into F = 2 atomic population. These data sets (not shown here) are similar
to the reference traces shown in Figure 6.5 as magnetic eld strength does not aect the loss
rate away from a Feshbach resonance. We need to t a model for the temporal evolution of
atom number in the absence of two-body Feshbach losses, which is given by the sum of the
populations
Ntot(t) = N2(t) + Ñ2(t), (6.7)
4Note that there may be some small discrepancy between the coupling factors in reality, due to a dierence
in the geometrical mode-matching between the sample and probe beam in each case. However, because Nw2
is small we expect this to have a negligible eect on the model.
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= +Γ̃2 N2, (6.8c)
with initial conditions N2(t = 0) = N1(t = 0) = N0 and Nw2 (t = 0) = 0. In deriving this
system of equations, we make use of the fact that (Γ1,Γ2, K11n0)  (K21n0, K22n0) for
typical values of n0 (the initial single-component peak atomic density) to neglect the terms
involving Γ1,Γ2 and K11 in Eq. 6.3a and Eq. 6.3b.
We are unable to solve the system of equations Eq. 6.8a–c analytically, so take an ODE pa-
rameter identication approach in Mathematica. We use the Wolfram language function
ParametricNDSolveValue5 to nd a numerical solution in terms of the tting param-
eters, then t to this model using non-linear least squares tting (via the Wolfram language
function FindFit6, which uses the Levenberg-Marquardt algorithm [146]).
For each of the four o-resonance magnetic eld values we take three repeat sets of data.
We then t to each one by setting K21 = 0 and using N0 and K22 as our tting parameters.
In each of the four cases we obtain an average {2, 0 + 2, 0} two-body loss coecient of
K22 = (2.0± 0.1)× 10−19 m3s−1 (or equivalently, K22n0 = (5.6± 0.3) s−1). This value will
be used when determining the two-body Feshbach loss coecients in Sec. 6.4.5.
6.4.4 Theoretical two-body Feshbach loss coeicients
We can obtain predicted K21 coecients from numerical coupled-channels calculations
based on a Hamiltonian of a homonuclear pair of ground state 2S 87Rb atoms with nu-
clear spin i = 3/2 [147–149] that includes atomic hyperne and Zeeman interactions,
the isotropic X1Σ+g and a3Σ+u Born-Oppenheimer potentials, the centrifugal potential with
partial wave ~̀, as well as the anisotropic electronic magnetic dipole-dipole and second-
order spin-orbit interactions. Spectroscopically-accurate Born-Oppenheimer potentials and
5https://reference.wolfram.com/language/ref/ParametricNDSolveValue.html
6https://reference.wolfram.com/language/ref/FindFit.html
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the parametrization of the second-order spin-orbit interaction are taken from Ref. [149].
The Hamiltonian conserves the sum of all spin and angular momentum projection quan-
tum numbers and parity. Hence, even and odd partial waves remain uncoupled. As the two
anisotropic interactions for 87Rb are weak it suces to include all ` = 0 and 2 and ` = 1
and 3 channels for our s-wave and p-wave Feshbach resonances, respectively. Elastic and
inelastic rate coecients near the Feshbach resonances are rst computed as a function of
collision energy and then thermally averaged using energies up to ten times the tempera-
ture7. The theoretically predictedK21 coecients for a thermal ensemble of atoms at 1.4 µK
are indicated in Fig. 6.9. Taking the resonance positions to be at the local maxima in the cal-
culated K21 values, we get predicted s-wave peaks at 9.048 G and 17.985 G and p-wave
doublets at {4.792 G, 4.806 G} and {10.160 G, 10.195 G}.
Figure 6.9: Theoretically predicted two-body loss rate coecients, calculated for a thermal ensemble of atoms
at 1.4 µK, about each of the four identied Feshbach resonances.
6.4.5 Measured two-body Feshbach loss coeicients
Using the values of K22 obtained from our o-resonant data sets (Sec. 6.4.3), we can t our
near-resonance data sets with Eq. 6.7 and tting parameters N0 and K21, using the method
described in Sec. 6.4.3. In Fig. 6.10 we show example data sets for the atomic population
decay at an on-resonance and an o-resonance magnetic eld about the Feshbach resonance
near 9 G, alongside ts to each data set using the nonlinear model developed in Sec. 6.4.2.
The o-resonant case (Bz = 9.158 G) displays a exponential decay (with a negligible value
of K21 = 0.05 × 10−19 m3s−1) while the loss in the on-resonant case (Bz = 9.158 G) is
much faster and non-exponential, with two-body loss coecient K21 = 4.1× 10−19 m3s−1.
Further dispersive decay measurements are carried out at a series of magnetic eld strengths
in the vicinity of each resonance and values of the two-body loss rate coecients K21 for
each magnetic eld are extracted from the ts, averaged over three data sets for each eld
value, and plotted in Fig. 6.11(b). Figure 6.11(a) shows again the data sets from Fig. 6.6(b)
that contain a Feshbach resonance for easy comparison.
7The theoretical methods and the calculations in this paragraph were provided by Eite Tiesinga of the
Atomics Physics Division at the National Institute of Standards and Technology (NIST)
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Figure 6.10: Atomic loss data acquired via dispersive probing as we hold the sample for 200 ms o-resonance
(9.158 G, grey circles) and near-resonance (9.062 G, green triangles). Fits to the model described in Sec. 6.4.2
are shown by a dash-dotted and dotted line, respectively.
Figure 6.11: (a) Left-hand axis: Averaged dispersive signal Aav for only the four magnetic eld sweeps which
contain a Feshbach resonance. Right-hand axis: Theoretically predicted two-body loss rate coecients (K21,
grey lines below dispersive data), calculated for a thermal ensemble of atoms at 1.4 µK, about each of the four
identied Feshbach resonances (see Sec. 6.4.4 for details). (b) Zoomed-in view of the theoretically predicted
K21 coecients (grey lines), alongside the corresponding experimentally measuredK21 coecients (coloured
markers). Error bars indicate the standard deviation of each data point, and in some cases do not extended past
the plotted point size.
6.4. Investigating Feshbach loss dynamics 93
Feature Type Resonance 1 [G] Resonance 2 [G] Width [mG]
1 p-wave (doublet) 4.79± 0.08 4.80± 0.07 40± 8
2 s-wave (singlet) 9.053± 0.005 n/a 45± 9
3 p-wave (doublet) 10.15± 0.05 10.20± 0.01 100± 20
4 s-wave (singlet) 17.989± 0.006 n/a 32± 6
Table 6.1: Experimentally determined resonance positions and feature widths for the four |1, 1〉+ |2, 0〉 Fesh-
bach resonances.
Agreement of the four experimentally determined resonance positions with theory (plot-
ted in Fig. 6.11(b) with grey solid traces for ease of comparison) is good and the expected
qualitative characteristics are present in the data. There is a clear asymmetry in the K21
coecient, with the tail trailing out toward higher values of magnetic eld due to thermal
broadening and there is also some evidence of the doublet structure of the p-wave Feshbach
resonance near 10 G, which manifests due to the dipole-dipole interaction having dierent
values depending on partial-wave projection, |ml| = {0, 1} [134]. The K21 values shown in
Fig. 6.11(b) are based on the assumption that the temperature is xed at 1.4 µK throughout
the 200 ms hold time, and for the resonances near 4.8 G, 10.2 G and 18.0 G we get good
quantitative agreement with theory. For the 9.05 G resonance, where the loss rate coecient
is largest, we get agreement in the wings but the inferredK21 values are signicantly lower
than the theoretical predictions at the peak of the feature. We attribute this discrepancy to
“anti-evaporative” heating of the sample [150], which can be likened to evaporative cooling
in reverse; Feshbach loss occurs preferentially from high density (low energy) regions of the
sample, i.e. the centre of the Gaussian atomic distribution, so the kinetic energy of the ejected
atoms can be partially transferred to the thermal energy of the sample via collision with
other particles during their escape [151]. This eectively truncates the Maxwell-Boltzmann
distribution at the low-energy end, resulting in rethermalisation to a higher temperature
and therefore a larger cloud size, lower atomic density, and thus decreased rate of Feshbach
interactions.
The maximum two-body peak loss rate of K21n0 = (160 ± 30) s−1 was measured for the
' 18 G resonance. Fitting to a simpler model where optical pumping and the losses into the
waveguide are neglected (i.e. setting Γ̃2 = 0) gives a very similar result, with the extracted
K21 loss rate coecients ≤ 10 % smaller in magnitude. The loss rate coecients observed
in this work are comparable to values quoted in [56] and [57].
The experimentally determined resonance locations and widths (and corresponding uncer-
tainties) are summarised in Tab. 6.1. These values were obtained from a t to theK21 data of
Fig. 6.11(b) using either a simple asymmetric Lorentzian (in the case of the two s-wave res-
onances), or the sum of two asymmetric Lorentzians (in the case of the p-wave resonances).
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Widths are dened as the FWHM of the loss feature (note that for the p-wave resonances
we can’t determine the width of each sub-peak independently as they overlap).
6.4.6 Complementary information from absorption images
To gain further insight into the processes occurring, we acquired a time-of-ight absorp-
tion image immediately following every dispersive measurement. From the images we ex-
tracted the spatial distribution of the crossed-beam dipole-trapped |2, 0〉 component follow-
ing 200 ms of dispersive probing at xed magnetic eld, and calculated the nal population
and temperature. The measured nal |2, 0〉 population in the crossed-trap versus magnetic
eld is presented in the top row of Fig. 6.12 and amounts to a set of traditional loss spec-
troscopy measurements, in the presence of dispersive probing. The resonance positions and
qualitative shape of the loss features match with those in Fig. 6.11(b), which veries the va-
lidity of our method for analysing dispersively measured loss dynamics. The measured nal
temperature versus magnetic eld is presented in the bottom row of Fig. 6.12, and shows
that the temperature of the cloud increases as a result of loss dynamics in the vicinity of
a Feshbach resonance. The resonance positions and qualitative shape of the loss features
are also mimicked in the temperature data, and we even see the expected doublet-structure
near 10 G. From this it is apparent that larger Feshbach losses lead to a higher temperature
increase, consistent with our nding of a discrepancy between the measured and theoretical




































































Figure 6.12: Dipole trapped |2, 0〉 population (top row) and temperature (bottom row) derived from time-of-
ight absorption images, following a 200 ms hold time at a range of magnetic elds across four Feshbach
resonances. Error bars indicate the standard deviation of each data point. In most cases these do not extend
beyond the plotted point size.
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6.4.7 Investigation of heating during loss measurements
In order to convert dispersive signal to atomic population (in App. B) and extract 2-body
loss coecients (in Sec. 6.4.5), we assumed that the temperature of the sample was xed
at 1.4 µK. While the exact temporal evolution of the temperature during these processes
is unknown, we know that there is an overall heating which correlates positively with the
strength of the Feshbach interaction. Below we will explore the eect this heating has on
our data analysis, and consider to what extent our constant-temperature approach is valid.
Relationship between the decay model and temperature
In deriving the rate equations for the atomic populations, Eq. 6.8a, Eq. 6.8b and Eq. 6.8c, we
assumed that the sample had a thermal Gaussian distribution of xed temperature [145], and
hence that the sample size was constant throughout the loss process. Because the sample
heats up during Feshbach interactions it expands according to Eq. 6.4, and the model pre-
sented in Sec. 6.4.2 underestimates the K21 loss rate coecients near resonance. Ideally we
need an extended model with time-dependent cloud size {σx(T (t)), σy(T (t)), σz(T (t))} to
account for the eect of the heating. This would require an understanding of how tempera-
ture changes with time, which is not straightforward because heating is correlated with the
K21 coecient. While this extension falls outside the scope of this work, Fig. 6.13 shows the
K21 values recalculated for the ∼ 9 G resonance, using the nal temperature for each data
point in the model detailed in Sec. 6.4.2 (red triangles), rather than the initial temperature of
1.4 µK (also shown for reference, with green circles). A solid grey line shows the theoretical
K21 values for an ensemble at 1.4 µK, while the dotted black line is the theoretical curve for
an ensemble at 2.3 µK, the maximum temperature observed following Feshbach loss about
the resonance near 9 G.
Figure 6.13: (a) Two-body loss rate coecient, K21, for the ∼ 5 G Feshbach resonance. Green circles indicate
the measured values as in Fig. 6.11(b) and red triangles indicate the measured values based on the expected
cloud size at the measured nal ensemble temperatures for each data point. The solid grey line shows the
theoretical curve for an ensemble at 1.4 µK while the dotted black line is the theoretical curve for an ensemble
at 2.3 µK. Error bars indicate the standard deviation of each data point. (b) Theoretical two-body loss rate
coecient curves at 1.4 µK (solid grey line) and 1.9 µK for the Feshbach resonance near 10 G.
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For data points where the temperature increase during the 200 ms hold time was small, we
expect the dispersively measured K21 values to match closely with the 1.4 µK (grey solid)
theory curve. This is the case in the wings of the feature as can be seen in Fig. 6.13(a). On the
other hand, we expect the dispersively measuredK21 values to match more closely with the
upper temperature limit (black dotted) theory curve where the heating eect was signicant,
and we can see evidence of this behaviour toward the peak. The eect of heating may also
explain why the doublet structure of the 10 G p-wave resonances is not fully resolved — it
has been washed out due to thermal broadening [134], the eect of which we can also see
in the corresponding theoretical curve for a thermal sample at 1.9 µK (see Fig. 6.13(b)).
Relationship between dispersive signal and temperature
As the sample temperature increases during a Feshbach interaction the dispersive light-
atom interface will evolve, causing a change in the geometric coupling factor C2 between
dispersive signal and atomic population (a derivation of this coupling factor is given in
App. B). Figure 6.14 shows the variation in the coupling factor, calculated from Eq. (B.6),
over the full range of temperatures we observe (1.4 µK−2.3 µK), normalised to the value
of the coupling factor at the initial temperature. The dotted lines indicate the maximum
temperatures measured near each of the four Feshbach resonances, as recorded in Fig. 6.12.
Even for the maximum temperature increase (900 nK) encountered for the "on-resonance"
value near 9 G, the expected correction is less than 20 %, and we stress that this is the worst
case scenario; at all other magnetic elds and all earlier times the temperature increase
is smaller, and thus the change in coupling factor is less pronounced. We conclude that
the (approximate) conversion to atomic population N2 from our dispersive signal A, based
on a value for C2 calibrated at a temperature of T = 1.4 µK, is reasonable within our
experimental setting.
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Figure 6.14: Variation of geometric coupling factor with temperature, across the full temperature range of the
samples in this work (solid line). The dotted lines indicate the maximum nal temperatures measured for each
of the four Feshbach resonances.
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6.5 Discussion
The decay measurements fully exploit the potential of the dispersive probe system to con-
siderably speed up data acquisition. We stress that to acquire equivalent information for
Feshbach loss dynamics using standard time-of-ight absorption imaging, one would re-
quire a full experimental sequence (≈ 100 s) per data point. In contrast, using dispersive
probing we need just a single experimental run to monitor the evolution of atomic popula-
tion over 200 ms, at a resolution of 2 ms (101 data points acquired). This amounts to a one-
hundred fold speed up in acquisition time, in this case. Such rapid data collection minimises
eects of drifting background elds and other experiment conditions, reducing sources of
systematic error. In addition, using dispersive probing the dynamics can be monitored on a
microsecond timescale with a high bandwidth (up to 1.6 MHz).
We require 21 sweeps to cover the > 18 G range at a rate slow enough to detect the weak
resonance near 5 G, but for detection of stronger features it is possible to scan more rapidly,
requiring fewer experimental runs to cover the same range as we saw in Sec. 6.3.3. While the
heating observed during Feshbach losses limits the applicability of our model to accurate
measurement of large K21 values (where we expect there to be large increases in temper-
ature, rendering the constant-temperature assumption of our model invalid), it does not
reduce the ecacy of the method for the purposes of detecting the locations of Feshbach
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Figure 7.1: Graphical abstract for the manuscript based on the work presented in this chapter [64]. This gure
provides a simplied schematic overview, with each component captured in more detail in a corresponding
gure later in this chapter (indicated in parentheses below). The top third of the gure represents the atomic
state space in which the experiment is performed (Fig. 7.2), the middle third the monitoring system consisting
of a dispersively probed sample in the presence of a known microwave driving eld and an unknown magnetic
eld (Fig. 7.3), and the lower third an example of the data set acquired, with a link back to the driving eld
indicating a feedback mechanism (Fig. 7.5).
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This chapter describes an electronic system that can process dispersive measurements of
state populations in real-time, and feed-back on the system based on some criterion. In
general, we propose that this feedback system can be used for transferring atoms to a target
quantum state for a multilevel quantum system with sequentially increasing, but otherwise
unknown, energy splitting. We used the system to reliably perform transfers from |2, 2〉 to
other mF substates of F = 1 and F = 2, using adiabatic rapid passage, in the presence of
a random external magnetic eld (which will shift the transition frequency to an unknown
value).
As an applied microwave frequency is swept across a wide range, we dispersively moni-
tor the atom number in the F = 2 hyperne state. When the feedback algorithm is en-
gaged, it detects when population transfer occurs (based on changes in dispersive signal)
and switches o the microwave eld at the correct time to leave atoms prepared in the
desired state.
Major parts of this chapter closely follow a manuscript that has been published in European
Journal of Physics D [64]. Figure 7.1 is the graphical abstract for this manuscript.
7.1 Motivation
Many quantum technologies rely on the ability to robustly prepare atoms and atom-like
systems in given internal quantum states. One way to transfer population between two
states separated by an energy E is to apply resonant radiation of frequency f = E/h. This
induces resonant Rabi opping between the two levels and the nal state is determined by
the duration and intensity of the applied radiation. Obviously, uctuations in the driving
eld frequency, intensity, and duration directly translate into imperfect state preparation.
Moreover, if the energy separation of the two levels depends on residual electromagnetic
elds (as in the Zeeman and Stark eects), drift and uctuations in these background elds
lead to o-resonant driving elds, rendering the transfer imperfect.
Various types of errors encountered in connection to state preparation using a single radi-
ation pulse can be mitigated through the use of composite pulses. Originally invented for
robust spin manipulation in nuclear magnetic resonance (NMR) experiments [152], the ma-
nipulation of a two-level system (equivalent to a spin 1/2 particle) can be achieved through
a sequence of pulses where the introduced errors tend to negate. A composite pulse is a
special (discrete) case of irradiation being executed with arbitrary time dependence of both
amplitude and phase (or equivalently, frequency) of the driving eld.
A widely used method for robust population transfer from one state to another is to use
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a frequency swept pulse, achieving so-called adiabatic rapid passage (ARP - see Sec. 2.2.2)
[72,78]. In ARP the frequency of radiation sweeps adiabatically through the resonance from
either above or below (the sign of the initial detuning is irrelevant), and, if this is performed
suciently slowly (compared with the inverse of the relevant energy scales associated with
the system, i.e. Γ and Ω0), the initial populations are inverted – see Fig. 7.2(a). ARP has been
proven to be very useful in preparing quantum states in the presence of small magnetic
eld uctuations, as it is relatively insensitive to jitter in the transition frequency [153].
ARP thus relaxes demands on the accuracy of the frequency and intensity of the radiation
eld or, equivalently, accurate knowledge of the transition frequency of the two level system
and the precise π-pulse length.
Figure 7.2: (a) Illustration of an ARP frequency sweep in a two level system giving rise to population transfer
from state | ↑〉 to state | ↓〉. (b) The same ARP frequency sweep in a multilevel system, where the stopping
frequency needs to be well known in order to prepare atoms in a particular state.
The scenario for state preparation becomes more complex for a multilevel atomic system,
though it can be done robustly. For example, open-loop quantum control has been illustrated
in a larger Hilbert space for state-to-state mappings within the ground-state of 133Cs (a 16-
dimensional state space) [154].
In principle, for a system where the resonant frequency between levels successively in-
creases, perfect state transfer between any pair of states can be achieved via ARP. As an
example of this type of system, Fig. 7.2(b) illustrates a microwave frequency ARP sweep
across Zeeman sub-states within the 52S1/2 ground state of 87Rb. In the presence of an un-
known magnetic eld, however, the end point of the sweep required to prepare a particular
state cannot be predicted as the Zeeman eect will modify the transition frequencies. If the
applied frequency sweep undershoots or overshoots the desired transition, the nal quan-
tum state will be incorrect [81]. Obviously, knowledge about the evolution of the quantum
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state during the microwave sweep could be used to determine when the desired target state
has been reached, and trigger termination of the external driving radiation eld. Here we
propose to use a measurement of the quantum state-dependent refractive index of an atomic
ensemble to monitor the progress of transitions in real-time, and use the information gained
to prepare a target quantum state with high delity.
As we discussed in previous chapters, the refractive index of an atomic sample can be mea-
sured via its interaction with laser light [121]. Dispersive probing is implemented with an
o-resonant probe beam, which incurs a phase shift proportional to the refractive index
of the sample but does not signicantly alter the energy or quantum state of the atoms in
the ensemble during the measurement process. Dispersive monitoring techniques open up
a pathway to measurement based feedback control. Previously, feedback routines using o-
resonant probing methods have been used in ultracold gas experiments to stabilise atom
numbers [10] and to control the orientation of coherent spin states in real-time [155–157].
Theoretical proposals have also considered quantum coherent feedback systems, where the
controller is another quantum system [158,159], for feedback cooling [160,161] and stabili-
sation [162, 163] of a BEC, control of spinor BECs [164] and machine learning [165].
As an application of a closed loop feedback system based on heterodyne dispersive probing
measurements we demonstrate transfer of a sample of 87Rb to a particular Zeeman substate
|F,mF 〉 using ARP. Our dispersive probe is sensitive to atoms in theF = 2 state and insensi-
tive to atoms in the F = 1 state; thus, monitoring the dispersive signal while transitioning
between these two manifolds gives us a distinct staircase of transitions with sequentially
varying energy, see Fig. 7.2b. By counting the rising and falling edges in the dispersive data
we can then follow the progression through the quantum states and trigger termination of
the ARP sweep when the desired state has been reached.
7.2 Experimental setup
7.2.1 Sample production
Figure 7.3 shows a schematic of the experimental setup we use for the feedback protocol. We
produce samples of ultracold 87Rb, with a temperature of T ' 1.5 µK and atom numberN '
3×106, using our cold atom apparatus outlined in Ch. 3. The atoms are initially prepared in
the 52S1/2|F = 2,mF = 2〉 hyperne state and trapped using the optical tweezer system.
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Figure 7.3: Schematic of the experimental setup, showing a sample of 87Rb atoms trapped in a crossed beam
dipole trap and being driven with near-resonant microwave frequency radiation from an antenna. The sample
is illuminated along the +z-direction by a dispersive probing beam, which is then collected on a fast pho-
todetector. The signal is amplied and demodulated to DC using an IQ mixer (on the right of the gure). The
outputs are sampled by the FPGA board and processed by the feedback algorithm. The feedback loop is com-
pleted by a TTL output from the FPGA, which controls the rf switch, eectively turning o the transmission
of near-resonant microwave radiation when the stop condition is met. Inset in bottom left corner: the trichro-
matic frequency spectrum of the probe, consisting of a carrier (C), and red (r) and blue (b) sidebands, relative
to the F = 2 → F ′ = 3 transition of the D2 line. The other (o-resonant) F states (F = 1 and F ′ = 0, 1, 2)
are indicated as narrower grey lines. Note that this gure is not to scale.
7.2.2 Dispersive probing
During microwave frequency sweeps across the ground state Zeeman transitions (using the
system described in Sec. 3.6), we use the dispersive probe to monitor the population of the
F = 2 hyperne level. Here we use dispersive probe pulses that have a duration of 500 ns
and are separated by 2.5 ms. The carrier (C) has an optical power of ∼ 13 µW and each
of the two rst order sidebands contain ∼ 1 µW. The inset on the left of Fig. 7.3 shows
schematically the probe frequency triplet relative to the F = 2→ F ′ = 3 transition, where
here we are using foffset = −3.30 GHz and ±fEOM = ±3.700 GHz.
Figure 7.4(a) shows the dispersive probe signal produced for an atomic sample addressed
by microwave radiation sweeping across a 43 MHz range centred on f0 = 6.83468261 GHz
[166] over 200 ms, in the presence of an external magnetic eld,Bz = 4.7 G. This frequency
range is suciently wide to cover all possible F = 1 ↔ F = 2 transitions in the presence
of an external magnetic eld of up to ±10 G (corresponding to a linear Zeeman splitting
≤ 7 MHz). The frequency f0 corresponds to the splitting of the ground-state manifold in
the absence of a magnetic eld, so serves as a convenient reference point. The upper x-axis of
Fig. 7.4(a) indicates the timing of the applied frequency sweep, and the lower x-axis displays
the corresponding detuning from f0. The clock transition, |1, 0〉 ↔ |2, 0〉, experiences no
rst order Zeeman shift so occurs at ∆0 = 0. In contrast, the transitions above or below this
are shifted up or down in frequency, respectively. The dispersive signal recorded during this
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Figure 7.4: (a) Evolution of the dispersive probe signal as the frequency of the microwave driving eld (upper
horizontal axis) is swept linearly from ∆0 = +21 MHz to ∆0 = −22 MHz in the presence of an external
magnetic eld, Bz = 4.7 G. The sample is initially prepared in the |2, 2〉 state, and this sweep covers all
six transitions (as illustrated schematically in Fig. 7.2(b). (b) A repeat of the situation shown in (a), but with
external magnetic eldBz = 9.3 G. The dashed grey line shows the position of the zero eld F = 1↔ F = 2
transition, and the red dash-dotted line indicates where ∆0 = 11 MHz. Note that the corresponding time scale
is included on the lower horizontal axis for reference, and both upper and lower axes are common to both (a)
and (b).
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frequency sweep displays sharp discontinuities where a state transfer from F = 2 to F = 1
(or vice versa) occurs, and we can hence follow the sequential transitions through all of the
Zeeman sub-states.
Figure 7.4(b) shows the dispersive probing signal produced for the same frequency sweep
in the presence of an external magnetic eld of approximately twice the magnitude, Bz =
9.3 G. In this case, the Zeeman splitting of the hyperne states is larger so the resonances
occur at dierent microwave frequencies. The dotted grey line shows the position of the
zero-eld F = 1↔ F = 2 transition and the dash-dotted red line indicates what the resul-
tant quantum state would be if the sweep was terminated at ∆0 = +11 MHz. In the 4.7 G
eld there would not yet have been any transition, meaning the atoms would still populate
the |2, 2〉 state, while in the presence of the 9.3 G eld, two resonances have been covered
and the atoms have been transferred to the |2, 1〉 state. Thus, depending on the magnetic
eld, dierent nal states are reached using the same microwave eld sweep. However,
Fig. 7.4 makes it clear that the dispersive probing signal might provide a route to reliably
and deterministically prepare states using ARP by providing information about the quan-
tum state population in real-time. It should be noted that as the state population progresses
through the Zeeman levels the contrast in the dispersive signal decreases. This is likely due
to a combination of atoms leaking into the horizontal dipole trap beam as they escape the -
nite z-connement of the vertical beam (causing an oset in the signal [63]) and incomplete
population transfer via ARP at some stages. The adiabaticity condition for ARP is given by
Ω20  d/dt(∆ω(t)) [81], where Ω0 is the Rabi frequency of the transition and d/dt(∆ω(t))
is the ARP sweep rate. The Rabi frequencies of the transitions were not directly measured,
so imperfect transfer may be a result of non-adiabaticity. However, the lack of contrast in
the dispersive signal was not a limiting factor for the work presented in this chapter, and
in fact highlights the robustness of our feedback algorithm in the presence of noisy input
monitoring signal.
7.2.3 FPGA feedback system
To follow the dispersive probing signal in real time we use an analog-to-digital converter
(ADC; Texas Instruments ADS62P49) on board a eld programmable gate array (FPGA; Xil-
inx ‘Virtex 6’) to read in the I andQ output signals from our mixer. The FPGA adds the two
signals in quadrature to give the dispersive signal, A =
√
I2 +Q2 and tracks the minimum
and maximum values of A between transitions (initially taking the rst measurement and
zero to be the maximum and minimum). The algorithm then detects≥ 50% variations in the
real time signal, which indicate the falling and rising edges in A that result from transitions
between the F = 1 and F = 2 levels. The FPGA program counts these edges, each of which
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corresponds to a specic transition, and we can produce a particular quantum state by set-
ting the FPGA stop condition to be the number of transitions required to reach that state.
When the stop condition is met the FPGA board sends a trigger to the rf switch, terminating
the state transfer sequence. A feedback signal is also sent to the switch controlling the AOM
that produces the dispersive probing pulse train, such that the probe light is switched o
and does not interact any further with the atomic sample.
7.3 Reliable state preparation in a randomised magnetic
field
We now use our setup to reliably prepare atoms of a particular quantum state in the pres-
ence of a randomised magnetic eld. We choose |2, 1〉 as our target state here, though we
have tested the system with other target states. We randomly select a bias magnetic eld
magnitude in the range±(4.5-14.5) G and apply it to our sample in order to cause a Zeeman
shift of unknown magnitude. We then apply microwave frequency radiation and sweep the
frequency at a rate of−0.3 MHz/ms across a 75 MHz range centred on f0 while dispersively
monitoring the population in theF = 2 quantum state. Figure 7.5(a) and 7.5(b) show the dis-
persive probing signals acquired during six realisations of this routine, without the FPGA
feedback system engaged and with the FPGA system engaged, respectively. The external
magnetic eld applied in each case is listed to the right of the corresponding data set. In
Fig. 7.5(a) it is evident that the frequency sweep required to reach the |2, 1〉 state – indicated
by the dotted lines on each plot – varies signicantly depending on the external magnetic
eld.
When the feedback loop is engaged, the FPGA program consistently detects when exactly
two transitions have occurred (based on changes in dispersive signal, as discussed in the
previous section) and switches o the driving eld, leaving our atomic sample prepared in
the target state, |2, 1〉. The dotted red lines on the plots of Fig. 7.5(b) indicate the maximum
and minimum reference signal levels inferred and used by the FPGA program to determine
when the second transition has occurred, and the red circles show the data points that signal
each of the rst and second transitions to the FPGA. There is no dispersive data available
after the target state has been reached, but the lighter coloured shaded boxes indicate that
the sample remains prepared in the |2, 1〉 state.
The dispersive probe is sensitive to all states in the F = 2 level, so we need to verify that
the |2, 1〉 Zeeman substate has indeed been prepared. To quantify the state distribution of
the atomic ensemble, we release it into time-of-ight free fall for 20 ms and make use of
the standard Stern Gerlach separation technique to spatially separate Zeeman sub-levels
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Figure 7.5: (a) Dispersive signal acquired during six separate realisations of a 75 MHz wide driving eld sweep
centred on f0, applied to an atomic sample in the presence of six dierent external magnetic elds. (b) Data
acquired under the same conditions, but with the FPGA feedback loop engaged and set to terminate the drive
eld after two transitions. The dashed red lines indicate the initial dispersive probing signal magnitude, while
the dotted red lines indicate 50% of this value. (c) Left: Absorption images corresponding to the six data sets
in b, showing the nal Zeeman state distributions. Note that the direction of acceleration due to gravity is to
the right in the gure. Right: The relative number of atoms in each of the possible Zeeman substates, extracted
from absorption data.
based on their mF value before acquiring an absorption image (see Sec. 3.9 for details).
Figure. 7.5(c) shows absorption images corresponding to each of the data sets of Fig. 7.5(b),
alongside a bar graph of the relative populations in each of the ve possible y-positions. This
data shows both the F = 1 and F = 2 states imaged together, so there is some potential
ambiguity in the state composition of the central three bins (the expected y-positions of the
three F = 1 substates are shown in Fig. 3.8(b), and compared to a typical absorption image,
Fig. 3.8(c). To check this, we also imaged the two separately to verify that the ensemble
with the greatest optical depth consists of only |2, 1〉. The clouds of impurities consist of
small amounts of both |1, 1〉 and |2,−1〉 (top position in Fig. 3.8(b)), |2, 0〉 (second-from-top
position in Fig. 3.8(b)), and |2, 2〉 (lower position in Fig. 3.8(b)). By analysing the absorption
data of Fig. 7.5(c), we nd that∼ 83% of the initial |2, 2〉 state population is prepared in the
|2, 1〉 state when the feedback system is used.
Simulating population dynamics induced optical pumping caused by the probe
Our dispersive probing scheme has a small, but observable, eect on the population dynam-
ics of the atomic system via optical pumping. In [17] we discussed the eect of photosponta-
neous scattering out of the probe mode and dierential light shift from a similar dispersive
probing scheme, while other eects include heating, leading to atoms leaking out into the
horizontal waveguide trapping beam (the recoil energy of a 87Rb atom scattering a photon
in the D2 line is 181 nK × kB), and decoherence, where some atoms return to the ground
state.
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We make use of the open source AtomicDensityMatrix (ADM) package for Mathe-
matica (see Sec. 2.4 for more information) to quantitatively estimate the eect of optical
pumping during probing by solving the optical Bloch equations for the multilevel system of
Fig. 7.2b when a sample initially prepared in |2, 2〉 is being illuminated by dispersive probe
pulses while undergoing ARP to |2, 1〉.
Because the transfer of atoms from one state to the next typically occurs on a timescale
shorter than the interval between two successive dispersive probe pulses, we treat the two
processes, ARP and dispersive probing, independently. Before we begin we dene the atomic
system (the entire D2 line of the 87Rb atom) and set up the parameters of the incident prob-
ing electromagnetic eld - wavelength, polarisation, intensity and detuning of each of the
reference, carrier and probe components).
The simulation then consists of four sequential steps:
1. Light is incident on the sample for a continuous duration of 10 µs, to model a set of
20 dispersive probe pulses with width 0.5 µs (we make an assumption that evolution
of the system between pulses is negligible). This is done using functions from the
ADM toolbox to construct the Hamiltonian of the probe + atom system and derive
the Liouville equation (equivalent to the Optical Bloch equations used in Sec. 2.1.2).
The full set of rate equations dening the time evolution of the system are then solved
numerically with an initial condition that 100 % of the population is in the |2, 2〉 state
at t = 0.
2. An ARP sweep is used to transfer the atomic population from |2, 2〉 → |1, 1〉. This is
modelled by taking the state of our system at t = 10 µs from the solution in the rst
step and simply swapping the populations in these two states. This modied state is
then used as the initial condition (t = 10 µs) for the next step.
3. Step one is repeated, to model a further 20 dispersive pulses being applied to our
sample.
4. A second ARP sweep, |1, 1〉 → |2, 1〉, is implemented by swapping the populations of
|1, 1〉 and |2, 1〉 in the solution at t = 20 µs.
The maximum number of probe pulses applied before the rst microwave transition was
20 in the experiments presented in this chapter, justifying our use of 20 pulses in each set
to account for the ‘worst case’ scenario. The estimated nal population distribution was
89% in |2, 1〉, 5.5% in |1, 1〉, 4.5% in |2, 2〉, 0.5% in |2, 0〉, and 0.5% in |1, 0〉. This com-
pares favourably with the 83% transfer to |2, 1〉 that we observe in the data of Fig. 7.5(c).
A schematic of this process is illustrated in Fig. 7.6 by a block diagram, augmented with
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Figure 7.6: Block diagram representing the ve steps performed by the AtomicDensityMatrix code in
order to determine the eect of the dispersive probe triplet eld on the atomic sample during measurements.
Below the block diagram are plots of the simulated atomic populations in each (populated) ground state hyper-
ne level for the two “apply probe eld” stages (note thatN is the probe pulse number and |gj,i|2 is the atomic
population in Zeeman state |j.i〉, as dened in Sec. 2.1.1). Between these plots are green arrows indicating the
swapping of populations to simulate ARP. Note the dierent vertical scale on each graph.
the simulated atomic populations in each (populated) state and arrows to indicate which
populations are swapped to simulate ARP after each set of pulses.
7.4 Discussion
In this chapter we have provided an experimental realisation of our proposal to eciently
transfer atoms to a target quantum state in the presence of an unknown external magnetic
eld, using a feedback mechanism. Arguably, the eld variations that we mitigate in our
demonstration are beyond what is typically encountered in a controlled laboratory envi-
ronment. Hence, relevant applications of the proposed tool are perhaps more likely to be
found in a dierent setting such as eld portable devices, on-board experiments, or in a
space bourne apparatus harnessing cold atoms [167, 168]. Here, a limited time window for
conducting experiments, violent and uncontrollable environmental conditions, and the re-
quirements of small form factors could motivate the inclusion of a dispersive optical probe
as a diagnostic system. In particular, the information stream generated by the dispersive
probe would be highly attractive in the optimization of such experiments subsequent to
deployment via machine learning approaches [169].
To obtain purer end states, resonant light pulses could be incorporated into the sequence
to remove any atoms left behind in F = 2 each time the sample is transferred to the F =
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1 level, and vice versa, and the ARP sweep rate could be further optimised. Additionally,
dispersively probing with higher resolution would allow us to more precisely detect the
transition points, which would lead to the method being viable when the external magnetic
eld is smaller than ±4.5 G. However, increasing the dispersive probe pulse frequency (or
power) results in more interaction with the atomic sample, which may cause transfer to
unwanted impurity states and atom loss (see Sec. 7.3). The eect of the dispersive probe eld
could be completely eliminated by augmenting the scheme with additional ensembles [111].
In this way information can be gathered by probing small auxiliary clouds without aecting
the main cloud at all.
It should be noted that in the presence of a temporally constant background magnetic eld,
as has been used to demonstrate the method in this chapter, we only, at least in principle,
have to probe and detect the rst transition to determine the Zeeman splitting, and thus
where to terminate the sweep for any of the following states on the ladder. If the magnetic
eld were time dependent, however, we would need to continue to probe the state popula-
tion throughout the entire sweep as we have done here.
Chapter 8
Conclusion
8.1 What have we achieved?
This work was driven by the goal to develop a robust and exible dual-species probing sys-
tem to investigate the evolution of dynamical processes in ultracold gases in real-time, as
well as to explore the applicability of this probing technique to the study of Feshbach res-
onances. We have developed an o-resonant heterodyne optical dispersive probing system
capable of monitoring two distinct internal quantum states, 87Rb and 40K, simultaneously,
and by implementing this system in conjunction with an ultracold atoms apparatus we have
obtained three main results:
1. Monitoring transitions and cooling with dispersive probing
We have shown that dispersive probing is an invaluable tool for everyday diagnostic pur-
poses, oering a reduction in measurement time of up to two orders of magnitude compared
with standard time-of-ight absorption imaging. Specically, in Ch. 5 we showed how it
can be used to monitor Rabi oscillations between the F = 2 and F = 1 ground hyperne
states of 87Rb, and to measure and calibrate external magnetic elds by monitoring transi-
tions between Zeeman substates. Experimental parameters such as optical power, detuning
and pulse timing are highly controllable and can be adapted both to suit a wide range of
measurement situations and to optimise the balance between signal-to-noise and extent of
perturbation to the system being probed. We were actually surprised by how useful our
dispersive probing system turned out to be! It was used very regularly and made common
processes, like nding the resonant frequency required to perform a particular quantum
state transfer, very ecient.
Simultaneous dispersive probing of 87Rb and 40K was used to follow the sympathetic cooling
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stage of cold sample production, and discrepancies in the evolution of the 87Rb fraction of
the sample in the presence/absence of 40K were identied. The production of dual-species
ultracold samples is key in much of the other work carried out by the Otago Light and Matter
Research Group and there’s often a lot of guesswork that goes into the optimisation of the
sympathetic cooling processes. The ability to monitor the evolution of both 87Rb and 40K
simultaneously during this most vital stage of the process was therefore a very welcome
addition to our diagnostic toolbox.
Throughout my PhD work geometric mode matching and atomic interactions in the high
density regime presented signicant, but interesting, experimental challenges and created
complexities in the way the dispersive signal should be interpreted that I was not able to
account for to my satisfaction. The fermionic nature of 40K was used to investigate the
variation in coupling factor between dispersive signal and number of atoms as the light-
atom interface changes, which allowed some quantitative insight into these phenomena.
Throughout my work I saw evidence of lensing by the atomic sample, but I was not able to
quantitatively pinpoint and describe this mechanism or satisfactorily estimate its impact on
the dispersive signal1. This served as the motivation behind more recent investigations that
have been fruitful, and will be touched on in Sec. 8.2.
2. Dispersive detection of magnetic Feshbach resonances in ultracold gases
We have used the o-resonant dispersive optical probing technique to rapidly and eciently
detect and characterise Feshbach resonances in ultracold 87Rb. We demonstrated the method
by locating four resonances between the |F = 1,mF = 1〉 and |F = 2,mF = 0〉 states.
Despite the loss features being . 0.1 G wide, we required only 21 experimental runs to
explore a magnetic eld range > 18 G, where 1 G = 10−4 T. The resonances consist of
two known s-wave features in the vicinity of 9 G and 18 G and two previously unreported
p-wave features near 5 G and 10 G.
We further used the dispersive approach to directly characterise the two-body loss dynam-
ics for each Feshbach resonance, and for three out of the four resonances our measurements
of the loss rate coecients,K21, corresponded well with theory. For the case where it didn’t
(about the s-wave resonance near 9 G), we hypothesise that this is a result of heating ren-
dering our model less accurate. The dispersive probing technique itself is not limited by
heating and with development of a rened model, taking into account the time dependence
of the temperature, we believe our technique could still be used to accurately measure large
K21 values.
1The measurements in this and the previous chapters were mostly performed in the regimes where the
impact was not large, and the signal was monotonic with respect to the atom number.
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The discovery of the previously unreported p-wave resonances was unexpected and took
us by surprise. Our measurements ll a gap in the rich body of knowledge on the scattering
properties of 87Rb, the most widely used species in cold atom physics, and emphasise the
potential of using dispersive probing to investigate molecular couplings and subtle details
of electronic and nuclear wavefunctions.
3. Deterministic quantum state transfer of atoms in a random magnetic field
Finally, we have built and incorporated a eld programmable gate array (FPGA) based feed-
back loop that samples and analyses an o-resonant optical probe signal and sends an output
signal that terminates the sweeping microwave radiation eld when the target |F,mF 〉 state
has been achieved. The system has been applied to reliably transfer atoms to a specic quan-
tum state (|2, 1〉) in the presence of a random magnetic eld in the range ±(4.5− 14.5) G.
Implementing a feedback loop in this way turned out to be more dicult that we had an-
ticipated, and we ran into a series of complications with the FPGA device that limited its
capacity to detect small changes in dispersive signal. Even with the combined expertise of
several members of the Otago Light and Matter Research Group we didn’t get as far with it
as we had hoped. Collectively we made the decision to re-build it using a “Red Pitaya” board
and I was involved in some initial testing of the new device, which we expect to be more
robust and user-friendly. I did not get the chance to fully integrate it into the dispersive
probe setup, but, since the completion of my work, other members of my research group
have successfully integrated a new version of the feedback system into the ultracold atom
system and are using it to increase the stability in sample atom number in real-time, using
a similar o-resonant probing technique based on Faraday rotation [170].
8.2 What lies ahead?
Further exploration of the Feshbach resonance landscape
Using dispersive probing for detection Feshbach resonances provides a powerful new tool
for mapping out the Feshbach resonances of any pair of substates, and our measurements
were in surprisingly good agreement with theory (for low values of the loss rate coecient).
This could readily be extended to any species with a change in optical frequencies, including
those with optical Feshbach resonances [171]. Dispersive probing could be further used to
investigate other types of loss dynamics near a Feshbach resonance, such as three-body
losses and the associated Emov signatures [38]. This would extend the applicability of the
technique to broad resonances, where 2-body inelastic losses may be negligible over ≈ 1 s
timescales. Finally, our method may provide an eective tool for the study of coherent atom-
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molecule oscillations in a BEC [172].
Closed-loop feedback in atomic systems
There are many exciting future prospects for the closed-loop feedback system developed
in this work. For example, the preparation of specic superposition states in unstable con-
ditions through adaptive measurement, where dispersive probing during an ARP sweep is
used to rst learn the resonant frequency, then resonant pulses used to prepare the target
state with high delity.
Currently in the setup used for monitoring Feshbach resonances, dispersive data is saved
to a computer to be analysed following the experimental sequence, but there is potential to
use this method in conjunction with the real-time feedback mechanism to locate resonances
and tune scattering lengths during an experimental sequence.
The question of how many Feshbach resonances we can observe in a single experimental
run cannot be answered in a straightforward manner, as it depends on a range of factors,
including how lossy the resonances are, and how closely spaced they are. Maybe the more
relevant question is how many resonances can be covered in a given time, which is limited in
our case by both the background and Feshbach-induced two-body loss rates. Small inelastic
Feshbach losses are dicult to detect, requiring a slower sweep over a smaller range, while
large inelastic losses may make it hard to detect multiple resonances simply due to the large
number of atoms lost in a short time. In the future we envisage an adaptive method where
we begin a single long sweep, then use a feedback criterion to automatically re-prepare our
sample when the atom number drops too low, and continue the sweep from where we left
o.
Addition of more techniques to our experimental toolbox
A useful future application of the dispersive probe system would be in rapid characterisation
of external magnetic eld gradients. Optical tweezers would be used to systematically move
a cloud of atoms to dierent locations and at each step, a microwave frequency sweep across
the range containing resonance is performed simultaneously with dispersive probing. The
resulting dispersive data sequence is then analysed to determine the spatially dependent
Zeeman energy shift at each point, and from the resonance frequency and position data,
spatial variations in magnetic eld can be determined. This could be taken one step further
by “multiplexing” the dispersive probing scheme by using multiple probe beams and an
array of photodetectors to capture data from each in a matching array of atom samples,
trapped by the optical tweezers, simultaneously.
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Another potential application is “single-run Rabi spectroscopy” and there are several ways
to approach this. For example, we could generate a series of microwave pulse pairs at steady
frequency increments across an atomic resonance, with each pair being 90° out-of-phase so
that some population is rst transferred to the excited state then returned to the ground
state before the next frequency pulse pair. When these microwave pulses are interleaved
with dispersive probe pulses, we should be able to get a measure of the population transfer at
each frequency point across the range scanned, giving us population transfer versus driving
frequency data (like was presented in Sec. 3.7.3) from a single experimental run. If this were
to work eectively, it would be an invaluable addition to the ultracold atom experimental
toolbox.
Extension to other atomic states and atomic species
The fact that we can simultaneously monitor multiple atomic species opens many avenues in
investigation of fundamental atom and molecule dynamics. Our two-species probing sys-
tem could be straightforwardly scaled up to probe additional atomic species or quantum
states using more parallel probe beam generation set ups. There is also scope to develop a
dierent type of dual-frequency dispersive probe that can simultaneously monitor the pop-
ulations in two nearby hyperne states of a single species using just one laser. This would
be particularly useful in Feshbach resonance investigations, to gain the full picture of what
is happening to both 87Rb F = 1 and F = 2 atoms during their interaction, and improve
the model used to determine K21 values.
Figure 8.1: Schematic of a proposed future single-laser dual-state dispersive probing scheme, indicating the
frequencies of the carrier (C, black) and probing sidebands and a bright LO beam (green) relative to the atomic
transitions in 87Rb. P1 (red) and P2 (blue) indicate the components of the triplet used to probe the atoms
in the F = 1 and F = 2 hyperne states, respectively, and are detuned from the |F = 1〉 → |F ′〉 and
|F = 2〉 → |F ′〉 transitions by ∆1 and ∆2.
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This concept involves two probing sidebands, derived by passing a single carrier beam
through an EOM (with frequency fEOM), positioned such that each has a specied detuning
from the |F = 1〉 → |F ′ = 2〉 (blue shifted sideband) and |F = 2〉 → |F ′ = 3〉 (red shifted
sideband) transitions, respectively. The probing triplet would pass though the atomic sam-
ple, then be combined with an o-centre bright local oscillator (LO) beam (shifted relative to
the carrier using an AOM), which provides amplication of the heterodyne signal without
any inuence on the atoms. Multi-heterodyne IQ detection could then be used to demod-
ulate and sample the phase shift signal resulting from atoms in each of the two hyperne
states, and the carrier beam demodulated to provide a reference signal (i.e. we assume the
phase shift on the carrier beam is negligible). By processing the three phase shift signals
we could infer the time dynamics of both atomic populations. A schematic of how the four
optical frequency components should positioned relative to the atomic transitions in 87Rb
to achieve this scheme is shown in Fig. 8.1. A scheme like this was trialled but we ran into
technical diculties relating to fundamental limitations imposed on the discrete time sam-
pling of an analog signal by the digitiser we were using, and challenges acquiring multiple
stable frequency sources that stay phase-coherent over the time-scale of hours. Adjustments
to the probe scheme and an acquisition instrument with a higher sampling rate may lead to
fruitful results in this area.
Optimisation and characterisation of 3D mode-matching between sample and probe
Finally, in any regime where light and matter interact the three-dimensional geometrical
mode-matching at the interface is important, so ways of optimizing it while keeping the
density suciently high could be considered in future work to improve the performance of
the dispersive probing system. To get the maximum detected signal, it is important for the
output mode scattered from the sample to overlap well with the incoming paraxial probe
mode. Additionally, for much of the work in this thesis, the geometry of the sample used was
a prolate Gaussian cloud, elongated along the z-axis in a cigar conguration, with length
∼ 2 mm. However, to observe and study Feshbach resonances it is advantageous to use
samples with higher atomic density, so a dense double-“ball” geometry was used, where
each of the two clouds have a z-length of∼ 20 µm. This gives a peak density approximately
50 times higher than in the prolate case.
Throughout this work, the eect of mode-matching between the Gaussian 2D and 3D pro-
les of the dispersive probe beam and our cold atom sample, respectively, was consid-
ered (see sections 5.2.2 and 6.4.7 in particular), but describing the relevant quantum three-
dimensional atom-light interface is a complex problem involving the overlap of a Gaus-
sian beam prole with a three-dimensional ensemble of atomic scatterers. Eects such as
diraction of the o-resonant light around the cold, dense ensemble of atoms need to be
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considered. Previous work has used a semi-classical model to develop a description of the
problem that included light scattering [173, 174]. Optimal probe and sample geometrical
mode-matching in similar dipole-trapped samples has been studied in the context of col-
lective spin squeezing experiments, where a variety of dierent ensemble geometries and
corresponding beam waists were considered [175]. It was found that an extended pencil-
shaped cloud provides the best forward-scattering into the probe mode, provided that the
probe beam width is optimised for large eective optical density and low decoherence rates.
It is likely then that the elongated cloud geometry used previously in our system provides
better mode-matching with the probe eld than the new dense “ball” geometry. This poor
mode matching means that we may have light “lost” from the forward propagating mode,
incident on the fast photodetector, into modes that are diracted at large angles.
In our dense sample it may also be a possibility that we have strong correlations between
atoms due to light-induced dipole-dipole interactions, causing the collective scattering of
the incoming probe eld from many atoms to diverge from the behaviour of a sum of in-
dependent scatterers. Such cooperative scattering of light is fundamentally dierent, and
studies have been done to investigate how this modies the radiation pressure exerted on
atoms due to superradiant backscattering of light [176] and to measure the cooperative Lamb
shift [177], for example. Numerical simulations of this eect in a cold, dense medium of dis-
crete atoms have been performed very recently [178], suggesting that the deviation from
standard optical theories due to dipole-dipole interactions may kick in at lower densities
than previously thought in such systems. There has also been an experimental study done
on the emergence of such eects in low atom number 87Rb samples (< 500), reporting a
broadening of the Lorentzian prole of the resonant lineshape and a small redshift as the
number of atoms increases [179]. Recently, other members of the Otago Light and Matter
Research Group have investigated the propagation of near-resonant light through dense
atomic samples and found that the inhomogeneous sample can act like a gradient-index
lens, diverting probe light out of the incident mode [180]. This lensing eect can compli-
cate the interpretation of the dispersive probe signal, which may vary for dierent sample
geometries. Work remains to be done in this area to fully understand the o-resonant light




An ensemble of particles will, in general, be in a mixture of pure states, and therefore cannot
be well described by a wavefunction alone. Such an ensemble can be described instead by a
density matrix [181, 182]. For a pure state, which can be represented as a weighted sum of
eigenstates of the Hamiltonian, the density matrix is dened as,
ρ̂ = |ψ〉〈ψ| (A.1)
where |ψ〉 is the state in question. For a two-level system in the state
|ψ〉 = a1(t)|1〉+ a2(t)|2〉, (A.2)




















The terms on the diagonal are the populations of the two states, while the o-diagonal terms
are the coherences between states. For an n-level system, the density matrix is an n-by-n ma-
trix where the diagonal terms ρnn represent the populations and the o-diagonal terms ρmn
correspond to the coherences. This way of describing a quantum state, Eq. (A.3), is equiva-
lent to the wavefunction, Eq. (A.2), and can be used in a master equation approach to solve
for the evolution of the quantum state in a driving eld in the same way as a wavefunction
can.
If we instead have a statistical mixture of states |ψi〉 we can conveniently express the state
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where ρk = |ψk〉〈ψk| and |pk|2 is the probability density of the pure state |k〉. We do not need
to delve further into density matrix formalism, but for a more in-depth account see [183].
Appendix B
Geometric Coupling Factor
The coupling factor C , entering the expression in Ch. 6, Eq. (6.5), that relates the dispersive
signal to the atomic population depends on the geometry of both the atomic sample and the
dispersive probe beam. In our experiments the dispersive probe beam parameters remain
xed, but the temperature increases slightly during Feshbach interactions, increasing the
ensemble size according to Eq. 6.4. Because the temporal evolution of the temperature during
these processes is unknown, we assumed a xed coupling factor (measured at T = 1.4 µK)
to convert dispersive signal to atomic population.
The Rayleigh range of our dispersive beam is zR ' 3 mm  σz ' 17 µm, so we ignore
intensity variations along the direction of propagation and consider only the Gaussian in-
tensity prole in the radial (xy) plane,




where I0 is the peak intensity andw0 = 28 µm is the beam waist. Assuming our sample is at
thermal equilibrium, the spatial prole of atoms can be well-approximated by a 2D Gaussian
column density distribution












where the factor of two arises from the fact that our sample consists of two identical Gaus-
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n(x, y)I(x, y)dxdy, (B.4)
where k is a xed constant of proportionality that depends on the electronic system used
to demodulate the signal, the resonant optical cross section, and the detuning of the probe











To give an expression for the dependence of the coupling factor on the temperature (T ) and
the atomic population (N ), we substitute in Eq. 6.4 and Eq. B.3 to give









)1/2 N = C(T )N. (B.6)
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