Abstract. In this expository article, we present a number of classic theorems that serve to identify the closure in the sup-norm of various sets of Blaschke products, inner functions and their quotients, as well as the closure of the convex hulls of these sets. The results presented include theorems of Carathéodory, Fisher, Helson-Sarason, Frostman, Adamjan-Arov-Krein, Douglas-Rudin and Marshall. As an application of some of these ideas, we obtain a simple proof of the Berger-Stampfli spectral mapping theorem for the numerical range of an operator.
Introduction
Let X be a Banach space and let E be a subset of X. The convex hull of E, denoted by conv(E), is the set of all elements of the form λ 1 x 1 +λ 2 x 2 +· · ·+λ n x n , where x j ∈ E and where 0 ≤ λ j ≤ 1 with λ 1 + λ 2 + · · · + λ n = 1. The closed unit ball of X is B X = {x ∈ X : x ≤ 1}.
In this survey, we consider some Banach spaces of functions on the open unit disc D or on the unit circle T, e.g., L ∞ (T), C(T), H ∞ and the disc algebra A, and explore the norm closure of some subsets of B X and of their convex hulls.
The unimodular elements of the above function spaces enter naturally into our discussion. The unimodular elements of H ∞ , denoted by I, are a celebrated family that are called inner functions. For other function spaces we use the notation U X to denote the family of unimodular elements of X, e.g., Finite Blaschke products are elements of the disc algebra A. In particular, when considered as functions on T, they are elements of C(T). In this regard, for these elements and their quotients, we shall see that: In all the results above, we consider the norm topology. For the Hardy space H ∞ , and thus a priori for the disc algebra A, there is a weaker topology which is obtained via semi-norms p r (f ) := max |z|≤r |f (z)|. This is referred as the topology of uniform convergence on compact subsets (UCC) of D. Naively speaking, it is easier to converge under the latter topology. Therefore, in some cases we will also study the UCC-closure of a set or its convex hull. We shall see that:
Since on the one hand, FBP is the smallest approximating set in our discussion, and on the other hand B H ∞ is the largest possible set that we can approximate, this last result closes the door on any further investigation regarding the UCCclosure.
Approximation on D by finite Blaschke products
Goal: FBP = FBP Let f ∈ H ∞ , and suppose that there is a sequence of finite Blaschke products that converges uniformly on D to f . Then, by continuity, we also have uniform convergence on D. Therefore f is necessarily a continuous function on D, and moreover it is a unimodular function on T. It is an easy exercise to show that this function is necessarily a finite Blaschke product. A slightly more general version of this result is stated below. Then f is a finite Blaschke product.
Proof. Since f is holomorphic on D and |f | tends uniformly to 1 as we approach T, it has a finite number of zeros in D. Let B be the finite Blaschke product formed with the zeros of f . Then f /B and B/f are both holomorphic in D, and their moduli uniformly tend to 1 as we approach T. Hence, by the maximum principle, |f /B| ≤ 1 and |B/f | ≤ 1 on D. Thus f /B is constant on D, and the constant has to be unimodular. ⊓ ⊔ Lemma 2.1 immediately implies the following result.
Theorem 2.2 The set FBP of finite Blaschke products is a closed subset of B A (and hence also a closed subset of B H ∞ ).
The following result is another simple consequence of Lemma 2.1. It will be needed in later approximation results in this article (see Theorem 5.2).
Corollary 2.3 Let f be meromorphic in the open unit disc D and continuous on the closed unit disc D (as a function into the Riemann sphere). Suppose that f is unimodular on the unit circle T. Then f is the quotient of two finite Blaschke products.
Proof. Since f is unimodular on T, meromorphic in D and continuous on D, it has a finite number of poles in D. Let B 2 be the finite Blaschke product with zeros at the poles of f . Put B 1 := B 2 f . Then B 1 satisfies the hypotheses of Lemma 2.1, and so it is a finite Blaschke product. Thus f = B 1 /B 2 .
⊓ ⊔
Approximation on compact sets by finite Blaschke products
Goal:
If f is holomorphic on D and can be uniformly approximated on D by a sequence of finite Blaschke products, we saw that, by Lemma 2.1, f is itself a finite Blaschke product. A general element of B H ∞ is far from being a finite Blaschke product and cannot be approached uniformly on D by finite Blaschke products. Nevertheless, a weaker type of convergence does hold. The following result says that, if we equip H ∞ with the topology of uniform convergence on compact subsets of D, then the family of finite Blaschke products form a dense subset of B H ∞ . In a certain sense, this theorem circumscribes all the other results in this article. Proof. (This proof is taken from [10, page 5] .) We construct a finite Blaschke product B n such that the first n + 1 Taylor coefficients of f and B n are equal. Then, by Schwarz's lemma, we have
and thus the sequence (B n ) converges uniformly to f on compact subsets of D. Let c 0 := f (0). As f lies in the unit ball, c 0 ∈ D. If |c 0 | = 1, then, by the maximum principle, f is a unimodular constant, and the result is obvious. So let us assume that |c 0 | < 1. Writing
Clearly, B 0 is a finite Blaschke product and its constant term is c 0 . The rest is by induction. Suppose that we can construct B n−1 for each element of B H ∞ . Set
By Schwarz's lemma, g ∈ B H ∞ . Hence, there is a finite Blaschke product B n−1 such that g − B n−1 has a zero of of order at least n at the origin. If B is a finite Blaschke product of degree n, and w ∈ D, then it is easy to verify directly that τ w • B and B • τ w are also finite Blaschke products of order n. Hence
is a finite Blaschke product. Since
we naturally expect that B n does that job. To establish this conjecture, it is enough to observe that
Hence, thanks to the presence of the factor z(g(z) − B n−1 (z)), the difference
is divisible by z n+1 .
⊓ ⊔
Remark. The equation (3) is perhaps a bit misleading, as if we have a recursive formula for the sequence (B n ) n≥0 . A safer way is to write the formula as
where g is related to f via (2). Let us compute an example by finding B 1 := B 1,f We know that
Write f (z) = c 0 + c 1 z + · · · and observe that
Then, by (1), we have
and so we get
One may directly verify that
as required.
Approximation on D by convex combinations of finite Blaschke products
Goal: conv(FBP) = B A As we saw in Section 2, if a function f ∈ H ∞ can be uniformly approximated by a sequence of finite Blaschke products on D, then f is continuous on D.
The same result holds if we can approximate f by elements that are convex combinations of finite Blaschke products. The only difference is that, in this case, f is not necessarily unimodular on T. We can just say that f ∞ ≤ 1. More explicitly, the uniform limit of convex combinations of finite Blaschke products is a continuous function in the closed unit ball of H ∞ . It is rather surprising that the converse is also true. Theorem 4.1 (Fisher [8] ) Let f ∈ B A , and let ε > 0. Then there are finite Blaschke products B j and convex weights (λ j ) 1≤j≤n such that
By Theorem 3.1, there is a sequence of finite Blaschke products that converges uniformly to f on compact subsets of D. Based on our notation, this means that, given ε > 0 and t < 1, there is a finite Blaschke product B such that
Therefore, by (4), there is a finite Blaschke product B such that
If we can show that B t itself is actually a convex combination of finite Blaschke products, the proof is done.
Firstly, note that (gh) t = g t h t for all g and h, and that the family of convex combinations of finite Blaschke products is closed under multiplication. Hence it is enough only to consider a Blaschke factor
Secondly, it is easy to verify that
The combination on the right side is almost good. More precisely, it is a combination of a Blaschke factor and a unimodular constant (a special case of a finite Blaschke product), with positive coefficients, but the coefficients do not add up to one. Indeed, we have
But this obstacle is easy to overcome. We can simply add
to both sides of (5) to obtain a convex combination of finite Blaschke products. Of course, the factor 1 in the last identity can be replaced by any other finite Blaschke product.
⊓ ⊔
In technical language, Theorem 4.1 says that the closed convex hull of finite Blaschke products is precisely the closed unit ball of the disc algebra A. If B 1 and B 2 are finite Blaschke products, then B 1 /B 2 is a continuous unimodular function on T. Helson and Sarason showed that the family of all such quotients is uniformly dense in the set of continuous unimodular functions [11, page 9] .
To prove the Helson-Sarason theorem, we need an auxiliary lemma.
for all ζ ∈ T.
Proof. Since f : T −→ T is uniformly continuous, we can take N so big that
Then f (T k ) is a closed arc in a semicircle, and thus there is a continuous function φ k (θ) on the interval
These functions are uniquely defined up to additive multiples of 2π. We adjust those additive constants so that
and if (φ(2π) − φ(0))/2π is odd, then set 
Proof. According to Lemma 5.1, it is enough to prove the result for unimodular functions of the form f = g 2 (note that b(e iθ ) := e iθ is a Blaschke factor). Without loss of generality, assume that ε < 1.
By Weierstrass's theorem, there is a trigonometric polynomial p(z) such that
The restriction ε < 1 ensures that p has no zeros on T. Let p * (z) := p(1/z), and consider the quotient p/p * . Since p is a good approximation to g, we expect that p/p * should be a good approximation to g/g * = g 2 = f . More precisely, on the unit circle T, we have
It is enough now to note that p/p * is a meromorphic function that is unimodular and continuous on T, and thus, according to Corollary 2.3, it is the quotient of two finite Blaschke products.
If we allow approximation by quotients of general Blaschke products, then it turns out that we can approximate a much larger class of functions. This is the subject of the Douglas-Rudin theorem, to be established in Section 9 below. The quotient of two finite Blaschke products is a continuous unimodular function on T. Hence a convex combination of such fractions stays in the closed unit ball of C(T). As the first step in showing that this set is dense in B C(T) , we consider the larger set of all unimodular elements of C(T), and then pass to the special subclass of quotients of finite Blaschke products.
Lemma 6.1 Let f ∈ B C(T) and let ε > 0. Then there are u j ∈ U C(T) and convex weights (λ j ) 1≤j≤n such that
Proof. Let w ∈ D. Then, by the Cauchy integral formula,
In a sense, the integral on the right side is an infinite convex combination of unimodular elements. We shall approximate it by a Riemann sum and thereby obtain an ordinary finite convex combination. Since
we obtain the estimation
As f ∞ ≤ 1, we have |f (e iθ )| ≤ 1 for all e iθ ∈ T. Hence, by the estimate above,
Thus, for each e iθ ∈ T,
But, each
e i2kπ/N is in fact a unimodular continuous function on T. Thus, given ε > 0, it is enough to choose N so large that 4π/(εN ) < ε, to get
for all e iθ ∈ T. ⊓ ⊔
In the light of Theorem 5.2, it is now easy to pass from an arbitrary unimodular element to the quotient of two finite Blaschke products. Theorem 6.2 Let f ∈ B C(T) and let ε > 0. Then there are finite Blaschke products B ij , 1 ≤ i, j ≤ n and convex weights (λ j ) 1≤j≤n such that
Proof. By Lemma 6.1, there are u j ∈ U C(T) and convex weights (λ j ) 1≤j≤n such that
For each k, by Theorem 5.2, there are finite Blaschke products B k1 and B k2 such that
This completes the proof. ⊓ ⊔
Approximation on D by infinite Blaschke products
Goal: BP = I = I
We start to describe our approximation problem as in the beginning of Section 2. But, extra care is needed here since we are dealing with infinite Blaschke products and they are not continuous on D. Let f ∈ H ∞ and assume that there is a sequence of infinite Blaschke products that converges uniformly on D to f . First of all, we surely have f ∞ ≤ 1. But, we can say more. For each Blaschke product in the sequence, there is an exceptional set of Lebesgue measure zero such that on the complement the product has radial limits. The union of all these exceptional sets still has Lebesgue measure zero, and, at all points outside this union, each infinite Blaschke product has a radial limit. Therefore, the function f itself must have a radial limit of modulus one almost everywhere. In technical language, f is an inner function. Hence, in short, if we can uniformly approximate an f ∈ H ∞ by a sequence of infinite Blaschke products, then f is necessarily an inner function. Frostman showed that the converse is also true.
Let φ be an inner function for the open unit disc. Fix w ∈ D and consider φ w = τ w • φ, i.e.,
Since τ w is an automorphism of the open unit disc and φ maps D into itself, then clearly so does φ w , i.e. φ w is also an element of the closed unit ball of H ∞ . Moreover, for almost all e iθ ∈ T,
Therefore, for each w ∈ D, the function φ w is in fact an inner function. What is much less obvious is that φ w has a good chance of being a Blaschke product. More precisely, the exceptional set
is small. Frostman showed that the Lebesgue measure of E(φ) is zero. In fact, there is even a stronger version saying that the logarithmic capacity of E(φ) is zero. But the simpler version with measure is enough for our approximation problem. We start with a technical lemma.
Lemma 7.1 Let φ be an inner function in the open unit disc D. Then the limit
lim r→1 2π 0 log φ(re iθ ) dθ
exists. Moreover, φ is a Blaschke product if and only if
Proof. Considering the canonical decomposition φ = BS σ , we have
Using Fubini's theorem, we obtain
Thus the main task is to deal with Blaschke products. First of all, we have 1 2π
for all r with 0 ≤ r < 1. Now, without loss of generality, we assume that B(0) = 0, since otherwise we can divide B by z m , where m is the order of the zero of B at the origin, and this modification does not change the limit. Then, by Jensen's formula,
Given ε > 0, choose N so large that
Then, for r > |z N |,
Therefore,
and, since ε is an arbitrary positive number,
Finally, (7) and the last inequality together imply that
Returning now to (6), we see that
This formula also shows that 
Then E ρ (φ) has Lebesgue measure zero.
Note that this theorem implies that the two-dimensional Lebesgue measure of E(φ) is also zero.
Proof. For each α ∈ D, we have 1 2π
Since φ is inner, we can replace α by φ(re it ) and then integrate with respect to t. This gives 1 2π
Since ρ is fixed and |φ| ≤ 1, the family
where the parameter r runs through [0, 1), is uniformly bounded in modulus by the positive constant − log ρ, and
for almost all e it ∈ T. Hence, by the dominated convergence theorem,
which we rewrite as
But, considering the fact that the integrand is negative, the Fubini theorem gives
Then M (r, θ) ≥ 0 for all r, θ, and
Now, we put together two facts. First, according to Lemma 7.1, we know that, for each θ, lim
exists. Second, by Fatou's lemma,
Hence, by (9) and the fact that M (r, θ) ≥ 0, we conclude that
In particular, we must have lim r→1 M (r, θ) = 0 for almost all θ ∈ [0, 2π], i.e.,
for almost all θ ∈ [0, 2π]. Therefore, again by Lemma 7.1, φ ρe iθ is indeed a Blaschke product for almost all θ ∈ [0, 2π]. In other words, E ρ (φ) has Lebesgue measure zero.
⊓ ⊔
The preceding result immediately implies the approximation theorem that we are seeking. It shows that the set BP of Blaschke products is uniformly dense in the set of all inner functions I. Proof. Take ρ ∈ (0, 1) small enough so that 2ρ/(1 − ρ) < ε. According to Lemma 7.2, on the circle {|z| = ρ} there are many candidates ρe iθ such that φ ρe iθ is a Blaschke product. Pick any one of them. Then, we have
This simply means that φ + φ ρe iθ ∞ < ε. Now take B := −φ ρe iθ .
Frostman's approximation result (Theorem 7.3) should be compared with Carathéodory theorem (Theorem 3.1). On one hand, the approximation in Frostman's result is stronger. The convergence is uniform on D, and not just on a fixed compact subset of D. But, on the other hand, it only applies to a smaller class of functions (inner functions) in the closed unit disc of H ∞ . Theorem 7.3 may also be considered as a generalization of Theorem 2.2. In the latter, we consider a small set of Blaschke products (just finite Blaschke products) and thus we are not able to approximate all inner functions. But Frostman says that, if we enlarge our set and consider all Blaschke products, then we can approximate all inner functions.
However, though this interpretation is true, it is not the whole truth. Theorem 2.2 says that the set of finite Blaschke products is a closed subset of ∂B H ∞ . Then Theorem 7.3 says that its complement in the family of inner functions, i.e., I \ FBP, is also a closed subset of ∂B H ∞ such that infinite Blaschke products are uniformly dense in I \ FBP. In fact, by considering zeros, it is easy to see that dist ∞ (FBP, I \ FBP) ≥ 1,
i.e., both parts are well separated on the boundary of B H ∞ .
8 Existence of unimodular functions in the coset
To study duality on Hardy spaces, we recall some well-known facts from functional analysis. Let X be a Banach space, and let X * denote its dual space. Let A be a closed subspace of X. The annihilator of A is
which is a closed subspace of X * . The canonical projection of X onto the quotient space X/A is defined by
For each x ∈ X, by the definition of norm in the quotient space X/A, we have
Using the Hahn-Banach theorem from functional analysis, we have dist(x, A) = sup
Moreover, the supremum is attained, i.e., there is
Thanks to these remarks, we obtain the dual identifications
For a Banach space X of functions defined on the unit circle T, we define X 0 to be the family of all functions e iθ f (e iθ ) such that f ∈ X. In all cases that we consider below, X 0 is a closed subspace of X. If f ∈ X has a holomorphic extension to the open unit disc, then the holomorphic extension of e iθ f (e iθ ) would be zf (z), a function having a zero at the origin. This fact explains the notation X 0 .
The following lemma summarizes a number of dual identifications of interest to us. 
We can apply this method to study dist(f, H p (T)), where f is an element of L p (T) and 1 ≤ p ≤ ∞. In the following, we just need the case p = ∞.
Then the following hold.
Hence, ( g n 1 ) n≥1 is a bounded sequence in
Hence, looking at the sequence (g n ) n≥1 as a family of uniformly bounded linear functionals on L 1 (T)/H 1 0 (T), by the Banach-Alaoglu theorem, we can extract a subsequence that is convergent in the weak* topology of H ∞ (T). More explicitly, there exists g ∈ H ∞ (T) and a subsequence (n k ) k≥1 such that
for all h ∈ L 1 (T). By Hölder's inequality,
were the dual of L ∞ (T), then we would have been able to use duality techniques and the reasoning would have been easier. But, since L 1 (T) is a proper subclass of the dual of L ∞ (T), we have to proceed differently.
If E is a measurable subset of T, then its characteristic function h = χ E is integrable. Hence, with this choice, we obtain
for all measurable sets E ⊂ T with |E| = E dθ = 0. This is enough to conclude
and, by Lemma 8.
This completes the proof.
A profound result of Adamjan-Arov-Krein says that, under the slightly more restrictive condition dist(f, H ∞ (T)) < 1, the reverse implication holds. In this section, we discuss this result, which will be needed in studying the closed convex hull of Blaschke products. We start with a technical lemma.
Suppose that there is a measurable subset E of T with |E| = 0 such that
Proof. If |E| = 2π, then the result is an immediate consequence of the identity
If 0 < |E| < 2π, then, on the one hand,
as n −→ ∞, and, on the other hand,
Finally, since log |f n | is a subharmonic function, we have
and thus f n (0) −→ 0 as n −→ ∞. ⊓ ⊔
The space H ∞ (T) contains all inner functions, which are elements of modulus one. The following result shows that if we slightly perturb
, it still contains unimodular elements.
Then there exists an ω ∈ f + H ∞ (T) with
for almost all e iθ ∈ T.
Proof. (Garnett [13, page 150 ]) The proof is long and thus we divide it into several steps.
Step 1: Definition of ω as the solution of an extremal problem.
is not empty. Let
We show that the supremum is attained. There are ω n = f + g n ∈ E, n ≥ 1, such that
Since g n ∈ H ∞ (T) and g n ∞ ≤ 1 + f ∞ , there exist g ∈ H ∞ (T) and a subsequence (n k ) k≥1 such that
for all h ∈ L 1 (T). Indeed, since the g n are uniformly bounded, we can say that a subsequence g n k converges weak* to an element g ∈ L ∞ (T). But the weak*-convergence impliesĝ(n) = 0, n ≤ −1, so in fact we have g ∈ H ∞ (T). Set ω := f + g. By (11),
for all h ∈ L 1 (T). This fact implies
which ensures that ω ∈ E. Moreover, taking h ≡ 1, we get 1 2π
and thus we can write 1 2π
Step 2: ω ∞ = 1.
Let ω 1 := ω + (1 − ω ∞ )e iθ0 . Thus ω 1 ∈ E and, by the definition of α,
But, by (12),
Hence ω ∞ ≥ 1. We already know that ω ∞ ≤ 1, and thus ω ∞ = 1.
Step 3: dist(ω, H ∞ 0 (T)) = 1. Let ε > 0, let g ∈ H ∞ 0 (T), and set ω 1 := ω − g + εe iθ0 . Then ω 1 ∈ f + H ∞ (T), and, by (12),
Thus, according to the definition of α, we have ω 1 ∈ E. Thus
for all ε > 0 and all g ∈ H ∞ 0 (T). Let ε → 0 to get
for all g ∈ H ∞ 0 (T). However, when g ≡ 0, we also know that ω ∞ = 1. Hence dist(ω, H ∞ 0 (T)) = 1. Before moving on to Step 4, we remark that Theorem 8.2(b), applied to the function e −iθ ω(e iθ ), implies that there are h n ∈ H 1 (T), n ≥ 1, with h n 1 = 1, such that
The extension of h n to the open unit disc is also denoted by h n .
Step 4: For all measurable sets E ⊂ T with |E| = 0, we have
by (the easy part of) Theorem 8.2(b),
and, by (12),
Thus, we have
Let n −→ ∞ to get, by (13) ,
.
Hence, lim inf n→∞ |h n (0)| > 0. Now, apply Lemma 8.3.
Step 5: ω is unimodular.
We know that |ω(e iθ )| ≤ 1 for almost all e iθ ∈ T. Let 0 ≤ λ < 1 and set
Since h n 1 = 1,
and thus
By (13), this inequality implies that Proof.
Thus, by Theorem 8.4, g + H ∞ (T) contains a unimodular function. Therefore, upon multiplying by the inner function ω, the set f + ωH ∞ (T) also contains a unimodular function. But f + ωH ∞ (T) ⊂ H ∞ (T), and thus any unimodular function in this set has to be inner. ⊓ ⊔
Approximation on T by quotients of inner functions
If ω 1 and ω 2 are inner functions, then the quotient ω 1 /ω 2 is unimodular on T. But how much of the family of all unimodular functions on T do these quotients occupy? The Douglas-Rudin theorem provides a satisfactory answer. To study this result, we need to examine closely some special conformal mappings.
Fix the parameter k, where 0 < k < 1. Let
where
Then the Jacobi elliptic function sn(z), or more precisely sn(z, k), is the conformal mapping shown in Figure 1 . 
In particular, it maps ±iK ′ continuously to ∞, i.e., if we approach to ±iK ′ , then sn(z) tends to infinity. However, sn is not injective on the boundaries of the rectangle. If we traverse the path
on the boundary of the rectangle (naively speaking, half of the boundary on the right side), then its image under sn is the interval [1, ∞] , which is traversed twice in the following manner:
If we continue on the boundary of the rectangle on the path
then its image under sn is the interval [∞, −1], which is traversed twice as
Let
where r := exp(−πK/K ′ ) and
Here, log is the principal branch of the logarithm. To better demonstrate the behavior of g, we put a thin slot on the interval [−R, −r] and study g above and below this slot. See Figure 2 The conformal mapping g has a continuous extension to the closed annulus {z : r ≤ |z| ≤ R} in the following special manner. It is continuous at all points of the circles {|z| = r} and {|z| = R} except at z = −r and z = −R. If we start from z = −R and traverse counterclockwise the circle {|z| = R} until we reach this point again, then the image of this path under g is the segment
Similarly, if we start from z = −r and traverse clockwise the circle {|z| = r} until we reach this point again, then the image of this path under g is the segment 
In particular,
At this point, we combine the last two mappings by defining
At first glance, h is a conformal mapping from Ω ′ onto Ω. But h maps continuously and bijectively (−R, −1) onto (1/k, ∞), and (−1, −r) onto (−∞, −1/k), and it also maps continuously {−1} to ∞. Therefore, by Riemann's theorem, h is indeed conformal at all points of (−R, −r) with a simple pole at {−1}. Thus h is a conformal mapping form the annulus {z : r < |z| < R} onto We are now ready to define our main conformal mapping. Fix 0 < θ 0 < π, and fix ε with 0 < ε < min{θ 0 , π − θ 0 }.
Then the Möbius transformation
,
maps the real line into the unit circle in such a way that
Moreover,
is a conformal mapping from the annulus {z : r < |z| < R} to C ∪ {∞} \ Γ , where Γ consists of two arcs of the unit circle: Note that Φ is conformal at −1 with
and there is a unique point in the annulus, p say, such that
and thus Φ(p) = ∞. This point is a simple pole of Φ. Since p is a simple pole and since Φ is a conformal mapping, it follows that (z − p)Φ(z) is a bounded holomorphic function on the annulus, i.e.,
for all z in the annulus. The conformal mapping Φ plays a crucial rule in the proof of the following result of Douglas and Rudin. 
Proof. First we consider a special class of unimodular functions. Let E be a measurable subset of T, and let 0 < θ 0 < π. Set
Thus φ is a unimodular function that takes only two different values on T. Given ε > 0, pick k such that (16) holds. Then K and K ′ are defined respectively by (14) and (15) . Set
and let U = P r * u be its harmonic extension to the open unit disc with the harmonic conjugate V = Q r * u. Since −πK/K ′ < U < πK/K ′ , the holomorphic function F = exp(U + iV ) maps the unit disc into the annulus
for almost all e iθ ∈ E, and
for almost all e iθ ∈ T \ E. Let Ψ := Φ• F , where Φ is the conformal mapping depicted in Figure 4 . Then Ψ is a meromorphic function with poles at the points {z ∈ D : F (z) = p}. Since Φ has a simple pole at p, the order of Ψ at a pole z 0 is equal the order of z 0 as a zero of
, the zeros of F (z) − p form a Blaschke sequence in D, and, by the canonical factorization theorem, F (z) − p can be decomposed as
where B is a Blaschke product, S is a singular inner function and O is an outer function. We shall show that ω(z) := B(z)S(z)Ψ (z) is an inner function (note that the product is inner, not Ψ (z) alone). First of all, since the poles of Ψ are canceled by the zeros of B, the function ω is holomorphic on D. Secondly,
for almost all e iθ ∈ T. Moreover, by (18),
for almost all e iθ ∈ E, and , by (19),
for almost all e iθ ∈ T \ E. Thus |O| is bounded away from zero on T, which, by Smirnov's theorem, implies that
Finally, by (17) and (20),
Therefore, ω is indeed an inner function. Turning back to Ψ , we note that Ψ = ω BS is the quotient of two inner functions. Also, by (18) and the behavior of Φ on the circle {z : |z| = exp(πK/K ′ )}, we have
for almost all e iθ ∈ E, and, by (19) and the behavior of Φ on the circle {z : |z| = exp(−πK/K ′ )}, we also have
for almost all e iθ ∈ T \ E. This means that
To show that an arbitrary measurable unimodular function can be uniformly approximated by the quotient of inner functions, we use a simple approximation technique. Let φ be a measurable unimodular function. Given ε > 0, choose N ≥ 1 such that 2π/N < ε. Let
and let
Then each φ k is unimodular and takes only two different values on T, and
According to the first part of the proof, there are inner functions ω k1 and ω k2 such that
we thus have
In the light of Frostman's theorem, ω 1 and ω 2 can be replaced by Blaschke products. This concludes the proof. Clearly, a unimodular measurable function on T is in the closed unit ball of L ∞ (T). In the first step in studying the closed convex hull of quotients of Blaschke products, we show that the family of all unimodular measurable functions on T is a large set in L ∞ (T), in the sense that the closed convex hull of this family is precisely the closed unit ball of L ∞ (T). The results in this section are taken from [5] .
Lemma 10.1 Let f ∈ B L ∞ (T) and let ε > 0. Then there are u j ∈ U L ∞ (T) and convex weights (λ j ) 1≤j≤n such that
Proof. Proceeding precisely as in the proof of Lemma 6.1, we obtain
for each e iθ ∈ T. But each
is in fact a unimodular function on T. Thus, given ε > 0, it is enough to choose N so large that 4π/(εN ) < ε to get
for all e iθ ∈ T. ⊓ ⊔ 
Proof. By Lemma 10.1, there are 0 ≤ λ 1 , λ 2 , . . . , λ n ≤ 1 with λ 1 + · · · + λ n = 1, and unimodular functions u 1 , u 2 , . . . , u n such that
Also, for each k, by Theorem 9.1, there are inner functions ω k1 and ω k2 such that
⊓ ⊔
Remark. Since the product of two inner functions is an inner function, in the quotients appearing in Theorem 10.2, we can take a common denominator and thus, without loss of generality, assume that all the ω k2 are equal. Hence, under the conditions of Theorem 10.2, there are inner functions ω and ω 1 , . . . , ω n such that
The same remark obviously applies to quotients of Blaschke products. 
Proof. The result is clear if f ≡ 0, so let us assume that f ≡ 0. By the remark following Theorem 10.2, there are 0 ≤ λ 1 , λ 2 , . . . , λ m ≤ 1 with λ 1 +λ 2 +· · ·+λ m = 1, and inner functions ω 1 , ω 2 , . . . , ω m and ω such that
where ε ′ = ε/(2 f ∞ ). Put
Then F ∈ L ∞ (T), and the last inequality shows that
Hence, by Theorem 8.4, there are G ∈ H ∞ (T) and a unimodular function I such that F = I + G. But, since ωF is in H ∞ (T), the function ω 0 := ωI = ωF − ωG is a unimodular function in H ∞ (T). In other words, ω 0 is an inner function, and thus I = ω 0 /ω is the quotient of two inner functions. Moreover,
and, by (21),
where a k := λ k f ∞ , for 1 ≤ k ≤ m, and a m+1 := −ε ′ f ∞ and ω m+1 := ω 0 . ⊓ ⊔ Now we are able to show that the closed convex hull of the family of all inner functions on T is precisely the closed unit ball of H ∞ (T).
Theorem 11.2 (Marshall [14] ) Let f ∈ B H ∞ and let ε > 0. Then there are inner functions ω j (even Blaschke products) and convex weights (λ j ) 1≤j≤n such that
Proof. By Lemma 11.1, there are real constants a 1 , . . . , a n and inner functions ω, ω 1 , . . . , ω n such that
and g − (1 − 2ε)f ∞ < ε. Hence it is enough to approximate g by convex combination of inner functions. Note that g ∞ < 1 − ε.
we clearly have
This property is the main advantage of g over f . Now we follow a similar procedure to that in the proof of Lemma 6.1. Let w ∈ D and γ ∈ T. Then, by the Cauchy integral formula,
Since
we have the estimation
Hence, for almost all e iθ ∈ T, setting w := g(e iθ ) and γ := ω 0 (e iθ ), we get
Thus, for almost all e iθ ∈ T,
But, for each k,
is in fact an inner function, since in the first place it is a unimodular function, and besides g, ω 0 , gω 0 ∈ H ∞ (T) and |1 + g(e iθ )ω 0 (e iθ )e i2kπ/N | ≥ ε, for almost all e iθ ∈ T. Therefore, given ε > 0, it is enough to choose N so large that 4π/(εN ) < ε to get
for almost all e iθ ∈ T. By Frostman's theorem, there are Blaschke products B 1 , . . . , B n such that
An application: the Halmos conjecture
Let H be a complex Hilbert space and T be a bounded linear operator on H.
The numerical range of T is defined by
It is a convex set whose closure contains the spectrum of T . If dim H < ∞, then W (T ) is compact. The numerical radius of T is defined by
It is related to the operator norm via the double inequality
If further T is self-adjoint, then w(T ) = T . In contrast with spectra, it is not true in general that W (p(T )) = p(W (T )) for polynomials p, nor is it true if we take convex hulls of both sides. However, some partial results do hold. Perhaps the most famous of these is the power inequality: for all n ≥ 1, we have
This was conjectured by Halmos and, after several partial results, was established by Berger using dilation theory. An elementary proof was given by Pearcy in [15] . A more general result was established by Berger and Stampfli in [4] . They showed that, if w(T ) ≤ 1, then, for all f in the disk algebra with f (0) = 0, we have w(f (T )) ≤ f ∞ .
Again their proof used dilation theory. We give an elementary proof of this result along the lines of Pearcy's proof of the power inequality. We require two folklore lemmas about finite Blaschke products.
Lemma 12.1 Let B be a finite Blaschke product. Then ζB ′ (ζ)/B(ζ) is real and strictly positive for all ζ ∈ T.
Proof. We can write
where a 1 , . . . , a n ∈ D and c ∈ T. Then
In particular, if ζ ∈ T, then
which is real and strictly positive. ⊓ ⊔ Lemma 12.2 Let B be a Blaschke product of degree n such that B(0) = 0. Then, given γ ∈ T, there exist ζ 1 , . . . , ζ n ∈ T and c 1 , . . . , c n > 0 such that
Proof. Given γ ∈ T, the roots of the equation B(z) = γ lie on the unit circle, and by Lemma 12.1 they are simple. Call them ζ 1 , . . . , ζ n . Then 1/(1 − γB) has simple poles at the ζ k . Also, as B(0) = 0, we have B(∞) = ∞ and so 1/(1 − γB) vanishes at ∞. Expanding it in partial fractions gives (23), for some choice of c 1 , . . . , c n ∈ C. The coefficients c k are easily evaluated. Indeed, from (23) we have
In particular c k > 0 by Lemma 12. 
Since w(T ) ≤ 1, we have Re( z k 2 − ζ k T z k , z k ) ≥ 0, and as c k > 0 for all k, it follows that Re(1 − γ B(T )x, x ) ≥ 0.
As this holds for all γ ∈ T and all x of norm 1, it follows that w(B(T )) ≤ 1.
Next we relax the assumption on f , still assuming that σ(T ) ⊂ D. We can suppose that f ∞ = 1. Then, by Carathéodory's theorem (Theorem 3.1), there exists a sequence of finite Blaschke products B n that converges locally uniformly to f in D. Moreover, as f (0) = 0, we can also arrange that B n (0) = 0 for all n. By what we have proved, w(B n (T )) ≤ 1 for all n. Also B n (T ) converges in norm to f (T ), because σ(T ) ⊂ D. It follows that w(f (T )) ≤ 1, as required.
Finally we relax the assumption that σ(T ) ⊂ D. By what we have already proved, w(f (rT )) ≤ f ∞ for all r < 1. Interpreting f (T ) as lim r→1 − f (rT ), it follows that w(f (T )) ≤ f ∞ , provided that this limit exists. In particular this is true when f is holomorphic in a neighborhood of D. To prove the existence of the limit in the general case, we proceed as follows. Given r, s ∈ (0, 1), the function g rs (z) := f (rz) − f (sz) is holomorphic in a neighborhood of D and vanishes at 0, so, by what we have already proved, w(g rs (T )) ≤ g rs ∞ . Therefore, f (rT ) − f (sT ) = g rs (T ) ≤ 2w(g rs (T )) ≤ 2 g rs ∞ .
The right-hand side tends to zero as r, s → 1 − , so, by the usual Cauchy-sequence argument, f (rT ) converges as r → 1 − . This completes the proof.
⊓ ⊔
Remark. The assumption that f (0) = 0 is essential in the Berger-Stampfli theorem. Without this assumption, the situation becomes more complicated. The best result in this setting is Drury's teardrop theorem [6] . See also [12] for an alternative proof.
