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Abstract 
Modeling and evaluation of knowledge 
discovery in wholesale and retail industry 
By Tokuyo Mizuhara 
Abstract: This thesis demonstrates an enterprise-wide Knowledge Discovery in Databases 
(KDD) process CRISP for wholesale and retail industry, which can facilitate business 
decision-making processes and improve corporate profits. While part of the KDD process 
described here is well documented, the modeling and evaluations used in the commercial 
products is not reported in literature. Hence, the focus of this thesis is on the development 
and evaluation of models used in the knowledge discovery. Description of the underlying 
models will help the decision makers better understand the quality and limitations of the 
KDD process. 
The usefulness of KDD process CRISP is illustrated for two companies, i.e. a 
multinational retailer and a small chain of specialty grocery stores. The detailed steps 
highlight business understanding, data exploration, data preparation, data modeling, 
results evaluation, and interpretation. The methodologies applied in this thesis include 
prediction, clustering and association to discover knowledge about products/suppliers, 
consumers, and business units. 
Date: September 1st, 2009 
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1.1 The overview of data mining and its applications 
We are in an "Information Age". Industry, government and organization are collecting 
and managing their data at a dramatic pace [1] [2] [3]. The growth in data storage and 
computing capability has put pressures on corporations to make use of information that 
had not previously been available. As a result, gathering data has become fairly easy and 
inexpensive, yet large-scale data analysis remains a formidable challenge. Manual 
analysis of massive datasets is not practical; therefore, data analysis techniques must be 
capable of extracting useful information that may be acted upon by decision makers [1]. 
This widely recognized requirement has lead to a rapid development of a new academic 
field - Knowledge Discovery in Databases (KDD), defined by Fayyad in 1996. KDD is 
based on other fields, i.e. machine learning, pattern recognition [4], database systems [5], 
statistics [6], artificial intelligence, data visualization, and high-performance computing 
[7]. Typically, KDD systems use algorithms and techniques from these fields to extract 
patterns and models from data. 
Fayyad defines KDD as "the nontrivial process of identifying valid, novel, potentially 
useful and ultimately understandable patterns in data" [8]. KDD is also known as data 
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mining. These terms represent the overall process of seeking reproducible patterns and 
unsuspected relationships called "knowledge nuggets" from datasets (databases). The 
nuggets represent some aspect of data that is both understandable and useful to end-users. 
1.2 Data mining in business 
The business value of KDD techniques stems from its role in decision making. 
Companies increase their competitive advantage by addressing business issues, or 
uncovering useful information that is otherwise undetectable to decision makers. Data 
mining processes provide the framework to achieving these goals with efficiency and 
accuracy while presenting data in novel ways that help further the aims of the company. 
Such a broad usefulness emphasizes why KDD is being applied to almost any industry 
imaginable whether it be banking, finance, telecommunications, manufacturing, medicine, 
internet or other fields [7] [9]. 
The widespread adoption of KDD has resulted in the development of specific commercial 
applications that each respond to unique business requirements. Examples are intelligent 
miner from IBM [10]; SAS Enterprise Miner from SAS (http://www.sas.com/); 
Clementine from SPSS (http://www.spss.com/); SQL Server Business Intelligence 
Development Studio from Microsoft [11]. However, even though data mining 
applications are very powerful tools, they are not self-sufficient applications [12]. Data 
mining process requires both domain knowledge as well as analytical skills in order for 
the user to define business problems, structure the analysis, and interpret the results. This 
can be a challenge. 
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1.3 Conventional data mining process 
CRISP-DM (CRoss Industry Standard Process) is a well-known KDD process 
(http://www.crisp-dm.org/). It was proposed by SPSS in late 1996 and aims to be an 
industry tool and an application-neutral model [13]. It does not depend on a particular 
data mining technique, but describes the process of data mining project's life cycle. 
CRISP-DM divides data mining process into 6 phases: business understanding, data 
understanding, data preparation, modeling, evaluation, and deployment [13] [14] [15]. 
These phases help domain experts understand the KDD process and provide a road map 
to follow while planning and carrying out a KDD project. The process is shown in Figure 
1-1. 
Figure 1-1: Phases of the CRISP-DM process model [13] 
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Business understanding 
Before application, data mining experts should begin by understanding the aims for 
which data mining is intended to achieve. Knowing the domain's characteristics and 
purpose is a first step in the application of the KDD process. KDD experts need to learn 
things about the domain from a user's points of view, since any knowledge that does not 
line up with the business goal is useless. 
Data understanding 
In order to discover all available information and to process different activities, knowing 
and understanding the data is the only way that KDD and domain experts are able to 
constitute the KDD project vision and generate KDD plans. The quality of the chosen 
data determines the outcome of the process. 
Data preparation 
Data preparation includes data extraction, data reduction, data cleaning, data integration 
and data transformation. 
Often times, the data mining algorithms cannot be applied directly to the databases. The 
databases are normally accessed by multiple users. The day-to-day work should not be 
interrupted by the application of the KDD. For safety and security reasons, target datasets 
need to be created in order to apply the process. 
As soon as target datasets are generated, the experts need to spend time exploring rough 
data to inspect the KDD subject oriented data. For the attributes which are not related to 
this study, they need to be deducted for saving physical space and extracting the KDD 
subject oriented data. The deduction of unnecessary attributes also emphasizes the focus. 
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However, data selection needs to be reviewed several times by domain experts. Data 
aggregation, data dimension reduction and data compression are included in this area. 
The next step is data cleaning. Data from real world usually have incomplete, noisy, 
unknown values or inconsistent data. The improper data might be caused by operation 
error or improper system implementation flows. Applying appropriate treatment to such 
data can ensure the quantity of data mining. Some treatments will be presented in chapter 
2. 
Data integration involves combining data from multiple resources into a coherent data 
store. The sources may include multiple databases or flat files [16]. The data form 
transformation, which is able to transfer data into necessary format, is also included in 
this phase. 
Modeling 
After data preparation, the data experts should select suitable mining techniques and 
algorithms. Based on its goals, the experts are able to pick up one or more techniques 
from association, classification, prediction and clustering. How to build the model not 
only depends on the goals, but also depends on the available data. It is a comprehensive 
and vital point of data mining. It directly decides how close data mining outputs to real 
data. 
Evaluation 
At this stage, the KDD experts, together with the domain experts interpret the discovered 
information. If the results are satisfactory, one can move to the next step. If the results are 
not satisfactory, the experts will be required to go back to the first stage, review the 
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business goal, and reconstruct the model to ensure that it achieves its business objectives. 
An important objective is to determine if there is an important business issue that has not 
been fully considered. At the end of this phase, a decision on the use of the KDD 
outcome needs to be reached. 
Deployment 
The goal of the KDD process is not simply to discover information. The knowledge 
gained should be structured and presented in a practical way. 
Even though CRISP-DM described the road map of KDD, some challenges still exist and 
obstruct the spread of KDD in the business world. 
1.4 Objectives of the thesis 
As described in session 1.2, some powerful data mining tools already exist i.e. SAS or 
SPSS. However, due to the complexity of data mining process, Fayyad pointed out that 
only a few E-commerce companies such as Amazon and Google have been successful in 
practical use of KDD as of year 2003. The reason for limited use of KDD is because it 
needs significant investment of company resources [2]. Large amounts of data are still 
not utilized. There are some emerging IT consulting organizations that provide data 
mining services to wholesale and retail companies. However, these companies do not 
elaborate on the modeling and evaluation of the data mining processes. Only data mining 
results are available for end-users. Once a wholesale and retail company has signed up 
with the consultant, then the association will necessarily have to continue for a long 
period of time, because data mining is an evolving process and knowledge changes as 
time goes by. Once the latest data is available, data mining has to be repeated and results 
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have to be updated. The cost of such data mining consultancy can be prohibitive for small 
to medium wholesale and retail companies. 
This thesis describes an elaborate generic enterprise-wide data mining process based on 
the CRISP model for wholesale and retail businesses. For completeness, this thesis will 
demonstrate the complete data mining process for a wholesale and retail organization that 
includes data preparation, modeling, and evaluation. However, the focus of this thesis is 
on the modeling and evaluation phases. It is hoped that knowledge engineers will be able 
to employ various modeling possibilities described in this thesis for improving their sales 
operations. This thesis demonstrates the feasibility of the proposed modeling and 
evaluation phases for two businesses in the wholesale and retail sector. The process 
described in this thesis covers customer relationship management, inventory management 
and supplier analysis. Clustering, prediction and association data mining techniques are 
applied in this study. 
1.5 Organization of the thesis 
This study focuses on how KDD will be able to help wholesale and retail operations. In 
chapter 2, the general data mining methods and techniques are presented. Data 
preparation, clustering, classification, prediction, association and results evaluation 
techniques are included. Applications of data mining are also presented through two case 
studies in this chapter. 
In chapter 3, the elaboration on CRISP data mining process for wholesale and retail 
operations is described with a particular emphasis on modeling and evaluation phases. 
The overview of wholesale and retail industry and the outline of data mining applied in 
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this industry will also be described. Furthermore, this chapter also introduces two 
wholesale and retail companies which provided data for this study. 
Chapter 4 demonstrates the data mining process described in chapter 3 for a multinational 
wholesale and retail business. A comprehensive analysis of results is also given at the end 
of this chapter. 
Chapter 5 confirms the generic applicability of the proposed data mining process for a 
smaller specialty retailer. The application of the proposed elaboration of CRISP data 
mining process for two widely different types of sales organization lends credibility to 
the process. 
Chapter 6 discusses the results of our data mining studies. A comprehensive overview of 
the knowledge discovery possibilities for sales organizations will be discussed in this 




Review of data mining methods and 
techniques 
The key to data mining success involves discovering knowledge from large target 
datasets to identify proper techniques. Clustering, classification, prediction and 
association are the most popular and powerful methods in the data mining field. To deal 
with vague or imprecise concepts; rough sets and fuzzy sets are also applied in this field 
fl] [7] [18] [19] [20] [21]. In order to analyze datasets effectively and interpret analysis 
results graphically, data visualization techniques can be used to handle various complex 
datasets [36]. These techniques have been studied by statistics, machine learning, pattern 
recognition, and database researchers [22]. This chapter will present and explain several 
major data mining techniques, along with data preparation and results evaluation. The 
details of rough sets and fuzzy sets can be found in [1] [7] [18] [19] [20] [21]. 
2.1 Data preparation 
Real world data tends to be incomplete (lacking attribute values or certain attribute of 
interest), noisy (containing errors or outliers) and inconsistent (e.g. containing 
discrepancies in the item codes used for different departments) [16]. Therefore, in order 
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to prepare real world data for data mining purposes, the collected and extracted data has 
to undergo data reduction, data cleaning, data integration, and data transformation. 
2.1.1 Data reduction 
Data mining can discover useful information from large historical datasets. To accelerate 
the data mining process, the data size has to be reduced without changing the data mining 
results. This process consists of data aggregation, data dimension reduction, data 
compression and numerosity reduction [16] [25]. 
Data aggregation summarizes raw data. For example, the daily sales data may be 
aggregated to monthly or annual total sales amounts. Depending on the purpose of data 
mining, aggregation can represent the same information with smaller data size. 
Dimension reduction allows data mining experts to remove subject-irrelevant attributes 
and redundant attributes. For example, the sales revenues before taxes and sales revenues 
after taxes can be considered as redundant attributes in data mining process as long as tax 
rates are not changed. Furthermore, data compression can be applied to reduce data by 
approximately reconstructing data. It allows reasonable information loss in the 
reconstruction process. Depending on the data mining needs, experts would use numbers 
that are larger or smaller than user specified threshold. The remaining numbers could be 
replaced with 0. Wavelet transforms are popular in the area of data compression. Details 
can be found in [16]. 
Histogram and sampling are two well-known statistical techniques used to achieve 
numerosity reduction [16]. Histogram counts the frequency of observations between a 
specified bin and previous one. It also displays the cumulative frequency of observations 
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in all of the bins up to the specified bins. Histogram describes the distribution of the error 
rate efficiently and is very powerful at evaluating results. Sampling can be used as a data 
reduction technique as it allows large datasets to be represented by smaller random 
samples of subsets [45] [46]. 
2.1.2 Data cleaning 
Data cleaning routines work to clean the data by filling in missing values, removing noisy 
records while identifying outliers and correcting inconsistencies [23]. Some of the 
possible data cleaning treatments include [7] [24]: 
•J* Omit the record: If a record misses a particular value, then omit that record from 
the datasets 
•> Fill with a default value: For every attribute, decide a default value in advance. 
The default value is always used whenever missing data occurs. However, the 
missing data must not make up a large portion of the entire data. Otherwise, it will 
confuse the data mining process and lead to incorrect results. There is no easy 
way for a data mining technique to distinguish between the impure data and the 
original data. 
• Fill with average data: The missing value is calculated by using the average value 
of an attribute or the average value of the previous value and next one. 
• Fill with the most possible value: Predict the missing value using regression 
analysis. This treatment also biases the original data. The percentage of filled data 
should not be making up the majority of the entire dataset. 
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Noise data, which also indicates outliers, can be detected by a clustering technique. 
Similar data points are grouped into same clusters. Values that do not belong to main 
clusters can be considered as outliers [16]. 
The inconsistent data is caused by operational mistakes and faulty system flow design. 
Therefore, the correction of inconsistent data needs to follow a consistent system flow. 
Several iterations might be necessary to complete this step. 
2.1.3 Data integration 
Data mining often requires data integration, which combines data from multiple data 
sources. Data integration includes schema integration, detecting and resolving data value 
conflicts, removing duplicates and redundant data [14] [16]. 
Identifying entities in several sources that refer to the same entity by data mining experts 
is a great concern in data mining process. For instance, data mining experts may have to 
conclude whether custjd in one database and customerjiumber in another refer to the 
same entity. The data schema and relationship table can be used in this step for 
identification. Moreover, the data integration plan should be reviewed and approved by 
domain experts before actual implementation. 
2.1.4 Data transformation 
During data transformation, data are transformed into proper forms for the data mining 
application to use. The transformation process includes normalization, attribute 
construction, aggregation and generalization [16] [25]. 
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Data normalization scales the data down to a small specified range, such as -1.0 to 1.0 or 
0.0 to 1.0. The min-max normalization (refer to equation 2-1) is a common way to 
achieve this goal. 
,. , x-tnin 
normalized x = EQUATION 2-1 
max - min 
Data attribute construction can add and construct new attributes from the given datasets 
to help the data mining process. For example, profits attribute can be calculated based on 
sales amount and costs in a given dataset. 
Data aggregation (refer to section 2.1.1) can also be applied during the data 
transformation. Data generalization brings low-level data or raw data to higher-level 
concepts through the use of concept hierarchies. For example, age might be mapped to 
higher level concepts, like young, middle-aged, and senior. 
2.2 Clustering 
Clustering is a convenient technique for discovering data distribution and patterns in raw 
data. It partitions data into groups based on data similarity. This is called unsupervised 
learning; which does not require any predefined data records [22]. 
The clustering technique will be explained using Figure 2-1. Let us assume that nine 
given points need to be divided into certain groups depending on their characteristics. 
Based on their patterns, they can be divided into three groups; based on their shapes, they 
can be divided into another three groups. Both ways are correct. This technique can be 
applied to divide data into different groups based on different data attributes. 
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Clustering is widely used in wholesale and retail companies for marketing. In order for 
the companies to develop their marketing strategies for further business developments, 
the managers of companies must be very conscious of the characteristics of their 
customers, products and suppliers [26]. 
Figure 2-1: Clustering technique 
2.2.1 K-means algorithm 
K-Means algorithm is a commonly used clustering algorithm in practice [23]. The 
algorithm proceeds as follows. 
Step 1: Ask the user how many clusters, k, the datasets should be partitioned into. 
Step2: Randomly assign k data points to be the initial cluster center locations. 
Step3: For each data point, discover the nearest cluster center. Thus, in a sense, each 
cluster center has a subset of records, thereby representing a partition of the 
datasets. Therefore, I have k clusters, C\, Cj,..., Ck. 
The distance calculated using the equation 2-2 estimates the nearest cluster center: 
d = !*,. - Cj I EQUATION 2-2 
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where X; is a data point and Cj is the cluster center, which corresponds to the 
minimum of d, Cj represents the cluster center that xt belongs to. Hence, they is the 
cluster number that the data point belongs to. 
Step4: For each of the k clusters, find out the new cluster center. Suppose that I have n 
data points (a\, b\, c\), (a-i, bi, C2),..., (a„, b„, c„), the new cluster center is the 
mean of these data points, which is Q/?;/ n, YJbtl n, Y,Cj/ n). 
Step5: Repeat step 3 to step 5 until the locations of cluster centers have no more changes. 
Figure 2-2 graphically illustrates the K-means algorithm. 
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1. Original data points 2. Randomly pick 3 data points 
3. Divide data into clusters based on distances 4. Find new center for each cluster 
5. Divide data into clusters based on distances 6. Find new center for each cluster 
7. Divide data into clusters based on distances. The solution is stable, so the algorithm 
terminates 
Figure 2-2: K-means algorithm 
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2.2.2 Kohonen self organizing maps 
In 1979, Teuvo Kohonen introduced Kohonen networks based on the Neural Network 
model [27]. It represents one of the most popular models in the unsupervised studies; also 
named self-organizing map (SOM) [22]. The goal of SOM is to convert a complex high-
dimensional input signal into a simpler low-dimensional discrete map [28]. It consists of 
an input layer and an output layer (Figure 2-3). The input units are fully connected to 
output units. 
Input 1 input 2 
Figure 2-3: Topology of a simple self-organizing map [23] 
The algorithm proceeds as follows [22] [23]. 
Step 1: For each output node j , use equation 2-3 to calculate the value d(wj, x„) of the 
scoring function while / represents input node. 
d(Wj>xn) = -jYdl(
wV-x*i)2 EQUATION 2-3 
Find the winning node J that minimizes d(wj, x„) over all output nodes. 
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Step2: Adjust the weights as: 
Wij,new = Wij,current + Kk (J) X (X„i ~ Wij,curren, ) EQUATION 2-4 
The hck(j) represents neighborhood function including the learning rate and Xm 
signifies the «th input to nodey. 
Step 3: Repeat step 1 to step 2 for all the objects. Adjust the neighborhood function. 
Step 4: Repeat Steps 1 to 3 for a specified number of epochs. 
The input data of SOM needs to be normalized to 0 and 1. The min-max normalization 
(equation 2-1) can be applied here. 
2.3 Classification 
Classification is considered to be one of the important techniques in data mining. It is 
well known as supervised learning which is based on the analysis of a set of predefined 
data. The output for every data record in training data is known. 
Classification is able to describe and separate data into one of several predefined classes 
[16] [22]. The classification model is trained on a known set of identified target sets. 
Once the model has been trained, it can be used to divide unknown data into proper 
classes. Decision tree, Bayesian network, support vector machine (SVM) and neural 
network are common algorithms used in classification. Classification techniques can help 
market researches and business decision-making. Some examples of classification tasks 
in business are shown below: 
• Classifying the customers of a store into two classes based on their spending: 
customers who spend more than $25 dollars and those who spend less than $25 
dollars. 
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• Determining whether a particular credit applicant is a high risk customer 
• Assessing wholesales discount rates for eligible customers 
• Identifying whether or not a new product will be beneficial in a particular time 
period 
2.3.1 Decision trees 
Decision trees are powerful and popular tools for classification and prediction. They can 
discover rules to classify data properly through a set of mathematical calculations. Rules 
can easily be expressed so that humans can understand them [22]. Decision tree has a 
flow-chart-like tree structure. We will outline a commonly used algorithm named C4.5 in 
this section. 
C4.5 algorithm is developed based on ID3 algorithm [29]. It contains leaf nodes 
indicating class values and decision notes that specify conditional tests. It can be used to 
classify an instance by starting at the root of the tree and moving through it down to a leaf 
node that provides a classification rule. The set of records available for developing such 
classification methods is generally divided into two disjoint subsets- a training set and a 
test set. The training set is used for calculating the classifier while the test set is used to 
measure the accuracy of the classifier. The accuracy of the classifier is determined by the 
percentage of the test examples that are correctly classified. 
The C4.5 algorithm uses the concept of information gain or entropy reduction to select 
the optimal split [23]. Entropy provides an information-theoretic approach to measure the 
goodness of a split. Suppose I am given the probability distribution P = (p\,pi, ...,pn), 
then the information communicated by this distribution, called the entropy [22] of P is 
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Entropy{p) = -pl xlogO,)-p2x\og(p2)-...-p„xlog(/?„) 
EQUATION 2-5 
For example, if P is (0.5, 0.5), then 
Entropy{p)= -0.5 x log(0.5)-0.5 x log(0.5) = 1 EQUATION 2-6 
If P is (0.67, 0.33), then 
Entropy(p)= -0.67xlog(0.67)-0.33 xlog(0.33)= 0.92 EQUATION 2-7 
IfP is (1,0), then 
Entropy{P) = -1 x log(l) - 0 x log(o) = 0 EQUATION 2-8 
Equation 2-6, 2-7 and 2-8 indicate the probability distribution is directly proportional to 
its entropy. 
In the context of decision trees, if a set of records T is partitioned into a set of disjoint 
exhaustive classes C\, C2, ---, C„, then the information needed to identify the class of an 
element of T is 
Info(T) = Entropy(p) EQUATION 2-9 
where P is the probability distribution of the partition C\, Ci,..., Cn. P is computed based 
on their relative frequencies, i.e. 
' \m\ ' " • ' EQUATION 2-10 n TI n 
If T is partitioned based on a test attribute X, into subsets T\, T2,..., T„, then the 
information based on the partitioning into subsets by X, is given by Info(X, T): 
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To illustrate how Info{T) and Info(X,T) are calculated, consider a dataset that has three 
distinct classes, C\, C2 and C3 and these classes have forty, thirty and thirty objects 
respectively. The information of the whole data is 
Info{T) = Entropy(p) = - ™- x logf ̂ 1 - ̂  x logf *-) - i ° - x logf ™-) = 1.57 
w w 100 \100J 100 U00J 100 vioo; 
EQUATION 2-12 
Now, let us consider splitting the dataset into two subsets, T\ and T2, with n\ and H2 
number of records respectively, where n\ + w2= n. If I assume «i=60 and «2=40, the 

















The information value Info(X, T) after the partition is: 
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= 1.15 
EQUATION 2-13 
The information gain due to a split on attributed is as follows: 
Gain(X, T) = Info(T) - Info(X, T) EQUATION 2-14 
Information gain indicates the increase in information produced by partitioning the 
training data T according to X. For different attribute X, different values of information 
gain are generated. At each decision node, C4.5 chooses the optimal split to be the split 
with the greatest information gain. 
The most attractive aspect of C4.5 is the interpretability of decision trees, especially with 
respect to construction of decision rules. Decision rules can be constructed from a 
decision tree simply by traversing any given path from the root node to any leaf. There 
are two measures, support and confidence that indicate the usefulness of a rule. Support 
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refers to the proportion of records in the datasets that match the rule that particular 
terminal leaf node represent. Confidence represents how likely the rule is true [23]. 
2.3.2 Bayesian network 
Bayesian classifiers are statistical classifiers. They can divide members depending on 
probabilities, based on Bayes theorem. A simple Bayesian classifier known as the naive 
Bayesian classifier is presented in this section. It assumes that, in a given class, the effect 
of an attribute is independent from the values of the other attributes. This assumption is 
called class conditional independence [16]. 
2.3.2.1 Bayes theorem [16] 
Let X be a data sample whose class label is unknown. Let H be some hypothesis, such 
that X belongs to class C. For classification purposes, I want to determine P(H\X), the 
probability that the hypothesis H holds given the observed data sample X. Suppose X 
represents a male customer and H is the hypothesis that Xs age is over thirty years old. 
P{H\X) represents the confidence that X is over thirty given that X is a male customer. On 
the other hand, P{H) represents the probability that every customer is over thirty 
regardless of gender. P(X) indicates the probability that X is a male customer while 
P(X\H) represents the probability that a customer is a male given that the customer's age 
is over thirty. Hence, the desired parameter, P{H\X) can be estimated by given data as: 
. P(X\H)xP(H) 
P(H\X) = ' EQUATION 2-15 
P(X) 
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2.3.2.2 Naive Bayesian classification 
The Naive Bayesian classifier or simple Bayesian classifier includes five steps [16]. 
1. Let D be a training set of data and their associated class label. Each data element is 
represented by an n attribute d given by: 
D = (d],d2,...,d„) EQUATION 2-16 
2. Suppose there are m classes, C\, C2,..., Cm. Given an unknown data sample, X(have 
no class label), the classifier will predict whether X belongs to the highest probability 
class. By the Bayes theorem: 
/ . ^ P{x\C,)x P(Cf) 
EQUATION 2-17 
P(X) 
3. As P(X) is constant for all classes, only P(X\C,)xP(Ci) need be maximized. If the value 
of P(C,) is unknown, then it is commonly assumed that the classes are equal, that is, 
P(Ci)= P(C2) =...= P(Cm), and I would therefore maximize P(X]C,). Otherwise, I 
maximize P(X\C,) xP(Q. 
4. Assume the attributes are conditionally independent, thus: 
p{x\c)=]\p(xk\c) EQUATION 2-18 
5. In order to classify an unknown sample X, P(X\C,) XP(C,) is evaluated for each class C,. 
Sample X is then assigned to the class C, if and only if 
P{x\Ct)xP(Ci)>p(x\CJ)xP(CJ) forl<j<m,j*i EQUATION 2-19 
In other words, it is assigned to the class d for which P(X\Ci) xP(C,) is maximum. 
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2.3.3 Neural network classifier 
Neural network is very different from other algorithms in the sense that it does not follow 
any statistical distribution. It is modeled after the function of human brain. It contains 
three layers, which are input, hidden and output, and weights associated with each 
connection (Figure 2-4). The algorithm this thesis describes in the following is called 





Figure 2-4: The structure of simple Neural Network 
The neural network is trained by pre-defined data. During the iterated training, weights 
can be adjusted by comparing the actual results and output of the network. The training 
process ends when a predefined minimum error level is reached. Input data of neural 
network needs to be normalized between 0 and 1. The min-max normalization can be 
used here. 
The first step of Back Propagation Neural Network is to produce a linear combination of 
the inputs and connection weights into scalar values through a combination function. The 
scalar values are called net [23]. Thus, for a given nodey, 
netj = YWijXij EQUATION 2-20 
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where Xy represents the rth input to node j , wy represents the weight associated with the 
rth input to node j . There are /+1 inputs to node j while XQ represents a constant input. 
Based on the sigmoid function, the output of nety is computed as follow: 
Output j = I ^ r EQUATION 2-21 
l + e ' 
This process is iterated until the final output is calculated. The next step is to determine 
whether the final output belongs to the right class. Suppose I have two classes whose 
mean values are 0 (class 0) and 1 (class 1), and the threshold to separate two classes is 0.5. 
If the final output is larger than 0.5, then I consider the input belongs to class 1. 
Otherwise, I classify under class 0. This is called the activation function. If the 
classification result for the input is not correct, then the weights need to be adjusted. The 
new weights can be derived as follows: 
W^nm = WVjama + AWy where tsWi} = TJSJX0 EQUATION 2-22 
where Wy is the weight of the connection from the rth input to node j ; n represents the 
learning rate and %y signifies the rth input to nodey. 8 which represents the responsibility 
for a particular error belonging to nodey is defined as such: 
output j (1 - output j ){actualj - output}) for output layer nodes 
s,=\ ^ A for hidden layer nodes 
„ downstream 
EQUATION 2-23 
where W,* is the weight of connection from unity to a unit k in next higher layer and 8k is 
the error of unit k; YWjk indicates the sum of all connections' weights which connect to 
the unit k in next higher layer. 
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The training stops when [16]: 
• All Awij in the previous training iteration were below a specified threshold, or 
• The percentage of samples misclassified in the previous training iteration is below 
a specified threshold, or 
• A pre-specified number of iteration has expired. 
2.3.4 Support vector machines 
Support Vector Machines (SVMs) are new classification methods for both linear and 
nonlinear data. They were proposed by Vapnik to overcome the linearly separable 
restriction [30][31][32]. They use a nonlinear mapping to transform the original training 
data into a higher dimension (Figure 2-5). In the new dimension, they classify the data 
points into two classes with the maximum distance from both classes. Even SVMs are 
essentially binary classifiers, several methods have been suggested for extending SVMs 
for multi-classification, including one-versus-one (1-V-l), one-versus-rest (1-V-R) and 
DAGSVM [33]. SVMs can be a classification functions or general regression functions. 
They have been applied in a wide range of applications [34] including handwritten digit 
recognition [35], face detection in images [36], and text classification [37]. 
Figure 2-5: SVM Higher dimensions transfer [38] 





o o> * 
o \ • 
SVM is able to map inputs into a higher dimension space via a kernel function and use 
the kernel function to find a hyperplane in the space of possible inputs that split the 
positive examples from the negative ones. The split will be chosen to have the largest 
distance from the hyperplane to the nearest of the positive and negative examples 
(Figure 2-6) [33]. Input data of SVMs needs to be normalized between 0 and 1. The min-
max normalization can be used here. 
Figure 2-6: Maximizing the margin between two classes [39] 
Let* be an input vector in the input space X Let y be the output in>={-l,+l}. Let 
S ={(x\,y\),( X2,yi),...,{ xn,yn),-•.} be the training set used for supervised classification. Let 
us define the inner product of two vectors x and w as <x,w>=YjXj x Wj, where Xj and wj are 
components of the vectors x and w. 
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Figure 2-7: Linear separable sample [39] 
Figure 2-7 shows a training sample that is linearly separable, i.e. there exists a hyperplane 
that separates positive and negative objects. If the training set is linearly separable, the 
learning algorithm will find the vector w such that: 
yx[(x,w) + b]>0, forall(x,y)€5 EQUATION 2-24 
If the training set is not linearly separable, then S VMs will use a mapping 0 to transfer 
the input space to another feature space with higher dimension, as illustrated in Figure 
2-5. Therefore, the vector w is 
y x [(0>(4 0(y)) + b] > 0 for all (x, y) € S EQUATION 2-25 
In fact, SVMs use a kernel function K corresponding to the inner product in the 
transformed feature space as [33]: 
K(x, w) = (<t>(x), ®(y)) EQUATION 2-26 
Polynomial kernel is one of the more popular kernel functions [39] [40]. 
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2.4 Prediction 
Prediction technique is similar to classification. While classification predicts class levels, 
prediction predicts continuous values. It discovers relationships between inputs and 
outputs from predefined data. Using the discovered relationships, it predicts future output 
values based on inputs. Many techniques can be used to this purpose, such as Simple 
Linear Regression, Multiple Linear Regression, support vector regression (SVR), Neural 
Network and ARIMA (Autoregressive integrated moving average). Prediction techniques 
can also be used for market research and business decision-making. However, the 
precision of the prediction is depended on how to pick a proper technique and build the 
optimized model. The combinations and comparisons between several techniques should 
also be explored. A possible task of prediction is to predict the coming year revenue for a 
bank branch based on historical data. There are several software packages for solving 
regression problems. Examples include MS Excel (http://office.microsoft.com/), SAS 
(http://www.sas.com), SPSS (http://www.spss.com) and S-Plus 
(http://www.mathsoft.com) [16]. 
2.4.1 Simple linear regression 
Simple linear regression is an algorithm that describes the relationship of the inputs and 
outputs by drawing a straight line between them. Simple linear regression is one of the 
simplest prediction techniques. Let Y be a response variable and x be a predictor variable, 
then: 
Y = a + Px EQUATION 2-27 
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where a is a constant that indicates the Y-intercept and /? is a regression coefficient 
specifying the slope of the line. Given 5 samples and data points of the form (x\,y\), 
(xi,yi),- • •, (xs,ys), regression coefficients can be estimated with the following equations: 
P = ™ — EQUATION 2-28 
a=y-px' EQUATION 2-29 
where * is the average of x\, X2,..., xs and y is the average of y\,yi,...,y% [16]. 
2.4.2 Multiple linear regression 
The Multiple Linear Regression is a stable statistical method that extends on linear 
regression involving more than one predictor variable [16]. The regression model takes 
the following form: 
f(x) = w0 +X*=1(w„*„) EQUATION 2-30 
x„ represents the input values and w„ represents the weights. The weights are calculated 
from the training data before being applied to predict future output values based on inputs. 
However, data has to be more than three to five times the number of inputs in order to get 
a reasonable model. Otherwise, it can cause over-fitting. Another benefit of regression is 
the ability to measure the standard error using a statistical approach. It provides a range 
of the predicted value along with confidence level. In the rest of the thesis, I use the term 
multiple regression for multiple linear regression for simplicity. 
- 3 0 -
2.4.3 Support vector prediction 
Support Vector Regression (SVR) is a prediction technique in the support vector family, 
which is gathering interest among researchers for purposes such as the Stock Market 
Prediction [41]. SVR extends the traditional linear regression by introducing non-
linearity via kernel functions. It employs the margin concept for the regression problems 
with the help of s-insensitive loss function [34]. The e-insensitive loss function adds the 
notion of tolerance margin. As long as the actual data values are within s distance from 
the predicted values, it is assumed that there is no prediction error. Therefore, the 
predictions from an s-SVR can be looked at as an s-tube instead of a curve. Thus, SVR is 
extremely efficient in handling noisy data. 
Let x be an input vector in the input space X. hety be the output in y e ^ . Let 
S-{(x\,yi),( X2,y>z),...,{x„,y„),...} be the training set used for supervised prediction. Let us 
define the inner product of two vectors x and w as <x,w>=JjXj * Wj, where Xj and Wj are 
components of the vectors x and w. SVR overcome the linear restriction by using a kernel 
function to map the input space to another feature space with higher dimension. The 
mapped vectors are then used to define a functiony(;e) as a predicted value ofy: 
fix) = (<D(x), O(ffl)) + b EQUATION 2-31 
The objective of SVR is to minimize the regression risk (i?(/)), 
yt) EQUATION 2-32 
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where C is the cost of error. The first term can be seen as the margin in 
SVMs. The similarity between actual output y and its prediction is given by the loss 
function l(J(x), y). 
Vapnik [32] proposed an e-insensitive loss function: 
l.W(.*)>y) = max(0,\y-f(x)\-s) EQUATION 2-33 
Figure 2-8 demonstrates the £-insensitive loss function. It differs from the linear loss 
function in that if the predicted value is within ±s of the actual value, the prediction is 
considered lossless. Figure 2-9 shows how the actual values in the margin around the 
predicted function are considered acceptable or error-free. 
e 
* « '*• 
s j 
<i • » • 
Figure 2-8: e-insensitive loss function [34] 
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f(x) 
i 
Figure 2-9: Prediction with e-SVR [34] 
The optimal regression function is given by the minimum of the regression risk, 
min r ( « , b , ^ > ) = - ( 0 ( x ) , 0 ( > ) ) + C £ ( £ + £ ) EQUATION 2-34 
•^ i=i 
subject to: 
6 + ^-(«D(x),«D(w)) < * + £ 
6-^+(«D(*),<D(W)) < * + £* 
^ ( , ) ^ 0 EQUATION 2-35 
The use of (*) implies both the variables with and without asterisks. The solution is given 
by: 
min Q(«<*»)4ss((«.-«;)xk-«;)xH^)^(^)))+!(«, *(*-»))+5: («>(*+»)) 
EQUATION 2-36 
subject to: 
5 > , - « ; ) = o . fl(
w6[o,c] EQUATION 2-37 
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After solving this QP problem, the regression function is given by: 
f(x) = ,£(al-a;)x(Q(x),Q(xl)) + b 
i 
The value of b is calculated as: 
[yt- {®{co\ <&(*,)) - e, for a, e (0, C) 
" [y, - (0(a>), <D(x,)) + e, for a] e (0, C) 
EQUATION 2-38 
EQUATION 2-39 
Where 0 maps x into a dimensional space; C is a pre-specified value and e is the variable 
representing the upper and lower bounds of the outputs. When data points are within the 
range ±e, they do not contribute to the error [34]. Details of the formulation can be found 
in [41]. 
2.4.4 Neural network prediction 
As mentioned in section 2.3.3, neural network can also be a classifier. Since neural 
network is able to produce continuous outputs, it also can be used for prediction. When 
neural network functions as a predictor, it applies a sigmoid activation. It calculates the 
outputs of the network and approaches the actual outputs by adjusting the weights of each 
connection. The network is trained until it either achieves satisfactory results or the pre-
specified number of iterations expires. The continuous outputs of the neural network can 
be used as predicted values. 
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2.4.5 Autoregression 
Autoregression is a popular algorithm for dealing with time series. Time series 
algorithms handle data collected over a time period or based on other sequence indicator. 
The general definition of autoregression is given by: 
EQUATION 2-40 
The value x at time t is a function of the values x at precious times i.e. t-1, t-2 to t-n. If 
function/is linear, the equation 2-40 is 
EQUATION 2-41 
Where a/are the Autoregression coefficients. 
2.5 Association 
Association is a popular mining method for dependency analysis. It is also known as 
market basket analysis and was formulated by Agrawal et al, in 1993. It extracts 
information from coincidence. This technique allows the company to discover 
correlations or co-occurrences of transactions i.e. if a customer purchases products, how 
likely is he going to purchase product Bl [23] 
Association technique can be used to analyze a sales transaction table and identify those 
products often sold in the same shopping basket or bought by the same customer. The 
common usage of association is to identify common sets of items (frequent item sets) and 
rules for the purpose of cross selling or up-selling. In this section, this thesis describes a 
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priori algorithm, which is the most accepted algorithm for finding all the frequent rules. 
It is also known as the level-wise algorithm [22]. 
Let T be the transaction database and a be the user-specified minimum support. An 
itemset X^A is said to be a frequent itemsets in Twith respect to c, if a measure oiX 
named support is bigger than o. Support measure represents the number of item sets in 
the entire datasets that contain the combination of items. For example, support = 2% 
means that itemset appears in at least 2% in the entire transactions. Suppose that / ={/i, 
h,..., lm} is a set of items and T is a set of transactions, where each transaction Ms a set of 
items. Thus, t is a subset of/. A transaction t is said to support an item /;, if// is present in 
t. t is said to support a subset of items X^ I, if t supports each item /, in X. An itemset 
Jf^/has a support in T, denoted by S(X)T, if a certain percentage of transactions (e.g. 5%) 
in T supports X. In the present text, unless specified otherwise, I will assume the support 
to be %-support. Suppose I have a particular set of items t\ and another set of items h. 
Then an association rule has the form t\ => t2- The support for rule t\ => h is 
Support = P(tx fl t2 ) EQUATION 2-42 
The confidence of rule t\ => h is a measure of the accuracy of the rule, which is 
Confidence = P{B\A) = \ EQUATION 2-43 
A priori algorithm works as follows: 
• Counts item occurrences to determine the frequent itemsets. 
• A subsequent pass, assume pass k, consists of two phases. 
a) The frequent itemsets Lk-\ found in the (k-\)'h pass are used to generate the 
candidate itemsets C*, using the a priori candidate-generation procedure 
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b) The database is scanned and the support of candidates in C* is counted 
The candidate-generation procedure works as follows: 
Given a set Z-t-i that consists of all frequent (AM)-itemsets, I want to generate a 
superset of the set of all frequent X-itemsets. The concept behind the a priori 
candidate-generation procedure is that, if an itemset X has minimum support, and 
then consider all subsets ofX[22]. If a subset of (AM )-itemsets does not match the 
predefined minimum support; it should be pruned at this point. 
Furthermore, another important aspect of association is the ability to analyze the 
usefulness of a rule through the importance function (equation 2-42). Although there is 
high confidence for a rule, the usefulness of the rule may be considered unimportant. For 
example, if every item set contains a specific state of an attribute, a rule that predicts the 
state is trivial even though the probability is very high. The greater the importance, the 
more important the rule is. 




2.6 Results evaluation 
Many KDD algorithms estimate error and results of estimations are applied to make 
important business decisions [42]. In particular, several models are built simultaneously 
to discover useful knowledge. Results from these models will be compared for choosing 
the optimum one. Without accurate error estimates and effective methods to interpret 
those estimates, a suboptimal model might be chosen. Many statistical notions can be 
practically applied in this field. 
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2.6.1 Clustering results evaluation 
Clustering can be evaluated from a length perspective [43]. The length measure can be 
divided into 2 categories. One is within-cluster scatter, which is the sum of distance 
values between the mean of a cluster and each data point within that cluster. The other 
category is the length between-cluster separation. That is the sum of distance between the 
mean of each cluster [44]. 
The scatter within the rth cluster, denoted by Si, and the distance between cluster ct and Cj, 




d , = \\c — c 




where c, is the center of the rth cluster. |c,| is the number of objects in c,. q and t are 
integers greater than one that can be selected independently. The Davies-Bouldin index is 
then defined as: 
1 * 
DB = TY<R',¥ EQUATION 2-47 
where Ki,qt - max\£j<kj*i 
dij,< 
By maximizing Davies-Bouldin index, the best clustering model can be determined. 
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2.6.2 Classification results evaluation 
For classification problems, the basic method in results evaluation is to use error rates 
[23]. The classifiers separate data points into classes; if the results are right, that is 
considered as a success; if not, it is an error. The overall error rate is the sum of the error 
divided by the total number of data points. 
The hypothesis testing is another common method of results interpretation. First, state the 
default hypothesis, Ho, and the alternative hypothesis, H\. Then select the level of 
significance to be used to define the rejection or critical regions. After computing the test 
distribution by using z test or t test, a statistical decision can be made based on 
distribution value. A false positive would be considered as a type I error, which indicates 
incorrectly rejected null hypothesis. A false negative error would be considered as a type 
n error, which indicates incorrectly accepted null hypothesis. The false negative error 
rate can be calculated by dividing the number of false negatives with the total number of 
negative classifications. Similarly, the false positive error rate can be calculated by 
dividing the number of false positives with the total number of positive classifications. 
2.6.3 Prediction results evaluation 
As a conventional prediction-results evaluation function, quadratic loss function can be 
used to maximize the success rate of predictions by minimizing the outcome sum of this 
function [43]. Suppose for a single instance there are k possible outcomes. For a given 
instance, the learning scheme comes up with a probability vector p\, pi,..., pk (where 
these probabilities sum to 1). The actual outcome for that instance will be only one. 
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However, it is convenient to express it as a vector a\, aj,..., at, where z'th outcome is one 
and the rests are 0. Thus, the quadratic loss function is denoted by: 
2_ \Pj ~ aj ) EQUATION 2-48 
When the test data has several instances, the loss function is summed over them all. By 
minimizing the sum of all instances' outcomes, the best prediction model can be 
determined. 
2.6.4 Association results evaluation 
Support, confidence and importance are the measures to justify rules discovered in 
association results. The details have been addressed in section 2.5. 
Moreover, histograms can be used to summarize results. It counts the frequency of 
numbers between a specified bin and a previous one. It also displays the cumulative 
frequency of observations in all of the bins up to the specified bin. The histogram can 
describe the distribution of the error rate efficiently. 
2.7 Application of data mining 
In previous sections, this thesis has introduced techniques and algorithms of data mining. 
Data mining has been applied to many fields which include science research [51], 
biomedical and DNA data analysis [47] [48], telecommunication services, banking, 
finance, pharmacology and retailers [9]. It is able to help marketing, system fraud 
detection, inventory management, multimedia application analysis, effectiveness of sales 
campaigns analysis, business risks analysis, and cross-selling. Moreover, it assists 
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managers to understand customers, products and suppliers. Many commercial software 
tools have been developed due to the needs of data mining. 
In 1996, Fayyad et al. presented an application of classification applied in the science 
field. He cataloged and classified Digital Palomar Observatory Sky Survey (POSS-TI) 
data and developed an automated sky object classification method. This method is still 
being used in NASA [51]. 
In [52], Apte et al. demonstrated how classification and prediction techniques can be used 
in financial industry in 1996. Useful rules were discovered from S&P 500 data (stock 
market data) and the predictive power of the generated rules was proven. In [64], Safer in 
2003 predicted illegal insider trading which usually has higher profits by exploring 
unusual stock price returns using data mining techniques. Neural networks were applied 
for classification and prediction. This method is widely in use and helps avoid insider 
trading. Furthermore, Wuthrich predicted daily stock movements using information 
contained in articles published on the Web [53]. Carbonara described how data mining 
can be applied generally in the telecommunication field [54]. Marketing, fraud detection 
and network fault prediction were the main topics of his study. It covered customer 
profiling based on calling behavior analysis, customer attrition analysis and Internet 
usage analysis based on access logs. Visualization techniques have been pointed out as 
important techniques in the telecommunication field. Roughan and Zhang demonstrated 
an application of time—series algorithm and some statistical notions. The aim of their 
study was to predict the current traffic on the Internet [55]. Weiss used prediction 
technique to investigate telecommunication equipment faults from logs of network alarm 
messages [56]. 
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In 2002, Lingras et al. demonstrated the usefulness of data mining for supermarkets. 
Their studies mainly covered analysis of characteristics of supermarket customers based 
on their loyalty and spending potential [57] [58], and analysis of customer attrition based 
on clustering results given customers' spending and visit time-series data[59] [60]. 
Relationship between product-based loyalty and clustering-based loyalty on customers' 
visits and spending patterns has also been investigated [61]. Through a series of studies, 
the ability of time-series and Kohonen self organizing maps (SOM) techniques in 
formulating marketing strategies has been demonstrated. Lingras in 2002 also illustrated 
the feasibility of rough set clustering for developing user profiles on websites [63]. 
Moreover, Lawrence et al. in 2001 described a personalized recommendation system 
designed to suggest new products to supermarket shoppers based on association 
techniques [62]. 
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Chapter 3 
Data mining process in wholesale and 
retail industry 
Powerful database systems for collecting and managing data are in use in virtually all 
companies. All sales transactions generate computer records somewhere [1]. Wholesale 
and retail companies also hold all of this valuable data. Discovery of trends and patterns 
from this data, which could be used to improve business decisions and optimize successes, 
has become an emergent issue. In this chapter I will describe the overview of CRISP data 
mining process and demonstrate an overview of wholesale and retail industry. 
Furthermore, the outline of data mining applied in wholesale and retail industry will be 
addressed. I also introduce two wholesale and retail companies which provided data for 
this study. 
3.1 Overview of the proposed process 
The process includes business understanding, data understanding, data preparation, data 
model construction, and data mining tasks processing with clustering, prediction and 
association techniques. The process, or a part of it, may need to be repeated several times 
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in order to achieve data mining goals. The data mining goals are always determined by 
business issues that the company wishes to address. 
This study starts by examining the natural business cycle of the company and 
determining the goals of the data mining project. The data study is conducted 
simultaneously. At this point, one needs to work very closely with the domain expert. 
Preliminary data exploration is completed by summarizing available data. A few small 
sample data files will be created for initial testing. Based on our understanding of the 
available data, brainstorming and discussions lead to the determination of business issues 
and interests that can be served by data mining. It is the business issues and interests of 
the company that ultimately direct the goals of the project. 
The data preparation is the first challenge of the project. The quality of data directly 
determines the quality of outputs. Data preparation includes data extraction, data cleaning, 
data reduction and data transformation. The main stage of this phase is the data cleaning. 
Data cleaning must respect the natural business cycle and remove misleading noise and 
outliers. There are no strict guidelines for this section, however, omitting the record, 
filling with a default value, filling with average data, or filling with the most probable 
value are some usual treatments. Data cleaning usually needs to be processed multiple 
times until the noise is successfully removed. 
Clustering should be the first data mining technique applied since it is an unsupervised 
learning technique, which means that it does not require any labeled data in advance. The 
algorithm used in this thesis combines K-means algorithm with Standard score, which 
facilitates the setting of cut-off points and adjustments to the target dataset size. An 
important feature of clustering is the ability to build models based on data point 
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similarities for further studies, such as prediction. Data mining experts have to build 
several clustering models based on different attributes of data. Through the examination 
of clustering results using aggregated histograms, data mining experts are able to profile 
and discover characteristics related to various aspects of the company, such as revenues 
and customer numbers of a business unit. 
The prediction technique is an attractive topic. Everyone would like to predict the future 
to prevent possible risks and make effective decisions. On the other hand, it is very 
difficult part of data mining since the prediction is affected by many business factors and 
external influences. Prediction study can be divided into two steps. The first step is to 
detect the optimum data model by applying the clustering results. A popular and handy 
data mining technique, multiple regression, can be applied to verify data models 
constructed based on clustering results. Several models need to be built on different data 
attributes or different business cycles. The best data model can be detected by a 
comparison of the built models. The next step is to identify the optimum technique for the 
prediction studies. Comparison of the results of different prediction techniques 
determines the technique that is the most suitable for the company. Neural Networks and 
SVR are some of the other typical prediction techniques. 
The market basket analysis (association) is another interesting technique in data mining. 
It should be built based on clustering results, which allow data mining experts to define 
the target datasets. Association tasks can be done multiple times based on different 
business focuses. The interpretation of analysis is always a challenge since massive 
results are generated at this point. The use of support, probability and importance 
measures can narrow down to the most meaningful results, moreover, batch processing 
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might be another interesting feature of association, and can be run during non-peak times 
to minimize the effects of computational expense. 
In some cases, wholesale and retail companies do not have enough data for KDD project. 
Therefore they have to purchase external data from government or some organizations 
such as InformCanada (http://211canada.typepad.com/informcanada/). A potential 
customer list including demographic data is an example of the purchased external data. 
Wholesale and retail companies can profile customers on the list based on customer 
clustering and profiling results derived from existing data mining results on customers' 
behavior. In most cases, it is not possible to study external individual customer data due 
to the privacy policies, so group study is common. However, customer surveys can 
transfer external individual customer data into internal data. Furthermore, based on 
individuals' responses to customer surveys, a model to predict potential customers' 
responses is possible. After transforming external data into internal data, our complete 
data mining process can be applied. 
Regardless of what can be learned from data mining, the results are of no value if they are 
not integrated with company operations. Without managerial support, the company may 
possess information that could resolve business issues, yet never realize the benefits of 
data mining studies. Convincing key decision makers to take advantage of the power of 
data mining may be the biggest challenge of data mining. 
Figure 3-1 graphically summarizes the entire data mining process we described above. 
Steps 1 to 3 are the same as generic CRISP data mining process. The modeling part in 
CRISP is expanded into 3 sessions: data mining objective determination, data model 
construction, and data mining technique selection. Data mining has the ability to address 
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many business issues, but the goal of data mining project has to be decided first during 
step 4. Then several models need to be constructed. The best model will be selected 
based on comparison of results and be used to select data mining techniques. The results 
evaluation will be the last step. Figure 3-2 shows the data mining task processing in 
wholesale and retail industry. It should always start from clustering which can help data 
cleaning and preparation. Based on clustering results, prediction and associated can 
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3.2 Overview of wholesale and retail industry 
The wholesale and retail industry is one of the most important sectors of the Canadian 
and global economies. In the wholesale and retail industry, companies purchase products 
in large quantities from manufacturers, importers or wholesalers, and sell small quantities 
to end users and earn profits through gross margins. In the rest of the thesis, I use the 
term retail for "wholesale and retail" for simplicity. The retail process includes all 
activities involved in selling, renting, and providing goods and services to ultimate 
consumers. It is the final step in the distribution of products. Based on a survey of Retail 
Council of Canada, the total amount of retail sales surpassed $400 billion in 2006. It 
accounts for 11.78 percent of employment in Canada. The details of retail sales are 
described in Figure 3-3. 
Retail Categories of Year 2006 [$rrillions] 
15,234 
m Autorrotive& Gasoline (34%) 
0 Food & Convenience Stores(18.0%) 
• General Nterchandise(11.5%) 
D Hxre Fumiturings and Bectronics(9.5%) 
a FharnBCJes & Personal Care Stores(6.6%) 
O Building Supplies & Garden (6.2%) 
Q Apparel(5.6%) 
• Sporting, Leisure & Mscellaneous(4.9%) 
• Beer, Wne & Liquor Stores(3.8%) 
Figure 3-3: Retail sales (Smillions) by type of businesses 
Based on different attributes of retailers, they can be divided in several ways [2]. By the 
form of ownership, retailers can be classified into independent retailers, corporate chains, 
and contractual systems. Independent retailers are owned by individuals. Independents 
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represent 60% of the total retail trade in Canada. Corporate chains involve multiple 
outlets under common ownership. The Bay and Zellers are examples of chain stores. The 
purchasing power of chains makes them strong negotiators and allows them to offer 
consumers more competitive prices. Customers also benefit in dealing with chains 
because they have consistent management policies, e.g. products refund policies. On the 
other hand, independent retailers might have various policies; one retailer's policy might 
be different from another one's. Furthermore, chains benefit from economies of scale. 
For instance, Wal-Mart has developed a sophisticated inventory management and cost-
control system that allows rapid price changes for each product in every store [2]. The 
third type is contractual system retailers which involves independently owned stores 
banding together through a central corporation. In this way, members can also benefit 
from economies of scale that are otherwise only available to chains, such as volume 
discounts, and consistent management policies. Tim Hortons, McDonald's, and Holiday 
Inn are some examples of contractual system retailers. The central corporation assists 
individuals in selecting the store location, setting up the store, and training personnel. 
Furthermore, the central corporation designs core business processes and procedures that 
can be applied consistently to member businesses. In return, individual independent 
retailers pay certain percentages of revenues. 
Retailers can also be classified into store retailers and non-store retailers. Television 
home shopping, online retail, telemarketing, and direct selling are the main forms of 
non-store retailers. Developing web-based E-commerce is a new and popular trend in 
retail industry. E-commerce provides more flexibility and accessibility to end users. 
Nowadays, many retailers have web sites where consumers can make purchases online. 
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Companies such as Amazon and eBay have proved that successful retailing can be 
achieved without traditional stores. 
3.3 Data mining for retail industry 
3.3.1 The needs of retail industry 
There are three important needs of retail industry: pricing, customer relationship 
management (CRM), and inventory management [2]. 
Pricing is a critical issue for the retail industry. If a price is set too high, then consumers 
will not buy the product; if the price is too low, then the retailer will have lost profits and 
the supply may be quickly exhausted. CRM is also essential in identifying and 
responding to customer needs, and to predict market demands. CRM aims at minimizing 
the cost and maximizing profit, revenue, and customer satisfaction, which support 
business strategies. Inventory management is another important factor of retail business. 
Company resources are underutilized if they are tied up in inventory through inefficient 
inventory management. Successful retailers attempt to minimize these inventory costs to 
free up resources that could be applied to profit generation and strategic investments. 
However, less than necessary inventory may decrease business opportunities. 
3.3.2 Retailers data description 
Retailers collect huge amounts of data on sales, customers, suppliers, shopping 
transactions and shipping histories. The quantity of data collected continues to expand 
rapidly. The data collected mainly consists of time, customer, product, supplier 
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information, order, business unit (BU), employee, and sales information. The print 
information that indicates whether the invoices have been printed is also stored 
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Figure 3-4: An example of basic retailer data constructor 
The main table is the transaction table, which refers to all other tables using foreign keys. 
The transaction table includes all transaction information, e.g. which customer bought 
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which product at what time and how many. The sales amount (or invoice amount) and the 
sales cost amount of each transaction are also addressed in this table. If there is 
insufficient inventory on hand to satisfy a customer's purchase, the required stock on 
backorder is related through the order information which has to be specified in 
transaction table. A product might be provided by different suppliers. Therefore the 
supplier information is required. Furthermore, large retailers might have several business 
units. Even a single transaction might need the cooperation of multiple business units, 
thus the business unit information about which business unit achieved this transaction, 
which one offered the product, which one took responsibility to ship the product also 
need to be specified. To facilitate sales follow-up process and employees' evaluations, 
each employee who took responsibility to the transactions has to be specified. Print key 
which refers to print history is also important information which facilitates sales 
representatives in order to trace the invoices or reprint. Other information can be also 
included depending on the requirements. However, the transaction table does not include 
the specific details of customers, products, suppliers, orders, business units, and 
employees as that information is detailed in their respective tables. 
The customer table includes all of the customer information e.g. customer name, address, 
phone number, employee number. If a customer has special needs or preferences, then it 
also needs to be recorded in this table. 
The product table specifies the product descriptions, price, cost, and category information. 
The inventory quantities can be included in this table for inventory management. The 
available suppliers for each product are listed here, but detailed in the supplier table. Due 
to the nature of the businesses, the changing history of product price has to be recorded 
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somewhere in this table or stored in a separate table. The required days from ordering to 
receiving will also need to be recorded. 
The supplier table indicates the suppliers' name, location, contact information and other 
detailed information. If retailers categorize their suppliers, then the category information 
is also required. 
The order table identifies the basic information of orders to suppliers: which product has 
been ordered how many to which supplier, the invoice amount, the business unit 
information, selling and shipping location also need to be included. A single order 
invoice may contain several orders to one supplier; therefore the order line number in an 
invoice is also required. Due to the nature of businesses, the priority of an order is 
optional information. If not specified, the database will use default values to fill these 
fields. 
The business unit table and the employee table contain basic information e.g. name, 
location and contact information. 
3.3.3 Data mining possibilities for retailers 
Retail data can be categorized by five groups: customers, products, suppliers, business 
units and company internal management information i.e. salaries. From the discussion in 
section 3.3.2,1 know each category has its own characteristics and properties. Figure 3-4 
illustrates how these categories are linked to each other. Data mining techniques can be 
applied for each category in order to achieve different tasks which can help businesses, 
including CRM and inventory management. Discovery of business issues' solutions is 
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always the main objective of data mining studies. The following list contains some 
possible ways in which data mining may be helpful for a retail business. 
1. Business unit 
Business units often carry activities in certain geographic areas. Based on the 
different attributes of a business unit, the prediction can be applied for different goals. 
Some data mining possibilities for business units are given below. 
• Business unit annual revenue prediction or quarterly revenue prediction assists 
with marketing strategy development and distribution of company resources. 
• Based on the clustering results of business units, similar business units can be 
grouped together. Therefore, a successful strategy of one business unit can be 
extended to another business unit in the same cluster. 
2. Customers 
Retail data mining can help CRM to identify customers' purchasing patterns and 
trends in order to improve qualities of customer service, reduce marketing cost while 
at the same time increasing revenues, and achieving better customer retention and 
satisfaction. For instance, if the supermarket manager finds a group of customers 
who do not come often but spend a large amount of money each time, it is reasonable 
for him to believe those users are professionals who do not spend much spare time 
on shopping. Therefore, this manager can encourage those customers to shop more 
by sending them weekly discount flyers or offering low cost deliveries. Some data 
mining possibilities for customers are given below. 
• Categorize the loyal customers and potential loyal customers based on sales 
amounts, frequency of purchases, or latest purchases in order to identify 
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marketing campaign target groups. These customer segments include only a 
portion of the entire customer that is consistent in their purchasing patterns, and 
tendency to purchase certain products. By studying these loyal or potential loyal 
customers and discovering their purchasing patterns, companies can identify the 
business opportunities which contribute large portion of revenues. 
• Categorize high-risk customers and discover their characteristics to reduce the 
company's business risks. For instance, a credit company wants to discover 
customers who are most likely not able to pay back monthly payments so the 
company have to either take the loss or spend more to collect the payment. Such 
customers are identified as high risk customers who most likely result in a loss to 
the company's business. 
• Categorize customers by their purchase history in order to identify customers' 
characteristics and purchasing patterns. 
• Predict customers' monthly revenues or quarterly revenues. The results can be 
used for marketing strategy development. For instance, a company may launch a 
campaign to increase purchasing desire in response to a prediction of shrinking 
future sales; likewise, a company could profit by accurately predicting and 
responding to increasing demand. 
• Predict customers' lifetime values. More visits from a customer, more beneficial a 
customer would be. If the customer lifetime values are extremely high during a 
predetermined length of time, corresponding discounts can be provided to 
encourage customers' visits. If a customer's lifetime value is very low, the big 
discount does not contribute much to the company's revenue. 
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• Predict customers purchasing patterns based on several attributes of customers' 
purchasing records e.g. purchasing time (morning or evening). 
3. Products 
Retail data mining can help companies to have a clear view of their products. 
Companies can identify high profit product characteristics, optimize their inventories, 
detect companies' faults, and benefit by implementing cross-selling strategies. 
• Categorize high and low profit products based on prices and costs. These results 
can be applied for further product development, and through such study the 
company can identify important products. 
• Categorize high risk products, e.g. low profit or post-sales issues (returns, 
exchanges, and warranty service) based on transactions and order information. 
• Optimize inventory management based on order information, inventory on-hand 
numbers, shipping costs, and shipping required days. 
• Optimize inventory management. Inventory management based on product 
consumption cycles can reduce loss from disposal of expired items. 
• Identify top selling products and find other products that customer segments may 
be interested in, i.e. cross-selling using association mining. Based on association 
data mining results from transactions, companies can discover that a customer that 
buys particular brands is also likely to buy another set of products. These results 
can be applied to cross-selling through product recommendation in order to 
improve customers' satisfaction. 
• Detect companies' possible improvements. For instance, similar customers 
usually buy 10 products, yet one particular customer does not; here I can 
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investigate why this customer does not buy it: does not know that item, or buy 
that item from other companies. Management can use this analysis to detect how 
the company can improve its business. 
• Discover beneficial procedures in order to help employees to set appropriate sales 
pricing based on customer segments. 
4. Suppliers 
Suppliers are an important component of the retail industry. The company can 
capitalize on the strengths of each supplier through the use of efficient supplier 
relationship management (SRM). Each retailer may receive competitive 
advantages by using suppliers that respond effectively to the business needs for 
products that meet quality, price, and inventory requirements. Data mining 
techniques can help the study of suppliers and increase business performance. 
• Categorize suppliers based on delivery time responsiveness. The length of time 
required for suppliers to deliver will affect a retail business, particularly in 
whether capital is tied in inventory that is in transit or sitting unsold on a shelf. 
Using a supplier that can efficiently balance costs and delivery speed will 
minimize the quantity of stock required in inventory. Savings from low stock 
requirements allows capital to be reallocated to more productive uses while 
simultaneously enabling the retailer to be more responsive to its customer's 
demands. Periodic review should be conducted to ensure only the most effective 
and responsive suppliers are used. 
Categorize suppliers based on the number of important products that a supplier 
provides. The company needs to keep good relationships with those top suppliers 
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since they are the base of the company's business. New products' development 
could also involve those top suppliers. 
• Categorize suppliers based on the risk of poor supplier performance. Indicators of 
poor performance can be decided by management and would likely include 
factors such as the number of product returns and the products' profits related to 
each supplier. High product return rates or a low contribution to profit would 
suggest further investigation is required by managers to determine whether 
company goals can be achieved more efficiently through alternative suppliers. 
3.3.4 Motivation for data mining in retail industry 
As I described in section 3.3.3, retail data mining can help develop business strategy on 
business unit level, discover customers' purchasing patterns and trends to improve 
customer service, reduce marketing cost while at the same time increase revenues, and 
achieve better customer retention and satisfaction. Retail data mining can also help 
optimize inventories and capitalize on the strengths of each supplier. Many commercial 
applications are adopted to address above business challenges. Examples are intelligent 
miner from IBM [10]; SAS Enterprise Miner from SAS (http://www.sas.com/); 
Clementine from SPSS (http://www.spss.com/); SQL Server Business Intelligence 
Development Studio from Microsoft [11]. A review of the work by a number of 
researchers is presented to address their contributions to retail data mining. 
In customer relationship management (CRM) field, Buckinx applied Logistic regression 
and Neural Network to analysis of customers' loyalty in 2003 [67]. In 2004, Ester et al. 
demonstrated customer-oriented segmentation [68]. In 2005, Chen et al. discussed 
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personalized marketing campaigns through analysis of customer behaviours' changes 
[69]. In 2008, Giering outlined a retail sales prediction and product recommendation 
system that was implemented for a chain of retail stores [70]. 
In product related studies, association data mining is a popular technique. Brjis et al. 
presented a product selection model PROFSET which can "select interesting products 
from a product assortment based on their cross-selling potential given some retailer 
defined constraints" [71]. In 2005, Chen et al. proposed a method to handle association 
data mining analysis across multiple stores [72]. 
Knowledge discovery for E-commerce is another major component of retail data mining 
which conducts on-line transaction knowledge discovery. In 2000, Dhond explained key 
data mining principles that are mainly used in E-commerce and also illustrated two case 
studies in on-line transaction knowledge discovery [73]. In 2004, Kohavi et al. addressed 
his lessons and challenges from mining retail E-commerce data from two dimensions: 
business-level vs. technical [74]. 
Despite the availability of mature commercial applications and research contributing to 
retail data mining, there are still only a few retail companies that have succeeded in 
practical use of data mining. The challenge is to assist domain experts to practically apply 
data mining techniques to their data. The reason for limited use of data mining is because 
it needs significant investment of company resources [2]. Companies using data mining 
are mostly limited to international major companies, i.e. Master Card, Wal-Mart and 
Burger King [75]. Therefore, commercial data mining application vendors, i.e. IBM, SAS 
and SPSS lunched data mining outsourcing services. However, as I described in section 
1.4, these companies do not elaborate on the modeling and evaluation of the data mining 
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processes. Only data mining results are available for end-users. Once a wholesale and 
retail company has signed up with the consultant, then the association will necessarily 
have to continue for a long period of time, because data mining is an evolving process 
and knowledge changes as time goes by. The cost of such data mining consultancy can be 
prohibitive for small to medium wholesale and retail companies. Moreover, using 
outsourcing services raises company and customer privacy concerns. 
On the other hand, the research articles cited in this section focus on particular data 
mining techniques and its evaluations. Such articles do not provide details of the 
complete model development process from data collection, data preparation, 
identification of model parameters, and evaluation of results. One of the useful researches 
in this aspect is the work by Kohavi, et al. [74], which describes the complete data 
mining process for an e-commerce business from a customer-centric point of view. The 
work presented in this thesis expands on Kohavi, et al.'s theme. The treatment in this 
thesis is based on consultation with domain experts in a retail and a wholesale business. 
The scope of data mining is governed by the problems that were identified to be of 
importance by these experts. In addition to the customer-centric view described by 
Kohavi, et al., the thesis addresses other issues such as analysis and prediction of 
activities related to business units and products. 
This thesis describes an elaborate generic enterprise-wide data mining process based on 
the CRISP model for wholesale and retail businesses. The focus of this thesis is on the 
development and evaluation of models used in the knowledge discovery. Description of 
the underlying models will help the decision makers better understand the quality and 
limitations of the knowledge discovery process. The goal of this thesis is to guard domain 
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experts to process data mining tasks using existing data mining tools such as SQL Server 
2005 BI application. This thesis covers the complete data mining process from business 
issues identification to results evaluation and interpretation with businesses. 
3.4 Outline of retail organizations 
There are many opportunities for data mining to help retailers' businesses. Selecting the 
right data mining tasks and proper techniques always starts from data exploration and 
data study. First of all, the number of business units, customers, products and suppliers 
are the basic information that data mining experts need to know. 
There are many ways to summarize company data. For example, one can summarize data 
based on business unit. In this case, average, minimum and maximum values are some of 
the useful attributes. Also these values can be collected in different time scales, such as 
weekly, monthly, quarterly or yearly. If one needs to summarize data based on other 
attributes such as customer, product or suppler, one also needs to consider similar values 
and scales. An example of a possible summary of companies' data can be the revenue 
that a business unit has per week, the revenue that a customer has per month, the revenue 
that a product has per quarter, the revenue that a supplier achieves per year. 
Different attributes can be combined to understand the company. No matter whether a 
retailer is an independent retailer, a corporate chain retailer or a contractual system 
retailer, the business unit, customer, product, supplier, employee, order information, 
transaction information, revenue, and time are some of the typical attributes found in all 
three forms of retailers. Plotting this data forms a high dimensional cube which 
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summarizes the company. A three dimensional cube combining business unit, customer 





100 250 " Customer 
Figure 3-5: A three dimension cube example 
3.5 Overview of multinational retailer 
3.5.1 Nature of the business 
A multinational retailer that provided the data for this study is one of the largest 
companies in the world. It is a corporate chain retailer that operates in more than 30 
countries and has over 2600 business units across the world. These business units provide 
various products in many fields. Most customers are commercial. Together, all of the 
globally distributed business units contribute more than $10 billion in annual sales. The 
subject of our study is one region of this multinational retailer. Because of the sensitive 
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nature of the analysis performed in this project, specific names and numeric details have 
been disguised in the following descriptions. 
The company receives orders from customers primarily by telephone or online; 
traditional brick and mortar retail sales are a minor part of their business. Representatives 
process orders and check inventory. If the products are in inventory, the shipment is sent 
immediately. If products are in short supply, representatives have to procure the products 
in question from their vendors or secure them from other business units. Key customers 
and suppliers have dedicated representatives to address these orders. Both the customer 
and the supplier enjoy a long-standing relationship. The current process is common in the 
industry. 
3.5.2 Available data 
More than 40 GB of sales transactions are recorded every year. This data is available for 
this study in flat format (CSV format). In this study I am analyzing one region of this 
multinational retailer. The data consists of transactions from January 2004 to December 
2007 and included all of the basic data this thesis discussed in section 3.4. About 15.9 
million transactions, 60,000 customers, and 277,000 products are included in this data. In 
only 2004, about 23,000 customers contributed to over $480 million of revenue. 
3.5.3 Goals of the data mining 
Data mining has to focus on solving business issues. The domain expert identified 
prediction of revenues as an important business issue. The prediction of revenues was 
identified as an important part of our complete data mining process. However, the main 
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aim of this study is to offer an improved understanding of business units' products, 
customers and suppliers. The study of suppliers has less priority for the multinational. 
Hence, the enterprise-wide data mining mainly focused on relationships between 
products, customers, and business units. The detailed outline of this project is shown 
below. 
Part 1: Business unit based analysis 
1. Business unit profiling 
Based on business units' different features, they can be divided into several 
groups such as: 
• Revenue based profiling 
• Customer number per business unit based profiling 
• Product number per business unit based profiling. 
Furthermore, the revenue based profiling includes monthly revenue based 
profiling and annual revenue based profiling. Since the multinational retailer has 
many business units across multiple regions, a successful strategy in one business 
unit can apply to other business units that are in the same group in order to 
increase benefits for entire company. The results of this section offer an overview 
of the company's business units to help the company's marketing strategy 
development. 
2. Prediction of the revenue at the business unit level 
Because the company's business scale is extremely big, the company's limited 
resources have to be divided in an optimized way for the further growth. The next 
year's business strategies and projects are planned and determined in the fall; this 
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is due to the requirements of resource preparation and distribution. Therefore the 
prediction of next year's annual revenue for each business unit becomes a critical 
and extremely important issue. Prediction techniques are applied to meet this need. 
3: Benchmark error rate prediction 
Currently the multinational retailer is using a benchmark algorithm to calculate 
next year's annual revenue. The details will be described in chapter 4. The 
benchmark results' accuracy is unreliable and must be verified. Therefore, the 
company aspires to use data mining to investigate the accuracy of the benchmark 
results. 
Part 2: Customer based analysis 
Due to the vast number of customers that the multinational retailer serves, 
knowing customers and targeting the right groups are essential for project 
management and business development. They are able to reduce marketing cost 
while at the same time helping to increase the company's benefits by developing 
form-fitting strategies for each customer's group. 
Part 3: Products based analysis 
1: Products Profiling 
The company is handling about 277,000 products. Some products contribute a 
large portion of the company's revenue and profits. Some products are only sold 
several times and produce small benefits. Therefore, product profiling is 
important for business management and further product development. Based on 
different product features, the products can be divided into several groups such as: 
• Revenue based profiling 
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• Purchased customers' number based profiling 
For the top products that contribute to a large portion of the company's revenue, 
the sub-profiling will be used for the further study of these top products. 
2: Association mining 
Cross-selling is one of the most important tools to increase the benefits of a 
company. Based on products profiling results, the relationship between target 
products will be discovered by applying association data mining technique. 
3.6 Overview of local specialty grocery store 
3.6.1 Nature of the business 
Another data provider for this study is a local specialty grocery store which is an 
independent retailer. Customers have special needs that may require them to spend 
significant amount of money in the store. Most customers are from the neighborhood 
area. Few customers travel a significant distance to visit the store looking for specific 
brands and specialty products that are difficult to find elsewhere. Customers visit the 
store regularly to purchase products for personal uses. Compared to the multinational 
retailers, the value of the individual sales is much smaller. Online shopping is the next 
business development direction. 
Similar to many local grocery stores, customers walk into stores and select products that 
are of interest to them. Rarely do customers order products by telephone. Weekly flyers 
and consumer shows are the main techniques to attract customers. Direct mail or E-mail 
will be the next challenge in order to further grow the business. 
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3.6.2 Available data 
The data available for this study involved a 33 month period starting from January 2005 
to September 2007 and it included all of basic data this thesis discussed in section 3.4. It 
is in MS Access format. More than 17,000 of customers; 10,900 products and 411,000 
transactions are involved in this study. In 2005, over 7,000 customers contributed to $1.8 
million of revenue. 
3.6.3 Goals of the data mining 
The goal of data mining is to facilitate business decisions. The main purpose of this study 
is to help inventory management and apply cross-selling in order to reduce the business 
risks and simultaneously increase the benefits. As described in section 3.3.1, inventory 
management is the key in reducing business costs. The relationship discovery between 
each product is used to extract suitable product candidates for flyers to implement cross-
selling. Cross-selling can help to attract customers while at the same time increasing 
profits. Moreover, clustering techniques are applied to provide a better overview of 
products and customers. Suppliers' studies are omitted in this project. 
Part 1: Customer based analysis 
1. Customers profiling 
As described in section 3.3.1, knowing customers and targeting the right groups 
are essential for project management and business development. These points not 
only suit corporate chains but also benefit independent retailers. Customers can 
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be divided into several groups based on annual revenue and annual profits. The 
results can be used in future promotional campaigns. 
2. Prediction at customer level 
Customers purchasing patterns can be used to identify prospective customers. 
Based on these results, the grocery store can recommend products based on 
product profiling results. For instance, consider customers who purchased 
product A in first month. If I know that customers who buy product A usually buy 
product B with a high confidence, then the recommendation of product B can be 
sent to prospective customers who bought product A. Based on customers' 
purchase histories, the purchase patterns can be extracted. These discovered 
patterns can be used to predict future revenues and purchased products' number. 
Part 2: Products based analysis 
1. Products Profiling 
As described in section 3.3.3, products profiling provides the focus of products 
for business management and further product development. Based on products' 
revenues and purchased times, the profiling can provide a blueprint about the 
grocery store's important products. 
2, Prediction of products sold quantities 
As addressed previously, the inventory management is one of the main topics of 
this study. Therefore, predicting the quantity of products that will be sold is 
essential. The results allow managers to order necessary products from suppliers 
and optimize products quantities in stock. For instance, consider product A whose 
expiry date is one month from now. I know that consumers need one week to 
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consume A and the store has one hundred units of product A in stock. If the 
grocery store realizes only thirty product A will be sold in the next month by 
prediction results, then a discount campaign of product A has to be considered. 
3. Association mining 
Cross-selling is one of the most important techniques to increase company profits. 
Therefore, the relationship between target products will be discovered by 
applying association data mining techniques based on transaction data of those 
products. The results are used to implement effective cross-selling campaigns. 
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Chapter 4 
Application of the proposed process to 
multinational retailer 
In this chapter, I describe and demonstrate a complete data mining process with the help 
of a multinational retailer. To solve the company's business issues, different models 
using clustering, prediction and association will be illustrated. The most suitable model 
and technique will be selected through the results comparison. 
4.1 Business understanding and data study 
4.1.1 Business understanding 
Understanding the company's natural business is the only way that data mining experts 
can define proper goals for a data mining project and lead the business in the right 
directions. The cooperation between data mining experts and domain experts is 
indispensable. The first step in the data mining process is to brainstorm all possible 
business issues where data mining can help. Data mining in retail industry is primarily 
used to support four interconnected categories: the business unit, the customer, the 
product, and the supplier. The company's internal management, i.e. salaries, is not 
considered in this step. Some possible tasks were described in section 3.3.3. 
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The next step is to ascertain business issues through phone meetings and online meetings 
with a domain expert, an IT manager of the company. Therefore the goals of this project 
were determined based on the company's business issues and interests. The goals of this 
project were presented in chapter 3. Up to this stage, the domain expert worked with us to 
formulate a clear blueprint of tasks for this study. 
4.1.2 Data study 
During the project goal-definition process, data study process is also performed. The 
available data is the foundation of the entire project. It affects the problem solving ability 
of data mining. 
The purpose of this stage is to collect all initial data and proceed with some activities in 
order to understand the available data. The data study includes initial data collection, data 
exploration, data description, and data quality verification. 
The data from the multinational retailer is in CSV format, which is directly exported from 
the company's database. Since the data size is much bigger than 2GB, which is the limit 
of an MS Access database file, Microsoft Sequence Sever (SQL Server) is chosen as the 
primary database. Data Transformation Services (DTS) is applied to data transportation. 
DTS is a tool included in the SQL server package that allows automation of data import 
or transformation to an SQL database. The collected data includes all necessary subjects 
which were described in section 3.3. It contains the business unit, customer, supplier, 
product, order and sales information. The details of available data have been described in 
section 3.5.2. 
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The next step is to explore original data in order to determine the available data attributes. 
Data mining experts have to spend time to explore data and use graphs and histograms to 
estimate available data. Since the original data is extremely large, several CSV files were 
created in order to facilitate the data exploration. Through careful examination of the 
original data, I have a clear view of available data attributes. Therefore, a data schema 
description report was generated to list all available attributes in the original data. Data 
exploration conducted by the domain expert confirmed the data quality and verified that 
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Figure 4-1: The overview of the original data 
Figure 4-1 shows the overview of the original data. It provides customer, business unit, 
product, and supplier's basic data including number, minimum annual sales, and 
maximum annual sales. The average of annual sales is also shown in Figure 4-1. 
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4.2 Data preparat ion 
The quality of data determines the success of the entire process. After having a clear view 
of the project goal and available data, the next step is the data preparation. As described 
in section 1.3, data preparation includes data extraction, data reduction, data cleaning, 
data integration and data transformation. In one study, data preparation process might 
need to be repeated several times. In the worst case, for each model in the study, the data 
preparation may have to be revisited. 
4.2.1 Data extraction 
Different data mining tasks use different parts of company's available data. Since the data 
cleaning and data transformation process might change the original data, task oriented 
data should be extracted as separate files in order to distinguish the original data from the 
modified data, or one sub-project data from another sub-project data. Furthermore, data 
separation also facilitates future reviews of data mining tasks. In this study, I extracted 
three kinds of files. Each includes business unit oriented, customer oriented and product 
oriented data. 
4.2.2 Data reduction 
As described in section 1.3 and section 2.1, the target datasets have to be reduced to 
subject oriented data. For instance, the sales table contains 73 fields; the order table 
contains 134 fields; most of them are not related to our objectives. Moreover, some fields 
have incomplete and inconsistent data. Therefore, removal of the unrelated data not only 
saves physical space, but also facilitates the data preparation process itself and further 
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data mining processes. Based on the data study results and the domain expert's advice, I 
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Figure 4-2: Selected attributes list 
The attributes shown in Figure 4-2 are all selected from the transaction table. As 
described in section 3.3.2, the transaction table is the main table in the entire dataset, 
which refers to all other tables using foreign keys. The transaction table enables us to 
focus on customers, products, and suppliers and employees that were active during the 
period relevant to the study. For instance, the records of former customers that made 
purchases ten years ago can be considered as unimportant data because they are most 
likely irrelevant to the current business issues. 
4.2.3 Data cleaning 
Data from the real world usually are usually incomplete, inconsistent or noisy. The data 
cleaning algorithms introduced in chapter 2 can be applied to handle these issues. The 
company's data quality was found to be good. There was no missing data in selected 
attributes (refer to section 4.2.2). However, for customers who did not purchase any 
products during the study period or for products that were not sold during this period, the 
default value of 0 will be used to fill the original datasets, if necessary. 
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Figure 4-3: Noisy data pattern - negative data in weekly revenues 
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Figure 4-4: Noisy data pattern - negative data in monthly revenues 
Figure 4-3 and Figure 4-4 show the noisy data for this study, which has negative values 
for revenues. The negative values might be caused by inappropriate operations or 
products rebates and refunds. In the Figure 4-3, customer A seemed to have an unusual 
transaction. From the exploration of the data, I found that customer A's purchase range is 
around twelve thousand dollars (the median number is $11,983). In the 48th week, there is 
one extremely big negative revenue record (about $7.79 millions); and in the 49th week, 
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there is an equally positive big revenue record (about $7.82 millions). We consider this 
pattern to be an operator input error. Operator made a mistake in the first week and 
corrected it in the following week. The operator errors do not represent any retail 
activities; therefore, they have to be removed from target datasets. Customer B in Figure 
4-4 represents the products refund pattern in monthly revenues. Customer B makes an 
order in February around $96,000, and returns exactly same amount in April. This kind of 
retail activities does not contribute to company's revenues. It is useful for company's 
fraud detection analysis; however, it is not the main subject of this study. It is necessary 
to smooth negative and positive data. 




Figure 4-5: Product refunds or rebates pattern 
Figure 4-5 shows another type of refund or rebate activity. Customer C continually buys 
products from the multinational retailer, yet in July there is a small negative sales value. 
Even though a negative value occurred, it still affected to the company's revenue. This 
kind of negative value needs to be kept in the dataset. 
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The criterion of smoothing data decision is: 
• Extract monthly revenue data for every business unit, customer and product. 
• For every negative monthly revenues data, check previous two month revenues 
data. If there is a positive value which is only 10% different from the negative 
value, then replace the positive value with the difference of the positive value and 
the negative value; replace the negative value to 0. 
• For every negative monthly revenues data, check two proceeding months revenues 
data. If there is a positive value which is only 10% different from the negative 
value, then replace the positive value with the difference of the positive value and 
the negative value; replace the negative value to 0. 
Customer D Weekly Revenue 
800 -i 
_ 700 - J| 
§ 6 0 0 -





0 I f M U » « M »• • • 
0 10 20 30 40 50 
Week Number 
Figure 4-6: Noisy data pattern - outlier data in weekly revenues 
Figure 4-6 shows the noisy data which are outliers in the target datasets. The median 
value of customer D is $11,000; however only one value is $736.5 million, which is 
about 67,000 times bigger than the median value. In the business world, such a growth 
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rate can be considered as extremely unusual. Therefore, it can be called an outlier and 
must be removed from the dataset. Figure 4-7 shows an outlier in the monthly data. 
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Figure 4-7: Noisy data pattern - outlier data in monthly revenues 
In individual studies, the clustering technique can be applied to check outliers. If a small 
cluster whose mean is far away from others, it can be considered as an outlier and 
removed from the study to enhance the accuracy of data mining results. For instance, 
Figure 4-8 shows a clustering result for a group of customers. The clustering is based on 



























Figure 4-8: Noisy data pattern - outlier data in annual revenues 
Minimum monthly revenues, maximum monthly revenues and the mean of the cluster are 
shown in Figure 4-8. As we can see from Figure 4-8, cluster 1 only has one member and 
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the mean of cluster 1 is extremely bigger than other clusters', therefore I consider that the 
only member of cluster 1 is an outlier. 
4.2.4 Data transformation 
In this project, it is not necessary to combine data from multiple data sources such as 
external data. Therefore, data transformation is the final stage of data preparation. The 
data needs to be transferred into certain formats so that the data mining technique can be 
applied. In this study, I summarize the data to monthly, quarterly and annual revenues 
and profits. 
4.3 Clustering and profiling 
To discover the characteristics of the data, unsupervised learning clustering is the first 
technique that should be applied to the data mining project. In this study, K-means 
algorithm is combined with a statistical measure called standard score (Z score), which 





SD EQUATION 4-1 
where x is the mean of input and n is the number of inputs. 
First, based on the business unit, customer and product sales transaction data, the 
standard score will be calculated for each data point. Then the standard scores are used to 
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segment data points into several groups. The next step is to apply K-means algorithm to 
cluster data points into several clusters. The overlap of the segmentation and the 
clustering results are considered as the final data profiling results. The details are shown 
in section 4.3.1, 4.3.2 and 4.3.3. 
4.3.1 Clustering and profiling business units 
Several clustering models are considered for this exercise. Models are built based on 
the data such as annual revenue, monthly revenue, customer numbers of a business 
unit, and product numbers of a business unit. Moreover, monthly revenues percentages 
of annual revenue are also used as a measure in order to profile and re-profile business 
units. The percentage model is used to extract business units that have the same sales 
pattern, but different purchase scales. For instance, assume a business unit in Toronto and 
a business unit from Halifax have the same sales pattern of contributing 6% to the annual 
revenue (total is 54%) during each month from January to September; the sales from 
November to December contribute 46% to the annual revenue. However, the absolute 
sales amount in Toronto might be several times bigger than the absolute sales amount in 
Halifax. The percentage model is able to discover the similarity of these two business 
units. Clustering technique is applied to percentage model twice while the first clustering 
process is used to remove outliers. 
Microsoft (MS) Excel is selected to calculate standard scores. One of the goals of this 
study is to demonstrate the practical use of data mining to users that are not familiar with 
the data mining field. Currently MS Excel is one of the most popular calculation and 
graphing applications on the market. Most people are comfortable to use MS Excel for 
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daily work. The demonstration of the practicality of using MS Excel for data mining will 
encourage people to actually apply data mining techniques to solve daily business issues. 
For the same reason, the popular statistics software, SPSS, is chosen for applying K-
means clustering technique. The cluster number should be reasonably small in order to 
facilitate results interpretation. In this study, the number of clusters is initially assigned to 
5 or 8. Based on the graphical interpretation of clustering results, the better one will be 
chosen. The details of each model are shown below. 
Model 1: Annual Revenue based model 
The standard score of each business unit is calculated based on annual revenues. Based 
on calculated standard scores, the business units are segmented into 3 groups. At the 


































































Figure 4-10: Clustering results of 2004 based on annual revenues (Million) 
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The results, based on company's 2004 transaction data, are shown in Figure 4-9 and 
Figure 4-10. The minimum, maximum and mean indicates the respective values in each 
group. Based on the observation of Z score distribution, I separated data at Z=0 and Z=-l. 
Business units can be distinguished based on segmentation results (Figure 4-9) and 
clustering results (Figure 4-10). As described in section 4.2.3, cluster 4 is a small cluster 
whose mean is extremely bigger than others, so I consider it an outlier. This assumption 
is confirmed by a domain expert, who recognizes that it is a virtual business unit for a 
special project. If a business unit in cluster 2 has a standard score bigger than 0, it can be 
confirmed as a top sales business unit. If a business unit belongs to cluster 1 or 2, and the 
standard score is bigger than 0, then it is considered as a high profit business unit. 
Similarly, inefficient business units can be extracted using the overlap of a small standard 
score and clusters whose mean is smaller than others. 
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Figure 4-11: Overview of customers based on annual revenues 
Figure 4-11 shows the clustering results for the top business units and high profit 
business units along with the overview of entire business units. As top business units, 
four business units contribute 21% of sales for the entire company. As beneficial business 
units, eighteen business units provide 50% of the company's revenues. 
Model 2: Customer number based model 
Based on the customer numbers of business units, business units can be segmented into 
several groups using standard scores. The segmentation results are combined with 
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K-means clustering results in order to identify the business units that have more 
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Figure 4-13: Clustering results of 2004 based on customer number 
Figure 4-12 shows the segmentation results and Figure 4-13 shows the clustering results. 
The business units whose standard scores are bigger than 10 and belong to cluster 2 are 
considered as units that have large amount of customers. On the other hand, the business 
units that belong to cluster 5 are the ones which do not have businesses with many 
customers. 
The results of model 2 can also be combined with model 1. For instance, assume I 
discovered a business unit has more customers than other units and does not belong to the 
top revenue business units; promotional campaigns, such as cross-selling sales campaigns, 
can be applied to increase the revenues of these units. Based on the observation of Z 
score distribution, I separated data at Z=10 and Z=0. 
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Model 3: Product number based model 
Based on the product numbers, business units can be segmented into several groups using 
standard scores. Similar to model 1 and model 2, the results are combined with K-means 
clustering results in order to identify the business units that handle more products than 
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Figure 4-15: Clustering results of 2004 based on product number 
Figure 4-14 shows the segmentation results and Figure 4-15 shows the clustering results. 
The business units in cluster 2 whose standard score is bigger than 10 are considered as 
units that have a volume of products sold. On the other hand, the business units in cluster 
5 are the ones that do not have many products sold in 2004. 
The results of model 3 can also be combined with model 1. For instance, assume I 
discovered a business unit that handles more products than other units, yet does not 
belong to the top revenue business units; explanations can include the following: refund 
costs or sales costs that include shipping fees are too high; gross margins are too low; the 
quantity of sold products is small. Through the identification of the reason, the business 
process of the business unit can be improved and optimized. 
Model 4: Monthly revenue based model 
Clustering techniques are not only used to discover the data characteristics based on one 
or multiple attributes, but also to discover the suitable patterns of attributes that help 
future model building. Models 4 and 5 are used to discover suitable prediction models for 
further prediction studies. In model 4, K-means algorithm is applied based on monthly 
sales data. The training set consisted of around 100 data points, where each data point 
was a 12-dimensional vector <x_l, ..., x_12>, where x_i represents the profit in month i 
for unit j , 1<= j <= the number of data points. The output of the model gave a single 
number, y, which represented the predicted average profit for the next month for an 
average business unit. Once the model is trained/optimized, the input given to the model 
was a vector V of 12 revenue values (one per month), and the output, y=f(V), was a 
predicted revenue value for the next month. The error was calculated as the difference 
between y and the actual average profit for around 100 business units that were 
considered. The focus of this study is to separate business units by the pattern of sales 
movement. For instance, the business units whose sales revenues decrease in the first half 
year and increase from July to December need to be grouped together; the business units 
whose sales revenues increase in first half year and decrease from July to December need 
to be grouped together. Model 4 facilitates prediction techniques to stand out the focus 
and discover the most suitable patterns. 
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Figure 4-16: Monthly revenues clustering results with outliers 
The cluster results are shown in Figure 4-16. The absolute values in cluster 1 are 
extremely bigger than other clusters. It can be considered as an outlier. Cluster 3 only has 
one member and it has a significant growth in November. At the same time, the data in 
cluster 3 also has a negative value in December which is only 10% different from 
November's positive revenue. As already discussed in section 4.2.3, this pattern can be 
removed from our studies. 
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Figure 4-17: Monthly revenues clustering results without outliers 
Figure 4-17 shows the clustering results without outliers. It indicates that the business 
units can be divided into 3 groups based on monthly revenue data. The monthly revenue 
average of cluster 2 is about $1.4 million; the average of cluster 4 is about $0.4 million; 
the average of cluster 5 is about $4.3 million. This result helps the company to better 
distribute its resources. 
Model 5: Monthly sales percentage based model 
As described at the beginning of this section, I do not use the absolute values of monthly 
revenues' in this model. The monthly revenues percentages of annual sales are applied 
for the clustering in order to discover the similarity of sales pattern regardless of the scale 
of business units. In this model, the clustering technique will be applied twice. The first 
application identifies the outliers. After removing the outliers from the raw data, a second 
clustering discovers the suitable grouping for further prediction studies. 






















Figure 4-18: The overview of clustering results based on monthly revenues 
Figure 4-18 is the overview of the clustering results. Percentages represent total revenues 
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Figure 4-19: Clustering results based on monthly revenues percentage (cluster 1) 
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Figure 4-21: Clustering results based on monthly revenues percentage (cluster 3) 
- 9 1 -
Cluster 4 
Month Number 
Figure 4-22: Clustering results based on monthly revenues percentage (cluster 4) 
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Figure 4-23: Clustering results based on monthly revenues percentage (cluster 5) 
The group of figures (Figures 4-19 to 4-23) shows objects from different clusters of 
branches based on a ratio of monthly and annual revenues. The clustering seems to 
separate stable and volatile patterns, and helps improve the prediction of annual revenues 
for a branch. The cluster-1, cluster-3 and cluster-5 consist of stable patterns. The sales 
- 9 2 -
amounts remain almost same for each month. The cluster-2 consists of unstable patterns. 
The cluster-4 consists of patterns which only have business activities in the first quarter. 
From Figure 4-20 and Figure 4-22, I can easily recognize the uncertain and unusual 
patterns found in cluster 2 (four business units) and cluster 4 (three business units). 
Moreover, the data in cluster 1 and cluster 3 was not separated successfully. Therefore I 
remove these two clusters from our studies and focus on the remaining 97 business units 
(clusters 1, 3, 5). The re-clustering results based on the percentages of monthly revenues 
in the annual sales are shown in Figure 4-24 to Figure 4-31. The results of re-clustering 














0 H 1 1 1 1 1 1 1 1 1 1 1 
Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec 
Month Number 
Figure 4-24: Re-clustering results based on monthly revenues percentage (cluster 1) 














1 1 1 1 1 1 1 1 1 1 
Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov 
Month Number 







OH 0 . 1 
0.05 n 1 1 r 
Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec 
Month Number 
Figure 4-26: Re-clustering results based on monthly revenues percentage (cluster 3) 
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Figure 4-27: Re-clustering results based on monthly revenues percentage (cluster 4) 
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Figure 4-28: Re-clustering results based on monthly revenues percentage (cluster 5) 
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Figure 4-30: Re-clustering results based on monthly revenues percentage (cluster 7) 
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Figure 4-31: Re-clustering results based on monthly revenues percentage (cluster 8) 
The group of figures (Figures 4-24 to 4-31) shows re-clustering results based on a ratio of 
monthly and annual revenues. The recluster-1 consists of stable patterns and seems to be 
similar to recluster-3. The recluster-2 consists of unstable patterns which have obvious up 
and down from April to August. The recluster-4 consists of stable patterns. Sales amounts 
of this cluster slightly increase from month to month. The recluster-5 consists of unstable 
patterns. For most business units in this cluster, sales amounts slowly increase from 
month to month before November and slightly drop in December. The recluster-6 
consists of unstable patterns. The recluster-7 consists of unstable patterns and seems to be 
similar to recluster-5. However, it is more volatile than cluster 5 and always has a big 
drop the end of the year. The recluster-8 consists of stable patterns. The re-clustering 
results can be used for further prediction. 
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4.3.2 Clustering and profiling customers 
Similar to the study for business units, the combination of K-means algorithm and 
standard scores are used to cluster and profile customers. The following algorithm is 
applied to cluster customers. The purpose of this clustering is to discover top and high 
revenue and profit customers. We use 2004 transaction data to demonstrate the algorithm. 
Based on domain expert's advice, several fictitious customers which are used to facilitate 
the company's internal resource transfer were excluded from this study. Therefore the 
total customers' number in 2004 transactions is 23,613. 
Stepl: 
• Segmentation based on standard score of annual revenue for all of customers in 
2004 transaction data. 
• Segmentation based on standard score of annual profits for all of customers in 
2004 transaction data. 
• Select the customers that have high standard scores on both annual revenue and 
annual profits. 
Figure 4-34 shows the segmentation results of 2004 customers. In the Figure 4-34, the 
total revenue and total profit of each group are addressed. 
Step 2: 
• Clustering based on annual revenue for all of customers in 2004 transaction data. 
• Clustering based on annual profits for all of customers in 2004 transaction data. 
• Select the customers that are in high revenue group and high annual profits group. 
Step 3: Take overlap of previous two steps' results as top customers. 
- 9 8 -




























Figure 4-32: Clustering and profiling resu ts of 2004 top customers and high profit 
customers ( Unit =Million) 
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Figure 4-33: Distribution of 2004 top customers and high profit customers 
Figure 4-32 shows the clustering and profiling results of top customers and high profit 
customers. According to Figure 4-32, high profit customers (2,292) represent 10% of all 
customers and contributed about 77% of revenues and 74% of profits. Top customers 
(599) represent only 2.54% of all customers and contributed about 51% of revenues and 
46% of profits. Figure 4-33 graphically shows clustering and profiling results of top 
customers and high profit customers among all the 2004 customers. 
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4.3.3 Clustering and profiling products 
We use a similar algorithm with customers' clustering to discover the top products. The 
2004 transaction data is used to demonstrate the algorithm. Therefore the total number of 
products in 2004 transactions is 81,142. 
Step 1: 
• Segmentation based on standard score of annual revenue for all the products in 
2004 transaction data. 
• Segmentation based on standard score of annual profits for all the products in 
2004 transaction data. 
• Select the products that have high standard score on both annual revenue and 
annual profits. 
Figure 4-35 shows the segmentation results of 2004 products. In the Figure 4-35, the total 
revenue and total profits for each group are addressed. Based on the description in section 
4.2.3, the one member in Z>=100 group can be excluded from this study as confirmed by 
the domain expert. 
Step 2: 
• Clustering based on annual revenue for all the products in 2004 transaction data. 
• Clustering based on annual profits for all the products in 2004 transaction data. 
• Select the products that are in high revenue group and high annual profits group. 
Step 3: 
• Take overlap of previous two steps' results as top products. 
- 1 0 1 -





















Figure 4-36: Clustering and profiling results for top products ( : Unit =Million) 
Figure 4-36 shows the clustering and profiling results of top products. According to 
Figure 4-36, top products (130), which represent only 0.16% portion of the entire product 
line, contributed about 29% of revenues and about 24% of profits. However, the domain 
expert pointed out that there are 16 temporary products included in the discovered top 
products. These temporary products exist only for some temporary transactions; therefore 
they need to be excluded from the top products list. 
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Figure 4-37: Clustering and profiling results for top products without temporary products 
(*:Unit=Million) 
Figure 4-37 shows clustering and profiling results of top products after removing the 16 
temporary products. 
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4.4 Sales predictions for business units 
The data mining tasks have to serve the company's business needs. In this project, the 
main business issue is to predict the next year's revenue for business planning and 
decision making. Therefore, the prediction part in this project will focus on annual 
revenue prediction at business unit level. 
Prediction is completed by two steps: data model construction and data mining 
techniques selection. Data models are constructed following the nature of the business, 
the goals of the data mining activities and the character of data mining techniques. 
Several data models need to be created and compared, and the most suitable model will 
be chosen from results comparison. All results are evaluated based on error rates and 
summarized by histogram. Furthermore, the most suitable data mining technique is 
selected by comparing data mining results based on the selected model. 
The prediction section starts from the existing practice. Multiple regression technique 
will be used to discover the best model for this study. In this section, we will compare 
three models: Model 1: 2006 annual revenue prediction is using nine monthly sales data 
as predictors, Model 2:2006 annual revenue prediction is using three quarterly sales data 
as predictors, Model 3: 2007 half annual revenue prediction is using seven quarterly sales 
data as predictors. The difference between three models is the time period that is used for 
colleting and summarizing data. The details will be explained in the section 4.4.2. After 
discovering the best model, several prediction techniques such as SVR and Neural 
Networks, will be applied to the best model. The results comparison is also addressed. 
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4.4.1 Existing practice 
The multinational retailer currently uses a benchmark algorithm to predict the annual 
revenue of next year. We demonstrate its algorithm based on the business units clustering 
results (refer to section 4.3.1). The outliers I discovered using clustering are excluded 
from this study. 
Based on total revenue from January to September of previous year (2004) and this year 
(2005), the annual rate of growth can be calculated as: 
9 9 
^ Monthly Sales Amount of This Year - ĵT Monthly Sales Amount of Previous Year 
G R = J=i . w 
^ Monthly Sales Amount of Previous Year 
;=1 
GR= GROWTH RATE EQUATION 4-2 
This growth rate can be used to predict revenue from October to December of this year 
(2005). It also indicates that annual revenue of this year (2005) is able to be predicted 
based on: 
12 
Sales Amount of Oct to Dec, 2005 = ( £ Monthly Sales Amount of First Year) x (1 + GR) 
1=10 
EQUATION 4-3 
As a result, the annual revenue of next year (2006) can be predicted based on predicted 
annual revenue of this year (2005). 
Annual Sales Amount of 2006 = (Annual Sales Amount of 2005) x (1 + GR) 
EQUATION 4-4 
The error in this report will be calculated as equation 4-5. 
IPredicted Value - Actual Valuel 
Error Rate = 1 t 
Actual Value 
EQUATION 4-5 








































Figure 4-38: 2005 October to December business unit revenue prediction error histogram 
Figure 4-38 shows the prediction results of 2005 October to December's revenue using 








































Figure 4-39: 2006 business unit revenue prediction error histogram 
Figure 4-39 shows the prediction results of the 2006 revenue using the error histogram. 
4.4.2 Multiple regression 
Multiple regression is firstly applied to all business units without using clustering results 









































Figure 4-40: 2006 business unit revenue prediction error histogram 
About 86% percent of errors from the multiple regression model are less than 30%. 
However, application of all available data is very computational expensive, which is not 
practical for large datasets. Therefore, clustering results are combined with prediction 
techniques. By using cluster method, we may obtain equally good or better results from 
partial source data depending on the quality of resource. Based on clustering results 
(refer to section 4.3.1), multiple regressions can be applied to discover relationships 
between inputs and outputs for each group. The clustering techniques are able to group 
similar data together to enhance the similarity within each cluster. The clustering 
techniques are used to prepare for the prediction study. We apply multiple regression 
with several models. The most suitable model will be chosen for applying other 
prediction techniques. 
Model 1: 2006 annual revenue prediction using nine months sales data 
This model uses nine monthly sales data as predictors, which is based on monthly 
revenue data from January 2004 to September 2004, a suitable formula is calculated for 
each group to predict the annual revenue of 2005. The formula can then be used to 
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predict annual revenue of 2006 based on the monthly sales data from January 2005 to 
September 2005. However, since this model uses nine variables, it can be only applied to 
clusters which contain more than ten data points. Therefore, 76 business units out of 104 
business units have prediction results. 
Model 2:2006 annual revenue prediction using three quarters sales data 
This model uses three quarterly sales data as predictors, which is based on quarterly 
revenue data from January 2004 to September 2004 and annual revenue of 2005. This 
model can be used to predict annual revenue of 2006 based on sales data of January 2005 
to September 2005. 
Model 3: 2007 half annual revenue prediction using seven quarters sales data 
This model uses seven quarterly sales data as predictors, which is based on quarterly 
revenue data from January 2004 to September 2005. The half annual revenue of next year 
is the target of prediction. The characteristic of this model is to use seven quarters (21 
months) data to train the model. Then this model is applied to predict first half annual 
amount of 2007 based on quarterly sales data of January 2005 to September 2006. 
Figure 4-41 shows the evaluation results of built models. One business unit is absorbed 
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96 Business units 
Figure 4-41: Three prediction models' evaluation 
Figure 4-41 indicates that there is no one significantly bad model of the three models. 
Each model is able to describe the 85% relationship between inputs and outputs within a 
30% margin of error, which indicates the three models' usability has to be determined in 
prediction results evaluation. However, in seven quarters model, overfitting occurs in two 
clusters since the number of variables is close to the number of training data set points. 
Usually the number of data points in the training data needs to be more than 3-5 times 
bigger than the number of variables in order to avoid overfitting. If number of variables is 
large, it will increase the chances of overfitting. 
The comparison of three multiple regression models 
Figure 4-42 shows the evaluation results of predictions using the three models I described 
previously including benchmark model results and the model without using clustering 
results. Three quarters model provides slightly better results than others including the 
benchmark model that the company is currently using. Seventy-eight percent of errors 
-108-
from the linear regression model are less than 30%, while the sixty-seven percent of 
errors from the benchmark model are less than 30%. Two out of 97 business units are 
mores than 100%, while five out of 97 business units from the model without using 
clustering results are more than 100%. Moreover, as I described before this model is not 
practical for large datasets. Using nine months and seven quarters model leads to results 
that are similar to the benchmark. Based on the comparison results, the three quarters 
model technique is the best among the considered models to predict future annual 
revenue. 
The reason that there was not significant improvement from existing benchmark model's 
prediction results is shown below. 
The quantity of training data was not enough to discover the optimum relationship 
between first year revenue and second year revenue. Due to the limitation of 
training data, the model could only be trained once, which was not enough to 
achieve a high precision. Furthermore, the second year's annual revenue is 
volatile; it depends on many business factors. Therefore, only one time training 
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Since the three quarters model is selected as best one, it is the one used in this study. The 
input data is the revenue data from January 2004 to September 2004 and the output data 
is the annual revenue data of 2005. The input and output data must to be normalized to 
between 0 and 1. The min-max normalization is used here. SVR is processed by using 
MATLAB 7.0 and SVM package which is created by Steve Gunn (Image Speech and 
Intelligent Systems Group, University of Southampton). This model is able to predict the 
annual revenue for 2006 based on three quarterly revenues of 2005. The cubic function 
(power=3) is chosen here. 
The results of this model will be shown in section 4.4.5. 
4.4.4 Neural networks 
The neural networks technique is also applied based on the most suitable model - three 
quarters data based model, which is discovered by using multiple regression. Three 
quarterly revenue data of 2004 and annual revenue data of 2005 are used as training data. 
A software JavaNNS is applied to advance this model. The data needs to be normalized 
between 0 and 1 before actually using it. The min-max normalization is used here. This 
model is able to predict annual revenue of 2006 based on the sales data of January 2005 
to September 2005. 
The results of this model will be shown in the next section. 
4.4.5 Results comparison 
Figure 4-43 shows the evaluation results of the SVR model and neural network model. 
































































97 Business Units 
Figure 4-43: SVR and neural network comparison results 
From the Figure 4-43,1 know that the SVR and Neural Networks methods each produce 
similarly accurate results. Therefore, I pick SVR as our nonlinear prediction method since 


























































































97 Business Units 
Figure 4-44: 2006 business unit revenue prediction results 
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Figure 4-44 shows the predictions results for the benchmark model, the linear regression 
model and the SVR model. From the Figure 4-44 I know the linear regression is more 
accurate than the benchmark model that the multinational retailer is currently using. Both 
the benchmark model and the linear regression model achieved better results than the 
SVR model. However, there is not enough improvement to recommend using linear 
regression once the cost of applying the technique is considered. Therefore prediction 
results can only be a reference measure since accuracy of the results is not stable enough 
to be an independent indicator in real world business. 
4.4.6 Inventory prediction 
Product inventory management is another important aspect of the company's business. 
The quantities of products sold relate directly to the revenues of business units. As 
products are sold, the inventory must be replaced efficiently in order to maximize 
revenues and minimize costs. Thus inventory prediction assists inventory management by 
identifying how much stock must be purchased to respond to future sales demands. 
However, as I described in previous chapters, data mining is merely a technique applied 
in response to business issues and interests. The domain expert of our multinational 
retailer currently considers inventory prediction as low priority issue. While inventory 
prediction in an important part of our proposed enterprise-wide data mining process with 
many potential benefits, I have not applied this technique to the multinational retailer. 
Inventory prediction may be highly effective for other retailers depending on their unique 
business issues and interests. In fact, the inventory prediction is an important issue for the 
specialty grocery store. Therefore, a detailed description of the process will appear in 
chapter 5. 
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4.5 Market basket analysis 
Market basket analysis is another important feature of data mining. It is able to determine 
the relationships between products. Through consultations with the domain expert, I 
confirmed that the multinational retailer highly values information that reveals the 
relationships between products in order to benefit from cross-selling of complementary 
goods. To be effective, these relationships must also be related to customer clusters that 
have also been uncovered through clustering techniques. An interesting topic for future 
consideration may be the application of these techniques to reveal valuable insight into 
the supply-side issues of the company. Since the association technique is computationally 
expensive, this study is focusing on the top customers and products discovered in section 
4.3. The SQL Server 2005 Data Mining Add-ins for Office 2007 is used for this study. 
4.5.1 Association 
The first approach is to apply association technique based on all the transactions 
involving top products purchased by top customers (about 2,300). The products are 
linked by customers' information. For each time a customer purchases two (or more) 
products together, I infer that a relationship exists between those products; the frequency 
of finding these products purchased together indicates the strength of their relationship. 
These relationships may be refined by further considering the relationship strength within 
each subgroup of the top customers. 
-114-
The Number of Transactions 


























Figure 4-45: Overview of the dataset and association parameters 
Figure 4-45 shows an overview of the target datasets along with the association 
parameters. The "entire" in Figure 4-45 indicates all top customers' transactions data 
while subgroup 1 has the transactions belonging to the customers whose total revenue is 
bigger than two million; subgroup 2 shows the transactions belonging to customers 
whose total revenue is between one and two million. The minimum support, the 






























Figure 4-46: Examples of itemsets 
Figure 4-46 shows some examples of discovered itemsets. For instance, from all top 
customers' transactions data, I discovered that 23% of them bought product 235642 and 
product 235641 together; on the other hand, 29% of customers in subgroup 1 and 49% of 




235641 -> 235642 
235642 -> 207496 
235641-> 207496 
207496-> 235641 
235641 -> 233449 
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Figure 4-47: Examples of association rules 
Figure 4-47 shows the probability and importance of discovered rules from all top 
customers' transactions data. For instance, the first line in Figure 4-46 indicates a 92% 
probability of buying product 235641 if that customer is purchasing product 235642; 
similarly, the second line indicates that the customer who buys product 235641 will 
simultaneously purchase product 235642 with 82% probability. 
Figure 4-48: Examples of dependency networks 
Figure 4-48 shows the discovered relationships of products graphically. The user can 
interpret association rules from this figure easily and directly. 
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4.5.2 Targeted marketing campaigns 
The association tasks can be conducted multiple times to discover the relationships 
between products for different target datasets. Since the association jobs are 
computationally expensive, they can be done during non-peak hours (i.e. every Sunday 
morning) with the results stored as a file or a table in a database. Store owners or 
managers can access this resource to find interesting products related rules and apply 
them to business. 
The association technique can also be used for product recommendation. After 
association rules are discovered, the customers who did not follow these rules can be the 
target of suggested selling. Some of the customers might just not realize existence of 
related products. The recommendation process can bring related products to them and 
create business opportunities for the company. In addition, the association results can be 




Application of the proposed process to 
smaller specialty retailer 
This chapter provides further validation of the enterprise-wide data mining process I 
introduced in chapter 3, and illustrated in Chapter 4. The same process will be applied to 
a different type of business, and its usability in other fields is confirmed. 
5.1 Business understanding and data study 
5.1.1 Business understanding 
As described in section 3.6, the target of the second part of this study is a smaller 
specialty grocery store. As part of the enterprise-wide data mining process for this retailer, 
this thesis will focus on inventory management and cross-selling, which were identified 
as two important objectives by the owner. The analysis is divided into two sections: 
customer based analysis and product based analysis. Each section describes the profiling 
of customers and products, as well as prediction of revenues associated with customers 
and products. The market basket analysis is addressed at the end of products based 
analysis section. 
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5.1.2 Data study 
The data received from the company is an Access file; therefore the data transportation 
and target database creation steps are completed simultaneously. Through careful data 
exploration and discussions with the grocery store, some tables that were unrelated to the 
project goals were removed such as employee table and blank tables. The data quality 
and quantity of the remaining fields were confirmed to be sufficient to complete the study. 



















































5.2 Data preparat ion 
Since the original data is contained in a Microsoft (MS) Access file, the data extraction 
step is to copy the original file as a base work database. Then data attribute reduction is 
executed to remove extraneous data. Based on the data study results, all unnecessary 
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tables are removed. Therefore the base work database can be deployed for use in each 
sub-project included in this study and each data analysis model I am going to develop. 
All of subject related data attributes are collected from several tables into one table to 
have a clear overview of all available data. Theoretically, this is not an efficient way to 
store data because of data repetition. However, due to the small data size, availability of 
cheap data store space, and high computation ability, a united table has been created to 
summarize daily data into monthly data. Based on the nature of the grocery store's 
business, the shoppers who did not complete a purchase are recorded in the study with a 
sales value of 0. Outliers and negative values do not need to be removed, because their 
presence may originate from the perfectly normal occurrence of refunds, or employee 
input errors that are corrected within each month. The small data size and naturally clean 
data is another reason that I am able to skip additional data cleaning. The selected data 









Customer Primary Key 
Product Sold Quantities 
Invoice Cost 







Product Primary Key 
Invoice Amount 
Product Quantity in Stock 
Figure 5-2: Selected attributes list 
5.3 Clustering and profiling 
In this study, the same clustering approach is applied to discover the characteristics of the 
data. K-means algorithm is combined with a statistical measure called standard score (Z 
score) in order to extract top customers, products, or target datasets. The annual revenue 
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and annual profits are the attributes that were selected for analysis. The entire process is 
completed by using SPSS and MS Access which are both widely available. 
5.3.1 Top customers discovery 
The following methods are applied to cluster customers. The purpose of this clustering is 
to discover top customers for each year. 
Stepl: 
• Segmentation based on standard score of annual revenue amount for all of 
customers in 2005 transactions. 
• Segmentation based on standard score of annual profits for all of customers in 
2005 transactions. 
• Select customers that have high standard scores on both annual revenue and 
annual profits. 
Step 2: 
• Clustering based on annual revenue for all of customers in 2005 transaction data. 
• Clustering based on annual profits for all of customers in 2005 transaction data. 
• Select the customers that are in high revenue group and high annual profits group. 
Step 3: Take overlap of previous two steps' results as top customers. 
Step4: Repeat the step 1, step 2 and step 3 for 2006 transaction data. 
Step5: Repeat the step 1, step 2 and step 3 for 2007 transaction data. 



























































Figure 5-3: Top customers' distribution 
Figure 5-3 confirmed that the clustering method of using the combination of K-means 
and standard score has ability to extract top customers. In 2007, only 1.1% of customers 
contributed 13.4% of all revenues and about 14.2% of all profits. This result can be used 
to further customer oriented campaign i.e. DM promotions. Depending on the needs of 
the business, the same approach can also be applied to extract multiple years' top 
customers, i.e. previous three years' top customers. 
5.3.2 Top products discovery 
The approach used to extract top customers is also applied to extract the top products. 
The same steps were executed based on products' annual revenue amount and annual 
profits. 


























































Figure 5-4: Top products' distribution 
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The results in Figure 5-4 shows the store only needs to manage less than 1% of products 
to achieve the products management that contributes to about 20% of store incomes. The 
analysis of top products can assist new products development and inventory management. 
5.3.3 Target customers and target products discovery 
The clustering technique also has the ability to extract other interesting datasets. In the 
market basket analysis, this thesis only focuses on customer datasets containing 
customers who visit the store regularly and products datasets containing products which 
are purchased most. Based on preliminary data exploration results and customer 
behaviors, the target customers for cross-selling are separated using annual revenue 
amount and annual profits; the target products for cross-selling are separated using 
purchase times. The preliminary data exploration has been done for the discovery of 
mainstream customers based on the annual revenues and annual profit. Figure 5-5 to 








































Figure 5-5: Frequency distribution of 2005 customers' annual revenues 
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The group of figures (Figures 5-5 to 5-10) shows the exploration results of mainstream 
customers based on the annual revenue and annual profit. Figure 5-5 shows the frequency 


































Figure 5-6: Frequency distribution of 2005 customers' annual profits 
The group of figures (Figures 5-5 to 5-10) shows the exploration results of mainstream 
customers based on the annual revenue and annual profit. Figure 5-6 shows the frequency 











































Figure 5-7: Frequency distribution of 2006 customers' annual revenue 
The group of figures (Figures 5-5 to 5-10) shows the exploration results of mainstream 
customers based on the annual revenue and annual profit. Figure 5-7 shows the frequency 



































Figure 5-8: Frequency distribution of 2006 customers' annual profits 
The group of figures (Figures 5-5 to 5-10) shows the exploration results of mainstream 
customers based on the annual revenue and annual profit. Figure 5-8 shows the frequency 











































Figure 5-9: Frequency distribution of 2007 customers' revenue (up to Sep 30) 
The group of figures (Figures 5-5 to 5-10) shows the exploration results of mainstream 
customers based on the annual revenue and annual profit. Figure 5-9 shows the frequency 






































Figure 5-10: Frequency distribution of 2007 customers' profits (up to Sep 30) 
The group of figures (Figures 5-5 to 5-10) shows the exploration results of mainstream 
customers based on the annual revenue and annual profit. Figure 5-9 shows the frequency 



































































Figure 5-11: Frequency distribution of 2005 products purchase times 
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Frequently bought products are also extracted by applying this approach. The results are 
shown in Figure 5-11 to Figure 5-13. Figure 5-11 shows the frequency distribution based 























Figure 5-12: Frequ 













































ucts purchase times 
The group of figures (Figures 5-11 to 5-13) shows the exploration results of mainstream 
products based on purchase times. Figure 5-12 shows the frequency distribution based on 

































































Figure 5-13: Frequency distribution of 2007 products purchase times (up to Sep 30) 
The group of figures (Figures 5-11 to 5-13) shows the exploration results of mainstream 
products based on purchase times. Figure 5-13 shows the frequency distribution based on 
products purchased times of 2007 (up to September 30). 
Based on the results shown from Figure 5-5 to Figure 5-13, the customers whose annual 
profits are more than 100 and less than 1000 will be in the target customer group. The 
products which are purchased over 50 times will be in target product group. 



























































Figure 5-14: Target customers' distribution 


























































Figure 5-15: Target products' distribution 
5.4 Prediction 
The purpose of this study is to predict customers' monthly revenue and quantities of 
products that will be sold to assist the marketing strategy development. The prediction 
section starts from target data selection. Multiple regression technique will be used to 
discover the best model for this study. After discovering the best model, several 
prediction techniques such as SVR and Neural Networks, will be applied to the best 
model. The results comparison is also provided. 
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5.4.1 Target customers selection 
Prediction techniques extract useful patterns from data. The target customers in this 
activity are customers who visited stores very often, so the regression formula is able to 
obtain enough training data. Based on previous clustering results, 5 customers who visit 
stores most often were chosen as our preliminary target customers. 
5.4.2 Customers monthly revenue prediction 
The two prediction models are examined in this project. 
Model 1: prediction using three monthly sales data 
Based on the previous three monthly revenues and revenue from the same month of the 
previous year, the expected revenue for the next month can be predicted. For example, 
the revenue for 2006 January can be predicted based on revenues of previous three 
months, i.e. October to December 2005, and revenue from January 2005. 
Model 2: prediction using half years sales data 
Based on previous half years revenue and revenue from the same month of previous year, 
the expected revenue for the next month can be predicted. 
I randomly pick two customers from the five selected customers and process the 
comparison of the two models. The comparison results are shown in Figure 5-16 and 
5-17. 
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6: The model comparison results of customer A 
Figure 5-16 shows the comparison results of the two models explained previously based 
on the data of customer A. 





































7: The model comparison results of customer B 
Figure 5-17 shows the comparison results of the two models explained previously based 
on the data of customer B. 
Based on the comparison results, model 1 is better than model 2. For customer A, about 
57% of customers' prediction error is below 30% in model 1; only about 50% of 
customers' prediction error is below 30% in model 2. Therefore, model 1 is chosen and 
the rest of evaluation results of model 1 are shown in Figure 5-18. 
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Figure 5-18: Prediction results evaluation 
The accuracy of predictions in above charts varies among customers. For example, 
customer E has reasonably high prediction accuracy with 76% of prediction errors under 
30%. On the other hand, errors for only 40-60% of predictions for customer A and C 
were under 30%. The prediction accuracy for customer B and D was worst with 33% 
predictions had accuracy of 30% or less. 
5.4.3 Target products selection 
The target products in this activity are products that were purchased frequently. The 
regression formula is able to obtain enough training data to achieve these aims. Based on 
the previous clustering results, five products purchased at a high frequency were chosen 
to be our preliminary target products. 
5.4.4 Products quantity prediction 
The purpose of prediction in this study is to predict quantities of products that will be 
sold to help inventory management. 
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5.4.4.1 Existing practice 
The company is currently using monthly average value of year-to-date sales data as 
predicted value. The average data is used to calculate products order quantity. The 
average can be calculated as: 




The order quantity is the difference between average and on hand product quantity. 
Therefore, the goal of this project becomes to detect a better algorithm. 
5.4.4.2 Multiple regression 
As described in chapter 4, I first tested the data model with multiple regression to 
determine which of the following two models is better. Then I applied the data model to 
several prediction techniques to discover the best performance technique. 
Thereby, I build two models at this point. 
Model 1: previous three months data based model 
Based on previous three months data of product sold quantity and the quantity data of 
product sold from the same month of previous year, the expected quantity of products 
sold for the next month is predicted. For example, the quantity of product sold for 2006 
January can be predicted based on quantity of the previous three months, i.e. October to 
December 2005, and quantity from January 2005. 
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Model 2: previous three quarters data based model 
The only difference between model 1 and model 2 is to use previous three quarterly data 
instead of using three months data of product sold quantity. The other part will follow 
model l's algorithm. 
The prediction results are shown in Figure5-19 to Figure 5-23. Model 1 can predict 21 
data points from January 2006 to September 2007 based on January 2005 to September 
2006. Model 2 is able to cover 24 data points from January 2006 to December 2007 
based on January 2005 to December 2006. Model 2 can predict October, November and 
December of 2007 since the latest quarterly data is known (July to September of 2007). 
However, Model 1 needs November 2007 data to predict December 2007 and November 
2007 data that is not available. 
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Consequently, from Figure 5-19 to Figure 5-23, the three months model and three 
quarters model lead to better results than the method that is used by the store. Both 
regression models have similar results. The accuracy of the results is dependent on the 
product itself. The accuracy usually varies from one product to another. However, the 
three quarters model covers the 9 months sales and three months model covers only the 
previous three months. These techniques demonstrate that the three quarters model is able 
to build more stable model that is less affected by temporary upward or downward 
swings in sales. Therefore, the three quarters model is chosen to be the default data model. 
5.4.4.3 SVR 
SVR uncovered the same patterns revealed by multiple regression. One important factor 
in data analysis is the growth rate, which is calculated by dividing one year's sales 
quantity by the previous year's quantity. To obtain values in the same scale, the data of 
2006 and 2007 is rescaled to 2005 scale by using the growth rate. For example, for 
product A, the quantity of product sold for 2006 is 1000 and the quantity of this product 
sold for 2005 is 500, therefore the growth rate is 1000/500, which is 2. Thus all quantity 
data for products sold in 2006 will be divided by 2 to reduce it to the 2005 's scale. We 
call it the GR factor. 
5.4.4.4 Autoregression 
Autoregression is another algorithm we applied to predict products sold quantities. Based 
on previous two years sale histories of products, autoregression is able to build a model 
and predict future data. 
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5.4.4.4 Results comparison 
Figure 5-24 to Figure 5-28 indicate how well that each algorithm is able to describe data 
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Based on the above figures, results from autoregression is worse than results of other 
algorithms. Therefore we remove autoregression from our candidates. SVR and 
Multiple Regression have similar performances with that SVR usually delivers better 
results. Both deliver significant improvements over the existing algorithm. The 
models that applied the GR factor clearly perform better. Furthermore, the SVR 
model based on data adjusted with the GR factor produces the best results. The 
accuracy of predictions in the previous charts, however, varies from product to 
product. For example, products A and D have reasonably high prediction accuracy i.e. 
80-95% with an error rate under 20%. On the other hand, errors for only 50-70% of 
the predictions for product B and C were under 20%. The prediction accuracy for E 
was worst i.e. 30-66% predictions with an accuracy of 30%. Considering the 
computation cost and data preparation cost, the regression using the GR factor is the 
superior method of representing the data. 
Figure 5-29 to Figure 5-33 show the prediction results applied by each model. Since 
the data I analyzed ended on September 30 of 2007,1 predicted the purchase times of 
products in each of the following three months, i.e. October, November, and 
December. In these figures, PV represents the Predicted Value; ER represents Error 
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The above charts indicate that the accuracy of predictions differ from product to product. 
However, regression and SVR with the GR factor provide significantly better accuracies 
than the store's method does. For some products the regression model achieves better 
results than SVR; in some cases SVR is better than the other. For instance, in the 
regression model that applies the GR factor, product A and D have very high prediction 
accuracies with error rate less than 5%. For product B and E, SVR applied GR lead better 
results. 
Although the regression model and SVR model's results are significantly improved than 
the store model, the accuracies are still not good enough to put into practical use. The 
stability of models is still a challenge. 
5.5 Market basket analysis 
The target customers and target products in this activity are extracted based on number of 
visits and amount of purchases. In order to collect and cover more data points, 1,120 
customers were designated as target customers because they had visited the store over 
fifty times from January 2005 to September 2007. The products which were purchased 
over one hundred times were designated as preliminary target products, which resulted in 
848 products. 
5.5.1 The association data preparation 
The 848 items in the preliminary target product list contained many similar products. 
Before conducting market basket analysis, the data aggregation process is required. For 
example, product "sports drink A 15ML" and product "sports drink A 30ML" was 
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considered to be the same product: "sports drink". After merging all similar products, the 
list was reduced to 510 merged products. In this thesis, the merged products will be 
called meta-products. The aggregation process is based on product description and 
department information. It was only executed between same department's products. The 
145 meta-products which were purchased over 300 times are extracted as our target 
products. 
5.5.2 The association data mining 
Based on the selected association target data, the association technique is applied to the 
transaction data (63,035 records). 
Name 













Figure 5-34: Overview of the dataset and association parameters 
Figure 5-34 shows the details of the target data and association parameters. 
Products 
NulOO, Si 100 
Orl00,Sil00 
Gel 00, NulOO 
Gel00, Si 100 
Orl00,Nul00 














Figure 5-35: Examples of linked products 
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Figure 5-35 shows the examples of discovered linked products. Due to the sensitive 
nature of business, the specific names of products have been disguised. Figure 5-35 
shows discovered relationships between products, i.e. 14.5% of customers purchase 
NulOO and SilOO together. These discovered links can be applied to cross-selling or 
products recommendations. 


















JalOO, NulOO-> SilOO 
JalOO, SilOO-> NulOO 
JalOO -> SilOO 
OrlOO, NulOO-> SilOO 
A0100 -> SilOO 
Bil00-> OrlOO 
Natl00-> SilOO 
Figure 5-36: Examples of association rules 
For instance, the first line in Figure 5-36 indicates a 60% probability of buying product 
SilOO if that customer is purchasing product JalOO and NulOO. The importance of these 
relationships was discussed in section 2.5. 
The discovered relationships of products can also be graphically represented for the 





Figure 5-37: Association dependency network 
5.6 Revisit the data mining process 
This chapter confirms the usability of a complete data mining process using data from a 
smaller specialty grocery store. The process is exactly the same as that demonstrated in 
chapter 4, which describes the business understanding, data study, data preparation, data 
model construction, and data mining tasks processing with clustering, prediction and 
association techniques. The evaluation of data mining results is also addressed. The 
process, or a part of it, needs to be repeated several times in order to achieve data mining 
goals. As described in the previous chapters the data mining goals are always determined 









Concluding remarks and future works 
6.1 Thesis summary 
This thesis demonstrated an elaborate enterprise-wide data mining process for the retail 
industry. While the entire data mining process needed to be described for the sake of 
completeness, the focus of the thesis was on the modeling and evaluation phases. 
Modeling and evaluation tends to be a commercially guarded secret and it can be a 
barrier in helping decision makers understands the promises and limitations of the 
knowledge discovery process. The process was illustrated to be effective for two 
businesses: a retailer with significantly different business profiles. The process includes 
business understanding, data study, data preparation, modeling and evaluation of 
knowledge discovery. We clearly described what data mining can do and how data 
mining can be done in each stage addressing challenges and solutions. 
Daily transaction data is provided by two businesses: a multinational wholesaler with 
some retail business and a small specialty retailer. The transaction data consists of basic 
data including time, customer, product, supplier, business unit (BU), order, and sales 
information. Customer, product, supplier, order and sales information are considered as 
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five essential elements of data mining for retail businesses. In these five elements, sales 
information is the focus in the entire study which unifies the other elements. 
A successful data mining process is premised upon a fundamental understanding of the 
business being examined. All data mining activities have to follow the unique business 
challenges identified in order to develop solutions specifically designed to address these 
challenges. The data study is conducted simultaneously, which provides a clear view of 
available data and determines the data mining possibilities. Up to this point, cooperation 
with the company is very important. The business issues and interests of the company 
will be clarified and goals of data mining will be determined by the company and data 
mining experts. 
Based on the companies' business needs and available data, proper data preparation has 
been pursued which covers data extraction, data reduction, data cleaning and data 
transformation. Data cleaning might need to be repeated several times depending on the 
needs of the study. We spent most of time on data cleaning in this step in order to 
enhance the quality of target data and remove noise i.e. smoothing negative values. The 
summary will be addressed in section 6.2. 
Data mining tasks are standardized into two steps: data model construction and data 
mining techniques selection. Data models are constructed following the nature of the 
business, the goals of the data mining activities and the character of data mining 
techniques. Several data models need to be created and compared, and the most suitable 
model will be chosen from results comparison. All results are evaluated based on error 
rates and summarized by histogram. For the multinational retailer, we constructed three 
models: Model 1: 2006 annual revenue prediction using nine months sales data, Model 
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2:2006 annual revenue prediction using three quarters sales data, Model 3: 2007 half 
annual revenue prediction using seven quarters sales data. The difference between three 
models is the time period that is used for collecting and summarizing data. Based on 
results comparison, model 2 was selected. Furthermore, the most suitable data mining 
technique is selected by comparing data mining results based on the selected model. 
Clustering, prediction and association are data mining techniques used in our activities. 
Clustering technique should be the first technique used in data mining, since the 
clustering results can be used for other activities. K-means and Kohonen SOM are 
common techniques which can also be combined with statistical methods. Clustering and 
profiling of business units, customers and products determined important business units, 
loyal customers and mainstream products. For the multinational retailer, business units 
were separated into 8 clusters based on the monthly revenues; 2.5% of customers which 
contribute over 50% of the revenues are discovered; 0.16% of products which contribute 
24% of the profits are specified. Clustering based on the contribution percentage instead 
of using absolute values was introduced to remove affects from business scales of 
different regions. These results can be used to optimize the companies' resources. The 
details appear in section 6.3. 
Prediction is another powerful technique applied to data mining activities. Simple linear 
regression, multiple linear regression, support vector regression, Auto-regression and 
neural network are some general prediction techniques. A new factor called GR was 
introduced here to remove affects from yearly changes of businesses. Reasonable results 
have been achieved in sales prediction and inventory predictions (refer to section 4.4 and 
section 5.4). Results by my methods are better than that of the currently used method. 
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However, prediction results can only be a reference measure since accuracy of the results 
is not stable enough to be an independent indicator in real world business. Results can be 
more accurate if there is more data available for analysis. Massive data quantities can 
reduce the effect of noisy data for extracting and observing the true customer behavior 
and product patterns of retailers' business. 
The association technique effectively discovers relationships between products. A priori 
algorithm is the most well-known association algorithm. The results can be easily applied 
to cross-selling in order to increase benefits to retailers (refer to section 4.5 and section 
5.5). However, since the association technique is computationally expensive, the target of 
the association technique should be focused on specified datasets, i.e. for specialty 
retailer, I focus on customers who visit stores regularly and frequently purchased 
products. 
6.2 Summary of data mining process 
6.2.1 Data acquisition and cleaning 
Data preparation is a key data mining step, which directly affects the quality of the results. 
The main task of this phase is data cleaning. Data cleaning must respect the natural 
business cycle and remove misleading noises and outliers. As described in chapter 4, 
there are no strict guidelines for data mining. However, some typical treatments include 
omitting outliers, assigning default values, filling with average data, or filling with the 
most probable values. In the retail industry, refunds and miss-inputs are two major 
patterns of noisy data. Refunds can be identified and smoothed (refer to section 4.2.3). 
Miss-inputs data can also be revealed using clustering techniques (refer to section 4.2.3). 
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Refunds are negative values of revenues that do not represent any positive retail activities. 
Therefore, based on the companies refund policies, a refundable time period can be 
discovered first. The difference between negative and positive values within a range 
during the refundable time period can replace the positive value, while the negative value 
is set to 0. Moreover, the miss-inputs data is usually different from other data points; 
therefore the clustering technique can isolate noisy data and replace it with reasonable 
values such as 0. 
6.2.2 Summary of the business based on data analysis 
Each retailer has unique business challenges. A better understanding of each business' 
needs will not only help companies re-recognize their own business, but also help data 
mining experts establish goals for data mining activities that yield effective solutions. 
The business can be summarized based on the five essential elements of data mining for 
retails. Clustering techniques can profile customer, product, supplier, order and sales 
information, i.e. discovery of top customers, top products and top suppliers, frequency of 
orders and amount of revenues. These five elements construct a five dimensional space. 
The values within this space describe the business. Depending on the companies' unique 
challenges, other attributes, such as business unit information, can be added to this space 
to better describe the business. The maximum, minimum and average values are always 
interesting measurements and describe the business better. 
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6.3 Da ta min ing possibi l i t ies in business 
6.3.1 Clustering in business 
6.3.1.1 Application of the clustering results 
Understanding the customers is an important component in marketing analysis for 
retailers. Proper usages of customers' valuable information can streamline business 
processes and increase profits. Any information that customers provide to retailers can 
help the company understand purchase behavior patterns. Managers who understand 
patterns of customer behaviour can increase sales, reduce costs, and target other strategic 
goals. 
Clustering technique can help the customer studies and determine the corresponding 
business target groups. An example will be a direct mail campaign. The company can 
only mail target customer groups instead of mailing every customer, but still receive 
almost same marketing benefits but save a large amount of the cost. 
The output of the clustering technique yields data useful for profiling customers, products, 
and suppliers. The top customers' information can be used to enhance the relationship 
between the company and customers. The top products list can be used to manage 
resources and inventory efficiently, that is to focus efforts on smaller numbers of 
products that produce more income. This information can also be used for further product 
development. 
In addition, clustering techniques provide fundamental information about the entire data 
mining study, i.e. clustering results can be applied to discover necessary number of data 
models for different type of target groups. Clustering techniques can also be used as part 
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of the data cleaning process. Without clustering, further data mining results will be 
adversely affected. 
6.3.1.2 Clustering business opportunities 
Clustering can be applied to make discoveries and create opportunities in many business 
areas, such as marketing, inventory management and fraud detection. Some details will 
be discussed here. 
Determination of target customers, products and suppliers 
Customers, products and suppliers can be divided using different aspects of data, i.e. 
divide customers by visiting frequency; divide products by purchased quantities; divide 
suppliers by products numbers. 
Inventory management 
Products can be divided into groups based on monthly revenues or annual sales. The most 
sold products group need to be considered in inventory management. Products with a 
large proportion of the overall value but a small percentage of the overall volume and 
products with a small proportion of the overall value but a large percentage of the overall 
volume can be separately identified. 
Fraud detection 
Clustering techniques can be used to detect outliers, which could be suspicious data. 
Clustering is a well known technique applied in the data cleaning field. 
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6.3.2 Prediction in business 
Many business opportunities can be created by applying prediction techniques. It can be 
applied in many fields i.e. marketing, inventory management, investment and fraud 
detection. The details will be discussed in this section. 
Revenue prediction at the customer level 
These techniques help the company to predict the life time value of customers. Some 
potential profitable customers may be discovered during the process. 
Revenue prediction for suppliers 
Suppliers are an important part of the business process. This prediction can help the 
company plan purchase activities in advance. 
High risk customers and products prediction 
Based on existing high risk customers and products' data, the potential high risk 
customers and products can be predicted. The company can use these results to build up a 
suitable strategy, either eliminating them or providing suitable services. 
Optimum inventory number prediction 
The optimum inventory number prediction can help inventory management and save the 
company's resources. 
Investment prediction 
When a new product is developed and before it is actually put into market, the company 
can predict future sales amounts and profits by using data of similar products. Therefore, 
the company will be able to build up a suitable strategy in advance. 
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Fraud detection 
The company is able to detect frauds by comparing the results of prediction and actual 
sales amounts. 
6.3.3 Association in business 
6.3.1.1 Application of the association results 
Association technique is applied to discover links between products at customer level. 
The company can increase turnover by applying cross-selling using association results. 
Related products recommendation based on association results is a major application. 
The recommendation process brings related products to customer and creates business 
opportunities for the company. Currently, many online stores are using association 
technique to apply cross-selling. Companies can discover profitable product relationships 
by applying the association results to their operations. Ultimately, the company gains the 
ability to recommend proper products to the right customers to improve company's 
service quality. Amazon bookstore is a typical example. When a user buys book A 
through Amazon, it always shows related books so that the customer can easily find out 
other books he/she might be interested in. A discount for buying related books at the 
same time of buying book A is able to encourage consumption. 
The same method can be applied for other online stores such as grocery stores or 
electrical stores. Even search engines such as Google can use association to improve their 
services. If a user typed London museum as search keywords, Google can provide a list 
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of all popular museums the user might be interested in London based on association 
results of web logs. 
Association rules can also be applied in businesses to design direct mail campaigns or re-
organize store layouts. Locating related items together is a common way to apply cross-
selling. The benefits of cross-selling are the most valuable results of this technique. 
6.4 Future work 
We have demonstrated a practical approach to data mining for retail industry. The usages 
of data mining results have been addressed in the previous chapters. However an accurate, 
stable and easy access prediction algorithm is still an open issue. 
For multinational retailers, a powerful and accessible data mining tool which can assist 
the unique business challenges is a vital need. The tool needs to be able to interpret the 
existing databases, and automatically process new datasets which contain updated data, 
then process intelligent database queries. The coverage of basic data mining techniques -
clustering, prediction and association - is essential. Moreover, the accessibility of the data 
mining tool is the critical factor. Accessibility not only refers to the accessibility of data 
mining techniques for non data mining experts, but also refers to the visualization of data 
mining results. The use of this tool should not require significant efforts from domain 
experts in order to provide user customizable reports that allow the results to be easily 
applied to the business. 
For the small specialty retailer, automated inventory management based on consumption 
cycle can be a powerful tool in future business opportunity development. The retailer can 
predict next visits of customers with a high confidence by tracking consumption dates in 
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the real time. The prediction results can be used for consolidating customers' loyalty and 
applying cross-selling. The retailer can build up a consumption history for the 
convenience of customers, which covers purchased products history and expiration 
information. At the same time, the retailer also receives benefits by managing the 
customers' information and consolidating relationships with customers. Product 
recommendation can also be applied based on this information. A simulation with 
predicted demand and available inventory data may be helpful in identifying the impact 
of the predictions on profits. 
Moreover, convincing the businesses the importance of data mining is still a challenge. 
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