Evaluating the density of ratios of noncentral quadratic forms in normal variables 
Introduction
Ratios of quadratic forms in Gaussian random vectors arise in a vast number of contexts; most prominently, they appear in testing problems in linear models, but also in the estimation of autoregressive models with exogenous variables. Consequently, there exists a sizeable literature on the calculation of their moments (see, e.g., Paolella, 2003) and, starting with the seminal paper of Imhof (1961) , their cumulative distribution functions (c.d.f.). While some results have been obtained for the density of a quadratic form (Lu, 2006) , it appears that to date, no efficient algorithm for the computation of the exact density of a ratio of two such forms has been devised; previous work is either limited to special cases (Kamanu, 2006) , or approximate in nature, e.g., the saddlepoint approximations of Lieberman (1994) , Marsh (1998) and Butler and Paolella (2008) , or the inverted-beta procedure of De Juan and Arroyo (2008) . The quality of these approximations notwithstanding, it is useful to have available an exact expression, not least for establishing the accuracy of an approximation.
In this note, a computable expression is given for the general case of a ratio of noncentral quadratic forms in Gaussian random vectors, along with a computationally simpler expression for the practically relevant special case of two central quadratic forms. The plan is as follows. After discussing a few preliminaries, two different proofs for our main result are derived in Sections 3 and 4, respectively. Section 5 discusses the aforementioned special case. We conclude with a brief performance comparison.
Notation and Setup
For symmetric matrices A * and B * , consider the ratio of quadratic forms
where Z ∼ Nn (µ * , Σ), Σ > 0, and B * is positive semidefinite with at least one eigenvalue strictly greater than zero. This last requirement ensures that the denominator of R is almost surely positive. Note that without any loss of generality, we may assume that
Next, construct the spectral decomposition
where Λ = diag(λ 1 , . . . , λ n ), P = (p 1 , . . . , p n ), the λ i are the eigenvalues of A − rB, some of which, depending on A and B, might be zero, and p i = (p 1i , . . . , p ni ) ′ is the (column) eigenvector of A − rB corresponding to λ i .
Algorithms for computing the c.d.f. of R typically rely on the following equality: define
where
e., as the c.d.f. of a constructed random variable S at zero. The distribution of S is that of a weighted sum of noncentral χ 2 random variables, each with one degree of freedom and noncentrality parameter θ i = ν 2 i , i = 1, . . . , n. Efficient algorithms exist for evaluating the c.d.f. of S, and, thus, that of R. For evaluating the density, however, relationship (2) is of no use, so that different techniques must be employed.
The General Case
This section covers the most general setting, in which possibly µ = 0, and the λ i are permitted to be multiple eigenvalues. The algorithm we present here is based on the following result from Geary (1944) . Let N and D be continuous random variables with joint characteristic function ϕ N,D and such that Pr(D > 0) = 1 and E[D] < ∞. Geary (1944) showed that the density of R = N/D can be written as
where i 2 = −1. We set N = X ′ AX and D = X ′ BX. Because the joint moment generating function M(s, t), say, of N and D exists, we have that ϕ(s, t) = M(is, it), and we can rewrite (3) as
where M * (s) := [∂M(s, t)/∂t] t=−rs is given in Butler and Paolella (2008) as Proposition 1 Let R = X ′ AX X ′ BX, where X ∼ N (µ, I) and B ≥ 0 with at least one strictly positive eigenvalue. Then the density of R is
Proof. Let
As shown in Imhof (1961) ,
and arg ψ(is) = β(2s),
where γ(u) and β(u) are as in (5). Denoting the elements of H as (h jk ),
Similarly,
which, upon changing variables to u = 2s, yields (5).
For use with canned routines for numerical integration, we have found it convenient to map the integral onto a finite interval via the substitution u = (1 − t)/t, replacing the integrand at t = 0 with its limit, which is zero. The only remaining potential caveat is that integrands of the type appearing in (5) can be highly oscillatory for certain problems, thus rendering numerical integration difficult. In our experiments however, this behavior only occurred for very small values of n in very extreme parameter constellations, which are unlikely to be encountered in real-world applications such as those considered in Section 6.
Distinct Eigenvalues
This section gives an alternative derivation for the density when all the nonzero eigenvalues are simple, i.e., each λ i has multiplicity one. Our starting point is the result in (2): provided an expression for the c.d.f. is available, straightforward differentiation will yield an expression for the density. We base our algorithm on the expression for the c.d.f. given in Imhof (1961) . Kamanu (2006) applied a similar idea, but considered only the central case (µ = 0), for which an even more efficient algorithm can be constructed, as will be demonstrated in Section 5 below.
Applied to the case at hand, Imhof's result is
where β(u) and γ(u) are as in (5) above.
An expression for the density is obtained by differentiating (6) with respect to r, for which we will require derivatives of λ i . Using a result from Magnus (1985) , if λ i is a simple eigenvalue of A − rB, theṅ
where Q i = (λ i I n − Λ), h i is the ith column of H = P ′ BP, and a superscript + on a matrix denotes its Moore-Penrose inverse. Writing, as before,
2 , the derivative of θ i iṡ
and so
and the last equality follows from the partial fraction decomposition
. Substituting β r (u) and γ r (u) in (8) gives (5).
Central Case, Distinct Eigenvalues
In this section we discuss the special case where µ = 0 and all the λ i have multiplicity one. The reason for treating this case separately, apart from its practical relevance, is that a more efficient algorithm for computing the c.d.f. (and thus, by differentiation, the density) of R is available in this setting. The result is usually attributed to Pan (1964) , though a similar expression appears in Grad and Solomon (1955) ; see also Farebrother (1984) . A proof can be found in Durbin and Watson (1971) . We give the expression in a slightly different form, which is more suited for our purposes.
Let the eigenvalues λ i be sorted in descending fashion, and denote by v the number of nonnegative eigenvalues. Then
Each integral in (9) can be approximated by Gauss-Chebyshev quadrature as
where y
. A value of N = 12 is usually sufficient; see the discussion in Section 6. If v > n/2, it is computationally more efficient to evaluate 1 − F −R (−r).
Straightforward calculation then shows that the density of R can be computed by insertinġ g j y (N ) k after the summation sign in (10), wherė
Performance Comparison and Conclusions
The algorithms described above have been implemented in the Matlab programming language by the authors (the programs are available upon request), using the built-in routine quadl for the evaluation of the integral in (5), mapped onto the interval (0, 1] via the substitution u = (1 − t)/t. In order to facilitate a comparison of the accuracy and speed of the different algorithms, a setting must be chosen in which both procedures are applicable, viz., that of Section 5. The null and alternative distributions of most tests in linear models fall into this category, and the corresponding tail probabilities are commonly computed by means of Imhof's procedure; a recent example is Bivand et al. (2008) . We consider two examples: i) the density corresponding to the upper bound distribution of the Durbin-Watson statistic, as used in Farebrother (1980) for comparing Imhof's and Pan's procedures for the distribution function, and ii) the density of the least squares estimator in an AR(1) model with regressors, as required for the mode-adjusted estimator of Broda et al. (2007) .
Lower Bound of the Durbin-Watson Statistic
Farebrother considered the lower bound distribution of the Durbin-Watson statistic in a linear regression with 5 regressors, corresponding to B = I T −5 and A = diag(a 1 , . . . , a T −5 ), where
and T is the sample size. While this is certainly not the most natural application for evaluating the density, our interest here is primarily in the performance of the algorithms per se, and replicating the setup of Farebrother (1980) allows us to compare our results to those for the distribution function obtained therein. Our findings are largely similar. Table 1 contains results on the accuracy and speed (in seconds, using Matlab on a 2.8 GHz Intel Pentium 4) of algorithms (5) ('Geary') and (10) ('Pan'). For the former, the tolerance in Matlab's integration routine was set to 10 −η , for η ∈ {3, 5, 7}. For the latter, the number of terms in the sum was set to N ∈ {3, 6, 12, 24}. The 'exact' values have been obtained from (5) with η = 12, and the measure of accuracy reported is minus the base-ten logarithm of the absolute relative error, which corresponds roughly to the number of correct significant digits. We evaluate the density at the lower 5% quantile of the distribution, for different sample sizes ranging between 10 and 200. The results can be summarized as follows. Like for the c.d.f., the 'Pan' algorithm with N = 12 terms in the sum achieves at least 10-digit accuracy for values of T ≤ 70, and deteriorates for large values of T . The 'Geary' algorithm with η = 7 achieves 10-digit accuracy for all cases considered, but, expectedly, is considerably slower.
Least Squares Estimator for an AR(1)
As our second example, we consider the least squares estimator for an AR(1) model with exogenous regressors. The matrices A and B entering in (1) are defined in Broda et al. (2007) ; they depend on the sample size T , the regressor matrix X, and the autoregressive parameter, α. For this study we choose a regressor matrix consisting of a column of ones and a column of increasing natural numbers from 1 to T , corresponding to an intercept and a linear time trend. The autoregressive parameter is fixed at unity, and as before, we evaluate the density at the lower 5% quantile, which corresponds to the critical value of a unit root test based on the least squares estimator.
The numerical results are reported in Table 2 . The performance of the 'Geary' algorithm is very similar to the previous example, as is that of 'Pan' for sample sizes smaller than 70. For larger samples, the 'Pan' algorithm achieves higher accuracy than in the previous example.
Pan
Geary Table 1 Accuracy, measured as minus the base-ten logarithm of the absolute relative error (and speed, in seconds) of algorithms (5) ('Geary') and (10) ('Pan') for the density corresponding to the upper bound distribution of the Durbin-Watson statistic at x, for different sample sizes ranging between 10 and 200. A value of '∞' signifies that the relevant values agree to machine precision.
Geary T x n = 3 n = 6 n = 12 n = 24 η = 3 η = 5 η = 7 
Conclusions
In view of the above results, the following general recommendation can be made: when it is applicable (i.e., if µ = 0 and the eigenvalues λ i are distinct), the 'Pan' algorithm with N = 12 is preferred whenever T ≤ 70; for all other cases, the 'Geary' algorithm with η = 7 should be used. Strictly speaking, of course, these results pertain only to the problems considered here, but we expect them to hold somewhat more generally.
