In this brief note we consider rank aggregation, a popular method in voting theory, social choice, business decisions etc. Mathematically the problem is to find a permutation -viewed as a vector -that minimizes the sum of the 1-distances to a given family of permutations. The problem may be solved as an assignment problem and we establish several properties of optimal solutions in this problem.
Introduction
There is a significant interest in the area of rank aggregation. The problem is to aggregate several given rankings (preferences) into a single ranking in a best possible way. This problem is central in social choice and voting theory, it is of interest in sports ranking, business decisions and, recently, in web based rankings. A recent presentation of rank aggregation procedures may be found in [16] where a comparison of different methods is given and computational aspects are discussed. A related study of aggregation methods is [8] . In [6] one considers rank aggregation for partial rankings (where only subsets of alternatives are ranked, under different criteria) using the so-called Spearman footrule distance (see below). We refer to [2] , [12] , [15] for presentations of voting theory, ranking and its history. In particular, the recent paper [15] contains an interesting presentation of the challenges (and paradoxes) in voting theory, and invites mathematicians to look at problems in this area. For permutations, permutation matrices and related matrix classes, we recommend the book [4] .
The purpose of the present note is to study rank aggregation based on the 1 -distance (which corresponds to Spearman footrule) and properties of this approach. Our approach is combinatorial, although the basic problem is formulated as an optimization problem of geometrical nature. As kindly pointed out by a referee some of our results are similar to results in [5] (using a different terminology) where one considered rank aggregation using 1 -distances and allowed, more generally, partial rankings. Several properties of the aggregation method were shown in [5] . However, in contrast to [5] , we discuss an efficient computational method for finding an optimal rank aggregation, and etablish some other properties of such optimal solutions. In [7] rank aggregation (based on 1 -distance) is discussed and used as the basis for a rank distance categorization method.
In [3] techniques from combinatorial optimization (integer programming, the knapsack problem) are used study certain minimal fractions of votes that could have elected the US President in the Electoral College (in the period . The geometry of voting theory, where voting rules are investigated using geometrical notions (like simplices and partitions of these), has been subject to intensive research in recent years, see the work by Saari, e.g., [12] , [13] , [14] and [15] , and by Zwicker [17] . In [17] the notion of a mean proximity rule is central: loosely speaking, voters choose score vectors, their mean (vector)x is calculated and the problem is to find a nearest "aggregated score vector" tox. We prove a related result for the rank aggregation procedure treated here (using Spearman footrule distance), but here the main role is played by the medians of certain numbers (scores), not the mean.
The main goal in this paper is to investigate properties of 1 -minimal permutations. Section 2 contains basic notions and definitions and some examples. In Section 3 we discuss how to compute an 1 -minimal permutation, while Section 4 focuses on different properties of rank aggregation based on 1 -minimal permutations.
Basic definitions
We now define the concepts and main problems considered in this paper. Let S n denote the set of all n-permutations on the set {1, 2, . . . , n}, i.e., S n consists of all bijections (one-to-one functions) on {1, 2, . . . , n}. We shall mainly represent a permutation π ∈ S n as a vector π = (π 1 , π 2 , . . . , π n ) where π i = π(i) (i ≤ n). For instance, π = (4, 3, 1, 2) represents the permutation π with π(1) = 3, π(2) = 4,
An n-permutation π may be used to get a total order (also called a linear order) < π on a set A = {a 1 , a 2 , . . . , a n } of cardinality n. Assume that the elements a i (i ≤ n) correspond to n alternatives in a decision-making context, or candidates for a position, or players in a tennis club etc. The total order arises from π by defining a i < π a j whenever π i < π j . This is a total ordering: antisymmetric, transitive, and total. If π = (4, 3, 1, 2) as above, we get the total order a 3 < π a 4 < π a 2 < π a 1 .
So, a i is the π i 'th element in the order < π (ordered from the smallest to the largest), and we shall use the terminology that alternative a i is ranked (as num-ber) π i .
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Let · 1 denote the 1 -norm of vectors in IR n , i.e., the sum of the absolute values of the components, and define the corresponding distance function
is obtained by finding the distance between the ranking of each alternative a j according to < π and < σ , and summing these distances over all alternatives a 1 , a 2 , . . . , a n . The distance d coincides with the Spearman footrule distance [9] . We shall refer to d as the 1 -distance. It represents a measure of the difference between two total orders of an n-set A. For instance, if π = (4, 3, 1, 2) and σ = (2, 3, 1, 4), then d(π, σ) = |4 − 2| + |3 − 3| + |1 − 1| + |2 − 4| = 4. The 1 -distance is a metric on the set S n of permutations (i.e., it satisfies for π, σ, µ ∈ S n : (i) d ≥ 0, and d(π, σ) = 0 if and
S n be a family of permutations π i (i ≤ m). We extend the 1 -distance to measure the distance between a permutation σ and the family P and define
Note that the order of the permutations π i in P does not affect the value of this function d. A permutation σ * satisfying d(σ * , P) = min{d(σ, P) : σ ∈ S n } is called 1 -minimal for P. Let M(P) denote the set of all 1 -minimal permutations for P. M(P) is clearly nonempty (as we optimize over a finite set).
Computing an 1 -minimal permutation
The computation of an 1 -minimal permutation may be reduced to the assignment problem, a classical combinatorial problem for which efficient algorithms exist. This connection to the assignment problem (or equivalently: bipartite matching) is also mentioned in [6] , [8] , [11] and [16] . In [11] an algorithm is presented for finding all minimal permutations.
A permutation matrix is a (0, 1)-matrix with exactly one 1 in every row and column. There is a natural bijection between permutations in S n and permutation matrices of order n: if σ ∈ S n we define an associated permutation matrix P = [p ij ] by letting p ij be equal to 1 if σ i = j and 0 otherwise. The assignment problem (see e.g. [1] ) associated with an n × n-matrix D is to find a permutation matrix P of order n which minimizes the sum of the entries in D that lie in the positions of the ones in P ; we call this the D-assignment problem. There are efficient algorithms, e.g. the Hungarian algorithm, for solving this problem (again, see [1] or [10] ).
Consider a given permutation family P = (π 1 , π 2 , . . . , π m ) where each π i ∈ S n . Define an associated n × n distance matrix C P = [c jk ] with nonnegative integral entries as follows: c jk = m i=1 |π i j − k| for j, k ≤ n. We note that the matrix C P , in general, has an interesting property: each of its columns is convex.
This follows easily from the definition of C.
. . , π m ) and C P be as above. Then a permutation matrix P is optimal in the C P -assignment problem if and only if the associated permutation σ is 1 -minimal.
Proof. Consider a permutation σ ∈ S n and its associated permutation matrix P . Let I(σ j = k) be the indicator function which is 1 if σ j = k and 0 otherwise. We calculate
It follows that σ is 1 -minimal if and only if P is optimal in the C P -assignment problem, as desired. Example 1. Let n = 4, m = 10, and let P = (π 1 , π 2 , . . . , π 10 ) be given by the matrix R below whose i'th row is π i . Moreover, the associated distance matrix C P is shown. 
By solving the C P -assignment problem (using the Hungarian algorithm, or, in this case, by hand) we get an 1 -minimal permutation σ * = (1, 3, 2, 4). Actually, there are two 1 -minimal permutations, and the other is σ = (2, 3, 1, 4) . They each have distance 40 to P.
Properties of 1 -minimal permutations
We now establish some results on properties of 1 -minimal permutations. In [2] several axioms, reflecting desired properties, for grading procedures were discussed. A goal here is to show that certain properties, among the mentioned axioms, do indeed hold for a suitable 1 -minimal permutation.
Clearly, M(P) is unaffected by the order of the given permutations π i (i ≤ m). Moreover, if the underlying alternatives a 1 , a 2 , . . . , a n are permuted, the effect on M(P) is a similar permutation on the components. These properties correspond to the first two axioms in [2] (the method is "neutral" and "anonymous"). We now show that if an alternative is ranked equally in each permutation π i (i ≤ m), then there is an 1 -minimal permutation which also gives the same rank to this alternative. This is denoted the unanimous property in [2] .
Proof. Assume that π i j = k for all i ≤ m, and let σ ∈ S n . Assume that σ j = v = k. Then there is an l such that σ l = k. Define ∆ = |k − v|, so ∆ ≥ 1. Let τ be the permutation obtained from σ by interchanging components j and l, so τ j = k and τ l = v. Then
and by the triangle inequality
This gives d(τ, P) − d(σ, P) ≤ m∆ − m∆ = 0, so d(τ, P) ≤ d(σ, P). Since σ is 1 -minimal, this inequality must hold with equality and therefore σ * := τ is also 1 -minimal, and the proof is complete.
A direct extension of Theorem 2 is the following result: if all vectors π 1 , π 2 , . . . , π m agree in components belonging to a set S ⊆ {1, 2, . . . , n}, then there is an 1 -minimal permutation σ * with corresponding values in these components.
The next theorem says that if two alternatives are similarly ordered in all the given permutations, then they are similarly ordered in an 1 -minimal permutation. This property is often called the Pareto condition in the literature. To prove this result, we need a simple lemma on distances. We remark that in [5] a closely related lemma was established (considering the function h(x) = |x − b 1 | − |x − a 1 | for given a 1 > b 1 ) and used to prove Pareto optimality for the similar rank-aggregation method considered in that paper.
Lemma 3 Let a 1 , b 1 , a 2 , b 2 be real numbers such that a 1 < b 1 and a 2 < b 2 .
Proof. If b 2 ≤ a 1 or a 2 ≥ b 1 , the two sides of the (desired) inequality are equal. Otherwise, when either a 2 or b 2 (or both) lie between a 1 and b 1 , the inequality is strict.
Theorem 4 Let
Proof. Under the assumptions given in the theorem, let σ be a permutation with σ j1 > σ j2 . Moreover, let σ * be obtained from σ by interchanging components j 1 and j 2 , so σ * j1 = σ j2 and σ *
where the last inequality is due to Lemma 3. Therefore, if σ was chosen to be 1 -minimal, then also σ * is 1 -minimal.
As noted before, in general, there may be several 1 -minimal permutations. An extreme such situation is treated in the next theorem.
Theorem 5 For each n there exists a permutation family P = (π 1 , π 2 , . . . , π n ) (so m = n) such that every permutation σ ∈ S n is 1 -minimal.
Proof. Let C be the n × n circulant matrix whose first row is (1, 2, . . . , n) and each row i ≥ 2 is obtained from the previous row by shifting one position to the right, using modulo n calculation of indices (with residues being 1, 2, . . . , n). Note that each column of C is a permutation of (1, 2, . . . , n) (and C is a Latin square). Define P = (π 1 , π 2 , . . . , π n ) by letting π i be the ith row of C (i ≤ n). Let σ ∈ S n . Then
which is independent of σ, and the theorem follows.
We now investigate the connection between 1 -minimal permutations and medians. Given numbers
, where · and · denotes integer round-down and round-up, respectively. So, if t is odd, then µ is the middle number in the ordered sequence, and if t is even, µ is the average of the two numbers "in the middle". The interval [b ( t/2 ) , b ( t/2 ) ] will be called the median range. The following simple fact about medians and optimization will be useful below.
. . , b t are given numbers. Then the set of minimizers of f is precisely the median range. In particular, the median µ is a minimizer.
Proof. We may assume
which is a piecewise linear, convex function with unique minimum at the median µ if t is odd. If t is even, f has derivative equal to zero in all points in the interior of the median range, which implies the result.
Remark. The function f of Lemma 6 was also studied in [7] in connection with their rank distance categorization (RDC) method. This method is based on the rankings given by the set of all 1 -minimal permutations. In [7] (Proposition 2.2) it is shown that if at least t/2 of the b i 's in Lemma 6 coincide, then this common value β minimizes f . Since β then must lie in median range, this fact follows from Lemma 6. This fact is used in [7] to show results for the situation where a certain ranking appears a majority of times.
The next theorem provides a lower bound on the minimum 1 -distance between a permutation and a given permutation family P. This bound is expressed in terms of the medians of each of the alternatives and is therefore easy to compute.
S n . Let µ j be the median of the numbers π 
Proof. We consider the minimal distance between a permutation σ and P:
Thus, the theorem says that the optimal distance min σ∈Sn d(σ, P) is bounded below by the distance between the median vector and the given permutation family P.
It is natural to investigate when the lower bound given in Theorem 7 is attained. This corresponds to the question of constructing an 1 -minimal permutation based on the medians of the ranking numbers π ≤ n) . Now, reorder these intervals M j according to the lexicographic order of the pairs (l j , r j ). Thus, l 1 ≤ l 2 ≤ · · · ≤ l n and if l j = l j+1 , then r j ≤ r j+1 . Let T = [t ij ] be the n × n-matrix where t ij = 1 if i ∈ M j . Thus, T may be seen as the incidence matrix of the median ranges (using the mentioned ordering).
Corollary 8
The following statements are equivalent: (i) There exists an 1 -minimal permutation σ with d(σ, P) = d(µ, P).
There exists a permutation σ = (σ 1 , σ 2 , . . . , σ n ) such that σ j ∈ M j . (iii) The matrix T satisfies t 11 = t 22 = · · · = t nn = 1. (ii) are equivalent. Next, (ii) holds if and only if there is a permutation matrix P satisfying P ≤ T (componentwise). Therefore, it is obvious that (iii) implies (ii), as I ≤ T where I is the identity matrix (which is a permutation matrix). It remains to prove that if there is a permutation matrix P satisfying P ≤ T , then also I ≤ T holds. To this end, consider such a matrix P . Assume there are row numbers i 1 < i 2 and column numbers j 1 < j 2 such that p i1j2 = p i2j1 = 1 (which means that the permutation corresponding to P contains an inversion). Let P be obtained from P by interchanging row i 1 and row i 2 of P (and thereby removing the inversion). Due to the chosen ordering of the median ranges M j = [l j , r j ], both positions (i 1 , j 1 ) and (i 2 , j 2 ) correspond to ones in T , i.e., i 1 ∈ M j1 and i 2 ∈ M j2 . Then we may repeat this procedure of "canceling a transposition" until there are none such left. Then the constructed matrix is the identity matrix I and I ≤ T , so (iii) holds and the proof is complete.
As an illustration, in Example 1 (see Section 3) we obtain µ = (2, 3, 2, 3) (and each median range contains a single number) so it is clear that the lower bound of Theorem 7 is not attained. Actually, we see that d(µ, P) = 34 while min σ d(σ, P) = 40.
Finally, we mention that an interesting possible topic for further research is to study optimization problems where the feasible set is the set M(P) of 1 -minimal solutions for a given permutation family P. The motivation here is to find an 1 -minimal permutation which optimizes some other criterion of interest. Some related questions were also suggested in [5] concerning the computation of the set of all 1 -minimal solutions.
