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Abstract
We prove new results on the oscillation and nonoscillation of the Hill’s equation with periodic
damping:
y′′ + p(t)y′ + q(t)y = 0, t  0,
where p(t) and q(t) are continuous and periodic. The results show that the equation y′′ + (sin t)y′ +
(cos t)y = 0 is nonoscillatory whilst the equation y′′ + (cos t)y′ + (sin t)y = 0 is oscillatory.
 2003 Elsevier Inc. All rights reserved.
1. We study the second-order linear equation with a damping term,
y ′′ + p(t)y ′ + q(t)y = 0, t ∈ [0,∞), (1)
where p(t), q(t) are continuous functions and of period T . When p(t)≡ 0, it is well known
that if q(t) is of mean value zero, i.e.,
∫ T
0 q(t) dt = 0, and q(t) 	≡ 0, then Eq. (1) is oscil-
latory, i.e., every solution y(t) has arbitrarily large zeros, i.e., for every t0 ∈ [0,∞), there
exists t1 > t0 such that y(t1) = 0. Likewise, Eq. (1) is said to be nonoscillatory if it has
no oscillatory solutions, or alternatively every solution of (1) has only finitely many zeros
(see, e.g., [2, p. 25]). We ask whether the same is true for Eq. (1) when p(t) 	≡ 0 and p(t)
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simple equation
y ′′ + (sin t)y ′ + (cos t)y = 0, (2)
which has a nonoscillatory solution y(t)= exp(cos t). On the other hand, if we switch the
roles of sin t and cos t in Eq. (2), the resulting equation
y ′′ + (cos t)y ′ + (sin t)y = 0 (3)
is “surprisingly” oscillatory (see [11, pp. 255–256] and also [12, p. 472]).
Likewise, if we change the sign of the damping term in Eq. (3), the resulting equation
y ′′ − (cos t)y ′ + (sin t)y = 0 (4)
becomes nonoscillatory, having y(t) = exp(sin t) as a nonoscillatory solution. It is there-
fore of interest to find general criteria for the oscillation of (1) in terms of its periodic
coefficients p(t) and q(t) so that the classification of Eqs. (2)–(4) with respect of oscilla-
tion can be readily determined. The purpose of this paper is to provide an answer to this
problem. More specifically, we prove the following
Theorem 1. Let Q(t) be an indefinite integral of q(t), namely, Q′(t)= q(t), where q(t) is
periodic of mean value zero, i.e., ∫ T0 q(t) dt = 0, then(
p(t)−Q(t))Q(t) 0, 0 t  T , (5)
implies that Eq. (1) is nonoscillatory.
Theorem 2. In addition to the assumptions in Theorem 1, if q(t) 	≡ 0, p(t),Q(t) are also
periodic with mean value zero and satisfy(




t ∈ [0, T ]: (p(t)−Q(t))Q(t) < 0}> 0, (7)
then Eq. (1) is oscillatory.
We now consider a special case of Eq. (1) in the form
y ′′ + ap(t)y ′ + q(t)y = 0, (8)
where p′(t)= q(t), p(0)= 0, and a is a constant. As an application of Theorems 1 and 2,
we have
Corollary 1. Equation (8) is nonoscillatory for all a  1 and oscillatory for all a < 1.
It is now easy to see that Eq. (2) is nonoscillatory by setting a = 1 in (8) and applying
Corollary 1. Likewise, the same conclusion can be obtained for Eq. (4). Applying Theo-
rem 2, we can also show that Eq. (3) is oscillatory.
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which are well known, and we quote them below for easy reference.
Lemma 1 [9]. Equation (1) is nonoscillatory on [0,∞) if and only if there exist t0 ∈ [0,∞)
and a continuous differentiable function r(t) such that
r ′(t) r2(t)− p(t)r(t)+ q(t) (9)
for all t  t0.
Lemma 1 can be found in [3, p. 362, Theorem 7.2].

















q(t) dt =∞. (10)
Wintner’s original result was proved for the case when p(t) ≡ 0, but through a proper
Liouville transformation it is easy to verify that condition (10) is an oscillation criterion
for Eq. (1).
Proof of Theorem 1. We note that if q(t) is periodic with mean value zero then Q(t) is
also periodic with period T . Observe that condition (5) implies the following inequality:
Q′(t)Q2(t)− p(t)Q(t)+ q(t), (11)
which becomes (9) if we set Q(t)= r(t) in (11). Hence by Lemma 1, Eq. (1) is nonoscil-
latory. ✷
Proof of Theorem 2. Assume on the contrary that Eq. (1) is nonoscillatory, then without
loss of generality there exists a positive solution y(t) on the semi-infinite interval [t0,∞),
where t0  0 depends on the solution y(t). Let r(t) = −y ′(t)/y(t) on t  t0. Then r(t)
satisfies the Riccati equation
r ′(t)= r2(t)− p(t)r(t)+ q(t). (12)
Define R(t) = r(t)−Q(t). It is easy to verify from (12) that R(t) satisfies on account of
(6) the following Riccati inequality:
R′(t)=R2(t)+ (2Q(t)− p(t))R(t)+Q2(t)− p(t)Q(t)
R2(t)+ (2Q(t)− p(t))R(t). (13)
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ciency part of Lemma 1 to deduce that the second-order equation
z′′(t)+ (p(t)− 2Q(t))z′(t)+ (Q2(t)− p(t)Q(t))z(t)= 0 (14)
is nonoscillatory. Since p(t),Q(t) are periodic in T with mean value zero, the function






Q2(t)− p(t)Q(t)) dt =m0 > 0,
which implies that condition (10) is satisfied. Now apply Lemma 2 to Eq. (14) and conclude
that it is oscillatory. This contradiction proves the theorem. ✷
3. We note that conditions (5) and (6) are not entirely complementary as there may be
situation when (p(t)−Q(t))Q(t) is not of constant sign on [0, T ]. In particular, applying
either Theorem 1 or 2 to
y ′′ + (sin t)y ′ + (sin t)y = 0, (15)
gives no information on oscillation or nonoscillation. A change of independent variable
t→ t + π/2 in (15) gives
y ′′ + (cos t)y ′ + (cos t)y = 0. (16)
Now apply a Liouville transformation s = ∫ t e− sinσ dσ →∞ as t →∞ and z(s)= y(t)
to Eq. (16) and we find that z(s) satisfies
d2z
ds2
+ (e2 sin t cos t)z= 0. (17)
Observe that the function
Q(s)=
s∫
(e2 sin t cos t) ds =
t∫
esinσ cosσ dσ = esin t (18)
satisfies the well-known Olech–Opial–Wazewski’s oscillation theorem [7], so Eq. (17)
hence (15) and (16) are oscillatory. Indeed, the function Q(s) as defined in (18) also satis-
fies another oscillation result of Kwong and Zettl [4, Theorem 3].
Finally we pose three open problems concerning possible extensions of Theorems 1
and 2.
(i) Consider the damped nonlinear Emden–Fowler equation
y ′′ + p(t)y ′(t)+ q(t)∣∣y(t)∣∣α sgny = 0, α > 0. (19)
Butler [1] proved that in the undamped case, i.e., when p(t)≡ 0, if q(t) 	≡ 0 and is periodic
with mean value zero, then Eq. (19) is oscillatory. It will be of interest to find similar results
for the nonlinear Hill’s equation with periodic damping p(t).
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y ′′(t)+ q(t)y = 0 is oscillatory if q(t) 	≡ 0 and is periodic with mean value zero, see [5].
In fact, the reference to Coppel [2, p. 25] was for a much stronger result due to Marcus
and Moore [6] where the requirement of periodicity of q(t) is relaxed to that of almost
periodicity. One can now ask the same question whether Theorems 1 and 2 remain valid if
only Q(t) is almost periodic.
(iii) Consider the forced linear second-order differential equation
y ′′ + p(t)y ′ + q(t)y = f (t), (20)
where p(t), q(t) are continuous and periodic of mean value zero. Suppose that the unforced
equation, i.e., (20) with f (t) ≡ 0, is oscillatory or nonoscillatory. Find conditions on the
forcing term f (t) which will maintain the oscillatory character of the unforced equation.
In addition, what type of forcing term will change the character of a nonoscillatory
unforced equation to make Eq. (20) oscillatory? Fragmentary results exist throughout lit-
erature, see, e.g., [10]. However, it is of interest to note that the equation
y ′′ + (sin t)y ′ + (sin t)y = sin t
has y(t) ≡ 1 as a solution, so it cannot be oscillatory. On the other hand, the unforced
equation (15) is oscillatory following the discussion at the beginning of this section. What
if the forcing term in (20) is small, say f (t)= e−t?
References
[1] G.J. Butler, Oscillation theorem for a nonlinear analogue of Hill’s equation, Quart. J. Math. Oxford 27
(1976) 159–171.
[2] W.A. Coppel, Disconjugacy, in: Lecture Notes in Math., Vol. 220, Springer, Berlin, 1971.
[3] P. Hartman, Ordinary Differential Equations, 2nd ed., Wiley, New York, 1974.
[4] M.K. Kwong, A. Zettl, Integral inequalities and second order linear oscillation, J. Differential Equations 45
(1982) 16–33.
[5] W. Magnus, S. Winkler, Hill’s Equation, Wiley, New York, 1966.
[6] L. Markus, R.A. Moore, Oscillatory and disconjugacy for linear differential equation with almost periodic
coefficients, Acta Math. 96 (1956) 99–123.
[7] C. Olech, Z. Opial, T. Wazewski, Sur le probleme d’oscillation des integrales de l’equation y′′ + g(t)y = 0,
Bull. Acad. Polon. Sci. 5 (1957) 621–626.
[8] A. Wintner, A criterion of oscillatory stability, Quart. Appl. Math. 6 (1948) 183–185.
[9] A. Wintner, On the nonexistence of conjugate points, Amer. J. Math. 73 (1951) 368–380.
[10] J.S.W. Wong, Oscillation criteria for a forced second order linear differential equation, J. Math. Anal.
Appl. 231 (1999) 235–240.
[11] J.S.W. Wong, On Kamenev-type oscillation theorems for second order differential equations with damping,
J. Math. Anal. Appl. 258 (2001) 244–257.
[12] Z. Zheng, A note on Wong’s paper, J. Math. Anal. Appl. 274 (2002) 466–473.
