we prove uniqueness of smooth radial solutions. We derive similar results for the same equation with Navier boundary conditions. © 2009 Elsevier Inc. All rights reserved.
Summary
In this paper we study radial solutions to the fourth order problem
where B is the unit ball in R N , N 5, n is the exterior unit normal vector and λ 0 is a parameter.
2 u = λe u in B \ {0}. 
lim r→0 ru (r) exists.
We prove this in Section 3. In [2] the authors call u a weakly singular solution to (2) if it satisfies (4) and is singular. It turns out that this definition is natural for space phase analysis, after transforming the problem to a suitable first order autonomous system. From the PDE point of view, the following definition is also natural. We say that u is a weak solution of (1) 
It is possible to show that weakly singular solutions are also weak solutions. Since weak solutions in the sense (5) are nonnegative (see [2] ) as a consequence of Theorem 1.1 we are showing that both notions coincide for radial functions.
Combining the results of [2] and [15] , some of which are obtained by a computer assisted proof,
we know that for all N 5, (1) has a singular solution for some λ > 0. We give a new proof of the existence, which is not computer assisted, and show its uniqueness. Let λ * denote the largest value of λ 0 such that (1) has a radial classical solution. Then λ * > 0 and finite, see [2] . Many authors have studied what happens to solutions when λ = λ * (for this see [2, 15] ). With respect to multiplicity of solutions we have the following: Theorem 1.3. Assume 5 N 12. Then λ S < λ * and (1) with λ = λ S admits infinitely many regular radial solutions. For λ = λ S then (1) has a finite number of regular radial solutions, and this number goes to infinity as λ → λ S .
The fact that if 5 N 12 then λ S < λ * is also a consequence of the results in [2] and [15] . Theorem 1.4. If N 13 then λ S = λ * and for all 0 < λ < λ * (1) has a unique radial solution, which is regular. For λ = λ * there is a unique radial solution which is singular. Let C = (λ, u) ∈ (0, ∞) × C 4 (B): u is radial and solves (1) .
Following [30] we have: For the problem with Navier boundary conditions
we have similar results. We prove the multiplicity results by phase space analysis, using ideas from the work of Bamón, Flores, del Pino [3] and which were subsequently applied also in [17, 21, 22] . By a change of variables we transform the ODE version of (1) into a reasonable first order 4-dimensional autonomous system, which has 2 stationary points P 1 , P 2 . Some properties of this system, such as the local character of P 1 , P 2 , were studied by Arioli, Gazzola, Grunau and Mitidieri [2] . We review this material in Section 2. It is important in our argument to know that there exists a heteroclinic connection from P 1 to P 2 . This connection was found by Arioli, Gazzola and Grunau in [1] , in the form of an entire solution of 2 u = e u with a special decay. We explain this in Section 4 and show that in dimensions 5 N 12 this connection near P 2 is a spiral. In Section 5 we study some properties of the unstable manifold at P 2 , which lead to the proof of Theorems 1.2 and 1.6. The proof of the multiplicity of solutions asserted in Theorems 1.3 and 1.6 is in Section 6. Finally Section 7 is dedicated to the study of some properties of the solution set C. In particular we prove there Theorems 1.4 and 1.5.
It is natural to ask whether the uniqueness result of Theorem 1.4 is true for problem (6) . Using the techniques in this work it is possible to show that if the extremal solution u * of (6) is singular, then for all λ ∈ (0, λ * ) there is a unique radial solution. We conjecture that this is the case for all N 13, and the proof could be done using similar ideas as in [15] .
The counterpart of the results in this paper for the classical problem
are well known. In dimension 1 this problem was first studied by Liouville [35] , then by Bratu [9] , Chandrasekhar [11] and Frank-Kamenetskii [23] . Barenblatt [25] proved that in dimension 3 for λ = 2 there are infinitely many solutions, and Joseph and Lundgren [32] completed the description of the classical solutions to (7) in all dimensions. The literature on second order problems like (7), including other nonlinearities and general domains, is very extensive, see [4, 34] . In a forthcoming work [16] we will address similar multiplicity results for the bilaplacian with power-type nonlinearities.
Preliminaries
With the change of variables v(t) = u(r), r = e t Eq. (1) is equivalent to
with the boundary conditions
and the behavior at −∞ given by
Then (8) becomes
while (9) is equivalent to
.
The only stationary points of the system (11) are
. From Theorem 6 in [2] we learn that u is a regular solution of (1) 
The linearization of (11) around the point P 1 is given by Z = M 1 Z where 
and A = 8(N − 4)(N − 2). The eigenvalues of M are given by
where 
We have that v (1) , v (2) are always real, and v (3) , v (4) are complex conjugate if 5 N 12. Let us write
and v (2)
Proof. That the vectors defined by (16) are eigenvector of M follows from a direct calculation. Let
an eigenvector for M with eigenvalue ν 1 . Then
In fact, since ν 1 > 0, it is sufficient to prove that ν 1 − 2 > 0. This holds if
The proof of (18) Proof. We use a result of Belickiȋ [5, 6] , see also the book [39, p. 25] . To apply it we need to verify that no relation of the form Re(
such that Re(ν j ) < 0 and Re(ν k ) > 0, where ν 1 , . . . , ν 4 are the eigenvalues of M defined in (14) . This can be verified by calculation. 2
Behavior of singular solutions
The purpose of this section is to prove Theorem 1.
1. In what follows we assume that u ∈ C 4 (0, 1),
where we have assumed, by using a scaling, that λ = 8(N − 2)(N − 4). That the interval is (0, 1) is not relevant for the next arguments. The arguments in this section are based on the work of Ferrero and Grunau [18] where they show that radial singular solutions to a problem with powertype nonlinearity are weakly singular for that problem.
Define v(t) = u(e t ), w(t) = v(t) + 4t for t 0. We also let v 1 , . . . , v 4 be defined by (10) . We note that w satisfies Proof. We follow an idea of Mitidieri and Pokhozhaev [37] , which has also been used in [1, 18, 24] , called the test-function method in these references.
We proceed by contradiction. We may suppose, by shifting time, that w(
Let τ > 1 and φ τ (t) = φ(t/τ ) and assume that 3τ L. Let us rewrite Eq. (20) in the form
where A = 8(N − 2)(N − 4) and a i ∈ R. Multiplying Eq. (22) by φ τ and integrating we find
Let ε > 0 to be fixed later on. For all t > −3τ 
where u is the original solution to (19) . Then
Moreover, since
and w (t k ) = 0 and w (t k ) 0 we have
0.
Let λ k be the first eigenvalue for − with Dirichlet boundary condition in the annulus B \ B ρ k and φ k > 0 be an associated eigenfunction, that is (24) by φ k and integrating by parts we obtain
Using also the inequality e u u it follows that
But since the annulus B \ B ρ k has a width that does not converge to zero, λ k remains uniformly 
Proof. The fact that |w(t)| C (1 + |t|) follows from u 0 and that w is bounded above. We regard (20) as an elliptic equation, or use interpolation inequalities such as in Chapter 6 of [26] to obtain the following assertion. For any t −1 and i = 1, 2, 3, 4
Since w is bounded above the second term in the supremum is bounded and the conclusion follows from the bound for w. 2 
Proof. Integrating the equation
Since
and w is bounded above we have that v 1 (t) is bounded as t → −∞. Hence the
we deduce from (26) that |v 4 (t)| grows exponentially as t → −∞, which contradicts (25) . It follows
Since v 1 is bounded we see from this formula that
This in turn implies that v 3 is bounded as well. In fact from (11) we have
and integrating on [t, 0], t 0 yields
Using that v 4 is bounded it follows that v 3 is bounded as well as t → −∞. Let us prove that v 2 remains bounded as t → −∞. Arguing as for v 4 we integrate the equation
in [t, t 0 ] with t t 0 0:
The integral
we deduce from (29) that |v 2 (t)| grows exponentially as t → −∞, which contradicts (25) . It follows
Since v 3 is bounded we see from this formula that v 2 is also bounded.
The fact that w (i) are bounded as t → −∞ follows from the formulas
As in [1] we consider the energy
A computation reveals that if t 1 t 2 then
, 3, 4 and u is a regular solution.
Proof. We first show that w(t) → −∞ as t → −∞ by contradiction. Suppose that w(t) does not approach −∞. Then one can find sequences t k ,
Now that we know that w(t) → −∞ as t → −∞, we deduce immediately that v 1 (t) → 0 as t → −∞. Then using formulas (27) , (28) and (30) we also obtain v i (t) → 0 as t → −∞ for i = 2, 3, 4. By Theorem 6 in [2] we deduce that u is a regular solution. 2 Lemma 3.6. If Proof. In this case, since w is also bounded above by Lemma 3.2, we have that w is bounded. By Lemma 3.4 the derivatives of w are bounded as well and we deduce that E(t) remains bounded as t → −∞. The boundedness of E together with the boundedness of the derivatives of w and formula (31) 
Then we can select a strictly decreasing sequence
If t s 0 we have by (32) 
This shows that w (t) → 0 as t → ∞. Using then elliptic estimates we deduce Proof. We use one of the main results in [1] on the initial value problem
where β ∈ R is a parameter and R(β) > 0 is the maximal time of existence of the solution. 
Set w(t) = v(t) + 4t. Then w satisfies the following equation
Note that (34) is equivalent to lim t→∞ w(t) = 0. To prove (35) it suffices to show that
This follows from the lemma below. 2 
For the proof see [18, Proposition 1] . The next lemma shows that a connection from P 1 to P 2 necessarily reaches P 2 in an oscillatory way if 5 N 12, but the statement below holds for all N 5.
Then V cannot be extended to a connection from P 1 to P 2 .
Proof. Assume first that (37) holds. Then by (18) we have
for all t near +∞ and
for all t near +∞. We claim that
Assume by contradiction that this fails. Then from (39) we can define t 1 > T to be the last time such that v 2 (t 1 ) = −4. Then v 2 (t 1 ) 0. Using Eqs. (11) we deduce that
Then thanks to (39) we can define t 2 t 1 to be the last time such that v 3 (t 2 ) = −4(N − 2). This implies that v 3 (t 2 ) 0 and by the system (11)
Let t 4 t 3 be the last time such that v 1 (t 4 ) = 1. Then v 1 (t 4 ) 0 and by (11) v 2 (t 4 ) −4.
But v 2 (t) < −4 for all t ∈ (t 1 , ∞), which is a contradiction. This proves the claim (40) and shows that the trajectory defined by V cannot come from P 1 . Assume now that (38) holds. We claim that in this case
The proof is similar as before. Note that under the assumption (38) we have the opposite inequalities in (39 
The main results in this section are 
Assume by contradiction that v 2 (t) −4 for some t < T . Thus we may define t 0 < T the first time Again using (42), let t 2 t 1 be the first time that v 4 (t) = 8(N − 2). Then v 4 (t 2 ) 0 and by (11) 
, which means V ≡ P 2 , a contradiction. This proves that v 2 (t) < −4 for all t < T .
(b) Let us show now that v 3 (t) < −4(N − 2) for all t < T . If not, we can define t 1 < T as the first time such that v 3 (t) = −4(N −
for t near −∞.
Let us prove first that
This is valid for t near −∞ by (44). If v 1 (t) = 0 for some t then v 1 would be constant by the equation, which is not possible.
Before proving (b) and (c) we will claim that (44) is valid for all t < T .
First we establish that
To prove (46) suppose it fails. Let s 0 < T be the first time such that v 3 (s 0 ) = 0. Using (11) we see 
Similarly differentiating the first equation in (11) , and using (45), and (49), we obtain that
and again using now the fourth equation in (11), and (50), we have 
Applying the same argument, now using (53) and the equation for v 3 , we obtain
For v 2 , we use the same procedure now with the equation for v 2 and (54), and deduce that
Finally the property (b) clearly follows from (55) and v 2 (t) > 0 for all t < T . Similarly, (c) is a consequence of (54) and that v 3 (t) > 0 for all t < T . 
8(N−2)(N−4)
and P *
Each regular radial solution of (1) corresponds to exactly one point
Throughout this section we assume that 5 N 12. Let P 1 , P 2 be the stationary points of the system (11) defined in (13 
Let v(t) = u(e t , β 0 ), t ∈ R and V = (v 1 , . . . , v 4 ) be defined by (10) .
where M is the matrix defined in (14) and
Recall that V (t) → P 2 as t → ∞. Moreover the convergence is exponential, that is there are C , σ > 0 such that |V (t) − P 2 | Ce −σ t for all t 0. This follows from Lemma 2.2 which shows that the system (11) is C 1 -conjugate to its linearization near P 2 (it suffices here to show that (11) 
for some constants c 1 , . . . , c 4 ∈ C. The condition (56) and the definitions in (10) imply that for some c > 0 The multiplicity results asserted in Theorem 1.3 are consequences of the following claims:
(a) E contains a spiral S about the point P * , (b) S is contained in a 2-dimensional C 1 surface Σ ⊆ {v 2 = 0}, and (c) the plane through P * parallel to e 2 , e 3 , e 4 is transversal to the tangent plane to Σ at P * .
More precisely, after a C 1 diffeomorphism of a neighborhood of P * to a neighborhood of the origin in R 4 , which maps P * to the origin, the curve S can be parametrized by a C } where λ > 0. If λ = λ S , the transversality condition (c) ensures that H λ is transversal to Σ , and we will see that this implies that H λ ∩ E contains infinitely many points, which means that (1) has infinitely many radial regular solutions. Indeed, after the C 1 diffeomorphism described above we can assume that S = {(r(s) cos(s), r(s) sin(s), 0, 0):
hyperplane H λ is transformed into a C 1 hypersurface containing the origin, which is transversal to Σ . Then H λ ∩ Σ is a C 1 curve through the origin. Using polar coordinates we then see that H λ intersects the spiral S infinitely many times. If λ = λ S but λ is close to λ S , by the transversality (c) we have that H λ ∩ E contains a large number of points, which yields a large number of radial regular solutions of (1) .
In what follows we will prove (a), (b) and (c). Let X t denote the flow generated by (11) , that is, 
is the inclusion map.
Choose some point Q ∈V 0 such that Q ∈ N P 2 . By Lemma 6.1 we may choose a C
We can assume also that this curve is contained in N P 2 . Choosing ε small we can assume that Γ intersects M.
We have the following properties, which we prove after we complete the proof of Theorem 1.3.
Lemma 6.2. For large t, X t (Γ ) ∩ M is a single point that we call P t and the following properties hold:
(1) The collection of the points P t for large t forms a spiral.
(2) There exists a 2-dimensional C 1 manifoldΣ that contains P t for all t large. 
where c > 0.
LetS denote the collection {P t : t t 1 } where t 1 is suitably large. Define S = X −t 0 (S) and Σ = X −t 0 (Σ). Since X −t 0 is a smooth diffeomorphism from M to a neighborhood of P * inside the hyperplane {v 2 = 0} we see that S is a spiral contained in a C 1 surface Σ . The points of S belong to W u (P 1 ) because they were obtained though the flow from points in X t (Γ ).
This ends the proof of part (b).
We now prove statement (c). It is sufficient to show that inside the space {v 2 = 0} the plane generated by e 3 , e 4 is transversal to the tangent space to Σ at P * . Let V = (v 1 , . . . , v 4 ) : (−∞, 0] → R 4 denote the trajectory corresponding to the weakly singular solution, that is, lim t→−∞ V (t) = P 2 , v 2 (0) = 0. To prove our claim we need to transport the plane generated by e 3 and e 4 back along V and this is accomplished by solving the linearized equation around V . More precisely, let Z ,Z : (−∞, 0] → R 4 be solutions to the linearization of (11) 
where v (1) , . . . , v (4) are the eigenvectors of M. Recall that v (1) , v (2) are real, and v (3) , v (4) are complex conjugate. Thus one can assume that ϕ 1 , ϕ 2 are real, and ϕ 3 , ϕ 4 are complex conjugate. Then some constants c 1 , . . . , c 4 ,c 1 , . . . ,c 4 ∈ C. We note that c 1 , c 2 ,c 1 ,c 2 are real and c 3 ϕ 3 
We claim that
A calculation using (60) shows that f is constant. Using the final conditions for Z andZ we see that f (0) = 0 and hence
Using (61), (16) and the assumption c 2 = 0,c 2 = 0 we can compute
Thus B ∈ iR, B = 0 and we conclude that (c 3c4 −c 3 c 4 ) = 0. This means that there exists a λ ∈ C such
∈ R for all t 0, ν 1 > 0 and we assume that c 2 =c 2 = 0, we must have λ ∈ R. Using Z (0) = e 3 andZ (0) = e 4 we see that
But ϕ 1 = cV , for some constant c ∈ R, since both solve (60) and both tend to 0 as t → −∞. We know that v 2 (0) > 0 by Proposition 5.2 and this impliesc 1 − λc 1 = 0, a contradiction.
Finally, the condition (62) implies the assertion (c). Indeed, let us recall that Σ = X −t 0 (Σ) wherẽ Σ is defined in Lemma 6.2 and t 0 < 0, with |t 0 | large. Using property 3 of that lemma and the condition (62) we see that for |t 0 | large at least one of the vectors Z (t 0 ) orZ (t 0 ) is transversal to the tangent plane toΣ at Q t 0 .
To finish the proof of Theorem 1.3 we still need to verify one assertion: for λ = λ S (1) has a finite number of solutions. We will do this in Proposition 7.6 of Section 7. andP * 3 = 0.
As in Theorem 1.3, the multiplicity results asserted in Theorem 1.7 are consequences of the following claims:
(a) E := W u (P 1 ) ∩ {v 3 = 0} contains a spiral S about the pointP * , (b) S is contained in a 2-dimensional C 1 surface Σ ⊆ {v 3 = 0}, and (c) the plane throughP * parallel to e 2 , e 3 , e 4 is transversal to the tangent plane to Σ atP * .
The proofs are similar to the Dirichlet case, now changing v 2 = 0 for v 3 = 0. So to prove (c) it will be sufficient now to show that inside the space {v 3 = 0} the plane generated by e 2 , e 4 is transversal to the tangent space to Σ atP * . We define now Z satisfying (60) with the final condition Z (0) = e 2 , and Z remains unchanged. In the same form we claim that (62) holds. Indeed using the same argument as before with Z (0) = e 2 andZ (0) = e 4 , we find
But we know by Proposition 5.2 that v 3 (0) > 0 and this impliesc 1 − λc 1 = 0, a contradiction. The rest of the proof is the same. 2
Structure of the solution set
In this section we study the properties of the solution set
: u is radial and solves (1) .
We assume here that N 5. We will see that all regular radial solutions u of (1) 
Proof. Suppose we have smooth radial solutions u 1 , u 2 of (1) associated to parameters λ 1 > λ 2 such that u 1 (0) = u 2 (0).
2 ) = 0 which is impossible because v 1 (r) > 0 for all r ∈ [0, λ As in Section 6, we let E = W u (P 1 ) ∩ {v 2 = 0} and recall that each regular radial solution of (1) corresponds to exactly one point v = (v 1 , . . . , v 4 ) ∈ E with v 1 > 0. It is therefore natural to define E 0 = W u (P 1 ) ∩ {v 2 = 0, v 1 > 0}. The curve of solutions C can also be parametrized by the shooting problem (33) . Let u β be the solution of (33) defined in the maximal interval of existence [0, R(β)). In Theorem 2 of [1] , it is shown that for problem (33) , given β ∈ (β 0 , 0) there exists a unique 
It will also be convenient to introduce, for β ∈ (β 0 , 0) the function
Then U β is a solution of (1) for the value of λ = 8(N − 2)(N − 4)R 0 (β) 4 e u β (R 0 (β)) . We note that for β ∈ (β 0 , 0) and β close to β 0 there is some time t 1 (β) such that V β (t 1 (β)) ∈ Γ 0 . As β → β 0 , V β (t 1 (β)) → Q and then T 0 (β) → ∞. By E 0 being real analytic we mean that each point of this set as a neighborhood in E 0 which can be parametrized by a real analytic function.
Proof. By construction φ(β) ∈ E 0 for each β ∈ (β 0 , 0). To prove E 0 ⊆ {φ(β): β ∈ (β 0 , 0)} we need to show that given any radial regular solution u of (1) there exists β ∈ (β 0 , 0) such that u = U β . Using Lemma 7.2 it is sufficient to find β such that u(0) = U β (0). We have by Lemma 7.3 that U β (0) → +∞ as β → β 0 , while by Lemma 7.4 that U β (0) → 0 as β → 0. Since U β (0) varies continuously with β there is β ∈ (β 0 , 0) such that u(0) = U β (0).
The unstable manifold of P 1 is a real analytic surface, since the vector field is real analytic, in fact a polynomial, see for instance [12, p. 104] . By the implicit function theorem, each point in W u (P 1 ) ∩ {v 2 = 0} where the intersection is transversal has a neighborhood in this set which can be parametrized by a real analytic function. At points in the intersection of the sets W u (P 1 ) and {v 2 = 0, v 1 > 0} the transversality condition holds. Indeed, the points in this set are given bu φ(β) with β ∈ (β 0 , 0). Let U β be defined by (67) and recall that it is a positive solution of (1).
We recall also that Green function in the ball with Dirichlet boundary conditions G(x, y) Proof. By Lemmas 7.3 and 7.4 we can consider P 1 and P * as the endpoints of E 0 . If λ = 0 then u = 0 is the only solution of (1). Let λ = 0, λ = λ * . By analyticity E 0 ∩ {v 1 = λ} can only accumulate at either P 1 or P * . Since P * is not included in {v 1 = λ} accumulation in P * is not possible. Similarly, since P 1 / ∈ {v 1 = λ} the set E 0 ∩ {v 1 = λ} cannot accumulate at P 1 . Thus E 0 ∩ {v 1 = λ} consists of a finite number of points, which correspond to regular radial solutions of (1). 2
