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Abstract: We derive a formula for the entanglement entropy of squeezed states on a lattice
in terms of the complex structure J . The analysis involves the identification of squeezed states
with group-theoretical coherent states of the symplectic group and the relation between the
coset Sp(2N,R)/Isot(J0) and the space of complex structures. We present two applications
of the new formula: (i) we derive the area law for the ground state of a scalar field on a
generic lattice in the limit of small speed of sound, (ii) we compute the rate of growth of
the entanglement entropy in the presence of an instability and show that it is asymptotically
bounded from above by the Kolmogorov-Sinai rate.
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1 Introduction
Squeezed states play a prominent role in the description of a wide range of phenomena in-
cluding non-classical states of light in quantum optics [1], the emission of radiation from
evaporating black holes [2] and the amplification of quantum fluctuations into macroscopic
perturbations during cosmic inflation [3–7]. In this paper we consider squeezed states for a
system of N bosonic degrees of freedom. The system can represent for instance the lattice
– 1 –
discretization of a scalar field. Given a set of creation and annihilation operators ai, a
†
i lo-
calized at each site of the lattice, we have a notion of Fock vacuum and a family of squeezed
vacua defined as the set of states obtained by applying the squeeze operator exp(12γ
ija†ia
†
j) to
the Fock vacuum [1]. In fact each squeezed vacuum can be understood as the Fock vacuum
associated to some set a˜i, a˜
†
i of creation and annihilation operators obtained from the first
set via a Bogolyubov transformation [8]. The mathematical structure behind this ambiguity
is the choice of a complex structure J : a squeezed vacuum |J〉 is labeled by an element of
the space of positive compatible complex structures of the system. We derive a new formula
for the entanglement entropy of a squeezed state: given a decomposition of the Hilbert space
of the system in a tensor product HV = HA ⊗ HB, the entanglement entropy SA(|J〉) of a
squeezed vacuum restricted to the subsystem HA is
SA(|J〉) = tr
(1− PA iJPA
2
log
∣∣∣1− PA iJPA
2
∣∣∣) ,
where PA is the projector to the phase space A of the subsystem and the trace is over N
dimensional matrices. This formula has a clear interpretation: there is entanglement between
A and B only if the projection PA JPA of the complex structure is not a complex structure
for the subsystem. In the derivation we use in a crucial way the map between the space
of complex structures and the coset Sp(2N,R)/Isot(J0) of symplectic transformation that
squeeze J0. This map allows us to formulate squeezed vacua as group-theoretical coherent
states for the symplectic group [9] and to determine their entanglement Hamiltonian.
The ground state of a free scalar field discretized on a lattice provides a simple example
of squeezed vacuum. Its entanglement entropy has been computed in the classical works
[10–12] and shown to result in an area law [13]. More recently upper and lower bounds on
the area scaling have been determined using results on block banded matrices [14–17]. As an
application of our formula, in Sec. 5.2 we determine the entanglement entropy of the ground
state of a free scalar field Hamiltonian discretized on a generic lattice and find the expression
SA(|J〉) = c44
(
log 1c
)
Area(∂A) +O(c4) in the limit of small speed of sound c.
The states we are interested in form a larger class than just ground states of quadratic
Hamiltonians with local interactions. Squeezed vacua can be equivalently characterized in
terms of their 2-point correlation function: in the Schro¨dinger representation they are complex
Gaussian functions of N variables. Gaussian states play a central role in quantum information
theory as they constitute a versatile resource for quantum communication protocols [18].
Their entanglement entropy was derived in [19] and later formulated in terms of symplectic
invariants [20]. The analysis of this paper largely relies on the methods developed in this
setting (see [21–24] for recent reviews). The focus here however is not on the covariance matrix
but on the complex structure J . Our motivation comes from the possible field-theoretical
applications of our formula.
The complex structure plays a central role in the definition of the notion of particles
in quantum field theory in curved space [25–28] and in the description of unitarily inequiv-
alent representations of the canonical commutation relations [8, 29]. In the case of black
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hole evaporation the paradigmatic setting involves an initial state prepared in the in-vacuum
|Jin〉, its evolution in a black hole space-time and its analysis in terms of out-particles defined
by the complex structure Jout, [2, 25–28]. At late times the evolution of the state |Jin〉 is
a squeezed vacuum with respect to the complex structure Jout. Its entanglement entropy
and thermal properties have mostly been studied using conformal field theory techniques in a
two-dimensional approximation [30–32]. In the case of inflationary cosmology [3, 4], an initial
state |JBD〉 evolves in a quasi de Sitter spacetime. The roll-over transition results in an insta-
bility in the evolution Hamiltonian and at a cosmic time η before the end of inflation the state
evolves in a highly squeezed vacuum |Jη〉, [3? –6]. In this paper we do not address directly
the question of the definition and computation of the entanglement entropy of such squeezed
states in quantum field theory: we restrict attention to systems with finitely many degrees
of freedom, effectively introducing a lattice cut-off of the continuum theory. In this setting
we study the evolution of a squeezed state in the presence of an instability. The instability
is modeled using a quadratic lattice Hamiltonian that is unbounded from below. In the long
time limit we find the remarkably simple result reported in Sec. 5.3: the rate of growth of the
entanglement entropy is asymptotically bounded from above by the Kolmogorov-Sinai rate
of the associated classical system [33] and is only mildly dependent on the initial squeezed
state and the choice of subsystem A.
We begin by defining the structures involved in the derivation of our main formula for
the entanglement entropy SA(|J〉) of a squeezed vacuum |J〉. The main formula is derived
in Sec. 4 and used in section Sec. 5 to study the area law and the time-evolution of the
entanglement entropy in the presence of instabilities.
2 Symplectic group and N bosonic degrees of freedom
In this section we summarize some basic results about the symplectic group and its unitary
representation on the Hilbert space of a system of N bosonic degrees of freedom [34–37].
2.1 Symplectic vector space (V,Ω) and the space of complex structures J (V,Ω)
Consider a linear vector space V = R2N of finite dimension 2N . We denote va the elements
of V and wa the elements of its linear dual V .ˆ A symplectic structure on V is a bilinear map
Ωab : V × V → R that is antisymmetric
Ωab v
aub = −Ωab uavb (2.1)
and non-degenerate, i.e.
Ωab v
aub = 0 ∀ua ∈ V ⇒ va = 0 . (2.2)
The inverse is denoted Ωab : Vˆ× Vˆ→ R and satisfies the relation Ωac Ωbc = δab, where δab
is the identity. The couple (V,Ωab) is a symplectic vector space of dimension 2N .
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A linear subspace A ⊂ V is a symplectic subspace of V if the intersection with its
symplectic complement
AΩ = {va ∈ V |Ωabvaub = 0, ∀ub ∈ A} (2.3)
is null, i.e. A ∩ AΩ = {0}. Defining B ≡ AΩ we have the decomposition V = A ⊕ B. We
denote PA : V → V the projector from V to the subspace A.
A linear symplectic transformation is a linear map Mab : V → V that preserves the
symplectic structure
Ωab M
a
cM
b
d = Ωcd , (2.4)
or equivalently in terms of the inverse symplectic structure MacM
b
d Ω
cd = Ωab. Linear sym-
plectic transformations Mab form a group, the linear symplectic group Sp(2N,R).
On the symplectic vector space V we introduce a further structure, a linear complex
structure, i.e. a linear map Jab : V → V that squares to minus the identity,
Jab J
b
c = −δac . (2.5)
The complex structure Jab is said to be compatible to the symplectic structure Ωab and
positive if the following two conditions are satisfied:
Ωab J
a
c J
b
d = Ωcd , (2.6)
Ωab J
b
c > 0 . (2.7)
The first equation tells us that the complex structure belongs to the linear symplectic group,
Jab ∈ Sp(2N,R), the second that together with the symplectic structure it defines a metric,
i.e. a positive definite inner product gab : V × V → R given by
gab ≡ Ωac Jcb . (2.8)
We are interested in the set of all complex structures on (V,Ω) that are compatible and
positive. We denote this set J (V,Ω),
J (V,Ω) = {Jab |positive compatible complex structure on (V,Ω)} . (2.9)
Note that the projection to A of a complex structure, i.e. PAJPA, in general does not induce
a complex structure on A.
2.2 Polar decomposition and the Squeeze(J0) coset
In the following we introduce a matrix notation for symplectic transformations and their
polar decomposition. It is evident from its definition that this notation involves the choice of
a reference complex structure J0.
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We denote a vector va ∈ V simply by v ≡ (va). Similarly a linear map Mab : V → V is
denoted M ≡ (Mab). The metric g0 ab ≡ Ωac J0cb can be understood as a linear map from the
vector space to its dual, g0 ab : V → V .ˆ We use this map to lower indices, i.e. ua ≡ g0 ab ub,
and define the transpose ut ≡ (g0 ab ub).1
Note that the definition of the transpose involves the choice of a reference complex struc-
ture J0 ≡ (J0ab). For definiteness we choose a reference complex structure J0 associated to
a decomposition of the symplectic vector space V = R2N in symplectic subspaces Vi = R2
so that V = ⊕iVi with i = 1, . . . , N . The restriction Ωi of the symplectic structure Ω to
each subspace Vi can be put in the canonical form with an appropriate choice of coordinates.
Given a positive compatible complex structure j0 in each Vi we define J0 as the direct sum
over i. In particular we choose
j0 =
(
0 −1
1 0
)
, J0 =
N⊕
i=1
j0 =
(
0 −1
1 0
)
, (2.10)
where 1 = (δij) is the N × N identity. It is immediate to check that the two conditions
(2.6) and (2.7) are satisfied so that the complex structure is compatible with the symplectic
structure and positive. With this choice of complex structure, the associated metric (2.8)
is simply the Euclidean metric g0 ab ≡ Ωac J0cb = δab . In particular in the matrix notation
discussed above the transpose of a vector is simply ut ≡ (δab ub).
In matrix language, the complex structure J0 satisfies J0
2 = −1 and J0t = −J0. The
linear symplectic group is the group of 2N × 2N matrices satisfying MJ0M t = J0, i.e.
Sp(2N,R) = {M ∈ Mat(2N,R) |MJ0M t = J0} . (2.11)
From the definition it is immediate to prove that a symplectic matrix M is invertible and it
has inverse2
M−1 = −J0M tJ0 . (2.12)
The linear symplectic group Sp(2N,R) is non-compact. A maximally compact subgroup
can be identified with the set of elements of Sp(2N,R) that leave the chosen complex structure
J0 ∈ J (V,Ω) invariant under conjugation, i.e. the isotropy group Isot(J0) defined as
Isot(J0) = {M ∈ Sp(2N,R) |MJ0M−1 = J0} . (2.13)
Using (2.12) we see that the elements of Isot(J0) satisfy MM
t = 1, i.e. they are orthogonal
transformations in O(2N,R) and
Isot(J0) = Sp(2N,R) ∩O(2N,R) . (2.14)
1This notation is consistent with Ωab being the inverse of Ωab.
2It is less immediate to prove that detM = +1. An algebraic proof makes use of the notion of Pfaffian.
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As O(2N,R) is a compact group, it follows that also the isotropy group is compact, in fact it
is a maximally compact subgroup of Sp(2N,R).
Symplectic transformations that ‘squeeze’ the complex structure J0, i.e. that do not leave
it invariant under conjugation, form the coset space
Squeeze(J0) = Sp(2N,R)/Isot(J0) . (2.15)
The polar decomposition allows us to write uniquely every symplectic matrix as a product of
a matrix R ∈ Isot(J0) and a matrix T ∈ Squeeze(J0),
M = T R , (2.16)
where T = (MM t)
1
2 and R = (MM t)−
1
2M . It is clear that RRt = 1 and therefore R ∈
O(2N,R). The matrix T = (MM t)
1
2 is symmetric and positive, T ∈ Sym+(2N,R) and
provides a choice of representative in the squeeze coset
Squeeze(J0) ' Sp(2N,R) ∩ Sym+(2N,R) . (2.17)
The Lie algebra sp(2N,R) of the symplectic group and its decomposition in generators of
Isot(J0) and of Squeeze(J0) is discussed in App. A.
The space of positive compatible complex structures J (V,Ω) can naturally be identified
with the Squeeze(J0) coset,
J (V,Ω) ' Squeeze(J0) . (2.18)
In fact every J ∈ J (V,Ω) can be written as J = MJ0M−1 for some M ∈ Sp(2N,R) and
Squeeze(J0) is the set of symplectic transformations that act non-trivially on J0 under con-
jugation.
2.3 Phase space and Poisson brackets
The symplectic vector space (V,Ω) can be understood as the phase space of a classical dy-
namical system with N degrees of freedom. Consider coordinates ξa on V = R2N and smooth
functions f, g ∈ C∞(R2N ). The Poisson bracket
{f, g} = Ωab ∂af ∂bg (2.19)
endows the space of smooth functions with a Lie algebra structure.
The space of constant or linear functions on V , i.e. functions of the form f(ξa) =
c + zaξ
a, forms a sub-algebra called the Heisenberg algebra h2N+1. Canonical variables are
linear functions qi = qiaξ
a, pi = piaξ
a such that they satisfy the canonical Poisson brackets
{qi, pj} = δij , {qi, qj} = 0, {pi, pj} = 0 with i, j = 1, . . . , N . In more compact form, by
viewing the coordinates ξa as functions on phase space, we can write the canonical Poisson
brackets as
{ξa, ξb} = Ωab . (2.20)
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Linear canonical transformations are transformations ξa →Mab ξb that preserve the canonical
Poisson brackets, i.e. MacM
b
d Ω
cd = Ωab. Therefore the matrix Mab is an elements of the
symplectic group Sp(2N,R).
The space of quadratic functions on V , i.e. functions of the form
H = 12Kab ξ
a ξb , (2.21)
also forms a subalgebra:
{H1, H2} = H3 (2.22)
where H3 = Ω
cdK1 acK2 bd ξ
a ξb. This algebra is isomorphic to the Lie algebra sp(2N,R) of
the symplectic group (App. A). Quadratic functions on phase space are the generators of
linear canonical transformations.
2.4 Quantization, the Hilbert space HV , creation and annihilation operators
Quantization of the symplectic vector space (V,Ω) results in a Hilbert space HV of N bosonic
degrees of freedom. The elementary observables in the quantum theory satisfy the canonical
commutation relations
[ξa, ξb] = i Ωab . (2.23)
The Hilbert space HV provides a regular representation of the Heisenberg algebra h2N+1 and
can be realized in the Schro¨dinger representation as the space L2(RN ) of square-integrable
functions depending on a maximally commuting set of linear observables, e.g. ψ(qi). For finite
N , the Stone-von Neumann theorem states that irreducible representations of the canonical
commutation relations on a Hilbert space are unitarily equivalent to the Schro¨dinger repre-
sentation [38]. In the following we adopt the Fock representation defined in terms of creation
and annihilation operators [8].
The reference complex structure J0 defined in Eq. (2.10) can be diagonalized in VC =
V ⊗ C = C2N with a unitary transformation3 and put in the form
J0 = i
N∑
i=1
(ui u
†
i − u∗i u∗ †i ) (2.24)
where ui and u
∗
i are orthonormal eigenvectors in C2N , with
uai =
1√
2
(δai − i δai+N ) . (2.25)
The vectors uai span the eigenspace VC
+ ⊂ VC corresponding to the eigenvalue +i of J0, and
analogously ua ∗i spans the eigenspace VC
− with eigenvalue −i. Creation and annihilation
operators associated to the complex structure J0 are defined as
ai = u
∗
ia ξ
a , a†i = uia ξ
a . (2.26)
3Note that iJ0 is a Hermitian matrix.
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Using the expression 1 =
∑
i(ui u
†
i + u
∗
i u
∗ †
i ) for the identity we can write the operator ξ
a as
ξb =
N∑
i=1
(ubi ai + u
∗b
i a
†
i ) . (2.27)
Thanks to the compatibility of J0 to the symplectic structure, the creation and annihilation
operators satisfy the canonical commutation relations
[ai, a
†
j ] = δij , [ai, aj ] = 0 , [a
†
i , a
†
j ] = 0 . (2.28)
The Hilbert spaceHV is defined algebraically by introducing the reference vacuum |J0〉 defined
as the state annihilated by all the ai
ai|J0〉 = 0 i = 1, . . . , N (2.29)
and the orthonormal set of states
|n1, . . . , nN ; J0〉 =
( N∏
i=1
(a†i )
ni
√
ni!
)
|J0〉 , (2.30)
with ni ∈ N0. The Hilbert space HV is the completion of the span of the Fock basis |ni; J0〉 ≡
|n1, . . . , nN ; J0〉. A generic state |s〉 ∈ H can be expanded on the basis (2.30) and is given by
|s〉 =
∑
ni
cni |ni; J0〉 , (2.31)
with cni a complex square-summable sequence.
The relation between the complex structure J0 and the state |J0〉 can be made manifest
by noticing that the matrix
1− iJ0
2
=
N∑
i=1
ui u
†
i (2.32)
is the projector from VC = VC
+ ⊕ VC− to VC+. Therefore Eq. (2.29) can be written as
1− iJ0
2
ξ |J0〉 = 0 . (2.33)
Note that a different choice of complex structure J in J (V,Ω) corresponds to a different
choice of state |J〉 that can be used as reference vacuum for the Fock basis. The state |J〉 is
defined by
1− iJ
2
ξ |J〉 = 0 . (2.34)
analogously to the vacuum |J0〉 associated to the complex structure J0.
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2.5 Unitary representation of Sp(2N,R) on the Hilbert space HV
The Hilbert space HV carries a unitary representation of the symplectic group Sp(2N,R),4
[36, 37]
U(M) ξa U(M)−1 = Mab ξb . (2.35)
Using the canonical commutation relations it can be shown that a quadratic hermitian oper-
ator 12Kabξ
aξb with Kab ∈ Sym(2N,R) generates the unitary transformation representing a
symplectic transformation M with generator ΩacKcb, i.e.
U(M) = exp
(−i 12Kabξaξb) with Mab = exp(ΩacKcb) . (2.36)
Symplectic transformation of the creation and annihilation operators associated to the refer-
ence complex structure J0 follow from Eq. (2.26) and are given by
U(M) ai U(M)
−1 = Φij aj + Ψij a
†
j (2.37)
with the Bogolyubov coefficients given by Φij = u
†
iMuj and Ψij = u
†
iMu
∗
j ,
5 [8]. The set of
quadratic hermitian operator 12Kabξ
aξb that generate these unitary transformations can also
be expressed in terms of creation and annihilation operators: we define the operators Eij , Fij
and F †ij
Eij =
1
2
(a†iaj + aja
†
i ) , (2.38)
Fij = ai aj , F
†
ij = a
†
i a
†
j . (2.39)
Their commutation relations provide a representation of the symplectic algebra sp(2N,R),
[Eij , Ekl] = δikEjl − δjlEik (2.40)
[Fij , Fkl] = 0 , [F
†
ij , F
†
kl] = 0 (2.41)
[Fij , Ekl] = Filδjk + Fjlδik (2.42)
[F †ij , Ekl] = −F †ikδjl − F †jkδil (2.43)
[Fij , F
†
kl] = Eikδjl + Eilδjk + Ejkδil + Ejlδik (2.44)
4The unitary operators U(M) provide in fact a projective representation of the symplectic group. A double
covering of the group is required to make the representation single valued. This double covering is called the
metaplectic group. An example of the two-valued nature of the representation is the following. Consider the
element Mt = exp(tJ0) of Sp(2N,R). We have M0 = M2pi = 1. On the other hand the unitary representation
of Mt is given by U(Mt) = exp(i t δabξ
aξb) with the operator δabξ
aξb having a half-integer spectrum for N
odd. As a result, while U(M0) = 1 we can have U(M2pi)|s〉 = ±|s〉 on eigenstates of δabξaξb.
5 This relation can be inverted so that the symplectic transformation M is written in terms of the Bo-
golyubov coefficients as M =
∑
ij(Φijuiu
†
j + Ψijuiu
∗†
j + Ψ
∗
iju
∗
i u
†
j + Φ
∗
iju
∗
i u
∗†
j ).
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From Eq. (2.40) we see that the Eij form a subalgebra: they are the generators of the unitary
group U(N), i.e.
exp(iαij Eij) ai exp(−iαij Eij) = Ξij aj (2.45)
with Ξij a unitary matrix. The transformations generated by Eij do not mix the creation
and annihilation operators a†i and ai, therefore they preserve J0 and are the generators of
Isot(J0).
Transformations generated by Fij and F
†
ij
U = exp
( 1
2
βij F †ij −
1
2
β∗ ij Fij
)
(2.46)
necessarily mix creation and annihilation operators, U aU−1 = Φ a + Ψ a†, and provide a
representation of the Squeeze(J0) symplectic transformations. The corresponding Bogolyubov
coefficients are
Φ = cosh
√
ββ† , Ψ =
sinh
√
ββ†√
ββ†
β . (2.47)
A convenient parametrization of Squeeze(J0) is provided by the Siegel domain S of com-
plex symmetric matrices γ in the unit disk [35], i.e.
S = {γ ∈ Mat(N,C)| γ = γt and 1− γγ† > 0 } . (2.48)
The squeeze unitary transformation (2.46) can be put in the form
U = exp
( 1
2
βij F †ij −
1
2
β∗ ij Fij
)
(2.49)
= exp
( 1
2
γij F †ij
)
exp
(1
2
log(1− γγ†)ij Eij
)
exp
( 1
2
γ∗ij Fij
)
(2.50)
where we have defined the matrix
γ =
tanh
√
ββ†√
ββ†
β . (2.51)
Note that γ is symmetric and satisfies 0 ≤ γγ† ≤ 1 because of the properties of the hyperbolic
tangent, therefore it belongs to the Siegel disk S. We can write the Bogoliubov coefficients
in terms of γ,
Φ = (1− γγ†)− 12 , Ψ = (1− γγ†)− 12 γ . (2.52)
Note that γ = Φ−1Ψ. Using the expression for the symplectic transformation in terms of the
Bogolyubov coefficients,
Mγ =
∑
ij
(Φijuiu
†
j + Ψijuiu
∗†
j + Ψ
∗
iju
∗
iu
†
j + Φ
∗
iju
∗
iu
∗†
j ) (2.53)
we can also write the symplectic matrix M in terms of γ. By definition the reference complex
structure J0 transforms non-trivially under conjugation by Mγ , it is squeezed. We label a
complex structure with a matrix γ and define
Jγ = Mγ J0M
−1
γ . (2.54)
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The space of complex structures J (V,Ω) can therefore be described by a reference complex
structure J0 and a point γ in the Siegel disk S.
3 Squeezed vacuum states: properties
Squeezed vacuum states can be characterized in a variety of equivalent ways. Here we follow
the approach of [9] and show that squeezed vacua are group-theoretical coherent states for
the symplectic group. In particular we show that they provide a resolution of the identity
for the even sector of the Hilbert space of the system. Moreover we discuss the squeezing of
their correlations.
3.1 Vacuum state associated to a complex structure
A squeezed vacuum associated to the complex structure J ∈ J (M,Ω) is a state in the Hilbert
space HV that satisfies the defining condition
1− iJ
2
ξ |J〉 = 0 . (3.1)
Analogously to what we have done for the reference complex structure J0 we can introduce
a set u˜i of orthonormal eigenvectors with eigenvalue +i, i.e. Ju˜i = +i u˜i. The associated
annihilation operator is a˜i = u˜
∗
ia ξ
a and the squeezed vacuum satisfies a˜i|J〉 = 0. Using the
parametrization Jγ in terms of a point γ in the Siegel disk we can also write
(ai + γija
†
j) |Jγ〉 = 0 , (3.2)
where ai and a
†
i are annihilation and creation operators associated to the reference complex
structure J0. Using Eq. (2.35) we see that the state |Jγ〉 can be obtained by squeezing the
vacuum |J0〉 with a unitary transformation U(Mγ),
|Jγ〉 = U(Mγ) |J0〉 . (3.3)
Using Eq. (2.50) together with Eij |J0〉 = 12δij |J0〉 and Fij |J0〉 = 0, we find the expression
|Jγ〉 = det(1− γγ†) 14 exp
(
1
2γ
ijF †ij
)
|J0〉 . (3.4)
This expression allows us to compute the scalar product of two squeezed vacua
〈Jγ1 |Jγ2〉 =
(
det(1− γ1γ†1) det(1− γ2γ†2)
det(1− γ†1γ2)2
) 1
4
. (3.5)
In particular 〈J0|Jγ〉 = det(1− γγ†) 14 . Moreover we can expand a squeezed vacuum over the
basis (2.30),
|Jγ〉 =
∑
ni
cni(γ) |ni; J0〉 , (3.6)
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with coefficients
cni(γ) =
det(1− γγ†) 14
piN
∫
CN
e−
1
2
∑
γijzizj
N∏
i=1
(
(z∗i )
ni
√
ni!
e−ziz
∗
i dzi
)
. (3.7)
Note that the coefficients cn1···nN (γ) with
∑N
i=1 ni odd all vanish: squeezed vacuum states
have support on the sector of the Hilbert space spanned by Fock space basis elements |ni; J0〉
with
∑N
i=1 ni even.
3.2 Squeezed vacua as symplectic coherent states
Group-theoretical coherent states are defined in terms of a Lie group G and its unitary
irreducible representation U(g) on a Hilbert space H, [9]. Given a reference state |v0〉 in H,
a set of states is obtained by applying a group transformation, |vg〉 = U(g)|v0〉. A set of
coherent states is obtained by an appropriate choice of the reference state.
Let g be the algebra of the group G, gC its complex hull and Xk the set of generators of
gC. A generator Xk preserves or annihilates the state |v0〉 if there exists a λk ∈ C such that
Xk|v0〉 = λk |v0〉 . (3.8)
Within the Hilbert space H there is a maximal set {X1, . . . , Xn} of generators such that at
least one solution of Eq. (3.8) exists. The reference state |v0〉 for the construction of coherent
states is required to be one of these solutions.6 A case of particular interest occurs when
a subset of the generators Xk forms a subalgebra h of gC. In this case the reference state
satisfies
U(g)|v0〉 = eiθ|v0〉 ∀ g ∈ Isot(h0) . (3.9)
i.e. it is invariant up to a phase under the action of the isotropy group Isot(h0) = {g ∈
G| g h0 g−1 = h0} for some group element h0. In this case a coherent state is labeled by a
reference state |v0〉 and an element of the coset G/Isot(h0). This construction can be imme-
diately applied to the unitary representation of Sp(2N,R) discussed in the previous section
to obtain symplectic coherent states of a bosonic lattice.
The Hilbert space HV of our bosonic system provides a reducible unitary representation
of the double-cover of the symplectic group Sp(2N,R). Defining the parity operator Π =
exp[2pi i
∑
i(Eii − 12)] we can decompose HV in
HV = Heven ⊕Hodd . (3.10)
where Heven is the space of eigenstates of Π with eigenvalue +1 and Hodd with eigenvalue −1.7
As the unitary representation U(M) = exp
(−i 12Kabξaξb) is constructed out of quadratic op-
erators it leaves the parity of the state invariant and HV is therefore reducible. An irreducible
representation is induced on the even and the odd sector of the Hilbert space.
6This condition guaranties that the set of coherent states have minimal dispersions of the Casimir operators
of the group [9].
7The sector Heven is spanned by the basis elements (2.30) with n1 + · · ·+ nN even, Hodd by n1 + · · ·+ nN
odd.
– 12 –
Within Heven there is a unique state |J0〉 that satisfies the condition (3.8) for the maximal
set of generators Eij and Fij ,
Eij |J0〉 = 1
2
δij |J0〉 , and Fij |J0〉 = 0 . (3.11)
This reference state is invariant up to a phase under the action of the isotropy group of the
element element J0 of Sp(2N,R). A symplectic coherent state in Heven is obtained by acting
on |J0〉 with a symplectic transformation U(M), i.e.
|JM 〉 ≡ U(M)|J0〉 . (3.12)
Because of the invariance of the state |J0〉 under the action of Isot(J0), we can label a sym-
plectic coherent state by the state |J0〉 and an element of the squeeze coset Squeeze(J0) =
Sp(2N,R)/Isot(J0). This is exactly the squeezed vacuum state labeled by the complex struc-
ture J = MJ0M
−1.
Within Hodd there is no state that satisfies Eij |v0〉 = λij |v0〉 for all i, j. There is however
a set of N orthogonal states that satisfy Fij |v0〉 = 0. Defining the single-excitation state
|1k; J0〉 ≡ a†k|J0〉 we have
Fij |1k; g0〉 = 0 , (3.13)
with k = 1 . . . N . By choosing one of them as reference state, we have the set of symplectic
coherent states in Hodd given by
|1k; JM 〉 ≡ U(M) a†k |J0〉 = a˜†k |JM 〉 , (3.14)
where a˜†k ≡ U(M)a†kU(M)−1.
A remarkable property of group-theoretical coherent states is that they provide a resolu-
tion of the identity as in integral over the group. For symplectic coherent states we have
1 =
∫
Sp(2N,R)
|JM 〉〈JM | dµ(M) +
∫
Sp(2N,R)
|1k; JM 〉〈1k; JM | dµ(M) , (3.15)
where dµ(M) is the Haar measure on Sp(2N,R). In Eq. (3.15) the first term projects on
Heven, the second on Hodd. Symplectic coherent states provide an overcomplete basis of H
and every state can be written as a linear superposition of |JM 〉 and |11; JM 〉 for instance.
Clearly the integration over M in Eq. (3.15) is redundant: elements of the compact subgroup
Isot(J0) ∼ U(N) leave the integrand |JM 〉〈JM | invariant. We can parametrize the integral
over the Squeeze(J0) coset by using the Bloch-Messiah decomposition: we write M = RT0R
′
with R, R′ in Isot(J0) and T0 diagonal and in Squeeze(J0). In particular we have
U(T0) = exp
(∑
i
si (F
†
ii − Fii)
)
(3.16)
with squeezing parameters si ≥ 0 and T0 = eX0 with X0 = Diag(s1, . . . , sN , −s1, . . . ,−sN ).
Following [39] we find the induced invariant measure
dµ(T0) =
(∏N
i<j=1 | cosh si − cosh sj |
) ∏
i dsi . (3.17)
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The following expressions provide equivalent representations of the resolution of the identity
in Heven:
1even =
∫
J (Ω,V )
|J〉〈J | dµ(J) =
∫
Sp(2N,R)
|JM 〉〈JM | dµ(M) (3.18)
=
∫
U(N)×RN
|JRT0〉〈JRT0 | dµ(R)dµ(T0) (3.19)
where dµ(J) can be understood as the invariant measure on the space of positive compatible
complex structures (or over the Siegel disk S) and dµ(R) is the invariant measure on the
unitary group U(N).
3.3 Correlations and uncertainty relations
The expectation value of the elementary operator ξa on a squeezed vacuum |J〉 is always
vanishing,
〈J |ξa|J〉 = 0 . (3.20)
This is an immediate consequence of the fact that ξa|J〉 belongs to Hodd and is therefore
orthogonal to |J〉. On the other hand the two-point correlation function is non-trivial and
completely determined by the complex structure J ,
Cab ≡ 〈J |ξaξb|J〉 = i
(1− iJ
2
)a
c Ω
cb . (3.21)
This relation can be derived for instance by noticing that 〈J0|ξaξb|J0〉 = 12(δab + i Ωab) where
δab = Ja0 c Ω
cb and 〈J |ξaξb|J〉 = MacM bd 〈J0|ξaξb|J0〉.
Note that the set of vectors va in the vector space Vˆ = R2N satisfying the condition
Cabvavb = 1 form an ellipsoid. In fact only the symmetric part of the correlation function
determines the ellipsoid. This part coincides with half of the inverse metric gab = Jac Ω
cb
introduced in Eq. (2.8), so that the correlation ellipsoid is defined by
1
2
Jac Ω
cb vavb = 1 (3.22)
Using the Bloch-Messiah parametrization of J = MJ0M
−1 with M = RT0 we find that the
principal axis of the ellipsoid come in pairs given by the vectors Rai and R
a
i+N that span a
symplectic plane. The axis have length e±si where si are the squeeze parameters introduced
in Eq. (3.16). The ellipsoid associated to the state |J0〉 is a sphere of radius 1, i.e. si = 0:
squeezing the state |J0〉 with a unitary transformation U(M) produces a squeezed vacuum
|J〉 with ellipsoid obtained by squeezing the sphere with the same symplectic transformation
M .
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Consider a pair of observables q = qaξ
a and p = paξ
a in HV that are canonically conju-
gate,8 i.e. [q, p] = i. The dispersion9 of q and p on the squeezed vacuum |J〉 is
∆q =
√
1
2 J
a
c Ωcb qaqb , ∆p =
√
1
2 J
a
c Ωcb papb . (3.23)
Using the fact that Jac Ω
cb is a positive matrix of determinant 1 when restricted to a sym-
plectic subspace we can show that
∆q ∆p =
1
2
√
1 + (Jac Ωcb qapb)2 . (3.24)
In particular, the Heisenberg uncertainty relations for the canonical couple q, p are saturated
only when Jac Ω
cb qapb = 0 and are squeezed otherwise.
4 Entanglement spectrum and entropy of squeezed vacua
We are interested in describing properties of a subsystem. In terms of the symplectic vector
space (V,Ω), we consider a subspace A = R2NA of dimension 2NA. Its symplectic complement
AΩ is defined in Eq. (2.3). We require that A is a symplectic vector space with respect to
the induced symplectic structure, (A,Ω). This requirement corresponds to the condition
A ∩AΩ = {0}. The vector space B = AΩ is also symplectic. Therefore we have a symplectic
decomposition of V ,
V = A⊕B , (4.1)
with B of dimension 2NB and NA +NB = N . Without loss of generality, we assume that A
is the smallest of the two, NA ≤ NB. We denote PA and PB : V → V the projectors from V
to the subspaces A and B respectively.
At the level of the Hilbert space HV the symplectic decomposition (4.1) corresponds to
a tensor product structure
HV = HA ⊗HB . (4.2)
In this section we derive a Schmidt decomposition of symplectic matrices analogous to
the one discussed in [20] and write the reduced density matrix
ρA ≡ TrB
(|J〉〈J |) (4.3)
of a squeezed vacuum in terms of the associated entanglement Hamiltonian HA. The entan-
glement entropy of the state |J〉 restricted to the subsystem A is the von Neumann entropy
of the reduced density matrix,
SA(|J〉) ≡ −TrA
(
ρA log ρA
)
, (4.4)
8These observables correspond to a symplectic basis in a two-dimensional symplectic subspace of (V,Ω),
i.e. Ωabqapb = 1.
9The dispersion of an observable O on a state |s〉 is defined as ∆O ≡√〈s|O2|s〉 − 〈s|O|s〉〈s|O|s〉.
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where the trace is over the Hilbert space HA. The entanglement entropy can be easily
computed from the spectrum of the entanglement Hamiltonian [40]. Following [18] we show
that, at given two-point correlation function, squeezed vacua are the states with the largest
entanglement entropy, a special case of the more general result of [41]. The expression of
the entanglement entropy in terms of the projection of the complex structure is derived in
Sec. 4.4.
4.1 Normal modes and decomposition of the complex structure
Given a complex structure J on V we are interested in its projection to the symplectic sub-
space A, i.e. PA JPA. In general the projected complex structure does not induce the complex
structure on the subspace. Here we use Williamson theorem [20, 34–36] to put the projection
of a complex structure in canonical form.
Williamson theorem states that a positive-definite symmetric matrix K ∈ Sym+(2N,R)
can be put in a canonical diagonal form via a symplectic transformation, i.e. K = M(Λ⊕Λ)M t
where Λ = Diag(λ1, . . . , λN ) with λi > 0 and M ∈ Sp(2N,R). The invariants λi are the
normal modes of K. We provide a constructive proof of this theorem.
Given K ∈ Sym+(2N,R) consider the hermitian matrix H =
√
K iJ0
√
K. As H† = H
and H∗ = −H we have that it has real eigenvalues with opposite sign associated to orthogonal
eigenvectors that are complex conjugate, i.e.
Hvi = λivi and Hv
∗
i = −λiv∗i (4.5)
with λi > 0 and i = 1 . . . N . The matrix H is diagonalized by a 2N × 2N unitary transfor-
mation U = (v1 · · · vn v∗1 · · · v∗n) so that
H = U (Λ ⊕ −Λ)U−1 (4.6)
with Λ = Diag(λ1, . . . , λN ) and (Λ ⊕ −Λ) the block diagonal matrix with Λ and −Λ on the
diagonal. Let us define the unitary matrix
W =
N⊕
i=1
1√
2
(
1 i
1 −i
)
=
1√
2
(
1 i1
1 −i1
)
. (4.7)
Note that, because of the structure of the eigenvectors of H, the matrix R = W †U † is real
and orthogonal, RRt = 1. We define now the matrix M
M =
√
K U W (
√
Λ−1 ⊕
√
Λ−1 ) . (4.8)
It is immediate to check that MJ0M
t = J0, therefore M ∈ Sp(2N,R). This concludes the
constructive proof of Williamson theorem: a positive-definite symmetric matrix K can be
written in terms of the normal modes λi as
K = M(Λ⊕ Λ)M t (4.9)
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where the invariants λi are the absolute value of the eigenvalues of the hermitian matrix
H =
√
K iJ0
√
K and the symplectic matrix M is given by Eq. (4.8). We note also that
the matrix
√
KH
√
K−1 is diagonalizable and it has the same eigenvalues of the matrix H.
Therefore the Williamson invariants λi can be directly computed as the absolute value of the
eigenvalues of the matrix iKJ0.
A complex structure J ∈ J (V,Ω) can be obtained from the reference complex structure
J0 by conjugation with a symplectic transformation, J = MJ0M
−1. Using the polar decom-
position (2.16) we can write M = TR and J = T 2J0, where T
2 ∈ Sym+(2N,R). We adopt the
notation [PAMPA] : A→ A to denote the full-rank matrix obtained from PAMPA : V → V .10
By construction, the projection PAJ0PA of the reference complex structure J0 to the subspace
A is also a complex structure that we will still call J0 = [PAJ0PA]. The projection of J on
the other hand does not belong in general to J (A,Ω) and can be written as
[PA JPA] = [PA T
2PA] J0 , (4.10)
with [PA T
2PA] ∈ Sym+(2NA,R). We apply Williamson theorem to this matrix and we obtain
[PA T
2PA] = MA (Λ⊕ Λ)M tA (4.11)
where MA ∈ Sp(2NA,R) and Λ = Diag(cosh 2r1, . . . , cosh 2rNA). From Williamson theorem
we know that the normal modes cosh 2ri can be determined as the absolute value of the
eigenvalues of [PA T
2PA] iJ0. This is exactly i times the projection of the complex structure,
so that we have [PA iJPA] = MA (Λ⊕−Λ)M−1A , i.e.
Eigenvalues([PA iJPA]) = {± cosh 2ri} . (4.12)
It follows that
Eigenvalues
(
[PA
1− iJ
2
PA]
)
= {(cosh ri)2 , −(sinh ri)2} . (4.13)
The projection of a complex structure is a complex structure only if the “squeeze” parameters
ri are all vanishing.
The same analysis can be performed for the projection PB iJPB to the subspace B.
The projected complex structure has the same non-vanishing eigenvalues {± cosh 2ri}, plus
2(NB −NA) eigenvalues ±1. In particular, as for the projection to A, we can write
[PB iJPB] = MB (Λ⊕−Λ ⊕ 1⊕ −1)M−1B (4.14)
10A basis of V = A⊕B consisting of the union of a basis of A and a basis of B can be chosen. In this case
the matrix elements of [PAMPA] coincide with the matrix elements of M on a restricted range. We adopt this
more abstract notation because it simplifies some algebraic manipulations when we use an orthonormal basis
that is not adapted to the decomposition A⊕B.
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where MB ∈ Sp(2NB,R). When extended to V we find that the symplectic transformation
MA ⊕MB ∈ Sp(2N,R) puts the complex structure in the canonical form
J = (MA ⊕MB) T0 J0 T−10 (M−1A ⊕M−1B ) (4.15)
with T0 a symplectic transformation in Squeeze(J0) given by
T0 = exp
( NA∑
i=1
riKiJ0
)
(4.16)
with
Ki =
 0 κi 0κi 0 0
0 0 0
 , κi =

0
0
1
0
 , (4.17)
or more explicitly
T0 =
 c⊕ c s⊕−s 0s⊕−s c⊕ c 0
0 0 1
 (4.18)
with c = Diag(cosh r1, . . . , cosh rNA) and s = Diag(sinh r1, . . . , sinh rNA).
4.2 Schmidt decomposition and the entanglement Hamiltonian
Using the decomposition
M = (MA ⊕MB)T0R (4.19)
we can write the squeezed vacuum state associated to the complex structure J = MJ0M
−1
in the form
|J〉 = U(M)|J0〉 = U(MA ⊕MB)U(T0)|J0〉 (4.20)
= UA UB exp
( NA∑
i=1
ri(a
†
ib
†
i − aibi)
)|J0〉 (4.21)
= UA UB
NA∏
i=1
( ∞∑
n=0
(tanh ri)
n
cosh ri
(a†i )
n
√
n!
(b†i )
n
√
n!
)
|J0〉 (4.22)
where bi ≡ aNA+i. Defining
|JA〉 = U(MA)
NA⊗
i=1
|j0〉i , |JB〉 = U(MB)
NA+NB⊗
i=NA+1
|j0〉i (4.23)
and a˜i = UA ai U
−1
A , b˜i = UB bi U
−1
B we have the orthonormal basis in HA and HB
|n1, . . . , nNA ; JA〉 =
( NA∏
i=1
(a˜†i )
ni
√
ni!
)
|JA〉 , |n1, . . . , nNB ; JB〉2 =
( NB∏
i=1
(b˜†i )
ni
√
ni!
)
|JB〉 . (4.24)
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This is a Schmidt basis for the squeezed vacuum |J〉, i.e.
|J〉 =
∞∑
n1···nNA=0
(
NA∏
i=1
(tanh ri)
ni
cosh ri
)
|n1, . . . , nNA ; JA〉 ⊗ |n1, . . . , nNA ; JB〉 . (4.25)
The reduced density matrix ρA can now be easily computed,
ρA = TrB
(
|J〉〈J |
)
=
∞∑
n1···nNA=0
(
NA∏
i=1
(tanh ri)
ni
cosh ri
)2
|n1, . . . , nNA ; JA〉〈n1, . . . , nNA ; JA| .
(4.26)
This expression can also be written as
ρA =
e−2piHA
ZA
(4.27)
where HA is the entanglement Hamiltonian
HA = − 1
pi
NA∑
i=1
log(tanh ri) a˜
†
i a˜i (4.28)
and ZA = Tr(e
−HA) =
∏NA
i=1(cosh ri)
2. The squeezing parameters ri are obtained from the
eigenvalues ± cosh 2ri of iJ restricted to region A, Eq. (4.12). The entanglement spectrum is
the set of eigenvectors and eigenvalues of the entanglement Hamiltonian as computed above
[40].
4.3 Entanglement entropy and extremality of squeezed vacua
The entanglement entropy of the squeezed vacuum |J〉 restricted to the sub Hilbert space HA
is given by the von Neumann entropy of the reduced density matrix,
SA(|J〉) ≡ −Tr
(
ρA log ρA
)
. (4.29)
Let us consider two squeezed vacua |J1〉 and |J2〉 onHV . For a given subsystem A we want
to compare the entanglement entropy of the two states. It is useful to define the correlation
matrices Cab1 and C
ab
2 of the two states using Eq. (3.21), together with the entanglement
Hamiltonians appearing in the expression of the reduced density matrices ρ1, ρ2 of the two
states,
H1 =
1
2
K1 ab ξ
aξb H2 =
1
2
K2 ab ξ
aξb . (4.30)
The relative entanglement entropy RA is the relative entropy of the reduced density matrices
RA(|J2〉; |J1〉) ≡ Tr
(
ρ2 log ρ2 − ρ2 log ρ1
)
≥ 0 . (4.31)
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It is always positive if the two density matrices do not coincide and zero if they do [18]. The
difference between the entanglement entropies can be bounded from below using the following
inequality
SA(|J1〉)− SA(|J2〉) =− Tr
(
ρ1 log ρ1
)
+ Tr
(
ρ2 log ρ1
)
+RA(|J2〉; |J1〉) (4.32)
≥− Tr
(
ρ1 log ρ1
)
+ Tr
(
ρ2 log ρ1
)
(4.33)
= Tr(H1 ρ1)− Tr(H1 ρ2) (4.34)
=
1
2
K1 ab
(
Tr(ξaξb ρ1)− Tr(ξaξb ρ2)
)
(4.35)
=
1
2
K1 ab
(
Cab1 − Cab2
)
(4.36)
Therefore a larger correlation function, Cab1 − Cab2 > 0, implies a larger entropy for every
subsystem A. In terms of the complex structures we have
(J1 − J2)ac Ωcb > 0 ⇒ SA(|J1〉) > SA(|J2〉) . (4.37)
The same method can be used to prove that squeezed vacuum states are the states with
the largest entanglement entropy at fixed correlation function [41]. Consider a generic state
|s〉 ∈ HV and define the connected correlation function of this state in the standard way
Cabs = 〈s|ξaξb|s〉 − 〈s|ξa|s〉〈s|ξb|s〉 . (4.38)
Out of Cabs we can define a complex structure
Jab = 2C
ac
s Ωcb − i δab . (4.39)
The associated squeezed vacuum |J〉 that has exactly the same correlation function CabJ as
the state |s〉. Then we have
SA(|J〉)− SA(|s〉) =− Tr
(
ρJ log ρJ
)
+ Tr
(
ρs log ρJ
)
+RA(|s〉; |J〉) (4.40)
=
1
2
Kab
(
Tr(ξaξb ρJ)− Tr(ξaξb ρs)
)
+RA(|s〉; |J〉) (4.41)
=
1
2
Kab
(
CabJ − Cabs
)
+RA(|s〉; |J〉) (4.42)
= RA(|s〉; |J〉) ≥ 0 (4.43)
Therefore at fixed correlation function the squeezed vacuum is the state with the largest
entanglement entropy.
4.4 Entanglement entropy of squeezed vacua in terms of the complex structure
The entanglement entropy of the squeezed vacuum |J〉 restricted to the sub Hilbert space
HA is given by SA(|J〉) ≡ −Tr
(
ρA log ρA
)
. Using Eq. (4.27) for the reduced density matrix
expressed in terms of the entanglement Hamiltonian HA it is immediate to show that
− TrA
(
ρA log ρA
)
=
NA∑
i=1
(
(cosh ri)
2 log(cosh ri)
2 − (sinh ri)2 log(sinh ri)2
)
. (4.44)
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This expression can be cast in terms of the eigenvalues of PA
1−iJ
2 PA, Eq. (4.13). Equivalently,
in matrix form, we find our final expression for the entanglement entropy in terms of the
complex structure:
SA(|J〉) = tr
(
PA
1− iJ
2
PA log
∣∣∣PA1− iJ
2
PA
∣∣∣) , (4.45)
where the trace is over 2N dimensional matrices and not on the Hilbert space HA. This is
the main formula studied in the rest of the paper.
Note that this formula is equivalent to the one found in [19] for the entropy of a Gaussian
bosonic channel expressed in terms of its symplectic invariants, and the one of [42] for the
entanglement entropy of a quasi-free state of a scalar field on a causal set, expressed in terms
of the covariant correlation function. The expression in terms of the complex structure makes
manifest the fact the entanglement entropy vanishes when PA
1−iJ
2 PA is a projector (in this
case in fact its eigenvalues are either 0 or 1 and 0 log 0 = 0, 1 log 1 = 0). This happens if
and only if the projection of the complex structure PA JPA induces a complex structure for
the subsystem A. To have a nonvanishing entanglement entropy we need that the complex
structure J sends a vector in A into a vector with components in B. In fact, using PA+PB = 1
and (PA iJPA)
2 = PA + PA JPB JPA, we see that the eigenvalues of PA iJPA are different
from ±1, 0 if and only if PB JPA is non-vanishing.
4.5 Entanglement entropy for small and large squeezing
Suppose that the squeezing parameters ri in Eq. (4.12) are all small. This happens if PA JPA
is close to being a complex structure, in particular tr
(
(PA iJPA)
2 − 1)  NA. Expanding
Eq. (4.44) ri  1 we find
SA(|J〉) =
NA∑
i=1
(1− log r2i ) r2i + O(r4i ) . (4.46)
On the other hand for large squeezing ri  1, i.e. tr
(
(PA iJPA)
2 − 1)  NA, we find the
asymptotic expansion
SA(|J〉) ≈
( NA∑
i=1
2ri
)
+ (1− 2 log 2)NA . (4.47)
The leading order can be written in matrix form in terms of the projected complex structure
as
SA(|J〉) ≈ 1
2
log
∣∣det([PA iJPA])∣∣ , (4.48)
where [PA iJPA] is the full rank matrix obtained from the projected symplectic structure.
– 21 –
5 Scalar field on a lattice and squeezed vacua
In this section we apply the formalism of squeezed vacua and complex structures to study the
entanglement entropy of a scalar field on a lattice. The lattice provides a notion of locality
for the interaction between the N bosonic degrees of freedom.
The entanglement entropy of the ground state of a local Hamiltonian [10–12] is well-
studied [14–17] and know to lead to an area law [13]. In Sec. 5.2 we consider a generic lattice
and use formula Eq. (4.45) to determine the dependence of the area law on the speed of sound,
in the limit of small speed of sound.
The time dependence of the entanglement entropy for a state that is not an eigenstate of
the Hamiltonian has been studied using a variety of methods [43–48]. For a chaotic system the
rate of the entanglement entropy growth is expected to be related to the Lyapunov exponents
of the system [49–53]. In Sec. 5.3 we study the evolution of a squeezed vacuum in the presence
of an instability described by a quadratic Hamiltonian with potential that is unbounded from
below. We find a precise relation between the long-time behavior of the entanglement entropy,
the size of the subsystem, the eigenvectors of the interaction potential and the eigenvalues
associated to the unstable directions. In particular we find that the rate of growth of the
entanglement entropy is asymptotically bounded from above by the Kolmogorov-Sinai rate
of the associated classical system.
5.1 Bosonic lattice: degrees of freedom and regions
Consider a system of N bosonic degrees of freedom (φi, pii) with canonical commutation
relations
[φi, pij ] = i δij , [φi, φj ] = 0 , [pii, pij ] = 0 , i, j = 1, . . . , N . (5.1)
The canonical variables (φi, pii) are defined by φi = δiaξ
a and pii = δi+N a ξ
a in terms of the
observable ξa on HV . We can define a set of annihilation and creation operators as
ai =
1√
2
(φi + ipii) , a
†
i =
1√
2
(φi − ipii) . (5.2)
These are the operators associated to the reference complex structure J0 = ⊕Ni=1j0 introduced
in Eq. (2.10). We denote |J0〉 the vacuum annihilated by ai and |ni; J0〉 the Fock basis built
over this vacuum as in Eq. (2.30).
In order to define a notion of locality and adjacency relations between the degrees of
freedom we equip the system with a lattice structure. We introduce a graph Γ with N nodes:
each node plays the role of site i where the degree of freedom (φi, pii) lives.
Consider the set N = (1, 2, . . . , N). We call nodes the elements i ∈ N and we equip
functions vi on this set with the structure of a vector space. The adjacency relation of two
nodes i, j is determined by the adjacency matrix tij [54], a linear map from N to N defined
by
tij =
{
1 if i, j distinct and adjacent,
0 otherwise.
(5.3)
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We call link the unordered couple `(ij) = (i, j) with i, j adjacent nodes. We denote L =
{(i, j)|i, j ∈ N , tij = 1} the set of links. The couple Γ = (N ,L) defines a finite graph that
is undirected and simple. The number of links of the graph is determined by the adjacency
matrix via the formula
L =
1
2
∑
i,j∈N
tij . (5.4)
The valence di of the node i is defined as the number of links that contain the node i and is
given by
di =
∑
j∈N
tij . (5.5)
The adjacency matrix provides us also with a notion of graph Laplacian defined as
∆ij = tij − di δij . (5.6)
The matrix −∆ij is positive semi-definite and its spectrum captures various properties of
the graph. In particular in the following we assume that the graph Γ is connected11. In
this case there is at most one eigenvalue 0 in the spectrum of the graph Laplacian with
the corresponding eigenvector being the constant vector. If we impose boundary conditions
on the eigenvectors, such as vanishing components on a set of nodes of the graph, then all
eigenvalues are strictly positive.
We introduce now the notion of subgraph ΓA. Consider a subset NA ⊂ N with NA nodes.
We denote NB its complement so that N = NA ∪NB . We denote(
ΠA
)
ij
=
∑
k∈NA
δkiδkj (5.7)
the projector from N to NA. We also define the subset LA = {(i, j)|i, j ∈ NA, tij = 1} ⊂ L
defined as the set of links connecting two nodes in NA, and the set of boundary links
L∂A = {(i, j)|i ∈ NA, j ∈ NB, tij = 1} . (5.8)
We have L = LA ∪LB ∪L∂A. The subgraph ΓA ⊂ Γ is defined as ΓA = (NA,LA). In general
the subgraph ΓA can have more than one connected component.
A bosonic lattice (Γ,HV ) is defined by a graph Γ with a bosonic degree of freedom (φi, pii)
at each node i ∈ N and the associated Hilbert space
HV =
⊗
i∈N
L2(R) . (5.9)
A region of the bosonic lattice is a coucple (ΓA,HA) where ΓA is a connected subgraph of Γ
with the bosonic degree of freedom (φi, pii) with i ∈ NA. The Hilbert space of the region A is
HA =
⊗
i∈NA
L2(R) . (5.10)
11A graph Γ is connected if for every two nodes i1, iM there is a sequence (i1, i2, . . . , iM ) such that
ti1i2ti2i3 · · · tiM−1iM = 1.
– 23 –
Notice that we have the tensor product structure HV = HA ⊗ HB. This decomposition
corresponds to a decomposition of symplectic vector spaces V = A⊕ B, where A = R2NA is
the vector space spanned by the canonical basis {ei, J0ei} with ei = (δai ) and i = 1, . . . , NA.
The projector from V to A is
PA =
NA∑
i=1
(
eie
t
i + (J0ei)(J0ei)
t
)
. (5.11)
In terms of the projector ΠA to the subset of sites NA, Eq. (5.7), we have PA = ΠA ⊕ΠA.
5.2 Ground state of Hamiltonians and the area law
Consider the lattice Hamiltonian
H =
N∑
i,j=1
1
2
(
δijpiipij + Vijφiφj
)
(5.12)
with Vijφiφj a potential term bounded from below, i.e. V = (Vij) ∈ Sym+(N,R). The
Hamiltonian can be put in normal form
H =
N∑
k=1
ωk
(
b†kbk +
1
2
)
(5.13)
where ωk are the eigenvalues of the matrix
√
V and bk = ukaξ
a = 1√
2
(
V
1/4
ki φi + iV
−1/4
ki pii
)
is
the annihilation operator associated to the complex structure
J =
(
0 −
√
V −1
√
V 0
)
. (5.14)
This expression can be obtained by writing the Hamiltonian in the form H = 12Kabξ
aξb and
applying Williamson theorem to Kab. The ground state of the Hamiltonian H is the squeezed
vacuum |J〉 that satisfies bk|J〉 = 0.
The entanglement entropy SA(|J〉) can be obtained by computing the eigenvalues λ =
± cosh 2ri of the projected complex structure PA iJPA. The eigenvalues of PA iJPA satisfy
0 = det
(
PA iJPA − λ1
)
= det
(
−λ1 −i ΠA
√
V −1ΠA
i ΠA
√
VΠA −λ1
)
= det
(
λ2 1−ΠA
√
V ΠA
√
V −1 ΠA
)
= det
(
ΠA
√
V ΠB
√
V −1 ΠA − (1− λ2)1
)
, (5.15)
where we have used ΠA + ΠB = 1 in the last line. Therefore we find
(sinh 2ri)
2 = −Eigenvalues
(
ΠA
√
V ΠB
√
V −1 ΠA
)
, (5.16)
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The squeezing parameters ri are non-vanishing and the entanglement entropy non-trivial only
if the potential Vij entangles A with B, i.e. only if ΠBV ΠA 6= 0.
In the following we consider a special case: the lattice discretization of the scalar field
Hamiltonian on a trivial background, i.e. the potential term
Vij = δij − c2∆ij . (5.17)
This potential corresponds to setting the lattice spacing and the mass of the scalar field to
unity, while keeping the speed of sound c free. Note that the lattice is not assumed to be
regular. It is instructive to study the behavior of the entanglement entropy for small speed
of sound. For c 1 we have
−ΠA
√
V ΠB
√
V −1 ΠA =
c4
4
ΠA∆ ΠB∆ ΠA +O(c
6) =
c4
4
Υ +O(c6) (5.18)
where Υ = ΠAtΠBtΠA is the adjacency matrix tij restricted to the boundary links L∂A. As
a result, using Eq. (5.16),
{r2i } = Eigenvalues
( c4
16
Υ
)
+O(c6) . (5.19)
Substituting in Eq. (4.46) we find
SA(|J〉) = tr
((
1− log c
4
16
Υ
) c4
16
Υ
)
+O(c6) (5.20)
=
c4
4
(
log
1
c
)
tr Υ +O(c4) =
c4
4
(
log
1
c
)
Area(∂A) +O(c4) (5.21)
where tr Υ = #L∂A is the number of links of the graph that cross the boundary the region A
i.e., in a lattice discretization, the area of the boundary of the region A in units of the lattice
cut-off.
5.3 Linear generation of entanglement at instabilities
We consider again a lattice Hamiltonian of the form
H =
N∑
i,j=1
1
2
(
δijpiipij + Vijφiφj
)
(5.22)
but this time we do not assume that the Hamiltonian is bounded from below: the potential
Vijφiφj term is assumed to have NI unstable directions. We write
V =
NI∑
k=1
−λ2k vkvtk +
N∑
k=NI+1
ω2k vkv
t
k (5.23)
– 25 –
where vk are eigenvectors of the potential, −λ2k negative eigenvalues corresponding to the
unstable directions and ω2k positive eigenvalues corresponding to the stable directions. We
order the negative eigenvalues so that λ1 ≥ λ2 ≥ · · · ≥ λNI > 0. We assume also that the
eigenvalues are non-degenerate. We are interested in the time evolution of the entanglement
entropy of an initial state |J0〉. By writing the Hamiltonian in the form H = 12Kabξaξb we
find that the time evolution operator
e−iH t = U(e−ΩKt) (5.24)
corresponds to the symplectic transformation M = exp(−ΩK t) where ΩK = (ΩacKcb).12
Therefore the evolution of the initial squeezed vacuum |J0〉 is still a squeezed vacuum
|Jt〉 = e−iH t|J0〉 (5.25)
with
Jt = e
−ΩKtJ0 eΩKt . (5.26)
This expression in principle allows us to compute the entanglement entropy SA(|Jt〉) as a
function of time. Here we study the long-time limit under the assumption that there is at
least one unstable direction, λ1 > 0.
The spectrum of ΩK can be expressed in terms of the eigenvalues and eigenvectors of
the potential V . The eigenvalues µ of ΩK satisfy the equation13
0 = det(ΩK − µ1) = det(V + µ21), (5.27)
therefore ΩK has 2NI real eigenvalues µ = ±λk and 2(N − NI) imaginary eigenvalues µ =
±iωk. The associated eigenvectors are 1√2(∓λkvk, vk) and
1√
2
(∓iωkvk, vk). Using these results
we can diagonalize the symplectic transformation M = exp(−ΩK t), i.e.
M = NDN−1 (5.28)
withD = Diag(e+λ1t, e−λ1t, . . . , e+λNI t, e−λNI t , e+iωNI+1t, e−iωNI+1t, . . . , e+iωN t, e−iωN t) and14
N =
1√
2
(
−λ1v1 +λ1v1 · · · −iωNvN +iωNvN
v1 v1 · · · vN vN
)
. (5.30)
12We have K =
(
1 0
0 V
)
and ΩK =
(
0 V
−1 0
)
.
13The first determinant is over 2N -dimensional matrices while the second on N -dimensional matrices
14The inverse of N is
N−1 =
1√
2

−λ−11 vt1 vt1
+λ−11 v
t
1 v
t
1
...
...
+iω−1N v
t
N v
t
N
−iω−1N vtN vtN

. (5.29)
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Note that
MM t =
N∑
k=1
Ck Pk (5.31)
where Pk = vkv
t
k is the projector on the eigenspace λk of the potential, Ck is the 2× 2 matrix
(with detCk = 1)
Ck =
1
2
(
1− λ2k + (1 + λ2k) cosh(2λkt) −(λk + λ−1k ) sinh(2λkt)
−(λk + λ−1k ) sinh(2λkt) 1− λ−2k + (1 + λ−2k ) cosh(2λkt)
)
, (5.32)
and we have adopted the notation λk ≡ iωk for k = NI + 1, . . . , N .
The entanglement entropy SA(|Jt〉) depends on the projected complex structure PA JtPA,
Eq. (4.45). Under the assumption of large squeezing ri  1 (to be checked a posteriori), we
can use the asymptotic expression (4.48),
SA(|Jt〉) ≈ 1
2
log
∣∣det([PA iJtPA])∣∣ . (5.33)
In the following we also assume, without loss of generality, that A is the smallest of the two
subsystems in the bipartition, i.e. NA ≤ NB. Note that, using Jt = MJ0M−1 = MM tJ0 and
[PAJ0PA] = J0, we have∣∣det([PA iJtPA])∣∣ = ∣∣det([PAMM tPA] iJ0)∣∣ = ∣∣det([PAMM tPA])∣∣ . (5.34)
Furthermore, using Eq. (5.31) and the spatial projector ΠA (Eq. (5.7)), we obtain
det([PA iJtPA]) = det
N∑
k=1
Ck ΠAPkΠA = det
( N∑
k=1
ck
)
, (5.35)
where we defined ck = Ck ΠAPkΠA. We are interested in the asymptotic behavior of the
entanglement entropy for large t, which requires the determination of the leading contribution
to (5.35) in this limit. We write the entries of the matrices in the summand in (5.35) explicitly
as
[ck]
(iα)(jβ) = [Ck]
αβ vikv
j
k , i, j = 1, . . . , NA , α, β = 1, 2. (5.36)
Introducing an index r = 2(i− 1) + α, and noting that that the bi-index (i, α) is completely
determined by r, we can switch to the single-index representation [ck]
rs = [ck]
(iα)(jβ).
We recall now a standard result about the determinant of a sum of matrices as in
Eq. (5.35). Using the definition of the determinant in terms of the Levi Civita tensors r1···r2NA
and the multilinearity of the determinant, we find
det
(
N∑
k=1
ck
)
=
N∑
k1=1
· · ·
N∑
k2NA=1
b(k1···k2NA ) , (5.37)
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where b(k1···k2NA ) is given by
b(k1···k2NA ) ≡
1
(2NA)!
2NA∑
r1···r2NA=1
2NA∑
r′1···r′2NA=1
r1···r2NA r′1···r′2NA
[ck1 ]
r1r′1 · · · [ck2NA ]
r2NAr
′
2NA .
(5.38)
In particular, for instance, b(1···1) = det c1. Let us focus now on a single term b(k1···k2Na ) in
Eq. (5.37). Note that, for k = 1, . . . , NI , each entry [Ck]
αβ of the matrix Ck diverges as e
2λkt
for large t, while the determinant detCk = 1 remains bounded. Since we are interested in
the entropy for large t, it is sufficient to our purposes to keep track of the factors of e2λkt
in the calculation of the determinant. Now, the explicit form of the matrix [Ck]
αβ given in
(5.32) leads to several cancellations and simplifications in Eq. (5.38) for b(k1···k2Na ). Consider
for instance b(k k ··· ) where there appear only two identical ki’s. Naively one could expect
an asymptotic behavior ∝ e4λkt, but it is in fact not the case. The reason is a cancellation
that follows from detCk = 1. In the case of an odd number of identical k’s appear, e.g.
b(k k k ··· ), the contribution is at most e2λkt for large t. As a result, in the large t asymptotics
of det([PA iJtPA]), each of the NI exponential factors e
2λkt can appear at most once.
In general, not all unstable modes k = 1, . . . , NI contribute to the entropy. We define
δAk =
 0 if ΠAPkΠA = 0 ,1 else , and δBk =
 0 if ΠBPkΠB = 0 ,1 else . (5.39)
In particular δAk = 0 corresponds to an eigenvector vk that has its only non-vanishing com-
ponents in B. In this case ΠAPkΠA = 0, the corresponding k can be omitted from the
sum in (5.35), and no factor of e2λkt contributes to SA(|Jt〉) in the asymptotic regime. On
the other hand, if vk has support in A only, i.e. δ
B
k = 0, we have a contribution that is
not exponentially-diverging because of a cancellation of two terms that follows again from
detCk = 1. Summarizing, a factor e
2λkt contributes to the asymptotics only if the eigenvector
vk associated to an unstable direction has non-vanishing components both in A and in B.
Moreover each eigenvector with support in A only, i.e. δBk = 0, reduces by 2 the total num-
ber of factors e2λkt that appear in the asymptotics. As a result, for large t, the asymptotic
behavior is:
|det([PA iJtPA])| ∼ exp
(
2
N∗∑
k=1
δAk δ
B
k λk t
)
, (5.40)
where N∗ is the smallest integer that solves
N∗∑
k=1
δAk δ
B
k = min
(
NI∑
k=1
δAk δ
B
k , 2(
N∑
k=1
δBk )− 2NB
)
. (5.41)
The number of eigenvalues λk contributing non-trivially to the asymptotics is
∑N∗
k=1 δ
A
k δ
B
k
and is always smaller or equal than the size 2NA of the subsystem. The eigenvalue λN∗
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Figure 1. Entanglement entropy in the presence of instabilities. Left: entanglement entropy SA(|Jt〉)
as a function of time computed using Eq. (4.45). Right: time derivative of the entanglement entropy.
The dashed line is the predicted asymptotic behavior from Eq. (5.43). The system considered consists
of two degrees of freedom. The potential is
∑
ij Vijφiφj = − 12λ2(φ1 − φ2)2 + 12ω2(φ1 + φ2)2. We
choose λ ' 1.5 for the unstable direction and ω = 1.1 for the stable direction. The subsystem is
A = (φ1, pi1) and the initial state |J0〉 is chosen to be the ground state of the potential Vij = ω20 δij
with frequency ω0 = 1.0. The long-time behavior of the entanglement entropy is linear in time, with
rate proportional to λ and modulated with frequency ω around the average. The asymptotic behavior
is largely independent of the parameter ω0 of the initial state and provides numerical support for the
relation to the Kolmogorov-Sinai rate hKS = λ of Eq. (5.45).
is the smallest element of the sequence λ1 > λ2 > · · · > λNI > 0 that contributes to the
asymptotics. Using Eq. (5.33) we find that the long-time dependence of the entanglement
entropy in the presence of instabilities is
SA(|Jt〉) ∼
( N∗∑
k=1
δAk δ
B
k λk
)
t . (5.42)
The subleading terms in the long time asymptotics depend on the oscillatory directions
with normal frequencies ωk and result in the addition of a second term in Eq. (5.42). This
term is bounded and oscillatory so that, defining the time-average S over the shortest period
2pi/ωk, we can write the asymptotics of the rate of entanglement entropy production as
lim
t→∞
∂SA(|Jt〉)
∂t
=
N∗∑
k=1
δAk δ
B
k λk . (5.43)
Fig. 1 provides a concrete example of this behavior. Note that the classical system described
by the Hamiltonian with potential Eq. (5.23) has local Lyapunov exponents given by ±λk
and ±iωk [33]. The Kolmogorov-Sinai rate of the system is the sum over the real positive
Lyapunov exponents [55],
hKS ≡
NI∑
k=1
λk , (5.44)
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a quantity that is in general expected to measure the rate of growth of the coarse-grained
entropy of the classical dynamical system [33, 55–57]. Formula (5.42) shows that the long-
time behavior of the entanglement entropy in the presence of instabilities is bounded from
above by the Kolmogorov-Sinai entropy rate,
lim
t→∞
∂SA(|Jt〉)
∂t
≤ hKS . (5.45)
The equality between the entanglement-entropy rate and hKS is attained when each one of
the unstable directions of the potential affects both the subsystem A and its complement
B, and the number of unstable directions does not exceed the size of the bi-partition, NI ≤
min(2NA, 2NB).
6 Discussion
We have shown that, treating squeezed vacua as coherent states for the symplectic group, a
new formula for their entanglement entropy can be derived, Eq. (4.45). This formula involves
only the complex structure J entering the definition of the squeezed vacuum and its projection
PA JPA to the phase space of the subsystem. We applied this formula to a scalar field on
a generic lattice, investigated the relation between the area law and the speed of sound
Eq. (5.21), and determined a precise relation between the entanglement entropy production
in the presence of instabilities and the local Lyapunov exponents of the system, Eq. (5.43).
The extension to a continuum quantum field theory of our results is non-trivial because
of the presence of infinitely many degrees of freedom. The formulation in terms of complex
structures is however well-suited for this analysis: the Fock spaces built on the squeezed
vacua |J1〉 and |J2〉 are unitarily equivalent if and only if tr (J1 − J2)2 < ∞ [8, 29]. In this
case Eq. (4.45) is likely to result in a finite difference of entanglement entropies between the
squeezed vacua |J1〉 and |J2〉, therefore providing a generalization of the results derived in
[30–32]. Moreover, formula (4.45) goes beyond the notion of geometric entropy [10–12]: the
subsystem A does not have to be localized in space, it can be for instance a slice in momentum
space [58]. In particular this remark applies to the analysis of the growth of entanglement
entropy in the presence of instabilities of Sec. 5.3 and is directly relevant for the study of
entanglement entropy production in inflationary cosmology [5–7].
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A Symplectic algebra and quadratic generators
Sp(2N,R) is a connected Lie group. In this appendix we describe the algebra of its generators
[34]. Writing M = exp εX and expanding MacM
b
d Ω
cd = Ωab to the first order in ε we find
the relation Xac Ω
cb + Xbc Ω
ac = 0. This equation can be solved by posing X = KΩ with
K = (Kab) a symmetric matrix. Therefore we have that M = exp(KΩ) is a symplectic matrix
and the symplectic algebra is
sp(2N,R) = {KΩ|K ∈ Sym(2N,R)} . (A.1)
The commutator of two generators is
[K1Ω,K2Ω] = K3Ω (A.2)
where K3 = K1ΩK2−K2ΩK1 is also symmetric. The dimension of the symplectic algebra is
dim sp(2N,R) = dim Sym(2N,R) = N(2N + 1) . (A.3)
The generators of the orthogonal group are skew-symmetric and therefore the matrices Kis
generating the Isot(J0) subgroup have the form
Kis = K − J0KJ0 (A.4)
for some symmetric matrix K. This equation can be solved in block form
Kis =
(
A1 A2
−A2 A1
)
(A.5)
with A1 ∈ Sym(N,R) and A2 ∈ Skew(N,R). The antisymmetric matrix KisJ0 generates the
O(2N,R) subgroup of the linear symplectic group. As a generic transformation in Isot(J0)
can be written as R = expKisJ0, we have
dim Isot(J0) = dim Sym(N,R) + dim Skew(N,R) = N2 . (A.6)
The symplectic matrices in Squeeze(J0) are symmetric and positive, therefore the gener-
ators have the form KsqJ0 with
Ksq = K + J0KJ0 (A.7)
for some symmetric matrix K. This equation can be solved in block form
Ksq =
(
B1 B2
B2 −B1
)
(A.8)
with B1, B2 ∈ Sym(N,R). A generic transformation in Squeeze(J0) can be written as T =
expKsqJ0. Therefore we have
dim Squeeze(J0) = 2 dim Sym(N,R) = N(N + 1) . (A.9)
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The exponential map from the Lie algebra to the group is not surjective. However, any
element of the group can be generated by the group multiplication of two elements. Using
the polar decomposition M = T R we can write any symplectic matrix M in a unique way as
the product of a matrix in Squeeze(J0) and a matrix in Isot(J0),
M = exp(Ksq Ω) exp(Kis Ω) . (A.10)
This form will be especially important in the following sections where we discuss a unitary
representation of the linear symplectic group.
In terms of Poisson brackets, Sec. (2.3), symplectic matrices correspond to linear canon-
ical transformations generated by a quadratic Hamiltonian H = 12Kabξ
aξb. In particular
transformations in Isot(J0) have generator
1
2
Kis ab ξ
aξb =
1
2
(
Aij1 pipj +A
ij
1 qiqj +A
ij
2 (qi pj − pi qj)
)
(A.11)
with A1 ∈ Sym(N,R) and A2 ∈ Skew(N,R) as in Eq. (A.5). Transformations in Squeeze(J0)
have generator
1
2
Ksq ab ξ
aξb =
1
2
(
Bij1 pipj −Bij1 qiqj +Bij2 (qi pj + pi qj)
)
(A.12)
with B1, B2 ∈ Sym(N,R) as in Eq. (A.8).
The analogous expressions in terms of creation and annihilation operators defined in
Sec. (2.4-2.5) are
1
2
Kis ab ξ
aξb = αij Eij ,
1
2
Ksq ab ξ
aξb = i
(1
2
βij F †ij −
1
2
β∗ ij Fij
)
, (A.13)
where α ∈ Mat(N,C) is the hermitian matrix α = A1+iA2 and β ∈ Mat(N,C) the symmetric
matrix β = B2 − iB1. The Bogolyubov coefficients Φij and Ψij can be expressed in terms of
α and β as explained in Sec. (2.5).
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