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SHARP BOUNDS AND T 1 THEOREM FOR CALDERÓN-ZYGMUND
OPERATORS WITH MATRIX KERNEL ON MATRIX WEIGHTED SPACES
SANDRA POTT AND ANDREI STOICA
Abstract. For a matrix A2 weight W on Rp, we introduce a new notion of W -Calderón-
Zygmund matrix kernels, following earlier work in [11]. We state and prove a T1 theorem
for such operators and give a representation theorem in terms of dyadic W -Haar shifts and
paraproducts, in the spirit of [7]. Finally, by means of a Bellman function argument, we give
sharp bounds for such operators in terms of bounds for weighted matrix martingale transforms
and paraproducts.
1. Introduction
One of the most important topics in Harmonic Analysis is the study of weighted norm inequalities
for Calderón-Zygmund operators. This goes back to the 1970’s with the now classical works of
R.A. Hunt, B. Muckenhoupt and R.L. Wheeden [6] and R.R. Coifman and C. Fefferman [2]. While
the equivalence between the boundedness of Calderón-Zygmund singular integral operators on the
weighted space Lp(w) and the membership of the scalar weight w to the so-called Ap class has
been shown in the above papers, the relation between the operator norm of a Calderón-Zygmund
operator and the Ap characteristic of the weight, [w]Ap , remained open for quite some time. In the
case p = 2, the so-called A2 conjecture (now theorem) stated that this dependence is linear in [w]A2 .
It took roughly the first decade of the 2000’s to go from the J. Wittwer’s proof of the conjecture for
the dyadic martingale transforms (see [24]) to the proof for general Calderón-Zygmund operators
by T. Hytönen [7]. Important contributions have been brought by S. Hukovic, S. Treil and A.
Volberg [5], who proved the conjecture for the dyadic square function, by S. Petermichl and A.
Volberg [19], who showed the linear dependence for the Beurling-Ahlfors transform, and by S.
Petermichl [16], who proved it for the Hilbert and Riesz transforms.
There are several ways to extend the classical (scalar) theory of Calderón-Zygmund operators.
One of these extensions assumes that the functions are Cd-valued, but the kernel of the Calderón-
Zygmund operators is still scalar-valued. Inspired by applications to multivariate stationary sto-
chastic processes, an analogue notion of the Muckenhoupt Ap weights, the matrix Ap weights, have
been introduced by S. Treil and A. Volberg (see [21]). M. Goldberg [3], F. Nazarov and S. Treil
[13] and A. Volberg [22], showed that certain Calderón-Zygmund operators are bounded on Lp(W )
with 1 < p <∞ if W is a matrix Ap weight. However, a corresponding A2 conjecture in the matrix
setting is still open and currently attracting much interest. In [1], K. Bickel, S. Petermichl and B.
Wick modified a scalar argument to show that the dependence of the norm of the martingale and
Hilbert transform on the A2 characteristic of the weight W is at most [W ]
3/2
A2
log [W ]A2 . The au-
thors of the current paper proved in [18] that the dependence of the norm of all Calderón-Zygmund
operators with cancellation on [W ]A2 is the same as the one for the matrix martingale transform,
thus reducing the A2 conjecture for all such operators to the proof of the linear bound for the
latter operator. In a recent paper, F. Nazarov, S. Petermichl, S. Treil and A. Volberg [15] showed
that for all Calderón-Zygmund operators the dependence is no worse than [W ]
3/2
A2
. The first sharp
results in this direction have recently been obtained by T. Hytönen, S. Petermichl and A. Volberg
[10], and by Isralowitz, Kwon, and the first author in [12]. Here, the linear (in [W ]A2) upper bound
was proved for the matrix-weighted square function SW , which can be seen as an average of the
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matrix martingale transforms we consider, and for the matrix-weighted maximal function M ′W ,
respectively.
The theory can be generalised even further by taking Calderón-Zygmund operators with matrix-
valued kernel. These operators appear naturally in geometric function theory, multivariate predic-
tion theory or in the study of Toeplitz operators. On a matrix-weighted space, such an operator
associated to a matrix kernel can now no longer be considered on its own, but has to be considered
together with the matrix weight.
For the case of dyadic paraproducts, this was done in [12], where the correct version of matrix
weighted BMO spaces was introduced, and boundedness of the dyadic paraproducts ΠB on L
p(W )
was characterised by means of a matrix weighted Carleson embedding theorem (the necessary
definitions and results are given in the following section). Building on this work and inspired by
the proof of the scalar A2 theorem of T. Hytönen, J. Isralowitz [11] then introduced a notion of
W -Calderón-Zygmund operators and proved a matrix weighted T 1 theorem for these operators on
Lp(W ), 1 < p <∞.
In the current paper, we only consider the case p = 2, and we state and prove a T 1-Theorem
on L2(W ). Compared to the results in [11], our aim is two-fold. First, and most importantly,
we give sharp bounds in the T 1 theorem, in terms of bounds for matrix martingale transforms
and bounds for matrix paraproducts on matrix-weighted spaces. The key for this result is the
notion of W -dyadic Haar shifts, which we introduce, and sharp bounds for these shifts (Theorem
2.2). The proof of the sharp bound relies on a Bellman function argument for matrix weights in
[18], which was originally inspired by Treil’s work in the scalar case [20]. The sharp bounds for
matrix-weighted matrix martingale transforms and paraproducts are conjectured to be linear in
the A2-characteristic, but this has so far been out of reach. However, the bounds we can prove
come close to the best known bounds for scalar kernels and matrix weights, which were recently
proved by [15] by means of convex Lerner-type operators.
Note that these results do not easily give rise to to sharp bounds for p 6= 2, since no extrapolation
method is known in the matrix setting, and we do not have any generalisation of our Bellman
function approach for p 6= 2.
Our second aim is to give a more general definition of W-Calderón-Zygmund kernel than [11],
which has in particular local decay and smoothness conditions. Moreover, our T 1 theorem works
with a natural weak boundedness condition which is easily seen to be necessary.
The paper is organised as follows. In Section 2, we state the necessary definitions, some back-
ground, and the main results, Theorems 2.6 and 2.2. In Section 3, we prove the T1 theorem 2.6,
up the bound from Theorem 2.2. Finally, in Section 4, we prove Theorem 2.2 with a Bellman
function argument.
2. Definitions and statement of the main results
2.1. Matrix A2 and A∞ weights. For p, d ≥ 1, the non-weighted Lebesgue space L2(Rp) consists
of all measurable functions f : Rp → Cd with norm
‖f‖L2(Rp) :=
( ∫
Rp
‖f(t)‖2Cd dt
)1/2
<∞.
We will also use the space C1c (R
p) of compactly supported, continuously differentiable functions
f : Rp → Cd.
Let Md(C) be the space of d × d complex matrices. A matrix weight on Rp is a measurable
locally integrable function W : Rp →Md(C) whose values are almost everywhere positive definite.
We define L2(W ) to be the space of measurable functions f : Rp → Cd with norm
‖f‖2L2(W ) =
∫
Rp
‖W 1/2(t)f(t)‖2Cd dt =
∫
Rp
〈W (t)f(t), f(t)〉dt <∞.
It is well-known that the dual of L2(W ) can be identified with L2(W−1), where the duality between
these two spaces is given by the standard inner product.
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We say that a matrix weight W satisfies the matrix A2 Muckenhoupt condition, if
(1) [W ]A2 := sup
I
∥∥∥∥( 1|I|
∫
I
W (t) dt
)1/2( 1
|I|
∫
I
W−1(t) dt
)1/2∥∥∥∥ <∞,
where the supremum is taken over all cubes I ⊂ Rp, and ‖·‖ denotes the norm of the matrix acting
on Cd. The number [W ]A2 is called the A2 characteristic of the weight W . We say that a matrix
weight W satisfies the dyadic matrix Muckenhoupt condition Ad2 on R
p or R, if (1) is satisfied, but
with the supremum being now taken only over dyadic cubes or intervals, respectively (see [21]).
Furthermore, we say that a matrix weight W satisfies the weak matrix A∞ condition, if the
scalar weights 〈We, e〉 are A∞-weights in the scalar sense, uniformly for all e ∈ Cd. We define the
weak matrix A∞ characteristic [W ]A∞ by
[W ]A∞ := sup
e∈Cd,e6=0
[〈
We, e
〉]
A∞,FW
where [·]A∞,FW denotes the Fuji-Wilson version of the scalar A∞-constant, see e.g. [23].
To our knowledge, so far sharp bounds in terms of matrix A2 and weak matrix A∞ characteristic,
which correspond to the known sharp bounds in the scalar case, are known for only two of the
important operators in this setting. Both will play an important role in the following. One is the
matrix dyadic weighted square function,
SW f(t) =
 ∑
ε∈{0,1}p\{0}
∑
I∈D0
χI(t)
|I|
∥∥∥〈W 〉1/2I 〈f, hεI〉∥∥∥2
1/2
(see also [17], [1]). For the notation on dyadic cubes and Haar coefficients, see Subsection 2.2
below. The sharp bound
(2) ‖SW ‖L2(W )→L2 ≤ Cp,d[W ]1/2A2 [W ]
1/2
A∞
was very recently proved in [10]. A natural conjecture, which currently remains open, is the
following lower bound corresponding to the scalar weight case,
(3) ‖f‖L2(W ) ≤ Cp,d[W−1]1/2A∞‖SW f‖L2(Rp).
The best known lower bound appears in [1], following an argument from [21]. It is
(4) ‖f‖L2(W ) ≤ Cp,d[W ]1/2A2 log([W ]A2)1/2‖SW f‖L2(Rp).
The second operator, for which a sharp bound is known, is the matrix-weighted maximal function
M ′W ,
M ′W f(t) = sup
t∈I,I cube
1
|I|
∫
I
∥∥∥〈W 〉1/2I f(x)∥∥∥ dx.
It was shown in [12] that the bound
(5) ‖M ′W ‖L2(W )→L2 ≤ Cp,d[W ]A2
holds, which is the best possible in terms of the A2-characteristic. However, one easily sees that
the proof in [12] gives actually a slightly better bound, namely
(6) ‖M ′W ‖L2(W )→L2 ≤ Cp,d[W ]1/2A2 [W ]
1/2
A∞
.
This can be seen by noticing that the ǫ chosen in the proof of (5 ) for use in the reverse Hölder
property can actually be chosen as [W ]−1A∞ , according to the sharp reverse Hölder result for A∞-
weights proved in [9].
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2.2. Dyadic setting. The standard system of dyadic cubes in Rp is
D0 :=
⋃
j∈Z
D0j , where D0j := {2−j([0, 1)p + k) : k ∈ Zp}.
Given a sequence ω = {ωi}i∈Z ∈ ({0, 1}p)Z, the dyadic system Dω in Rp is defined by Dω :=
{I ∔ ω : I ∈ D0}, where the translated dyadic cube I ∔ ω is defined as
I ∔ ω := I +
∑
i:2−i<ℓ(I)
2−iωi.
When the particular choice of ω is not important, we will use the notation D for a generic dyadic
system. We equip the set Ω := ({0, 1}p)Z with the canonical product probability measure PΩ
which makes the coordinates ωi independent and identically distributed: the probability of each
coordinate ωi taking any of the values in {0, 1}p is 2−p. We denote by EΩ the expectation over the
random variables ωi, i ∈ Z.
Let us introduce a few useful notations. For a cube I ∈ D, let ℓ(I) and |I| denote its side length
and volume, respectively. Let
Dn(I) := {J ∈ D : J ⊆ I, ℓ(J) = 2−nℓ(I)}
be the collection of n-th generation children of I. For any dyadic cube I ∈ D, we will denote its
parent by I˜.
Any system of dyadic cubes D has an associated function system, the Haar functions. When
p = 1, any dyadic interval I has two Haar functions associated with it:
h0I = |I|−1/2χI , h1I = |I|−1/2(χI+ − χI−),
where χI is the characteristic function of the interval I, and I
+ and I− are the left and right
children of I, respectively.
If p > 1, the Haar functions associated to a cube I = I1 × · · · × Ip are
hεI(x) = h
(ε1,··· ,εp)
I1×···Ip
(x1, · · · , xp) =
p∏
i=1
hεiIi (xi),
where ε ∈ {0, 1}p.
It is well known that the Haar functions hεI , with I ∈ D and ε ∈ {0, 1}p\{0}, form an orthogonal
basis of L2(Rp). Hence any function f ∈ L2(Rp) admits the orthogonal expansion
f =
∑
I∈D
∑
ε∈{0,1}p\{0}
〈f, hεI〉hεI .
We denote the average of a locally integrable function f on the cube I by 〈f〉I := |I|−1
∫
I f(t) dt.
2.3. Matrix martingale transforms and dyadic W -Haar shifts. Let W be a matrix weight.
For a sequence of d× d matrices σ = {σI}I∈D, we introduce the notation
‖σ‖∞,W = sup
I∈D
∥∥〈W 〉1/2I σI〈W 〉−1/2I ∥∥.
For a sequence σ such that ‖σ‖∞,W <∞, we define the martingale transform operator Tσ by
Tσf =
∑
Q∈D
∑
ε∈{0,1}p\{0}
σI〈f, hεI〉hεI .
The condition ‖σ‖∞,W <∞ is equivalent to the boundedness of Tσ on L2(W ) (see, e.g., Proposition
1.6 in [12] and Theorem 5.2 in [1] and for an explicit statement; it is also contained in [21]). The
martingale transform is considered a good model for Calderón-Zygmund singular integral operators.
We define the function N : [1,∞)→ [1,∞) by
N(X) = sup ‖Tσ‖L2(W )→L2(W ),
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where the supremum is taken over all d×d matrix Ad2 weightsW with [W ]Ad2 ≤ X and ‖σ‖∞,W ≤ 1.
It was shown in [1] that
(7) N(X) . (logX)X3/2.
From the estimates (2) and (4) mentioned above, one obtains immediately the slightly improved
bond
(8) ‖Tσ‖L2(W )→L2(W ) ≤ Cp,d log([W ]A2)1/2[W ]A2 [W ]A∞)1/2
and thus N(X) . (logX)1/2X3/2. The linear bound N(X) . X is conjectured, but this seems out
of reach at the moment. If the conjectured lower bound for the matrix weighted dyadic square
function (3) holds, (8) could be improved to
‖Tσ‖L2(W )→L2(W ) ≤ Cp,d[W ]1/2A2 [W ]
1/2
A∞
[W−1]
1/2
A∞
,
which is the best currently known bound for scalar kernels and matrix weights, even in the case of
scalar Lerner operators [15].
We will now go one step further and allow off-diagonal terms of the operator in the Haar
expansion:
Definition 2.1. A (cancellative) dyadic W -Haar shift on Rp of parameters (m,n), with m,n ∈
N ∪ {0}, is an operator of the form
Sf =
∑
L∈D
∑
ε,ε′∈{0,1}p\{0}
∑
I∈Dm(L)
J∈Dn(L)
ALI,J,ε,ε′〈f, hεI〉L2(Rp)hε
′
J ,
where ALI,J,ε,ε′ ∈Md(C) such that
∥∥∥〈W 〉1/2L ALI,Jε,ε′〈W 〉−1/2L ∥∥∥ ≤ √|I|√|J||L| = 2− (m+n)p2 , and f is any
locally integrable function. The number k := max{m,n}+1 is called the complexity of the W -Haar
shift.
For 0 ≤ t ≤ k − 1 we introduce the notation Lt := {I ∈ D : ℓ(I) = 2t+kq, q ∈ Z}, and define the
slice St of the shift S by
Stf =
∑
L∈Lt
∑
ε,ε′∈{0,1}p\{0}
∑
I∈Dm(L)
J∈Dn(L)
ALI,Jε,ε′ 〈f, hεI〉L2(Rp)hε
′
J ,
where St also acts on locally integrable functions. We can thus decompose S as S =
∑k−1
t=0 St.
These slices St can be seen as martingale transforms when we are moving k units of time at once,
which we will exploit in the proof of Theorem 2.2 below in Section 4.
Theorem 2.2. Let W be a matrix Ad2 weight and S be a dyadic W -Haar shift on R
p of complexity
k. Then
‖S‖L2(W )→L2(W ) ≤ Cp · kpd3N([W ]Ad2 ),
where Cp is a constant depending only on p.
2.4. Matrix BMO space and paraproducts. We now introduce the appropriate notion of
BMO space for our T 1 theorem:
Definition 2.3 ([12]). If W is a matrix A2 weight, we say that a locally integrable function
B : Rp →Md(C) belongs to BMOW (Rp) if
sup
I cube
1
|I|
∫
I
‖W 1/2(x)(B(x) − 〈B〉I)〈W 〉−1/2I ‖2dx <∞.
The corresponding dyadic space BMOdW is obtained by taking the supremum only over dyadic cubes
I ∈ D.
It was proved in [12], Theorem 1.3 and Corollary 1.5, that for a matrix A2 weight W , this
BMOdW norm is equivalent to the norm given by the square root of
(9) sup
J∈D
1
|J |
∑
I⊆J
∑
ε∈{0,1}p\{0}
∥∥∥〈W 〉1/2I (BεI)∗BεI〈W 〉−1/2I ∥∥∥ ,
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where BεI is the matrix of Haar coefficients of the entries of B with respect to h
ε
I . In case that B is
a scalar-valued function, this coincides with the usual scalar dyadic BMO norm. We will therefore
consider the norm given by (9) as the natural norm on BMOdW .
We will now introduce the dyadic paraproducts with matrix coefficients and their adjoints.
Definition 2.4. If B : Rp → Md(C) and f : Rp → Cd are locally integrable functions, then the
dyadic paraproduct ΠB with respect to a dyadic grid D is defined as
ΠBf =
∑
I∈D
∑
ε∈{0,1}p\{0}
BεI〈f〉IhεI .
The formal adjoint of ΠB is the operator Π
∗
B∗ = (ΠB)
∗ given by
Π∗Bf =
∑
I∈D
∑
ε∈{0,1}p\{0}
(B∗)εI〈f, hεI〉L2(Rp)
χI
|I| .
It was shown in [12] that if W is a matrix A2 weight, then ΠB is bounded on L
2(W ) if and only
if B ∈ BMOdW . For X ≥ 1, we thus write CΠ(X) for the smallest constant such that
‖ΠB‖L2(W )→L2(W ) ≤ CΠ(X)‖B‖BMOdW
for all B ∈ BMOdW and all matrix A2 weights W with [W ]A2 ≤ X . Here as in the following,
BMOdW is equipped with the norm given by (9). It was shown in the proof of Theorem 1.3, (b)
⇒ (a) in [12] that
(10)
‖SWΠB‖L2(W )→L2(Rp) ≤ Cp,d‖M ′W‖L2(W )→L2(Rp)‖B‖BMOdW ≤ C˜p,d[W ]
1/2
A2
[W ]
1/2
A∞
‖B‖BMOdW ,
and this is sharp, by comparison with the scalar case. Hence, using the lower bound in (4), we
obtain
(11) ‖ΠB‖L2(W )→L2(W ) ≤ C˜p,d log([W ]A2)1/2[W ]A2 [W ]1/2A∞‖B‖BMOdW .
and thus
(12) CΠ(X) . log(X)
1/2X3/2.
We are now ready to consider Calderón-Zygmund operators with matrix kernels adapted to a
weight W . Since the different values of the signature ε do not play an important role, we will
usually omit the sum in ε from now on.
2.5. Matrix-weighted Calderón-Zygmund operators.
Definition 2.5. Let ∆ = {(x, x) : x ∈ Rp} be the diagonal of Rp × Rp and let W be a matrix
weight. We say that a function K : Rp × Rp \ ∆ → Md(C) is a standard W -Calderón-Zygmund
kernel, if there exists δ > 0 and constants C0, Cδ such that
‖〈W 〉1/2I K(x, y)〈W 〉−1/2I ‖ ≤
C0
|x− y|p ,
‖〈W 〉1/2I (K(x, y)−K(x′, y))〈W 〉−1/2I ‖+‖〈W−1〉1/2I (K∗(y, x)−K∗(y, x′))〈W−1〉1/2I ‖ ≤ Cδ
|x− x′|δ
|x− y|p+δ ,
for all cubes I ⊂ Rp and all points x, x′ ∈ I, y ∈ Rp with |x− y| > 2|x− x′|.
The notion of W -Calderón-Zygmund kernels, albeit with more restrictive conditions, was first
introduced by J. Isralowitz (see [11]).
Given a W -Calderón-Zygmund kernel K, an operator T , defined on the class of step functions
(which is dense in L2(Rp)), is called a W -Calderón-Zygmund operator on Rp associated with K,
if itsatisfies the kernel representation
Tf(x) =
∫
Rp
K(x, y)f(y) dy, x /∈ supp f.
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Note that for a matrix A2 weightW , it follows immediately from the definition that K(x, y) is a
standardW -Calderón-Zygmund kernel if and only if the adjoint kernelK∗(y, x) is aW−1-Calderón-
Zygmund kernel. Moreover, the W -Calderón-Zygmund operator T is associated to K(x, y), if and
only if the W−1-Calderon-Zygmund operator T ∗ is associated to K∗(y, x).
Generally, for suitable scalar functions f and g, we will write 〈Tf, g〉 for the d× d matrix with
entries
(〈Tf, g〉)ij = 〈Tfej, gei〉 = 〈Tf, gei ⊗ ej〉S2⊗L2(Rp).
Furthermore, we want to say that T satisfies the W -weak boundedness property, if there exists
a constant CWBP > 0 such that
(13) ‖〈W 〉1/2I T 〈W 〉−1/2I χIi , χIi〉‖ ≤ CWBP |I|,
for all cubes I and all first-generation dyadic children Ii of I .
Let T be a W -Calderón-Zygmund operator as above which satisfies the W -weak boundedness
property (13). Even though T does not formally act on the constant function 1, we can define the
Haar coefficients of T 1 (and, similarly, of T ∗1) in the following way: We have
〈T 1, hI〉 = 〈1, T ∗hI〉 =
∫
Rp
(T ∗hI)
∗(x)dx
=
∫
3I
(T ∗hI)
∗(x)dx +
∫
(3I)c
(T ∗hI)
∗(x)dx
=
∫
3I
(T ∗hI)
∗(x)dx +
∫
(3I)c
∫
I
K(y, x)hI(y)dydx
=
∫
3I
(T ∗hI)
∗(x)dx + 〈W 〉−1/2I
∫
(3I)c
∫
I
〈W 〉1/2I (K(y, x)−K(cI , x))〈W 〉−1/2I hI(y)dydx 〈W 〉1/2I ,
where cI is the centre of I. The first integral is well-defined by repeated use of the W -weak
boundedness property (13). For the second part, we have∥∥〈W 〉−1/2I ∥∥∥∥〈W 〉1/2I ∥∥ ∫
(3I)c
∫
I
∥∥〈W 〉1/2I (K(y, x)−K(cI , x))〈W 〉−1/2I ∥∥|I|−1/2dydx
≤
∥∥〈W 〉−1/2I ∥∥∥∥〈W 〉1/2I ∥∥|I|−1/2Cδ ∫
(3I)c
∫
I
|y − cI |δ
|x− y|p+δ dydx
≤ Cδ
∥∥〈W 〉−1/2I ∥∥∥∥〈W 〉1/2I ∥∥|I|−1/2 ∫
(3I)c
ℓ(I)δ
dist(x, I)p+δ
dx|I| <∞.
Here, 〈T 1, hI〉 is the matrix with the entries
(〈T 1, hI〉)ij = 〈T 1ej, hIei〉 = 〈T 1, hIei ⊗ ej〉S2⊗L2(Rp) :=
∫
Rp
tr
(
T 1(x)(ej ⊗ hI(x)ei)
)
dx,
where 〈·, ·〉S2 denotes the Hilbert-Schmidt inner product on the space of d × d matrices, and
{e1, . . . , ed} is the standard orthonormal basis of Cd.
Since the Haar coefficients 〈T 1, hI〉 and 〈T ∗1, hI〉 are well-defined, we can thus give meaning to
the operators ΠT1 and Π
∗
(T∗1)∗ , respectively.
We can now state the main result of the paper.
Theorem 2.6. Let W be a d × d matrix A2 weight on Rp. Let T be a W -Calderón-Zygmund
operator on Rp associated to the matrix kernel K. Then the following are equivalent:
(1) T satisfies the W -weak boundedness property, T 1 ∈ BMOW , and T ∗1 ∈ BMOW−1 .
(2) T : L2(W )→ L2(W ) is bounded.
(3) T ∗ : L2(W−1)→ L2(W−1) is bounded.
In particular, we have in this case the representation
(14) 〈Tf, g〉 = CEΩ
∑
n,m
τ(m,n)〈Sωm,nf, g〉+ EΩ〈ΠωT1f, g〉+ EΩ〈(ΠωT∗1)∗ f, g〉
for all f ∈ C1c (Rp,Cd)∩L2(W ) and all g ∈ C1c (Rp,Cd)∩L2(W−1). Here, the Sωm,n are cancellative
dyadic W-Haar shifts with respect to the grid Dω, (τ(m,n)) . 2−δ(m+n)/4(max(m,n)+1), and C is
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a constant depending only on the constants C0, Cδ in the W -Calderón-Zygmund kernel conditions,
the W -weak boundedness constant CWBC , p and d.
Corollary 2.7. We have the estimate
‖T ‖L2(W )→L2(W ) ≤ C ·N([W ]A2) + CΠ([W ]A2)
(‖T 1‖BMOW + ‖T ∗1‖BMOW−1 ) ,
where C depends only the constants C0, Cδ in the W -Calderón-Zygmund kernel conditions, the
W -weak boundedness constant CWBC , p and d. In particular,
‖T ‖L2(W )→L2(W ) ≤ C(1 + ‖T 1‖BMOW + ‖T ∗1‖BMOW−1 ) log([W ]
1/2
A2
)[W ]
3/2
A2
.
Remark 2.8. If the conjectured lower bound (3) holds for the weighted square function SW , then
this can be improved to
‖T ‖L2(W )→L2(W ) ≤ C(1 + ‖T 1‖BMOW + ‖T ∗1‖BMOW−1 )[W ]
3/2
A2
,
which is the best currently known bound for matrix weights and scalar kernels, see [15].
2.6. Good cubes, bad cubes, and the Representation Theorem. In the proof of our main
result we will need the notion of "good" cubes, which was introduced in [14].
Definition 2.9. Let us fix a large parameter r ∈ N. We say that a cube I ∈ Dω is bad, if there
exists J ∈ Dω such that ℓ(J) ≥ 2rℓ(I) and
dist(I, ∂J) ≤ ℓ(I)γℓJ1−γ ,
where γ = δ4(δ+p) . A cube I ∈ Dω is called good, if it is not bad.
Note that our choice of γ differs by a factor 2 from the usual one.
As was shown in [8], we can fix r large enough such that
πbad := PΩ({ω : I ∔ ω is bad}) < 1.
We note that this probability is independent of the cube I ∈ D0. We also define πgood := 1−πbad.
The proof of our main result is based on the following random expansion of an operator T in terms
of Haar functions hI , where the bad cubes are discarded.
Proposition 2.10 (Hytönen [8], Hänninen, Hytönen [4]). For all f, g ∈ C1c (Rp,Cd), we have the
expansion
〈Tf, g〉L2(Rp) =
1
πgood
EΩ
∑
I,J∈Dω
smaller{I,J}is good
〈〈ThI , hJ〉〈f, hI〉L2(Rp), 〈g, hJ〉L2(Rp)〉Cd ,
where
smaller{I, J} :=
{
I, if ℓ(I) ≤ ℓ(J),
J, otherwise.
Remark 2.11. This follows as in the proof of [8], Prop. 3.5 (see also [4], Cor. 6.3). These papers
use slightly different conditions on T , but we only need here that the inner product 〈Tf, g〉 can
be expanded in the Haar basis for each of the dyadic grids Dω, and this is for example ensured
by f, g ∈ C1c (Rp), a (large) a priori bound on the norms of W , W−1, and the conditions (1) in
the T 1 Theorem 2.6, see Lemma 3.1 below. We should mention that this version is a particular
case of Corollary 6.3 in [4]. We only need the result for Cd- valued functions instead of functions
taking values in an arbitrary Banach space E, whereas our kernels are matrix-valued (they are
operator-valued in [4]). Therefore, the Rademacher R-bounds reduce to uniform bounds in our
case.
Let us first mention how Proposition 2.10 can be used to prove the main result. For the moment,
we fix ω ∈ Ω and focus on the sum inside EΩ; for notational ease, we also drop the index ω.
Following [11], we extract the paraproducts by considering the operator T˜ := T −ΠT1−Π∗(T∗1)∗ .
We will now show how to identify the sum involving T˜ as a sum of dyadic W -shifts. In order
to do that, the sum is rearranged according to the minimal common dyadic ancestor of I and J ,
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which is denoted by I ∨ J (if I ⊆ J , then I ∨ J = J ; if I ∩ J = ∅, Lemma 3.7 in [8] shows the
existence of a common dyadic ancestor).
Splitting the sum according to which of the cubes I and J has smaller side length (and hence
is good), then rearranging the sum according to which cube L is the minimal common dyadic
ancestor I ∨ J , and what the size of I and J relative to L is, we obtain∑
I,J:
smaller{I,J}is good
=
∑
m≥n
∑
L
∑
I,J:I∨J=L
I is good
ℓ(I)=2−mℓ(L)
ℓ(J)=2−nℓ(L)
+
∑
m<n
∑
L
∑
I,J:I∨J=L
J is good
ℓ(I)=2−mℓ(L)
ℓ(J)=2−nℓ(L)
.
If we write∑
L
∑
I,J:I∨J=L
I is good
ℓ(I)=2−mℓ(L)
ℓ(J)=2−nℓ(L)
〈〈T˜ hI , hJ〉〈f, hI〉L2(Rp), 〈g, hJ〉L2(Rp)〉Cd =: 〈Smnf, g〉L2(Rp),
we get that
(15) 〈Tf, g〉L2(Rp) =
1
πgood
EΩ
∑
m,n
〈
Sωmnf, g
〉
L2(Rp)
+
1
πgood
EΩ
〈
(ΠωT1 + (Π
ω
T∗1)
∗)f, g
〉
L2(Rp)
.
3. The proof of Theorem 2.6
The equivalence of (2) and (3) in Theorem 2.2 is immediate. We will first consider the sufficiency
direction (1)⇒ (2).
Since we already have the necessary bounds for the paraproducts by (11) and (12), it remains
to study the dyadic shifts Sm,n that appear in the expansion (15) of the operator. We will show in
this section that up to a constant C depending only on C0, Cδ in the W -Calderón-Zygmund kernel
conditions, theW -weak boundedness constant CWBC , p and d the dyadic shifts Smn are of the form
2−δ(m+n)/4Sm,n, where Sm,n is a dyadic W -Haar shifts in the sense of Definition 2.1. Theorem 2.2
then yields the necessary bounds for these shifts, which guarantee convergence, thereby proving
the representation formula (14), and moreover prove Corollary 2.7.
Before we proceed, let us introduce some more useful notations. We first fix a dyadic lattice
D in Rp; all dyadic operators will be considered with respect to this grid D. As before, let
T˜ := T − ΠT1 − Π∗(T∗1)∗ . For I, J ∈ D, define the matrix T˜I,J as T˜I,J = 〈T˜ hI , hJ〉 (also define
TI,J in a similar way). Moreover, for any fixed dyadic cube L, let T˜
L := 〈W 〉1/2L T˜ 〈W 〉−1/2L and
T˜LI,J := 〈W 〉1/2L T˜I,J〈W 〉−1/2L (and similarly define TL and TLI,J).
In the following lemma we prove that the dyadic shifts Smn are W -Haar shifts. We are only
considering the case m ≥ n (which means ℓ(I) ≤ ℓ(J)), since the case m < n can be treated
similarly by duality. A version of this lemma was stated and proved in [11], and the proof here
runs along the same lines. However, we work with different notions of W -weak boundedness and
W -Calderon-Zygmund kernels, which changes some arguments. For clarity, we give the whole proof
here.
Lemma 3.1. Let m,n ≥ 0, n ≤ m.
Let W be a matrix A2 weight on R
p and let T be a W -Calderón-Zygmund operator on Rp, which
satisfies the W -weak boundedness condition in Theorem 2.6.
Fix a cube L ∈ D. If I and J are two cubes such that L is their smallest common dyadic
ancestor, ℓ(I) = 2−mℓ(L), ℓ(J) = 2−nℓ(L), and I is good, then∥∥∥T˜LI,J∥∥∥ ≤ C ℓ(I) p+δ2 ℓ(J) p+δ2D(I, J)p+δ ≤ C˜
√
|I|
√
|J |
|L| 2
− (m+n)δ4 ,
where the long distance D(I, J) is defined as D(I, J) := ℓ(I) + ℓ(J) + dist(I, J), and C, C˜ are
constants depending only on p,d, the smoothness and decay constants Cδ, C0 of the W -Calderon-
Zygmund kernel, and the W -weak boundedness constant CWBC .
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Proof. Before we proceed, note that ΠT1hI is contained in the span of the Haar functions hK ,
K ( I, with d× d matrix coefficients, and Π∗(T∗1)∗hI is a multiple of χI|I| with a matrix coefficients.
In particular, the support of both ΠT1hI and Π
∗
(T∗1)∗hI is contained in I.
Following [8] and [11], we decompose the set Γ := {(I, J) ∈ D ×D : ℓ(I) ≤ ℓ(J)} as
{(I, J) ∈ D ×D : ℓ(I) ≤ ℓ(J)} = {(I, J) ∈ D ×D : I ( J} ∪ {(I, J) ∈ D ×D : I = J}
∪ {(I, J) ∈ D ×D : dist(I, J) > ℓ(I)γℓ(J)1−γ}
∪ {(I, J) ∈ D ×D : I ∩ J = ∅, dist(I, J) ≤ ℓ(I)γℓ(J)1−γ}
=: Γin ∪ Γequal ∪ Γout ∪ Γnear.
We will now estimate
∥∥∥T˜LI,J∥∥∥ for (I, J) in each of these sets.
Case 1: (I, J) ∈ Γin
It is not difficult to check that (T˜L)∗1 = 0, in the sense that
∫
Rp
T˜LhI(x)dx = 0 for each cube
I. Indeed, we have
〈hI , (T˜L)∗1〉 = 〈T˜LhI , 1〉 =
〈
〈W 〉1/2L (T −ΠT1 −Π∗(T∗1)∗)〈W 〉−1/2L hI , 1
〉
= 〈TLhI , 1〉 −
〈
〈W 〉1/2L ΠT1〈W 〉−1/2L hI , 1
〉
−
〈
〈W 〉1/2L Π∗(T∗1)∗〈W 〉−1/2L hI , 1
〉
.
Using the definitions of the paraproduct and its adjoint, we get that
〈
〈W 〉1/2L ΠT1〈W 〉−1/2L hI , 1
〉
=
0, since 〈hK , 1〉L2(Rp) = 0 for any K ∈ D, and
〈
〈W 〉1/2L Π∗(T∗1)∗〈W 〉−1/2L hI , 1
〉
=
〈
〈W 〉1/2L 〈(T ∗1)∗, hI〉〈W 〉−1/2L
χI
|I| , 1
〉
= 〈W 〉1/2L 〈hI , T ∗1〉〈W 〉−1/2L
= 〈W 〉1/2L 〈ThI , 1〉〈W 〉−1/2L .
The last term is equal to
〈
〈W 〉1/2L ThI〈W 〉−1/2L , 1
〉
=
〈
〈W 〉1/2L T 〈W 〉−1/2L hI , 1
〉
,
which is exactly 〈TLhI , 1〉. Therefore
∫
Rp T˜
LhI(x)dx = 〈T˜LhI , 1〉 = 0.
Let JI be the child of J that contains I. Then
〈T˜LhI , hJ〉 = 〈T˜LhI , χJcIhJ〉+ 〈T˜LhI , χJIhJ〉
= 〈T˜LhI , χJcIhJ〉+ 〈hJ 〉JI 〈T˜LhI , χJI 〉
= 〈T˜LhI , χJc
I
(hJ − 〈hJ 〉JI )〉+ 〈hJ 〉JI 〈T˜LhI , 1〉,
hence
∥∥∥T˜LI,J∥∥∥ = ∥∥∥〈T˜LhI , hJ〉∥∥∥ ≤ 2|J |−1/2 ∫JcI ‖T˜LhI(x)‖dx.
To estimate the last integral, we first notice that T˜LhI(x) = T
LhI(x) when x ∈ JcI (this follows
from the remark at the beginning of the proof, since 〈W 〉1/2L (ΠT1+Π∗(T∗1)∗)〈W 〉−1/2L hI is supported
on I).
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If ℓ(I) ≤ ℓ(J) ≤ 2rℓ(I), then∥∥∥T˜LI,J∥∥∥ ≤ 2|J |−1/2 ∫
JcI
‖T˜LhI(x)‖dx = 2|J |−1/2
∫
JcI
‖TLhI(x)‖dx
≤ 2|J |−1/2
(∫
3I\I
∥∥∥∥∫
I
〈W 〉1/2L K(x, y)〈W 〉−1/2L hI(y)dy
∥∥∥∥ dx
+
∫
(3I)c
∥∥∥∥∫
I
〈W 〉1/2L (K(x, y)−K(x, cI))〈W 〉−1/2L hI(y)dy
∥∥∥∥ dx
)
. |J |−1/2
(
C0
∫
3I\I
∫
I
1
|x− y|p dydx|I|
−1/2 + Cδ
∫
(3I)c
ℓ(I)δ
dist(x, I)p+δ
dx
∫
I
|hI(y)|dy
)
. |J |−1/2
(
C0|I|1/2 + Cδ
∫ ∞
ℓ(I)
ℓ(I)δ
rp+δ
rp−1dr|I|1/2
)
.
( |I|
|J |
)1/2
≈ ℓ(I)
p+δ
2 ℓ(J)
p+δ
2
D(I, J)p+δ
.
On the other hand, if ℓ(J) > 2rℓ(I) (which is the same as ℓ(JI) ≥ 2rℓ(I)), we have dist(I, JcI ) >
ℓ(I)γℓ(JI)
1−γ & ℓ(I)γℓ(J)1−γ , since I is good. It follows that
∥∥∥T˜LI,J∥∥∥ ≤ 2|J |−1/2 ∫
JcI
‖T˜LhI(x)‖dx = 2|J |−1/2
∫
JcI
‖TLhI(x)‖dx
≤ 2|J |−1/2
∫
JcI
∥∥∥∥∫
I
〈W 〉1/2L (K(x, y)−K(x, cI))〈W 〉−1/2L hI(y)dy
∥∥∥∥ dx
≤ 2|J |−1/2Cδ
∫
JcI
∫
I
|y − cI |δ
|x− y|p+δ |hI(y)|dydx
≤ 2Cδ|J |−1/2|I|1/2
∫
JcI
ℓ(I)δ
d(x, I)p+δ
dx .
( |I|
|J |
)1/2
ℓ(I)δ
∫
ℓ(I)γℓ(J)1−γ
1
rp+δ
rp−1dr
.
( |I|
|J |
)1/2
ℓ(I)δ
[ℓ(I)γℓ(J)1−γ ]δ
≤
( |I|
|J |
)1/2
ℓ(I)δ
[ℓ(I)1/2ℓ(J)1/2]δ
=
ℓ(I)
p+δ
2
ℓ(J)
p+δ
2
≈ ℓ(I)
p+δ
2 ℓ(J)
p+δ
2
D(I, J)p+δ
,
where the last inequality is true since γ ≤ 12 .
Case 2: (I, J) ∈ Γequal
By the remark at the beginning of the proof, we have T˜I,I = TI,I , and thus also T˜
L
I,I = T
L
I,I .
Note that by minimality of L, L = I.
To emphasize that the two Haar functions appearing in the definition of the matrix TLI,I are not
the same (even though I = J in this case), we briefly reintroduce the superscripts ε, ε′.
If {Ii}2pi=1 are the dyadic children of I, then using the kernel representation and the weak
boundedness property we obtain∥∥∥T˜LI,I∥∥∥ = ∥∥TLI,I∥∥ = ∥∥∥〈TLhεI , hε′I 〉∥∥∥ ≤ 2p∑
i,j=1
∥∥∥〈hIε〉Ii 〈hε′I 〉Ij 〈TLχIi , χIj 〉∥∥∥
≤
∑
i6=j
|I|−1
∥∥∥∥∥
∫
Ij
∫
Ii
〈W 〉1/2L K(x, y)〈W 〉−1/2L χIi(y)χIj (x)dydx
∥∥∥∥∥ +
2p∑
i=1
|I|−1
∥∥〈TLχIi , χIi〉∥∥
≤ C0|I|−1
∫
Ij
∫
Ii
1
|x− y|p dydx+
2p∑
i=1
|I|−1 ∥∥〈TLχIi , χIi〉L2(Rp),L2(Rp)∥∥
. C0 +
2p∑
i=1
|I|−1CWBP |Ii| = C0 + 2pCWBP .
Case 3: (I, J) ∈ Γout
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As before, the remark at the beginning of the proof shows that T˜LI,J = T
L
I,J if I and J are disjoint
(which is obviously the case here).
If cI is the centre of I, the decay property of K and the cancellation of hI allow us to estimate
∥∥∥T˜LI,J∥∥∥ = ∥∥TLI,J∥∥ = ∥∥〈TLhI , hJ〉∥∥ = ∥∥∥∥∫
J
∫
I
〈W 〉1/2L (K(x, y)−K(x, cI))〈W 〉−1/2L hI(y)hJ(x)dydx
∥∥∥∥
≤
∫
J
∫
I
∥∥∥〈W 〉1/2L (K(x, y)−K(x, cI))〈W 〉−1/2L ∥∥∥ |hI(y)||hJ (x)|dydx
≤ |I|−1/2|J |−1/2
∫
J
∫
I
|y − cI |δ
|x− y|p+δ dydx
≤ |I|−1/2|J |−1/2
(
ℓ(I)
2
)δ
1
dist(I, J)p+δ
|I||J | ≤ ℓ(I)
δ
dist(I, J)p+δ
ℓ(I)
d
2 ℓ(J)
d
2 .
If dist(I, J) > ℓ(J), then D(I, J) = ℓ(I) + ℓ(J) + dist(I, J) < 3dist(I, J), thus
ℓ(I)δ
dist(I, J)p+δ
ℓ(I)
d
2 ℓ(J)
d
2 .
ℓ(I)
p+δ
2 ℓ(J)
p+δ
2
D(I, J)p+δ
,
since ℓ(I) ≤ ℓ(J).
On the other hand, if dist(I, J) ≤ ℓ(J), then D(I, J) = ℓ(I) + ℓ(J) + dist(I, J) < 3ℓ(J), so
ℓ(I)δ
dist(I, J)p+δ
ℓ(I)
d
2 ℓ(J)
d
2 ≤ ℓ(I)
δ
(ℓ(I)γℓ(J)1−γ)p+δ
ℓ(I)
d
2 ℓ(J)
d
2 ≤ ℓ(I)
p+δ
2 ℓ(J)
p+δ
2
ℓ(J)p+δ
.
ℓ(I)
p+δ
2 ℓ(J)
p+δ
2
D(I, J)p+δ
,
where in the above inequality we have used that γ(p+ δ) = δ4 .
Case 4: (I, J) ∈ Γnear
As in the previous case, the disjointness of I and J implies that T˜LI,J = T
L
I,J . Since dist(I, J) ≤
ℓ(I)γℓ(J)1−γ ≤ ℓ(J), it follows that I ⊆ 5J \ J. Using the kernel representation of the operator T ,
we have
∥∥∥T˜LI,J∥∥∥ = ∥∥TLI,J∥∥ = ∥∥〈TLhI , hJ〉∥∥ = ∥∥∥∥∫
J
∫
I
〈W 〉1/2L K(x, y)〈W 〉−1/2L hI(y)hJ(x)dydx
∥∥∥∥
≤ C0|I|−1/2|J |−1/2
∫
J
∫
I
1
|x− y|p dydx ≤ C0|I|
−1/2|J |−1/2
∫
J
∫
5J\J
1
|x− y|p dydx
. C0|J |−1/2|J |−1/2|J | = C0,
where the last inequality is true, since the goodness of I ensures that ℓ(J) ≤ 2rℓ(I). This completes
the proof of the first inequality in the statement of the lemma.
To prove the second inequality, we notice that if n ≥ 1, the minimality of L implies that I and
J are disjoint. Let LI be the child of L that contains I. Since L is the smallest common dyadic
ancestor of I and J , we have dist(I, J) ≥ dist(I, ∂LI). Again by minimality and goodness of I,
D(I, J) = ℓ(I) + ℓ(J) + dist(I, J) & ℓ(I)γℓ(L)1−γ
and thus
ℓ(I)
p+δ
2 ℓ(J)
p+δ
2
D(I, J)p+δ
.
ℓ(I)
p+δ
2 ℓ(J)
p+δ
2
ℓ(I)γ(p+δ)ℓ(L)(1−γ)(p+δ)
≤
√
|I|
√
|J |
|L|
ℓ(I)
δ
4 ℓ(J)
δ
2
ℓ(L)3δ/4
≤
√
|I|
√
|J |
|L| 2
−(m+n)δ/4,
where we use γ(p+ δ) = δ4 .
If n = 0, that is J = L, we have D(I, J) ≥ ℓ(L). Then∥∥∥T˜LI,J∥∥∥ ≤ C ℓ(I) p+δ2 ℓ(J) p+δ2ℓ(L)p+δ = C2−mp+δ2 ≤ C
√
|I|
√
|J |
|L| 2
− (m+n)δ2 ,
which concludes the proof of the lemma.

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This proves that the operators Sωmn appearing in (15) are appropriate scalar multiples of W -
Haar shifts. Together with Theorem 2.2 and the estimates (11) and (12), this gives the sufficiency
direction (1) ⇒ (2) and the claimed bounds. We now prove necessity, namely (2) ⇒ (1).
First, we show that an L2(W )-bounded W -Calderón-Zygmund operator satisfies the W -weak
boundedness property. If I is a cube and Ii is a child of I, then∥∥〈〈W 〉1/2I T 〈W 〉−1/2I χIi , χIi〉∥∥
=
∥∥〈〈W 1/2TW−1/2W 1/2〈W 〉−1/2I χIi ,W−1/2〈W 〉1/2I χIi〉∥∥
≤‖W 1/2TW−1/2‖L2(Rp)→L2(Rp)‖W 1/2〈W 〉−1/2I χIi‖L2(Rp)‖W−1/2〈W 〉1/2I χIi‖L2(Rp)
≤‖T ‖L2(W )→L2(W )Cp|Ii|1/2[W ]1/2A2 |Ii|1/2 ≤ Cp[W ]
1/2
A2
|I|.
To show that T 1 ∈ BMOW if T : L2(W )→ L2(W ) is bounded, we first introduce the operator
P˜If = 〈f, hI〉hI +
∑
J(I
〈hI〉IJ 〈f, hJ〉hJ ,
where IJ is the child of I containing J . Here f is a locally integrable C
d-valued function, but we
will also allow the operator P˜I to act on locally integrable Md(C)-valued functions. Note that
since W is A2, W
1/2P˜IW
−1/2 is bounded on L2(Rp), with bound independent of I. We thus have
‖W 1/2P˜IT 〈W 〉−1/2I hI‖L2(Rp) = ‖W 1/2P˜IW−1/2W 1/2TW−1/2W 1/2〈W 〉−1/2I hI‖L2(Rp)
≤ ‖W 1/2P˜ITW−1/2‖L2(Rp)→L2(Rp)‖W 1/2〈W 〉−1/2I hI‖L2(Rp)
≤ C([W ]A2 , p, d) ‖T ‖L2(W ),L2(W ).
On the other hand, we can write
W 1/2P˜IT 〈W 〉−1/2I hI = W 1/2
〈
T 〈W 〉−1/2I hI , hI
〉
hI +W
1/2
∑
J(I
〈hI〉IJ
〈
T 〈W 〉−1/2I hI , hJ
〉
hJ .
Using the same splitting as in the proof of the first case (Γin) of Lemma 3.1, the terms of the
previous sum can be expressed as
W 1/2〈W 〉−1/2I 〈hI〉IJ
〈
T I
(
χIcJ (hI − 〈hI〉IJ )
)
, hJ
〉
hJ +W
1/2〈W 〉−1/2I (〈hI〉IJ )2
〈
T I1, hJ
〉
hJ .
It then follows that
W 1/2P˜IT 〈W 〉−1/2I hI =W 1/2〈W 〉−1/2I
〈
T IhI , hI
〉
hI +
∑
J(I
W 1/2〈W 〉−1/2I 〈hI〉IJ
〈
T I
(
χIcJ (hI − 〈hI〉IJ )
)
, hJ
〉
hJ
+
∑
J(I
W 1/2〈W 〉−1/2I
〈
T I1, hJ
〉
hJ .
Since the Haar functions form an unconditional basis in L2(W ), we have
(16)∥∥∥∥∥∥W 1/2〈W 〉−1/2I 〈T IhI , hI〉hI +
∑
J(I
W 1/2〈W 〉−1/2I 〈hI〉IJ
〈
T I
(
χIcJ (hI − 〈hI〉IJ )
)
, hJ
〉
hJ
∥∥∥∥∥∥
2
L2(Rp)
≤ C([W ]A2 , p, d)
(∥∥〈T IhI , hI〉hI∥∥2L2(Rp) + 1|I|∑
J(I
∥∥〈T I(χIcJ (hI − 〈hI〉IJ )), hJ〉hJ∥∥2L2(Rp))
. C([W ]A2 , Cδ, C0, CWBC , p, d)
∑
J⊆I
ℓ(I)p+δℓ(J)p+δ
D(I, J)2(p+δ)
≤ C([W ]A2 , Cδ, C0, CWBC , p, d)
∞∑
n=0
2−n(p+δ)2np <∞.
Here we have used the estimates in the Γin and Γequal cases from Lemma 3.1.
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Altogether, we obtain that 1
|I|1/2
∑
J(I W
1/2〈W 〉−1/2I
〈
T I1, hJ
〉
hJ is bounded in L
2(Rp) with
a bound independent of I, hence also the 1
|I|1/2
∑
J⊆I W
1/2〈W 〉−1/2I
〈
T I1, hJ
〉
hJ are uniformly
bounded in L2(Rp). But this last sum is equal to
1
|I|1/2
∑
J⊆I
W 1/2
〈
T 〈W 〉−1/2I 1, hJ
〉
hJ =
1
|I|1/2W
1/2
∑
J⊆I
〈
T 1, hJ
〉
hJ〈W 〉−1/2I
=
1
|I|1/2W
1/2
(
(T 1− 〈T 1〉I)
)
χI〈W 〉−1/2I ,
and the uniform L2(Rp)-boundedness in I of these functions is exactly the condition from Definition
2.3. Therefore T 1 ∈ BMOW .
T ∗1 ∈ BMOW−1 follows immediately by the same argument, since T ∗ : L2(W−1)→ L2(W−1)
is bounded by (3). This finishes the proof of Theorem 2.6, up to proving Theorem 2.2. 
4. The proof of Theorem 2.2
We now to the proof of the sharp bound for dyadic W -Haar shifts, Theorem 2.2. Following the
approach in [20], one can show that it is enough to consider only dyadicW -Haar shifts on a dyadic
system in R. This reduction is obtained by arranging the dyadic cubes in an appropriate way on
the real line (for more details in the matrix-weighted case, see also [18]).
Let W be a d × d matrix Ad2 weight on R. For each I ∈ D, choose an orthonormal basis of
eigenvectors BI = {e1I , e2I , . . . , edI} of 〈W 〉I with associated eigenvalues {λI,1, λI,2, . . . , λI,d} , and
let P iI , 1 ≤ i ≤ d, be the corresponding orthogonal projection onto the span of eiI .
Since S is a W -Haar shift operator of complexity k, it has the form
Sf =
∑
L∈D
∑
I∈Dm(L)
J∈Dn(L)
ALI,J〈f, hI〉hJ ,
where
∥∥∥A˜LI,J∥∥∥ := ∥∥〈W 〉1/2L ALI,J〈W 〉−1/2L ∥∥ ≤ √|I|√|J||L| = 2−(m+n)p/2.
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Let f ∈ L2(W ), g ∈ L2(W−1) and 0 ≤ t ≤ k − 1 be fixed. For the slice St, we can write
〈Stf, g〉L2(W ),L2(W−1) =
〈 ∑
L∈Lj
∑
I∈Dm(L)
J∈Dn(L)
ALI,J〈f, hI〉hJ ,
∑
I′∈D
〈g, hI′〉hI′
〉
L2(W ),L2(W−1)
=
∑
L∈Lt
∑
I′∈D
∑
I∈Dm(L)
J∈Dn(L)
〈
ALI,J〈f, hI〉, 〈g, hI′〉
〉
Cd
〈hJ , hI′〉L2(R),L2(R)
=
∑
L∈Lt
∑
I∈Dm(L)
J∈Dn(L)
〈
ALI,J 〈f, hI〉, 〈g, hJ〉
〉
Cd
=
∑
L∈Lt
∑
I∈Dm(L)
J∈Dn(L)
〈〈W 〉−1/2L (〈W 〉1/2L ALI,J 〈W 〉−1/2L ) 〈W 〉1/2L 〈f, hI〉, 〈g, hJ〉〉Cd
=
∑
L∈Lt
∑
I∈Dm(L)
J∈Dn(L)
〈〈W 〉−1/2L A˜LI,J〈W 〉1/2L 〈f, hI〉, 〈g, hJ 〉〉Cd
=
∑
L∈Lt
∑
I∈Dm(L)
J∈Dn(L)
〈
A˜LI,J 〈W 〉1/2L 〈f, hI〉, 〈W 〉−1/2L 〈g, hJ〉
〉
Cd
=
∑
L∈Lt
d∑
i,j=1
∑
I∈Dm(L)
J∈Dn(L)
〈
A˜LI,Jλ
1/2
L,iP
i
L〈f, hI〉, λ−1/2L,j P jL〈g, hJ〉
〉
Cd
=
∑
L∈Lt
d∑
i,j=1
∑
I∈Dm(L)
J∈Dn(L)
〈
A˜LI,J , λ
−1/2
L,j P
j
L〈g, hJ〉 ⊗ λ1/2L,iP iL〈f, hI〉
〉
S2
≤ C
∑
L∈Lt
d∑
i,j=1
∑
I∈Dm(L)
J∈Dn(L)
∥∥λ−1/2L,j P jL〈g, hJ〉 ⊗ λ1/2L,iP iL〈f, hI〉∥∥S1
= C
∑
L∈Lj
d∑
i,j=1
∑
I∈Dm(L)
J∈Dn(L)
∣∣〈λ−1/2L,j ejL ⊗ λ1/2L,i eiL〈f, hI〉, 〈g, hJ〉〉Cd ∣∣.
Since 〈W 〉1/2L (λ−1/2L,j ejL ⊗ λ1/2L,i eiL)〈W 〉−1/2L = ejL ⊗ eiL, we have
∥∥∥∥{λ−1/2L,j ejL ⊗ λ1/2L,i eiL}L∈D
∥∥∥∥
∞,W
= sup
L∈D
‖〈W 〉1/2L (λ−1/2L,j ejL⊗λ1/2L,i eiL)〈W 〉−1/2L ‖ = sup
L∈D
‖ejL⊗eiL‖ = 1.
It follows that
16 SANDRA POTT AND ANDREI STOICA
〈Stf, g〉L2(W ),L2(W−1)
≤ C sup
σ={σL}L∈D
‖σ‖∞,W≤1
∑
L∈Lt
d∑
i,j=1
∑
I∈Dm(L)
J∈Dn(L)
∣∣〈σL〈f, hI〉, 〈g, hJ〉〉Cd ∣∣
≤ Cd2 sup
σ={σL}L∈D
‖σ‖∞,W≤1
∑
L∈Lj
∑
I∈Dm(L)
J∈Dn(L)
|I|1/2
2k−m
|J |1/2
2k−n
〈 ∑
P∈Dk(L)
P⊂I+
σL
(〈f〉P − 〈f〉L)+ ∑
P∈Dk(L)
P⊂I−
σL
(〈f〉L − 〈f〉P ),
∑
Q∈Dk(L)
Q⊂J+
(〈g〉Q − 〈g〉L)+ ∑
Q∈Dk(L)
Q⊂J−
(〈g〉L − 〈g〉Q)
〉
Cd
.
We therefore have∣∣∣ 〈Sjf, g〉L2(W ),L2(W−1) ∣∣∣(17)
≤ C sup
σ={σL}L∈D
‖σ‖∞,W≤1
∑
L∈Lj
|L|
∑
P,Q∈Dk(L)
∣∣∣∣〈σL( 〈f〉P − 〈f〉L2k
)
,
( 〈g〉Q − 〈g〉L
2k
)〉
Cd
∣∣∣∣.
Using the definition of the martingale transform operator Tσ, we can write
sup
σ={σI}I∈D
‖σ‖∞,W≤1
∑
I∈D
∣∣〈σI(〈f〉I+ − 〈f〉I−), (〈g〉I+ − 〈g〉I−)〉Cd ∣∣ · |I|
4 sup
σ={σI}I∈D
‖σ‖∞,W≤1
∑
I∈D
∣∣〈σI〈f, hI〉, 〈g, hI〉〉Cd ∣∣(18)
= 4 sup
σ={σI}I∈D
‖σ‖∞,W≤1
∣∣〈Tσf, g〉L2(W ),L2(W−1)∣∣
≤ 4 sup
σ={σI}I∈D
‖σ‖∞,W≤1
‖Tσ‖L2(W )→L2(W )‖f‖L2(W )‖g‖L2(W−1)
≤ 4N([W ]Ad2 )‖f‖L2(W )‖g‖L2(W−1).
The left hand side of this chain of inequalities is what motivates the following definition of the
Bellman function associated to our problem. Notice that this Bellman function is exactly the same
as the one that appears in [18].
Let X > 1, fix a dyadic interval I0 and for f ∈ Cd,F ∈ R,U ∈ Md(C),g ∈ Cd,G ∈ R,V ∈
Md(C) satisfying
(19) U,V > 0, Id ≤ V1/2UV1/2 ≤ X · Id, ‖V−1/2f‖2Cd ≤ F, ‖U−1/2g‖2Cd ≤G,
define the function BX = BI0X : Cd × R×Md(C)× Cd × R×Md(C), by
BX(f ,F,U,g,G,V) := |I0|−1 sup
∑
I⊆I0
∣∣〈σI(〈f〉I+ − 〈f〉I−), 〈g〉I+ − 〈g〉I−〉Cd ∣∣ · |I|,
where the supremum is taken over all functions f, g : R→ Cd, all matrix Ad2 weights W on I0, and
all sequences of d× d matrices σ = {σI}I∈D such that
(20) 〈f〉I0 = f ∈ Cd,
〈‖W 1/2f‖2Cd〉I0 = F ∈ R, 〈g〉I0 = g ∈ Cd, 〈‖W−1/2g‖2Cd〉I0 = G ∈ R,
(21) sup
I∈D
I⊂I0
‖〈W 〉1/2I 〈W−1〉1/2I ‖2 ≤ X, 〈W 〉I0 = U, 〈W−1〉I0 = V, ‖σ‖∞,W ≤ 1.
The Bellman function BX has the following properties:
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(i) (Domain) The domain DX := DomBX is given by (19). This means that for every tuple
(f ,F,U,g,G,V) that satisfies (19), there exist functions f, g and a matrix weight W such
that (20) holds, so the supremum is not −∞. Conversely, if the variables f ,F,U,g,G,V are
the corresponding averages of some functions f, g and W , then they must satisfy condition
(19). Since the set {(U,V) ∈ Md(C)×Md(C) : U,V > 0, Id ≤ V1/2UV1/2 ≤ X · Id} is not
convex, the domain DX is not convex either.
(ii) (Range) 0 ≤ BX(f ,F,U,g,G,V) ≤ 4N(X)F1/2G1/2 for all (f ,F,U,g,G,V) ∈ DX .
(iii) (Concavity condition) Consider all tuples A = (f ,F,U,g,G,V), A+ = (f+,F+,U+,g+,G+,V+)
and A− = (f−,F−,U−,g−,G−,V−) in DX such that A = (A++A−)/2. For all such tuples,
we have the following concavity condition:
BX(A) ≥ BX(A+) + BX(A−)
2
+ sup
‖τ‖U≤1
|〈τ(f+ − f−),g+ − g−〉Cd | .
Here, the supremum is taken over all d× d matrices τ with ‖τ‖U := ‖U1/2τU−1/2‖ ≤ 1.
More details about these properties can be found in [18].
We can now state the main tool for the proof of Theorem 2.2.
Lemma 4.1. Let X > 1 and BX be a function satisfying properties (i)-(iii) from above. Fix k ≥ 1
and a dyadic interval I0. For all I ∈ Dn(I0), 0 ≤ n ≤ k, let the points AI = (fI ,FI ,UI ,gI ,GI ,VI) ∈
DX = DomBX be given. Assume that the points AI satisfy the dyadic martingale dynamics, i.e.
A = (AI+ + AI−)/2, where I
+ and I− are the children of I. Let σI0 be a d × d matrix such that
‖U1/2I0 σI0U
−1/2
I0
‖ ≤ 1. For K,L ∈ Dk(I0), we define the coefficients λKL by
λKL :=
〈
σI0
(
fK − fI0
2k
)
,
(
gL − gI0
2k
)〉
Cd
.
Then ∑
K,L∈Dk(I0)
|λKL| ≤ c · d
(
BX′(AI0 )− 2−k
∑
I∈Dk(I0)
BX′(AI)
)
,
where c is a positive absolute constant and X ′ = 1009 X.
The proof of this lemma follows exactly as in [18], the only difference being the use of the matrix
σI0 instead of the projection PI0 .
We are now ready to finish the proof of Theorem 2.2.
Recall that for all slices St of S we have∣∣∣ 〈Stf, g〉L2(W ),L2(W−1) ∣∣∣ ≤ Cd2 sup
σ={σI}I∈D
‖σ‖∞,W≤1
∑
L∈Lt
|L|
∑
P,Q∈Dk(L)
∣∣∣∣〈σL( 〈f〉P − 〈f〉L2k
)
,
〈g〉Q − 〈g〉L
2k
〉
Cd
∣∣∣∣.
Let X := [W ]Ad2 ; fix 0 ≤ t ≤ k − 1 and for all I ∈ Lt define
AI :=
(
〈f〉I ,
〈‖W 1/2f‖2Cd〉I , 〈W 〉I , 〈g〉I , 〈‖W−1/2g‖2Cd〉I , 〈W−1〉I).
Notice that all these points are in DomBX = DX . Lemma 4.1 says that
|L|
∑
P,Q∈Dk(L)
∣∣∣∣〈σL( 〈f〉P − 〈f〉L2k
)
,
〈g〉Q − 〈g〉L
2k
〉
Cd
∣∣∣∣
≤ c · d
(
|L|BX′(AL)−
∑
I∈Dk(L)
|I|BX′(AI)
)
,
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for all L ∈ Lt and all d×d matrices σL such that ‖〈W 〉1/2L σL〈W 〉−1/2L ‖ ≤ 1. We write this estimate
for each I ∈ Dk(L) and then iterate the procedure ℓ times to obtain∑
I∈Lt
I⊆L
|I|>2−kℓ|L|
|I|
∑
P,Q∈Dk(I)
∣∣∣∣〈σL( 〈f〉P − 〈f〉I2k
)
,
〈g〉Q − 〈g〉I
2k
〉
Cd
∣∣∣∣
≤ c · d
(
|L|BX′(AL)−
∑
I∈Dkℓ(L)
|I|BX′(AI)
)
≤ c · dN(X ′)|L|〈‖W 1/2f‖2Cd〉1/2L 〈‖W−1/2g‖2Cd〉1/2L
≤ c · dN(X ′)‖fχL‖L2(W )‖gχL‖L2(W−1),
where the second inequality follows from property (ii) of the Bellman function.
Letting ℓ→∞, we have∑
I∈Lt
I⊆L
|I|
∑
P,Q∈Dk(I)
∣∣∣∣〈σL( 〈f〉P − 〈f〉I2k
)
,
〈g〉Q − 〈g〉I
2k
〉
Cd
∣∣∣∣
≤ c · dN(X ′)‖fχL‖L2(W )‖gχL‖L2(W−1).
We now cover the real line with intervals L ∈ Lt of length 2M and apply the last inequality to
each L to obtain that
sup
σ={σI}I∈D
‖σ‖∞,W≤1
∑
I∈Lt
|I|≤2M
|I|
∑
P,Q∈Dk(I)
∣∣∣∣〈σL( 〈f〉P − 〈f〉I2k
)
,
〈g〉Q − 〈g〉I
2k
〉
Cd
∣∣∣∣
≤ c · dN(X)‖f‖L2(W )‖g‖L2(W−1).
When M →∞, we get that the norm of St is bounded by c · d3N(X). Since S was decomposed
into k slices, it follows that the operator norm of S is bounded by c · kd3N([W ]Ad2 ), and therefore
the proof of Theorem 2.2 (and therefore also of the sufficiency in Theorem 2.6) is complete. 
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