Presence of missing values in a dataset can adversely affect the performance of a classifier. Single and Multiple Imputation are normally performed to fill in the missing values. In this paper, we present several variants of combining single and multiple imputation with bootstrapping to create ensembles that can model uncertainty and diversity in the data, and that are robust to high missingness in the data. We present three ensemble strategies: bootstrapping on incomplete data followed by (i) single imputation and (ii) multiple imputation, and (iii) multiple imputation ensemble without bootstrapping. We perform an extensive evaluation of the performance of the these ensemble strategies on eight datasets by varying the missingness ratio. Our results show that bootstrapping followed by multiple imputation using expectation maximization is the most robust method even at high missingness ratio (up to 30%). For small missingness ratio (up to 10%) most of the ensemble methods perform equivalently but better than single imputation. Kappa-error plots suggest that accurate classifiers with reasonable diversity is the reason for this behaviour. A consistent observation in all the datasets suggests that for small missingness (up to 10%), bootstrapping on incomplete data without any imputation produces equivalent results to other ensemble methods.
Introduction
Predictive models assume that the data they use are complete, i.e., there are no missing values present in it. However, missingness in data is common and difficult to deal with [18, 11, 6] . Data with missing attribute values is called incomplete data. Many predictive algorithms cannot handle incomplete data, including support vector machines, neural networks, and logistic regression. Some classification algorithms can handle missingness in the data, such as decision trees (C4.5 [27] ) and their variants. However, presence of a large * Corresponding author. E-mail: amirahmad@uaeu.ac.ae amount of missingness in the data can deteriorate the performance of those classifiers.
There are several strategies to deal with incomplete data. A naive method is to remove any data object (or observation) with missing values. This strategy reduces the training data size; if the missingness ratio is high then generalizable models are difficult to learn. A better strategy is to replace a missing attribute value with some value -this is called imputation. Imputation can be single or multiple. In single imputation, a missing value is replace by one value, whereas in multiple imputation (MI), several values are imputed. MI performs better than single imputation in terms of modelling the uncertainty and variation due to the missing value [28] . Some common methods for imputation 0000-0000/0-1900/$00.00 c 0 -IOS Press and the authors. All rights reserved arXiv:1802.00154v5 [cs. LG] 15 Oct 2019 are fixed-value imputation, random imputation, nearest neighbour imputation, mean imputation [13, 29] and expectation maximization imputation [24] (see Section 3.1 for more details). It is to be noted that the present paper does not cover the situation in which the decision boundary is determined only by missing values.
MI methods generate multiple values corresponding to a missing value. To use multiple imputed data for training a classification algorithm, one option is to average multiple imputed values and replace the missing attribute values with a single value. The other option is to train different classifiers on different copies of imputed complete data and create an ensemble [19] . It has been shown that combining bootstrapping with MI can result in accurate classifiers [37] . The reason is that MI accounts for the uncertainty due to the missing data, whereas bootstrapping accounts for the uncertainty due to sampling fluctuations [37] . Combining both the ideas result in more diverse classifiers that aides the ensemble to perform better than a base classifier. In this paper, we discuss several ideas for creating ensembles to handle missing data. The ensemble techniques we test are: (i) bootstrapping with single imputation and average of MI, (ii) MI on bootstrap samples of incomplete data, and (iii) an ensemble of multiple imputed data. We use three popular data imputation techniques to validate the ensemble methods and discuss their relative performance. We systematically increase the amount of missingness in datasets (from 5% to 30%) and evaluate the performance of each of these methods. Kappa-error plots [25] have been used to explain the performance of various ensemble methods at different level of missingness. We also show a comparison of kappa-error graphs to explain the diversity and accuracy of the different ensemble methods at different level of missingness. The results on eight UCI datasets [23] show that the performance of MI after bootstrapping with expectation maximization imputation technique remains very robust despite increasing the missingness to a large value (up to 30%); however, it can be computationally extensive. Kappa error graphs show that bootstrapping with expectation maximization imputation technique creates accurate and diverse classifiers. MI after bootstrapping with mean imputation emerged as a robust and faster alternative when the missingness is low (up to 10%). We obtained a consistent observation on all the datasets that for low missingness (up to 10%), bagging ensembles on incomplete data performs equivalent to other imputation methods.
The major contributions of the paper are following;
1. In this paper, a comprehensive comparison of different imputation methods and their ensembles, created by bagging and multiple imputations, is presented by varying the missingness ratio. 2. Kappa-error plots are used to explain the performance of the various ensemble methods.
The rest of the paper is organized as follows. In Section 2, we present the literature survey on data imputation using ensemble learning techniques. In Section 3, we present the different imputation methods used in the paper. Section 4 discusses the different bootstrapping and multiple imputation ensemble methods for handling incomplete data. Section 5 describes the experimental set up, datasets and results. We conclude the paper in Section 6.
Literature Review
MI for missing data has been studied extensively in the literature (e.g., [17, 11, 15] ). In this literature review, we survey research papers that use ensemble learning with either multiple or single imputation to deal with missing data.
Feelders [12] compares surrogate splits in a decision tree with single and MI based on expectation maximization (EM) method. In the MI case, they compute the average over different imputations. Both the imputation methods perform better than surrogate split. They comment that averaging over MI and replacing with one value reduces the variance, in the same way as bagging, which improves the performance. Twala and Cartwright [35] propose an ensemble approach by creating sub-samples of incomplete data using bootstrap sampling. Each incomplete sample is fed to a decision tree classifier. The resulting ensemble is optimized in size by only choosing de-correlated decision trees and their output is combined to take a decision. In this method, direct imputation does not happen; however, they later incorporated additional MI techniques. The paper does not clearly state that at what stage MI was used in the ensemble. Although the proposed techniques are for classification, the results are shown on regression problems by discretizing the response attribute. Wu and Jian [37] present a procedure that performs MI on the incomplete dataset followed by nonparametric bootstrapping, which is much faster than performing bootstrapping followed by MI. Baneshi and Talei [2] propose to perform MI using multiple imputation by chained equations (MICE) method on in-complete data followed by bootstrapping and the results are aggregated using statistical techniques. Tran et al. [33] perform MI using MICE followed by bootstrapping with C4.5 decision tree as the base classifier. Their results show better performance in comparison to MI method to generate single imputed dataset and using three other single imputation methods to generate a complete dataset. Valdiviezo and Van Aelst [36] combine missing data procedures with tree-based prediction methods after single and MI methods (MICE, MIST). They comment that if missingness is small, then single imputation is sufficient. However, if the missingness is moderate to large, then MI followed by tree-bagging is useful. Schomaker and Heumann [30] comment that MI on bootstrapped samples and bootstrapped samples on multiple imputed datasets are the best options to calculate randomization valid confidence intervals when combining bootstrapping with MI. They further suggest that MI of bootstrap samples may be preferred for large imputation uncertainty (or low missingness) and bootstrapping of MI may be preferred for smaller imputation uncertainty (high missingness).
Other types of classifier fusion techniques are also explored by researchers to handle incomplete data. Su et al. [32] propose a classifier ensemble method to handle missing data. They started with an incomplete data, then further remove fixed percentage of attribute values to create different versions of the original incomplete data. They impute these datasets separately, present them to separate classifiers and combine their classification results. Their results suggest that ensemble learning with (bayesian) expectation maximization performs better than several single classifiers on many datasets. An issue with this approach is that, it removes more missing values from an incomplete data to create different datasets, which can compromise the accuracy of the method. Twala and Cartwright [34] present an ensemble method that imputes incomplete data using Bayesian MI and nearest neighbour imputation separately. These two imputations are fed to decision trees and their results combined. Nanni et al. [26] propose a MI approach that uses random subspaces method. Their general idea is to cluster incomplete data into a fixed number of clusters and then replace the missing values of missing data objects within a cluster with its center (or the mean of the cluster). This can reduce the information loss introduced by mean imputation if the full data is replaced by the mean vector. Several runs of random subspace is then performed on the imputed data to create an ensemble. Their method shows high performance on several health datasets and it does not drop when the missingness is increased to 30%. Setz et al. [31] present a classifier fusion of Linear and Quadratic classifiers with mean imputation and reduced feature modeling for emotion recognition task. Hassan et al. [16] propose to perform MI several times to generate several samples of the original data and then feed them to classifiers and create an ensemble of several neural networks. They propose a univariate and multivariate version and show that they performed better than mean imputation and EM. Kumutha and Palaniammal [20] perform KNN imputation on gene expression data followed by bootstrapping. Khan et al. [19] propose a Bayesian MI ensemble method for one-class classification problems. They create two types of ensemble: one that averages the MI and trains a single classifier and the other that learns different classifiers on multiple imputed datasets. Their results show better performance of these methods in comparison to mean imputation as the missingness is increased.
The literature review shows that several ensemble methods exist to handle missing data while building generalizable classifiers. Bootstrapping the MI and MI of the bootstrap samples of the incomplete data are being used to learn better classifiers from incomplete data. Averaging MI and classifier fusion are other plausible techniques. Most of the research papers we reviewed did not compare different techniques of ensemble and study the effect on performance as the missingness in the data increases. These papers also did not provide insights into the diversity and accuracy of classifiers within an ensemble that might influence its performance. In this paper, we consider three types of ensemble methods to handle incomplete data: (i) bootstrapping with single or average of MI, (ii) bootstrapping with MI, and (iii) ensemble of MI. These three approaches span different ways of creating diverse ensembles on incomplete data. Within each category, different types of imputation methods are used, such as mean imputation, Gaussian random imputation and expectation imputation (see Section 3.1 for details). Fusion of different types of classifiers is out of the scope of this paper. The different imputation methods used in this paper are described next.
Imputation Methods
Missingness can occur due to several reasons and can be of different types, such as Missing Completely at Random (MCAR), Missing at Random (MAR), Missing Not At Random (MNAR) [1] . Rubin [1] proposed a topology for different kinds of missingness distributions. MAR allows the probabilities of missingness to depend on observed data but not on missing data. An important special case of MAR, called MCAR, occurs when the distribution does not depend on any value of the observed and missing data. MNAR is a situation that is neither MAR nor MCAR and arises when the distribution of missingness depends on the missing values in the data. Mathematically, let the full data (Y f ull ) comprises of observed data (Y obs ) and missing data (Y mis ), i.e.
then missing data will be MAR, if
where X is a missingness indicator variable. X = 1 when Y is observed and X = 0 when Y is missing.
Here Y represents a group of items that is either entirely observed or entirely missing. X can be integer indicating the highest j for which Y j is observed. X can also be a matrix of binary indicators of the same dimension as the data. The missing data will be MCAR, if
In this paper, we investigate the use of the following four base imputation methods:
1. Mean Imputation (MEI) -In the MEI method, a missing attribute value is replaced by its mean [19] . If there are multiple missing values in an attribute, they all will be replaced by the same value because MEI gives one imputed value. 2. Gaussian Random Imputation (GRandI) -In this method, we find the mean (µ) and standard deviation (σ) of an attribute with missing values. Then we generate a uniformly distribute random standard normal variate (z) between −Z and +Z.
We use the following formula to impute a missing value
Thus, the imputed value follows a Gaussian distribution. If there are multiple missing values in an attribute, they will not be imputed with same value because every time a different randomly chosen z is generated. Similarly, if a missing value is imputed multiple times, GRandI will give different imputed values.
Expectation Maximization Imputation (EMI)
Dempster, Laird and Rubin [8] propose the use of an iterative solution, EM algorithm, for imputation for data with MAR missingness. The estimation or E-step of the EM algorithm computes the expected value of the sum of the variables with missing data assuming that we have a value for the population mean, and variance-covariance matrix. The maximization, or M-step, uses the expected value of the sum of a variable to estimate the population mean and covariance. When the fraction of missing values is large with one or more parameters, the convergence of this method is slower. EMI could be the slowest among other studied imputation methods in the paper when missingness ratio is large. Different initialization to EM produce different imputations for a missing value; hence, EMI can produce MI.
The above three methods are used as the base imputation methods in this paper. They will be combined in different ways to create ensembles, which is described in detail in Sections 3.1 and 4. No Imputation (No-Imp) is the simplest method to handle missingness in the data, i.e., the incomplete data is not imputed for a given missingness ratio. In this case, a classifier is trained on the incomplete data. This serves as the baseline method to compare against other imputation approaches. We choose a C4.5 decision tree as the base classifier because it can handle missing attribute values.
Single Imputation
Single imputation refers to the approaches that impute one value for a given missing value in incomplete data. In these methods, either a single value or multiple values are generated. If multiple values are generated, then their average is used as a single value and imputed in place of the missing value. After average imputation, one classifier can be trained on the complete data set. We use the following imputation methods for single imputation:
1. MEI 2. Average of GRandI 3. Average of EMI MEI imputes one value for a given missing value; therefore, there is no need to take an average. Whereas, GRandI and EMI generate multiple values for imputation. In these cases, the average of their MI is taken and a missing value is replaced by a single value. Both the approaches for single imputation and average of MI are shown in Figure 1 . 
Bagging and MI Ensemble
In a complete data set, ensemble approaches can improve the classification performance [21] . Bootstrapping or bagging is a popular ensemble learning approach where data is re-sampled with substitution several times [3, 7] . The reason for good performance of bagging is that it creates multiple datasets which lead to diverse and accurate classifiers. In this paper, we consider bagging on incomplete data for ensemble learning. A C4.5 decision tree is used as a base classifier. Since C4.5 can handle missing values; it can be used to train a No-Imp equivalent of each ensemble methods for comparison purposes. Let us now define the following parameters that we will used to describe different ensemble approaches for missing data:
• R -missingness ratio, • M -number of MI, and • B -size of the ensemble.
We now discuss the three types of ensemble learning approaches to handle missing values.
Bagging Single Imputation
In this method, an incomplete data set is re-sampled B times. This will result in B sub-samples of the incomplete data set. Depending on the value of R, some sub-samples may be complete or incomplete. Then, we perform average MI (or equivalently, single imputation) on all the incomplete sub-samples and train a decision tree classifier on them. This leads to B classifiers and a majority voting can be used to take a final decision. In summary, this method first performs bootstrapping on the incomplete data, followed by single imputation on each of the sub-samples. Therefore, it retains the basic diversity aspect of bagging and replaces missing values with imputed values. Depending upon a particular imputation method, this can also lead to accurate classifiers. Combined with both the ideas of diversity and accuracy, we expect this method to perform better than the average imputation method (or equivalently, single imputation). The No-Imp equivalent method for this approach does not impute missing values in the B sub-samples. Figure 2 shows the different components of Bagging Single Imputation. 
Bagging MI
In this method, an incomplete data set is re-sampled B/M times. Then, on each of these sub-samples, MI is performed M times. This will result in B imputed (complete) data sets. Thus, B separate classifiers can be trained and their results combined with majority voting. As MEI does single imputation, only B/M sub-samples will be different in this case and MI on these bootstrap samples will generate same imputed values. Therefore, MEI is excluded from this approach. There is no No-Imp equivalent of this method because, it will have only unique incomplete B/M sub-samples and the rest of them will be duplicates. This method generates B classifiers, which is the same number as Bagging Single Imputation method. Therefore, both the methods can be fairly compared when the base classifier is the same (C4.5 in our case). It is to be noted that this method generates less diverse sub-samples than Bagging Single Imputation method; however, MI on these sub-samples can lead to more accurate classifier. To avoid numerical calculation problems, B should be a multiple of M in this method. Figure 3 shows the steps involved in performing Bagging MI.
The other possibility is to perform MI on the incomplete data followed by bootstrapping each of those samples. In our case, we are using small value of MI, which means there will be higher uncertainty in the estimates. As commented by Schomaker and Heumann [30] , bootstrapping of MI may be preferred for smaller imputation uncertainty (or moderate to large values of M). Therefore, we do not use this type of ensemble technique in this paper. 
MI Ensemble
In this method, MI is performed on the original incomplete data M = B times. This is done to gener-ate B different copies of the incomplete dataset; hence B classifiers can be trained and fair comparison can be done with the two above approaches. The results of these B classifiers are combined using the majority voting method. This method will have the least diversity in comparison to the Bagging Single Imputation and Bagging MI because the same data is always used for imputing missing values. However, the individual classifiers may be more accurate if the underlying imputation method gives good estimates for missing values. The MEI does not impute multiple times and No-Imp method would result in B duplicate copies of original incomplete data; therefore, both the methods cannot be applied while using MI ensemble. A graphical representation of MI Ensemble is shown in Figure 4 
Analysis
The computational complexity of an ensemble method depends upon the number of datasets generated and imputation methods. In general, all three types of ensemble methods will be computationally expensive than running a single decision tree on an incomplete dataset. However, their performance is expected to be much higher due to the diversity and accuracy modeled by bootstrapping and MI ensemble. We keep the number of classifiers in all of these ensemble techniques to be same, so that no one technique may benefit from them and the comparisons are fair. That is, bootstrapping and MI, whether combined or not should always yield exactly B imputed datasets for a given incomplete data.
Bagging Single Imputation generates B bootstraps, perform M imputations on each of these sub-samples and averages them to a single value. Therefore it generates B+(B×M ) number of datasets. Bagging MI generates B/M bootstrap samples followed by M number of MI on them; therefore, the number of datasets generated are (B/M ) + B. Whereas, MI ensemble approach generates B number of different copies of the original incomplete dataset by performing MI on them. Performing MI takes the most time in creating an ensemble. We make sure that the number of decision tree classifiers among these ensemble methods remain the same; however, their computational complexity will be different due to the generation of different number of datasets. Bagging Single Imputation generates the largest number of datasets, followed by Bagging MI and MI Ensemble. A comparison between these methods in terms of number of bootstrap samples generated, number of MI performed and number of datasets created by a given ensemble imputation method is shown in Table 1 .
Experimentation
We ran the programs on Intel i5-6200U, 2 cores CPU with 2.30GHz and 8GB RAM. We used Java SDK version 1.8 and Weka API Developer version 3.9.2 [14] to implement different imputation algorithms and the decision tree classifier. The C4.5 algorithm (J48 package in Weka) is used as a base decision tree classifier because it can handle missing values. Weka uses the EMImputation package for EMI. The initial parameters in the original implementation of the EMImputation package are fixed i.e. all means are zero, all variances are one, and all covariances are zero because the data is standardized. Therefore, this method always gives one fixed imputed value for a given missing value irrespective of multiple runs. This setting prevents variation in the MI for the EMI method. Therefore, we changed the code of EMImputation, such that the elements of initial covariance matrix can randomly vary between −1 to 1 (as the data is already standardized). This allows EMI to produce different values for every run of MI. The full source code along with the data sets used in this paper is available at https://github.com/titubeta/ EnsembleImputation.
In this paper we discuss three base imputation methods (MEI, EMI, GRandI, see Section 3). The average imputations (or single imputation) of each of these base methods along with No-Imp give four methods (Methods 1 − 4 in Table 2 ). Similarly, the Bagging Single Imputation approach gives three methods corresponding to each of the three base imputation imputation method and one corresponding to No-Imp method (Methods 5 − 8 in Table 2 ). For both the Bagging MI and MI Ensemble, there are no No-Imp or MEI methods; therefore, they give two methods each corresponding to EMI and GRandI (Methods 9 − 12 in Table 2 ). Therefore, in total, we compare 12 different imputation methods, out of which • Eight are different ensemble imputation methods and four methods do not use ensemble imputation. • Ten are imputation methods and two method does not involve any imputation (Methods 1 and 5 in Table 2 ).
Introducing Missing
To introduce R amount of missingness in the data, we adopt the following strategy. For every attribute of the data, following MCAR procedure, we randomly remove R number of attribute values. The attributes values are removed such that the same attribute value is not removed more than once. As the ratio of missingness increases, the probability for inducing missing values to an entire data object also increases. This situation, in particular, is problematic for EMI method because it will not impute such data objects and the same amount of training data may not be used for training the models. For MEI and GRandI, this situation is not a problem because they either replace all the missing values of the entire missing data object with the mean value of that attribute or with Gaussian distributed random value. To avoid this problem, we keep track of the last attribute while removing attribute values to check if such a case is happening. If a flag is set, then we do not remove that attribute value, rather set the index to the top of that feature and replace the first available non-missing attribute value. This will prevent removing all the attribute values of a data object. Therefore, if the number of features are F , then for a given missingness ratio R, a total of F × R attribute values will be removed.
Parameters
The following values are set for the different parameters used in the experiments: Table 1 Comparison of different ensemble imputation approaches.
Method Name #Bootstrap Samples #MIs #Datasets Created
Bagging Single Imputation • R -missingness ratio is varied from 0%, 5%, 10%, 15%, 20%, 25%, 30%. It is to be noted that 0% missingness means complete data with no missingness. • M -number of imputations is set to 5 [19] .
• B -size of ensemble is set to 25 [22] . • Z -for GRandI, it is set to [−4, 4] .
• CV -Number of cross validation folds is set to 2.
• T -times to repeat the experiment to balance out random variations. It is set to 30
A 2-fold cross validation is performed for every imputation method (or corresponding No-Imp) and it is repeated T times by randomizing the data. The average of performance across T times 2-folds is reported as the performance metric. Performance metrics used are accuracy and Kappa-error plots. Kappa-error plots are used to study the accuracy and diversity of members of an ensemble.
Datasets
We use four datasets from the health domain and four from the general domain from the UCI data repository [23] to evaluate different ensemble imputation methods. The description of these datasets is presented in Table 3 . Experiments are carried out with different types of datasets; from health and non-health domains to capture different types of classification problems, leading to generalizable results..
Results
Tables 4 -11 show the results for each of the 8 datasets. In each table, the first column represents the imputation method. The subsequent columns show the accuracy of each imputation method as the missingness ratio is increased from complete data (0%) to 30%. To compare various classification methods, we perform Friedman's rank sum test [9] . Calvo and Rodrigo recommend the Bergmann and Hommel test as a post-hoc all pair-wise comparison method with high statistical power [4] . We used their R package (scmamp) is this paper [5] . This test computes the p-value for each pair of algorithms corrected for multiple testing using Bergman and Hommel's correction. Results are presented in Tables 12 and 13 . The significant differences (p-value < 0.05) are shown in bold. We summarize the results from these tables as follows:
1. Presence of a large number of missing values deteriorate the performance of a decision tree classification algorithm with single imputation. For example, for Breast Tissue data, the accuracy of EM algorithm reduce to 0.524 from 0.629 when 30% missingness was introduced in comparison to complete data. Similar performance degradation was observed for all the methods for all the datasets. 2. All the ensemble imputation methods performed better than their corresponding single imputation methods for 10% or more missingness ratio. Ensemble methods showed that they are more robust as the missingness ratio is increased as compared to the corresponding single imputation methods. For example, for Breast Tissues dataset with 30% missingness ratio, the accuracy of single EM method decreases by around 17% (0.629 to 0.524), whereas the accuracy of Bagging Single Imputation with EM method decreases by around 5% (0.648 to 0.614). 3. For smaller missingness ratio (up to 10%), MI over bootstrap and MI ensemble with MEI and GRandI showed no significant superiority over each other. They also perform worse than or are equivalent to methods that use imputation on bootstrap samples of incomplete data. It is to be noted that MEI or GRandI are less computationally extensive than EM. 4. For smaller missingness ratio (up to 10%), bootstrapping of incomplete data without imputation generally show similar performance to other ensemble imputation techniques. However, ensemble imputation methods can have slight advantage for some datasets. 5. Overall, the methods BagEM and BagMIEM that combine bagging with EM emerge as the best choice due to their robust performance on high missingness ratio (up to 30%). For example, with 30% missingness, for Breast Tissues dataset with no-imputation the accuracy degrades from 0.629 to 0.468 whereas the accuracy of BagEM degrades from 0.648 to 0.614 and the accuracy of BagMIEM degrades from 0.625 to 0.608. Simi-lar behaviour is observed for other datasets. The statistical test for classifiers for 30% missingness (Table 13) suggests that BagEM has advantage over BagMIEM as BagEM shows statistically better results against most of the classification methods. However, a large number of missingness ratio means that the EM method will take more time to impute missing values.
In the next section, we will study the performance of different ensemble methods by using kappa-error plots.
Kappa-error Plots
Kappa-error plots [25] is a method to understand the diversity-error behaviour of an ensemble. These plots represent a point for each pair of classifiers in the ensemble. For each classifier pair (D i and D j ), the x coordinate is a measure of diversity of the two classifiers D i and D j known as the kappa (κ) measure, where low values suggest high diversity. The y coordinate is the average error E i,j of the two classifiers D i and D j . When the agreement of the two classifiers equals than expected by chance, κ = 0; when they agree on every instance, κ = 1 [10] . Negative values of κ mean a systematic disagreement between the two classifiers. The most desirable pairs of classifiers (high diversity and low average error) will lie at the bottom left corner.
An ensemble of size L create L(L-1)/2 pairs of classifiers. In our case, an ensemble has 25 classifiers, therefore there are 400 dots in each plot. We draw kappa-error plots for four datasets, i.e., Breast Tissue, New-Thyroid, Column, and Seeds, for different ensemble methods. The scales of κ and E i,j are same for each given dataset, so we can easily compare different ensemble methods. Tables 14 and 15 show the kappa-error plots of the testing phase of first run of the first cross-validation fold for each of the data at miss- ing ratio of 10% and 30%. The rows show each of the datasets and the columns show the kappa-error plots for the different ensemble imputation methods. Some of the plots show only few points, which means that only few of the classifiers have distinct results. Generally, these kinds of graphs are for MIEM method. This suggests that this method is not creating diverse classifiers. These plots suggest that most of the ensemble methods have similar diversity pattern. However, BagEM classifiers have better accuracy as groups of points are lower as compared to other ensemble methods. Accurate classifiers with reasonable diversity is the reason for the robust performance of BagEM at high missingness ratio.
Conclusion and Future Work
Handling missing data is a challenging task in data mining application. MI methods are commonly employed because they can model the uncertainty due to missingness. Bootstrapping is another method through which diversity may be incorporated in the incomplete data. Combining both the ideas together can lead to more accurate and diverse classifier that can lead to robust ensemble with respect to high missingness ratio. In this paper, we presented different variations of combining ideas from MI and bootstrapping for data imputation and compare their performances. Our results show that ensemble based imputations perform better than their single imputation counterparts for smaller datasets. We will also use non-decision tree based supervised classifiers with these ensemble methods. We will also study the performance of various ensemble methods for cases when the decision boundary is created only by missing values. 
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