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vABSTRACT
Strongly interacting systems of atoms and photons are an important resource in
many active areas of research, including quantum information science, quantum
simulation, and metrology. Frequently, the strength of these interactions is en-
hanced by using an optical resonator to confine light to a small volume. In recent
years, there have been e orts to replace traditional Fabry-Pérot resonators, formed
from macroscopic mirrors, with micro- and nano-fabricated systems, leveraging
techniques and infrastructure from semiconductor manufacture to scalably produce
high-quality, small mode volume waveguides and resonators. Of particular interest
are nano-fabricated photonic crystals, in which very fine control over modal and
dispersion properties is possible. Here I describe our e orts to reliably produce
photonic crystal waveguides with guided modes designed to trap and interrogate
an array of ultracold cesium atoms. Specifically, I present models capturing band
placement, modal structure, finite photonic crystal e ects, and waveguide input and
output coupling; I discuss the techniques we use to fabricate our photonic crystal
waveguides; and I describe our characterization capabilities and the packaging and
installation of the waveguides into the atomic physics system.
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1C h a p t e r 1
INTRODUCTION
Laser-cooled and trapped neutral atoms form the basis of many modern physics
experiments, admitting the study of a wide variety of phenomena. Atom interfer-
ometers and optical clocks allow themeasurement of time and fundamental constants
with unprecedented precision [1, 2]. Ultracold quantum gases enable controllable
studies of interacting quantum many-body systems [3]. High-Q cavities are used to
controllably exchange quantum information between atomic and photonic degrees
of freedom, constituting nodes in a quantum network [4].
Their broad applicability results from the fact that ultracold atoms are “close to
ideal realizations of isolated quantum systems” [5]—ultra-high vacuum keeps atoms
well-isolated from the environment, and ultra-low temperature virtually eliminates
inhomogeneity, allowing them to be treated as identical. In the lab, their primary
control interface is near-resonant light, which is used to trap and cool atoms, and
can also be used to manipulate and read out an atom’s electronic degrees of free-
dom. The e ciency of this interaction is largely irrelevant in laser trapping and
cooling—photons are cheap—but is crucial for implementing quantum information
protocols [4].
In free space, the strength of of atom–photon interaction is limited, even for tightly-
focused laser beams [6]. Interaction strength can be significantly enhanced by
modifying the local density of optical states (LDOS) [7]. A very successful strat-
egy [8] for increasing the LDOS is to place an atom in a resonant cavity, as first
suggested by Purcell [9]. The resulting enhancement can be captured by a Purcell
factor, defined here as the ratio of the decay rate into the resonator mode to the decay
rate into all other modes. For an atom in a cavity on resonance, the Purcell factor
Pc is given by
Pc ⌘  c
 0 ⇡
3Q
4⇡2
*,
 30
Vm
+- , (1.1)
where  c is the decay rate into the cavity mode,  0 is the decay rate into all other
modes,Q is the quality factor of the resonator,  0 is the free-space wavelength of the
atomic transition and Vm is the volume of the cavity mode. It is apparent from this
expression that larger Purcell factors are obtained in higher-Q cavities, and those
2with more tightly confined modes (smaller Vm).
Cavities are not the only class of structures which can significantly enhance the
LDOS. In the late 1980s it was suggested by Yablonovitch [10] and John [11] that
media with spatially periodic dielectric constant could be used to modify the LDOS.
These media are called photonic crystals, as photons in them behave analogously
to electrons in a solid-state crystal [12]. Interesting optical properties only occur
when the spatial period is on the same order as excitation wavelength, which for
visible or near-infrared operation means patterns on the hundreds-of-nanometers
scale. An analytical expression for the Purcell factor Pwg can be determined for an
atom interacting with a one-dimensional photonic crystal, called a photonic crystal
waveguide (PCW) [13]:
Pwg ⌘  1D
 0 ⇡
3ng
4⇡
*,
 20
Am
+- , (1.2)
where  1D is the decay rate into the waveguide, ng ⌘ c
⇣
@!
@  
⌘ 1
is the group index,  
is the wave vector, Am ⌘ Vm/a is the mode area, and a is the lattice constant (spatial
period) of the PCW. Again, tight modal confinement boosts the Purcell factor. In
the structures discussed in this thesis,  0 ⇡  0, the decay rate in free space. A
waveguide does not rely on resonant enhancement; instead, the LDOS is modified
by tailoring dispersion to increase ng.
The defining feature of photonic crystals is the existence of photonic band gaps:
spectral regions for which no guided modes exist. Modes can be localized at
defects in a photonic crystal: point defects create photonic crystal cavities and line
defects photonic crystal waveguides. At frequencies near but outside the band gap,
guided mode dispersion is modified, resulting in large group index, i.e., “slow light.”
While complete band gaps exist only in 3D, 1D and 2D photonic crystals can also
significantly modify the LDOS [14].
The form of equations 1.1 and 1.2 have apparent similarities. The connection
between Q and ng can be made explicit by considering the group index in a linear
resonator: in a high-Q Fabry–Pérot cavity of length L, the phase in transmission  
increases by ⇡ across the cavity linewidth, giving
ng ⇡ c
 
2
⇡/L
! 1
=
Q 0
2L ,
3where we have used   =  L, Q = !0/2, where !0 is the angular resonance
frequency,  the half width of the cavity at half maximum, and  0 = 2⇡c/!0. In
this context ng is often identified as the finesse.
While Fabry–Pérot cavities constructed ofmacroscopic substratemirrors have been a
very successful platform [15–17], micro- and nano-scale resonators and waveguides
are attractive, due to their inherently small mode volumes. In recent years ultracold
neutral atoms have been integrated successfullywithmicroscopicwhispering gallery
mode resonators [18–20] and optical nanofiber waveguides [21–23].
Lithographically-defined photonic crystal structures, particularly those manufac-
tured in CMOS-compatible materials, benefit enormously from the mature tech-
niques for and infrastructural investment in producing silicon integrated circuits [24],
promising expanded configurability, scalable manufacture, and the ability to engi-
neer dispersion and modal properties. Such structures are already in wide use with
solid-state emitters, e.g., quantum dots [25–27] and color centers in crystals [28,
29].
Platforms to integrate photonic crystals with neutral atoms have been recently
demonstrated, using photonic crystal cavities [30], and, in our group at Caltech,
photonic crystal waveguides [31–33]. Figure 1.1 illustrates the 1D PCW used in
our experiment: it consists of two parallel silicon nitride nanobeams with external
corrugation. This corrugated geometry is referred to as the ‘alligator’ photonic
crystal waveguide (APCW), and is designed to create stable guided mode optical
dipole traps commensurate with a probe mode aligned to the D-line transitions in
cesium [34].
Beyond simply creating an improved platform for waveguide-QED [21–23, 35],
photonic crystals designed for use with neutral atoms promise to enable the study of
qualitatively new regimes of interacting quantum many-body systems. Particularly,
light-matter interaction for atoms with transition frequencies inside a band gap
exhibit interesting phenomena. As photons cannot propagate in the surrounding
medium, an atom behaves like dielectric “defect” aroundwhich photons can localize,
creating an atom–photon bound state [36]. The length-scale of this localization is
determined by the relative detuning of the atomic transition and the band edge.
This e ect could be leveraged to create tunable-range, photon-mediated atom–atom
interactions [37].
Photonic crystals also enable independent control of optical frequency and spa-
4(a) (b)
Figure 1.1: Depiction of APCW. (a) Rendering of atoms (green) loaded in an
‘alligator’ photonic crystal waveguide (gray) interacting with a guided mode (red).
(b) SEM micrograph of APCW. Scale bar is 1 µm.
tial periodicity. In our experiment this allows us to make light of very di erent
frequencies spatially commensurate, which aids the construction of guided-mode
optical traps [34]. More generally, nano-structured dielectrics could be used to
create sub-wavelength optical lattices, opening new regimes for 2D many-body
simulations [38].
1.1 Outline
There are many prerequisites to the study of atoms interacting photons in a pho-
tonic crystal, the most fundamental of which is the engineering and manufacture
of photonic crystal structures with properties that allow atoms to be trapped and
interrogated by guided modes. In this thesis I discuss the modeling, fabrication, and
characterization of the ‘alligator’ photonic crystal waveguide, and also some details
of its integration into an atomic physics experiment. In chapter 2, I describe impor-
tant design elements, including dispersion and mode profiles, and present models
capturing geometrical e ects on band placement; features of finite photonic crys-
tals including tapering, long length-scale distortions and supermode structure; and
mode overlap calculations informing coupler geometry. In chapter 3, I outline our
fabrication procedure, including lithography, dry and wet etching, and atomic layer
deposition, as well as some useful techniques for process characterization. Finally,
in chapter 4, I describe the apparatus to characterize our devices; present empirical
spectral features, tuning and coupling rates; describe the process to package chips
for the vacuum chamber; and discuss waveguide degradation resulting from alkali
exposure.
51.2 My History in Quantum Optics Group
It is my hope that this thesis can be used as a guide for future e orts to fabricate
nanophotonic structures for use in cold atom experiments. While a chronological
account does not elucidate the shortest route to success in this endeavor, I provide it
here to contextualize the studies performed and recommendations made later in the
document.
I arrived at Caltech in September 2011, and joined Daniel Alton, a senior graduate
student, and postdocs Pol Forn-Díaz and Clément Lacroûte in Lab 1. They were
working on a cavity QED experiment using microtoroidal whispering gallery mode
(WGM) resonators fabricated by theVahala group. Beforemy arrival, experiments in
the Quantum Optics Group had already demonstrated strong coupling [18], photon
routing conditioned on the presence of a single atom [39, 40], and signatures of
Casimir-Polder forces between the atom and dielectric resonator [41] for atoms in
transit. However, trapped atoms are necessary for implementing more sophisticated
quantum information protocols, and the goal when I arrived was to use a nanofiber,
already present in the system to couple light into and out of the microtoroid, to
create an optical potential to trap atoms in a region with good coupling with the
resonator mode.
That fall the Lab 1 team was in the process of constructing 686 nm and 937 nm
laser systems to duplicate the “magic” wavelength nanofiber trap demonstrated
in Lab 2 [22]. Subsequent numerical simulations showed that simultaneity of
stable atom traps, strong atom–photon coupling and good fiber–toroid coupling was
di cult [42], and this e ort was abandoned in October 2012. Still, my first year with
the group was formative: I familiarized myself with trapping and cooling techniques
for neutral atoms, the home-built diode laser and tapered amplifier systems, and
computer control systems used in the experiment.
The summer and fall of 2012 witnessed a paradigm shift in the Kimble group:
the cavity QED system in Lab 11 was disassembled to make room for the new
photonic crystal experiment; Lab 11a, previously an optomechanics experiment,
was reconfigured into a photonic crystal characterization lab. Soon after that,
the new vacuum system being built in Lab 2, originally conceived as an updated
nanofiber setup, was converted to a photonic crystal experiment. That October the
Lab 1 team followed suit, modifying our apparatus to conform to the proven atom
delivery system pioneered by the Lab 11 team.
In spring of 2013, Daniel retreated to write his thesis, and the remaining Lab 1
6postdocs left. At this time teamswere reconfigured, and Iwas invited to join graduate
student Juan Muniz and postdoc Jae Hoon Lee in Lab 2. Around this time postdoc
Mike Martin arrived, who after a short tenure in the characterization lab also joined
Lab 2. I began working on modernizing the computer control systems in Lab 2 to
simplify the creation of sophisticated experimental sequences, adapting MATLAB
and LabVIEW code Jae brought with him from Arizona, and also contributed to the
image and photon counting data acquisition systems. Early guided-mode absorption
spectra in Lab 2 were seen in May of 2013, and by September the Lab 11 team
had seen significant decay rate enhancement for localized (but untrapped) atoms,
reported in ref. [31].
These initial demonstrations were encouraging, and each lab proceeded to attempt
to load atoms into GM traps. We had initially hoped that these traps could be
loaded using techniques established by the preceding nanofiber experiments, but
unfortunately loading traps in a photonic crystal is not as straightforward. At this
time Labs 2 and 11 developed di erent techniques to increase the density of atoms
near the photonic crystal. The Lab 11 technique uses a single incident beam and
its reflection o  the photonic crystal to create optical potentials near the waveguide,
similar to techniques described in ref. [30].
Lab 2 developed a di erent approach based on the interference of two counter-
propagating beams in an e ort to position atoms in between the nanobeams. De-
tuning the frequency of one of these beams results in a slowly moving optical lattice
potential, which, under the appropriate conditions, can position atoms in the target
region between the nanobeams. This relative detuning is achieved using acousto-
optical modulators driven by phase-stable radio-frequency sources. In summer 2014
I adapted Arduino code Mike brought with him from CU to generate, via direct dig-
ital synthesis, the time-varying frequencies necessary to controllably move atoms in
the optical lattice.
Up to this point the Lab 2 team had been working exclusively on the atomic physics
experiment, while Lab 11 had two graduate students, Su-Peng Yu and Jon Hood,
working on device fabrication. The Lab 2 team decided it was important to have
some skin in the game, and I asked to join the fabrication e ort in August 2014.
That fall I trained with Jon and Su-Peng. We worked together to troubleshoot
newly-observed contaminants deposited in the wet chemistry process using linear
resonators, and Jon and I explored post-fabrication dry etching techniques to obtain
finer control over the photonic crystal band placement. My vacancy in Lab 2 was
7filled by a younger graduate student, Lucas Peng.
By April 2015 I completed my fabrication training and became relatively indepen-
dent. That springwe investigated using atomic layer deposition (ALD) to chemically
passivate and tune band structure of our APCWs, starting out on an ALD tool in the
Atwater group, and in June using a system installed in the Painter group cleanroom.
By that summer we had gone through all the wafers from our first silicon nitride
deposition run, and switched to a second batch. Unfortunately, the dice angle of
this second wafer run had slight rotation with respect to the crystal planes in silicon,
resulting in poor device yield and the introduction of additional alignment steps in
the electron beam lithography. It was around this time that the Lab 2 team first began
to see large absorption signals using lattice transport, and also device degradation
resulting from cesium exposure. As the usable device lifetimes in Lab 2 significantly
shortened, I worked on fabrication process characterization, in the hopes of both
increasing the yield of usable chips and narrowing the spectral distribution of fabri-
cation output. Postdoc Alex Burgers arrived from Michigan in August, overlapping
briefly with Mike, who left in the fall. That fall and winter I worked on dose studies
aimed at improving pattern fidelity, ultimately choosing to reduce the dose at which
patterns were exposed.
In January of 2016 the chip in Lab 2was replaced. The devicewe removed allowed us
to characterize the geometrical e ects of cesium corrosion using SEM images. That
spring was a di cult time for fabrication—a lot of the fabricated devices exhibited
unexpected features in the band gap. Prof. Oskar Painter suggested asymmetry in the
transition region between unmodulated waveguide and nominal crystal could lead to
coupling to unintended mode symmetries, potentially explaining these features. To
address this possibility I made significant modifications to the fracturing to enforce
symmetries as best I could. After some di culties butt-coupling in June, Lab 2
successfully installed a chip in mid-July—the first install of a chip I fabricated.
Soon afterward the Lab 2 team saw the first hints of a absorption signal in phase with
the lattice transport, which is a signature of atoms transiting through the the target
region between the nanobeams. In August and September, anticipating another chip
transfer, I wrote a very large number of chips, and worked to develop a butt-coupling
procedure that avoided the di culties witnessed earlier that summer. Finally, in late
January 2017, we installed another “science” chip, this time with eight coupled
devices (previously the maximum number of coupled devices was four). Quite
recently we have seen very encouraging phase-dependent signals with signatures
8similar to those produced by simulation.
9C h a p t e r 2
DESIGN AND MODELING
The chips used in our experiment consist of many optical and structural elements
necessary to facilitate the delivery, trapping and coupling of atoms to guided modes
(GMs). Our fabrication process (see ch. 3) allows us to create arbitrary two-
dimensional patterns, but all elements necessarily have a thickness equal to the
silicon nitride film thickness, ca. 200 nm. An overview of our waveguide geometry
is depicted in fig. 2.1. Light is coupled into and out of the waveguide by placing
an optical fiber in a silicon vee groove near a small (ca. 150 ⇥ 200 nm) rectangular
waveguide coupler. The coupler is held in place with a 200 nm-wide tether. The
width of this waveguide is adiabatically increased to a nominal width of 500 nm
over a distance of 200 µm, improving confinement of the mode. This technique
is referred to as butt coupling, and is described briefly in sec. 2.5, and in detail in
refs. [43–45].
Structures called node arrays mechanically support the waveguide and provide ther-
mal anchoring to side rails on both sides of the waveguide. The first node array
is angled to maintain tension in the waveguide and reduce the force on the (com-
paratively delicate) coupler tether. After approximately 500 µm of propagation,
the waveguide enters the window, a 1.8 ⇥ 6 mm region under which the silicon
substrate has been completely removed. The size of the window is su cient to
pass free-space beams through the region near the photonic crystal, necessary for
laser trapping and cooling schemes for atoms. Near the center of the window the
single-nanobeamwaveguide is split in two at the y junction, and the exterior sidewall
of each nanobeam is sinusoidally modulated. The amplitude of this modulation is
increased over ca. 6 µm (15 unit cells) in the photonic crystal taper, and then held
constant for ca. 60 µm (150 unit cells) in the nominal crystal. All elements are re-
peated in the opposite order, terminating in a second coupler ca. 2.6 mm away from
the first. Many waveguides can be printed on a single chip; the standard number is
16.
Models of critical optical elements in this structure are necessary to understand and
optimize their behavior. In this chapter I describe models that fall into two cate-
gories: band structure and eigenmode simulations, here performed usingMPB [46];
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Figure 2.1: Waveguide geometry. (a) Layout of chip (to scale). Substrate is
10⇥10⇥0.2mm, with a 2⇥6mmwindow over which 16 waveguides are suspended.
Fibers (not pictured) are aligned to the waveguides in grooves left and right of the
window. (b) Detailed view of waveguide (not to scale). L ⇡ 2.6 cm. (i) Light is
coupled into and out of the waveguide by butt-coupling (sec. 2.5). Light propagates
several millimeters in a single-nanobeam waveguide suspended by (ii) node arrays.
Near the center of the window the waveguide splits in two, and light enters the (iii)
impedance-matching taper. In the center of the window is (iv) the nominal crystal.
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Figure 2.2: APCWgeometry. Waveguide consists of two parallel nanobeams made
of silicon nitride (gray) separated by a gap g. (a) xy-plane. Each nanobeam has
an average width w, and is sinusoidally modulated with amplitude A and period a.
(b) yz-plane. The transverse cross-section at each x value consists of parallel
rectangular waveguides with thickness t. GMs propagate in the x direction.
and studies of termination and finite length e ects in the photonic crystal, here
treated using a transfer matrix model (TMM). More details about the design and
performance of structures not discussed here may be found in refs. [47, 48].
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2.1 Waveguide Symmetries and Dispersion
The central element in our waveguide is the APCW, a 1D photonic crystal waveg-
uide consisting of two parallel silicon nitride nanobeams with corrugated exterior
sidewalls. Parameterization conventions used in this thesis are presented in fig. 2.2.
Before discussing the properties of the APCW, it is informative to consider modal
properties of an uncorrugated (i.e., A=0 nm) parallel nanobeam waveguide (PNW).
Waveguides typically support many GMs, which are categorized by their symmetry
properties. In a plane perpendicular to the x direction, the dielectric function of
a PNW has mirror symmetry with respect to the y and z axes. This symmetry
allows us to categorize eigenmodes into even and odd types: if in the yz-plane
the electric field vector transforms as E(x0, y, z) =  E(x0, y, z), i.e., the y axis
behaves like a mirror for the electric field vector, the mode is said to have even
y symmetry, whereas if E(x0, y, z) = E(x0, y, z), the mode is said to have odd
y symmetry, with identical categorizations for z. These symmetries are visualized
in fig. 2.3. The modes with the simplest polarization are those with opposite y
and z symmetries, i.e., y-even-z-odd and y-odd-z-even symmetries, which we will
categorize as TM-like (vertical polarization) and TE-like (horizontal polarization),
respectively. Even-even and odd-odd modes have more complicated field patterns.
Amore general discussion about the consequences of these symmetries can be found
in chs. 3 and 7 of ref. [49].
Figure 2.4 shows the dispersion diagram for the fundamental mode of each of these
symmetries. The black region is called the light cone, and comprises the continuum
of unguided modes [49]. Due to its finite transverse dimensions, the PNW exhibits
waveguide dispersion: at low frequencies the evanescent field for eachmode is large,
and the e ective index ne  ⌘ c /! is small; in the limit of high frequency, themodes
are well-confined to the waveguide and ne  approaches the bulk refractive index of
the waveguide. In a small spectral region su ciently far from these extremes, the
dispersion relation for a given mode can be reasonably approximated as
n(!)! = c x,
where n(!) = n(0) + n
(1)
!
, (2.1)
where n(!) is the e ective index, n(0) and n(1) are constants, ! is the angular
frequency, c is the speed of light and  x is the longitudinal component of the
propagation vector. The dispersion model is linear, but accommodates a non-zero
frequency at  x = 0. We will see later that waveguide dispersion partially accounts
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Figure 2.3: PNW mode symmetries. Arrows indicate direction and magnitude of
electric field vector. The top (bottom) row has even (odd) y symmetry, and the left
(right) column has even (odd) z symmetry. Quasi-TE and -TM modes are indicated.
Calculated at  x = 8.55 rad/µm, w = 290 nm, A = 0 nm, g = 220 nm, t = 200 nm.
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Figure 2.4: PNW band diagram. Simulated with dimensions w = 290 nm,
t = 200 nm, g = 220 nm.
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Figure 2.5: APCW band diagram. Blue bands have even z symmetry, red bands
have odd z symmetry. Solid lines represent the modes which can be directly excited
in the experiment. Shaded gray region represents the partial gap for the y-odd-z-
even (TE) mode, f0 refers to the center frequency of this gap and   f the frequency
width. (t=200 nm, w=288 nm, A=140 nm, g=220 nm.)
for the discrepancy between dispersion relations given by a mode solver and by the
naïve dielectric stack model; see sec. 2.4.
2.2 Bloch Modes and Band Structure of APCW
The introduction of discrete translational symmetry in the dielectric function of the
APCW maintains the transverse symmetry of the PNW, allowing similar catego-
rization of modes, but results in Bloch modes with di erent dispersion properties,
shown in fig. 2.5. The propagation constant is now expressed conveniently as a
multiple of the reciprocal lattice constant b = 2⇡/a, and only the region near the
edge of the first Brillouin zone is shown. We now additionally categorize modes by
their longitudinal properties: the lower branch of each transverse symmetry is called
the dielectric band, because for  x ⇡ ⇡/a the fields are concentrated in the thick part
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of the dielectric; the upper branch is called the air band, and is concentrated in the
the thin part of the dielectric. Intensity profiles at  x = ⇡/a for each symmetry are
shown in figs. 2.6 and 2.7. Each symmetry has a spectral region between dielectric
and air bands without propagating modes, resulting in a partial band gap. As  x
approaches ⇡/a, the bands flatten to accommodate this partial band gap, resulting
in spectral regions of “slow light.”
The most important symmetry for our experiment is the TE-like y-odd-z-even
symmetry. It can be excited directly by modes launched from the fiber and has
a large field in between the nanobeams when excited near the band edge (fig. 2.6).
Appropriate choice of geometry aligns the band gap to the D1 and D2 transitions
of cesium (335.1 and 351.7 THz, respectively), allowing us to leverage the modal
properties of the APCW for atomic physics [31–34]. At the band edge the group
index ng diverges; far from the band edge, the group index for the y-odd-z-even
mode is ng ⇡ 1.5 for the dielectric band and ng ⇡ 2.6 for the air band. In the
following discussion, references to band properties refer to this symmetry unless
otherwise specified. The TM-like y-even-z-odd mode is the other symmetry we
can deliberately excite in the experiment. For our geometry it sits a little higher
in frequency. While our system is not designed to allow the excitation of the y-
even-z-even or y-odd-z-odd modes—y and z symmetries are nominally preserved
across the entire length of the waveguide, and fiber-launched modes couple to TE-
and TM-like modes—they can be observed if symmetries are broken by scatterers
or geometric defects (see ch. 4). Most apparent is the dielectric band edge of the y-
even-z-even mode, which falls in the y-odd-z-even band gap. These symmetries are
very weakly guided in the single-nanobeam section of the waveguide, and coupling
dominantly manifests as loss.
Controlling Band Placement
Precise band placement is crucial in our experiment. Figure 2.8 shows the change in
group index and mode visibility as the excitation is tuned away from the band edge.
Here mode visibility is defined as
V (!) ⌘
      I (r1;!)   I (r2;!)I (r1;!) + I (r2;!)
      ,
where I (r;!) is the intensity, r1 = (0, 0, 0) is the center of “thick” part of the unit
cell, and r2 = (a/2, 0, 0) is the center of the “thin” part of the unit cell. Visibility for
the dielectric band, and group index for both bands, decays rapidly as the excitation
is detuned from the band edge, complicating the construction of stable GM optical
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Figure 2.6: z-even mode profiles at  x = ⇡/a. (a) shows the y-odd-z-even mode
and (b) shows the y-even-z-even mode. In both figures, (i)–(iii) show cuts of |E |2
for the air band, and (iv)–(vi) for the dielectric band.
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Figure 2.7: z-odd mode profiles at  x = ⇡/a. (a) shows the y-even-z-odd mode
and (b) shows the y-odd-z-odd mode. In both figures, (i)–(iii) show cuts of |E |2 for
the air band, and (iv)–(vi) for the dielectric band.
dipole traps and reducing  1D. Achieving a group index ng   5 requires placing the
band edge within 500 GHz of the atomic transition frequency.
Band placement is achieved by modifying the geometry. All dimensions specified in
fig. 2.2 are readily changed, except thickness t, as mentioned above. By convention
we do not change the lattice constant a; this leaves nanobeam width w, amplitude
A and gap g. As it turns out, g is a relatively weak knob, so bands are primarily
placed by changing w and A. Figure 2.9 shows the simulated change in TE-like band
gap center frequency f0 and stopband width   f as w and A are varied. Changes
in A dominantly a ect   f , while changes in w dominantly a ect f0, though there
is appreciable e ect on   f as well. Dashed and dot-dashed lines represent the
f0 = ( fD2 + fD1 )/2 and   f = ( fD2   fD1 ) isocurves, respectively; the idealized
crystal dimensions (those which align the band gap to the cesium transitions) occur
at their intersection.
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Figure 2.8: Mode visibility and group index. (a)Group index ng (above) andmode
visibility V (!) (below) for the z-even-y-odd mode near the band edge. Red (blue)
curves represent dielectric (air) band. (b) |E |2 in the z = 0 plane for dielectric (left)
and air (right) bands, at di erent detunings from the band edge. Good visibility
persists for the air band, but visibility rapidly disappears for dielectric band.
These isocurves inform the geometry of the photonic crystal taper, which is specified
as a linear ramp from zero amplitude to A and from a start width w0 to w: the
instantaneous width ⌦ in the taper can be written
⌦(x) =
 1   ⇠ (x)  w0 + ⇠ (x)w + ⇠ (x)A cos  2⇡xa
!
,
⇠ (x) =
x
Nta
, 0  x  Nta,
where Nt is the number of taper cells. The linear taper geometry is illustrated in
fig. 2.9c. Following the advice in ref. [50], w0 is chosen so that f0 remains ap-
proximately constant throughout the tapering region, ensuring the cesium transition
frequencies are never inside the instantaneous band gap. Linear sweeps of w and A
do not result in linear sweeps of local band properties: as is apparent from fig. 2.9b,
  f remains relatively small until A/w ⇡ 0.3, reducing the “e ective” length of
the taper. Linear tapering taper is not optimal, but simplifies drawings and pro-
duces “robust” understandable behavior; more details about tapering are discussed
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Figure 2.9: Band gap placement: width and amplitude. Change in (a) f0 and
(b)   f with amplitude and width. Dashed line marks f0 isocurve corresponding to
D1–D2 mid-frequency; dot-dashed line marks   f isocurve corresponding to D1–D2
frequency di erence. For these simulations t = 200 nm, g = 220 nm, a = 370 nm.
(c) Illustration of tapering region: initial waveguidewidthw0 is smaller than nominal
crystal width w, approximating the f0 isocurve in (a).
in sec. 2.4. Linear coe cients for crystal dimensions near the target band placement
are reported in tab. 2.1.
Because precise band placement is di cult in the presence of significant process
variance, we have developed a post-processing technique based on atomic layer de-
position (ALD) to fine tune the APCW bands by conformally depositing an alumina
adlayer (n = 1.75) on all surfaces of the waveguide. This process is described in
more detail in secs. 3.6 and 4.2. The e ect on the geometry is perturbative for the
thin (ca. 10 nm) films we deposit—were we to deposit very thick films, the we might
have to consider more complicated e ects, like roughness “healing” [51] on our
intentionally modulated exterior. Modeled shift rates per adlayer thickness ✓ are
also reported in tab. 2.1.
18
 ( f0)  (  f ) unit
 w  243 ± 1  108 ± 1 GHz/nm
 A 28 ± 1 249 ± 2 GHz/nm
 g 50 ± 10 30 ± 10 GHz/nm
 a  310 ± 10  70 ± 10 GHz/nm
 n  86 ± 1  8 ± 1 THz/RIU
 t  240 ± 10  2 ± 1 GHz/nm
 ✓  740 ± 15  180 ± 5 GHz/nm
 B 263 ± 7 160 ± 10 GHz/nm
   2.0 ± 0.1 2.0 ± 0.1 THz/rad
 s  108  50 GHz/nm
Table 2.1: Tuning rates of band gapwith geometry (simulated). Shift of band gap
center f0 andwidth  f with nanobeamwidthw, modulation amplitude A, intrabeam
gap g, lattice constant a, refractive index n, nanobeam thickness t, alumina adlayer
thickness ✓, shape distortion B, and phase shift  .
(a) (b) (c)
Figure 2.10: Geometric distortions. (a) non-sinusoidal modulation; (b) phase
shift; (c) width asymmetry.
Geometric Distortions
In addition to modeling how the bands behave as geometry is intentionally modified,
it is also instructive to model how unintended geometric distortions a ect the band
structure. Here I consider a few common perturbations to the unit cell, depicted
in fig. 2.10. The magnitude and signatures of distortions inform at what point we
ought to be concerned, particularly for distortions which violate y or z symmetries,
which can result in band mixing, and may help account for discrepancies between
modeled and measured band structure (see sec. 4.1).
First, I consider a common error resulting from over- or under-dosed patterns:
non-sinusoidal corrugation (see sec. 3.3). In this case the exterior corrugation
remains periodic, but the contour deviates from the intended sinusoid, as depicted
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Figure 2.11: Phase shift. Modes pictured have even z symmetry, with solid
(dashed) lines indicating odd (even) y symmetry. (a) Band structure for nominal
crystal (  = 0 rad), (b)   = 1.6 rad, and (c)   = 3.2 rad.
in fig. 2.10a. Ideally, the width of a single modulated nanobeam ⌦ can be written
⌦(x) = w + A cos
 
2⇡x
a
!
.
A simple way to capture deviations from this sinusoid is to include the next term in
the Fourier series:
⌦(x) = (w   B) + A cos
 
2⇡x
a
!
+ B cos
 
4⇡x
a
!
,
where 4|B | < |A|.
Parameterizing the constant width term this way ensures the peak-to-peak amplitude
remains constant. This distortion maintains y and z symmetry in the dielectric
function, so PNW symmetries continue to be sensible categories. Simulated band
movement for small B is summarized in tab. 2.1. Another observed distortion is
a relative phase shift of the two nanobeams, depicted in fig. 2.10b. For modest
phase shifts  , band movement can be captured as a linear shift rate, as in tab. 2.1,
but for su ciently large phase shifts, the violation of y symmetry results in non-
perturbative changes to band structure, shown in fig. 2.11. While the phase shift is
unintentional in our project, a similar technique has been used intentionally to create
systems of waveguides and emitters with directional emission [52]. Hybridization
of y symmetries first occurs around   ⇡ ⇡.
A third possible distortion is nanobeams with asymmetric width, depicted in
fig. 2.10c. This can be captured by assigning di erent widths to the top and bottom
nanobeams: wtop = w   s and wbottom = w + s. Like phase shifts, this distortion
violates y symmetry. Band shift rates with s are in tab. 2.1, and band diagrams are
shown in fig. 2.12. Hybridization of y symmetries first occurs around s ⇡ 30 nm.
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Figure 2.12: Width asymmetry. Modes pictured have even z symmetry, with solid
(dashed) lines indicating odd (even) y symmetry. (a) Band structure for nominal
crystal (s = 0 nm), (b) s = 29 nm, and (c) s = 58 nm. For su ciently large s,
second and third z-even modes hybridize.
2.3 Monogators
TheAPCWgeometry has been carefully designed to support large Purcell factors and
GM atomic traps; realizing these structures is the primary focus of our fabrication
e orts. However, over the course of this project other photonic crystal structures
have been designed and fabricated: Fabry–Pérot cavities with corrugated “fishbone”
mirrors, used primarily as diagnostic structures for process characterization, and 1D
slot waveguides, which provide more control over spontaneous emission and larger
ng, are discussed in ref. [48].
Double nanobeam and slot waveguide structures are attractive because certainmodes
(in the APCW, the TE mode) have large fields between the nanobeams, necessary
for deep GM trapping potentials and large atom–light coupling. However, the dual
beam geometry leads to increased fabrication complexity. Pursuing simplicity, one
might consider single-nanobeam corrugated structures: the y junction, a source
of scattering, is no longer necessary; stiction between APCW nanobeams, which
sometimes occurs in wet chemical processing or as the result of SEM imaging,
is no longer possible. From a fabrication perspective, it’s attractive to have a
structure for which all geometric parameters are lithographically defined—in the
APCW, mechanical e ects change g after release from substrate (see fig. 4.16 and
surrounding discussion).
In certain applications the advantages a orded by single-beam structures may out-
weigh the reduction in atom–photon coupling. In this section I briefly discuss the
properties of a corrugated single-nanobeam photonic crystal waveguide, referred to
as the monogator (MPCW).
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Figure 2.13: APCW band edges vs. nanobeam separation. Plots show band edge
frequency ( x = ⇡/a) for di erent APCW symmetries as nanobeam separation g is
varied. Red (blue) lines indicate odd (even) z symmetry, with solid lines indicating
TM (TE) mode. Vertical black solid line indicates nominal g for the APCW.
Symmetries and Band Structure
Instead of directly considering the band diagram of an MPCW, it’s instructive to
consider limiting cases for the bands of an APCW. In the limit where the nanobeams
are infinitely far apart (g ! 1), single nanobeam modes cannot hybridize, and
energies of the y symmetries become degenerate; in the opposite limit where the
nanobeams touch (g ! 0), the energies of these modes are “pushed” apart. This
trend is shown in fig. 2.13, which plots the band edge frequencies ( x = ⇡/a) for
each APCW symmetry as the gap g is varied. Keeping uncoupled symmetries far
away can be advantageous, as it reduces the potential for crosstalk.
The APCW is designed to align the TE bands to cesium D1 and D2 transitions. The
TE symmetry was chosen over others as it produces the largest field in between the
nanobeams (see figs. 2.6 and 2.7). In an MPCW this region does not exist, meaning
TE is not preferred a priori. Figure 2.14a shows the parameterized geometry of an
MPCW; fig. 2.14b (c) shows an MPCW band diagram with TE (TM) modes aligned
to the cesium D line transitions.
Parameters for MPCWs shown here were iteratively and coarsely optimized “by
hand”—structures with better band and field properties certainly exist. A few qual-
itative comments about the parametric landscape bear mentioning. First, opening a
wide band gap for the TM-like modes is di cult; the system pulls towards unreal-
izable geometries: A! w, resulting in the minimum width 2(w   A) approaching
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Figure 2.14: MPCW. (a) Diagram of MPCW geometry, parameterized identi-
cally to APCW with g = 0 nm (see fig. 2.2). (b) TE- and (c) TM-aligned band
structures. Solid lines indicate TE (blue) and TM modes (red), and cesium transi-
tion frequencies (black); dashed lines indicate other symmetries. Apparent move-
ment of light cone (black region) results from di erent lattice constants, a: TE-
aligned MPCW dimensions are (w, A, a) = (199, 124, 350) nm, and TM-aligned are
(w, A, a) = (251, 216, 400) nm. Thickness is fixed at t = 200 nm.
zero. In my design I have constrained 2(w   A) = 70 nm. Secondly, to align the
bands to the cesium transitions requires changing the lattice constant a from the
nominal 370 nm for the APCW to 350 nm for the TE-aligned MPCW and 400 nm
for the TM-aligned MPCW. This change in lattice constant a ects the relationship
of the band structure to the light cone. The maximum frequency !max for which
guided modes exist is
!max =
c⇡
a
,
hence increasing a reduces !max, moving it closer to the atomic transition frequen-
cies. For a = (350, 370, 400) nm, !max ⇡ 2⇡ ⇥ (428, 405, 375) THz. As modes
approach the light line, they are increasingly weakly guided, resulting in significant
evanescent fields. Evanescence is necessary for atoms to interact with the mode,
but also makes modes more susceptible to scattering loss.
Field profiles
Figures 2.15, 2.16 and 2.17 show estimated Purcell factor (eq. 1.2) absent group
index enhancement (i.e., Pwg/ng), using the mode area [31]:
Am(r) ⌘
R
d3r0 ✏ (r0) |E(r0) |2
a✏ (r) |E(r) |2 ,
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Figure 2.15: Purcell factor, APCW (TE). Top (bottom) row shows dielectric (air)
bands, and left (right) column shows thick (thin) cross-section. Color indicates
Pwg/ng (logarithmic scale). Top left cross-section is to be compared to ref. [32],
fig. 1(c) when multiplied by ng = 11.
where ✏ (r) is the relative permittivity and E(r) the electric field magnitude at
location r. Calculating a total Purcell factor requires group index information, ill-
defined at the X-point due to the van Hove singularity. The top left panel of fig. 2.15
corresponds to the spatial Purcell factor shown in ref. [32], fig. 1(c). In that work,
the group index is reported to be ng ' 11, corresponding to a Purcell factor of
Pwg = (1.0 ± 0.1) at the trapping position (x1, y1, z1) = (0, 0, 220) nm.
As evidenced by fig. 2.15, maximal Pwg for the APCW TEmodes occurs in between
the nanobeams, at the thick part of the structure for the dielectric band and thin
part for the air band, and falls o  roughly exponentially with distance from the
nanobeams. For MPCWs, Pwg is maximized at the surfaces—left and right sides
for TE polarization (fig. 2.16), and top and bottom for TM (fig. 2.17).
As demonstrated in ref. [32], atoms can be trapped above an APCW in the potential
created by an external beam. Figure 2.18a shows a similar optical potential for
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Figure 2.16: Purcell factor, MPCW (TE). Top (bottom) row shows dielectric (air)
bands, and left (right) column shows thick (thin) cross-section. Color indicates
Pwg/ng (logarithmic scale).
a single-beam waveguide, with analogous trapping locations indicated. Unfortu-
nately, the z1 potential minimum used in ref. [32] coincides with the surface of the
single-beam structure, reducing its feasibility as an atom trap. The z 1 minimum
could conceivably be used, but is quite far (z =  520 nm) from the waveguide.
Figure 2.18b shows Pwg/ng for the APCW and MPCWs considered above. The in-
tersection of solid black and blue lines indicates the conditions in ref. [32] (220 nm
trap position, dielectric band APCW). The increased evanescence of TM MPCWs
(green lines) extends this high-field region to nearly 400 nm, but not to the z 1
position (black dashed line). Two-color GM traps like those described in ref. [22],
or a combination of external and GM potentials, may produce trap potentials with
minima closer to the structure, resulting in better coupling.
2.4 Dielectric Stack Model
Up to this point we have examined systems with continuous or discrete translational
symmetry along a given axis, implicitly with infinite extent. The waveguides used in
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Figure 2.17: Purcell factor, MPCW (TM). Top (bottom) row shows dielectric (air)
bands, and left (right) column shows thick (thin) cross-section. Color indicates
Pwg/ng (logarithmic scale).
our experiment are finite—only Nn = 150 nominal unit cells—and many signatures
we use to assess our photonic crystals are direct results of their finite length. While
in general finite-di erence time-domain (FDTD) methods are necessary to obtain
detailed information about the properties of finite or higher-dimensionali systems,
many important features of our system can be extracted from a less computationally-
intensive, one-dimensional transfer matrix model (TMM), allowing intuition to be
gained rapidly.
A transfer matrix relates the incident and outgoing electric fields on one side of
an optical element to the other side. The formalism is convenient because the
matrix for a complete system is simply the matrix product of constituent elements.
Detailed information on the formalism can be found in ref. [53]; refs. [12, 54] also
have relevant discussions. Conventions used here have the transfer matrix operate
on a column vector of the electric fields on the right side of an optical element
ii.e., two- or three-dimensional band gap structures.
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Figure 2.18: MPCW external illumination. (a) FDTD simulation of intensity
pattern (color indicates |E |2, arb. units) formed by a single nanobeam structure
illuminated by a plane wave. As in ref. [31], fig. 1(b), the incident wave is near
detuned from the cesium D2 line, propagates in the negative z direction and is x
polarized. This pattern creates optical potentials for atoms (U / |E |2). Simulation
is two-dimensional; waveguide is 718 ⇥ 200 nm. (b) Pwg/ng for di erent modes
along the z axis. Blue lines correspond to APCW (fig. 2.15), red to TE MPCW
(fig. 2.16) and green to TM MPCW (fig. 2.17) modes, with solid lines indicating
dielectric and dashed lines air bands (top left and bottom right, respectively, in
referenced figures). Solid black line indicates position of atoms trapped in ref. [31],
and dashed black line position of z 1 in (a).
to give the fields on the left; the first element of this vector represents the fields
which propagate toward the left; and primed reflection and transmission amplitude
coe cients indicate what happens to fields incident from the left. These conventions
are summarized in fig. 2.19a. The general transfer matrixM can be written [53]
*,E
out
L
EinL
+-| {z }
l
=
1
t
*,tt
0   rr0 r0
 r 1
+-|              {z              }
M
*, E
in
R
EoutR
+-| {z }
r
. (2.2)
Often the sought quantities are the (complex) reflection and transmission amplitude
coe cients for a system of many elements. One can verify from eq. 2.2 that
r =  M21
M22
, t =
1
M22
, r0 = M12
M22
, t0 = detM
M22
.
Modeling a wave traveling in a stratified medium only requires two basic transfer
matrix elements. The first is a matrix representing propagation in an isotropic
27
M
 
EoutL
EinL
!  
EinR
EoutR
!r, t
r0, t0
na nb na
a
4
a
2
a
4
(a) (b)
Figure 2.19: TMM conventions. (a) Diagram of the conventions used for the
transfer matrix formalism. (b) Unit cell represented by eq. 2.3.
medium:
P(n, L) ⌘ *,e
inkL 0
0 e inkL
+- ,
where n is the refractive index of themedium, k ⌘ !/c, and L is the distance traveled
through the medium. The other required element represents the interface between
two materials with di erent refractive indices. The reflection and transmission
amplitudes at such an interface can be calculated from the Fresnel equations [55].
At normal incidence, these amplitudes can be written
r =
na   nb
na + nb
,
t =
2na
na + nb
,
where a subscripts indicate the originating medium. Using these coe cients and
eq. 2.2 we can create a transfer matrix for an interface:
I(na, nb) ⌘ 12na
*,na + nb na   nbna   nb na + nb+- .
Using elements P and I we can construct a unit cell for a 1D photonic crystal:
U(na, nb, a) = P
✓
na,
a
4
◆
I (nb, na) P
✓
nb,
a
2
◆
I (na, nb) P
✓
na,
a
4
◆
. (2.3)
The unit cell is illustrated in fig. 2.19b. A few additional constraints will allow us to
calculate the band structure for this unit cell. If {na, nb} 2 R, the matrix U satisfies
time-reversal symmetry, and its eigenvalues can be written  ± = e±i a [53]. By
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taking the trace we can write the characteristic equation
2 cos   a  = TrU
= 2 cos
 
naka
2
!
cos
 
nbka
2
!
  n
2
a + n2b
nanb
sin
 
naka
2
!
sin
 
nbka
2
!
. (2.4)
For fixed na and nb, this equation relates the propagation constant   to frequency
! = ck, allowing us to construct a dispersion diagram. Band edge frequencies are
obtained by solving for k with  a = ⇡. Note that the LHS of eq. 2.4 is constrained
to [-2,2] for   2 R—in the band gap solutions for   are imaginary, as expected. For
a = 370 nm, the band gap center f0 and width   f are approximately given by
f0(na, nb) ⇡ (673.9   140.0(na + nb)) THz, (2.5)
  f (na, nb) ⇡ (166.1 |na   nb |) THz. (2.6)
By concatenating these elements, we can create a model of the finite crystal, includ-
ing the taper between parallel nanobeam and nominal crystal.
Group Velocity and Index
The group velocity
vg ⌘ d!d  (2.7)
is of central importance in our experiment through its relationship to the local density
of states. It is relatively straightforward to extract group velocity information from
the transfer matrix transmission coe cient [56, sec. II]: as the propagation constant
  accounts for how quickly phase accumulates as a wave propagates, in a finite
structure we can to define a mean propagation constant  ¯ via
  =
Z L
0
dx  (x)
=  ¯L
and thence a mean group velocity
v¯g =
d!
d  ¯
= L
d!
d  , (2.8)
or equivalently group index n¯g ⌘ c/v¯g. This quantity can be readily calculated from
a transfer matrix, as   = arg(t).
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Figure 2.20: Group index calculations using TMM. Dashed line represents the
group index for an infinite structure calculated using the dispersion relation eq. 2.4;
solid line is calculated using a finite TMM (Nt = 15 and Nn = 150) and eq. 2.8;
⇥ points are inferred via eq. 2.9 using the full length of the waveguide (L =
(2Nt + Nn)a), and   points are inferred using only the length of the nominal crystal
(L = Nna).
In the experiment, phase information is di cult to extract, but some inferences can
be made from transmission or reflection spectra. In many ways, the finite photonic
crystal behaves like an etalon made of a highly dispersive material. Resonances in
an etalon occur whenever the round-trip phase accumulation  = 2 L advances 2⇡.
Thus the group velocity can be estimated at frequencies between resonances to be
v¯g
 
!i +
 i,i+1
2
!
=
d!
d  ¯
⇡  i,i+1d 
2L
=
L i,i+1
⇡
, (2.9)
where !i is the angular frequency of the ith resonance and  i,i+1 is the angular
frequency di erence between the ith and (i + 1)th resonance. In fig. 2.20 I plot the
group index ng ⌘ c/vg for an infinite structure, for a finite structure using 2.8, and
estimates using 2.9. Because the length L of the etalon is tricky to define with the
“soft” tapered boundaries, I plot estimates both with and without the added length
of the taper. These estimates are roughly consistent with the group index for the
infinite system given by solving eq. 2.4.
The structure of band edge resonances can also be fit to a dispersion model. Here
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I present a simple model, similar to the one discussed in the supplementary infor-
mation of ref. [32]. Near the band edge, the dispersion can be approximated as a
hyperbola:  
 !
 !
!2
 
 
  
   
!2
= 1. (2.10)
Here ! = ! !0,   =     0, where ( 0,!0) specifies the center of the hyperbola
and  ! and     are parameters which determine curvature and asymptotic behavior.
To calculate the group velocity vg = @!@   , we can take a derivative with respect to  :
vg = ±
 
 !
 !2
! 1 1
   
s 
 !
 !
!2
  1, (2.11)
with the minus sign for dielectric bands and plus sign for air bands. From vg we can
calculate a group index ng ⌘ c/vg
ng = ±
 
c ⇥    
 !
! ⇣ !
 !
⌘
q⇣
 !
 !
⌘2   1 . (2.12)
By taking the limit of this expression as  ! ! 1, we can identify c ⇥    / !
as the asymptotic group index n(1)g (/ 2 in our structures), leaving  ! and !0 as
parameters to be fit. Note the van Hove singularity occurs when  ! = ± !, giving
the band edge frequency !be = !0 ±  !. These fit parameters can also be used
to crudely reconstruct the band diagram; using     =  !n(1)g /c and identifying
 0 = ⇡/a, we have
  =
⇡
a
   ! n
(1)
g
c
s 
 !
 !
!2
  1. (2.13)
Taper Length
Asmentioned above, we terminate our crystal with tapering regions which transition
between the double nanobeam and nominal crystal. The gradual transition reduces
the impedance mismatch between standard and slow light waveguides. Currently
the number of tapering cells Nt is 15, though only about half of them have   f ' 0
(see fig. 2.9 and surrounding discussion). Figure 2.21 shows the TMM reflectivity
decreases as Nt increases. A decrease in free spectral range is also apparent,
resulting from increased e ective length. Even with large Nt, reflectivity at the
band edge is di cult to suppress. At fixed frequency, reflectivity decreases as N 2t
for linear tapers [50]. Linear tapering simplifies fabrication and produces a system
with simple behavior, but optimization techniques may produce better impedance
matching (lower reflectivity) for fixed Nt [57].
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Figure 2.21: Taper length: reflectivity and group index. (a) Reflectivity R vs.
taper length Nta. Impedance matching improves as the number of taper cells Nt
increases, as evidenced by the decreased reflectivity. (b) Average group index vs.
taper length. Blue line shows n¯g for Nt = 5, red shows n¯g for Nt = 30, and dashed
black line shows ng for nominal unit cell. As impedance matching improves, n¯g
more closely resembles ng.
Intensity Profile
The TMM also allows us to model the envelope of the electric field inside the
APCW. Consider a system composed of two elements, M = KL, excited from the
right (EinL = 0): *,tE
in
R
0
+- = KL *, E
in
R
rEinR
+- .
If the transmission for the total systemM is known, the fields at the interface between
K and L are given by
*,E E!+- = K 1 *,tE
in
R
0
+-
=
EinR
M22
*,K
 1
11
K 112
+- . (2.14)
We can use these fields to calculate the intensity envelope I at this interface as
I =
      
EinR K
 1
11
M22
      
2
+
      
EinR K
 1
12
M22
      
2
. (2.15)
By “breaking open” the dielectric stack at the interface of each unit cell, we obtain
mode profiles.
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Figure 2.22: Supermodes (TMM). Color indicates
p
I (instead of I) for improved
contrast. Waveguide is excited from the left. Top: air band edge. Bottom: dielectric
band edge.
Figure 2.22 shows eq. 2.15 calculated near the band edges. The intensity envelope
(referred to as a supermode) of the band edge resonances are apparent: on each
side, the resonance nearest the band gap has a single antinode, the next-nearest two
antinodes, and so on. The existence of supermodes has obvious relevance to the
atomic physics experiment—an atom at a node interacts with the waveguide in a
very di erent way to an atom at an antinode. Experimentally-obtained intensity
data can also be used to determine propagation constant inside and outside the band
gap by fitting with a simple model [33].
Long-Range Distortion and Loss
The qualitative character of the band edge resonances is strongly a ected by slow
changes to the local band gap. These sorts of long-range deviations may result from
slow changes in the background dose during e-beam lithography, from mechanical
e ects after undercut, or from inhomgeneous cesium accumulation. Figures 2.23a–
b shows the e ect of changes in the local band structure, here modeled as a Gaussian
deviation of f0: f0( j) = f¯0 +   f0( j), where j indicates the index of the unit cell in
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the TMM, f¯0 is the unperturbed center frequency, and
  f0( j) =  exp
 
  ( j   j0)
2
2 2
!
,
where   indicates the maximum frequency perturbation, j0 the location of this
maximum, and   the width of the distribution. This is achieved by modifying na
and nb via eqs. 2.5 and 2.6 to produce the desired perturbation. Here I fix   = 25a,
j0 = (Nn + 2Nt)/2, and vary  .
At one band edge (b) these sorts of perturbations can result in higher-Q resonances
as reflection is increased at the ends of the structure; at the other (a) the impedance
matching “improves,” resulting in increased transmission between first and second
resonances.
At our operating frequency, silicon nitride has very lowoptical loss: studies of Fabry-
Pérot-like resonators in our group [48] have demonstrated losses of / 0.6 dB/cm
around 850 nm; losses as small as 0.04 dB/cm have been measured at 1550 nm [58].
Still, our system has losses, resulting from fabrication imperfections and, signifi-
cantly, from cesium exposure (sec. 4.6). Systems with losses (or gains) can be mod-
eled in the transfer matrix paradigm using complex refractive indices {na, nb} 2 C.
This invalidates the assumptions of eq. 2.4, but can be added post hoc to the indices
calculated for a lossless system.
The spatial distribution of losses impacts the character of their e ect on reflection
and transmission spectra. Figure 2.23c shows the how the distribution of the absorber
a ects band edge features. Loss is modeled as an imaginary index with magnitude
normally distributed about the center of the crystal: all refractive indices are replaced
with complex values (n ! n + ik), with spatial distribution
k ( j) = k0
exp
✓
  ( j  j0)22 2
◆
p
2⇡ 
.
The normalization ensures that as the distribution is changed attenuation remains
nearly constant. For the loss model k0 = 0.02 is fixed, and distribution   is varied:
the top plot has the narrowest distribution (  = 10a), and exhibits disproportionate
loss for the first resonance (and more generally, odd-numbered resonances) when
compared with the bottom plot, which has a more distributed absorber (  = 100a).
This can be understood from the supermode distribution in fig. 2.22: modes with
peaks that overlap with an absorber are more heavily attenuated.
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Figure 2.23: Long-range band gap deformation and losses. (a) and (b) E ects
of long-range band gap deformation. Black shaded area represents local band gap
across length of crystal. Top has undistorted band structure (  = 0 THz), middle
and bottom have Gaussian deviation of f0 with magnitude   =  0.5 THz and
  =  1 THz, respectively. In all plots Gaussian has width   = 25a and is centered
with respect to the crystal. (c) Localized losses. In all plots integrated loss is
identical, but distribution changes. Loss has Gaussian distribution about center of
crystal, with width (from top to bottom)   = 10a, 50a and 100a. In all cases loss
is modeled as imaginary refractive index, with peak value k0 = 0.02.
Accommodating Waveguide Dispersion
While the dielectric stack system is useful for qualitative understanding of finite
PCWs, we have implicitly assumed that the system consists of elements with infinite
transverse extent. This gives the wrong dispersion, as is evident in fig. 2.24a.
The refractive indices in the TMM can be modified to incorporate waveguide disper-
sion by giving the refractive indices frequency dependence. We can fit a dispersion
model to a band diagram given by an eigenmode solver by reformulating eq. 2.4 as
an optimization problem: minimize
✏[n(!)]2 =
X
!i
|TrU(n(!i);!i)   2 cos( (!i)a) |2 ,
where !i are frequencies at which the dispersion is known,  (!) is the propagation
constant given by an eigenmode solver and n(!i) contains the refractive indices with
an appropriate dispersion model. Figure 2.24b shows experimental reflection data
with a fit to a dispersive TMMmodel, with refractive indices modified according to
eq. 2.1 (i.e., linear dispersion with non-zero frequency intercept).
35
0.4 0.42 0.44 0.46 0.48 0.5300
320
340
360
380
400
 x (2⇡/a)
fre
qu
en
cy
(T
H
z)
332 333 334 3350
0.2
0.4
0.6
0.8
1
frequency (THz)
re
fle
ct
io
n
(a) (b)
Figure 2.24: Comparison of TMM to MPB. (a) Dashed line shows dispersion
relation for transfer matrix model calculated using eq. 2.4, dot-dashed line shows
fit with compensated refractive indices (eq. 2.1), and ‘o’ points show APCW band
diagram calculated using MPB. Here compensated indices are nA(⌫) = 1.73  
(174 THz)/⌫ and nB (⌫) = 1.64  (174 THz)/⌫. While imperfect, the transfer matrix
model with compensated indices more closely reproduces the band structure of the
APCW. (b) Fit of dispersion-compensated TMM (black, dot-dashed) to spectral data
from DCOR28D, device 2 (red ‘o’ points), showing good agreement.
2.5 Mode Overlap Calculations
The sensitivity of band placement to the “critical dimensions” of the unit cell has
been discussed. Dimensions of the coupler are also critical—di erences of tens
of nanometers change the coupling e ciency between fiber and waveguide signif-
icantly. Power transfer e ciency at the interface of two translationally-invariant
waveguides is given by
⌘1!2 =
     Re
(
O (E1,H2)O (E2,H1)
O (E2,H2)
)
1
Re {O (E1,H1)}
      , (2.16)
where O (A,B) =
Z
dS ·  A ⇥ B⇤  , (2.17)
dS is the surface normal at the interface, and subscript 1 (2) indicates the incident
(outgoing) fields. The expression results from projecting an eigenmode of the fiber
into the eigenbasis of the waveguide; a good discussion can be found in ref. [45,
Sec. 2.2]. For fields from the same waveguide, O (Ei,Hi) gives the integral of the
Poynting vector in the transverse plane, which we can identify as twice the power.
Refs. [59, Sec. 8.5] and [60] provide insight into why eq. 2.17 is the appropriate
choice for the inner product. Power transfer e ciency between arbitrary waveguides
must be calculated numerically, but some insight can be obtained by considering
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the analytical form of ⌘1!2 for Gaussian beams, as is done in ref. [61]. The modes
of single-mode optical fiber are well-approximated by Gaussian beams of the form
Ey (r, x) = yˆE0 exp
 
  r
2
w2
  i x
!
,
where r =
p
y2 + z2 and   is the propagation constant in the fiber. The one-way
power transfer e ciency between Gaussian beams with di erent waists is given by
⌘1!2 =
4w21w
2
2
(w21 + w
2
2)
2 , (2.18)
where wi represents the beam waist (i = 1, 2). Similarly, for modes with matched
waists (w1 = w2 = w), a transverse displacement results in an e ciency of
⌘1!2 = exp
 
  d
2
w2
!
, (2.19)
where d is the displacement.
The modes of our waveguide coupler are very poorly approximated by Gaussian
beams—fig. 2.25a–d show the intensity profile of our rectangular waveguide cou-
pler with di erent coupler widths. As the coupler increases in width confinement
improves, resulting in a decreasingly evanescent field. At su cient distance from
the coupler, intensity I (y, z) decays exponentially:
I (y, 0) ⇡ I0 exp
 
  y
wp
!
, (2.20)
where I0 is a constant that depends on the waveguide dimensions and wp is the
intensity decay length. Figure 2.25e shows the roughly exponential decay for modes
depicted in fig. 2.25a–d.
Power transfer e ciency between fiber and coupler are calculated numerically; an
MPB script for this calculation is given in appendix B.2. Figure 2.25f compares
⌘1!2 for the fiber with a Gaussian mode and the fiber with the waveguide coupler
as a function of the characteristic intensity length scales, wp.i While peak e ciency
occurs at di erent length parameters for fiber–Gaussian and fiber–coupler coupling,
iNB: For consistency with ref. [61], Gaussian width parameters w in eqs. 2.18 and 2.19 are
expressed in terms of the electric field E, while eq. 2.20 and fig. 2.25e–f are given in terms of the
intensity profile, I ⇠ |E |2. Quantities relating to intensity profiles are here distinguished by the
subscript ‘p.’ For Gaussian modes, field and intensity length scales are related by w =
p
2wp, and
for exponential decay by w = 2wp.
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Figure 2.25: Coupler mode profiles. (a–d)
p
I profiles for silicon nitride couplers
of di erent widths: (a) 100 µm; (b) 130 µm; (c) 160 µm; (d) 190 µm. In all
simulations coupler thickness is fixed at 200 nm. Confinement improves as coupler
width increases. (e) Cuts of I along the y axis for the mode profiles shown in (a–d):
red, green, blue and black curves correspond to (a), (b), (c) and (d), respectively.
At su cient distance from coupler, field decays exponentially. (f) ⌘1!2 between
780 HP fiber and (solid) Gaussian beam, calculated using eq. 2.18; and (dashed)
coupler. For Gaussian beam, wp is width parameter for intensity profile; for coupler,
wp is 1/e intensity decay length for modes (a–d) obtained from fitting curves in (e).
both exhibit similar qualitative behavior, consisting of a sharp increase towards the
optimum and slower fallo  as wp is increased.
More quantitatively useful, however, is fig. 2.26, which shows ⌘1!2 for TE- and TM-
like modes launched from a Nufern 780HP fiber into a silicon nitride waveguide as
a function of excitation frequency and coupler width. One immediately observes
that TE and TMmodes do not have simultaneous width optima, and that, depending
on the coupler width, ⌘1!2 can change appreciably across the operating bandwidth,
particularly for the TM mode.
Fibers are aligned to the coupler using silicon vee grooves. If grooves are improperly
sized, or if fiber cores are not centered in the cladding or cladding diameters di er
from 125µm, theremay be a transverse displacement of fiber andwaveguidemodes.i
iPrivate correspondence with Nufern suggests core/clad o sets are very small—they report
0.5 µm represents 6  in their core/clad o set.
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Figure 2.26: Mode overlap: geometry and frequency. Mode overlap ⌘1!2 be-
tween (1) 780HP fiber and (2) silicon nitride coupler, as a function of excitation
frequency and coupler width in nm for (a) TE and (b) TM polarizations. In all
simulations coupler thickness is fixed at 200 nm.
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Figure 2.27: Mode overlap: displacement. Mode overlap ⌘1!2 between (1) 780HP
fiber and (2) silicon nitride coupler ( f = 343 THz, coupler width 140 nm, thickness
200 nm) as a function of (a) y and z displacement. (b) shows a cut along the  z = 0
axis.
Figure 2.27a shows ⌘1!2 for transverse displacements of fiber and coupler at fixed
dimensions and frequency, and fig. 2.27b shows a one-dimensional cut. As in the
case of fibers, fall o  in coupling is approximatelyGaussian, withwidth  = 2.8µm.
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C h a p t e r 3
FABRICATION
In this chapter I outline the procedure to fabricate a chip of APCWs, describing
in detail the processing steps, summarized in fig. 3.1, as well as techniques for
process characterization. Many steps in this procedure descend from those described
in ref. [62, sec. 3.3.1]. UV lithography, e-beam lithography and oxygen plasma
steps were performed in the Kavli Nanoscience institute at Caltech (KNI); all other
processing steps were performed in the Painter group cleanroom.
3.1 Substrate Preparation
The silicon substrates used in this experiment were obtained from Silicon ValleyMi-
croelectronics, Inc. (SVM). Two di erent runs of 200µm-thick single-crystal silicon
wafers were purchased for this project: the first batch of wafers were low-resistivity
(50⌦·cm) three-inch wafers produced using the Czochralski (CZ) process; the sec-
ond batch were high-resistivity (5900–8000⌦·cm) four-inch wafers produced using
Solvent and
piranha clean
Spin and bake
(AZ5214E) UV lithography
Develop (MF-
CD-26/water) DRIE
Solvent and
piranha clean
Spin and bake
(ZEP520A)
e-beam
lithography
Develop (ZED-
N50/MIBK) DRIE
Solvent and
piranha clean KOH etch nanostrip BHF CPD O2 plasma
Characterize ALD Transfer
B                   
D                      
U       
T               
Figure 3.1: Fabrication procedure overview, divided into four subprocedures:
back side patterning, consisting of substrate preparation (sec. 3.1), UV photolithog-
raphy (sec. 3.2), and reactive ion etching (RIE, sec. 3.4); device layer patterning,
consisting of electron beam lithography (sec. 3.3) and a second RIE; an undercut,
consisting of a potassium hydroxide (KOH) etch, subsequent wet chemistry, critical
point drying (CPD), and an O2 plasma clean (sec. 3.5); and post-characterization
iterative trim tuning and packaging (described in ch. 4) for the vacuum chamber.
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the float-zone (FZ) technique. These wafers are produced with the face normal
to the h100i direction. In both cases SVM deposited a (200 ± 14) nm thick film
of high-stress (ca. 800 MPa), stoichiometric silicon nitride on both sides of the
wafers using low-pressure chemical vapor deposition. After depositing the nitride,
SVM coats the wafer with photoresist and dices the wafer into 10⇥10 mm squares
(“chips”) with the edges (nearly) parallel to the h110i direction.
Solvent Rinse and Piranha Clean
To prepare the substrates for patterning, we perform a solvent rinse and piranha clean.
Chips are loaded into a PTFE caddy with device layer facing radially outward. The
caddy is submerged in solvent baths consisting of trichloroethylene (TCE), acetone
and isopropyl alcohol (IPA), and, after rinsing with deionized (DI) water, a piranha
solution consisting of a 3:1 ratio of sulfuric acid and 30% hydrogen peroxide. The
sulfuric acid is pre-heated to ca. 75  C before adding the peroxide. After adding the
peroxide, the solution will bubble, and its temperature will rise to ca. 120  C.i When
bubbling partially subsides (after around 10 s) chips are submerged. We use the
caddy to “stir,” incorporating the peroxide into the sulfuric acid. Chips remain in
solution for 10min. before beingmultiply rinsed with DI water: caddy is transferred
from water bath to water bath until acid residue no longer visibly di uses (around
two fresh 60 mL baths). Caddy is then removed from the DI water, rinsed under the
DI faucet, and each chip is sequentially removed from the caddy, rinsed under the
DI faucet, and blown dry with nitrogen. This cleaning sub-procedure is performed
many times throughout the fabrication process.
3.2 Photolithography
After cleaning,ii the next step in our procedure is to create an opening in the nitride
on the back side of the chip, allowing us to open a rectangular through-window
beneath the waveguides in a later step. In contrast to the device layer, the back side
pattern has comparatively large features and is the same for all chips, and hence
can be e ciently patterned using ultraviolet (UV) photolithography. We begin by
iThis process is sensitive; on one occasion I had a violent reaction, resulting in an acid mess,
but thankfully no injuries. Adequate PPE must be worn for this process (acid-resistant apron, face
shield and TRIonic ® gloves) and it must be performed in a fume hood. The DI water rinse before
piranha must be adequate to remove all solvents, which react violently [63] with sulfuric acid.
iiOn some occasions I have performed the e-beam patterning (sec. 3.3) before UV lithography
without obvious detrimental e ects. Additionally, if UV lithography is performed first, the piranha
may optionally be omitted—the pattern is a macroscopic window, and does not require precision
lithography.
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Figure 3.2: Illustration of UV mask (not to scale). White represents transparent
regions, and blue, masked regions. The mask used for this project is a 6 in. square
chrome-on-glass mask, which allows many chips to be exposed in parallel.
spinning a film of AZ 5214 E photoresisti onto the front side of the chip. Four drops
of the resist are deposited on the chip, one in each corner. The spinner ramps up to
4000 RPM at 2500 RPM/s, and spins for 60 s. Our spin results in a ca. 1400 nm
film [64]. After the spin, chips are transferred to a clean glass microscope slide.
When all chips have been spun, we cure the photoresist by baking at 100  C for 60 s.
This first layer of resist serves to protect the silicon nitride on the front side of the
chip. We then invert the chip and spin more photoresist on the back side, this time
baking for 90 s. The resist on the back side will be used to define the window.
We create our pattern by masking the photoresist and exposing it to a UV (405 nm)
source. Our chrome-on-glass mask (depicted in fig. 3.2) has a repeating 10⇥10 mm
cell with a 2⇥ 6 mm window displaced 2 mm from the top and left sides of the cell.
The repeated pattern allows us to expose several chips in parallel. We expose using
a Karl Süss Microtech MA6 mask aligner in the KNI, using “soft” contact mode and
an alignment gap of 30 µm. A 15 s exposure is su cient to clear the resist.ii Chips
are developed using MF-CD-26 for ca. 100 s,iii rinsed in DI water and blown dry
with nitrogen. This pattern is transferred to the nitride via reactive ion etch (RIE),
described in sec. 3.4. After the window has been etched into the chip, we remove the
resist by solvent rinse and piranha clean, described above. At this point substrates
iObtained from Integrated Micro Materials, 8141 Gateway Drive, Suite 240, Argyle, Texas
76226. http://www.imicromaterials.com
iiNB: The two mask aligners in the KNI have di erent doses; for a process developed on Suss1,
the exposure times must be doubled on Suss2.
iiiThis timing isn’t critical; we just monitor the chips in solution and remove them after visually
confirming that the resist has cleared.
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are ready for device layer patterning, achieved via electron beam lithography.
3.3 Electron Beam Lithography
All features in the device layer are defined via electron beam lithography (EBL).
Here I outline the lithography process, including the CAD drawing, fracturing,
loading the chips in the EBL tool, pattern exposure, and resist image formation.
Pattern Generation
There are 69 di erent parameters specifying the geometry for our APCW chips.
The most commonly changed parameters are those a ecting band placement and
coupling e ciency, in an e ort to maintain optimal performance in the presence of
process drift. These parameters are used to create a CAD drawing. In this work,
parameters were tabulated in a text file (.param), fed into a MATLAB function
which writes an AutoLISP app (.lsp), which was then loaded in AutoCAD to
create the AutoCAD Drawing Exchange Format (DXF) drawing (.dxf). The DXF
file is then converted into a format which can be read by the pattern generator on
the EBL tool, a process called “fracturing.” This sequence of software operations
and intermediate file formats are depicted in fig. 3.3. Folders with example patterns
(including all intermediate files) are attached as .zip files at CaltechTHESIS.
The parameters file is just a specially-formatted plain text file, and can be opened by
any text editor—I specified the extension .param for the purpose of organization,
but .txt (or no extension) would function identically. There are many ways to
organize this information in a EBL project, but text files have been convenient as
they are portable, and interface well with command line utilities, particularly find,
grep and diff. The .param file consists of eight sections, each beginning by the
character sequence // and a descriptive name. Within these sections, parameters are
specified by keywords (strings the MATLAB parser looks for) followed by values.
Di erent parameters have di erent data types: the majority are physical dimensions,
specified in microns, but there are also Booleans (specified as ‘yes’ and ‘no’ strings),
integers, and polymorphic parameters, which change the behavior of the MATLAB
interpreter depending on the supplied type (dimension or string).
Two sections are special: //global, which specifies settings and dimensions per-
taining to the whole print; and //scan, which specifies a scan parameter (by
convention the string xx). The scan parameter string assumes a di erent value for
each waveguide as parameters are extracted, simplifying parametric sweeps (e.g.,
coupler width, or APCW width or amplitude). The parameter string can be used in
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appload
my_pattern.lspMATLAB 2016awriteAutoCAD('my_pattern.param')my_pattern.param
my_pattern.dxf
rotation
my_pattern_fine.gpf
my_pattern_coarse.gpf
my_pattern.py
Python 2.6.6
Cebpgmy_pattern.jobCJob
I
II
III
Figure 3.3: Software flow for e-beam patterns. (I) Generating CAD layout.
.param file is interpreted by MATLAB writeAutoCAD script, producing an Au-
toLISP app (.lsp). This app can be run by typing appload at the AutoCAD com-
mand line and selecting the desired .lsp file. (II) Fracturing CAD files. This step
must be performed on a computer with the software licence for Layout BEAMER.
The Python script (.py) must be edited to specify the .dxf file and pattern rotation
(top or bottom). This produces two .gpf files, one for each exposure. (III) Layout
and exposure. Job is assembled in CJob on the BEAMS computer connected to the
EBPG, and queued in Cebpg to perform the exposure.
any section excepting //global and //scan. All other sections in the .param file
pertain to elements in the waveguide. Tables 3.1 and 3.2 provide annotations for
the keywords in a .param file; letters in the left column correspond to dimensions
indicated in fig. 3.4.
Some keywordsmerit additional explanation. To expedite writes and reduce the total
exposed area of our pattern, we utilize the gridding technique described in ref. [62,
sec. 1.3.1.3]. This results in nitride “tiles” in the window separated by exposed
lines. As tiles are disconnected from the rest of the nitride, they are undercut and
float away in the potassium hydroxide etch (sec. 3.5). The width of these grid lines
are specified by the keyword tiling gap. The fda length keyword refers to the
region of the vee groove at the edge of the chip: the resist in this region is a bit
thicker than the resist in the middle of the chip (a phenomenon referred to as “edge
bead”). Consequently, the dose in this region is increased by to ensure the resist
clears.
Our pattern is partitioned into two exposures: a fine exposure, which uses a low
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current beam (300–500 pA) and finer resolution (2.5 nm) to define important geom-
etry (waveguide, photonic crystal, etc.); and a coarse exposure, which uses a higher
current beam (5 nA) and coarser resolution (10 nm) to expose less-critical regions
(window, vee grooves, etc.). The fine exposure length keyword indicates the
length of vee groove above and below the window to include in the fine partition.
The hole recess keyword describes the length of siderail near the top and bottom
of the window that has no holes; this feature is discussed in some more detail in
sec. 3.5 and fig. 3.19. The tcc keyword refers to whether the roundabout-style
coupler should be used (i.e., a coupler with a hole at the intersection of waveguide
and tether). This geometry helps reduce the reflection of the tether, and is described
in more detail in ref. [48]. Finally, the inverse crystal and inverse y key-
words refer to whether the geometry in critical regions around the y-junction and
photonic crystal should indicate the waveguide or the space around the waveguide;
this subtlety is described in more detail in fig. 3.6 and the surrounding discussion.
Fracturing and Exposure
Before a pattern can be exposed, it must be translated into a format the EBL tool can
interpret in a process called fracturing. In the case of the Raith EBPG5000+ tool
used in this project, the format is Generic Pattern Format (.gpf). GPF partitions a
pattern into exposures, mainfields and subfields.
An exposure consists of a binary pattern of exposed and unexposed regions.i Ex-
posures are segmented into mainfields, which are squares representing the largest
area over which the electron beam can be deflected. The maximum achievable
deflection for the EBPG5000+ at 100 keV acceleration voltage is 579.2 µm [65],
but frequently mainfield size is instead limited by the desired pattern resolution.
Beam deflection is achieved by two electrostatic actuation systems in the electron
beam column, called the mainfield and subfield deflection. The actuators are con-
trolled by digital-to-analog converters (DACs) with 16 and 14 bits, respectively.ii
At maximum mainfield resolution (2.5 nm steps for the EBPG5000+), the mainfield
deflection is limited to
(2.5 nm) ⇥ 216 = 163.8 µm.
If a pattern exceeds the size of a mainfield, the stage on which the substrate is
iThis is not strictly true—the dose can be modulated to achieve proximity correction or grayscale
lithography, but for many projects, including ours, this pattern can be thought of as binary.
iiAt the time of writing, there are plans to upgrade the system to 20 bit DACs, increasing the
mainfield size at high resolution.
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Keyword Default Description
//global Describes window, global settings
filename: Name for .lsp output
window: yes Whether print should have a window
number of devices: 16 How many waveguides to print
A device spacing: 320.0 Pitch between waveguides on chip
B window length: 1800.0 Length of window
C window width: 5000.0 Width of window
window fillet radius: 20.0 Radius of curvature for window corners
tiling gap: 1.0 Window grid width (see text)
//grooves Describes vee groove, siderails
D vee groove width: 149.17 Width of the vee grooves
E vee groove length: [2235.0, 3500.0] Length of vee grooves [front, back]
F fda length: 300.0 “Flexible dose array” length (see text)
G length of device past window: -415.0 Distance between coupler and window
H fine exposure length: [600.0, 600.0] Extent of fine exposure past window [front, back]
(see text)
I safety rail width: 5.0 Width of siderail
J hole lattice constant: 3.0 Pitch of holes in siderail
number of hole rows: 1 Number of rows of holes in siderail
K hole radius: 0.5 Radius of safety rail holes
L hole recess: 330.0 Distance from window edge to first hole (see text)
//coupler parameters Describes fiber coupler
M nominal width: Width of coupler
N tether center width: 0.200 Width of coupler tether
O prelength: 2.0 Distance from coupler end to tether
postlength: 2.0 Distance from tether to single nanobeam
fillet radius: 1.0 Radius of fillet at tether anchor point
tcc: yes Use “roundabout” style coupler? (see text)
P hole radius: 0.113 Radius of roundabout hole
Q tcc radius: 0.300 Fillet radius between tether and waveguide
//single nanobeam parameters Adiabatic taper to nominal waveguide width
R length: 199.0 Length between coupler and angled node array
S end width: 0.370 End width of single nanobeam
function: MATLAB anonymous function describing transi-
tion from start to end width. Default is cubic:
@(w0,wf,y) w0 + (wf - w0).*y.ˆ3, where w0
is start width, wf is final width and y fraction be-
tween start (y=0) and end (y=1).
Table 3.1: CAD parameters, part 1. Letters correspond to dimensions indicated
in fig. 3.4.
mounted must move, potentially resulting in stitching errors. Stage trajectory for a
coarse exposure is shown in fig. 3.7b.
Features within a mainfield are segmented into subfields. Though the GPF format
specifies several subfield types, the default subfield type is a trapezoid, sometimes
referred to as a trap, which is parameterized by a base, height, an orientation (X
or Y, depending on which sides are parallel to the tool’s coordinate system), and a
left and right shift of vertices relative to the implied rectangle to make the shape
a trapezoid. The mainfield deflection is used to drive the beam to the lower left
corner of a subfield, and the subfield deflection is used to drive the beam through the
subfield, exposing the pattern. See fig. 3.5 for illustration. Maximum subfield size
is limited by the bit depth of the subfield DAC in an analogous way to the limits on
mainfield size. Subfields are pixelated into shots (sometimes called exels) separated
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Keyword Default Description
//angled node array parameters
U end width: 0.525 Waveguide width after angled node array
V taper length: 10.0 Length over which waveguide widens from start
width to blank length
number of tethers: 16 Number of tethers in array
W blank length: 1.0 Distance between end of taper and first tether
X width at tethering: 1.125 Width of waveguide at tethering
tether center width: 0.143 Width of individual tether
lattice constant: 0.220 Pitch of tethers at anchor to waveguide
ext. lattice constant: 0.320 Pitch of tethers at anchor to siderail
Y tether displacement: -11.1 Distance between anchors on waveguide and siderail
//cooled single nanobeam parameters Long waveguide between angled node array and PhC
end width: inherit inherits end width from angled node array, or number
in microns
start length: 5.0 Distance to first node array
stop length: 5.0 Distance from last node array to next element
Z tether displacement: 0.0 Distance between anchors on waveguide and siderail
AA spacing: 150.0 Spacing between node arrays
//photonic crystal
inverse crystal: yes Negative-space fracture of photonic crystal (see text)
BB end width: 0.280 w0
CC gap: 0.270 g
inverse y: yes Negative-space fracture of y-junction (see text)
DD taper length: 30.0 Y-junction length
EE split length: 15.0 Y-split length
lattice constant: 0.370 a
amplitude: A
width: w
number taper: 15 Number of taper cells Nt
number: 150 Number of nominal cells Nn
//scan
scanned parameter: xx Typically used for parametric sweeps of amplitude,
width or nominal width
start value: 1
end value: 16
Table 3.2: CAD parameters, part 2. Letters in right column correspond to di-
mensions indicated in fig. 3.4; w0, g, a, A and w are illustrated in figs. 2.2 and
2.9.
by the beam step size (BSS). Though the subfield deflection can make much smaller
steps than the mainfield deflection (as small as 0.08 nm), it is common to set the
BSS to the mainfield resolution (called BSS fracturing), as the subfield origin is
limited to the resolution of the mainfield DAC. Exposing a shot consists of directing
the electron beam to a location on the substrate, and dwelling there until a specified
dose (charge per unit area) is achieved. The dwell time ⌧ is given by
⌧ =
(dose)(beam step size)2
(beam current) .
The minimal possible dwell time on the EBPG5000+ is 20 ns (50 MHz exel fre-
quency) [65].
The mainfield size for the fine exposure is limited by the DAC to 160 µm, whereas
the coarse exposure is deflection limited (579.2 µm). Exposure partitioning is
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Figure 3.4: .param dimensions. (a) Global overview. (b) Angled node array.
Vertical lines at exterior represent edge of vee groove, to which tethers are anchored.
(c) Coupler and tapered single nanobeam. (d) Node array and siderail. (e) Negative
y-junction. This has been rotated 90  clockwise with respect to (a–d). (f) Negative
taper and crystal. This has been rotated 90  clockwise with respect to (a–d). In
(e–f) color fill indicates shape defined by geometry (“negative space” geometry).
necessary due to the size of the pattern we are trying to expose: increasing the beam
current reduces the dwell time by the same factor, but also increases the beam spot
size [66], resulting in process blur; similarly, decreasing the mainfield resolution in
most cases increases the mainfield area, reducing the number of stage movements
and thereby significantly reducing the total write time, but also reduces the precision
with which subfields can be placed. Fine and coarse exposures are combined in a job
file (.job) file on the EBPG5000+ and exposed sequentially. The current pattern
consists of 16 waveguides, and takes about 90 min. at a dose of 172 µC/cm2.
We create.gpf files using a proprietary fracturing programcalledLayoutBEAMER.
BEAMER accepts an input CAD file format (.dxf, .gds), allows a user to perform
operations on layers (adding/subtracting layers, e.g.), and then fractures the geom-
48
base
he
ig
ht
left shift right shift
ma
in 
de
fle
cti
on
subfield
deflection
Figure 3.5: Deflection in EBPG5000+. Illustration of how patterns are exposed on
the EBPG. The lower left corner is addressed by the main deflection (red) and the
subfield is rastered through using the subfield deflection (blue). Subfields are often
trapezoidal (traps). Subfields are pixelated into shots (gray).
etry to .gpf at a specified resolution. The common interface to the BEAMER
library is to create a flow using their VisualFLOW™ GUI, but the complexity of
our fracture makes this interface cumbersome. Conveniently, the BEAMER library
also supports a Python interface, which is used for this project.
BEAMER supports a few di erent fracturing algorithms optimized for di erent
use cases [67]. Our pattern consists of many di erent shapes, and we use each
algorithm for di erent parts of the pattern. Ideally the fracturing algorithm would
not influence the resulting pattern, but unfortunately over-fracturing can result in
significant errors. Figure 3.6a shows a fractured pattern alongside a scanning
electron micrograph (SEM). In the transition region between double nanobeam
and photonic crystal, the fracturing pattern comprises several small rectangles. In
the SEM of the released device, this region exhibits undesirable roughness. In
contrast, the region with a simpler fracturing pattern has smooth sidewalls. A
second concern about this pattern is the obvious di erence in the fracturing of
adjacent, nominally identical unit cells, which potentially could lead to undesirable,
disorder-induced photon localization [68, 69]. To enforce that each unit cell is
fractured identically we must first constrain the lattice constant to a multiple of the
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(a)
(b)
Figure 3.6: Errors introduced by fracturing. (a) Right detail: The interior side-
walls in the photonic crystal taper exhibit roughness correlated with over-fracturing
in the fractured pattern. Left detail: Illustration of adjacent unit cell fractures. (b)
Right detail: Simplified fracture reduces interior sidewall roughness and (left detail)
regularizes unit cell fracture.
mainfield resolution. Next, we must ensure the geometry is specified in a way which
preserves the periodicity. This can be achieved by modifying the CAD drawing. In
our process (described below) we remove resist in regions exposed to the electron
beam, and hence GPF files specify the “negative space” around the structures we
are trying to produce (see fig. 3.4e–f). Originally, the shapes in our CAD drawings
defined the waveguide, but exacting finer control over the fracture requires that we
instead define the regions around the waveguide, segment unit cells into individual
shapes, and perform no operations in the fracture that erase the information about
these segments. In Layout BEAMER, this means the layer cannot go through any
Boolean, heal, or bias operations before export. Functionally, this is achieved by
creating an intermediate GPF export of these shapes, and later merging (without
healing) with the rest of the pattern.
This level of control over the fracture is adequate for this project. If finer control
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Figure 3.7: Loading chips in EBPG. (a) Chips (purple) are clamped to wafer
tables (green) using either copper ground clips (orange) or height reference clamps
(blue). Ground clips rotate with table when rotation screws (red) are adjusted; height
reference clamps remain fixed. At the top of the holder is the calibration block (dark
gray), on which the Faraday cup and reference markers are located. (b) Coarse
exposure for “top” layout; red indicates subfields, black squares mainfields, and the
blue arrow the order in which mainfields are exposed.
were necessary, .gpf files could be created or edited using the gpfgtx and gtxgpf
tools included with Raith’s BEAMS software.
Mounting Chips and Pattern Alignment
On the EBPG5000+, Holder 2 (H2) is designed to mount two, 2-in. wafers, one
on each wafer table. A cartoon depicting some features of this holder is shown
in fig. 3.7a. Commonly this holder is used to mount samples smaller than wafers
(“chips”). There are two di erent types of clamps underwhich chips can bemounted:
copper ground clips at the top (90 ) and bottom (270 ) of eachwafer table, and height
reference clamps, located at 0 , 120 , and 240  on the left wafer table and 60 , 180 ,
and 300  on the right wafer table. When copper clips are used, height reference
clamps must be filled with shim pieces to ensure that samples are at the correct
height for exposure. Each table has an individual rotation adjustment screw. Pieces
clamped under the copper clips will co-rotate with the table when the screw is
adjusted—this can be useful to compensate for the dice angle (discussed below).
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The height reference clamps are not attached to the wafer table, and will not rotate,
so the rotation of chips clamped this waymust be adjusted manually and individually
with tweezers.
Each type of clamp necessarily obscures part of the substrate, limiting the area of
the chip which can be patterned. To accommodate di erent clamping locations, two
di erent pattern rotations are used: for the chips at the “top” of the table (0–180 )
the pattern is rotated so the window is nearer the bottom of the chip, while for chips
at the “bottom” of the table (180–360 ) the pattern is rotated to be nearer the top
of the chip. These exposures have been named “top” and “bottom,” respectively,
though in CJob the window location will appear to be on the right for top exposures
and left for bottom exposures, as the EBL tool’s coordinate system is rotated 90 
from the microscope view. The part of the chip masked by the clamp cannot be
patterned, which commonly means that back vee grooves terminate before the end
of the chip.
The copper clamps have a very small contact area with the chip surface. This contact
point must be su ciently distant from the edge of the chip to ensure the chip lies
flat on the table—chips clamped too close to the edge will cant upwards, due to
the edge bead of the resist.i The contact area for the height reference clamps is
larger, and chips can generally be clamped closer to the edge, e.g., on a corner, while
maintaining good contact with the wafer table.
When clamped on a corner, it is possible to pattern back vee grooves which extend
to the end of the substrate. This prospect is attractive, as it may improve coupling
e ciency for back couplers.ii Another possibility could be to rotate the pattern 90
degrees into “left” and “right” patterns, but this might require additional changes
in the fracturing—the default mainfield trajectory meanders along the X direction,
which for top and bottom fractures results in individual waveguides being written in
sequence (see fig. 3.7b). A naïve left or right fracture would write mainfields across
waveguides, potentially leading to stitching errors.
Our patterns are designed to create vee grooves in the silicon substrate to align an
optical fiber to the device layer. Many details about this technique are discussed in
ref. [44]. Because this technique relies on etch anisotropy in crystalline silicon, it is
important that the device layer pattern be aligned to the crystal planes in the silicon
iThis will register as a height range error in the EBPG: either %ENG_W_SHOUHM or
%ENG_W_HEOURA.
iiSince November 2016, a few prints have been written with full-length back vee grooves, but
improperly-compensated rotation prevented conclusive testing of improved coupling e ciency.
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substrate. Ordinarily, simply aligning the chip edges to the EBPG5000+ coordinate
systemwould su ce. Unfortunately, the second batch of wafers received from SVM
were diced at a small but varying angle with respect to the h110i direction, requiring
calibration of the o set angle for each wafer and compensation in the EBL tool.
A pattern dry etched into the silicon nitride behaves as a mask during a potassium
hydroxide etch; for example, a rectangular mask results in vee-shaped grooves with
faces normal to the h111i direction. Measuring the angle between these crystal
planes and the wafer dice allows us to determine the dice angle o set. Figure 3.8
shows a micrograph depicting the crystal planes exposed by the KOH etch, and a
sample pattern used to determine the rotation of substrate.i The potassium hydroxide
etch is discussed at length in sec. 3.5.
Once the crystal/dice o set is determined, the chips must be rotation compensated
in the EBL tool. The rotation of a chip can be determined by locating the corners
using the alignment microscope or EBPG5000+ in SEM mode. Insu cient manual
alignment can be compensated for by applying a small rotational correction (up to
0.2 degrees) in the EBPG5000+.ii
Creating an Image in Electron Beam Resist
The electron beam resist used for this project is ZEP520A, produced by Zeon
Chemicals. We apply four pipetted drops to the center of the chip and spin at the
same speed and ramp as the UV resist spin. Resist is cured on a 180  C hotplate for
120 s, resulting in a film thickness of ca. 350 nm. ZEP520A is a positive-tone resist,
meaning the regions where it is dosed are removed when developed. We develop
using Zeon ZED-N50 (n-amyl acetate) for 150 s and rinse in methyl isobutyl ketone
(MIBK) for 30 s. In August 2016 I purchased personal glassware to develop our
chips, with the goal of improving repeatability; prior to that point I used the common
Painter group developer and rinse. Shortly after making this purchase I did produce
a crop of “good” science chips, but there is inadequate data to conclude personal
glassware had a significant impact.
The behavior of the resist largely determines the transfer function between the input
(computer) and output (developed) geometries, and it is informative to characterize
iOne might also consider the “wagon wheel” pattern in ref. [70].
iiThis is achieved by spoofing an aligned write in cjob using joystick (JOY) markers: use
the SEM to find the coordinates of the chip corners and mathematically counter-rotate around the
geometric center to determine the spoofed marker location. Ordinarily joystick markers require the
operator confirm a marker has been correctly located, but this behavior can be overridden by an .ini
file.
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Figure 3.8: Determining substrate rotation. Left: (a) False-color micrograph of
a vee-groove. Yellow planes are normal to the h111i direction, forming the sides
of the vee grooves. (b) Cross test pattern to determine substrate/crystal orientation
o set. Each pattern has a slightly di erent rotation: the top 16 patterns are rotated
counter-clockwise, bottom 16 clockwise, in steps of 0.1 . Right: The rotational
o set is inferred by measuring the angle between the pattern in the nitride and the
etched shape below.
some of its properties. One important property is the dose-to-clear, which is the
dose (charge per area) required to completely remove the resist when developed.
The contrast curve for our process, shown in figure 3.9, indicates a value between
110 and 120 µC/cm2. In most applications the idealized contrast curve resembles a
step function, maximizing the slope of the transition, “binarizing” the dose pattern
into a mask, with “exposed” regions receiving a dose far above the dose-to-clear
and “unexposed” regions a dose far below. This ensures that the pattern transferred
to substrate is also binary. The contrast curve is temperature-dependent; there is
some evidence that process latitude could be improved by reducing the temperature
of the developer [71, 72]; an additional brief discussion about cold develop is in
appendix D.
The transfer function between pattern and dose image has some very long-range
components: fig. 3.10 shows the simulated electron beam point spread function
(PSF) for our ZEP520A-silicon nitride-silicon stack. This simulation is performed
using PENELOPE, a Monte Carlo package which calculates electron and photon
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Figure 3.9: Dose-to-clear. Left: test pattern, with dose increasing from
(i) 60 µC/cm2 to (ix) 140 µC/cm2 in increments of 10 µC/cm2. Film thicknesses
determined using spectral reflectance (Filmetrics F40). Right: Contrast curve t(d).
Curve from 14-Dec-2015 (01-Nov-2016) determined by writing an array of 500 µm
(200 µm) squares and varying the dose. It is important to use test patterns much
larger than the longest-range components of the PSF to obtain an accurate contrast
curve (see fig. 3.10).
transport inmaterials [73]. The short-range blur is attributed to forward scattering as
the beam interacts with the resist, and the long-range tail (  ⇡ 30 µm) is attributed
to backscattering from the substrate [66]. For small, isolated patterns, the long
range tail of the PSF is unimportant, but for large or dense patterns the contributions
from backscattering become significant. The dose-to-clear is the threshold value for
large, uniform exposures, relying on the large background dose from neighboring
regions to exceed the threshold for the resist.
In addition to the simulated point spread function many other factors, including the
spot size for the EBPG5000+ and developer temperature, contribute to the total PSF
for the process [72]. It is di cult to determine the individual contributions of each
of these factors, collectively referred to as process blur.
The total point spread function PSF relates the dose image I and the expressed dose
pattern O through convolution:
I (x, y) =
"
d⇠ d O(⇠,  )PSF(x   ⇠, y    ).
The resist thickness T after develop is just the function composition of I with the
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Figure 3.10: Electron beam PSF for charge distribution in resist layer for our stack.
Simulated with PENELOPE.
contrast curve t(d) (see fig. 3.9):
T (x, y) = t(I (x, y)).
This pattern is then transferred to the substrate via reactive ion etch.
If the PSF and contrast curve were known perfectly, we could calculate an O which
produced the ideal T . In practice O can be modified to produce something closer
to the desired output using technique called proximity e ect correction (PEC) [67],
which compensates the dose of each subfield (increasing it in sparse areas and
decreasing it in dense ones) to approximate the idealized, binary dose image.
At what dose should we expose our pattern to minimize the discrepancy between
edges in O and T? In general the dose-to-clear is too small to properly expose most
patterns, relying on a large accumulated background dose. While the answer to
this question is pattern-dependent, the canonical test pattern is the 200 nm pitch,
1:1 line–space pattern. GenISys recommends using this pattern to determine the
base dose, Db, which has the circular definition as the dose which properly exposes
this pattern [72]. Db also has the nice property that the thresholds fall near the
intended place for a wide range of process blurs, illustrated in fig. 3.11.
Determination of the base dose is the first step to implement PEC inLayoutBEAMER.
To this end, line–space patternswere exposed. The pattern consists of a 120⇥120µm
swatch of alternating lines and spaces, each programmed to have 100 nm width (i.e.,
1:1 space:line ratio with 200 nm pitch). Figure 3.12a shows SEM images of this
pattern exposed at di erent doses, and the corresponding thresholded images. As
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Figure 3.11: Process blur for 1:1 line–space pattern (simulated). In all figures
red represents an exposure with small process blur, blue, large process blur and
the black dashed line the threshold for the resist. If a pattern is under-dosed (left),
features will come out smaller than intended, with larger discrepancies for larger
process blur. If a pattern is over-dosed (right), features will come out too large, with
larger discrepancy for larger blur. If a pattern is dosed at the base dose (center),
regardless of the blur, features on the interior will be sized correctly.
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Figure 3.12: Line–space dose array. (a) Top: SEM images of resist pattern.
Bottom: Images are converted to binary using ImageJ [74] median filter and Make
Binary utilities. As dose is increased, the ratio of the resist ridge (space) to the
cleared line decreases. (b) Line:space ratio as a function of dose. Blue points are
for patterns dosed with a 300 pA beam, and red with a 500 pA beam. The gray
region indicates points below the nominal dose-to-clear. A near-unit ratio indicates
the base dose for this pattern, obtained for ca. 135 µC/cm2.
the dose is increased, the line width increases, resulting in a non-unit space:line
ratio. Figure 3.12b shows this ratio as the dose is increased, revealing the base dose
for this pattern occurs at around Db ⇡ 135 µC/cm2.
The line-space pattern is a clean test, but bears little resemblance to our actual
geometry. In fig. 3.13 I plot the simulated process latitude for theAPCWdimensions.
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Figure 3.13: Simulated process blur. In all plots the black dashed line is the
nominal (written) dimension and colored lines are expressed dimension as a function
of relative dose, given in units of the base dose. The process blur b is varied between
10 and 100 nm in steps of 10 nm (see eq. 3.1); lines closest to the written dimension
are 10 nm blur, and discrepancy for fixed dose increases monotonically with  b.
For simplicity, I assume the PSF consists of a single Gaussian with blur  b
PSF(x, y) =
⇣
2⇡ 2b
⌘ 1
exp *,  x
2 + y2
2 2b
+- , (3.1)
and that the D = 0.5Db isodose contours represent the edge of the structure. As the
dose is increased the width (a negative feature) decreases and the gap (a positive
feature) increases in size; these e ects become more severe as the process blur
radius increases. Notably, the amplitude is comparatively insensitive to changes in
dose, but still changes as the process blur increases. We can use this fact to estimate
process blur by comparing the SEM-measured amplitude and pattern dimensions.
Figure 3.14 shows measured dimensions for a dose array. By fitting the measured
dimensions to simulation, we can extract process blur of  b ⇡ 40 nm and Db ⇡
168 µC/cm2. Better estimates may be obtained by including long range e ects. As
a result of this analysis, I reduced the dose for our structures from 230 µC/cm2 to
172 µC/cm2 in January 2016. Some of the test patterns for this study are shown in
fig. 3.15.
Though proper dosing reduces object–image discrepancy in the crystal, residual
o sets unfortunately remain: discrepancies in measured A are dominated by process
blur and are only weakly dependent on dose; additionally the dose which minimizes
discrepancies for w and g depends on the local geometry of the photonic crystal, and
is not the dose which minimizes discrepancies in the region near the coupler. These
discrepancies are referred to as “magic factors,” defined as the written dimension
(i.e., what is specified in the CAD drawing) minus the measured dimension (what
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Figure 3.14: Measured process blur. Dashed line represents thewritten dimension,
circles, measured data, and solid line, fit using process blur simulation (fig. 3.13).
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Figure 3.15: APCW dose array. Visual inspection confirms general trends in
fig. 3.14—gap (width) increases (decreases) with dose, while amplitude is relatively
una ected.
is measured in the SEM images). Positive (negative) magic factor indicates that
measured dimensions are smaller (larger) than what is specified in the CAD drawing.
Figure 3.16 shows a comparison of written and measured dimensions for w and
A crystal parameters, with the diagonal dashed line indicating equal written and
measured dimensions (zero magic factor). Black points denote measurements of
crystals written before January 2016, which were dosed at 230 µC/cm2; both w and
A are undersized with respect to written dimensions (positive magic factor). Blue
points indicate crystals written after lowering the dose to 172 µC/cm2, but before
obtaining personal developer glassware in August 2016; w magic factors exhibit
some noise from write to write, but have a smaller mean, while A magic factors
remain positive, but are smaller. Red points indicate crystals written after obtaining
personal glassware in August 2016; these chips also have small mean magic factors,
and may also exhibit smaller process variance, though the time period over which
these chips were written was comparatively short, meaning they are less susceptible
to process drift. Magic factors for these data, defined as the di erence of written
and measured parameters, are given in tab. 3.3.
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Figure 3.16: Magic factors. Left: written vs. measured width w. Center: written
vs. measured amplitude A. Right: written vs. measured coupler width. In
all plots black (I) points indicate crystals written at 230 µC/cm2, blue (II) points
indicate crystals written at at 172 µC/cm2 and developed using common Painter
group glassware, and red (III) points indicate crystals written at at 172 µC/cm2
and developed using personal glassware. Each point represents a single waveguide,
with error bars representing one standard deviation of the measured values across
di erent unit cells. Magic factors for these data are given in tab. 3.3.
I II III
width w (42 ± 11) ( 2.5 ± 19) ( 2 ± 13)
amplitude A (21 ± 3) (10 ± 3) (9 ± 2)
coupler width (24 ± 12) (24 ± 8)
Table 3.3: Magic factors (written minus measured dimension) for w, A and coupler
width. (I) corresponds to the black, (II) to the blue and (III) to the red points in
fig. 3.16. Fewer micrographs of the coupler were taken for (I), so no estimate is
provided.
Magic factors could be further reduced by dosing crystal and coupler di erently; in
the limit of infinite segmentation, this technique approaches PEC. Preliminary at-
tempts were made to implement PEC for this project using the base dose determined
in fig. 3.12 and simulated PSF (fig. 3.10), but did not result in global magic factor
zeroing as I hoped. This is possibly the result of inaccuracies in the blur estimate (not
captured by PENELOPE), PSF simulation, or base dose. If implemented properly
(i.e., with the correct base dose and accurate PSF including blur), PEC could help
reduce process variance. Additionally, as mentioned above, cold developer could
help improve process stability and reduce the e ects of process blur.
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Parameter Setpoint Value
Forward power (W) 30 30
ICP power (W) 1000 969
DC bias (V) 81–82
C4F8 flow (sccm) 25 25
SF6 flow (sccm) 12 12
Chamber pressure (mTorr) 15 14.3
Helium pressure (mTorr) 10 10
Helium flow (sccm) 5
Temperature ( C) 15 19–21
Duration (s) 180 180
Table 3.4: RIE parameters. Helium flow and DC bias are set indirectly by
helium pressure and forward power, respectively. Temperature indicates the table
temperature as reported by the Oxford software; its range represents the slow rise
over the course of the etch.
3.4 Reactive Ion Etch
We transfer the patterns in the resist (both UV and EBL) to the chip by reactive ion
etching (RIE).i Our etch is a mixed-mode RIE process, using SF6 as the etch gas
and C4F8 as the inhibitor. Chips are adhered to a four-inch silicon carrier wafer
using thermal paste and loaded into an Oxford Plasmalab 100 ICP-RIE. Parameters
of our etch are summarized in table 3.4. In contrast to many Painter group users, in
our project we have chosen to track DC bias instead of forward power. The RIE is
run in manual mode, allowing the user to adjust parameters mid-etch; we manually
servo forward power to keep the DC bias in the 81–82 V range.
Afterwards chips are unloaded and removed from the carrier wafer. To remove the
thermal paste, we saturate a cleanroom wipe with IPA, and push the chip along the
wipe using tweezers. We then perform a solvent rinse and piranha clean to remove
residual thermal paste and e-beam resist. Unfortunately, despite intensive cleaning,
the thermal paste permanently discolors the nitride. This is fine as long as the
device-layer nitride remains clean, i.e., is protected by e-beam or photoresist when
patterns on the back side of the substrate are etched.
Empirically-determined etch rates for ZEP520A, silicon nitride and silicon are listed
in tab. 3.5. These rates are determined by varying etch time and measuring etch
depth using SEM images, shown in fig. 3.17. The selectivity (ratio of mask and
silicon nitride etch rates) for our process is ca. 1.7. The parallel nanobeam etch
iRIE is a rich and complicated subject and will not be covered in detail here; refs. [75] and [76]
provide a good introduction.
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set Material Etch rate (nm/s)
ZEP520A 1.3
silicon nitride 2.2
silicon 4.7
Table 3.5: Empirically determined DRIE etch rates. Rates are estimated by
measuring etch depth for di erent etch times; see figure 3.17.
(a) (b)
(c) (d)
Figure 3.17: Etch test SEM. (a) No etch; (b) 90 s etch; (c) 180 s etch; (d) 270 s
etch. Scale bar is 400 nm. Micrographs have false color; green corresponds
to ZEP520A, fuchsia to silicon nitride, and gray to silicon. Etch depth between
nanobeams and outside di er, illustrating the ARDE e ect. By (d) the ZEP520A
mask has completely eroded, causing the top surface of the nitride to be etched.
Cross-sections were created by mechanically cleaving the chip.
test pattern exhibits aspect-ratio dependent etching (ARDE): the trench in between
the nanobeams etches more slowly than on the exterior. The corrugated exterior of
the photonic crystal may also cause ARDE, as depicted in fig. 3.18: troughs of the
photonic crystal may have sloping sidewalls (up to ca. 20 ) when compared with the
peaks. This breaks z symmetry in the dielectric, which may lead to band mixing
(see sec. 2.2).
3.5 Potassium Hydroxide Etch and Wet Chemistry
Potassium hydroxide solution (KOH) is an anisotropic etchant of silicon, meaning
that di erent crystal planes etch at di erent rates [70]. It is useful in our process
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Figure 3.18: ARDE in crystal. Focused ion beam (FIB) cross-sections of photonic
crystal. Micrographs have false color: yellow corresponds to e-beam deposited
tungsten (W), green to ZEP520A, fuchsia to silicon nitride (Si3N4), and gray to
silicon (Si). The angle of the exterior sidewall apparently changes at di erent cross
sections. (a) is the cross-section at thin part of crystal, (b) between and (c) at the
thick part of crystal. Images are taken at the FIB angle of 52 . Scale bar represents
300 nm.
D
C A
B
<110>
<111>
<100>
Feature Etch Rate (nm/min)
Rh100i 800 ± 20
Rh111i 32 ± 1
Table 3.6: KOH etch rates. Empirically determined etch rates for 30% KOH
solution at 73  C. Determined by monitoring groove depth and undercut. Rates are
inferred by measuring patterned groove width A, trench width B and undercut C as
etch progresses. Depth D is calculated using known angle for h111i direction.
for many reasons: the Si etch rate is higher than for RIE, allowing us to etch
through hundreds of microns of silicon relatively quickly; it has an unmeasurably
small etch rate for silicon nitride [70]; and the etch anisotropy allows us to create
precise vee grooves in the silicon substrate to register an optical fiber to the device
layer. Table 3.6 gives experimentally-determined etch rates for the h100i and h111i
directions.
Chips are loaded into a PTFE caddy designed by Su-Peng Yu, based on an earlier
design [62, ch. 2]. The caddy is designed to hold chips vertically, and has a removable
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PTFE shield on its exterior, allowing it to be transferred from one liquid to another
while keeping the chips submerged. In recent KOH etches, I have performed a
solvent rinse and piranha clean immediately prior to ensure substrates were clean.
A 30% KOH solution is heated to 73  C and stirred at 200 RPM until temperature
stable. The caddy is then submerged until the through window is completely open,
typically ca. 150 min. Unfortunately, the etch rate is not perfectly uniform across all
samples. This inhomogeneity may be the result of variations in KOH concentration
or temperature across the solution, or the result of pattern/crystal misalignment—
misaligned samples will undercut more quickly.
The e ects of etch timing and sample alignment can be simulated: fig. 3.19a
shows a simulationi of the KOH etch for the mask shown in fig. 3.19b. This
mask represents the region of the chip where the vee groove meets the window;
truncating to this region expedites the simulation while still capturing the essential
behavior. At a distance of ca. 300 µm from the edge of the window the side rails are
perforated to accelerate the undercut. The first column of fig. 3.19a shows a properly-
aligned substrate: as the etch progresses (top to bottom), the hole-induced undercut
completes, producing an etch front at the first hole. This etch front progresses
toward the end of the window, and, upon arrival, undercuts the corner silicon at the
end of the vee-groove, resulting in a “flap” of suspended nitride.ii Proper timing
allows the side rails to undercut, keeping the window clear, but minimizes the
size of the flaps. If the patterns are not properly aligned, the etch front does not
proceed symmetrically, resulting in one etch front reaching the vee groove before
the other, as shown in the second and third columns, and in the microscope image
in fig. 3.19c. Often one siderail per device will break—a study in fall 2016 revealed
that this occured in about 40% of devices. The break is located within ca. 250 µm
from the edge of the window, and occurs during the KOH etch. The underlying
mechanism is unknown. Commonly all waveguides on a given chip will have this
break occuring in the same location, as illustrated in fig. 3.20, suggesting it may be
related to substrate rotation. Most of the time waveguides with one broken siderail
still exhibit normal spectral properties, and can be used in the experiment.
When undercut is complete, the PTFE shield is installed and the solution is trans-
ferred to heated DI water to rinse. In the water bath the shield is removed to dilute
the KOH. Water dilution is performed twice. The sample is then transferred to
iACES: Anisotropic Crystalline Etch Simulator, for Windows 95.
iiActually, the astute observer may notice that the corner undercuts before the etch front arrives;
this timing is sensitive to the etch rate for the h111i direction and hole size, but may very well happen.
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Figure 3.19: KOH etch simulation. (a) Total simulated etch time increases from
top to bottom, corresponding to 45 m, 90 m, 135 m and 180 m, respectively; and
(clockwise) rotation angle increases from left to right. Blue rectangle indicates
planned location for optical fiber, white indicates undercut nitride and fuchsia indi-
cates nitride in contact with silicon (i.e., not undercut). (b) Diagram of mask used
in (a), highlighting the presence of holes in the side rail. Blue scale bar represents
300 µm. (c) Optical microscope image of the e ects of rotation. Pattern/crystal
rotation is ca. 0.3 , resulting in an asymmetric undercut. Region pictured is between
vee grooves.
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Figure 3.20: Siderail failure. Job #22863 (Hedda C), devs. 1–3.
Cyantek Nano-Strip® heated to 160  C for 20 min. This is to clean organic residues
without the added turbulence of piranha solution. The samples are then again twice
rinsed in water.
In November of 2014 we added a bu ered hydrofluoric acid (BHF) solution to our
process, in response to an unidentified contaminant, shown in fig. 3.21. We believe
this material is silicon dioxide. It is certainly not organic (it did not respond to
Nano-Strip, piranha or O2 plasma), and, while much smaller than that of silicon,
silicon dioxide has non-zero etch rate in KOH—at our process temperature it is
around 1/200th of the rate for h100i silicon [70]—and any glass components we
use repeatedly will etch appreciably. In particular, the glass dish used for the
KOH etch will eventually show signs of aging and need to be replaced. The
BHF solution we use is very dilute (1:40 BHF:H2O) and exposure is limited to
2 min., to minimize the etch rate for silicon nitride while maintaining an appreciable
rate for silicon dioxide—the selectivity for BHF solution of silicon dioxide over
silicon nitride is ca. 100:1, and, at a ratio of 1:5 BHF:H2O, the reported etch rate
for LPCVD silicon nitride is less than 1.3 nm/min. [77].
After removing from the BHF solution, the sample is rinsed with water three times.
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Figure 3.21: Importance of BHF. (a) Before BHF. Micrograph shows the end of
the vee groove, where waveguide is suspended over window; scale bar is 25 µm.
Contaminant is apparent. (b) Same region as in (a), but after BHF. Contaminant has
been removed. (c) KOH glassware. Bottom of right-most dish shows obvious signs
of etching, and should be replaced.
The water is then diluted three timesi with chromatography-grade IPA, and trans-
ferred to a critical point drying tool (CPD), which removes the liquid without surface
tension or evaporation, which can damage delicate structures. After the CPD, un-
dercut samples are removed from the caddy and cleaned in an oxygen plasma.
Some chips have been successfully releasedwithout the CPD, instead using a slowly-
draining beaker. This technique was explored in fall of 2015. At the time it was
believed that avoiding the CPD resulted in cleaner, lower-loss structures, evidenced
by quality factor measurements of fishbone cavities [48]. This technique was not
adopted as standard procedure, due to reduced yield: only about 30% of the waveg-
uides survived, as broken siderails would often wrap around the waveguide, render-
ing it unusable.
iI check the dilution visually—when removing the shield produces nomore visible BHF, dilution
is adequate.
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3.6 Atomic Layer Deposition
The final fabrication step is atomic layer deposition (ALD) of a thin, conformal
alumina layer. ALD was initially developed for use as a dielectric layer in thin
film electroluminescent displays [78], but in recent years has been employed as a
fabrication technique in nanophotonics [79]. The technique has been used to tune
spectral features in photonic crystals and photonic crystal cavities [80–84]; to heal
surface roughness, reducing propagation loss in waveguides [51, 85]; and to improve
quality factors of cavities [86]. Additionally, ALD-deposited alumina has been
shown to protect against alkali corrosion [87, 88]. In our experiment ALD allows us
to fine-tune the spectral features of the structure after optical characterization. We
choose to use alumina because of its similar refractive index (n ⇡ 1.75), low optical
loss, and the potential to protect our structures against cesium corrosion, discussed
in sec. 4.6.
All ALD processes consist of two precursor chemicals. To make alumina, these
precursor chemicals are trimethylaluminum (TMA) and water vapor, which react to
form alumina (and methane gas) according to [89]:
Al(CH3)3 +
3
2H2O!
1
2Al2O3 + 3CH4.
In an ALD process (illustrated in fig. 3.22), a sample is exposed to one of these
precursors in a heated reactor at low pressure (around 0.3 torr). This precursor is
able to bond to atoms on the surface, but is limited to forming a single monolayer.
After saturating the surface, the reactor is purged with an inert gas (argon in our
case), and the second precursor is allowed to react with the chemisorbed monolayer,
but also forms precisely one additional monolayer. By cycling precursors and purge,
atomically-thin layers can be formed on the substrate, allowing very precise control.
For our process (250  C), a single cycle produces an alumina layer with a thickness
of ✓ ⇡ 0.11 nm. Generally we target around 100 cycles (11 nm) of ALD-alumina,
resulting in an adlayer of comparable thickness to those in ref. [88], with the hope
that it will slow degradation due to cesium exposure. The empirical tuning rates for
this process are given in sec. 4.2.
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(a)
Al(CH3)3 CH4
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H2O CH4
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Figure 3.22: Illustration of ALD. (a) Reactor is pulsed with water vapor, exposing
sample (gray) and resulting in a layer of hydroxyl groups. Unreacted water vapor is
then purged. (b) Reactor is then pulsed with TMA, which reacts with the hydroxyl
groups, expelling methane. Unreacted TMA is purged. (c) Reactor is again pulsed
with water vapor, which reacts with the surface, expelling methane. Cycle is
repeated, controllably growing a conformal adlayer of alumina.
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C h a p t e r 4
CHARACTERIZATION AND INSTALLATION
In this chapter I describe the characterization of our APCW waveguides, summa-
rizing their properties and providing comparisons to models presented in ch. 2. I
further describe the procedure used to package chips and install them into the atomic
physics setup, and discuss the e ects of cesium exposure on the waveguides.
4.1 Characterization Setup and Spectra
Optical characterization of devices is performed primarily using a fiber-coupled
broadband superluminescent diode (SLED),i covering the range of 815–910 nm
(330–368 THz). Finer spectral detail can be obtained by using diode laser sources
near the cesium D1 and D2 transitions,ii or a Ti:sapphire laser.iii Sources are
polarized on a polarizing beamsplitter cube (PBS), and an achromatic quarter and
half waveplate are used to compensate for downstream birefringence produced by
bends in the fiber, allowing the excitation of specific modes in the waveguide.
Exciting the TE mode requires the light exiting the fiber be polarized horizontally
(in the device layer plane); the TM mode is excited when the light is polarized
vertically. These polarizations are distinguished by monitoring scattering into the
z direction—the coupler tether scattering into this direction is minimized when
the polarization is aligned to the TM polarization, and a 45  rotation of the half
waveplate aligns the polarization to TE. Scattering is monitored using a microscope
and NIR-sensitive camera. After polarization control, light is sent through a 50/50
fiber beamsplitter—one port of the beamsplitter is sent on to the waveguide, and
another port allows us to monitor reflection. A schematic is shown in fig. 4.1.
In practice, the wavelength dependence of the fiber birefringence [90] results in
slightly di erent polarization across the spectrum when illuminating with a broad-
band source. Fig. 4.2a shows the extinction ratio (ER) of the dark port of a PBS for
light exiting the polarization control setup. Red data show the ER with the quarter
and half waveplates aligned to minimize total transmission, as measured by a pho-
todiode. In the part of the spectrum relevant to our experiment this method results
iInphenix Model IPSDM0822-0318
iiNewport TLB-6716 and TLB-6718, respectively.
iiiM2 SolsTiS®
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Figure 4.1: Diagramof polarization control setup. Dot-dashedmirror is long-pass
dichroic at 875 nm, and dotted mirror is on a removable magnetic base.
in / 20 dB extinction. The ER was then optimized in a narrow bandwidth around
338 THz using the OSA, shown in blue, which recovers the ca. 30 dB ER expected
for a PBS. In these data the ER degrades by 0.32 dB/THz about the optimum, though
in general this should depend on how much “twist” is present in the fiber. Polariza-
tion filtering of light transmitted through an APCW shows ca. 5–10 dB improved
extinction in the band gap (fig. 4.2b), though this will also suppress birefringence
introduced in the APCW.
We use Nufern 780HP single-mode fiber to couple light into the waveguides. To
reduce reflections at the fiber facet, we use fibers with an anti-reflective coating.i
Fiber positioning is achieved bymounting fibers in vee groove fiber holders mounted
on five-axis micrometer positioners. During characterization the chip is held to an
aluminum mounting block using an SEM spring clip. Fibers are mounted at a ca. 5 
incline. At a safe distance from the coupler, the inclined fiber is lowered into the
groove until the fiber begins to cant upwards, and then raised again until the fiber
lies flat in the groove. The Rayleigh length for the mode launched by the fiber is
ca. 20 µm, and the fiber must be positioned within this distance from the coupler
to obtain good coupling. As the fiber is brought toward the coupler, interference
fringes appear in the microscope; the spacing of this pattern can be used as feedback
for the fiber–coupler distance. An image of the fiber positioning apparatus is shown
in fig. 4.3.
When using the SLED, transmission or reflection spectra are obtained using an
iOz Optics; R<0.3% in 790–890 nm.
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Figure 4.2: Spectral polarization variation of SLED. (a) Extinction ratio for PBS.
Quarter and half waveplates were first adjusted to minimize transmitted light as
measured by a photodiode (red). Extinction ratio (ER) was then optimized for a
narrow bandwidth (blue). Blue lines are fits to optimized ER about optimum, with
slope ca. 0.32 dB/THz. (b) Transmission spectra for APCWwith (blue) and without
(red) PBS filtering before OSA.
Figure 4.3: Characterization setup. False color image of fiber positioning appa-
ratus. Green highlights the aluminum mounting block, blue the vee groove fiber
holders, red the microscope objective, and purple the “glue bot” applicator. Each
positioning element is mounted on a stack of micrometer positioners.
72
0
0.1
0.2
0.3
T
0
0.1
0.2
0.3
R
2
4
6
8
n g
335 340 345 350 355 360 365 370
0.42
0.44
0.46
0.48
0.5
frequency (THz)
 
(2
⇡
/a
)
Figure 4.4: OSA spectra. From top to bottom: transmission spectrum; reflection
spectrum; inferred group index using eq. 2.9 and fit; and reconstructed band diagram.
Around 364 THz, transmission goes to zero, corresponding with the intersection of
the air band with the light line.
optical spectrum analyzer (OSA).i For the tunable diode laser sources, the laser
frequency is swept and transmission and reflection signals are recorded on a pho-
toreceiver.ii To account for losses in the optical system, reflection spectra are
normalized to a flat cleaved fiber, assumed to have a reflection of 3.5% due to the
index mismatch between optical fiber and air; transmission spectra are normalized
by splicing input to output, bypassing the chip. Examples of transmission and
reflection spectra are shown in fig. 4.4.
Many elements in our waveguide produce unintentional reflections, which manifest
as fringes in transmission and reflection spectra. Each pair of reflectors can be
considered an etalon with free spectral range (FSR)  ⌫ [91];
 ⌫ =
c
2nL ,
where c is the speed of light in vacuum, and the product of refractive index n and
etalon length L gives the optical path length. Using this relation and the Fourier
transform of OSA spectra allows us to relate fringes to optical path lengths, shown
iAnritsu MS9740A
iiNewport 2051-FC
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Figure 4.5: PSD of reflection and transmission spectra. Power spectral density
(PSD) vs. optical path length. Red curve shows PSD for reflection, blue for
transmission. Gray highlighted regions represent peaks associated with crystal and
coupler–crystal lengths.
in fig. 4.5. There is a broad peak around nL = 140–320 n · µm which we can
associate with the chirping band edge resonances; assigning a crystal length 150a =
55.5 µm, this is consistent with a group index ng = 2.5–5.8. In reflection, there
is another prominent pair of peaks associated with an etalon with nL ⇡ 2.7 n·mm,
corresponding to a length L ⇡ 1.4 mm, the distance between coupler and crystal,
with n = 2. We can associate this etalon with the interference of backscattering
o  the coupler tether and reflection from the photonic crystal. Free-space coupling
schemes enable di erent geometries for the coupler tether, can be used to suppress
this etalon [48].
Spectra can also reveal the presence and features of other symmetries. Figure 4.6
shows both transmission spectra for both the TE (red) and TM (blue) modes. The
frequency-dependent coupling e ciency for TM mode is evident, and results from
coupler geometry optimized for TE (see sec. 2.5). The TMmode can be deliberately
excited by rotating the polarization of light at the coupler; if transverse symmetries
are broken in the waveguide, light can also couple to unintended modes. A dramatic
example is shown in fig. 4.7: a scatterer in the photonic crystal taper projects the
input mode into both y-even and y-odd symmetries, allowing the y-even-z-even
dielectric band to be observed in reflection spectra. Features inside the band gap are
particularly noticable, but signatures of crosstalk are also present in the frequency
range above the band gap, where there is a confluence of modes. Symmetries other
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Figure 4.6: TM and TE transmission spectra. Red trace shows TE transmission,
while blue shows TM. TM transmission remains high throughout TE band gap.
Increased coupling e ciency at lower frequency is consistent with mode overlap
calculations in sec. 2.5.
 ( f0)  (  f )
 w  320 ± 10  130 ± 20
 A 70 ± 20 270 ± 30
Table 4.1: Tuning rates of band gap with geometry (empirical). Shift of band
properties with w, A in GHz/nm. Coe cients determined using OSA data for 24
di erent substrates with scans of A or A and w.
than the fundamental TE and TM are only weakly guided in the single nanobeam
leading up to the photonic crystal, so crosstalk with these modes manifests domi-
nantly as loss.
Empirical Tuning Rates and Coupling E ciencies
Aggregate spectral data is used to determine empirical tuning rates for f0 and   f
relative to width and amplitude and given in tab. 4.1. Values are determined using
OSA spectra from one- and two-dimensional parameter scan chips; tuning rates are
assumed to be linear in each scanned parameter, and average fit coe cients are
reported. Fits use written (i.e., CAD-specified) dimensions. Coe cients here di er
only slightly from those determined by simulation (see tab. 2.1).
Aggregate data also reveal the change in coupling e ciency with coupler width.
Figure 4.8 shows the mean band gap reflectivity as a function of written (CAD)
coupler width. The simulated round-trip coupling e ciency in our operating band-
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Figure 4.7: Scatterer coupling to other symmetries. Above: micrograph showing
taper of APCW and a prominent scatterer attached to the waveguide. Scale bar
represents 1 µm. Bottom left: reflection spectrum when excited from the left. The
y-odd, z-even band gap spans 338–354 THz, but there is a prominent intra-band gap
feature around 348 THz, consistent with the location of the y-even, z-even dielectric
band edge (see fig. 2.5). Features above 360 THz may show signs of interaction
with quasi-TMmodes as well. Bottom right: reflection spectrum when excited from
the right. Intra-band gap feature is not apparent, as light from the right is attenuated
before reaching scatterer.
width is shown below for comparison. Recall from tab. 3.3 that the written coupler
width exceeds the true, measured, coupler width, indicating that thewritten optimum
should occur at a larger value than simulations predict. Indeed, the o set between
optimal widths for simulated and measured e ciencies is well captured by the
measured “magic factor” o set between written and measured coupler dimensions
(ca. 25 nm) reported in tab. 3.3. Downstream ine ciencies in our millimeter-length
waveguide account for di erences in coupling e ciency [48]. The preponderance of
data points for couplers with widths smaller than optimal is not accidental—devices
are designed to have ALD-deposited alumina claddings with significant thickness,
requiring initially undersized couplers.i
iIt would also be worthwhile to validate coupling e ciency as a function of measured coupler
width. Measured dimensions are not used here because SEM images of the coupler do not exist for
every waveguide, reducing the size and statistical significance of that dataset.
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Figure 4.8: TE coupling e ciency vs. coupler width. Above: mean band gap
reflectivity R¯ vs. written coupler width. Couplers are deliberately under-sized to
accommodate ALD (described below). Dashed line is scaled and shifted simulation
curve, provided as a guide for the eye. Below: mean, round-trip TE coupling e -
ciency |⌘ |2, averaged over 330–360 THz (see fig. 2.26 and surrounding discussion).
Peak o set between plots is consistent with ca. 25 nmmagic factor for coupler width
(see tab. 3.3).
Correspondence of Simulated and Measured Band Placement
Wecan determine the accuracy of simulations by comparing empirical and simulated
band edge placement. Figure 4.9a shows an SEM of an APCWwith parameterizing
dimensions indicated. Empirical dimensions are obtained by assuming the lattice
constant a is exactly 370 nm, and then measuring several unit cells to determine a
mean value and uncertainty, which is typically on the ⇡ 2% level. It is also assumed
that pixels are square; this was confirmed by imaging the same sample horizontally
and vertically. These dimensions can be fed into an eigenmode solver to obtain band
structure (see sec. 2.2), and compared with experimentally-obtained spectral data.
Here I use the positions of the first dielectric and air band resonances as a proxy for
the location of the band edge, which slightly overestimates   f .
Figure 4.9b compares simulated and measured band structure for several di erent
APCWs on di erent chips. Here I have used measured dimensions (those obtained
via SEM) as inputs to the simulation, instead of written dimensions, meaning that,
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Job # Name Device EBPG KOH OSA
22773 Hilde B 13 2016-08-27 2016-09-09 2016-09-12
22774 Helga C 4 2016-08-27 2016-09-09 2016-09-12
22860 Helmut A 6 2016-09-01 2016-09-07 2016-09-08
22862 Holde B 9 2016-09-01 2016-09-07 2016-09-08
Figure 4.9: Simulated and measured band placement. (a) SEM image with
dimensions indicated. For APCW geometry, we assume a = 370 nm to determine
scale, as the EBPG is believed to be better calibrated than SEM. (b) Simulated vs.
measured band placement. Each color represents a di erent APCW on a di erent
chip (see table below for fabrication details). APCW pictured in (a) is Holde B,
dev. 9.   represents simulated band positioning using measurements from SEM
images, and ⇥ the positions of the first resonances on air and dielectric bands. Solid
lines show changes to simulated band structure within measurement uncertainty:
magenta and orange lines indicate changes in w and A, respectively; cyan represents
±10 nm changes to t.
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unlike in fig. 4.8, we need not account for the magic factor. There is an uncertainty
in the measured dimensions, whose e ect on band structure is here indicated by
solid colored lines: magenta and orange lines represent the e ect of measurement
uncertainty in w and A, respectively, while the cyan line indicates the e ect of a
±10 nm uncertainty on the silicon nitride thickness about the assumed thickness
t = 200 nm. There is a variable discrepancy across di erent chips, though in
all cases the simulation places band structure at lower frequencies (redder) than is
measured. In most cases small changes to geometry cannot entirely account for the
discrepancy.
Inhomogeneity of Nominal Duplicates
Comparing nominally identical waveguides—those with the same CAD-specified
dimensions—can help identify potential sources of variance. Figure 4.10 shows two
sets of nominally identical waveguides: reflection spectra on the left come from two
consecutively-written, consecutively-etched substrates, while transmission spectra
on the right come from identical devices on the same substrate. The band gaps for
devices on separate substrates are shifted with respect to each other by ca. 2.3 THz,
while the band gaps on the same substrate exhibit much smaller disparity, only about
0.5 THz.
More recent patterns do not duplicate crystal dimensions on a single chip—instead,
each pattern has a parameter scan, maximizing the possibility that some of the
devices on the chip are in the correct spectral location. Figure 4.11 shows the relative
spectral positioning for a parameter scan chip. The scan is square in w–A space,
with a 5 nm step in written geometry between adjacent devices, corresponding to a
parallelogram in f0–  f space, with some process noise. ALD thickness was chosen
conservatively, ensuring that no devices “overshoot” the cesiumD1 frequency (black
dashed line).
On many occasions multiple prints of the same pattern file were made. Figure 4.12
compares relative spectral locations of duplicate prints, revealing a sometimes large
but directional disparity. The direction is very similar to that of the simulation
disparity (fig. 4.9). Each pair of substrates was written in the same beam write, so
EBL parameters (beam current, spot size, etc.) should be very similar, as should
RIE conditions.
There are several possible reasons for the spectral inhomogeneity of nominally iden-
tical prints. One potential cause is a variance in the silicon nitride film thickness.
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Job # Name Device EBPG KOH OSA
(a) 21063 Lil F 16 2016-05-27 2016-06-01 2016-06-03
(b) 21064 Lil H 16 2016-05-27 2016-06-30 2016-07-01
(c) 20597 Gusto B 6 2016-04-13 2016-04-20 2016-04-21
(d) 20597 Gusto B 11 2016-04-13 2016-04-20 2016-04-21
Figure 4.10: Comparing nominally identical waveguides. In each column the
waveguide above and below are nominally identical, and lines are aligned with
the first resonance on either band edge, with red indicating the resonance position
of the top waveguide and blue indicating the resonance position of the bottom
waveguide. (a–b) Reflection spectra from two separate substrates. Waveguides are
from consecutive prints (jobs 21063 and 20164), and show a ca. 2.3 THz frequency
o set. Coupling e ciency is also notably di erent. (c–d) Transmission spectra
from the same substrate (job 20597). They are o set in frequency by ca. 0.5 THz.
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Figure 4.11: APCWparameter scan. Midgap frequency f0 and stopbandwidth  f
for job # 21063 (Lil F) after ALD.Written widthw and amplitude A are programmed
as a square array, with step size 5 nm. Blue arrow indicates mean displacement of
5 nm change in A, and red arrow 5 nm change in w. Black dashed line indicates
cesium D1 frequency.
SVM specifies a ±7% accuracy for silicon nitride film thickness, and private cor-
respondence suggests the variance in film thickness across a single wafer and in
a wafer run may also be this large. According to tab. 2.1, a 2 THz shift in f0
corresponds to ca. 8 nm di erence in film thickness, which should be observable by
eye (see appendix C); significant color variation across nominally identical prints
was not observed. Additionally, the simulated shift of band structure with film
thickness does not predict a significant change in   f , though we have already seen
that empirical and simulated shift rates are not in perfect agreement.
Comparing the dominant shift rate to the simulated shifts listed in tab. 2.1 suggests
an isotropic growth or shrinkage of dimensions would also account for the disparity.
For example, a 3 nm ALD-alumina cladding would account for a 2 THz discrepancy
in the f0 well. However, it’s di cult to attribute this type of deformation to any
processing step—the only known isotropic silicon nitride etchant to which the chips
are exposed is BHF, and the concentration and timing used corresponds to an etch
that is too small to account for such a discrepancy.
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Job # Name EBPG KOH OSA arrow head/tail
21063 Lil F 2016-05-27 2016-06-01 2016-06-03 head
21064 Lil H 2016-05-27 2016-06-30 2016-07-01 tail
22773 Hilde B 2016-08-27 2016-09-09 2016-09-12 tail
22775 Hilde D 2016-08-27 2016-12-21 2016-01-09 head
22862 Holde B 2016-09-01 2016-09-07 2016-09-08 tail
22864 Holde D 2016-09-02 2016-09-09 2016-09-12 head
Figure 4.12: Comparing nominally identical prints. Each arrow represents the
displacement in band structure between a device and its nominal duplicate partner
on a di erent substrate. Each color represents a di erent GPF file. Each pair of
substrates was written in the same EBL session (see table). The slope of the shift
is approximately  [  f ]/ [ f0] ⇡ 0.23. Dashed line is a guide for the eye, indicating
the dominant shift direction.
4.2 Atomic Layer Deposition
Regardless of the underlying cause, the spectral variance of nominally identical
prints is a serious impediment to producing devices with a band structure aligned to
the cesium D lines. A common strategy of dealing with process variance is simply
to produce a parameter scan with enough devices that some subset, statistically, will
have the desired properties. Unfortunately, our fiber-coupling strategy limits the
e cacy of this strategy, as the linear device density is constrained by the diameter
of an optical fiber, limiting the number of devices per chip to ca. 20.
A second strategy is to produce devices, characterize them, and the perform a post-
characterization tuning process to correct their spectral properties. As devices on the
same chip exhibit reduced spectral spread, global post-characterization tuning can
result in many usable devices. Before the ALD tool, Jonathan Hood and I attempted
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Figure 4.13: ALD shift. Left: change in f0 and   f per ALD-alumina cycle.
Empirically determined shift rates for f0 and   f are  (86 ± 7) GHz/cycle and
 (18 ± 2) GHz/cycle, respectively. For 0.11 nm-thick monolayers, these rates
are in reasonably good agreement with tab. 2.1. Right: comparison of reflection
spectra before ALD (red) and after 115 cycles (blue), illustrating spectral redshift
and increased coupling resulting from improved mode overlap. Reflection spectra
from job # 23062 (Heide B) dev. 11.
to develop a controllable, isotropic RIE process to achieve spectral tuning. We
developed a CF4-based etch, which shifted the band structure around 1 THz/min.
One generation of devices installed in the atomic physics experiments was tuned
this way, but the process is very time sensitive, and does not result in uniform tuning
across the chip. More information about etch rates and chemistry for silicon nitride
in CF4 can be found in ref. [92].
Our current post-characterization tuning technique relies on on atomic layer depo-
sition (ALD), described in sec. 3.6. ALD is the finest spectral control we have for
our structures, and is probably also the most reliable step in our fabrication process.
Empirical tuning rates are summarized in tab. 4.13, and are in good agreement with
the simulated tuning rate (tab. 2.1).
Unfortunately, ALD results in a global geometric modification, meaning we must
compensate the coupler dimensions to maintain high coupling e ciency. Also,
because adlayer thickness constitutes a single degree of freedom, we are not able
to independently tune dielectric and air bands. Commonly we choose to align the
dielectric band edge to the cesium D1 transition, as both the atomic level and APCW
band structures are simpler [93]. While the ALD tool is able to narrow the spread
of band placement across substrates, producing a substrate with several acceptable
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APCWs is still primarily amatter of producingmany parameter scan chips. Knowing
the spectral inhomogeneities are directional (fig. 4.12) along roughly the same axis
as ALD allows one to strategize by writing parameter scans orthogonal to this axis,
i.e., dominantly scans of   f .
4.3 Image Data
Spectral data, described above, is the primary characterization tool for the APCW.
Complementary information can be obtained through images obtained by optical
and electron microscopy, described below.
Optical Microscopy
Scattered light from the waveguide provides data complementary to reflection and
transmission spectra. Image data has been used to empirically recreate dispersion
relations [32]. Figure 4.14a shows a composite image of a waveguide under broad-
band illumination (330–368 THz). Scattering is apparent at the input (red arrow)
and output couplers at the extremes of the waveguide, and at the beginning of the
photonic crystal (blue arrow). A large portion of the broadband source lies in the
stopband of the APCW resulting in significant reflection, causing scattering to occur
dominantly on the input side of the APCW.
A tunable light source can be used to observe frequency-dependent scattering.
Figure 4.14b shows scattering from the APCWwhen the excitation is tuned to band-
edge resonances. While supermode structure can partially be made out, it’s clear
that some elements in the waveguide scatter more than others—in this data set there
is a very large scatterer at the left of the crystal, and many other point scatterers can
be seen on the crystal interior. Appropriate normalization allows us to reconstruct
supermode structure (see sec. 2.4). In the transfer matrix model, integrating the
frequency-dependent intensity profile I (x, f ), starting at the band edge frequency
fBE gives
p(x;  ) =
Z fBE+ 
fBE
d f I (x, f ),
which gives an increasingly flat profile as more resonances are included (  ! 1), as
evidenced in fig. 4.14c. Performing an analogous integral over the acquired image
data provides a reference against which scattering can be normalized.
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Figure 4.14: Intensity profiles from image data. In all scattering images tone has
been inverted for improved print quality, i.e., black represents highest scattering.
(a) Scattering from entire crystal. L ⇡ 2.6 mm. Red arrow indicates scattering at
coupler, blue arrow scattering at beginning of APCW. (b) (i)–(iv) show scattering
from crystal when excited at 1st, 2nd, 3rd and 4th dielectric band resonances,
respectively. Some parts of the waveguide scatter more light than others, leading to
uneven sampling of the intensity profile. Normalizing against integrated intensity
profiles enables supermode reconstruction. (c) Integrated intensity profiles using
the TMM (see fig. 2.22). Lowest curve is integral over 1st resonance, next over 1st
and 2nd resonances, etc. As more resonances are included profile is increasingly
“flat,” allowing us to normalize scattering.
Electron Microscopy
Many critical features in our structure require cannot be resolved by optical mi-
croscopy. For this reason we use a scanning electron microscope (SEM) to image
our structures. SEMs are our dominant source of information about APCW and
coupler geometry, etch profiles, and device cleanliness. A practical introduction to
SEM can be found in ref. [94], while ref. [66] provides more comprehensive infor-
mation. All SEM images presented in this work were acquired with SEMs in the
KNI: the Nova NanoLab 200 and Nova NanoLab 600. While images are acquired
both on substrate and after KOH etch, I’ve found it di cult to distinguish the silicon
nitride and silicon boundaries for devices on substrate when imaging from above.
For this reason, whenever possible quantitative information is acquired from images
after KOH.
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Figure 4.15: SEM settings. Image (a) was acquired using “standard” settings
in this work: 2 kV acceleration voltage, 13 pA beam current and imaged using
the “through-the-lens” detector (TLD). These settings provide good surface detail
and minimize charging artifacts. Images (b–d) show the same region as in (a),
but imaged using the Everhart Thornley detector (ETD) at 2 kV, 3 kV, and 5 kV,
respectively. Blue and red arrows indicate detritus on the waveguide; the visibility
of these features changes with acceleration voltage. Image (e) shows a wider view of
the same sample imaged at 10 kV; at this acceleration voltage, charging is su cient
to cause the beams to repel.
While SEM techniques are quite standard and modern microscopes are very user-
friendly, some features of our waveguides make them di cult to image: silicon
nitride is an electrical insulator, which can result in charging, producing artifacts
in SEM images. At su cient acceleration voltage, sample charging can be severe
enough to produce mechanical e ects: at 10 kV and high magnification, charging
can cause the nanobeams to repel. Conductive coatings can be used to mitigate
charging [94], but would ruin optical properties of our structures. I have found that
charging e ects can be reduced by imaging at low (ca. 2 kV) acceleration voltage;
fig. 4.15 shows a comparison of the same sample imaged under di erent conditions.
The extreme aspect ratio of our structure makes imaging challenging: in an image
wide enough to capture the entire structure, one pixel corresponds to about 50 nm,
which is too coarse to obtain useful information. However, by “stitching” many
images at highermagnification together into a composite, one can collect information
about the entire structure. Figure 4.16 shows edge data extracted from such a
sequence of images (ca. 5 nm/pixel resolution), and extracted crystal dimensions.
Images were median filtered and binarized using ImageJ [74], and stitched together
in MATLAB using a custom script. Reflection spectra for this device are shown in
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fig. 4.17.
These data show that width w and amplitude A remain relatively uniform across
the nominal length of the crystal (excluding tapers), except at one location around
x = 45 µm where there is a defect on the interior sidewall; top and bottom beams
exhibit relatively small discrepancies between upper and lower nanobeams (“good
y symmetry”). Linear fits reveal small slopes along the nominal crystal:  w/ x =
(0.1 ± 0.06) nm/µm,  A/ x =  (0.03 ± 0.03) nm/µm, and  g/ x =  (0.1 ±
0.02) nm/µm. g exhibits large discrepancy between written (dashed) and measured
dimensions, which is more pronounced in the tapering regions. This is not the
result of lithographic error, but rather a mechanical e ect. Some e orts have been
explored to address this issue (see ref. [48]), though any geometrical modification to
address mechanical e ects necessarily a ects optical impedance matching as well
(see fig. 2.9).
4.4 Science Chips
According to the EBPG job manager (jman), since April 2015 I have logged more
than 300 hours of beam time, resulting in 182 APCW prints. Installing a sample in
the vacuum chamber requires quite a lot of e ort, meaning the bar is quite high for
any chip to be installed: several waveguides on the same chip must have the desired
spectral properties. Unfortunately, this is a rare occurrence, due to mechanical
failures, poor spectral placement, poor coupling, or other non-idealities. Still, a
subset of these chips have been deemed su ciently attractive to be installed. In this
section I present the spectral data for these science chips.
Table 4.2 shows the five chips selected for installation in Lab 2 between June 2016
and January 2017. The columns of the table show the EBPG job number, chip
“nickname,” the EBPG write date, KOH release date, number of cycles of ALD
deposited on the chip, date of “butt-coupling” for the experiment (see sec. 4.5),
device number, and spectral properties: the frequency of the first dielectric ( fdiel)
and air band ( fair) resonances, one-way power transfer e ciency for front (⌘f) and
back (⌘b) couplers, and transmission T = ⌘f⌘b. One-way e ciencies are inferred
via bandgap reflection, i.e. ⌘i =
p
Ri, and incorporate both the fiber–coupler
power transfer e ciency ⌘1!2 (sec. 2.5) and all other losses between coupler and
APCW. Reported uncertainties represent one standard deviation of transmission or
reflection fluctuations, due to coupler etalon (sec. 4.1) and frequency dependence
of mode overlap across the spectrum.
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Figure 4.16: Geometric uniformity across crystal. In all plots red indicates
bottom beam, blue top beam, and dashed black line “written” dimension. (a) Edges
of photonic crystal, acquired from composite SEM image. (b) Fitted w across
length of crystal; w = (291 ± 4) nm and (290 ± 3) nm for top and bottom beams,
respectively. (c) Fitted A across length of crystal. A = (121± 2) nm for both beams
in nominal crystal. w and A are extracted by fitting each period of the crystal to
a sinusoid. (d) Fitted g across length of crystal. g = (216 ± 5) nm. Analysis
performed on job # 22773 (Hilde B), device 1; images were acquired before ALD
process.
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Figure 4.17: Reflection spectra for Hilde B, dev. 1. (a) Before ALD, and (b) after
65 cyc. ALD. Red (blue) lines indicate cesium D1 (D2) transition frequency.
ALD is typically done in multiple steps, which here is represented by addition:
70+27 indicates 70 layers were initially deposited, and after further characterization
an additional 27 were deposited to trim the band edge to the correct location. All
structures are roughly aligned to the cesium D1 transition ( fD1 = 335.1 THz). On
parameter scan chips, band edges for separate APCWs on a given print are not
aligned, meaning compromises must be made: tuning fdiel to fD1 for one APCW
may place fD1 in the band gap of another. Additionally, it is desirable to position
the fdiel at a small blue detuning from fD1, anticipating redshift resulting from
cesium exposure (see sec. 4.6). Param files for all chips discussed in this section are
included electronically at CaltechTHESIS.
June–July 2016
Three chips were butt-coupled in summer 2016. The standard procedure for butt
coupling (described in sec. 4.5) involves a heat-curing epoxy, requiring the temper-
ature of chips to be elevated to ca. 110  C. Unfortunately, at the time these chips
were processed we encountered problems related to heating, including substrate
cracking and waveguide stiction, now attributed to chemical volatiles evaporating
o  the heated mounting block and condensing on the chips. Consequently, the
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Table 4.2: Science chips. See text.
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first two install attempts (Lil F and Lil H) failed. The procedure was modified
slightly, reducing the temperature to around 100  C, and the third attempt (Dil D)
was installed successfully.
Figures 4.18, 4.19 and 4.20 show reflection or transmission spectra for the butt-
coupled waveguides on these chips, and estimates of group index. The first two
chips, Lil F and Lil H, are identical patterns, compared above in figs. 4.10 and
figs. 4.12. Chips of this era were rectangular scans of width w and amplitude Awith
5 nm step size for each dimension (see fig. 4.11), with an interleaved coupler scan:
written coupler width for these prints is 0.123 µm for all devices with odd index, and
incremented in 0.004 µm steps for even devices, starting at 0.111 µm for dev. 2 and
increasing to 0.139 µm for dev. 16. “Lil” and “Dil” prints are di erentiated by the
center of their w–A scan (Dil has 5 nm larger A and 13 nm larger w) and written gap
g (270 nm for Lil and 250 nm for Dil). A larger initial w parameter produces band
structure which is initially closer to the target location, resulting in fewer cycles of
ALD—88 cycles for Dil D vs. 97 and 118 for Lil F and Lil H, respectively.
November 2016–January 2017
A second install was performed in the fall and winter. Wary of the problems
encountered with the heat curing epoxy, we decided to revert to UV curing glues,
whichwere used in the earliest stages of this project, but were abandoned in 2014 due
to concerns about vacuum compatibility. Unfortunately, the install attempted with
the UV curing glue in November 2016 (Harald C) ultimately failed—after installing
the chip in the chamber, some bonds between chip and fibers broke, resulting in
many devices without transmission. We troubleshot the heat curing epoxy procedure
(described below), and successfully installed a chip (Hilde E) in January 2017. This
install resulted in 8 devices coupled in transmission and reflection, resulting in a
record number of fibers (16) fed into the vacuum chamber—prior to this point the
maximum number of addressed devices was 4 (8 fibers).
Like substrates considered in the previous install, Harald C (fig. 4.21) and Hilde
E (fig. 4.22) are rectangular (w, A) scans, this time with reduced step size: Harald
C, dev. 1 has written parameters (w, A) = (0.134, 0.292) µm, with step size
( w,  A) = (0.5, 2) nm, whereas Hilde E is a slightly wider scan, with dev. 1
(w, A) = (0.1355, 0.282) µm and ( w,  A) = (1, 4) nm.
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Figure 4.18: Lil F reflection spectra. From top to bottom: device 10, 12, 15 and
16. Left (right) column shows dielectric (air) band edge; red (blue) line indicates Cs
D1 (D2) transition frequency; ⇥ and   are estimates of group index ng using eq. 2.9
with L = (2Nt + Nn)a and L = Nna, respectively.
4.5 Packaging and Installation
After characterization and ALD, chips used in the experiment must be packaged
for installation in the vacuum chamber. Fewer than ten chips have been installed
in the Lab 2 chamber (see appendix A). This is too few installations to generate
meaningful statistics, but I will describe what we’ve found has worked, what has
not, and what we’ve determined are “best practices” for chip packaging.
Fibers and chip are fixed to our mount assembly using glue. Over the course
of this project we have used two di erent types of glue. Initially we used UV-
curable adhesives—Dymax OP-29 to fix the chip to the mounting piece and to
strain relieve, and Dymax OP-4-20632 to glue fibers to the chip. Concerns about
vacuum compatibility of these adhesives led us to transition to a heat-curing epoxy,
EPO-TEK 353ND. Despite complications described above, the thermal cure glue
is preferred to the UV-curable adhesives—in our experience the bonds are more
robust.
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Figure 4.19: Lil H transmission spectra. From top to bottom: device 10, 11,
12 and 16. Left (right) column shows dielectric (air) band edge; red (blue) line
indicates Cs D1 (D2) transition frequency; ⇥ and   are estimates of group index ng
using eq. 2.9 with L = (2Nt + Nn)a and L = Nna, respectively.
One drawback of the EPO-TEK epoxy is that curing requires that the temperature be
elevated to around 110  C, resulting in di erential thermal expansion between silica
fiber, silicon chip, and mounting piece; and thermo-optic e ects, which complicate
coupling optimization, in addition to the cracking and stiction problems described
above. We have found these problems can be mitigated by sonicating relevant
parts (mounting piece, mounting block, tweezers, etc.) in progressive solvent
baths (acetone, methanol, isopropyl alcohol); by inserting a piece of clean vacuum
foil between mounting block and mounting piece to protect the structure from
condensates; by limiting the amount of adhesive used to glue the chip to themounting
piece; and by using mounting pieces made of Macor®, as its coe cient of thermal
expansion (9.3 ⇥ 10 6/K) [95] is closer than aluminum’s (23 ⇥ 10 6/K) [96] to
silicon’s (2.3 ⇥ 10 6/K) [97].i Chip and mount are heated using a 35 ⌦ resistive
iThe investigation leading to these recommendations, particularly regarding the avoidance of
condensates, was led by Su-Peng Yu and Szilard Szoke.
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Figure 4.20: Dil D transmission spectra. From top to bottom: device 5, 9, 11 and
12. Left (right) column shows dielectric (air) band edge; red (blue) line indicates Cs
D1 (D2) transition frequency; ⇥ and   are estimates of group index ng using eq. 2.9
with L = (2Nt + Nn)a and L = Nna, respectively. Installed in lab 2 2016-07-13.
heater integrated into the mounting block. To avoid thermal shock we heat and cool
the assembly slowly—a ramp of 2 V/min. is adequately conservative. At 20 V (ca.
11 W) the stage has reached a su cient temperature to cure the glue. At the end of
the session, the integrated heater is ramped down at the same rate. To accelerate the
curing schedule, epoxy is mixed and “pre-cured” for a few minutes on a hotplate.
We limit the amount of glue used to attach the chip to the mounting piece—uncured
glue has very low viscosity and can “flood” the vee grooves. We have found that
tacking the chips at three corners is su cient.
After the chip has been tacked to the mounting piece, fibers are aligned in the
vee grooves and glued in place. Proper alignment is confirmed by acquiring trans-
mission or reflection spectra. Each fiber is first glued into the groove by applying
glue at a displacement of ca. 500 µm from the coupler, and then again over the
mounting piece, to “strain relieve” the fiber, so that gentle pulling does not stress the
fiber at the coupler. A very small amount of glue is used in the vee groove (ca. 5 nL)
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Figure 4.21: Harald C transmission spectra. From top to bottom: device 5, 7,
8 and 11. Left (right) column shows dielectric (air) band edge; red (blue) line
indicates Cs D1 (D2) transition frequency; ⇥ and   are estimates of group index ng
using eq. 2.9 with L = (2Nt + Nn)a and L = Nna, respectively.
to ensure it does not interfere with the coupler. The best bonds are formed if the
uncured glue wicks into the groove underneath the fiber; this will occur reliably
around 110  C and with the correct volume of glue. A device glued to the mounting
piece with one device coupled is shown in fig. 4.23.
A more substantial amount of glue is applied to fix the fibers to the mounting piece
(strain relief). A few millimeters of acrylate coating has been removed from the
fibers, allowing them to be properly aligned in the vee grooves, which are sized to
the uncoated fiber cladding diameter. The length of stripped fiber must be at least as
long as the vee groove for the fiber to properly align, but it is recommended that the
strain relief bond be located where the fiber’s acrylate coating is retained to improve
durability. A su cient volume of glue should be used to completely envelop the
coated fiber, but not so much glue that the mound interferes with the positioning or
strain relief for the next fiber.
Glue is applied using a clean (stripped and wiped with IPA), cleaved optical fiber.
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Figure 4.22: Hilde E reflection spectra. From top to bottom: device 5–11 and 14.
Left (right) column shows dielectric (air) band edge; red (blue) line indicates Cs D1
(D2) transition frequency; ⇥ and   are estimates of group index ng using eq. 2.9 with
L = (2Nt + Nn)a and L = Nna, respectively. Installed in lab 2 2017-01-23.
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(a) (b)
Figure 4.23: Gluing. (a) Chip is first glued to Macor® mounting piece, fibers are
glued into grooves, and strain relief glue is applied at locations indicated by red
arrows. Image was taken before foil cover became standard operating procedure.
(b) Image of a package chip mounted on the aluminum arm.
Gluing in the vee groove is delicate, and is performed using a computer-controlled
actuator we’ve named “glue bot” (see fig. 4.3). The strain relief is applied with a
manual applicator, traditionally a clean, cleaved fiber fixed to an ESD-safe screw-
driver with Kapton® tape. After strain relief glue has cured, the bond is tested, using
the fiber positioning micrometers to gently pull on the fiber. If bond is deemed ad-
equate, the fiber is cut out of the characterization setup, the magnets holding the
fiber in the vee groove are carefully removed, and the fiber spool is set aside. The
next fiber is spliced into characterization, and the process repeats until all desired
devices are coupled. It is recommended that all fibers on the “front” side of the chip
be glued before proceeding to the “back” side, and that devices be coupled in order
(from high to low or low to high device number) to minimize interference between
strain relief bonds.
After all devices have been coupled, the chip assembly is attached to an aluminum
arm mounted on a CF multiplexer using a groove grabber.i Fibers are then threaded
through the multiplexer and fiber feedthroughs. Experimental apparatuses in the
Kimble group requiring in vacuo optical fiber have, since 2009 [98, Sec. 2.3.1], used
PTFE feedthroughs based on a design described in ref. [99]. The current design
uses a CF-Swagelok® adapter with 1/8 in. tube diameter. PTFE feedthroughs have
1–4, 250 µm-diameter holes drilled in them. If the Swagelok® nut compresses the
PTFE feedthrough, fibers are held in place; increased tightness is su cient to hold
vacuum.ii Fibers which will be in the vacuum chamber are “groomed” to be loose
iKimball Physics MCF275-GrvGrb-CB03.
iiAnecdotally one full rotation beyond “finger-tight.”
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enough that they are not under stress but tight enough that they do not compress too
much upon insertion into the spherical octagon. Some compression is inevitable,
but will not a ect coupling if strain relief is adequate.
Gluing is performed in a di erent room from the vacuum chamber. We have built
a vessel to transfer the chip assembly from room to room, consisting of a hinged
acrylic box with a CF flange to which the assembly can be bolted, and a gas fitting
to purge the system with nitrogen. After installation, and a few days of pumping,
the system is again ready to deliver atoms.
4.6 Alkali Corrosion
Unfortunately, exposing our waveguides to cesium results in significant degradation.
Figure 4.24 shows SEM images of two waveguides removed from the vacuum
chamber in early 2016. On the left is a waveguide which was not used in the
experiment—it looks roughly as it did before the sample was installed. In the
center is a device that was used heavily in the experiment, which consequently looks
qualitatively di erent.
This degradation is associated with observable changes to the reflection and trans-
mission spectra, measured in situ. Our first observations witnessed a rapid shift—
around 1 THz over the course of two weeks, shifting towards lower frequency
(redshift). In both Labs 2 and 11 significant spectral shifts were observed only
after switching to dipole trapping schemes—densities in the mini-MOT around the
waveguide are insu cient to produce a measurable shift. As our experiment is very
sensitive to the relative position of the Cesium D line transitions and the band gap,
the wandering band structure is problematic. The useful lifetime of any APCW is
shortened to the duration of time the D1 transition remains outside the band gap.
We did not initially keep records of how heavily the experiment was used, making
estimations of cesium load di cult, but soon after observing significant shifts we
incorporated a system to count the number of experimental cycles in which atoms
are delivered to the waveguide. While this accounting is flawed—it does not account
for misalignment of the optical lattice and the device, nor does it incorporate any
of the many parameters set in the experiment (GM powers and detunings, lattice
speed, etc.)— it does give a rough sense of how quickly features tune.
Plots of the positions of band edge resonances and cumulative number of experimen-
tal cycles Np for a single device (job # 21065 “Dil D,” dev. 9) are shown in fig. 4.25.
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Figure 4.24: Signs of cesium exposure. Scale bar represents 1 µm. (a)DCOR28D,
device 2 (in vacuum chamber but unused in experiment). (b) DCOR28D, device
3. waveguides are separated by 320 µm. (c) Reflection spectra before (top), after
(bottom) cesium exposure. This chip was tuned using a CF4 etch (see sec. 4.2), and
was not treated with ALD.
At times when the experimental is not run, e.g., between July 30 and August 7,i
spectral features do not shift appreciably. Similarly, periods with large spectral
shift are associated with more rapid accumulation of experimental cycles. This
suggests shifts are not associated with cesium background present in the chamber,
but rather directly correlated with operating the experiment. The black horizontal
line indicates the frequency of the cesium D1 transition, revealing that after around
5 ⇥ 104 experimental cycles the cesium transition has been shifted past the last
visible resonance. A plot of the resonance shift, relative to their original (Np = 0)
frequency, reveals a linear trend. A linear fit yields the mean shift per experimental
cycle, ( 26 ± 1) MHz/cycle.
Transmission spectra at di erent Np are also presented. These spectra share many
features with models of long-range distortion and loss presented in sec. 2.4. The
first resonance disappears at low cycle count (Np ⇡ 3 ⇥ 105) even as transmission
far from the band edge remains high, consistent with a spatially-dependent loss. A
second noteworthy feature is increased transmission at the anti-resonance between
second and third band edge resonances, suggesting an “improvement” in impedance
matching at that frequency, resembling the behavior of long length-scale band
bending.
Naturally, it would be helpful to understand the physical process that causes the
observed spectral shift. One reasonable hypothesis is that the nanobeams are being
coated in cesium. The optical properties of metallic cesium can be obtained from
iAt this time researchers were at the 2016 GRC on Quantum Science.
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Figure 4.25: In situ cesium shift. Left, top: Resonance position and cumulative
number of probe cycles, Np, vs. time for job #21065 “Dil D,” dev. 9. The frequency
of the first dielectric band resonance is indicated by  , the second by ⇥, and the
third by ⌃. Solid black horizontal line indicates the D1 transition frequency. Left,
bottom: Frequency shift vs. Np. Linear fit gives shift rate of ( 26 ± 1) MHz/cycle.
Right: Transmission spectra at various Np. This chip was treated with 88 cyc. of
ALD (see tab. 4.2).
the Drude model for metals [55, 100], which gives a frequency-dependent complex
permittivity
✏ˆ (!) ⌘ nˆ(!)2 = 1   !
2
p
!(!   i⌧ 1) , (4.1)
where !p is the plasma frequency, ⌧ is the relaxation time and nˆ = n + ik is the
complex refractive index. In the model, below !p there is a frequency window for
which n < 1; the width of this window depends on ⌧. For cesium!p = 2⇡⇥856 THz
and ⌧ = 2.1 ⇥ 10 14 s, giving n ⇡ 0.3 near the D line transitions.
Figure 4.26a–b show the e ect of a 10 nm adlayer with variable n on APCW band
structure. For any material with n > 1 (i.e., normal dielectrics) a redshift of f0
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Figure 4.26: Simulating adlayers. (a–b) Simulated change of APCW band gap
position ( f0,  f ) for a 10 nm adlayer with variable refractive index n. (a) shows
shift of f0 and (b)   f . Dielectric adlayers have n > 1, and result in redshift of
f0 and shrinking   f . In a frequency window below the plasma frequency, metals
exhibit 0 < n < 1. (c–d) Simulated change of APCWband gap position for a cesium
adlayer with variable thickness, confirming expected blueshift for metals: (c) shows
shift of f0 and (d)   f . Data in (a–b) are obtained using MPB, while (c–d) were
simulated in COMSOL by A. Asenjo-Garcia and S.-P. Yu.
is expected, while materials with n < 1 should exhibit blueshift. Figure 4.26
shows simulated band movement for a metallic cesium layer of variable thickness,
confirming that the expected shift direction for metallic cesium is blue. As the
experimentally-observed shift is consistently red, we do not believe the shift is due
to a metallic cesium coating.
Protecting against Corrosion
There is some indication in the literature that ALD-alumina may be able to protect
our waveguides from cesium’s detrimental e ects. A study of micro-fabricated
cesium vapor cells found that a thin (ca. 6 nm) alumina-coating increases the vapor
density lifetime by two orders of magnitude relative to uncoated cells, presumably
by reducing the chemical interaction of cesium with the vapor cell walls [88].
Recent papers from the Pfau group describe a still more relevant apparatus in
which they perform experiments with silicon nitride photonics (waveguides and
ring resonators) and thermal rubidium vapor [101, 102]. They have pursued ALD-
alumina passivation with thickness similar to the vapor cell study (9 nm), reporting
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that this treatment allows resonances to “remain visible, although their linewidth is
still increased after rubidium exposure” [102]. We are currently pursuing an ALD-
alumina passivation strategy to protect our structures, with coating thicknesses of
6–10 nm. Unfortunately, spectral shifts persist in our experiment.
Beyond surface passivation, we have also explored methods to actively reverse
cesium corrosion. The Pfau group has observed that degradation can be partially
reversed by elevating the temperature of the chip to 200  C [101]. We have tried to
elevate the temperature of the APCW using GM heating; the maximum achievable
temperature is limited by the damage threshold for the devices, which is typically
⇡ 300 µW. Temperature can also be increased by heating the silicon substrate with
a free-space 940 nm laser, but not su ciently to induce desorption.
We have also tried illuminating our structures withUV light in the hopes of removing
cesium adsorbates. Light-induced atomic desorption (LIAD) is a technique used in
some cold atom experiments to temporarily increase the partial pressure of an alkali
to load aMOT. The increase in partial pressure is attributed to alkali adsorbates being
driven o  the walls of the vacuum chamber by UV light. The LIAD e ect has been
found to be surface- and frequency-dependent [103]. In our experiment we have
seen partial spectral recovery, a ca. 1 THz blueshift, after imaging a 404 nm laser
diode on an APCW overnight. Unfortunately, this seems to have reduced the power
damage threshold for the waveguide, which failed soon afterward. Consequently,
this technique is not currently recommended.
Finally, there is some evidence that surface coatings terminated in methyl groups
can be used as chemical passivation against cesium [104, 105]. Similar coatings
have been shown to reduce spin relaxation in in alkali vapor cells [106]; improved
passivation and reduced spin relaxation are both attributed to the low polarizability
of the coating. Certain self-assembled monolayer coatings with appropriate ter-
mination have successfully been integrated into fabrication procedures similar to
ours [107].
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C h a p t e r 5
ATOMIC PHYSICS EXPERIMENT
In this chapter I briefly describe the Lab 2 atomic physics apparatus used to cool,
transport and interrogate atoms around the APCW. This system shares many features
with the Lab 11 setup—the principal di erence is the atom delivery method. Many
more details about this system may be found in ref. [93].
5.1 Vacuum System and Magneto-Optical Traps
Our vacuumsystemconsists of two stainless steelKimball Physicsmulti-CF™ cham-
bers separated by 70 cm. The first chamber is a 2.75 in. spherical hexagoni attached
through a valve to a cesium reservoir, referred to as the “source” chamber. The
second chamber is a 6 in. spherical octagon,ii referred to as the “science” cham-
ber. These two chambers are connected by a tube consisting of many components,
including an all-metal inline valve,iii which allows one side of the system to be
brought to atmosphere while maintaining good vacuum on the other side. This
valve is closed to isolate the source chamber when replacing a chip in the science
chamber. On each side of the valve there is an assembly with an angle valve and
Kwik-Flange™ adapter to which a turbo pump station can be attached, as well as
an ion getter pump, necessary to obtain su ciently good vacuum (. 10 8 torr) to
load a magneto-optical trap (MOT). In the tube connecting the chambers there is
also a thin di erential pumping tube (8 in. long, 0.16 in. diameter), installed to
reduce the partial pressure of room-temperature cesium in the science chamber. The
isolation of the cesium source is intended to protect sensitive photonic devices from
alkali corrosion (discussed in sec. 4.6). The axis connecting these two chambers
runs east–west, corresponding to the y direction in APCW coordinates. A diagram
of the vacuum system is shown in fig. 5.1.
A MOT is loaded in the source chamber from the room-temperature cesium back-
ground, using the usual six-beam configuration [108] and anti-Helmholtz coils with
a gradient of ca. 10 G/cm and coil axis normal to the optical table. Atoms are cooled
using light ca. 10 MHz red-detuned from the D2 F = 4 ! F0 = 5 transition, and
iMCF275-SphHex-C2A6
iiMCF600-SphOct-F2C8
iiiMDC part #316001
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Figure 5.1: Diagram of vacuum system. Red rectangles represent horizontal
MOT beam paths and green circles locations of source and science MOTs. Source
chamber (a) is connected to science chamber (d) by a channel in which a di erential
pumping tube (b) and inline valve (c) are present. A MOT is formed from cesium
background vapor in (a) and pushed ballistically west to a secondary MOT in (d)
using a near-resonant pushing beam. The separation of the chambers is L = 70 cm.
re-pumped using light resonant with the D2 F = 3 ! F0 = 4 transition. Atoms are
transferred from the source to science chamber using a pushing beam, similar to the
technique described in refs. [109, 110], and re-captured in a secondary “science”
MOT. In-transit atoms are in free fall, and so must have su cient velocity to cover
the 70 cm distance without falling so far that they miss the di erential pumping
aperture, yet move su ciently slowly to be recaptured by the science MOT. An
in-depth study to optimize the pushing beam parameters was performed, and is
discussed in ref. [93].
5.2 Transporting Atoms from Science MOT to APCW
In Lab 2 two di erent techniques have been used to transfer atoms from the science
MOT to the chip. Here I briefly summarize each technique, and motivate our
current, optical-lattice based transport scheme.
Mini-MOT
The first technique to localize atoms near the APCWs relied on forming a MOT in
the 2⇥6 mmwindow in the chip. Atoms were transferred from science MOT to this
“mini-MOT” by rapidly changing the position of the magnetic field zero, causing
atoms to be “kicked” from the scienceMOT to the chip, and subsequently recaptured
in the mini-MOT. The kick has peculiar behavior—atoms can only be pushed along
specific directions due to velocity selective resonance [111], setting constraints on
the relative position of science MOT and chip. In order to form a MOT in the
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(d) (e) (f)
Figure 5.2: Mini-MOT kick. Images (a)–(f) show absorption images for atoms in
transit, each separated by 1 ms. Position of window is indicated by black rectangle
for clarity. By frame (f), the mini-MOT beams have been turned on and the atoms
are decelerated. Cloud center-of-mass velocity is ca. 1 m/s.
window of the chip, six beams must be passed through the window. To achieve
this geometry, the surface normal of the chip was oriented at an angle of 45  with
respect to the optical table surface normal. Figure 5.2 shows sequential absorption
images of a cloud of atoms transiting between science MOT and mini-MOT.
Operating a MOT with millimeter-scale beams leads to some complications. The
capture velocity for atoms in a MOT is proportional to the square root of the beam
diameter [112], meaning atoms with su ciently high velocity or temperature will be
lost. We have also found empirically that the MOT lifetime varies roughly linearly
with the beam diameter in this regime. Threading beams through a millimeter-scale
window also poses problems—scattering on the chip makes the mini-MOT very
sensitive to beam pointing.
Still, the mini-MOT technique was su cient for initial experiments. In ref. [31]
we inferred a Purcell factor enhancement Pwg ⌘  1D/ 0 = (0.32 ± 0.08) for atoms
localized around an APCW, with  1D representing the decay rate of atoms into the
TE GM and  0 the decay rate into all other channels. This inference was made
using measured reflection spectra and transfer matrix model (TMM) incorporating
the e ects of atoms coupled to the photonic crystal. In this experiment a GM
blue-detuned 10 GHz from the D1 F = 40 ! F = 4 transition was used to modify
the spatial density profile, guiding atoms from the surrounding mini-MOT into the
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Figure 5.3: Enhanced decay rate in mini-MOT. (a) Reflection data (black) and
TMM fit (red) for atoms interacting with the probe mode of an APCW. Reflection
data are normalized to the nominal reflection of the structure absent atoms. (b)
Trajectory simulation for atoms near an APCW with blue-detuned GM optical
potential. Color indicates density relative to surrounding mini-MOT. Blue GM
reduces density on device exterior, but leaves a channel in between the nanobeams
through which atoms can transit. Figures adapted from ref. [31].
region of high probe-mode intensity while repelling atoms from unwanted regions,
e.g., the single nanobeam section of the waveguide and the corrugated exterior. The
density of atoms around the APCW relative to the surrounding mini-MOT number
density (ca. 2⇥1010 cm 3) can be simulated using a particle trajectory simulation. A
reflection spectrum with model fit and relative density simulation results are shown
in fig. 5.3.
Beyond the Mini-MOT
While initial experiments with the mini-MOT were encouraging, the kinds of ex-
periments that can be performed with transient, dilute atoms are limited. At this
juncture labs 2 and 11 began to pursue di erent techniques to trap atoms at higher
densities near the device. In Lab 11 dipole traps relying on a single incident external
illumination beam and its reflection o  theAPCWwere pursued. The polarization of
the incident beam is aligned parallel to the nanobeams, maximizing reflection. This
scheme creates a cigar-shaped optical potential above the waveguide, ca. 220 nm
above the center of the structure, into which atoms from the surrounding mini-MOT
can be cooled. This trap increases the number density of atoms by an order of
magnitude over the surrounding mini-MOT [32], allowing several (ca. 3) atoms to
interact simultaneously with the probe mode. The regime of several atoms is very
interesting, as evidenced by the observation of superradiance [32] and the study of
waveguide-mediated atom–atom interactions on both sides of the band edge [33].
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Figure 5.4: Optical lattice simulation (courtesy L. Peng). Frames (a)–(d) show
atoms (black, red) conveyed in a travelling-wave potential (green, white) towards a
double nanobeam structure, depicted with coordinate system in (e). Each snapshot
is separated by 0.3 µs; atoms travel left to right ( zˆ direction), arriving periodi-
cally with 1.25 µs period (800 kHz lattice frequency). This technique guides an
appreciable number of atoms into the region between the nanobeams, producing
periodically-modulated transmission/reflection.
In Lab 2 we elected to pursue a di erent delivery strategy, avoiding the use of
a mini-MOT entirely. At the time of writing our transport scheme consists of
two counter-propagating beams which form a one-dimensional standing wave trap.
Atoms are cooled from the science MOT into the optical lattice. By controllably
detuning the frequency of one beam, we are able to create a slowly-moving optical
potential that conveys atoms in the zˆ direction towards the APCW. The polarization
of these beams is oriented nearly perpendicular to the nanobeams (along yˆ) in order
to minimize reflection. The combination of this moving lattice and GM potentials
can be used to guide a significant fraction of atoms into the target region between
the nanobeams. The lattice cooling and transport techniques enable the delivery of
millions of atoms at high number density, ca. 1011 cm 3. Because the parameter
space for this family of traps is very large, our search is aided by numerical trajectory
simulations performed by Lucas Peng; an example is shown in fig. 5.4.
Lattice delivery requires modifying the way the chip is mounted in the vacuum
chamber. The current mounting configuration in Lab 2 is depicted in fig. 5.5: the
chip is mounted on an arm which positions it at a small o set from the center
of a spherical octagon, allowing the science MOT to be formed ca. 25 mm from
the device plane. Before lattice delivery the chip was mounted on a rotary-linear
feedthrough, similar to the system in Lab 11 [113], allowing the chip to be retracted.
Sacrificing that degree of freedom allows the science MOT to be formed in the
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Figure 5.5: Illustration of Lab 2 vacuum chamber. (a) Side view: Chip is
positioned so that window is centered vertically and horizontally in viewports along
the zˆ direction. Red arrows indicate paths for MOT beams, green arrows atoms
arriving from source MOT, and orange rectangles location of quadrupole coils.
(b) Top view: Chip is positioned at a displacement of 25 mm from center of
chamber, allowing the science MOT to be formed. (c) Cutaway: Arm which holds
chip is mounted to a groove grabber in a multiplexer, which has flanges for fiber
feedthroughs while maintaining optical access for MOT beams.
center of the chamber, provides more optical access, and simplifies the installa-
tion process—fiber feedthroughs can be threaded in the characterization lab before
breaking vacuum. CAD drawings of mounting piece and arm are included as an
attachment at CaltechTHESIS.
5.3 Computer Control and Data Acquisition
Sequence Programming
An experimental cycle consists of many steps: loading the science MOT from the
source, cooling into the optical lattice, additional lattice cooling, conveyance and
interrogation of the reflection and transmission at the APCW. These procedures
require that laser intensities and detunings, microwaves, and magnetic fields vary in
time. Some instruments are controlled using serial communication (USB/GPIB);
the majority of the experiment is controlled by National Instruments input/output
modules with programmable digital and analog outputs.
Due to the complexity of experimental sequences, which require sub-millisecond
timing resolution on ca. 50 di erent channels acting in concert, we have devised a
system to disentangle sequence programming from execution, comprising a MAT-
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Figure 5.6: Sequence composer GUI. See text.
LAB sequence composer and LabVIEW sequence player. This conceptual design
is to my knowledge new for the Kimble group—when I joined, sequence timing was
hard-coded into the LabVIEW circuit and programmed directly on the LabVIEW
front panel, making record-keeping and procedural changes cumbersome. This sort
of sequence programming is a general feature of AMO experiments, and our solution
could be easily applied in other settings.
The sequence composer is shown in fig. 5.6. Panel (a) shows the voltage waveform
for an analog channel over the course of the 550 ms experimental sequence. Panel
(b) shows conceptual subroutines (MOT and polarization gradient cooling stages,
e.g.), which, when selected display event timing in panel (c). Panel (d) shows a list
of variables. When a sequence is created, variables in panels (b) and (c) are replaced
with values before evaluation, simplifying parameter sweeps and events with relative
timing.i The output of this program is a two-dimensional array of numbers, forwhich
each column represents a di erent channel, and each row a 10 µs time step. These
arrays are saved as a text file, and read by a LabVIEW program. Variables can be
swept linearly, resulting in an output file for each unique combination of variable
values, creating meshes of arbitrary dimensionality. These sorts of n-dimensional
sweeps are useful for optimization, e.g., magnetic field zeroing.
iI was quite pleased by the flexibility of this interpreted variable design; its conceptual resem-
blance to the CAD drawing system discussed in sec. 3.3 is not accidental.
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Optical Lattice Chirp Generation
The frequencies for the optical lattice beams are generated by direct digital syn-
thesis (DDS), which is used to drive acousto-optic modulators (AOMs) to shift the
frequency of light generated by a Ti:sapphire laser. Light sent to the AOMs is
derived from the same source, and the AOMs are driven at around 80 MHz, which,
in double-pass configuration results in a frequency shift of around 160 MHz. The
first AOM is driven with a constant tone derived from a function generator.i To
convey atoms, the second AOM is driven by a time-varying frequency, generated by
mixing a 70 MHz tone with a time-varying tone around 10 MHz that is generated
by an Analog Devices AD9854 DDS clocked at 200 MHz. All synthesizers are
phase stabilized by a common 10 MHz clock. Atoms in an optical lattice can be
transported by changing the frequency produced by the AD9854.
Arbitrary frequency ramps are achieved by operating AD9854 in “chirp” mode,
which ramps the DDS-generated frequency by a specified frequency slew rate.
The frequency ramps are programmed one at a time into on-board memory on the
AD9854 and then updated, allowing any piecewise-linear frequency waveform to
be created. Our AD9854 is on an evaluation board, and communication is achieved
via Serial Peripheral Interface Bus (SPI) from an Arduino Due microcontroller.
Frequency ramp commands are calculated and stored in the Arduino on-board
memory, transferred to the AD9854 one at a time and updated using TTL pulses
generated by the Arduino’s on-board clock. The Arduino program is loaded before
sequence execution, and triggered by a TTL from the sequence computer. The
chirp is programmed in MATLAB, with a script to translate the arbitrary chirp
into Arduino C. While the software allows arbitrary chirp waveforms, in practice
piecewise linear chirps are used.
Image Acquisition and Photon Counting
The most common data produced by the experiment are absorption images and
photon-counting data. Absorption images, like those shown in fig. 5.2, are created
by illuminating with a weak, resonant probe beam—atoms absorb and rescatter
light, casting “shadows” on a CCD. Image data are used to determine optical depth,
allowing us to extract information about densities and number, atom temperature via
time-of-flight techniques, and magnetic fields via microwave spectroscopy. Images
are acquired using NIR-sensitive Sony XC-EI30 CCDs, and read-out by a dedicated
imaging computer. Absorption imaging is ubiquitous in experiments with cold
iTektronix AFG3251
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Figure 5.7: GM absorption spectrum. (a) Depiction of raw data. An incident
probe at fixed detuning transmits through the device. Photons are detected on an
SPCM and recorded on a digitizer. Binary data contains time stamps of “clicks.”
(b) Transmission spectrum, created by binning data depicted in (a) into time and
frequency bins. Spectrum shows absorption of atoms around APCW around 20 ms
and 0 MHz probe detuning. For this dataset (2017-04-05 111600), the probe is TM
polarized, lattice frequency is 800 kHz, and there is a blue-detuned guided mode
potential. Data are taken on Hilde E, dev. 7 (see fig. 4.22).
neutral atoms; some details are discussed in ref. [114].
Spectra are acquired by monitoring the reflection and transmission of a GM probe
on NIR-sensitive single-photon counting modules (SPCM).i The measured quantum
e ciency of these modules is typically ca. 40% at 850 nm. A detection generates
a TTL pulse with 50 ns width, which is sent to a five-channel digitizer with 200 ps
resolution.ii Histograms of these data are used to produce spectra with time and
probe-detuning information, like the example shown in fig. 5.7.
5.4 Search for Phase Sensitivity
Simulations like the one shown in fig. 5.4 can also be used to produce transmis-
sion spectra. These simulated spectra indicate that, under the correct conditions,
transmission and reflection signals in the presence of localized atoms transiting be-
tween the nanobeams will be modulated at the frequency at which the lattice transits
through the device. As recently as April 2017 we have begun to see signatures
suggestive of this behavior. There are many techniques for extracting a periodic
signal in the presence of noise; in our experiment the most successful techniques
iPerkin-Elmer SPCM-AQR-14
iiFAST ComTec MCS6A
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rely on the combination of information in two channels: a “fringe” channel, which
produces a click each time an intensity maximum passes through the device, and a
“signal” channel, which monitors transmission of light through the device.
One possibility is to consider the cross correlation X between fringe a(t) and signal
b(t):
X ( t, t0, t1; ⌧) =
Z ⌧+ t/2
⌧  t/2
d⌧0
Z t1
t0
dt a(t)b(t + ⌧0), (5.1)
where [t0, t1] is the time interval under consideration,  t is the coincidence window,
and ⌧ is the lag. Plots of X and its amplitude spectrum
Y ( t, t0, t1, ⌧; ⌫) =
      1 ⌧
Z  ⌧
  ⌧
d⌧0 ⌦X ( t, t0, t1; ⌧0)↵ e 2⇡i⌧0⌫      (5.2)
over two di erent time intervals are shown in fig. 5.8. The maximum lag considered
is  ⌧ = 200 µs, and the ensemble average (indicated by h i) is taken over five
repetitions with identical experimental conditions. In a period during which atoms
are present at the APCW ([20,22] ms), a strong frequency-dependent signal is
apparent, while at a later time ([38,40] ms) the contrast disappears. The amplitude
spectrum for both intervals shows a peak at the lattice frequency (800 kHz). The peak
at the later time interval is not the result of residual atoms—the cross-correlation
of the fringe signal with a simulated Poisson source with identical count rate (black
dashed line) shows a peak with similar magnitude. Still, the amplitude spectrum
when atoms are present shows a peak with height exceeding what is expected for an
unmodulated Poisson source, indicating that the presence of atoms does contribute
to this signal.
The cross correlation and similar analyses show signatures of a periodic, atom-
dependent signal, but have a complicated interpretation. A more sophisticated
e ort to relate simulated and measured fringe-sensitive spectra, incorporating many
e ects (e.g., AC Stark shifts, number and spatial distribution of atoms, spatial mode
profiles) has begun in Lab 2, and will be discussed in an upcoming manuscript.
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Figure 5.8: Cross-correlation signal. Top: Red (blue) curve shows cross correla-
tion (eq. 5.1) over the interval [t0, t1] = [20, 22] ms ([38, 40] ms) with  t = 100 ns.
Bottom: Amplitude spectrum Y (eq. 5.2) of data shown in top, over the lag interval
 ⌧ = 200 µs. The same dataset as in fig. 5.7 is used, with 0 MHz probe detuning.
Red and blue curves correspond to data of the same color shown in top, while dashed
black line shows averaged amplitude spectrum for cross correlation of fringe and
simulated Poisson source with identical count rate. Spectrum is averaged over 1000
randomized intervals.
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C h a p t e r 6
OUTLOOK
Integrating ultracold atoms with nanophotonics is a challenging endeavor. In our
group we have designed photonic crystal waveguides with spatial modes and band
structure that enhances atom–light interaction near the cesium D line transitions.
We have performed process characterization and engineering to produce low loss
structures with accurate band placement. We have also developed sophisticated
atom delivery methods, recently observing phase-dependent signals consistent with
the transport of atoms through the region between the nanobeams. With luck, we
will soon have a dense array of atoms, trapped by and interacting through the guided
modes of a photonic crystal waveguide.
The degradation and spectral shift of our APCWs resulting from delivering cesium
is a serious impediment to our work: the finite usable lifetime and varying spectral
properties makes a systematic search of delivery and trapping parameter space
di cult. Finding a solution to this problem, either through surface passivation or
active desorption, is imperative. Increasing the number of addressable devices on a
chipmay also alleviate some pressure, decreasing the frequency of sample exchange.
The fiber butt-coupling technique employed in this work limits the density of devices
on a single chip. Switching to a free-space coupling scheme [48] could increase
waveguide density, and has other advantages as well, including the simplification of
the installation process and reduction of unintended reflections in the waveguide.
The fabrication process described in this work is quite flexible, and could easily be
extended to other waveguide geometries. In our group a great amount of thought
has been devoted to planning future photonic crystal geometries, including waveg-
uide defects in 2D photonic crystals [48] and true 2D photonic crystals [48, 93],
which would potentially allow the exploration of increasingly exotic atom–photon
interactions.
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A p p e n d i x A
TIMELINE OF CHIPS IN LAB 2
Figure A.1 shows a history of chips installed in the Lab 2 chamber, with events
with personal or project-level significance indicated. In mid-2014 we made radical
changes to atom delivery. Prior to this point atoms were transferred to the chip via a
MOT “toss and catch” method, in which the magnetic field zero was moved from the
science MOT to a location in the chip. The direct digital synthesis (DDS) necessary
for conveying atoms is achieved using an Analog Devices AD9854 chip. The
synthesizer is interfaced with an Arduino Due using the Serial Peripheral Interface
(SPI); my Arduino code is based on code Mike Martin brought us from CU for
single-tone synthesis. This was my last major project in Lab 2 before becoming
active in device fabrication. My first solo operation of the EBPG5000+ occurred
in early 2015. In June 2015 the Ultratech Fiji G2 ALD system was purchased and
installed; all science chips after this have been coated with ALD-alumina.
DCOR7A
CORR16W
DCOR20B
DCOR28D
ALD6A2
Dil D
Hilde E
2014 2015 2016 2017
Figure A.1: Timeline of chips in Lab 2 vacuum chamber. Red line indicates the
beginning of conveyor delivery. Green line indicates the date I was signed o  to
operate the EBPG. Blue line indicates the beginning of the “ALD” era.
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A p p e n d i x B
MPB SCRIPTS
MIT Photonic Bands (MPB) is a eigenmode solver for Maxwell’s equations in
periodic dielectrics [46].i There are many free and commercial tools which can
perform these types of calculation, each with particular advantages; in Quantum
Optics Group, most have elected to use COMSOL. I chose to use MPB instead for a
few reasons: as software without a license, it is portable, and there is no limit on how
many instances can be run concurrently; it has a text-based, command-line interface,
simplifying version control, scripting, and remote execution; it is a domain-specific
tool, as opposed to COMSOL, resulting in useful, built-in functionality; and, unlike
COMSOL 3.5a, it could be installed on my personal computer.
These virtues aside, the interface can be quite frustrating, if Scheme (and the
functional programming paradigm more generally) is unfamiliar. I hope the scripts
provided can supplement the examples on the MPB wikiii to accelerate the learning
process.
B.1 APCW Unit Cell
It is straightforward to create photonic crystal geometries consisting of rectangular
parallelpipeds and cylinders in the MPB interface language, but the APCW unit
cell is a more sophisticated shape. The code below provides a minimal working
example, which draws the unit cell using tail recursion and calculates band edges
for an APCW.
;;; CONSTANTS ;;;
(define pi (* 2 (acos 0))) ; pi
(define ix_SiN 1.9935) ; index of Si3N4
;;; PHC DIMENSIONS ;;;
(define-param amp 120) ; nominal amplitude (nm)
(define-param wid 280) ; nominal width (nm)
(define-param thk 200) ; nominal thickness (nm)
(define-param gap 238) ; nominal gap (nm)
iWaveguides with constant cross-section are a special case of periodic dielectrics, having zero
period.
iihttp://ab-initio.mit.edu/wiki/index.php/MIT_Photonic_Bands
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(define-param a 370) ; lattice constant (nm)
;;; AUX SETTINGS ;;;
(set-param! resolution 37) ; number of blocks per
lattice constant
(define dx (/ 1 resolution 10)) ; thickness of blocks;
sub-resolution
(set! filename-prefix ; filename prefix
(string-append
"w" (number->string wid)
"A" (number->string amp)
"g" (number->string gap)
)
)
;;; CELL DIMENSIONS ;;;
(define sx 1) ; lattice constant in lattice constants
(define-param sy 15) ; y dimension in lattice constants
(define-param sz 15) ; z dimension in lattice constants
(set! geometry-lattice (make lattice (size sx sy sz)))
;;; DEFINE UNIT CONVERSION FUNCTIONS ;;
(define (simUnits x) (/ x a))
;;; CREATE GEOMETRY ;;;
(define (drawBlock x)
(let (
(dy
(+ wid (* amp (cos (* 2 pi x)))) ; block width
)
)
(let (
(cy
(/ (+ dy gap) 2) ; block center
)
)
(list
(make block ; top
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(center x (simUnits cy) 0)
(size (* 1.1 dx) (simUnits dy) (simUnits thk))
(material (make dielectric (index ix_SiN)))
)
(make block ; bottom
(center x (* -1 (simUnits cy)) 0)
(size (* 1.1 dx) (simUnits dy) (simUnits thk))
(material (make dielectric (index ix_SiN)))
)
)
)
)
)
(set! geometry '()) ; initialize empty geometry
(define (makeGeom x)
(if (>= x 1)
'() ; exit loop
(begin
(set! geometry (append geometry (drawBlock x)))
(makeGeom (+ x dx))
)
)
)
(makeGeom 0) ; recursively fill geometry
;;; RUN
;; set k-points, num-bands
(set! k-points (list (vector3 0.5 0 0))) ; only calculate
band edge
(set! num-bands 2)
;;; RUN ;;;
(run-yodd-zeven) ; TE
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B.2 Mode Overlap Calculation
This script usesMPB to calculate the TEmodes for a Nufern 780HP optical fiber and
for a rectangular coupler, and then performs the mode overlap calculation described
in sec. 2.5.
;;; COMMAND LINE PARAMETERS ;;;
(define-param frq 343) ; frequency in THz
(set-param! resolution 10)
(define-param wid 120) ; waveguide width in nm
(define-param thk 200) ; waveguide thickness in nm
;;; DO FIBER CALCULATION ;;;
;; define dimensions
(define core-diameter 4400) ; 4.4 um core diameter
(define core-radius (/ core-diameter 2))
(define core-index 1.4628)
;; indices given by Nufern (private correspondence)
(define cladding-index 1.4570)
(define a 100) ; mpb unit, here 100 nm
(define c (* 299792458e9 1e-12));speed of light (THz nm)
;; define helper functions
(define (toMPBunits x) (/ x a))
;; convert to mpb units
(set! frq (/ frq (/ c a)))
(set! core-radius (toMPBunits core-radius))
;; define parameters
(define sx 120) ; size of simulation region
;; set up space
(set!
geometry-lattice
(make lattice (size no-size sx sx))
)
;; define geometry
(set! geometry (list
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(make block ; cladding
(center 0 0)
(size infinity sx sx)
(material (make dielectric (index
cladding-index)))
)
(make cylinder ; core
(radius core-radius)
(center 0 0)
(height infinity)
(axis (vector3 1 0 0))
(material (make dielectric (index
core-index)))
)
)
)
;; call find-k
(find-k TE frq 1 1 (vector3 1 0 0) 1e-4 0.1 0 1)
(define fiber-frq (list-ref freqs 0))
;; store fiber fields
(get-hfield 1)
(define fiber-h-field (field-copy cur-field))
(get-dfield 1)
(get-efield-from-dfield)
(define fiber-e-field (field-copy cur-field))
;;; DO WAVEGUIDE CALCULATION ;;;
;; define dimensions
(define ix 1.99) ; SiN refractive index
;; convert to mpb units
(set! wid (toMPBunits wid))
(set! thk (toMPBunits thk))
;; define geometry
(set! geometry (list
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(make block
(center 0 0)
(size infinity wid thk)
(material (make dielectric (index ix)))
)
)
)
;; call find-k
(find-k TE frq 1 1 (vector3 1 0 0) 1e-4 0.1 0 1)
(define waveguide-frq (list-ref freqs 0))
;; store waveguide fields
(get-hfield 1)
(define waveguide-h-field (field-copy cur-field))
(get-dfield 1)
(get-efield-from-dfield)
(define waveguide-e-field (field-copy cur-field))
;;; DO MODE OVERLAP CALCULATION ;;;
(define (field-calc e h)
(field-map! cur-field ; put in cur-field...
(lambda (a b)
(vector3-cross a (vector3-conj b))
) ; ...this vector function...
e h) ; ...mapped over these
fields
(integrate-fields (lambda (r f) (vector3-x f)) cur-field)
)
(print "***\n")
(print "performing mode overlap calculation...\n")
(print "***\n")
(define A (field-calc fiber-e-field fiber-h-field))
(define B (field-calc fiber-e-field waveguide-h-field))
(define C (field-calc waveguide-e-field fiber-h-field))
(define D (field-calc waveguide-e-field waveguide-h-field))
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(define efficiency
(/
(real-part (/ (* B C) D))
(real-part A)
)
)
(print "overlap: " efficiency "\n")
(print "fiber frequency: " (* fiber-frq (/ c a)) "\n")
(print "waveguide frequency: " (* waveguide-frq (/ c a))
"\n")
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A p p e n d i x C
FILM THICKNESSES
The apparent color of thin films changes depending on film thickness as a result of
interference e ects. This allows us to measure film thicknesses using the spectral
reflectancemethod (see fig. 3.9). These changes are also apparent by eye. Figure C.1
shows approximate colors for di erent nitride films at normal incidence under white
light illumination. These colors were calculated using refractive index data for
silicon nitride and silicon, and published tristimulus values [115]. While these
colors should be rendered correctly by a calibrated monitor or printer, they are
provided only as a qualitative guide.
190 nm 192 nm 194 nm 196 nm
198 nm 200 nm 202 nm 204 nm
206 nm 208 nm 210 nm 212 nm
Figure C.1: Silicon nitride film color. Approximate color for di erent thicknesses
on silicon substrate.
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A p p e n d i x D
COLD DEVELOP
It is known that reducing the temperature of the developer can improve process
latitude in e-beam lithography [72]. Transitioning our process to cold develop
would require some calibration, but may well be worth it in the end. Here are initial
e orts to determine the dose-to-clear for a cold develop process.
I exposed a pattern of 120 µm swatches, with dose ranging 120–720 µC/cm2 in
steps of 25 µC/cm2. The pattern was developed in ZED-N50 chilled in ice water to
ca. 0  C, and compared to a pattern developed with our standard, room-temperature
process. Figure D.1 shows microscope images of the swatches. All of the swatches
developed at room temperature (23  C) cleared, while on the sample developed at
0  C only those dosed above 345 µC/cm2 cleared. The increased dose-to-clear is
consistent with published cold-develop dose-to-clear curves [71, 72]. Qualitatively
it is also noteworthy that the edge e ects apparent in the room-temperature sample
are not present in the cold develop sample, consistent with a steeper dose-to-clear
curve.
(a) (b)
Figure D.1: Cold develop test. 120 µm squares dosed 120–720 µC/cm2 (upper
right to bottom left, raster scan; step 25 µC/cm2). Developed (ZED-N50 150s,
MIBK 30s) at (a) 25  C and (b) 0  C.
