Abstract-We investigate the source separation problem of random fields within a Bayesian framework. The Bayesian formulation enables the incorporation of prior image models in the estimation of sources. Due to the intractability of the analytical solution, we resort to numerical methods for the joint maximization of the a posteriori distribution of the unknown variables and parameters. We construct the prior densities of pixels using Markov random fields based on a statistical model of the gradient image, and we use a fully Bayesian method with modified-Gibbs sampling. We contrast our work to approximate Bayesian solutions such as Iterated Conditional Modes (ICM) and to non-Bayesian solutions of ICA variety. The performance of the method is tested on synthetic mixtures of texture images and astrophysical images under various noise scenarios. The proposed method is shown to outperform significantly both its approximate Bayesian and non-Bayesian competitors.
I. INTRODUCTION

I
NVERSE problems represent some of the most challenging issues in image processing in the absence of ground truth information. Several cases of inverse problems can be given. In image de-noising and restoration, the source image is estimated from its noisy observation [1] - [3] . In super-resolution image reconstruction and image fusion, the source image is estimated from multiple observations [4] , [5] . In image separation multiple, source images are extracted from their multiple mixed observations. This is closely related to the Blind Source Separation (BSS) problem where the task is to reconstruct independent sources from observations that consist of their mixtures. Bayesian estimation techniques provide an effective and elegant solution to this set of problems.
In this paper, we address the image source separation problem. Some current applications of image source separation include astrophysical images [6] , document processing [7] , and analysis of fMRI data [8] .
The classical blind source separation techniques are based on the assumption of source independence and aim to recover unknown sources in the lack of information about the mixing operator. Generally, in the observation model, the mixing operator is assumed to be linear while there are also works in the literature that consider nonlinear models [9] . Our work is limited to linear schemes since for the applications in case, linear mixing forms a good first order approximation. A common methodology for source separation is Independent Component Analysis (ICA) [10] . In this study, we use the term "ICA-based methods" to represent the classical source separation methods and consider the Bayesian source separation to be a more general framework which includes the ICA-based methods as a special case.
Various approaches exist among ICA-based methods for obtaining independent sources. A popular approach is to minimize the mutual information between the sources to be separated by adjusting the coefficients of the mixing matrix [11] . In another approach, the marginal likelihood function of the mixing matrix is maximized [12] . The third approach is based on the maximization of the non-Gaussianity of the sources [13] . The fourth approach uses the time correlation or non whiteness of the sources to make separation possible [15] , [16] . The algorithms in this category drop the non-Gaussianity assumption of all sources and compensate for the missing information using the time correlation. The SOBI (Second Order Blind Identification) algorithm [15] exploits the time coherence of source signals using second order stationary statistics and takes the observation noise into consideration. Except for SOBI, these methods are designed for 1-D signals. It is possible to utilize these techniques for 2-D image separation by converting the images to 1-D signals by ordering the pixels lexicographically. However, the optimality of this 2-D architecture is not guaranteed, because the neighboring pixel interactions are not properly exploited. In this study, we have used all the first order neighbors of pixels in order to make use of the 2-D local information by adopting a Markov random field (MRF) model.
The emerging category of source separation techniques are based on Bayesian formalism. In contrast to the classical ICAbased approach, the Bayesian solution to the BSS enables one to introduce a priori knowledge about all of the parameters and variables in the problem. For example, the observation noise is often assumed to be independent and identically distributed (iid) zero-mean Gaussian with diagonal covariance matrix. In the context of image separation, the prior information appears as the spatial dependency model of source pixels. In ill-posed problems, prior information always leads to more realistic and plausible estimates: This is the case for the Markov Random Field (MRF) constraint imposed upon pixels as they are not any more allowed to have arbitrary 2-D structures. Since pixels are not assumed any more to be iid, we are effectively reducing the solution space in the source separation problem. We also remark that the Bayesian framework is capable of full optimization of all parameters.
In [12] , Belouchrani and Cardoso considered maximization of likelihood via Expectation-Maximization (EM) algorithm for separation of discrete sources. Mohammad-Djafari [18] derived the posterior in terms of the likelihood function and assigned prior probability density functions (pdf) to sources and the mixing matrix. Independently, in [17] , Knuth showed that the blind source separation problem can be formulated in a fully Bayesian framework. In [19] , Rowe proposed a computational scheme for the solution of this problem formulated in the Bayesian framework utilizing ICM and Gibbs sampling procedures.
The Bayesian BSS algorithms can be considered under two main approaches. The first approach assumes that the sources are hidden (latent) variables [12] and proceeds in two tiers: 1) learning the mixing matrix and the observation noise variance; 2) estimation of the sources based on these learnt parameters. The methods in this approach require the integration over sources; therefore, analytically integrable models are preferred. Various applications of this strategy on different sources models list as follows. The parameters of mixture of Gaussians have been obtained by the EM method as in Moulines et al. [20] , Snoussi et al. [21] and Attias [22] , and by variational EM by Miskin [23] . Miskin [23] and Kuruoglu et al. [24] have applied their approach to various image separation problems. For complex models, integration is not tractable.
In the second approach, one uses the joint posterior density of complete variable set to obtain the joint estimate of all the variables. In this approach, the Bayesian BSS problem is solved by maximizing the joint posterior density of sources, mixing matrix and noise variances. The joint maximization of the posterior generally is not tractable; hence, several numerical methods have been suggested in the literature. A method for solving the joint posterior modal estimation problem is the ICM method, which maximizes the conditional pdfs sequentially for each variable [19] . If the mode of the conditional density cannot be found analytically, any deterministic optimization method can be used [18] . Under non-Gaussian hypotheses, the ICM method does not guarantee the unique global solution. An alternative approach is Gibbs sampling [19] which is a Monte Carlo method, and is performed by drawing random samples from conditional posterior densities of each variable. After the burn-in period of the simulation, the random samples will appear to be drawn from the true joint pdf, and one can obtain both MAP and Mean Square Error (MSE) estimations of the variables.
Another avenue of research in BSS addresses the source modeling problem. Cardoso et al. [25] have used a stationary Gaussian source model and exploited the spectral diversity as the separability criterion. This approach is based on the nonstationarity in Fourier domain, which is the third criterion of separability according to Cardoso [16] . The wavelet domain extension of this method is proposed by Moudden et al. [26] . The wavelet domain source separation has been also studied in [27] and [28] . Another frequently used iid model is mixture of Gaussian densities [20] - [24] . Hosseini et al. [29] proposed a method to separate sources based on a Markov chain model, so that the time correlation information of the sources could be used. Although some of these methods have been applied to 2-D image separation problem [23] , [24] , under lexicographic ordering, they all, except for SOBI and 2-D wavelet-based ones [26] , are designed for 1-D signals. This 1-D treatment of image data precludes the full exploitation of the rich 2-D structure of images.
There are 2-D special Bayesian source separation studies in the literature. Tonazzini et al. [30] proposed blind separation of sources using MRF models. In [30] , they used a hybrid alternating maximization method in a simulated annealing scheme. The sources are modeled with convex and nonconvex energy functions, they are estimated using a deterministic optimization technique, and then mixing matrix is updated using the Metropolis method. Snoussi et al. [31] proposed the Gaussian MRF model for source images and implemented a fast MCMC algorithm for joint separation and segmentation of mixed images. Kuruoglu et al. [32] gave a MRF formulation and used it as an edge-preserving regularizer to model the pixel-by-pixel interactions. In their work, Maximum Likelihood (ML) estimation is used for the parameters of the mixing matrix, while estimates of the sources are optimized by cycling through the variables. In another work [7] , mean field approximation is applied to MRF and EM algorithm is used to estimate the sources and the mixing matrix parameters. The noise variance and the hyper-parameters of Gibbs distribution are assumed to be constant throughout their algorithm.
MRF models generally make use of the Gibbs formulation, i.e., the probability density function is expressed in an "energy potential" form. When the Gibbs distribution is such that it preserves the edges, it gives rise to nonconvex energy potentials, and the resulting nonconvexity makes the deterministic optimization difficult so that the convergence is not always guaranteed. The methods used to find MAP estimates can be separated into two groups: deterministic and stochastic. Performance of the deterministic methods strongly depend on the convexity of the cost function. Steepest descent and NewtonRaphson are the most common deterministic methods. The stochastic methods do not suffer as much from the lack of convexity, since Gibbs sampling and the simulated annealing used in Monte Carlo (MC) simulations can avoid being trapped in local minima.
These algorithms have been tested on astrophysical images, especially because the separation of these images is of much current interest in the PLANCK project [43] . Maino et al. [33] applied the fast ICA algorithm to astrophysical component separation problem under the assumption of no noise. The Spectral Matching ICA (SMICA) algorithm is advanced in [25] assuming stationary Gaussian astrophysical components. Even under Gaussian assumption the mixed components are separable in the Fourier domain. A fully Bayesian version of the mixture of noisy Gaussian sources [25] is proposed in [34] . In this version, Gibbs sampling is used for drawing samples of the mixing matrix, noise and sources covariance matrices in the frequency domain. The final estimate of the parameters are found by posterior expectations which are approximated by the empirical means of the Markov chains. The components are estimated via a Wiener filter as in [25] . The SOBI approach was applied to correlated astrophysical component separation in [35] . Another 1-D separation method that utilizes fully Bayesian separation is given in [36] where the authors work in the spatial domain avoiding the problems raised by ignoring nonstationarity by working in the frequency domain. The first attempt to exploit the MRF modeled astrophysical components was in [32] . The ICM based Bayesian estimation method was used to find joint estimation of components and mixing matrix.
In this paper, we introduce a new method for the numerical solution of the Bayesian image source separation problem. Our work differs from previous studies in that we provide a full Bayesian solution to the image separation problem utilizing Gibbs sampling for the estimation of the MRF image model. Two novel aspects of this formulation need explanation. i) We model the source images as edge (gradient) image priors based on the Cauchy distribution. This spatial dependence model of pixels in the MRF setting preserves the sharpness of edges while at the same time provides the separability in the sense of spatial correlation. We compare this method with several other methods, namely, the ICA methods based on the assumption of non Gaussianity, nonwhiteness or spectral diversity, and a Bayesian alternative with iid source model, the latter to show the loss incurred when spatial correlation in images is not considered. ii) We solve the MRF model numerically using a modified Gibbs sampling in which we embed Metropolis sampling as will be detailed in the next sections. The scheme proceeds by drawing random samples from the conditional densities of the unknown variables in contrast to previous solutions of this problem based on semi-analytical techniques and/or on the cycling through parameter estimates as in the expectation-maximization method. The Bayesian sampling enables us to explore the solution space more thoroughly. The rest of the paper is laid out as follows. In Section II, we define formally the source separation problem in the Bayesian context, and outline deterministic (ICM) and stochastic (Gibbs) methods of solution. The observation model is described in Section III. In Section IV, the image source model, based on directional pixel differences, is given. Sampling techniques from posterior distribution of sources are also discussed in this section. A number of simulation cases including the astrophysics component separation problem are given in Section V, and, finally, conclusions are drawn in Section VI.
II. PROBLEM DEFINITION IN THE BAYESIAN FRAMEWORK
We assume that the observed images, , are linear combinations of source images. Let the th observed image be denoted as , where represent lexicographically ordered pixels indices. It is assumed that every image in this set is formed by the superposition of independent sources, , . The image separation problem consists of finding the independent sources from different observations. Therefore, the observation model can be written as
where is a mixing matrix with elements . The noise is a zero mean noise vector with covariance matrix of size . Noise terms are iid in every pixel of every image.
Let and denote vector representations of source and observation images, respectively. In this case, the observation model in (1) can be written as
where the noise is a zero mean noise matrix with covariance matrix of size where is identity matrix with size . Since the sources are assumed to be independent, the joint probability density is factorized as (4) It was stated that the pixels , of images are not independent. This structural image information can be elegantly incorporated in the source separation solution in the guise of a MRF and its distribution in the Gibbs form.
A. Iterative Conditional Mode
In the BSS problem as formulated in the Bayesian framework, the unknowns , and can all be estimated by maximizing the posterior density. The MAP estimate in this case becomes (5) Let us define a new variable which contains all the unknowns. If a variable is excluded from for example the , we denote new unknown variable set . Using the Bayes rule, conditional densities for sources, mixing matrix and noise variances can be written as
The MAP estimate given in (5) is separated into consecutive maximization steps for each variable. The variables , and are independent from each other. Using the marginal densities given in (6)- (8), the maximization steps are arranged as (superscripts denote iteration steps) (9) (10) (11) The given procedure in (9)- (11) represents ICM update steps [19] , [37] . If the direct solution of this maximization is not possible, iterative optimization methods can be used, such as steepest descent or Newton-Raphson. Difficulties may arise in MAP estimation due to non-Gaussian prior densities since they disturb the convexity of the MAP estimate. In this case, one can resort to simulated annealing or Markov Chain Monte Carlo-based (MCMC) numerical Bayesian methods such as Gibbs sampling. These are relaxation type methods; hence, they usually take a long time until convergence.
B. Gibbs Sampling
Since our priors are non-Gaussian (see Section IV), we resort to MCMC methods to find the MAP estimate of sources given in (9) . However, direct sampling from the joint distribution, , is not possible. We, therefore, use Gibbs sampler to break down the multivariate sampling problem into a set of univariate ones [38] , [39] . In other words, sampling from conditional distribution of all the unknowns is conducted separately from their corresponding marginal densities. When this iterative procedure converges, then the samples are effectively being drawn by what would be the joint density. Recall that in our source separation problem, not only the source images but also the mixing matrix and the noise variances are unknowns. So the limit density of the source separation problem becomes the joint posterior density of all the unknowns given the observations. Our random sampling scheme from source images is hybrid wherever we cannot use direct sampling methods; in other words, Metropolis steps are embedded within Gibbs sampling. Recall that the image estimation part of the source separation problem is cast as an MRF model whose corresponding probability distribution is a Gibbs distribution. The normalization term of the Gibbs distribution, namely the partition function, is intractable. Since the posterior of a pixel is formed by the product of a Gaussian likelihood and a Gibbs prior, the posterior is also intractable and direct sampling is not possible. Therefore, we resort to Metropolis steps.
Consider two neighbor pixels in scanning direction, say (current one) and th (next one) of source . First we calculate the posterior density of the pixel,
, and then draw a sample from it with Metropolis method to update its estimate . With The conditional posterior probability of a pixel can be written as (12) where represents the first order neighbors of pixel in the MRF model.
The Metropolis algorithm is used to draw samples from the MRF-modeled images. In the Metropolis algorithm, one starts with an initial or current value and generates a new sample, , by using a symmetric proposal density. If the proposal density equals the transition probability, the generated sample is accepted as the updated value with probability 1. However, in real applications, this density is often not known. Hence, a proposal density, , is used in its place. The transition is modeled as a random walk process where is a uniform random number between and . So the proposal density becomes conditionally uniform such that . The acceptance probability is given as where is the acceptance ratio defined such that (13) One cycle of the Metropolis algorithm which is embedded in Gibbs sampling, for any one source image, is given in Table I . More explicit versions of posterior and acceptance ratio can be found in Appendix A.
After sampling all the images with Metropolis method, the next step is drawing samples from the mixing matrix and from the noise variance. When all of the unknowns are sampled, one iteration of the Gibbs sampling algorithm is completed.
Gibbs sampling modified by embedded Metropolis steps, as used in this study, is given in Table II. Notice that it involves sampling of all the variables from their conditional densities. The Gibbs sampling algorithm must start with initial values, as discussed in Section V-B. In this study, we have assigned the observations themselves as initial values. We start by sampling the first source image with the Metropolis method. After all of its pixels are visited, the algorithm proceeds to the next source image, and so on. When the MCMC simulation of all source images is completed, samples are generated for the mixing matrix. The random sampling of the mixing matrix can be done directly because its conditional density is Gaussian, hence, simple to sample. This is due to the fact that the posterior of consists of the product of a uniform prior and a Gaussian ML term. The posterior density of an element of mixing matrix is expressed as . The conditional densities are given in Table II , which are also explained in detail in the next two sections. Notice that our scheme is not the classical Gibbs sampling algorithm because we embed Metropolis steps in it for sampling from source images. Consequently we denote it as modified Gibbs sampling [41] or Gibbs sampling with embedded Metropolis. The steps in Table II are iterated until convergence.
It is beneficial to reduce the unknown space since with smaller number of unknowns the Gibbs sampling algorithm converges faster and with less bias. For this purpose, we sample only one source image at a time and fix the other ones. Once one source, the mixing matrix and the noise variance have been sampled until convergence, the sampling process restarts for the source next in line. The estimated source, mixing matrix and noise variance obtained from previous sampling process are used as initial values for the second source. Estimation process is completed when all the sources have been visited. Notice that for th source, only , and are sampled. The details of these modified steps are given in Appendix B. After burn-in period , the last samples of samples are used to obtain MAP estimate. The MAP estimate of source becomes [41] (14) where denotes the cycle number in Gibbs sampling, as described in Table II . Once the source has converged, we take as its final estimate and keep it fixed in all future sampling iterations. Then we proceed with updating and . In fact, and updated with th source become the initial values for the iterations following the convergence of source . Thus, after all the sources have been estimated, the final estimates of and are found. For the MAP estimate in (14) , one can collect all samples and find its mode. Alternatively, one can use all samples to obtain an MSE estimate. We have observed, however, that the last samples in the sampling iterations for , and do not differ much from their MAP estimates, that is, the empirical mode of their sample distributions.
In the case that the noise variance is known, we do not need to draw samples for it. For example, in the astrophysical image separation problem, which will be presented in Section V-B, the noise variances are known, so for this case we can skip this variance sampling step.
III. OBSERVATION MODEL
Since the observation noise is assumed to be independent and identically distributed zero-mean Gaussian at each pixel, the likelihood is expressed as (15) (16) The prior distributions of elements of are chosen as nonnegative uniform distribution due to the lack of any information to the contrary, i.e.,
. Therefore, we assume that the prior of is uniform between 0 and , and reject any negative samples. The conditional density of is expressed as
. From (15), it can be seen that the conditional density of becomes Gaussian, where (17) In principle, one can use the mean of the marginal density as an estimate of in the th step since the MAP and MSE estimates of a Gaussian random variable coincide with its mean. However, we do not prefer this estimation in order to take advantage of MC methods. In other words, samples are generated from the whole range of the variables, so that we minimize the chance to get stuck in a local extremum. Since elements of the mixing matrix are independent we can draw their samples directly using the conditional density, . If the noise is assumed stationary and identical in each observation channel, we can define a unique variance for each channel as . According to the likelihood given (15) and choosing a uniform prior, the posterior distribution is in the form of inverse-gamma as where (18) IV. SOURCE MODELS For image sources, we have adopted a non-Gaussian MRF model. In this novel approach, we use the iid Cauchy source distribution as a model for neighboring pixel differences in the MRF model. In addition, we have also used the iid Cauchy source distribution as a model of pixel intensities in the iid model, to expose the superiority of the non-Gausian MRF to the non-Gausian iid model.
A. Non-Gaussian iid Model
The non-Gaussianity assumption is one of requirements for separability in the case of iid data. For non-Gaussian iid model, we have used the iid Cauchy density. The iid Cauchy density for a source image can be written as (19) where is the sample mean of the source image and defined as (20) The is the scale parameter of the iid Cauchy density.
B. MRF Model
We assume furthermore that the sources are modeled with MRFs and that their densities are chosen as Gibbs distributions with nonconvex energy potential functions. In this statistical image model, we form the cliques using the first order neighboring pairs. Let and represent the coordinates of two adjacent pixels, and represents the set of first order neighbors of . The entire clique set can be defined as . The energy function is expressed as the summation of all clique potentials (21) where is the potential function. In inverse image problems, one is tempted to choose the potential function as convex to avoid ill-posed situations. However, potential functions that avoid over-smoothing and tend to preserve edges lead us to nonconvex choices. More details can be found in [1] - [3] . The in (21) is the parameter of the random field. The probability density of is expressed in a Gibbs formulation as (22) where is the partition function to ensure that the total probability equals 1. The density given in (22) can be written in the vector form using the cliques in the eight compass directions as (23) where the clique differences in each direction are defined as . Here, is the one pixel shift operator in direction .
In (23), we have reverted to the edge image domain, , from the original image domain, . One reason is that the description of the probability distribution function of an edge image is considerably simpler as compared to that in the original intensity domain. Furthermore, there exists well-established pdf models for edge images characterized by heavy tails. In this work we opt to describe edge pixels in terms of Cauchy density. Since the Cauchy distribution has heavy-tails it is a good statistical model for edge images. There are obviously other types of heavy-tail distributions and clique potential functions. However, the focus of this study is not the comparison of these functions. The clique potential of the Gibbs density under Cauchy assumption becomes then (24) where is the scale parameter of Cauchy distribution which can also be called threshold parameter of regularization function. A proper choice of the potential function, , such as the one in (24) enables the Gibbs distribution to act as an edge preserving prior.
V. SIMULATION RESULTS
In this section we illustrate the performance of the proposed Bayesian algorithm; Gibbs sampling with MRF model (GS-MRF), compared to ICA-based and other Bayesian source separation algorithms. We compare the solutions of four ICA based techniques, namely Fixed Point ICA, SOBI 1-D, SOBI 2-D, SMICA, and two Bayesian approaches, namely ICM (as in Section II-A) and Gibbs sampling (as in Section II-B) with iid Cauchy model GS-iid (as in Section IV-A). We first experiment on a textbook case, i.e., mixture of texture images, and then on a more realistic problem, that of astrophysical images.
The Peak Signal-to-Inference Ratio (PSIR) is used as a numerical performance indicator for source separation (25) For components, PSIR is obtained by geometric averaging of component PSIRs, which is simply obtained by arithmetic averaging of decibel values of component PSIRs. Before calculation of PSIR figures, the estimated sources are ordered by correlation matching and their intensities are re-scaled. Recall that the sources can be recovered subject to two types of ambiguity: Their scale and their ordering may differ from that of the actual sources. Note, however, that the re-scaling is done solely for PSIR calculation, but otherwise it is needed for the execution of the algorithm. In Table III, we give PSIR values at different noise levels for the methods mentioned above.
Another performance measure focuses on the estimated mixing matrix and it is calculated by the matrix . If there were no permutations on , the matrix would be an identity matrix. We use the following measure: (26) as an indicator of the distance of from unit matrix.
A. Synthetic Mixture of Texture Images
We first conducted image separation experiments on textures that ranged from geometrical patterns to random noise. Sample images of original textures and their mixtures are shown in the first and second columns of Fig. 1 , respectively. The mixing matrix, in this case, was chosen as (27) The and parameters determine the contribution of the likelihood and of the image prior to the estimation process, respectively. There are only two user defined parameters, namely , the parameter of Gibbs distribution and the scale parameter of Cauchy density. These two parameters were assumed homogeneous over images. We have chosen the Gibbs distribution parameter as by assigning equal weights to 8 clique potentials, and the scale parameter of Cauchy is chosen as after a few experimental runs. Notice that optimal depends upon the noise level as it indicates the contribution of the prior model vis-à-vis the observations. If the noise level is high, the variance of noise decreases the contribution of observations to posterior. In this case we must increase the contribution of prior by increasing the value . The parameter also controls the smoothness of the images. For example, an unnecessarily large value of would lead to excessive smoothing. We took as fixed for all experiments, but must be increased proportional to the noise level. We tested the performance of the proposed algorithm for several peak signal-to-noise ratios (PSNR) ranging from 15 to dB. Equal amounts of iid Gaussian noise of variance were added to observed mixtures to result in a target PSNR. The mixing matrix is initialized with 1's on the diagonals and 0.5's on the off diagonals. Finally, the initial value of the sources are assigned by using the given observations. The number of sources and the observations are equal , so the assignment is one-to-one. The estimated sources in the noise-free case are shown in the last column of Fig. 1 .
The performance figures of PSIR and are listed in Tables III and IV, respectively. The PSIR values listed in Table III are average PSIRs of three separated sources. We compare our algorithm against two other algorithms available in the ICALAB Toolbox [40] . Among these we opted for the following popular ones: Fixed Point (or Fast) ICA and SOBI. In the 1-D SOBI algorithm, we build the covariance matrices with 70 lags, which for images correspond to 70 neighbor pixels. We have also adapted the SOBI algorithm into 2-D by calculating covariance matrices using 8 spatial shifts in a 3 3 window. We also tested 24 shifts in 5 5 window and 48 shifts in 7 7 window. However, 8 spatial shifts gave much better results. The 2-D adapted SOBI algorithm performed much better, but still could not exceed the Gibbs sampling (GS-MRF) results. Although the competition is not fair considering that the MRF model uses only 8 neighbor pixels instead of 70, the results show that the MRF model with first order neighborhood truly outperforms SOBI algorithms. The nearest competitor to our method was SMICA. SMICA was realized with 4 ring-shaped frequency bands and the number of bands was chosen to yield the best results.
We have also compared the proposed algorithm with two versions of the joint MAP estimation: the ICM method as in [32] , as well as with Gibbs sampling in the absence of any neighborhood model. While Huber energy potential was used in [32] we have preferred the Cauchy potential model, as in (24) . We have used Newton-Raphson technique for ICM. An important remark is that the ICM algorithm did not converge when PSNR is under 30 dB in this data set. The Bayesian Gibbs sampling with neighborhood model surpasses the ICM method, the iid Gibbs sampling as well as the ICA and SOBI algorithms. The algorithm that gets closest to the proposed method in the noiseless case is the SMICA. Similarly, the proposed algorithm surpasses significantly its competitors in the measure as in Table IV . In interpreting the results, recall that the best value of is zero, and that while PSNR is increasing, decreases. However, the behavior of the measure is not always monotonic with PSNR. In Fig. 2 , we have plotted the average PSIR improvement, as a measure of processing gain vis-a-vis the initial PSIR, that is that of raw observations. The 1 dB PSIR improvement in this 3 sources example corresponds to 3 dB improvement in total. In the case of noisy observations, the Bayesian source separation based on Gibbs sampling proves to be superior to ICM-based Bayesian solution and to ICA methods. Fig. 3 displays the source separation results for the 35 dB PSNR case. The first source is well separated in each algorithm. The second source cannot be separated by FPICA. The third source is not well separated by the ICA algorithms as there remain vestiges of interference and it is noisier. The proposed algorithm can separate the first and third textures well and makes the second source more visible.
The PSIR values in Table V give more insight into the behaviors of the algorithms. For example, SMICA attains highest PSIR for Texture 2 while at the same time it is the worst for Texture 1, hence, quite unstable from source to source. In contrast, the proposed Bayesian Gibbs sampling exhibits more stable behavior; furthermore, it outperforms all the other methods in Textures 1 and 3.
In Table VI , the computation times of the GS-MRF, ICM, FPICA and SMICA algorithms are given under 40 dB PSNR. It is seen from the execution time figures that the computational complexity of the GS-MRF is significantly higher compared to others. However, this burden can be alleviated by cascading two methods. More explicitly, in the method denoted as -MRF, we first run FPICA algorithm so that Table V reveal that -MRF achieves a total improvement over FPICA of 41.38 dB (sum of component improvements), the average being 13.79 dB. Second, the Gibbs method is accelerated almost by an order of magnitude, since -MRF converges in 11600 steps (43.82 min) while GS-MRF alone requires 73000 iterations (275.81 min). Such a cascade stratagem to reduce convergence time was also applied to inverse image problems solved by complex numerical methods by Tian and Ma [42] .
To show the sensitivity of the method to its parameters and , we performed an experiment where they were varied around and values, their optimal setting. We chose the noiseless case of Texture 3 and its parameters for this experiment. The PSIR value for this case was shown in Table III . In Table VII, TABLE VI  COMPUTATION TIMES OF THE ALGORITHMS FOR 40 DB PSNR   TABLE VII The PSIR results and the number of iterations for Texture 3 are shown for and . The method appears less sensitive to parameter, so we took it fixed through all noise experiments. However, we tuned the parameter according to noise levels.
B. Separation of Components in Astrophysical Images
Separation of astrophysical images is one of the most important test cases and application areas of blind source separation. The astrophysical observations obtained at different microwave frequencies arrive mixed with each other and they are also contaminated by sensor noise. The known galactic and extragalactic components are: cosmic microwave background, galactic dust, synchrotron noise, free-free emissions and thermal Sunyaev-Zeldovich (SZ) effect. The most important component of microwave astronomy is the cosmic Microwave Background (CMB), which is considered to be the proof of the hot Big-Bang theorem [43] . The future PLANCK satellite mission is expected to expose the sky map at a higher resolution than the past missions. The importance of the CMB and especially its anisotropy pattern lies in the fact that it gives us information on the beginning, evolution and the future of our universe. Therefore, the accuracy of the CMB estimates are critical for calculation of the cosmic parameters.
In measurements at low frequencies, CMB is dominant but the antenna noise is also higher. At high frequencies, antenna noise is lower, but in this case components other than CMB are expressed more strongly. In microwave bands, galactic dust and synchrotron noise radiation overlap spectrally, though they are relatively weaker (about one order of magnitude). The additive white Gaussian observation noise can in some cases be stronger than certain individual signal levels.
The astrophysics images used in the simulations are shown in Fig. 4 . These are CMB, synchrotron and dust images for PLANCK mission of the European Space Agency (ESA) [43] . In the first row of Fig. 5 , the histograms of the three components are shown. The histogram of the CMB is similar to Gaussian, but others do not resemble to any known distribution. In the second row of Fig. 5 , the histograms of the gradient images , which were obtained at a single direction, of the components are shown. It can be seen that the these histograms can be well modeled by Cauchy distributions, which proves that our assumption about edge images possessing heavy-tailed distribution is valid also for astrophysics images.
The Discrete Fourier Transforms (DFT) of astrophysical components can be seen in Fig. 6 . The CMB has a distinct Fourier spectrum compared to others, but the spectra of synchrotron and dust are similar to each other. This makes the separability in spectral domain very hard, especially in the case of high noise level. This is the reason why the SMICA method fails to separate synchrotron and dust from noisy mixtures. This empirical fact will be verified by experimental results in the following paragraphs of this section.
The observation images are generated by using a 9 3 mixing matrix simulating nine images at frequencies 30, 44, (28) The separated components are displayed in Fig. 4 and their performance figures are presented in Table VIII. In the noiseless case, the mixture at 857 GHz looks identical to the dust component (cf. the two bottom right images in Fig. 4) . In fact, the PSIR of the dust component is 93.29 dB, so that it can be practically considered as separated; hence, we did not iterate over it. GS-MRF achieved 55 dB separation for the CMB component, which means that it is estimated correctly for all practical purposes. However, the synchrotron noise is not separated as accurately since it was weakly observed. For comparison, we used FPICA, SOBI 1-D, SOBI 2-D, SMICA, and GS-iid algorithms. The SMICA had 8 ring-shape frequency bands. Astrophysicists assume that CMB has a stationary Gaussian distribution. Therefore, we considered three source models for Bayesian technique to expose the advantage of the MRF model. These source models were: 1) all sources have MRF models, hence, only GS-MRF method is used; 2) the CMB is iid Gaussian and the others are iid Cauchy, hence, GS-iid only is used; 3) the CMB is Gaussian MRF and the others are Cauchy MRF, hence, GSonly is used. The GS-MRF and GSare slightly better than the GS-iid. Following GS methods, SMICA performs well at CMB and SOBI 2-D does well with synchrotron and dust.
For noise experiments, we add stationary Gaussian noise to each channel with different variances to emulate the PSNR figures of antennas at different bands. These values correspond to the variance figures. Although the noise power would be spatially varying in reality, in this experiment we have assumed it to be stationary over the observed sky. We have assigned to it strengths higher than the expected RMS values stated by the PLANCK team. Typical observations and the corresponding PSNR values are shown in Fig. 7 . The PSNR values vary from 6 to 25 dB, the lowest PSNRs being encountered in the low frequency bands. The components estimated from noisy observations via SOBI 2-D, SMICA and GS-MRF are shown in Fig. 8 with performance figures given in Table IX . The FPICA algorithm gives the worst results; in fact its outcomes are poorer than the observed images. The SOBI 2-D gives much better results than both SMICA and SOBI 1-D. In Fig. 8 , the CMB and dust components are clearly visible, but the synchrotron component is not evident for the SOBI 2-D and SMICA methods. These methods fail to separate synchrotron from noisy mixtures. GS-iid performs nearly as well as SOBI 2-D, but GS-MRF gives by far the best overall results. Finally, Gibbs varieties have good performance under metric as well. We observe that only the synchrotron component has not been estimated accurately. Reconstructed synchrotron image appears blurred due to the smoothing caused by the assumption of model noise variance higher than the real value.
For GS-MRF, the number of iterations in noiseless and noisy cases are 50000 and 35500, respectively. The number of iterations in the noisy case is less than the noiseless case, because the improvement in PSIR in noisy case is less. In this study, we have formulated the image separation problem within a Bayesian framework. We have used Cauchy distribution as spatial prior to model pixel differences. Furthermore, we have used Gibbs sampling method, which in principle, should explore the solution space more comprehensively as compared, for example to the ICM method. We have exploited the advantage of Bayesian methods, which instead of deterministic values of model parameters, allows flexible prior distributions to incorporate prior information. Finally the flexibility of the Bayesian approach enables the extension of the proposed method into cases of nonlinear or convolutional mixtures.
A detailed comparison of seven source separation methods, three in the Bayesian category and four in the ICA category has been performed. Experimental results in the astrophysical image separation, which is presently the most relevant source image separation problem, have been presented. The superiority of the proposed Bayesian technique has been demonstrated in the component separation of noisy astrophysical images. The FPICA did not do well under noise. SOBI and SMICA methods failed since the spectral shape of the synchrotron and dust were quite similar, and noise eclipsed the already meager spectral diversity. The Bayesian separation of modeling pixel interactions with MRF has given better results against the stationary non-Gaussian assumption. The GS-MRF method is also shown to be more robust than the ICM method in convergence.
There are three important paths to develop this work further. First, one can work to reduce the computational complexity of the proposed algorithm which is currently not appropriate for fast image handling. Presently, the observations form the initial values, that is, we initialize the algorithm with the noisy linear combination of the sources. Obviously this is not the best way to initialize. We have seen that a two-tier architecture, where FPICA runs first to generate the initial values for GS-MRF not only improves the results significantly, but also speeds up the GS part by an order of magnitude. Another stratagem to speed up the Gibbs sampling could be parallel sampling schemes.
Second, we have to address the problem of spatially varying characteristics of astrophysical images. For example, the mixing coefficients of the synchrotron and dust components are spatially varying. The observation noise is also not stationary, though with recent developments in antenna design this effect is mitigated. Over small patches, as we are currently using, mixing coefficients can be assumed constant, but over the sky map they are spatially varying. Hence, user defined parameters and must be appropriately estimated for each patch. This may improve the estimation performance and the speed of the algorithm. Third, for nonstationary mixing case, the mixing matrix itself can be modeled as an MRF.
APPENDIX A DETAILS OF METROPOLIS
The posterior of pixel of the source, , is comprised by (15) , (16) , (21), (22) , and (24) . It is explicitly written as (29) where the mean is represented with (30) Then, the acceptance ratio in (13) becomes for the th pixel (31) where and is proposed intensity value from density for pixel .
APPENDIX B DETAILS OF GIBBS SAMPLING
One cycle of Gibbs sampling scheme for source ; , mixing matrix; , and noise variance;
. . .
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