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Thomas-Fermi模型 (以下 TF模型と呼ぶ)は,原子番号の大きい原子の電子全体の粒子密度 ρ(x)についての
近似的な理論である. TF模型についての数学的に厳密な詳細,広範な考察は,すでに Lieb, Simonの [1]にある.
TF模型では原子核・電子間の引力も電子相互の斥力もクーロン相互作用としているが,本論文ではどちらも
湯川型相互作用とした湯川型 Thomas-Fermi模型 (以下 YTF模型と呼ぶ)を考察した.物理的な設定として妥
当ではないかもしれないが,たとえば金属結晶中の正イオン・伝導電子間の引力や伝導電子間の斥力が湯川型
相互作用で近似できるのは知られている [2].


















|x − y | dxdy, ρ ∈ T := {ρ ∈ L
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|x − y | dxdy.
エネルギー汎関数 Eα(ρ) は運動エネルギー項 Eα,K (ρ), 原子核・電子間引力湯川ポテンシャルエネルギー項




続量と考える. TF模型のエネルギー汎関数は α = 0, ρ ∈ T0 := {ρ ∈ T ∩ L1(R3)}としたものであることは知
られている.変分問題 Eα := inf{Eα(ρ)|ρ ∈ T }と Eα(λ) := inf{Eα(ρ)|ρ ∈ T , | |ρ| |L1(R3) = λ ≥ 0}を考え次の 4
つの定理と 1つの命題を証明することができた.
定理 1 α > 0を固定したとき Eα とそのミニマイザー ρα について次が成り立つ.











|x − y | dy (∀x ∈ R




(3) ρα(x) ∈ C∞(R3 \ {0}).
(4) ρα(x) > 0 (∀x ∈ R3 \ {0}).また, t ≤ 1として |x | 32 t ρα(x)は |x |について狭義減少,狭義凸関数となる.





(1) λ＞λα では, Eα(λ)は,ミニマイザーを持たない. さらに Eα(λ) = Eα は一定値.
(2) λ ≤ λα では, Eα(λ)はただ１つのミニマイザーを持つ. さらに λについて狭義減少狭義凸関数.
(3) Eα(λ)は λについて 0 ≤ λで連続, 0 < λで C1級関数で limλ↓0 dEα (λ)dλ = −∞.さらに 0 < λ ≤ λα で Eα(λ)
のミニマイザーを ρα,λ とすれば以下が成り立つ. ϵαF (λ)は物理的にはフェルミエネルギーである.
dEα(λ)
dλ
















|x − y | dy
)
dx.
注意 1.定理 1,定理 2は α = 0の TF模型でも成り立ち, TF模型では λ0 = Z であることが知られている [1].こ
れより TF模型の持つ重要な性質は YTF模型も持っていることがわかる.
さらに ρα, λα, Eαなどの各種の量のパラメータ αに関する連続性,単調性,および α→ 0および α→ ∞に
おける詳細な漸近公式を得ることができた.
命題 A 各点 x ∈ R3\{0}での電子密度 ρα(x),電子総量 λα,エネルギーの大きさ −Eα について,次が成り立つ.
1
(1)これら 3つの量はすべて 0 ≤ αで αについて狭義単調減少であり, α→ ∞で 0に収束する.電子総量 λα
を除く 2つの量は 0 ≤ αで αについて C1級である.電子総量 λα は 0 ≤ αで αについて連続であり, 0 < αで
αについて C1 級である.
(2) −Eα は 0 ≤ αで αについて狭義凸関数.



















|x − y |ρ0(x)ρ0(y)dxdy.





3α2 (x ∈ R3\{0}),










注意 2. E0 < 0, ρ0(x) ≤ min{Z
3
2 /|x | 32 , 27/(π2 |x |6)} =: m(x)であり, Z = 1のときの E0と ρ0(x)をそれぞれ Ẽ0と
ρ̃0(x)とすると E0 = Z
7
3 Ẽ0, ρ0(x) = Z2 ρ̃0(Z
1
3 x)であることが知られている [1].本論文中で ρα(x) ≤ m(x), α > 0
も示した.
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) 32 (x ∈ R3\{0}),
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) 32 > λα > 2(
2πZ
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注意 3.証明に際し TF模型で証明に使った道具を YTF模型用に新たに作った.例えばクーロン力でのニュー

















α |x | |y | max{ eα |x |sinh(α |y |),
eα |y |
sinh(α |x |) }
を使った.
注意 4. YTF模型については今まで考察されてこなかったと思われるが,この 4つの定理からわかるように,
YTF模型は TF模型に似た性質を持ち, α→ 0でなめらかに単調に TF模型に近づくことがわかった. α→ ∞
では Dα(ρα, ρα)の挙動でわかるように電子間斥力エネルギーの影響が小さくなり,ミニマイザーは運動エネル
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全体の粒子密度 ρ(x)についての近似的な理論である. 非線形とはなるが, 電
子の数だけ関数を持つハートレーフック近似に比べればたった 1つの関数 ρ
の単純な (すっきりとした) 模型である. TF 模型についての数学的に厳密な
詳細, 広範な考察は, すでに Liebと Simonによる ([6])にある. その後 TF模
型の研究は, Thomas-Fermi-von Weizs Üacker模型 ([1]), Thomas-Fermi-Dirac-von
Weizs Üacker模型 ([7][11])へと進展している.
本稿はこの流れとは別の角度で TF模型を拡張するものであり,主に湯川型




湯川相互作用について少し述べる.静電気力は,粒子間の距離を r として 1r
に比例するクーロンポテンシャルで表現され,遠距離力と言われる.これに対
し湯川相互作用は,粒子間距離 r ,正定数 αとして e−αrr に比例する湯川ポテン






本稿では YTF模型について 5つの定理を得た.定理 2.1と定理 2.2は, YTF
模型は TF模型の基本的な性質を全て持っているということを意味する定理で
ある.定理 2.3は α → 0,つまり YTF模型を TF模型に近づけていくときの基












BTF模型についても 5つの定理を得た.定理 3.1,定理 3.2,定理 3.4につい
ては,対応する YTF模型の定理 2.1,定理 2.2,定理 2.4と同等の結果が得られ











ρ(x)dx は連続量と考える. α = 0とすれば TF模型エネルギー汎
関数 E0(ρ)となる.



















|x − y | dxdy.
ここで Z, αは正の定数である.物理的には Z は原子番号であり, 1α は力の到
達距離の目安となる.また以下を定める.


















|x − y | dxdy.
ここでは,
T := {ρ ∈ L 53 (R3)|ρ ≥ 0},
として次の最小化問題を考える.
Eα := inf{Eα(ρ)|ρ ∈ T }.
4
また,
Tλ := {ρ ∈ T | | |ρ| |1 ≤ λ}, T∂λ := {ρ ∈ T | | |ρ| |1 = λ},
として,次の最小化問題も考える.
Eα≤(λ) := inf{Eα(ρ)|ρ ∈ Tλ}, Eα(λ) := inf{Eα(ρ)|ρ ∈ T∂λ}.
α = 0の YTF模型が通常の TF模型であり,この場合は
TTF := {ρ ∈ L
5
3 (R3) ∩ L1(R3)|ρ ≥ 0},
Tλ := {ρ ∈ T | | |ρ| |1 ≤ λ}, T∂λ := {ρ ∈ T | | |ρ| |1 = λ},
として,
ETF := inf{E0(ρ)|ρ ∈ T0},







定理 2.1 α > 0を固定したとき次が成り立つ.
















(3) Vα(x), ρα(x) ∈ C∞(R3 \ {0}).
(4) Vα(x) > 0 かつ ρα(x) > 0 (∀x ∈ R3 \ {0}). また, t ≤ 1 として
|x |tVα(x), |x |
3
2 t ρα(x)は |x |について狭義減少,狭義凸関数となる.




(1) λ＞λα では, Eα(λ)は,ミニマイザーを持たない.さらに Eα(λ) = Eα は
一定値.
(2) λ ≤ λα では, Eα(λ)はただ１つのミニマイザーを持つ.さらに λについ
て狭義減少狭義凸関数.
5
(3) Eα(λ) は λ について 0 ≤ λ < ∞ で連続, 0 < λ < ∞ で C1 級関数で
















ρα, λ(y)e−α |x−y |
|x − y | dy)dx.
注意.定理 2.1,定理 2.2は α = 0の TF模型で成り立つ.これはすでに Lieb
と Simonによる ([6])にある.
以下の定理の証明にも必要な, ρα(x)の一様減衰評価および, ρα, λα, Eαの α
に関する連続性,単調性に関する命題が成り立つが,これらについては, Section7
でまとめて扱うこととする.それらをもとに, α → 0および α → ∞における
種々の量の漸近挙動に関して次を得る.
定理 2.3 α → 0での漸近挙動に対し,以下が成り立つ.但し C1, C2, C3は次で
定まる正値定数で, ρ0 は TF模型のミニマイザーである.
C1 :=
∫












|x − y |ρ0(x)ρ0(y)dxdy.
(1)











Eα, K (ρα) = −E0 −
1
2




E0 + Z2α −
5
6
C3α2 + o(α2), (2)









C3α2 + o(α2). (3)
(3)




















|α=0(x) = 0 (x ∈ R3\{0}).
6
注意. E0 < 0, ρ0(x) ≤ min{Z
3
2 /|x | 32 , 27/π2 |x |6} =: m(x)であり, Z = 1のとき
の E0と ρ0(x)をそれぞれ Ẽ0と ρ̃0(x)とすると E0 = Z
7
3 Ẽ0, ρ0(x) = Z2 ρ̃0(Z
1
3 x)
であることが知られている ([6]).また命題 7.1で, ρα(x)の αに関する一様評
価として ρα ≤ m(x), α > 0も示した.

























2 |y |e−|x−y |
|x | 32 |y | 32 |x − y |
dxdy,










































































































注意. α → ∞では Dα(ρα, ρα)の挙動でわかるように電子間斥力エネルギー
の影響が小さくなり,ミニマイザーは運動エネルギーと引力エネルギーだけか





定理 2.5 各点 x ∈ R3\{0} での電子密度 ρα(x), 電子総量 λα, エネルギーの大
きさ −Eα,運動エネルギー Eα, K ,引力エネルギーの大きさ −Eα, A,斥力エネル
ギー Dα(ρα, ρα)について,
7
(1)これら 6つの量はすべて 0 ≤ αでαについて狭義単調減少であり, α → ∞
で 0に収束する.電子総量 λα を除く 5つの量は 0 ≤ αで αについて C1 級で
ある.電子総量 λα は 0 ≤ αで αについて連続であり, 0 < αで αについて C1
級である.
(2) −Eα は 0 ≤ αで αについて狭義凸関数. −Eα, Aと Dα(ρα, ρα)は α → 0
でも α → ∞ でも α について狭義凸な関数に漸近していく. λα と Eα, K は
α → 0では αについて狭義凹な関数に漸近していき, α → ∞では αについて
狭義凸な関数に漸近していく.
(3)エネルギー比は




















原点中心半径 Rの開球 B(R)内にしか電子全体は存在しないという BTF模型
の条件は考える関数空間TRの条件として以下のように表現される.この空間
が通常の TF模型の空間 TTF に入っていることに注意する.
TR := {ρ ∈ L
5
3 (R3)|ρ ≥ 0, |x | ≥ Rでρ(x) = 0}, (4)
⊂ TTF := {ρ ∈ L1(R3) ∩ L
5
3 (R3)|ρ ≥ 0}.
電子全体の粒子密度 ρ(x)についてのエネルギー汎関数 E (ρ)は通常の TF模
型と同じく以下の (5)で与える. 注意するのは, 関数空間 TR では, 開球 B(R)
の外では ρ(x) = 0であり,距離 |x − y |が 2R以上になると ρ(x), ρ(y)のどちら
かは 0になるので,エネルギー汎関数は (6)のように書いてもおなじというこ
とである.ここで χB(R)(x)は, |x | < Rで値 1, |x | ≥ Rで値 0をとる特性関数で
ある.さらに (7)のように積分領域を B(R), B(R)2 と考えても同じである.



































































|x − y | dxdy.




TR := {ρ ∈ L
5
3 (R3)|ρ ≥ 0, |x | ≥ Rでρ(x) = 0},
として次の最小化問題を考える.
ER := inf{E (ρ)|ρ ∈ TR}.
また,
TR, λ := {ρ ∈ TR | | |ρ| |1 ≤ λ}, TR, ∂λ := {ρ ∈ TR | | |ρ| |1 = λ},
として,次の最小化問題も考える.
ER≤(λ) := inf{E (ρ)|ρ ∈ TR, λ}, ER(λ) := inf{E (ρ)|ρ ∈ TR,. ∂λ}.
以後, 積分領域は R3, B(R)のどちらでもよい場合や R3×2, B(R)2 のどちら
でもよい場合省略する.
3.2 BTF模型の主な定理
定理 3.1 R > 0を固定したとき次が成り立つ.















|x − y | dy =: VR(x) (∀x ∈ B(R) \ {0}).
注意. B(R)の外では ρR(x) = 0だが VR(x) ≥ 0で関係はない.
(3) VR(x), ρR(x) ∈ C∞(B(R) \ {0}).
(4) VR(x) > 0 かつ ρR(x) > 0 (∀x ∈ B(R) \ {0}). また, t ≤ 1 として
0 < |x | < R で |x |tVR(x), |x |
3
2 t ρR(x)は |x | について狭義減少, 狭義凸関数と
なる.
9




(1)任意のλ ≥ 0で, ER(λ)は,ただ１つのミニマイザー ρR, λを持つ. ρR, λ(x)
は |x |の関数.
(2)任意の λ ≥ 0で, ER(λ)は狭義凸関数. λ ≤ λR で狭義減少関数, λ ≥ λR
で狭義増加関数
(3) ER(λ) は λ について 0 ≤ λ < ∞ で連続, 0 < λ < ∞ で C1 級関数で



















|x − y | dy)dx.
以下の定理の証明にも必要な, ρR, λR, ERの Rに関する連続性,単調性に関
する命題が成り立つが,これらについては, Section13でまとめて扱うこととす
る.それらをもとに,種々の量の R → ∞における連続性および R → 0におけ
る漸近挙動に関して次を得る.
定理 3.3 通常の TF模型のエネルギーの下限を ETF ,そのときのミニマイザー
を ρTF とし,そのときの全電子量は Z と知られているが.
(1) R → ∞で, ER → ETF .
(2) R → ∞で, ρR(x) → ρTF (x) (x ∈ R3\{0}).
(3) R → ∞で, λR → Z .
(4) R → ∞で, ρR → ρTF in Lr (R3) (1 ≤ r ≤ 53 ).
定理 3.4 R → 0での漸近挙動に対し,以下が成り立つ.
(1)
( Z|x | )
3














(ZR) 32 > λR >
8π
3









































定理 3.5 (1)各点 x ∈ B(R)\{0}での電子密度 ρR(x),電子総量 λR,エネルギー
の大きさ −ER について,電子総量 λR とエネルギーの大きさ −ER は 0 < Rで
Rについて狭義単調増加であり, R → 0で 0に収束する. エネルギーの大き
さ −ER は 0 < Rで Rについて C1級であり,各点 x ∈ B(R)\{0}での電子密度
ρR(x)と電子総量 λR は 0 < Rで Rについて連続である.
(2)エネルギー比は










トンの定理及び Dα( f , g)に関する補題を上げる.最後に他のあとで使う補題
を上げた.
4.1 あとで使う補題 (結果のみ）と湯川型ニュートンの定理
補題 4.1 (合成積のヤングの不等式) ([5, Section4. 2remark(2)]). 1 ≤ p, q, r ≤









| | f ∗ g | |Lr ≤ || f | |Lp | |g | |Lq .
補題 4.2 (共役関数の合成積の連続性と遠方での 0への収束) ([5, Section2. 20]).
1 < p, q < ∞, 1 = 1p +
1
q として, f ∈ Lp(R3), g ∈ Lq(R3)に対して合成積
f ∗ g(x) :=
∫
R3
f (y)g(x − y)dy は R3 で連続関数である. また |x | → ∞ で
f ∗ g(x) → 0.
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補題 4.3 (弱最大値原理) ([5, Section9. 3, 9. 4]). U を有界開集合, f ∈ C(Ū),
−∆ f ≤ 0 in D ′(U)とすれば, supŪ f ≤ sup∂U f .
系 4.4 U を開集合, f (x) → 0 (|x | → ∞), f ∈ C(Ū), −∆ f ≤ 0 in D ′(U)なら
ば, supŪ f ≤ sup∂U f +.ただし f +(x) = max{ f (x), 0}.
(証明.) B(R)を原点中心半径 Rの開球とし, UR := U∩B(R)とおくと, f ≤ f +
なので補題 4.3より, supŪR f ≤ max{sup∂U f
+, sup∂B(R) f +}. R → ∞とすれ
ば, supŪ f ≤ sup∂U f +.
補題 4.5 (強最大値原理) ([3, Chapter6. 4]).
Uを有界連結開集合, f ∈ C2(U)∩C(Ū), γ ∈ L∞(U), γ ≥ 0として (−∆+γ) f ≤
0 in U とする. さらに内点 x0 ∈ U で, 非負値の最大値 M = f (x0) をとるな
ら, f ≡ M in Ū.
補題 4.6 (中点的狭義凸関数ならば狭義凸関数) ([12, 2章 1節]).
連続関数 f :区間 I → Rについて,




{ f (a) + f (b)} (∀a, b s. t . a , b, a, b ∈ I)
ならば f は区間 I で狭義凸関数.
補題 4.7 (マツァの定理) ([5, Section2. 13]).
可測集合 U ⊂ R3, 1 ≤ p ≤ ∞ で { fn}∞n=1 ⊂ Lp(U), f ∈ Lp(U) が fn ⇀
f in Lp(U)と弱収束するならば次が成り立つ.
∃{Fn}∞n=1 ⊂ Lp(U), ∃{Cni | i, n ∈ N, 1 ≤ i ≤ n, Cni ≥ 0, Σni=1Cni = 1} s. t .
強収束 Fn → f , Fn = Σni=1Cni fi .
補題 4.8 (正則性定理 1) ([8,定理 2. 25]).
領域Ｄで u ∈ H1(D)が ∀ϕ ∈ C∞c (D)に対し∫
D




を満たし,さらに V ∈ L∞(D), f ∈ L2(D)ならば,
∀D1 ⋐ ∀D2 ⋐ Dに対し∃Cs. t . | |u| |H2(D1) ≤ C(| |u| |L2(D2) + | | f | |L2(D2)).
但し領域 A, Bに対し A ⋐ Bとは, Āがコンパクトかつ Ā ⊂ Bと定義する.
補題 4.9 (正則性定理 2) ([8,系 2. 27]).
領域Ｄで u ∈ H1(D)が ∀ϕ ∈ C∞c (D)に対し∫
D




を満たし,さらに V, f ∈ C∞(D)ならば, u ∈ C∞(D)となる.
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補題 4.10 ( f +, f − の性質) ([5, Section 6. 18]).
f ∈ H1 で f + := max{ f , 0}, f − := max{− f , 0}に対し以下が成り立つ.
f +, f − ∈ H1, f + f − = 0, ∇ f ± =

±∇ f (± f > 0)
0 (± f ≤ 0)
, ∇ f + · ∇ f − = 0.
補題 4.11 (u ∈ H1(R3)となる条件) ([4, Proposition 9. 3]). u ∈ L2(R3)で h ,
0, h ∈ R3, Dhu := u(x+h)−u(x)|h | と定めるとき,
u ∈ H1(R3) ⇐⇒ ∃C ≥ 0 s. t . | |Dhu| |L2(R3) ≤ C (∀h ∈ R3).
このとき | |Dhu| |L2(R3) ≤ ||∇u| |L2(R3).
補題 4.12 f ∈ L1(R3) ∩ L 53 (R3)のとき, C は独立な定数で,∫
R3
| f (y)|
|x − y | dy ≤ C(
∫
R3
| f (y)|dy) 16 (
∫
R3
| f (y)| 53 dy) 12 .
(証明)平行移動とヘルダーの不等式を使って,任意の τ > 0に対し,∫
R3
| f (y)|
|x − y | dy =
∫
R3





| f (y + x)|
|y | dy +
∫
|y |>τ





( 1|y | )
5
2 dy) 25 (
∫
|y |<τ






































| f (y)|dy) 16 (
∫
R3
| f (y)| 53 dy) 12 .




|x − y | dy
=
∫
|y |< |x |
e−α |x | sinh(α |y |)ρ(y)dy
α |x | |y | +
∫
|y |> |x |
e−α |y | sinh(α |x |)ρ(y)dy








α |x | |y | max{ eα |x |sinh(α |y |),
eα |y |
sinh(α |x |) }
.
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特に ρ ∈ L1(R3) ∩ L 53 (R3)かつ ρが球対称のとき, α → 0と極限をとれば,∫
R3
ρ(y)
|x − y | dy =
∫










max{|x |, |y |} . (9)
注意. α = 0で (9)式が成立することは,ニュートンの定理として既知であ




|ρ(y) |e−α |x−y |
|x−y | dy ≤ (
∫
R3
|ρ(y)| 53 dy) 35 (
∫
R3
( e−α |x−y ||x−y | )
5
2 dy) 25 < ∞
から以下の極座標による逐次積分は可能である.









exp{−α(t2 + r2 − 2tr cos θ) 12 }













exp{−α(t2 + r2 − 2tr cos θ) 12 }























































t = |x |, r = |y |なので,
(L. H. S) =
∫
|y |< |x |
ρ(r)e−α |x | sinh(α |y |)
α |x | |y | dy +
∫
|y |> |x |
ρ(r)e−α |y | sinh(α |x |)
α |x | |y | dy.
|y | < |x |では e−α |x | sinh(α |y |) < e−α |y | sinh(α |x |),
|y | > |x |では e−α |x | sinh(α |y |) > e−α |y | sinh(α |x |)なので,




α |x | |y | min{e
−α |x | sinh(α |y |), e−α |y | sinh(α |x |)}dy.
通常の α = 0でのニュートンの定理に合わせて, minを maxで書き換えれば,




α |x | |y | max{ eα |x |sinh(α |y |),
eα |y |
sinh(α |x |) }
.
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step2. ρ ∈ L1(R3) ∩ L 53 (R3)かつ ρが球対称のとき, α → 0の極限をとる.




|x−y | 及び補題 4.12より |
ρ(y)e−α |x−y |
|x−y | | ≤
ρ(y)
















|x − y | dy. (10)
式 (8)の右辺第 1項は, limα→0
χ{|y |< |x |}e
−α |x | sinh(α |y |)ρ(y)
α |x | |y | =
χ{|y |< |x |}ρ(y)
|x | 及び,
sinh(α |y |)
α |y | は増加関数なので 0 < α < 1として
| χ{|y |< |x |}e
−α |x | sinh(α |y |)ρ(y)
α |x | |y | | ≤ (
sinh( |x |)








χ{ |y |< |x | }e−α |x | sinh(α |y |)ρ(y)dy






χ{ |y |< |x | }e−α |x | sinh(α |y |)ρ(y)dy
α |x | |y |
=
∫
|y |< |x |
ρ(y)dy
|x | . (11)
式 (8)の右辺第 2項は, limα→0
χ{|y |> |x |}e
−α |y | sinh(α |x |)ρ(y)
α |x | |y | =
χ{|y |> |x |}ρ(y)
|y | 及び,
sinh(α |y |)
α |y | は増加関数なので 0 < α < 1として
| χ{|y |> |x |}e
−α |y | sinh(α |x |)ρ(y)
α |x | |y | | ≤ (
sinh( |x |)








χ{ |y |> |x | }e−α |y | sinh(α |x |)ρ(y)dy






χ{ |y |> |x | }e−α |y | sinh(α |x |)ρ(y)dy
α |x | |y |
=
∫
|y |> |x |
ρ(y)dy
|y | . (12)
式 (10), (11), (12)よりニュートンの定理の式 (9)が得られた.
4.2 内積 Dα( f , g)についての補題
補題 4.14 α > 0とする.実関数 f , g ∈ L 53 (R3)に対し,定数 C > 0があって,
Dα( f , g) ≤ C | | f | | 5
3 (R3)
| |g | | 5
3 (R3)
.









f (x)g(y)e−α |x−y |




f (x)(g ∗ hα)(x)dx
≤ 1
2



































∃{ϕn}, {ψn} ⊂ C∞c s. t . n → ∞で ϕn → f in L 53 (R3)かつ ψn → g in L 53 (R3)
であるが,さらに次が成り立つ.
Dα(ϕn, ψn) → Dα( f , g).
(証明) Dα(ϕn, ψn) → Dα( f , g)を示す.三角不等式より,
|Dα( f , g) − Dα(ϕn, ψn)| ≤ |Dα( f , g − ψn)| + |Dα( f − ϕn, ψn)|. (13)
hα(x) := e
−α |x |
|x | とおく.補題 4.14より,
|Dα( f , g − ψn)| ≤ | | f | | 5
3
| |(g − ψn)| | 5
3
| |hα | | 5
4
→ 0, (14)
|Dα( f − ϕn, ψn)| ≤ | |ψn | | 5
3
| |( f − ϕn)| | 5
3
| |hα | | 5
4
≤ C | |( f − ϕn)| | 5
3
| |hα | | 5
4
→ 0. (15)
最後の行は, | |ψn | | 5
3
→ ||g | | 5
3
より | |ψn | | 5
3
が有界列となり,定数 C で押さえら
れることによる.式（13）（14）（15）より Dα(ϕn, ψn) → Dα( f , g)となる.
補題 4.16 α > 0とする.
(1) f ∈ L 53 (R3)のとき, Dα( f , f ) ≥ 0.等号成立条件は f = 0.
(2)(シュヴァルツ不等式 ) f , g ∈ L 53 (R3)のとき,
Dα( f , g)2 ≤ Dα( f , f )Dα(g, g).
等号成立条件は g = 0または C を実定数として f = Cg.
(3)Dα( f , f )は狭義凸汎関数.つまり f , g ∈ L
5
3 (R3), f , g, 0 < t < 1として,
Dα(t f + (1 − t)g, t f + (1 − t)g) < tDα( f , f ) + (1 − t)Dα(g, g).
注意. α = 0でも成立する. ([5, Section9. 8]).
((1)の証明.) step1.まずDα( f , f ) ≥ 0を示す. 補題 4.15より, f ∈ C∞c (R3)と
して, Dα( f , f ) ≥ 0を示せばよい. hα(x) := e
−α |x |
|x | として, f , hα, f ∗hα ∈ L2(R3)
よりフーリエ変換の一般論から,








Dα( f , f ) =
∫
f ( f ∗ hα)dx =
∫
(F ∗ f )F ( f ∗ hα)dξ
=
∫
(F ∗ f )(2π) 32 (F f )(F hα)
= 4π
∫
|F f |2 1
|ξ |2 + α2
dξ ≥ 0.
最後の式は (2π) 32 (F hα)(ξ) =
∫
e−α |x |e−ix ·ξ




(2π) 32 (F hα)(ξ) =
∫






































































|ξ |2 + α2
(17)
(16), (17)より
(2π) 32 (F hα)(ξ) =
4π
|ξ |2 + α2
(18)
step2. (1) での等号成立条件を示す. 逆は自明なので, Dα( f , f ) = 0 なら
ば f = 0 であることを示す. f ∈ L 53 (R3) かつ Dα( f , f ) = 0 ならば f = 0
のとき, 補題 4.15から, ∃{ϕn} ⊂ C∞c s. t . n → ∞ で ϕn → f in L 53 (R3)かつ
Dα(ϕn, ϕn) → Dα( f , f ) = 0. このとき | |F f | | 5
2
≤ C | | f | | 5
3
([13, 14章定理 14.
18]参照)より, | |F ϕn − F f | | 5
2
≤ C | |ϕn − f | | 5
3
→ 0(n → ∞).これよりある部分
列があって（部分列も {ϕn}で表記）各点 ξ で
F ϕn(ξ) → F f (ξ) (a. e. ξ) (n → ∞). (19)
一方




|ξ |2 + α2
dξ → 0 (n → ∞).
17
つまり | | |F ϕn |2 1|ξ |2+α2 | |1 → 0 (n → ∞)よりさらに部分列をとって（この部分
列も {ϕn}で表記）各点 ξ で |F ϕn |2 1|ξ |2+α2 → 0 (a. e. ξ) (n → ∞)なので,
F ϕn(ξ) → 0 (a. e. ξ) (n → ∞). (20)
式（19)（20)から F f (ξ) = 0(a. e. ξ),これより f = 0.
なぜなら緩増加超関数の空間をS ′として, f ∈ L 53 (R3) ⊂ S ′であり,フー
リエ変換はS ′からS ′への同型写像（特に単射）なので, F f (ξ) = 0ならば
f = 0といえる.
((2)の証明.) 補題 4.16(1)より, f , g ∈ L 53 (R3)のとき,任意の実数ｔに対し,
0 ≤ Dα( f − tg, f − tg) = Dα(g, g)t2 − 2Dα(g, f )t + Dα( f , f ).
Dα(g, g) = 0の場合. Dα(g, f ) = 0となり成立.
Dα(g, g) , 0の場合. (判別式）＝ Dα(g, f )2 − Dα(g, g)Dα( f , f ) ≤ 0となり
成立.
等号成立条件. 逆は自明なので Dα( f , g)2 = Dα( f , f )Dα(g, g) → g = 0ま
たは f = Cg（C は実数）を示す.
g = 0の場合成立. g , 0の場合,
Dα(
Dα( f , g)
Dα(g, g)
g − f , Dα( f , g)
Dα(g, g)




(Dα( f , g)2 − 2Dα( f , g)2 + Dα(g, g)Dα( f , f )) = 0.
これより f = Dα ( f , g)Dα (g, g)g.
((3)の証明.) f , g, 0 < t < 1で,
tDα( f , f ) + (1 − t)Dα(g, g) − Dα(t f + (1 − t)g, t f + (1 − t)g)
= t(1 − t)(Dα( f , f ) − 2Dα( f , g) + Dα(g, g))
= t(1 − t)Dα( f − g, f − g) > 0.







Vα, ρ ∈ C(R3\{0}), Vα, ρ(x) → 0 (|x | → ∞),
(∆ − α2)Vα, ρ = 4πρ in D ′(R3\{0}). (21)
特に ρ ∈ C∞(R3\{0})で球対称なら,
(∆ − α2)Vα, ρ = 4πρ in R3\{0}. (22)
注意. α = 0でも成立する. ([5, Section6. 21]).






で,無限遠で 0に収束する.これよりVα, ρ ∈ C(R3\{0}), Vα, ρ(x) → 0(|x | → ∞).
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step1.
(∆ − α2)( Ze
−α |x |
|x | ) = 0 in D
′(R3\0).
これを示す. ϕ ∈ C∞c (R3\{0})として, ある ϵ > 0があって, supp ϕ ⊂ R3\B(ϵ)






























|x − y | ) = −4πδ(x − y) in D
′(R3).

































|z | ) · ∇zϕ(z + y)dz}
定数 Cがあって | e−α |z ||z | ∇zϕ(z + y) · (−n)| ≤
C
ϵ より第 1項は 0に収束する.第 2
項は再びガウスの発散定理から,





























|z | ϕ(z + y)dz}









|x − y | dy) = 4πρ(x) in D
′(R3).
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|x−y | (∆xϕ(x)) = Dα(ρ, ∆ϕ) ∈ L1(R3 × R3),
ρ(y)e−α |x−y |
|x−y | (ϕ(x)) = Dα(ρ, ϕ) ∈ L1(R3 × R3)より,フビニの定理から,

















|x − y | dy)ϕ(x)dx + 4π
∫
ρϕdx.
以上 step1, 3より結果 (21)が得られる.
step4.特に ρ ∈ C∞(R3\{0})で球対称場合.補題 4.13の (8)より, |x | = r, |y | =
sとし, ρ(y) = ρ(s)と表記すれば,∫
ρ(y)e−α |x−y |

















これより, ρ ∈ C∞(R3\{0})で球対称なら,
∫
ρ(y)e−α |x−y |
|x−y | dy ∈ C∞(R3\{0}). 微分



































(∆ − α2)Vα, ρ = 4πρ in R3\{0}.
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4.3 エネルギー汎関数の L 53−弱下半連続性などのあとで使う
補題
補題 4.18 (Eα(ρ), E (ρ) の下半連続性)
(1)(YTF模型で α > 0の場合) {ρn}∞n=1 ⊂ T , ρ0 ∈ L
5
3 (R3), ρn ⇀ ρ0 in L
5
3 (R3)
を仮定すれば, α > 0で, ρ0 ∈ T , lim infn→∞ Eα(ρn) ≥ Eα(ρ0)となる.
(2)(BTF模型で) {ρn}∞n=1 ⊂ TR, ρ0 ∈ L
5
3 (R3), ρn ⇀ ρ0 in L
5
3 (R3)と仮定す
ると, ρ0 ∈ TR, lim infn→∞ E (ρn) ≥ E (ρ0)となる.
(3)(YTF模型で α = 0の場合及び BTF模型で) 1 < r ≤ 53 なる任意の r に
対して, {ρn}∞n=1 ⊂ TTF, ρ0 ∈ Lr (R3) ∩ L1(R3), ρn ⇀ ρ0 in Lr (R3)を仮定すれ
ば, ρ0 ∈ TTF , lim infn→∞ E (ρn) ≥ E (ρ0)となる.
(1)の証明.
A := {x |ρ0(x) < 0}, Akl := {x | |x | ≤ k, ρ0(x) ≤ −1l , k, l ∈ N} とおくと
χAkl ∈ L
5




χAkl ρ0 ≤ −1l |Akl |.
これより |Akl | = 0. ゆえに |A| = | ∪k,l∈N Akl | ≤ Σk,l∈N |Akl | = 0 すなわち
ρ0(x) ≥ 0 (a. e. x).よって ρ0 ∈ T .















ρn ⇀ ρ0 in L
5







|x | dx =
∫
ρ0Ze−α |x |
|x | dx. (25)
補題 4.1の合成積のヤングの不等式より, | |ρ0 ∗ e
−α |x |
|x | | | 52 ≤ ||ρ0 | | 53 | |
e−α |x |







|x−y | dy ∈ L
5

























|x − y | dydx = Dα(ρ0, ρ0). (26)
補題 4.16(2)より Dα(ρn, ρ0)2 ≤ Dα(ρ0, ρ0)Dα(ρn, ρn)だが, n → ∞とすれば,
式 (26)より,




































|x − y | dxdy
≥ Eα(ρ0).
(2)の証明. step1. ρ0 ∈ T を示す.
A := {x |ρ0(x) < 0}, Akl := {x | |x | ≤ k, ρ0(x) ≤ −1l , k, l ∈ N} とおく
と χAkl ∈ L
5







l |Akl |.これより |Akl | = 0.ゆえに |A| = | ∪k,l∈N Akl | ≤ Σk,l∈N |Akl | = 0.すな
わち ρ0(x) ≥ 0 (a. e. x).
D := {x | |x | ≥ R, ρ0(x) > 0}, Dkl := {x | R ≤ |x | ≤ k, ρ0(x) ≥
1
l , k, l ∈ N, R ≤ k} とおくと χDkl ∈ L
5






χDkl ρ0 ≥ 1l |Dkl |. これより |Dkl | = 0. ゆえに |D| =
| ∪k,l∈N Dkl | ≤ Σk,l∈N |Dkl | = 0.すなわち ρ0(x) = 0 (a. e. x ∈ {x | |x | ≥ R}).
ρ0 ∈ L
5
3 (R3), ρ0(x) ≥ 0 (a. e. x), ρ0(x) = 0 (a. e. x ∈ {x | |x | ≥ R})の 3点か
ら ρ0 ∈ TR.
step2. lim infn→∞ E (ρn) ≥ E (ρ0)を示す.















ρn ⇀ ρ0 in L
5







|x | dx =
∫
ρ0Z χB(R)(x)
|x | dx. (29)
補題 4.1の合成積のヤングの不等式より, | |ρ0∗
χB(2R)(x)
|x | | | 52 ≤ ||ρ0 | | 53 | |
χB(2R)(x)






|x−y | dy ∈ L
5





















|x − y | dydx = D(ρ0, ρ0). (30)
補題 4.16(2)より D(ρn, ρ0)2 ≤ D(ρ0, ρ0)D(ρn, ρn)だが, n → ∞とすれば,式
(30)より,









|x − y | dx ≥
∫
ρ0(x)ρ0(y)χB(2R)(x − y)






















|x − y | dxdy
≥ Eα(ρ0).
step3.さらに {ρn}∞n=1 ⊂ TR を仮定すれば ρ0 ∈ TR となることを示す.
(3)の証明. A := {x |ρ0(x) < 0}, Akl := {x | |x | ≤ k, ρ0(x) ≤ −1l , k, l ∈ N}と
おくと χAkl ∈ L
5






l |Akl |.これより |Akl | = 0.ゆえに |A| = | ∪k,l∈N Akl | ≤ Σk,l∈N |Akl | = 0すなわ
ち ρ0(x) ≥ 0 (a. e. x).すでに ρ0 ∈ L
5
3 (R3) ∩ L1(R3)なので, ρ0 ∈ TTF .
















|x | = χ{ |x |<1}
Z
|x | + χ{ |x |>1}
Z
|x | ∈ L
5











|x | dx = limn→∞
∫
ρn χ{ |x |<1}
Z
|x | dx + limn→∞
∫





ρ0 χ{ |x |<1}
Z
|x | dx +
∫
ρ0 χ{ |x |>1}
Z








4 (R3)かつχ{ |x |<1}
Z
|x | ∈ L
5
2 (R3)よりρ0 ∗ χ{ |x |<1}
Z




7 (R3)かつχ{ |x |<1}
Z
|x | ∈ L
4(R3)よりρ0 ∗ χ{ |x |>1}
Z
|x | ∈ L
8(R3).
これらから,
ρ0 ∗ χ{ |x |<1}
Z
|x | ∈ L
5(R3)に対し, ρn ⇀ ρ0 in L
5
4 (R3),
ρ0 ∗ χ{ |x |<1}
Z
|x | ∈ L







































ρ0(x)(ρ0 ∗ χ{ |x |<1}
Z















|x | )(x)dx = D0(ρ0, ρ0). (34)
([5, Section9. 8])にあるようにα = 0でも補題4.16(2)は成り立ち, D0(ρn, ρ0)2 ≤
D0(ρ0, ρ0)D0(ρn, ρn)だが, n → ∞とすれば,式 (34)より,






























|x | dx + lim infn→∞
∫
ρn(x)ρn(y)
|x − y | dxdy
≥ E (ρ0).
補題 4.19 (各点収束かつノルム収束なら強収束) 1 ≤ p < ∞として, { fn}∞n=1 ⊂
Lp(R3), f ∈ Lp(R3)のとき,
n → ∞のとき各点収束 fn(x) → f (x) (a. e. x ∈ R3)とノルム収束 | | fn | |Lp (R3) →
|| f | |Lp (R3) が両方成立するならば,強収束 | | fn − f | |Lp (R3) → 0も成立する.
(証明) 関数 y = xp (p ≥ 1) の凸性から | f (x) |
p+ | fn |p
2 ≥ (
| f (x) |+ | fn(x) |
2 )p ≥
( | f (x)− fn(x) |2 )p なので,










{2p−1(| f (x)|p + | fn(x)|p) − | f (x) − fn(x)|p}dx
= 2p
∫





(an − bn) ≤ lim sup
n→∞
an + lim inf
n→∞
(−bn) = lim sup
n→∞











2p−1(| f (x)|p + | fn(x)|p)dx − lim sup
n→∞
∫
| f (x) − fn(x)|pdx
= 2p
∫
| f (x)|pdx − lim sup
n→∞
∫





| f (x) − fn(x)|pdx ≤ 0.
これは強収束 | | fn − f | |Lp (R3) → 0の成立を意味する.
補題 4.20 C∞c (R3\{0})は H1(R3)で稠密である.
(証明) C∞c (R3)がH1(R3)で稠密であることはよく知られている. ([4, Theorem
9. 2]).これをもとに証明する.従って次が成り立つ.
u ∈ H1(R3)ならば ∃{un}∞n=1 ⊂ C∞c (R3) s. t . un → u in H1(R3).
一方,定数 k > 0があって,次の条件を満たす η(x), ηn(x)がある.
η ∈ C∞(R3), 0 ≤ η(x) ≤ 1, η(x) =

0 (|x | ≤ 1)
1 (|x | ≥ 2)
, |∇η(x)| ≤ k, ηn(x) = η(nx).
{ηnun}∞n=1 ⊂ C∞c (R3\{0})なので ηnun → u in H1(R3)を示せばよい.まず,
| |ηnun − u| |H1(R3) ≤ ||ηnun − ηnu| |H1(R3) + | |ηnu − u| |H1(R3)
≤ ||ηnun − ηnu| |L2(R3) +
3∑
i=1
| | ∂(ηnun − ηnu)
∂xi
| |L2(R3)
+| |ηnu − u| |L2(R3) +
3∑
i=1
| | ∂(ηnu − u)
∂xi
| |L2(R3)
あとは n → ∞のとき,右辺の各項が 0に収束することを示せばよい.第 1項は,
| |ηnun − ηnu| |2L2(R3) ≤ ||un − u| |
2
L2(R3) ≤ ||un − u| |
2
H1(R3) → 0 (n → ∞).
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第 2項は,分割した後半の項でソボレフの埋込定理から (un − u) ∈ H1(R3) ⊂
L6(R3)に注意して,最後はルベーグ収束定理を使って,定数を C として,
























≤ ||un − u| |2H1(R3) + k
2n2(
∫











3 → 0 (n → ∞).
第 3項は,ルベーグ収束定理で,
| |ηnu − u| |2L2(R3) =
∫
|(ηnu − u)|2dx → 0 (n → ∞).
第 4項は,分割した前半の項ではルベーグ収束定理を使って,分割した後半の
項ではソボレフの埋込定理から (un − u) ∈ H1(R3) ⊂ L6(R3)に注意して,最後
はルベーグ収束定理で,定数を C として,

































































3 dx) 35 .

























































































, ∀ρ ∈ T .　 (38)








step1より Eα(ρ1) ≥ Eα(ρ2) ≥ · · · → Eα となる最小化列 {ρn} ⊂ T がある.











なので, L 53 (R3)有界
列である.これより部分列（部分列も {ρn}で表記する）{ρn}と ρ0 ∈ L
5
3 (R3)
が存在し ρn ⇀ ρ0 と L
5
3 (R3) で弱収束する. これより補題 4.18(1) の仮定を
満たすので, ρ0 ∈ T かつ Eα = limn→∞ Eα(ρn) ≥ E (ρ0). 逆に, ρ0 ∈ T より
E (ρ0) ≥ Eα.よって ρ0 は Eα のミニマイザーである.










数 ([6,定理 2. 6]参照).また補題 4.16(3)から Dα(ρ, ρ)は狭義凸関数.これらか
ら Eα(ρ)は狭義凸性を持つ.ミニマイザーが ρ0と σ0と 2つあれば, ρ0+σ02 ∈ T
かつ狭義凸性より Eα (ρ0)+Eα (σ0)2 > Eα(
ρ0+σ0
2 )となり矛盾.




次の 3つの補題 5. 1, 5. 2, 5. 3を使って定理 2.1(2)が示される.










|x − y | dy)ρα(x) = 0 (a. e. x ∈ R
3).
(証明) ϕ ∈ C∞c (R3), s ∈ (−ϵ, ϵ)とし, ϵ > 0が十分小さければ, ρα(1+ sϕ) ∈ T
























|x − y | dy)ρα(x) = 0 (a. e. x ∈ R
3).










|x − y | dy ≥ 0 (a. e. x ∈ R
3).
(証明) f ∈ L 53 (R3), f ≥ 0, t > 0とすれば, ρα + t f ∈ T より,
d










|x − y | dy) f (x)dx ≥ 0,
∀ f ∈ L 53 (R3)かつ f ≥ 0. (39)
A := {x |ρα(x)
2





|x−y | < 0} とおくと, |A| = 0. なぜな


















|x − y | dy ≥ 0 (a. e. x ∈ R
3).








|x − y | dy ≥ 0 (x ∈ R
3 \ {0}).
(証明) A := {x ∈ R3 \ {0}|Vα(x) < 0}が空集合であることを示せばよい.補
題 4.17より, Vα ∈ C(R3 \ {0})なので
Aは開集合. (40)
補題 4.17より,





|x−y | dyは有界なので, x = 0
のある近傍で Vα > 0.これより dist{0, A} > 0.これより Ā ⊂ R3 \ {0}なので,
Vα(x) ∈ C(Ā). (42)
















|x−y | dy > 0.これと補題 5.1から, A上では ρα = 0となる.このこ
とと補題 4.17から,
−∆(−Vα) = α2Vα + 4πρα = α2Vα < 0 in D ′(A). (43)
28






Vα(x)の連続性, Aが開集合, dist{0, A} > 0から, Vα(x) = 0 on ∂Aなので,
sup
Ā
(−Vα) ≤ 0. (45)
これは Aが空集合を意味する.
定理 2.1(2)の証明.. step1.オイラーラグランジュ方程式を導く.










|x − y | dy = 0 (a. e. x ∈ R
3 ∩ {x |ρα(x) , 0}).










|x − y | dy = 0 (a. e. x ∈ R
3 ∩ {x |ρα(x) = 0}).

















|x − y | dy = 0 (R












|x − y | dy ≥ 0.
よって,
Z ≥ |x |eα |x |(
∫
ρα(y)e−α |x−y |
|x − y | dy).
補題 4.13より,
Z ≥ |x |eα |x |(
∫
|y | ≤ |x |
ρα(y) sinh(α |y |)
α |x | |y |eα |x |
dy +
∫
|y | ≥ |x |
ρα(y) sinh(α |x |)




|y | ≤ |x |
ρα(y) sinh(α |y |)
α |y | dy.




ρα(y) sinh(α |y |)
α |y | dy ≥
∫
R3
ρα(y)dy = λα .
29
5.3 定理 2.1(3)の証明.









α より, ρα ∈ C(R3\{0}). ρα, Vα は球対称なので ρα(r), Vα(r)とも書くこと
にする.すると ρα(r), Vα(r) ∈ C((0, ∞)).定理 2.1(2)より ρα ∈ L1(R3)なので































り ρα(r) ∈ C1((0, ∞)). この操作を繰り返し, Vα(r) ∈ C∞((0, ∞)), ρα(r) ∈
C∞((0, ∞)).よって Vα ∈ C∞(R3\{0}), ρα ∈ C∞(R3\{0})
5.4 定理 2.1(4)の証明.
(証明) step1. Vα(x) > 0かつ ρα(x) > 0 (∀x ∈ R3 \ {0})を示す.
0 < r < Rなる任意の r, Rに対し UrR := {x |r < |x | < R}とおく. UrR で
Vα > 0を示せばよい.そうすれば ρα = V
3
2
α から ρα > 0となるからである.
補題 4.17と定理 2.1(3)より,
有界連結開集合UrRで, Vα ∈ C2(UrR) ∩ C(ŪrR). (48)
補題 4.17より







α は ŪrR で連続なので最大値 γ ≥ 0 を持つので, −∆(−Vα) ≤ γVα
よって,
(−∆ + γ)(−Vα) ≤ 0, γ ≥ 0 in UrR . (49)
ここから背理法で Vα > 0 in UrR を示す.すでに補題 5.3から −Vα ≤ 0 in UrR
なので,結論を否定すれば ŪrR のある内点 x0 で Vα(x0) = 0となる.よって
ŪrRの内点 x0で, 最大値 − Vα(x0) = 0をとる. (50)
強最大値原理の補題 4.5の仮定を (161), (162), (163)は満たすので,
Vα(x) ≡ 0 in ŪrR . (51)
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ところがこれは ρα(x) ≡ 0 in R3 \ {0}を意味する.つまりミニマイザー ρα ≡ 0




|x | > 0となる ρ0(x)に対して Eα(λρ0(x))を考えれ
ば, λ > 0を十分小さくとれば Eα(λρ0(x)) < 0となる.)

































































< 0 (0 < r < ∞).
これより t ≤ 1なら r tVα は狭義減少関数. r
3




step3. t ≤ 1 , r ∈ (0, ∞)で r tVα(r), r
3
2 t ρα(r)は狭義凸関数であることを示す.
補題 4.16と, Vα, ρα ∈ C∞(R3\{0})から, (∆− α2)Vα(r) = 4πρα(r) in R3\{0}.














+ α2Vα + 4πρα) + 2
∂Vα(r)
∂r














+(t − 1)(t − 2)r t−3(rVα(r)).
(52)の ∂2
∂r2
(rVα(r)) > 0と step2の ∂∂r (rVα(r)) < 0から t ≤ 1ならば,
∂2
∂r2
(r tVα(r)) > 0.
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(r tVα(r)) > 0.
よって r
3
2 t ρ(r) = (r tVα)
3
2 (r)も狭義凸関数.
step4. α = 0での r tV0(r), r
3
2 t ρ0(r)が狭義減少狭義凸関数であることを示し


































ds < 0 (0 < r < ∞).
これより t ≤ 1 なら r tV0 は狭義減少関数. r
3


















+ 4πρ0) + 2
∂V0(r)
∂r
= 4πrρ0 > 0.
t ≤ 1で r tV0(r), r
3





3つの補題 6.1, 6.2, 6.3を証明し, これらを使い, 定理 2.2(1), 定理 2.2(2)を
証明する.補題 6.4を証明し,これを使い定理 2.2(3)を証明する.
補題 6.1 各 λ ∈ [0, ∞)で Eα≤(λ)はただ１つのミニマイザー ρ∗α, λ を持つ.
(証明)（α = 0は [5, Section11. 12]参照）step1.定理 2.1(1)より Eα≤(λ) ≥
Eα > −∞から, Eα(ρ1) ≥ Eα(ρ2) ≥ · · · → Eα≤(λ)となる最小化列 {ρn} ⊂ Tλ ⊂











なので, L 53 (R3)有界列である. これより部分列（部分列も {ρn} で表記する）
32
{ρn} と ρ0 ∈ L
5
3 (R3)が存在し ρn ⇀ ρ0 と L
5
3 (R3)で弱収束する. 以上で補題
4.18(1)の仮定を満たすので, ρ0 ∈ T かつ Eα≤(λ) = limn→∞ Eα(ρn) ≥ Eα(ρ0).
次に
∫
ρ0 ≤ λ を背理法で示す.
∫
ρ0 > λ と仮定すると, 有界領域 A で,∫
ρ0 χA > λとなる χA ∈ L
5











ρ0 ≤ λ.これと ρ0 ∈ T より
ρ0 ∈ T≤λ. ρ0 ∈ T≤λ より E (ρ0) ≥ Eα≤(λ).
以上 ρ0 ∈ T≤λ と Eα≤(λ) = limn→∞ Eα(ρn) ≥ Eα(ρ0)と E (ρ0) ≥ Eα≤(λ)か
ら ρ0 は Eα≤(λ)のミニマイザー ρ∗α, λ(x)である.
step2.ミニマイザーの一意性と ρ∗α, λ(x)が |x |の関数であることをを背理法
で示す.
Eα(ρ)は狭義凸性を持つので,ミニマイザーが ρ0とσ0と 2つあれば, ρ0+σ02 ∈
Tλ かつ狭義凸性より
E (ρ0)+E (σ0)
2 > E (
ρ0+σ0
2 )となり矛盾.
次に ρα(x)は |x | の関数である. もしそうでないと, エネルギー汎関数の回
転対称性から, ρα(x)を直交変換したものもミニマイザーとなり,一意性と矛
盾する.
補題 6.2 Eα≤(λ) = Eα(λ).
(証明) step1. 0 < α < ∞として証明する（α = 0は [5, Section11. 12]参照）
Eα≤(λ) ≤ Eα(λ)は自明なので, Eα≤(λ) ≥ Eα(λ)を示す. ∀ϵ > 0, ∀ρ ∈ Tλ に対
し, |Eα(ρ)−Eα(ρ′)| < ϵ となる ρ′ ∈ T∂λが存在することを示せばよい.
∫
ρ = λ
の場合は ρ′ として ρをとればよいので, µ :=
∫
ρ < λ の場合で示せばよい.
g ≥ 0かつ g ∈ L1(R3) ∩ L 53 (R3)かつ
∫
g = λ − µとなる gがとれる. t > 0と
して ρt (x) := ρ(x) + t3g(t x)とおくと ρt ∈ T∂λ となる. 1 < r ≤ 53 として,
| |ρt − ρ| |rr =
∫
(t3g(t x))rdx = t3r−3
∫
g(y)dy → 0(t → 0). (53)
step2.
ρt ∈ T∂λ なので,以下で |E (ρt ) − E (ρ)| → 0(t → 0)を示せば証明が終わる.



























3 dx) 35 | =| | |ρt | | 5
3
− ||ρt | | 5
3
| ≤ | |ρt − ρ| | 5
3






|x | dx | ≤ | |ρt − ρ| | 53 | |
Ze−α |x |
|x | | | 52 → 0(t → 0). (56)
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三角不等式,補題 4.14,収束列の有界性より,
|Dα(ρt, ρt ) − Dα(ρ, ρ)|
≤ |Dα(ρt, ρt − ρ)| + |Dα(ρt − ρ, ρ)|
≤ C ′ | |ρt | | 5
3
| |ρt − ρ| | 5
3
+ C ′ | |ρ| | 5
3
| |ρt − ρ| | 5
3
≤ C | |ρt − ρ| | 6
5
→ 0(t → 0). (57)
式（54）（55）（56）（57）より |E (ρt ) − E (ρ)| → 0(t → 0).
補題 6.3 Eα(λ)は λ ∈ [0, ∞)で広義減少関数,広義凸関数.
(証明) step1. Eα(λ)が広義減少関数であることを示す.
λ < µならば Eα≤(λ) = inf{Eα(ρ)|ρ ∈ Tλ} ≥ inf{Eα(ρ)|ρ ∈ Tµ} = Eα≤(µ).
ところで補題 6.2より Eα≤(λ) = Eα(λ)かつ Eα≤(µ) = Eα(µ)なので,
λ < µならば Eα(λ) ≥ Eα(µ).
step2. Eα(λ)が広義凸関数であることを示す.
λ < µとする.補題 6.1より Eα≤(λ), Eα≤(µ)にはミニマイザーがあり,これ
を ρ∗α, λ, ρ
∗





ρ∗α, µ ≤ µである.補題 6.1step4で述べたように Eα(ρ)は狭義凸関数なの
で, 0 < t < 1として,
tEα(ρ∗α, λ) + (1 − t)Eα(ρ∗α, µ) ≥ Eα(tρ∗α, λ + (1 − t)ρ∗α, µ).
一方,
∫
(tρ∗α, λ + (1 − t)ρ∗α, µ)dx ≤ tλ + (1 − t)µなので,
Eα≤(tλ + (1 − t)µ)) ≤ Eα(tρ∗α, λ + (1 − t)ρ∗α, µ).
両式から,
Eα≤(tλ + (1 − t)µ)) ≤ tEα(ρ∗α, λ) + (1 − t)Eα(ρ∗α, µ)
= tEα≤(λ) + (1 − t)Eα≤(µ).
補題 6.2より,
Eα(tλ + (1 − t)µ)) ≤ tEα(λ) + (1 − t)Eα(µ).
定理 2.2(1)の証明.
定理 2.1(1) より全体のミニマイザー ρα があり, λα :=
∫
ρα として ρα は
Eα(λα)のミニマイザーでもある.これより λα < λでは Eα(λ)はミニマイザー
を持たない.なぜなら持つとすると Eα(λ)の λについての広義減少性から, Eα
は 2つのミニマイザーを持つことになり, Eα のミニマイザーの一意性に矛盾
するからである.
また Eα(λ)の λについての広義減少性と Eα(λα)が最小値であることから,
λ > λα では Eα(λ) = Eα(λα)と一定値になる.
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定理 2.2(2) の証明. step1. λ ≤ λ0 で Eα(λ) はミニマイザーを持つことを
示す.
背理法. Eα(λα)はミニマイザーを持ち, Eα(0)もミニマイザーを持つので,も
しある 0 < λ1 < λαで, Eα(λ1)がミニマイザーを持たないとすると, Eα≤(λ1)の
ミニマイザーを ρ∗α, λ1 として, λ2 :=
∫
ρ∗α, λ1 < λ1となる.（もし
∫
ρ∗α, λ1 = λ1
なら Eα(λ1)がミニマイザーを持ってしまうから.）ρ∗α, λ1 は Eα(λ2)のミニマ
イザー ρα, λ2 である. よって Eα(λ2) = Eα≤(λ1) = Eα(λ1) > Eα(λα)となるが,
これは Eα(λ)の広義凸性に矛盾する.
step2. λ ≤ λα では Eα(λ)は λについて狭義減少であることを示す.
背理法. 0 ≤ λ1 < λ2 ≤ λ0 で, Eα(λ1) = Eα(λ2) とすると. それぞれのミ






2 = Eα(λ2).これは Eα(λ)の広義減少性と矛盾する.
step3. λ ≤ λ0 では Eα(λ)は狭義凸であることを示す.
0 ≤ λ1 < λ2 ≤ λ0 に対し, Eα(λ1), Eα(λ2)のミニマイザーをそれぞれ ρ1, ρ2
とする. Eα(ρ)の狭凸性と ρ1 , ρ2 から 0 < t < 1で,
Eα(tρ1 + (1 − t)ρ2) < tEα(ρ1) + (1 − t)Eα(ρ2).
つまり Eα(tλ1 + (1 − t)λ2) < tEα(λ1) + (1 − t)Eα(λ2).
6.2 定理 2.2(3)の証明.
補題 6.4 λ > 0で, ρが Eα(λ)のミニマイザーである必要十分条件は,次の式
が成り立つことである.















|x − y | dy)dx, λ :=
∫
ρdx.
Eα(λ) がミニマイザー ρα, λ を持つとき, ϵαF (λ) := ϵ̃α(ρα, λ) と表し, これを
Eα(λ)のフェルミエネルギーと呼ぶ.
λ > 0で ϵαF (λ) ≤ 0であり,特に ρα が Eα 全体のミニマイザーであるとき,
λα :=
∫
ραdxとして ϵαF (λα) = 0.
(証明) step1.準備.





|ρ + t(g − ρ)| 53 dx −





∫ (ρ + t(g − ρ))(x)(ρ + t(g − ρ))(y)e−α |x−y |





(ρ 23 (x) − Ze
−α |x |
|x | + ρ ∗
e−α |x |
|x | )(g − ρ)dx (58)
=
∫
(ρ 23 (x) − Ze
−α |x |
|x | + ρ ∗
e−α |x |
|x | − ϵαF )gdx. (59)
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但し, ϵαF (λ) = 1λ
∫





ρはミニマイザーなので 0 < t < 1に対し Eα(ρ) ≤ Eα(ρt ), dEα (ρt )dt |t=0+ ≥ 0と
なる. step1の式（59)より∀g ∈ T∂λに対し
∫
(ρ 23 − Ze−α |x ||x | +ρ∗
e−α |x |




3 (x) − Ze
−α |x |
|x | + ρ ∗
e−α |x |
|x | − ϵαF ≥ 0 (a. e. x). (60)
なぜなら,そうでないとすると |A| := {x |ρ 23 − Ze−α |x ||x | +ρ∗e−α |x | |x |−ϵαF < 0}| , 0





3 − Ze−α |x ||x | + ρ ∗
e−α |x |






ρ(x)(ρ 23 − Ze−α |x ||x | +
∫
ρ(y)e−α |x−y |
|x−y | dy)dx と λ =
∫
ρから,∫
(ρ 23 − Ze−α |x ||x | + ρ ∗
e−α |x |
|x | − ϵαF )ρdx = 0となる.さらに,∫
{ρ>0}
(ρ 23 (x) − Ze
−α |x |
|x | + ρ ∗
e−α |x |




3 (x) − Ze
−α |x |
|x | + ρ ∗
e−α |x |









|x − y | dy + ϵαF, 0} in R
3\{0}. (63)





3 (x) = max{ Ze−α |x ||x | −
∫
ρ(y)e−α |x−y |
|x−y | dy + ϵαF, 0}(a. e. x)なので,
ρ > 0の場合, ρ 23 − Ze−α |x ||x | + ρ ∗ e−α |x | |x | − ϵαF = 0より,∫
{ρ>0}
(ρ 23 − Ze
−α |x |
|x | + ρ ∗ e
−α |x | |x |)(g − ρ)dx = ϵαF
∫
{ρ>0}
(g − ρ). (64)
ρ = 0の場合, Ze−α |x ||x | −
∫
ρ(y)e−α |x−y |
|x−y | dy + ϵαF ≤ 0かつ g − ρ = g ≥ 0から,∫
{ρ=0}
(ρ 23 − Ze
−α |x |
|x | + ρ ∗ e
−α |x | |x |)(g − ρ)dx ≥ ϵαF
∫
{ρ=0}









(g − ρ) = ϵαF (λ − λ) = 0.
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Eα(ρ)の狭凸性から,
Eα(g) − Eα(ρ) =
tEα(g) + (1 − t)Eα(ρ) − Eα(ρ)
t
>











Eα(g) − Eα(ρ) ≥ 0 ∀g ∈ T∂λ.
つまり ρは Eα(λ)のミニマイザーである.
step4. λ > 0で ϵαF (λ) ≤ 0であり,特に ρα が Eα 全体のミニマイザーであ
るとき, λα :=
∫
ραdxとして ϵαF (λα) = 0を示す.
Eα(λ) = Eα≤(λ)のミニマイザー ρα, λ で 1 > h > 0に対し,
0 ≥ Eα ((1−h)ρα, λ)−Eα (ρα, λ)(1−h)−1 なので,













EK + EA + 2Dα = λϵαF (λ).
よって λ > 0で ϵαF (λ) ≤ 0.















EK + EA + 2Dα = λαϵαF (λα).
λα , 0なので,（なぜなら Eα(ρ) < 0となる ρはあるので）ϵαF (λα) = 0.
定理 2.2(3)の証明. step1. Eα(λ)は 0 ≤ λ < ∞で連続関数であることを示す.
まず Eα(λ)は 0 < λ < ∞で連続関数であることを示す.一般に Ω ∈ Rnを開
集合とし, f : Ω→ Rが凸関数ならば,連続関数である ([5, Section2. 1]参照).
補題 6.3より,開集合 0 < λ < ∞で Eα(λ)は凸関数なので連続関数となる.
次に Eα(λ)は λ = 0で連続関数であることを示す.
Eα(λ)は減少関数で Eα(0) = 0なので, 0 ≥ Eα(λ).このことと定理 2.1(1)の
証明 step1の (38)から, λによらない定数を C として,






















この 2式より, λによらない定数 C があって,
0 > Eα(λ) ≥ −
∫
Zρ(x)α, λe−α |x |
|x | dx ≥ −
∫
Zρ(x)α, λ







Eα(λ) = 0 = Eα(0).
これは Eα(λ)は λ = 0で連続関数であることを意味する.
step2. 0 < λ < ∞で Eα(λ)の右微分が存在し,右微分は右連続を示す.
まず Eα(λ)の 0 < λ < ∞での右微分の存在を示す. f (λ, h) := Eα (λ+h)−Eα (λ)h
(0 < h) とおくと, Eα(λ) の広義凸性から f (λ, h) は h ↓ 0 で単調減少なの
で, 右微分 limh↓0 f (λ, h) は −∞ も含めれば極限を持つ. Eα(λ) の凸性から
Eα (λ+h)−Eα (λ)
h ≥
Eα (λ)−Eα ( λ2 )
λ
2
(0 < h) なので, limh↓0 f (λ, h) は有限値である.
h ↓ 0での f (λ, h)の広義単調性から,
lim
h↓0
f (λ, h) = inf
0<h
f (λ, h). (69)
次に Eα(λ)の 0 < λ < ∞での右微分は右連続であることを示す.
f (λ + µ, h) := Eα (λ+µ+h)−Eα (λ+µ)h (0 < µ, 0 < h)を考える.
Eα(λ)の連続性から,
f (λ, h) = lim
µ↓0
f (λ + µ, h). (70)
E(λ)の広義凸性から f (λ, h)は µ ↓ 0で広義単調減少なので,
lim
µ↓0
f (λ + µ, h) = inf
0<µ








f (λ + µ, h)
= inf
0<h∩0<µ













f (λ + µ, h).
これは右微分が右連続であることを意味する.
step3. 0 < λ < ∞で Eα(λ)の左微分が存在し,左微分は左連続を示す.
g(λ, h) := Eα (λ)−Eα (λ−h)h (0 < h <
λ
2 )とし, g(λ − µ, h) :=
Eα (λ−µ)−Eα (λ−µ−h)
h
(0 < µ < λ2 )も使って, step2と同様にやればよい.
step4. Eα(λ)は λについて C1 級であることを示す.
まず λ > λα の場合, 定理 2.2(1)より Eα(λ) = Eα は一定値なので, C1 級で
ある.
次に λ < λα の場合, 右微分右連続と左微分左連続は示されているので, 右
微分と左微分が等しいことを示せばよい.以下を示せばよい.
Eα(λ + ϵ) − Eα(λ)
ϵ





{Eα(λ + ϵ) + Eα(λ − ϵ) − 2Eα(λ)} ↓ 0 (ϵ ↓ 0).
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λ ρ0)−2Eα(ρ0)} ↓ 0
を示せばよい.
ϵ

















[{(1 + δ) 53 + (1 − δ) 53 − 2}EαK + {(1 + δ) + (1 − δ) − 2}EαA
+{(1 + δ)2 + (1 − δ)2 − 2}Dα ↓ 0　 (δ ↓ 0).
最後に λ = λα の場合, 右微分は 0 なので, 左微分が 0 を示せばよい. つ
まり Eα (λα )−Eα (λα−ϵ )ϵ ↓ 0 (ϵ ↓ 0)を示せばよい. Eα(λα)のミニマイザーを ρα
とし, Eα(λ)が減少関数であることに注意すれば, 1ϵ {Eα(
λα−ϵ
λα
ρα) − Eα(ρα)} ≥
1





ρα) − E (ρα)} ↓ 0を示






ρα) − Eα(ρα)} =
1
λ0δ









EαK − EαA − 2Dα) = −ϵαF (λα) = 0　 (δ ↓ 0).
最後のフェルミエネルギー ϵαF (λα) = 0は補題 6.4による.
step5. λ > 0で Eα(λ)がミニマイザーを持つとき dEα (λ)dλ = ϵαF (λ)を示す.
まずは λ = λαの場合,補題6.4より ϵαF (λ0) = 0また step4より dEα (λ)dλ |λ=λ0 =
0なので dEα (λ)dλ = ϵαF (λ).
残るは 0 < λ < λα の場合, λ, λ + ϵ ∈ (0, λ0)とし, Eα(λ), Eα(λ + ϵ)のミニ
マイザーを ρ, ρ′とする. ϵλ =: δとおく.
Eα(λ + ϵ) − Eα(λ) = Eα(ρ′) − Eα(ρ) ≤ Eα((1 + δ)ρ) − Eα(ρ)
= {(1 + δ) 53 − 1}Eα, K + {(1 + δ) − 1}Eα, A + {(1 + δ)2 − 1}Dα .
ϵ > 0の場合.




[{(1 + δ) 53 − 1}Eα, K + {(1 + δ) − 1}Eα, A












Eα, K + Eα, A + 2Dα) = ϵαF (λ).
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ϵ < 0の場合.




[{(1 + δ) 53 − 1}Eα, K + {(1 + δ) − 1}Eα, A
+{(1 + δ)2 − 1}Dα].











Eα, K + Eα, A + 2Dα) = ϵαF (λ).
ϵ > 0の場合と ϵ > 0の場合をあわせて, dEα (λ)dλ = ϵαF (λ).
step6. limλ↓0 dEα (λ)dλ = −∞を示す.背理法. Eα(λ)が C1 級で狭義凸関数なの
で dEα (λ)dλ は狭義減少関数.よって limλ↓0
dEα (λ)
dλ は有限値か −∞となる. −∞を
否定し limλ↓0 dEα (λ)dλ = limλ↓0 ϵαF (λ) =: γ > −∞とすると,
ϵαF (λ) ≥ γ > −∞. (72)
ヘルダーの不等式を使い, 次に定理 2.2(3)証明の step1式 (62)からわかるよ
うに ρα, λ(x)
2
3 ≤ Ze−α |x ||x | なので,∫
ρα, λ(y)e−α |x−y |





















|x − y | )
5









ρα, λ(y)e−α |x−y |
|x − y | dy + ϵαF (λ), 0}
≥ max{ Ze
−α |x |
|x | − C + γ, 0} ≥
Ze−α |x |
|x | − C + γ.
これより,開球 B(r)を十分小さくとれば,正定数 δ > 0があって,開球 B(r)内
では ρα, λ(x)
2











2 |B(r)| > 0.
これは limλ↓0
∫




7.1 命題 7.1(ρα(x)の αに関する一様評価)の証明.















} (∀x ∈ R3 \ {0}, ∀α ∈ [0, ∞)).
これより,任意の ϵ > 0を固定し, α, r によらない定数 C があって,
| |ρα | |r ≤ C (∀α ∈ [0, ∞), 12 + ϵ ≤ ∀r ≤ 2 − ϵ).
(証明) step1. Vα(x) ≤ min{ Z|x | ,
9














あとは Vα(x) ≤ 9π2 |x |4 (R
3 \ {0})を示せばよい.そのためには h(x) := 9
π2 |x |4 ,
f (x) := Vα(x) − h(x)とおいて, AR := {x ∈ R3 \ {0}| f > 0, |x | > R}として,十
分小さい任意の R > 0で AR が空集合であることを示せばよい.
f の R3 \ {0}での連続性から,
ARは開集合. (74)
補題 4.17より Vα(x) → 0 (|x | → ∞),また h(x) → 0 (|x | → ∞)より,
f (x) → 0 (|x | → ∞). (75)
原点のある近傍で f = Vα − h ≤ Z|x | −
9
π2 |x |4 < 0なので, dist{0, AR} > 0.よっ
て ĀR ⊂ R3 \ {0}.また f ∈ C∞(R3 \ {0})なので,
f ∈ C(ĀR). (76)
補題 4.17より ∆Vα = α2Vα + 4πV
3
2
α in R3 \ {0},また計算すれば ∆h = 4πh
3
2
in R3 \ {0}より,










2 in R3 \ {0}.






−∆ f < 0 in AR . (77)
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最大値原理の系 4.4の仮定を (74), (75), (76), (77)が満たすので,
max
ĀR
f (x) ≤ max
∂AR
f +(x).
f が連続なので ∂AR で f +(x) = 0となり,
max
ĀR
f (x) ≤ 0.
これは AR が空集合であることを意味する.
step2.











} (∀x ∈ R3 \ {0}, ∀α ∈ [0, ∞)).
これより r に依存する定数 Cr があって,
| |ρα | |r ≤ Cr (∀α ∈ [0, ∞), 12 < ∀r < 2).
これから補間公式により, 任意の ϵ > 0を固定し, α, r によらない定数 C が
あって,
| |ρα | |r ≤ C (∀α ∈ [0, ∞), 12 + ϵ ≤ ∀r ≤ 2 − ϵ).
7.2 命題 7.2
命題 7.2 α を動かしたときの Eα, λα, ρα について, 次の性質が成り立つ.
(1) Eα < 0, limα→∞ Eα = 0で, Eα は α ∈ [0, ∞)で連続関数.
(2)α, α0 ∈ [0, ∞)として, α → α0で,各点収束 ρα(x) → ρα0 (x) (x ∈ R3\{0})
が成り立つ.
(3) Z ≥ λα > 0かつ λ0 = Z で, λαは α ∈ [0, ∞)で, αについて連続な関数.
(4) 1 ≤ r ≤ 53 とする. このとき α, α0 ∈ [0, ∞)として, α → α0 で, 強収束
ρα → ρα0 in Lr (R3)が成り立つ.





















(6) Eα は α ∈ [0, ∞)で狭義凹関数.
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3 u∗α(x) < 0 (x ∈ R3\{0}).
α ≥ 0で,各点 x ∈ R3\{0}で, ρα(x)は αについて狭義減少関数であり, λα :=∫
ραdx も αについて狭義減少関数である.
但し, u∗α(x) ∈ H1(R3)は,以下の弱形式の偏微分方程式に一意に存在する弱
解である.∫







2αVαvdx. (∀v ∈ H1(R3)).
7.3 命題 7.2(1)(Eαの連続性)の証明.
命題 7.2(1)の証明. step1. Eα < 0かつ limα→∞ Eα = 0を示す.




|x | dx > 0となる ρ0(x)に対して Eα(λρ0(x))を考えれば, λ > 0
を十分小さくとれば Eα(λρ0(x)) < 0となる. )また定理 2.1(1)の証明の step1













より limα→∞ Eα = 0.
step2. α ∈ [0, ∞)での Eαの αについての連続性を示す. Eα, Eα+h のミニマ
イザーを ρα, ρα+h とすると,（α = 0の場合は h > 0と考える.）
Eα+h(ρα+h) − Eα(ρα) ≥ Eα+h(ρα+h) − Eα(ρα+h),
Eα+h(ρα+h) − Eα(ρα) ≤ Eα+h(ρα) − Eα(ρα).
この 2つの不等式から,
|Eα+h(ρα+h) − Eα(ρα)| ≤ max{|Eα+h(ρα+h) − Eα(ρα+h)|, |Eα+h(ρα) − Eα(ρα)|}.
この不等式から Eα(ρα)の αについての連続性を示すには, δ = 0または δ = h
として, Iδ := |Eα+h(ρα+δ) − Eα(ρα+δ)| → 0 (h → 0)を示せばよい.
Iδ := |Eα+h(ρα+δ) − Eα(ρα+δ)|
≤






e−(α+h) |x−y | − e−α |x−y |
|x − y | dxdy
. (80)
平均値の定理から 0 < θ, ϕ < 1として,（θ は |x |, ϕは |x − y | によっている.
今後平均値の定理を使う場合も同様.）
Iδ ≤











≤ |h|(Z | |ρα+δ | |1 +
1
2
| |ρα+δ | |21). (81)
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命題 7.1より | |ρα | |1 は αによらない定数 C で押さえられるので,
Iδ := |Eα+h(ρα+δ) − Eα(ρα+δ)| ≤ |h|(ZC +
1
2
C2) → 0 (h → 0). (82)
7.4 命題 7.2(2)(ρα(x)の αに関する連続性)の証明.
補題 7.3 Eαのミニマイザーを ραとし, α → α0(α, α0 ∈ [0, ∞))ならば, ρα ⇀
ρα0 in Lr (1 < r ≤ 53 )と弱収束する.
(証明) step1.まず,命題7.1より, {ραm }は Lr (1 ≤ r ≤ 53 )で有界列である.よっ
て, m → ∞で αm → α0のとき, {αm}のある部分列 {αn}と ρ̃ ∈ Lr (1 < r ≤ 53 )
が存在し, ραn ⇀ ρ̃ in Lr .また命題 7.1より, {ραn } ⊂ TTF .
また ρ̃ ∈ L1(R3)を背理法で示す.
∫
ρ̃ = ∞とすると,ある χAで |A| < ∞か
つ
∫
ρ̃χAdx > Z となる.ところが定理 2.1(2)より Z ≥
∫
ραn dx,また χA ∈ L
5
2








Eα0 (ραn ) ≥ Eα0 (ρ̃) (α0 ∈ [0, ∞)). (83)
step2.命題 7.2(1)の式 (80), (81), (82)を導いたのと同様に,
|Eαn (ραn ) − Eα0 (ραn )| ≤ |αn − α0 |(ZC +
1
2




Eαn (ραn ) − Eα0 (ραn ) = 0. (84)
命題 7.2(1)の Eα の αについての連続性から,
lim
n→∞




Eα0 (ραn ) = limn→∞Eαn (ραn ) − limn→∞(Eαn (ραn ) − Eα0 (ραn ))
= lim
n→∞
Eαn (ραn ) = Eα0 . (86)
step3. (83), (86)から, Eα0 ≥ Eα0 (ρ̃).逆に ρ̃ ∈ T から Eα0 ≤ Eα0 (ρ̃).従って,
Eα0 = Eα0 (ρ̃).
Eα0 のミニマイザーの一意性から ρ̃ = ρα0 .部分列の取り方によらず ρ̃ = ρα0
なので,部分列をとらなくても, α → α0 なら ρα ⇀ ρα0 と弱収束する.
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|x − y | dy −
∫
ρα(y)(e−α |x−y | − e−α0 |x−y |)
|x − y | dy.
(87)
第 2項は,α0 = 0だとしても e
−α0 |x−y |
|x−y | ∈ L
5










|x − y | dy =
∫
ρα0 (y)e−α0 |x−y |
|x − y | dy. (88)




ρα(y)(e−α |x−y | − e−α0 |x−y |)










ρα0 (y)e−α0 |x−y |






ρα(x) = ρα0 (x).
7.5 命題 7.2(3)(λαの連続性)の証明.
(証明)定理 2.1(2)より Z ≥ λα. λα = 0とすると Eα = 0となり,命題 7.2(1)
の Eα < 0に矛盾するので λα > 0. λ0 = Zはすでに ([6, TheoremII. 20])にある.
命題 7.2(2)より limα→α0 ρα(x) = ρα0 (x).命題 7.1より




















ρα0 dx = λα0 . (90)
7.6 命題 7.2(4)(ρα(x)のαに関する L1(R3), L
5
3 (R3)連続)の証明.
(証明) 命題 7.2(2)より limα→α0 ρα(x)
5
3 = ρα0 (x)
5
































式 (91)と命題 7.2(3)の式 (90)から L 53 (R3)と L1(R3)で ρα は ρα0 へノルム収
束. このことと命題 7.2(2)の各点収束から, 補題 4.19より, L 53 (R3)と L1(R3)
で ρα は ρα0 へ強収束する.補間公式より,





(証明) step1. dEαdα =
∫
Zρα(x)e−α |x |dx − 12
∫





2 を示す. ([6,定理 II. 16]参考).
h > 0として Eα, Eα±h のミニマイザーを ρα, ρα±h とすると,（α = 0のと


















≤ Ih, −I−h ≤
Eα−h − Eα
−h ≤ −J−h .
これより Eα±h−Eα±h は常に ±I±h と ±J±h で挟まれてるので
± lim
h↓0























|x − y |
e−(α±h) |x−y | − e−α |x−y |
h
dxdy.









|Zραe−(α±θh) |x | | ≤ Zρα ∈ L1(R3)及び |ρα(x)ρα(y)e−(α±ϕh) |x−y | | ≤ ρα(x)ρα(y) ∈
L1(R3 × R3)から I±h で h ↓ 0としたとき,ルベーグ収束定理が使えて,
I±h → ±(
∫




ρα(x)ρα(y)e−α |x−y |dxdy) (h ↓ 0). (92)
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次に J±h について, I±h と同様に平均値の定理から 0 < θ, ϕ < 1として,
J±h = ±(
∫








Zρα±he−(α±θh) |x | = Zραe−α |x |,
lim
h↓0
ρα±h(x)ρα±h(y)e−(α±ϕh) |x−y | = ρα(x)ρα(y)e−α |x−y | .
命題 7.1より
























} ∈ L1(R3 × R3).
これらから J±h で h ↓ 0としたとき,ルベーグ収束定理が使えて,
J±h → ±(
∫






































































ρα(x)ρα(y)e−α |x−y |dxdy > 0
を示す. α = 0の場合は自明. α , 0の場合で示す.定理 2.1(2)より, Z ≥ λα な
ので,
Ze−α |x | −
∫
ρα(y)e−α |x−y |dy ≥
∫
















|x−y | ≥ |x |





|x−y | ≤ |x |
ρα(x)(e−α |x | − e−α |x−y |)dxdy.
第 1項で x̃ := x − y2 ,第 2項で x̃ := −x +
y
2 とし, ρα(x) = ρα(−x)に注意して,∫


















































2 | − e−α | x̃−
y
2 |)dx̃dy.
ρ(r)は定理 2.1(4)より減少関数なので,領域 | x̃ − y2 | ≥ | x̃ +
y
2 |では, ρj(x̃ +
y
2 ) −
ρj(x̃ − y2 ) ≥ 0, e−αjr も減少関数なので e−αj | x̃+
y
2 | − e−αj | x̃−
y
2 | ≥ 0である.よっ
て被積分関数が非負値なので,∫
ρjZe−αj |x |dx −
∫
ρj(x)ρj(y)e−αj |x−y |dydx ≥ 0∫








ρj(x)ρj(y)e−αj |x−y |dydx > 0.
7.8 命題 7.2(6)(Eαの狭義凹性)の証明.
(証明)
Eα が α について [0, ∞) 上狭義凹関数を示すには, 補題 4.6 から, Eα が
α について [0, ∞) 上連続関数なので, α ≥ κ > 0 なる任意の α, κ に対し
て Eα >
Eα+κ+Eα−κ
2 を示せばよい. よって Eα, Eα+κ, Eα−κ のミニマイザーを
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ρα, ρα+κ, ρα−κ とし,次の I が正値を示せばよい.
I : = 2Eα − Eα+κ − Eα−κ
= 2Eα(ρα) − Eα+κ(ρα+κ) − Eα−κ(ρα−κ)











|x − y | (2e








|x − y | (cosh(κ |x − y |) − 1)dxdy.
Z ≥
∫
ρα(y)dyと 1|x−y | ≤








ρα(x)|x |e−α |x |
|x |2
(cosh(κ |x |) − 1)dx
−
∫
ρα(x)(|x | + |y |)e−α |x−y |
|x − y |2
(cosh(κ |x − y |) − 1)dx
}
dy.












e−α |x−y |(cosh(κ |x − y |) − 1)





f (|x |) := ρα(|x |)|x |, g(|x |) := e












|x−y |> |x |
f (|x |)(g(|x |) − g(|x − y |))dx
+
∫
|x−y |< |x |
f (|x |)(g(|x |) − g(|x − y |))dx}dy.
第 1項で x̃ := x − y2 ,第 2項で x̃ := −x +
y
2 とし, Ay := { x̃ | | x̃ −
y








| x̃− y2 |> | x̃+
y
2 |
f (| x̃ + y
2
|)(g(| x̃ + y
2





| x̃− y2 |> | x̃+
y
2 |
f (| x̃ − y
2
|)(g(| x̃ − y
2










{ f (| x̃ + y
2
| − f (| x̃ − y
2
|}{g(| x̃ + y
2




f (r) := ρα(r)r と g(r) := e
−αr ((cosh(κr)−1)
r2
が r > 0で狭義減少関数であれば J
はつまり I は正値となる.定理 2.1(4)より f (r)は狭義減少関数なので, g(r)が
狭義減少であることを示せばよい.
g(r) =




2αe−αr sinh2( κr2 )
r2
−
4e−αr sinh2( κr2 )
r3
+









{ (α − κ)r
2
sinh t + (t + 1) sinh t − t cosh t}.
h(t) := (t + 1) sinh t − t cosh t とおくと, h′(t) = sinh t + te−t > 0(t > 0), h(0) = 0
より h(t) > 0(t > 0).また仮定より α − κ ≥ 0なので g′(t) > 0(t > 0).つまり
g(r)は狭義減少.
7.9 命題 7.2(7)(ρα(x)の αに関する狭義減少性)の証明.






|x−y | dy (x ∈ R3\{0})とし, u, v ∈
H1(R3)に対し,次の式は両辺とも有限値である.∫
(∇u · ∇v + α2uv + 6πV
1
2
α uv)dx = −
∫
2αVαvdx. (94)
さらに任意の v ∈ H1(R3)に対しこの式を満たす u =: u∗α ∈ H1(R3)がただ１つ
存在する.そして u∗α ∈ C∞(R3\{0})かつ u∗α(x) < 0 (x ∈ R3\{0})である.
(証明) step1.以下のように H1(R3)上の線形汎関数 T を定める.
T : H1(R3) ∋ v 7→ R ∋ Tv := −
∫
2αVαvdx.
定理 2.1(4)と命題 7.1より 0 < Vα(x) ≤ min{ Z|x | ,
9
π2 |x |4 }なので Vα ∈ L
2(R3)に
注意して,
|Tv | = |
∫










2 | |v | |H1 < ∞.
これより（94)の右辺は有限値で, T は H1(R3)上の連続線形汎関数.
次に以下のように H1(R3) × H1(R3)上の双線形形式 a(u, v)を定める.
a : H1(R3) × H1(R3) ∋ (u, v) 7→ R ∋ a(u, v) :=
∫




ここで, ヘルダーの不等式と命題 7.1より 0 < Vα(x) ≤ min{ Z|x | ,
9

































|x |2 dx ≤ 4
∫





























+6π(2Z) 12 | |u| |H1 | |v | |H1
≤ (1 + α2 + 6π(2Z) 12 )| |u| |H1 | |v | |H1 < ∞.








2)dx ≥ min{1, α2}| |u| |2
H1
.
以上より T が H1(R3)上連続線形汎関数, aが H1(R3) × H1(R3)上の強圧的連
続双線形形式なので,ラックスミルグラムの定理より,
∃!u∗α ∈ H1(R3) s. t . a(u∗α, v) = Tv (∀v ∈ H1(R3)).
step2. u∗α ∈ H1(R3 \ {0})であり,任意の v ∈ C∞c (R3 \ {0})に対し u∗αは（94)
を満たし,さらに α2 + 6πV
1
2
α ∈ C∞(R3 \ {0}), −2Vα ∈ C∞(R3 \ {0})なので,正
則性に関する補題 4.9より u∗α ∈ C∞(R3 \ {0})である.
次に u∗α(x) ≤ 0 (x ∈ R3 \ {0})を示す. 補題 4.10より u∗+ := max{u∗α, 0} ∈
H1(R3)なので（94)の vとして u∗+ := max{u∗α, 0}をとることができる.補題
4.10の u∗+u∗− = ∇u∗+ · ∇u∗− = 0と定理 2.1(4)の Vα(x) > 0 (x ∈ R3 \ {0})に注
意して,∫
(|∇u∗+ |2 + α2(u∗+)2 + 6πV
1
2
α (u∗+)2)dx = −
∫
2αVαu∗+dx ≤ 0.
これより u∗+ = 0 (a. e. x) つまり u∗α = u∗+ − u∗− ≤ 0 (a. e. x). ところで
u∗α ∈ C∞(R3 \ {0})なので u∗α(x) ≤ 0 (x ∈ R3 \ {0})となる.
step3. 次に u∗α(x) < 0 (x ∈ R3 \ {0}) を示す. u∗α ∈ C∞(R3 \ {0}) は, ϕ ∈
C∞c (R3 \ {0})にたいしては,部分積分して境界での積分が０なので,∫







2αVαϕdx. (∀ϕ ∈ C∞c (R3 \ {0})).
これより,変分学の基本補題と Vα, u∗α ∈ C∞(R3 \ {0})から,





α = −2αVα in R3 \ {0}. (95)
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α ∈ L∞(UrR), α2+6πV
1
2




−2αVα ≤ 0 in UrR を u∗α は満たす.従ってもし UrR のどこかで u∗α = 0と最大
値 0をとると u∗α(x) ≡ 0 in UrR となるが, (95)より Vα(x) ≡ 0 in UrR となり
Vα(x) > 0と矛盾する.よって u∗α(x) < 0 in UrR. 0 < r < Rとなる任意の r, R
で成立するので u∗α(x) < 0 (x ∈ R3 \ {0})となる.






















0 < Wh, α(x) ≤
2Z 12 e− α4 |x |
|x | 12
(x ∈ R3\{0}), Wh, α ∈ ∩0<r<6Lr (R3), (96)
DhVα ∈ H1(R3), DhVα ∈ C(R3), ∃Cα > 0 s. t . | |DhVα | |H1 ≤ Cα . (97)
(証明) step1. 0 < Wh, α(x) < e




(x ∈ R3\{0})を示す .




ρα (y)e−α |x−y |
|x−y | dy
から,






























































step2. DhVα ∈ L2(R3), DhVα ∈ C(R3)と DhVα の満たす微分方程式を導く.
命題 7.1より 0 < Vα ≤ min{ Z|x | ,
9
































|x − y | dy.
補題 4.2より第 2項,第 3項はR3で連続関数.第 1項も lim |x |→∞ Zh |x | (e−(α+h) |x |−
e−α |x |) = −Z より,これを Zh |x | (e−(α+h) |x | − e−α |x |)の x = 0での値とすれば第 1
項も R3 で連続関数.よって DhVα ∈ C(R3).
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補題 4.17と Vα ∈ C∞(R3 \ {0})より, R3 \ {0}で,










(−∆ + α2)(Vα+h − Vα
h



















































= DhVαWh, α .
Wh, α, DhVα, Vα+h ∈ C∞(R3 \ {0})なので DhVα は古典的な意味で次の微分方
程式を満たす,






定数 k > 0があって,次の条件を満たす η(x), ηn(x)がある.
η ∈ C∞(R3), 0 ≤ η(x) ≤ 1, η(x) =

0 (|x | ≤ 1)
1 (|x | ≥ 2)
, |∇η(x)| ≤ k, ηn(x) = η(nx).
定数 k > 0があって,次の条件を満たす ζ(x), ζn(x)がある.
ζ ∈ C∞(R3), 0 ≤ ζ(x) ≤ 1, ζ(x) =

1 (|x | ≤ 1)
0 (|x | ≥ 2)




(98)に (ηnζn)2DhVα をかけて R3 で積分すると,∫
(−∆DhVα)(ηnζn)2DhVαdx +
∫
(α2 + 4πWh, α))(ηnζn)2(DhVα)2dx
= −
∫
(2α + h)Vα+h(ηnζn)2DhVαdx. (99)

















(ηnζn)2 |∇DhVα |2dx − 2
∫
(ηnζn)|DhVα | |∇DhVα | |∇(ηnζn)|dx
≥
∫


















(ηnζn)2 |∇DhVα |2dx +
∫
(α2 + 4πWh, α))(ηnζn)2(DhVα)2dx
≤ 2
∫
|DhVα |2 |∇(ηnζn)|2dx +
∫
(2α + h)Vα+h(ηnζn)2 |DhVα |dx.(100)









(α2 + 4πWh, α))(ηnζn)2(DhVα)2dx →
∫
(α2 + 4πWh, α))(DhVα)2dx,∫
(2α + h)Vα+h(ηnζn)2 |DhVα |dx →
∫
(2α + h)Vα+h |DhVα |dx. (101)
最後に (100)の右辺第 1項の極限が 0であることを示す. |∇ηn | |∇ζn | = 0に注
意して,∫
|DhVα |2 |∇(ηnζn)|2dx ≤
∫
(|ζn∇ηn | + |ηn∇ζn |)2 |DhVα |2dx
≤
∫
(|∇ηn | + |∇ζn |)2 |DhVα |2dx ≤
∫
(|∇ηn |2 + |∇ζn |2)|DhVα |2dx =: I2 + I3.
DhVα ∈ C(R3)よりある定数 C > 0があって |x | < 1で |DhVα |2 ≤ C であり,






n ≤ |x | ≤
2
n
|∇ηn |2dx ≤ C
∫
1








)3 → 0 (n → ∞).






|x | ) ≤
Ce















(2n)3 → 0 (n → ∞).
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これで (100)の右辺第 1項の極限が 0であることを示された.これと (101)か






(α2 + 4πWh, α))(DhVα)2dx ≤
∫
(2α + h)Vα+h |DhVα |dx.













step4. DhVα ∈ H1(R3), ∃Cα > 0 s. t. | |DhVα | |H1 ≤ Cα を示す.



































右辺第 1項は DhVαϕが R3 で連続なので,定数 C > 0があって, ∂B(ϵ)での単













(DhVαϕ)νidS | ≤ lim
ϵ ↓0
C4πϵ2 = 0.
右辺第 2項は limϵ ↓0 χR3\B(ϵ )
∂DhVα
∂xi
ϕ = ∂DhVα∂xi ϕ及び, suppϕを含むコンパクト集
合をK , ϕの最大値をCとし, (102)より ∂DhVα∂xi ∈ L
2(R3)なので |χR3\B(ϵ ) ∂DhVα∂xi ϕ|













以上より DhVα の R3 での弱微分は ∇DhVα である.これと (102)より DhVα ∈
H1(R3).
h によらない定数 Cα があって, | | DhVα | |H1 ≤ Cα となることを示す. 命題
7.1より 0 < Vα ≤ min{ Z|x | ,
9
π2 |x |4 } =: M(x) ∈ L
2(R3)なので, (102)より,





M(x)dx) 12 | | DhVα | |H1 .
| | DhVα | |H1 = 0とすると, (98)から Vα = 0となり, Vα > 0に矛盾する.よって
| | DhVα | |H1 > 0で両辺割って,







補題 7.6 α > 0, h → 0で DhVα ⇀ u∗α in H1(R3)と弱収束する.但し u∗α は以下
の弱形式の偏微分方程式に一意存在する弱解である.∫







2αVαvdx. (∀v ∈ H1(R3)).
(証明) step1. 補題 7.5より hによらない定数 Cαがあって | | DhVα | |H1 ≤ Cα
なので, K ⊂ R3を任意のコンパクト集合として次が成り立つ ([5, Section8. 6]).
m → ∞で hm → 0のとき∃{hn}∞n=0 ⊂ {hm}∞m=0 かつ∃ũ ∈ H1(R3)) s. t.
弱収束 DhVα ⇀ ũ in H1(R3)かつ強収束 DhVα → ũ in L2(K).
補題 7.5の (98)で hとして hn をとり, ϕ ∈ C∞c (R3\{0})をかけて R3で積分
すると,第 1項は部分積分し表面積分の項は 0になるので,∫







(2α + hn)Vα+hnϕdx (∀ϕ ∈ C∞c (R3\{0})). (103)
この式で hn → 0の極限をとると次の式になることを示していく.∫
(∇ũ · ∇ϕ + α2ũϕ + 6πV
1
2
α ũϕ)dx = −
∫
2αVαϕdx. (∀ϕ ∈ C∞c (R3 \ {0})).
そのために (103)を書き換えて,∫













α (DhnVα − ũ)ϕdx +
∫






(2α + hn)Vα+hnϕdx (∀ϕ ∈ C∞c (R3\{0})). (104)
step2. まず (104) 左辺第 5項の I := |
∫
(4πWhn, α − 6πV
1
2
α )DhnVαϕdx | →
0 (n → ∞)を示す. 補題 7.5よりWhn, α ∈ L2(R3), DhnVα ∈ L2(R3), また命題
7.1より 0 < Vα ≤ min{ Z|x | ,
9
π2 |x |4 }なので V
1
2
α ∈ L2(R3)なので, |ϕ|の最大値を
C ′とし, suppϕ ⊂ K となるコンパクト集合を K として,




≤ C ′ | |DhnVα | |H1(R3) | |4πWhn, α − 6πV
1
2




この右辺に n → ∞でルベーグ収束定理が使えることを次に確認する. 命題















































(4πWhn, α − 6πV
1
2
α )2 = 0.
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なので, また命題 7.1 より 0 < Vα ≤
min{ Z|x | ,
9
π2 |x |4 }なので,ある定数 C があって,
|4πWhn, α − 6πV
1
2









|x | ∈ L
1(K).
以上でルベーグ収束定理が使えることがわかったので,
I ≤ C | |4πWhn, α − 6πV
1
2
α | |L2(K) → 0 (n → ∞). (105)
step3. 次に (104) の左辺第 1 項, 第 2 項は DhVα ⇀ ũ in H1(R3) より
DhVα ⇀ ũ in L2(R3)かつ ∂∂xi DhVα ⇀
∂
∂xi






∇DhnVα · ∇ϕdx =
∫












α (DhnVα − ũ)ϕdx | → 0 (n → ∞)を示




最大値を C とする.強収束 DhnVα → ũ in L2(K)に注意すれば,
J ≤ C |
∫
K
(DhnVα − ũ)dx | ≤ C |K |
1
2 | |DhnVα − ũ| |L2(K) → 0 (n → ∞). (108)
最後に (104)の右辺はVαの αについての連続性から limn→∞ Vα+hnϕ = Vαϕ.
ϕの最大値を C とし,また命題 7.1より 0 < Vα ≤ min{ Z|x | ,
9
π2 |x |4 } =: M(x) ∈






(2α + hn)Vα+hnϕdx) = −2α
∫
Vαϕdx. (109)
(104), (105), (106), (107), (108), (109)より,∫
(∇ũ · ∇ϕ + α2ũϕ + 6πV
1
2
α ũϕ)dx = −
∫
2αVαϕdx. (∀ϕ ∈ C∞c (R3 \ {0})).
補題 4.20より C∞c (R3 \ {0})は H1(R3)で稠密なので,∫
(∇ũ · ∇ϕ + α2ũϕ + 6πV
1
2
α ũϕ)dx = −
∫
2αVαϕdx. (∀ϕ ∈ H1(R3)).
ところで補題 7.4より, このような ũは一意に存在し, それを u∗α としたので
ũ = u∗α.これは部分列の取り方によらないので部分列をとらなくても,
α > 0, h → 0で DhVα ⇀ u∗α in H1(R3)と弱収束する.
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補題 7.7 K ⊂ R3\{0} なる任意のコンパクト集合 K 上で, α > 0, h → 0 で




α(x) (x ∈ R3 \ {0}).
(証明) step1. 補題 7.6の (103)と補題 4.20の C∞c (R3\{0})の H1(R3)での稠
密性から DhVα は次を満たす.∫







(2α + h)Vα+hvdx (∀v ∈ H1(R3)).
また補題 7.4にあるように u∗α は次を満たす.∫







2αVαvdx (∀v ∈ H1(R3)).
この 2式を辺辺引いて移項すれば∫





















α) − 2α(Vα+h − Vα) − hVα+h .
ここで領域 Dr := {x ∈ R3 |0 < r < |x |}, v ∈ C∞c (Dr ) ⊂ H1(R3)として, DhVα −
u∗α が正則性の補題 4.8の仮定を満たすことを確認する. Dr 上, DhVα − u∗α は
(−∆ + α2)u = f の弱解 uであり, α2 ∈ L∞(Dr ),補題 7.5,補題 7.4より, DhVα −
u∗α ∈ H1(R3) である. 最後に f ∈ L2(Dr ) を確認する. 補題 7.5 より Dr で




α u∗α) ∈ L2(Dr ),また命題 7.1より Dr でVα, Vα+h ∈ L2(Dr )
なので 2α(Vα+h −Vα)+ hVα+h ∈ L2(Dr ).よって f ∈ L2(Dr ).以上で正則性の補
題 4.8の仮定は満たされるので以下の結果を得る.
∀D1 ⋐ ∀D2 ⋐ Dr に対し∃Cs. t .
| |DhVα − u∗α | |H2(D1)






+| |2α(Vα+h − Vα)| |L2(D2) + | |hVα+h | |L2(D2))
≤ C(| |DhVα − u∗α | |L2(D2) + | |4πWh, α(DhVα − u
∗
α)| |L2(D2)
+| |(4πWh, α − 6πV
1
2
α )u∗α | |L2(D2) + | |2α(Vα+h − Vα)| |L2(D2) + | |hVα+h | |L2(D2)).
(110)
step2. 次にこの式の右辺の各項が h → 0で 0に収束することを示す. 第 1
項は、補題 7.6の DhVα ⇀ u∗α in H1(R3)と弱収束することより有界領域では
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L2 強収束し,
| |DhVα − u∗α | |L2(D2) → 0 (h → 0).
第 2項は,補題 7.5より D2 上では hによらない定数 C で 4πWh, α(x) ≤ C と
押さえられるので,第 1項と同じく,
| |4πWh, α(DhVα − u∗α)| |L2(D2) ≤ C | |DhVα − u
∗
α | |L2(D2) → 0 (h → 0).
第 3項は,補題 7.4より u∗α ∈ C∞(R3\{0})なので D2上では定数Cで u∗α(x) ≤ C
と押さえられ, 補題 7.6の (105)の | |4πWhn, α − 6πV
1
2
α | |L2(K) → 0 (n → ∞)と
同様に,
| |(4πWh, α − 6πV
1
2
α )u∗α | |L2(D2) ≤ C | |(4πWh, α − 6πV
1
2
α )| |L2(D2) → 0 (h → 0).
第 4 項は, 命題 7.2(2) の ρα の α についての連続性から Vα = ρ
2
3
α も α に
ついて連続なので, limh→0(Vα+h − Vα)2 = 0. また命題 7.1 より 0 < Vα ≤
min{ Z|x | ,
9
π2 |x |4 } =: M(x)なので |Vα+h − Vα |
2 ≤ 2(|Vα+h |2 + |Vα |2) ≤ 2M(x)2 ∈
L1(D2)なのでルベーグ収束定理を使うことができ,
| |2α(Vα+h − Vα)| |L2(D2) → 0 (h → 0).
第 5項は,命題 7.1の 0 < Vα ≤ min{ Z|x | ,
9
π2 |x |4 } =: M(x)から,
| |hVα+h | |L2(D2) ≤ |h| | |M(x)| |L2(D2) → 0 (h → 0).
(110)の右辺のすべての項が 0に収束することが以上で確認されたので,
∀D1 ⋐ ∀D2 ⋐ Dr に対し | |DhVα − u∗α | |H2(D1) → 0 (h → 0).
r > 0は任意なので,
K ⊂ R3\{0}なる任意のコンパクト集合 K 上で
| |DhVα − u∗α | |H2(K) → 0 (h → 0).
一般に H2(K) ⊂ C(K)なので ([4, Cor. 9. 15]),ある定数 C があって,
K ⊂ R3\{0}なる任意のコンパクト集合 K 上で,
max
x∈K
|DhVα(x) − u∗α(x)| ≤ C | |DhVα − u∗α | |H2(K) → 0 (h → 0).
よって limh→0 DhVα(x) = ∂Vα (x)∂α = u∗α(x) (x ∈ R3\{0}).
補題 7.8 K ⊂ R3\{0} なる任意のコンパクト集合 K 上で, α > 0, h → 0 で
maxx∈K |u∗α+h(x) − u
∗
α(x)| → 0.これより各点 x ∈ R3\{0}で u∗α は αについて
連続である.
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(証明)この証明は,補題 7.5,補題 7.6,補題 7.7と同様の証明を繰り返すこと
になる,
step1. 0 ≤ |h| ≤ α2 として hによらない定数 C があって, | |u∗α+h | |H1(R3) ≤ C
を示す.∫







2αVαvdx. (∀v ∈ H1(R3)). (111)

























2 | |u∗α+h | |L2(R3).
命題 7.1の 0 < Vα ≤ min{ Z|x | ,
9




}| |u∗α+h | |
2





(x) < 0 (x ∈ R3\{0})より | |u∗
α+h




| |u∗α+h | |H1(R3) ≤





⇀ u∗α (h → 0)を示す. step1より | |u∗α+h | |H1 ≤ C なので,
m → ∞で hm → 0のとき∃{hn}∞n=0 ⊂ {hm}∞m=0 かつ∃ũ ∈ H1(R3) s. t .
弱収束 u∗α+hn ⇀ ũ in H
1(R3).
(111)で αとして α + hn, vとして ϕ ∈ C∞c (R3\{0})をとれば,∫








2(α + hn)Vα+hnϕdx. (112)
h → 0の極限をとると,左辺第 1項,第 2項は u∗
α+hn
⇀ ũ in H1(R3)より,∫
(∇u∗α+hn · ∇ϕ + (α + hn)
2u∗α+hnϕdx →
∫




2(α + hn)Vα+hnϕdx → −
∫
2αVαϕdx (hn → 0).
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左辺第 3項は 2つに分け, 1つめは u∗
α+hn

















































α )| |L2 | |u∗α+hnϕ| |L2 → 0.
以上より h → 0の極限をとると, (112)は,∫
(∇ũ · ∇ϕ + α2ũϕ + 6πV
1
2
α ũϕ)dx = −
∫
2αVαϕdx.
補題 4.20より C∞c (R3 \ {0})は H1(R3)で稠密なので,∫
(∇ũ · ∇v + α2ũv + 6πV
1
2
α ũv)dx = −
∫
2αVαvdx. (∀v ∈ H1(R3)).




α (h → 0).
step3.結論補題 7.4より,∫






= −2(α + h)
∫
Vα+hvdx,∫











α) · ∇v + α2(u∗α+h − u
∗
α)vdx
















(Vα+h − Vα)vdx − 2h
∫
Vα+hvdx. (∀v ∈ H1(R3)),









α) − 2α(Vα+h − Vα) − 2hVα+h .
ここで領域 Dr := {x ∈ R3 |0 < r < |x |}, v ∈ C∞c (Dr ) ⊂ H1(R3)として, u∗α+h −
u∗α が正則性の補題 4.8の仮定を満たすことを確認する. Dr 上, u∗α+h − u
∗
α は







は Dr 上有界で u∗α+h ∈ L
2(Dr )であることと, Dr 上Vα+h ∈ L2(Dr )
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であることから f ∈ L2(Dr ).以上で正則性の補題 4.8の仮定は満たされるので
以下の結果を得る.
∀D1 ⋐ ∀D2 ⋐ Dr に対し∃Cs. t .
| |u∗α+h − u
∗
α | |H2(D1)
≤ C(| |u∗α+h − u
∗
α | |L2(D2) + (2αh + h
2)| |u∗α | |L2(D2)
+(2αh + h2)| |u∗α+h − u
∗














α )u∗α | |L2(D2) + | |2α(Vα+h − Vα)| |L2(D2)
+| |2hVα+h | |L2(D2)).
h → 0で右辺の各項は 0に収束する.というのは第 1項,第 3項は D2上の L2
強収束 u∗
α+h
→ u∗α より 0に収束.第 2項は u∗α ∈ L2(D2)より 0に収束.第 4項




が一様有界なので D2 上の L2 強収束 u∗α+h → u
∗
α よ
り 0に収束.第 5項は D2上の u∗α の有界性とルベーグ収束定理より 0に収束.
第 6項はルベーグ収束定理より 0に収束.第 7項は D2 上 hによらず Vα+h が
一様有界なので 0に収束するからである.よって,
∀D1 ⋐ ∀D2 ⋐ Dr に対し | |u∗α+h − u∗α | |H2(D1) → 0 (h → 0).
r > 0は任意なので,また一般に H2(K) ⊂ C(K)なので ([4, Cor. 9. 15]),ある定
数 C があって,





α(x)| ≤ C | |u∗α+h − u
∗
α | |H2(K) → 0 (h → 0).
これより各点 x ∈ R3\{0}で u∗α は αについて連続である.
命題 7.2(7)の証明.補題 7.8より各点 x ∈ R3\{0}で u∗αは αについて連続で
ある.





























3 u∗α(x) < 0 (x ∈ R3\{0}).
これと α = 0 での ρα(x), λα の α についての連続性から, 各点 x ∈ R3\{0}











て連続である.よって各点 x ∈ R3\{0}で, ρα(x)は αについて C1 級である.
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8 定理 2.3(α → 0における漸近挙動)の証明.
8.1 定理 2.3(1)の証明.














|x − y | dy ∀x ∈ R






















































































0 (x)dx < ∞.
これより,










命題 8.1 (湯川型のビリアル定理) ([6, Theorem II. 22, 23] 参考) α ≥ 0 とす
る. Eα のミニマイザーを ρα とするとき,全エネルギーと各エネルギーの関係
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は,次のようになる.


























































|x − y | dxdy
= Eα, K (ρα) + Eα, A(ρα) + Dα(ρα, ρα) = Eα . (118)




Eα, K (ρα) + Eα, A(ρα) + 2Dα(ρα, ρα) = 0. (119)
ρα(x)は Eα のミニマイザーで, t > 0で ρα(t x) ∈ T より,
dEα(ρα(t x))
dt
|t=1 = 0. (120)
左辺の計算の準備をする.


















|x − y | dxdy.












α | x̃ |
t







α | x̃−ỹ |
t







= −3Eα, K (ρα) − 2Eα, A(ρα) − 5Dα(ρα, ρα)
−α
∫

















式 (119)×3+式 (122)−式 (118)より,















式 (119)×3+式 (122)×2+式 (118)より,














（124)（125)の右辺の α → 0での極限は,それぞれ −E0, 73 E0, −
1
3 E0 となる.
定理 2.3(2)の証明. step1. d
2Eα
dα2
|α=0 = −C3 < 0を示す.
但し, C3 = Z
∫
|x |ρ0(x)dx − 12
∫
|x − y |ρ0(x)ρ0(y)dxdy.












































































































π3 |x |6 }なので,
|ρα(
e−α |x | − 1
α
)| ≤ ρα
(1 − (1 − α |x |))
α











e−α |x−y | − 1
α
)| ≤ ρα(x)ρα(y)|x − y |
≤ ρα(x)ρα(y)(|x | + |y |) ∈ L1(R3).




e−α |x | − 1
α




e−α |x−y | − 1
α
) = −|x − y |ρ0(x)ρ0(y).










|x − y |ρ0(x)ρ0(y)dxdy =: −C3.














(|x | + |y |)ρ0(x)ρ0(y)dxdy
= Z
∫
|x |ρ0(x)dx − Z
∫
|x |ρ0(x)dx = 0.
step2.各エネルギーの漸近式を求める.















Z2 − C3α + o(α).
これらを命題 8.1の 3式に代入すれば結果を得る.
8.3 定理 2.3(3)の証明.
補題 8.2 α > 0とし, u∗α ∈ H1(R3)が∫







Vαvdx. (∀v ∈ H1(R3)), (127)
を満たすなら,
u∗α ∈ H2(R3) ⊂ L∞(R3).
特に, 0 < |τ | < α2 とすると τによらない定数 Cα があって,
| |u∗α+τ | |L∞(R3) ≤ Cα .
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(証明) step1. u∗α ∈ H1(R3)に対し h , 0, h ∈ R3として, Dhu∗α :=
u∗α (x+h)−u∗α (x)
|h |
と定める. D−h(Dhu∗α) ∈ H1(R3) より v として D−h(Dhu∗α) がとれて, f , g ∈





(|∇Dhu∗α |2 + α2(Dhu∗α)2 + 6πV
1
2






(|∇Dhu∗α |2 + α2(Dhu∗α)2)dx ≤ 2α | |Vα | |L2(R3) | |D−h(Dhu∗α)| |L2(R3).
命題 7.1より Vα(x) ≤ min{ Z|x | ,
9
π2 |x |4 } =: M(x) ∈ L
2(R3)であり,
min{1, α2}| |Dhu∗α | |2H1(R3) ≤ 2α | |M(x)| |L2(R3) | |D−h(Dhu
∗
α)| |L2(R3).
補題 4.11より Dhu∗α ∈ H1(R3)なので | |D−h(Dhu∗α)| |L2(R3) ≤ ||∇Dhu∗α | |L2(R3),こ
れより,
min{1, α2}| |Dhu∗α | |2H1(R3) ≤ 2α | |M(x)| |L2(R3) | |∇Dhu
∗
α | |L2(R3)
≤ 2α | |M(x)| |L2(R3) | |Dhu∗α | |H1(R3).
よって, | |Dhu∗α | |H1(R3) ≤
2α | |M(x)| |L2(R3)
min{1, α2}





2α | |M(x)| |L2(R3)
min{1, α2}






∈ H1(R3) (i = 1, 2, 3).これと u∗α ∈ H1(R3)より
u∗α ∈ H2(R3).さらにソボレフの埋め込み定理から u∗α ∈ H2(R3) ⊂ L∞(R3)なの
で αによらない定数 C があって,
| |u∗α | |L∞(R3) ≤ C | |u∗α | |H2(R3) (129)
step2. u ∈ H1(R3)に対し,ある定数 C があって, | |Dhu| |L2(R3) ≤ C (∀h , 0 ∈
R3)ならば | | ∂u∂xi | |L2(R3) ≤ C (i = 1, 2, 3)であることを示す. C
∞
c (R3)が H1(R3)




| |Dhu| |2L2(R3) = limt→0
∫
(u(x + tei) − u(x)
t
)2dx ≤ C2.





















2α | |M(x)| |L2(R3)
min{1, α2}
(i, j = 1, 2, 3) (130)
一方, (127)の vとして u∗α をとれば,∫
(|∇u∗α |2 + α2(u∗α)2 + 6πV
1
2




| |u∗α | |H1(R3) ≤




| |u∗α | |2H2(R3) = | |u
∗










2α | |M(x)| |L2(R3)
min{1, α2}
)2.(132)
0 < |τ | < α2 とすれば
α
2 < α + τ <
3α
2 なので, (129), (132)から τ によらない
定数 Cα があって,
| |u∗α+τ | |L∞(R3) ≤ C | |u∗α+τ | |H2(R3) ≤ Cα .
補題 8.3 α > 0で ∂Vα∂α は次を満たす.
−∂Vα
∂α




∫ (− ∂ρα∂α (y))e−α |x−y |
|x − y | dy (x ∈ R
3 \ {0}).
特に 0 < −∂Vα
∂α












ρα(y)e−α |x−y | − ρα+h(y)e−(α+h) |x−y |
h|x − y | dy.
(133)
右辺第 2項に h → 0でルベーグ収束定理が使えることを確認する. 0 < θ < 1
として平均値の定理を使い, 0 < |h| < α2 として,
lim
h→0
ρα(y)e−α |x−y | − ρα+h(y)e−(α+h) |x−y |
h|x − y |
= ρα(y)e−α |x−y | +
− ∂ρα∂α (y)e−α |x−y |
|x − y | ,
I := | ρα(y)e
−α |x−y | − ρα+h(y)e−(α+h) |x−y |
h|x − y | |
≤ |ρα+θh(y)e−α+θh |x−y | | + |
(− ∂ρα∂α |α+θh(y))e−(α+θh) |x−y |
|x − y | |. (134)
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命題 7.1より Vα(y) ≤ min{ Z|y | ,
9
π2 |y |4 } =: M(y)なので,
| ∂ρα
∂α













































I ≤ |ρ α
2







|x − y | | ∈ L
1
y(R3).
これでルベーグ収束定理が使えるので, (133)で h → 0として,
0 < −∂Vα
∂α
(x) = Ze−α |x | −
∫
ρα(y)e−α |x−y |dy −
∫ (− ∂ρα∂α (y))e−α |x−y |
|x − y | dy. (136)
これから, − ∂ρα∂α (y) > 0なので,
0 < −∂Vα
∂α
< Ze−α |x | (∀α ∈ [0, ∞), ∀x ∈ R3\{0})
もわかる.
定理 2.3(3)の証明. step1. 命題 7.2(7)より十分小さい α > 0では ρ0(x) >
















ρ0(y) − ρα(y)e−α |x−y |
|x − y | dy}.
Z =
∫







(1 − e−α |x |)
α |x | −
(1 − e−α |x−y |)
α |x − y | }dy
=:
∫
ρ0(y){ f (α |x |) − f (α |x − y |)}dy. (137)




t (t > 0)
1 (t = 0)





− 12 (t = 0)
.
ここで f ′(t) は [0, ∞) で連続関数で, limt→∞ f ′(t) = 0 であり, さらに −12 ≤
f ′(t) ≤ 0である. なぜなら 1 − e−t − te−t =: g(t)とおくと, g(0) = 0, g′(t) =
69
te−t ≥ 0より g(t) ≥ 0なので f ′(t) = −g(t)
t2
≤ 0となる.また g(t) − 12 t2 =: h(t)と
おくと h(0) = 0, h′(t) = te−t − t ≥ 0より h(t) ≤ 0なので 0 ≤ −h(t)
t2
= f ′(t) + 12
となるからである.これよりmaxt≥0 | f ′(t)| = 12 であることに注意して,平均値
の定理で 0 < θ < 1として
| f (α |x |) − f (α |x − y |)| = | f ′(α |x | + θα(|x − y | − |x |))| · α | |x | − |x − y | |
≤ 1
2
























V0(x) > Vα(x) ≥ V0(x) −
1
2
C1α2 (x ∈ R3\{0}).






















1+t とおくと, t > 0で p
′(t) = t2+2t+32(1+t)2 > 0より p(t)は狭義単調増加関数なの


























































2α2 (x ∈ R3\{0}).
∂ρα
∂α
(x)|α=0 = 0 (x ∈ R3\{0}).
step2. 補題 8.3と Z =
∫
ρ0(y)dy, ρ0(y) > ρα(y)から,
0 < −∂Vα
∂α
(x) < Ze−α |x | −
∫
ρα(y)e−α |x−y |dy
= Ze−α |x | −
∫





(ρ0(y) − ρα(y))(1 − e−α |x−y |)dy
<
∫










3 dx α2 + o(α2).平均値の定理














(x) ≤ C1α (x ∈ R3\{0}).




































(x) = 0 (x ∈ R3\{0}).











|x − y | dy.
となる.これより,
Ze−α |x |































α |x | |y | max{ eα |x |sinh(α |y |),
eα |y |











2α |y | sinh(α |y |)dy





































) 32 . (141)
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) 32 > λα > 2(
2πZ
3α





















































































































































































|x − y | dxdy.
変数変換 αx = z, αy = w を行い, C6 := 12
∫
( e−|z ||z | )
3




|z−w | dzdw とおけ
ば, ( e−|z ||z | )
3
2 ∈ L 53 (R3)より補題 4.14から C6 < ∞であり,
C6Z3
α2
































命題 8.1のビリアル定理より, dEαdα =
1













(証明) step1. (1)の ρα(x) (x ∈ R3\{0})についての証明.命題 7.2(7)と命題
7.2(7)より 0 ≤ αで ρα(x)は αについて狭義単調減少.定理 2.4(1)より α → ∞
で ρα(x) → 0.命題 7.2(7)と定理 2.3(3)より 0 ≤ αで ρα(x)は αについて C1
級.
step2. (1)の λα についての証明.命題 7.2(7)と命題 7.2(7)より 0 ≤ αで λα
は αについて狭義単調減少.定理 2.4(2)より λ → ∞で λα → 0.命題 7.2(3)よ











ここでルベーグ収束定理が成り立つことを確認する.命題 7.2(7)より ρα は微


















命題 7.1の Vα(x) ≤ min{ Z|x | ,
9
































































step3. (1)の Eα についての証明.命題 7.2(5)より 0 ≤ αで ρα(x)は αにつ
いて狭義単調減少で C1 級.命題 7.2(1)より α → ∞で ρα(x) → 0.
step4. (1)の Eα, K (ρα)についての証明.命題 7.2(7)と命題 7.2(7)より 0 ≤ α
で ρα(x)
5





も狭義単調減少.定理 2.4(3)より α → ∞で Eα, K (ρα) → 0.



























































ここでルベーグ収束定理が成り立つことを確認する.命題 7.2(7)より ρα は微









































命題 7.1の Vα(x) ≤ min{ Z|x | ,
9

















































これで ∂Eα, K (ρα )∂α の存在がわかった.最後に 0 ≤ αでの





































step5. (1) の −Eα, A(ρα) についての証明. 命題 7.2(7) と命題 7.2(7) より
0 ≤ α で Zρα (x)e
−α |x |
|x | は α について狭義単調減少. これより −Eα, A(ρα) =∫
Zρα (x)e−α |x |
|x | dx も狭義単調減少.定理 2.4(3)より α → ∞で −Eα, A(ρα) → 0.
step3, step4から 0 ≤ αで, Eα, Eα, K (ρα)は αについて C1 級.このことと
ビリアル定理の命題 8.1の第 1式から α dEαdα は 0 ≤ αで αについて C1級.こ
のこととビリアル定理の命題 8.1の第 2式から −Eα, A(ρα)は 0 ≤ αで αにつ
いて C1 級.
step6. (1) の Dα(ρα, ρα) についての証明. 命題 7.2(7) と命題 7.2(7) より
0 ≤ αで ρα (x)ρα (y)e
−α |x−y |




ρα (x)ρα (y)e−α |x−y |
|x−y | dxdyも狭義単調減少.定理2.4(3)よりα → ∞でDα(ρα, ρα)
→ 0.
step3, step4から 0 ≤ αで, Eα, Eα, K (ρα)は αについて C1 級.このことと
ビリアル定理の命題 8.1の第 1式から α dEαdα は 0 ≤ αで αについて C1級.こ
のこととビリアル定理の命題 8.1の第 3式から Dα(ρα, ρα)は 0 ≤ αで αにつ
いて C1 級.
step7. (2)の証明.命題 7.2(6)より Eα は αについて狭義凸関数.定理 2.3(2)
と定理 2.4(3)より, −Eα, Aと Dα(ρα, ρα)は α → 0でも α → ∞でも αにつ
いて狭義凸な関数に漸近していく.定理 2.3(2)と定理 2.4(3)より, λα と Eα, K
は α → 0では αについて狭義凹な関数に漸近していき, α → ∞では αにつ
いて狭義凸な関数に漸近していく.





(証明) step1. ER は下限を持つことを示す. ∀ρ ∈ TR で,ヘルダーの不等式
より,
























3 ) 35 .
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右辺第 2項で Ry = xとし
∫
( ZχB(R)(x)|x | )
5











dy =: Z 52 R 12 C ′と
なる.これを使い,次にヤングの不等式を使い,




































3 = 12 とし,





3 − CZ 52 R 12 ≥ −CZ 52 R 12 ∀ρ ∈ T .　 (147)






step1より E (ρ1) ≥ E (ρ2) ≥ · · · → ER となる最小化列 {ρn}∞n=1 ⊂ TR があ











2 なので, L 53 (R3)
有界列である.これより部分列（部分列も {ρn}∞n=1で表記する）{ρn}∞n=1 ⊂ TR
と ρ0 ∈ L
5
3 (R3)が存在し ρn ⇀ ρ0と L
5
3 (R3)で弱収束する.以上は補題 4.18(2)
の仮定を満たすので, ρ0 ∈ TR, ER = limn→∞ E (ρn) ≥ E (ρ0).逆に ρ0 ∈ TR よ
り E (ρ0) ≥ ER.以上より ρ0 は ER のミニマイザー ρR である.








|x | dx は広義凸関
数 ([6, 定理 2. 6]). また補題 4.16(3) から D(ρ, ρ) は狭義凸関数. これらから
E (ρ)は狭義凸性を持つ. ミニマイザーが ρ0 と σ0 と 2つあれば, ρ0+σ02 ∈ TR
かつ狭義凸性より E (ρ0)+E (σ0)2 > E (
ρ0+σ0
2 )となり矛盾.
次に ρ(x)は |x |の関数である.もしそうでないと,エネルギー汎関数の回転
対称性から, ρ(x) を直交変換したものもミニマイザーとなり, 一意性と矛盾
する.
11.2 定理 3.1(2)の証明.
次の 4つの補題 11.1, 11.2, 11.3, 11.4を使って定理 3.1(2)が示される.
補題 11.1 ([10, 113page]にあるが入手しづらいと思うので証明を与える)
k ∈ N, x, y ∈ R3 \ {0}ならば,
{|x |k + |y |k}
max{|x |, |y |} ≥ (|x |




(証明) x, yの対称性から |x | ≥ |y | > 0として示せばよい.
S : =
{|x |k + |y |k}
max{|x |, |y |} − (|x |
k−1 + |y |k−1)(1 − 1
k
)
= |x |k−1 + |y |
k
|x | − (|x |






{|x |k−1 + k |y |
k
|x | − (k − 1)|y |
k−1}. (148)
相加相乗平均 (a1 + · · · + ak) ≥ k(a1 · · · ak)
1




|x |k−1 + (k − 1)|y |
k




k−1} 1k = k |y |k−1. (149)
(148), (149)より,
S : ≥ 1
k
{k |y |k−1 + |y |
k
|x | − (k − 1)|y |
k−1} = 1
k
(|y |k−1 + |y |
k
|x | ) ≥ 0.
補題 11.2 ([10, 113page]にあるが入手しづらいと思うので証明を与える)
ER のミニマイザーを ρR とし,(
ρR(x)
2




|x − y | dy
)





(証明) step1. (150)を導く. ϕ ∈ C∞c (B(R)), s ∈ (−ϵ, ϵ)とし, ϵ > 0が十分小
さければ, ρR(1 + sϕ) ∈ TR なので, ddsE (ρR(1 + sϕ))|s=0 = 0より,∫
(ρR(x)
2














|x − y | dy)ρR(x) = 0 (a. e. x ∈ B(R)). (152)
step2. (151)を導く. (152)より,また補題 4.13を使って,
Z















max{|x |, |y |} dyρR(x).











ρR(x)ρR(y){|x |k + |y |k}
max{|x |, |y |} dxdy.
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補題 11.1より, { |x |
k+ |y |k }











ρR(x)ρR(y)(|x |k−1 + |y |k−1)dxdy













補題 11.3 ER のミニマイザーを ρR とし,
ρR(x)
2




|x − y | dy ≥ 0 (a. e. x ∈ B(R)).
(証明) f ∈ TR, t > 0とすれば, ρR + t f ∈ TR より,
d
dt E (ρR + t f )|t=0 ≥ 0なので,∫
(ρR(x)
2





|x − y | dy) f (x)dx ≥ 0,
∀ f ∈ TR . (153)
A := {x ∈ B(R)|ρR(x)
2
3 − Z|x | +
∫
ρR(y) dy|x−y | < 0} とおくと, |A| = 0. な




3 − Z|x | +∫
ρR(y) 1|x−y | dy)χA(x)dx < 0となり, (153)と矛盾するから.これより,
ρR(x)
2




|x − y | dy ≥ 0 (a. e. x ∈ B(R)).







|x − y | dy ≥ 0 (x ∈ B(R) \ {0}).
(証明) step1. ∂B(R) で VR(x) ≥ 0 を示す. 背理法. ρR(x) が球対称なので,
VR(x)も球対称であることに注意すると, ∂B(R)で VR(x) ≥ 0の否定は, ∂B(R)
で VR(x) < 0となる.補題 4.17より VR(x)は R3 \ {0}で連続なので,




|x − y | dy < 0 ∀x (r0 < |x | < R).
このとき補題 11.2の (ρR(x)
2
3 − Z|x | +
∫
ρR(y) 1|x−y | dy)ρR(x) = 0より,
ρR(x) = 0 (a. e. x ∈ {x |r0 < |x | < R}).






















|x | ≥ 0.
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最後の不等式は補題 11.2の Z ≥
∫
ρR(y)dy によるが,これは r0 < |x | < Rで
VR(x) < 0に矛盾する.
step2. VR(x) ≥ 0 (x ∈ B(R) \ {0})を示す. A := {x ∈ B(R) \ {0}|VR(x) < 0}




|x−y | dyは有界なので, x = 0のある近傍で VR > 0.これよ
り dist{0, A} > 0.これより Ā ⊂ R3 \ {0}なので,
VR(x) ∈ C(Ā). (155)
A上では VR = Z|x | −
∫
ρR (y)








|x−y | dy > 0.
これと補題 11.2から, A上では ρR = 0となる.このことと補題 4.17から,
−∆(−VR) = 4πρR = 0 in D ′(A). (156)






∂A ∩ ∂B(R)では step1より (−VR) ≤ 0,また ∂A ∩ B(R) \ {0}では VR(x)の連
続性, Aが開集合, dist{0, A} > 0から, VR(x) = 0 on ∂A ∩ B(R) \ {0}なので,
max
Ā
(−VR) ≤ 0. (158)
これは Aが空集合を意味する.




ρR , 0の場合.補題 11.2から,
ρR(x)
2
3 − Z|x | +
∫
ρR(y)
|x − y | dy = 0 (a. e. x ∈ B(R) ∩ {x |ρR(x) , 0}).
ρR = 0の場合.補題 11.3, 11.4から,
ρR(x)
2
3 − Z|x | +
∫
ρR(y)
|x − y | dy = 0 (a. e. x ∈ B(R) ∩ {x |ρR(x) = 0}).
補題 4.17より Z|x | −
∫
ρR (y)
|x−y | dyは R




3 − Z|x | +
∫
ρR(y)
|x − y | dy = 0 (B(R) \ {0}). (159)
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11.3 定理 3.1(3)の証明.
(証明) step1. ρR, VR ∈ C(B(R)\{0})を示す.








より, ρR も B(R)\{0}で連続.
















ds in B(R) \ {0}. (160)
ρR ∈ C(B(R)\{0}) から, ρR(s) ∈ C((0, R)) なので式（160) から VR(r) ∈
C1((0, R)),よって VR ∈ C1(B(R)\{0}).これから ρR ∈ C1(B(R)\{0}).
step3. n ∈ Nで ρR, VR ∈ Cn(B(R)\{0}) → ρR, VR ∈ Cn+1(B(R)\{0})を示す.
ρR ∈ Cn(B(R)\{0})から, ρR(s) ∈ Cn((0, R))なので式 (160)から VR(r) ∈
Cn+1((0, R)),よって VR ∈ Cn+1(B(R)\{0}).これから ρR ∈ Cn+1(B(R)\{0}).
11.4 定理 3.1(4)の証明.
(証明) step1. VR(x) > 0かつ ρR(x) > 0 (∀x ∈ B(R) \ {0})を示す.
0 < r < Rなる任意の r に対し Ur := {x |r < |x | < R}とおく. Ur で VR > 0
を示せばよい.
補題 4.17と定理 3.1(3)より,
有界連結開集合Urで, VR ∈ C2(Ur ) ∩ C(Ūr ). (161)
補題 4.17より
−∆(−VR) ≤ 4πρR = 4πV
1
2




R は Ūr で連続なので最大値 γ ≥ 0を持つので,
−∆(−VR) ≤ 4πρR ≤ γVR in Ur .
よって,
(−∆ + γ)(−VR) ≤ 0, γ ≥ 0 in Ur . (162)
ここから背理法で VR > 0 in Ur を示す.すでに補題 11.4より VR ≥ 0 in Ur が
わかっているので,結論を否定して Ūr の内点 x0 で VR(x) = 0とすれば,
Ūrの内点 x0で − VRは最大値 0をとる. (163)
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強最大値原理の補題 4.5の仮定を (161), (162), (163)は満たすので,
VR(x) ≡ 0 in Ūr .
ところがこれは ρR(x) ≡ 0 in B(R)を意味する.つまりミニマイザー ρR ≡ 0と
なり, ER = 0となる.しかし明らかに ER < 0なので矛盾する.



























補題 11.2から Z −
∫ r
0 4πs
2ρR(s)ds ≥ 0なので, p ≤ 1ならば, |x |pVR(x)は |x |
について狭義減少関数.一般に f (x)が狭義減少関数なら f (x) 32 も狭義減少関
数なので, q ≤ 32 ならば, |x |qρR(x)も |x |について狭義減少関数.
step3. p ≤ 1及び q ≤ 32 として 0 < |x | < Rで |x |pVR(x), |x |qρR(x)は |x |
について狭義凸関数となる.





















(rVR(r)) + 2(p − 1)rp−2
∂
∂r
(rVR(r)) + (p − 1)(p − 2)rp−3(rVR(r)).
(165)
(164)より第 1項は正, p ≤ 1なら step2から ∂∂r (rVR(r)) < 0なので第 2項も
非負, p ≤ 1なら第 3項も非負.よって p ≤ 1で |x |pVＲ(x)は |x |について狭義
凸関数となる. 一般に C2 級の f (x)が狭義凸関数なら f (x) 32 も狭義凸関数な
ので, q ≤ 32 で |x |qρR(x)は |x |について狭義凸関数.
12 定理 3.2(BTF模型の L1ノルム制限付き変分問題
の基本定理)の証明.
12.1 定理 3.2(1)の証明.
(証明) step1. ER(λ) ≥ E (ρ0)を示す.
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定理 3.1(1)より ER(λ) ≥ ER > −∞から, E (ρ1) ≥ E (ρ2) ≥ · · · → ER(λ)と
なる最小化列 {ρn} ⊂ TR∂λ がある. {ρn}は定理 3.1(1)の証明の中の式 (147)









2 なので, L 53 (B(R))有界列である.これ
より部分列（部分列も {ρn}で表記する）{ρn} ⊂ TR∂λ ⊂ TRと ρ0 ∈ L
5
3 (B(R))
が存在し ρn ⇀ ρ0 と L
5
3 (B(R))で弱収束する.以上は補題 4.18(2)の仮定を満
たすので, ρ0 ∈ TR, ER(λ) = limn→∞ E (ρn) ≥ E (ρ0).
step2. ρ0 ∈ TR∂λ を示せば ER(λ) ≤ E (ρ0)となり, step1の結果とあわせて
ρ0 は ER(λ)のミニマイザーとなるのでこれを示す.
すでに step1で ρ0 ∈ TR までわかっているので, | |ρo | |L1(B(R)) = λを示せば
よい. {ρn} ⊂ L
5
3 (B(R)), ρ0 ∈ L
5






3 (B(R)), ∃{Cni | i, n ∈ N, 1 ≤ i ≤ n, Cni ≥ 0, Σni=1Cni = 1}
s. t .強収束 Fn → ρ0 in L
5
3 (B(R)), Fn = Σni=1Cniρi .
これより,






ρidx = (Σni=1Cni)λ = λ (∀n). (166)
また
| | |Fn | |L1(B(R)) − ||ρ0 | |L1(B(R)) |≤ | |Fn − ρ0 | |L1(B(R)) =
∫
B(R)
|Fn − ρ0 |dx




|B(R)| 25 → 0 (n → 0). (167)
(166), (167)から | |ρ0 | |L1(B(R)) = limn→∞ | |Fn | |L1(B(R)) = λ.
step3. ミニマイザー ρR, λ の一意性と |x | の関数であることをを背理法で
示す.
E (ρ)は狭義凸性を持つので,ミニマイザーが ρ0と σ0と 2つあれば, ρ0+σ02 ∈
TR, λ かつ狭義凸性より
E (ρ0)+E (σ0)
2 > E (
ρ0+σ0
2 )となり矛盾.




(証明) step1.任意の λ ≥ 0で, ER(λ)は狭義凸関数であることを示す.
0 ≤ λ1 < λ2, 0 < α < 1に対し, ER(λ1), ER(λ2)のミニマイザーを σ1, σ2 と
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すると, E (ρ)の狭義凸性から
αER(λ1) + (1 − α)ER(λ2) = αER(σ1) + (1 − α)ER(σ2)
> ER(ασ1 + (1 − α)σ2)
≥ inf{ER(ρ)|ρ ∈ TR, | |ρ| |L1(R3) = αλ1 + (1 − α)λ2}
= ER(αλ1 + (1 − α)λ2)).
step2. 0 ≤ λ ≤ λR で狭義減少関数, λ ≥ λR で狭義増加関数であることを
示す.
背理法. 0 ≤ λ ≤ λR で結論を否定すれば, 0 ≤ λ1 < λ2 ≤ λR なのに
ER(λ1) ≤ ER(λ2)となる λ1, λ2 がある. ER(λR)が全体の一意的な最小値なの
で, ER(λ1) ≤ ER(λ2) > ER(λR).これは狭義凸性に矛盾する.
λ ≥ λR で結論を否定すれば, λR ≤ λ1 < λ2 なのに ER(λ1) ≥ ER(λ2)とな
る λ1, λ2 がある. ER(λR)が全体の一意的な最小値なので, ER(λR) < ER(λ1) ≥
ER(λ2).これは狭義凸性に矛盾する.
12.3 定理 3.2(3)の証明.






















|x − y | dy)dx.
(証明) step1.準備.
ρR, λ, g ∈ TR∂λ および 0 < t < 1に対し ρt := (1 − t)ρR, λ + tg ∈ TR∂λ で
あり,




|ρR, λ + t(g − ρR, λ)|
5
3 dx −





∫ (ρR, λ + t(g − ρR, λ))(x)(ρR, λ + t(g − ρR, λ))(y)

























|x − y | dy − ϵRF (λ))g(x)dx.
(169)













ρR, λはミニマイザーなので 0 < t < 1に対し E (ρR, λ) ≤ E (ρt ), dE (ρt )dt |t=0+ ≥
0となる. step1の式（169)より ∀g ∈ TR∂λ に対し∫
(ρR, λ(x)
2
3 − Z|x | +
∫
ρR, λ(y)









|x − y | dy − ϵRF (λ) ≥ 0 (a. e. x ∈ B(R)). (170)








|x−y | dy−ϵRF <











|x−y | dy −
ϵRF ) < 0となり矛盾するからである.


















|x | + ρR, λ ∗
1







|x | + ρR, λ ∗
1







|x | + ρR, λ ∗
1










|x − y | dy + ϵRF, 0} in B(R)\{0}. (173)
なぜなら ρR, λ(x) > 0の場合は,式（172)より, ρR, λ(x) = 0の場合は,式（170)
によるからである.補題 4.17より右辺は連続なので式（173)は B(R)\{0}で成
立する.
定理 3.2(3)の証明. step1. ER(λ)は 0 ≤ λ < ∞で連続関数であることを示す.
まず ER(λ)は 0 < λ < ∞で連続関数であることを示す.一般にΩ ∈ Rnを開
集合とし, f : Ω→ Rが凸関数ならば,連続関数である ([5, Section2. 1]参照).
定理 3.2(2)より,開集合 0 < λ < ∞で ER(λ)は凸関数なので連続関数となる.
次に ER(λ)は λ = 0で連続であることを示す.
ER(λ)は [0, λR]で減少関数で ER(0) = 0なので, [0, λR]で 0 ≥ ER(λ).この
ことと定理 3.1(1)の証明 step1の (147)から, λによらない定数を C として,







R, λdx (λ ∈ [0, λE ]). (174)
補題 4.12から, λによらない定数を C として,∫
ρR, λ












(174), (175)から, λによらない定数を C として,
0 ≥ ER(λ) ≥ −Z
∫
ρR, λ




6 = −Cλ 16 (λ ∈ [0, λE ]).
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これより λ ↓ 0として,
lim
λ↓0
ER(λ) = 0 = ER(0).
よって ER(λ)は λ = 0で連続.
step2. 0 < λ < ∞で ER(λ)の右微分が存在し,右微分は右連続を示す.
まず ER(λ)の 0 < λ < ∞での右微分の存在を示す. f (λ, h) := ER (λ+h)−ER (λ)h
(0 < h)とおくと, ER(λ)の凸性から f (λ, h)は h ↓ 0で単調減少なので,右微分
limh↓0 f (λ, h)は −∞も含めれば極限を持つ. ER(λ)の凸性から ER (λ+h)−ER (λ)h ≥
ER (λ)−ER ( λ2 )
λ
2




f (λ, h) = inf
0<h
f (λ, h). (176)
次に ER(λ)の 0 < λ < ∞での右微分は右連続であることを示す.
f (λ + µ, h) := ER (λ+µ+h)−ER (λ+µ)h (0 < µ, 0 < h)を考える.
ER(λ)の連続性から,
f (λ, h) = lim
µ↓0
f (λ + µ, h). (177)
ER(λ)の凸性から f (λ + µ, h)は µ ↓ 0で単調減少なので,
lim
µ↓0
f (λ + µ, h) = inf
0<µ








f (λ + µ, h)
= inf
0<h∩0<µ













f (λ + µ, h).
これは右微分が右連続であることを意味する.
step3. 0 < λ < ∞で ER(λ)の左微分が存在し,左微分は左連続を示す.
g(λ, h) := ER (λ)−ER (λ−h)h (0 < h <
λ
2 )とし, g(λ− µ, h) :=
ER (λ−µ)−ER (λ−µ−h)
h
(0 < µ < λ2 )も使って, step2と同様にやればよい.
step4. ER(λ)は λ > 0で λについて C1 級であることを示す.
右微分右連続と左微分左連続は示されているので,右微分と左微分が等しい
ことを示せばよい.以下を示せばよい.
ER(λ + ϵ) − ER(λ)
ϵ





{ER(λ + ϵ) + ER(λ − ϵ) − 2ER(λ)} ↓ 0 (ϵ ↓ 0).
定理 3.2(1) より ER(λ) はミニマイザーを持つ. これを ρ0 とする. λ±ϵλ ρ0 ∈
TR, λ±ϵ と ER(λ) の凸性に注意すれば, 1ϵ {E (
λ+ϵ
λ ρ0) + E (
λ−ϵ
λ ρ0) − 2E (ρ0)} ≥
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1







2E (ρ0)} ↓ 0を示せばよい.
ϵ
λ =: δとおく. ϵ ↓ 0で δ ↓ 0である.
1
ϵ
{E (λ + ϵ
λ
ρ0) + E (
λ − ϵ
λ








[{(1 + δ) 53 + (1 − δ) 53 − 2}EK (ρ0) + {(1 + δ) + (1 − δ) − 2}EA(ρ0)
+{(1 + δ)2 + (1 − δ)2 − 2}D(ρ0, ρ0) ↓ 0　 (δ ↓ 0).
step5. λ > 0で dER (λ)dλ = ϵRF (λ)を示す.
λ, λ + ϵ ∈ (0, ∞)とし, ER(λ), ER(λ + ϵ)のミニマイザーを ρ, ρ′ とする.
ϵ
λ =: δとおく.
ER(λ + ϵ) − ER(λ) = E (ρ′) − E (ρ) ≤ E ((1 + δ)ρ) − E (ρ)
= {(1 + δ) 53 − 1}EK (ρ) + {(1 + δ) − 1}EA(ρ) + {(1 + δ)2 − 1}D(ρ, ρ).
ϵ > 0の場合.
















EK (ρ) + EA(ρ) + 2D(ρ, ρ)) = ϵRF (λ).
ϵ < 0の場合.




[{(1 + δ) 53 − 1}EK (ρ) + {(1 + δ) − 1}EA(ρ) + {(1 + δ)2 − 1}D(ρ, ρ)].











EK (ρ) + EA(ρ) + 2D(ρ, ρ)) = ϵRF (λ).
ϵ > 0の場合と ϵ < 0の場合をあわせて, dER (λ)dλ = ϵRF (λ).
step6. limλ↓0 dER (λ)dλ = −∞を示す.背理法. ER(λ)が C1級で狭義凸関数なの
で dER (λ)dλ は狭義増加関数.よって limλ↓0
dER (λ)
dλ は有限値か −∞となる. −∞を
否定し limλ↓0 dER (λ)dλ = limλ↓0 ϵRF (λ) =: γ > −∞とすると,











|x − y | dy + ϵRF (λ) (a. e. x ∈ B(R)). (180)
補題 4.12と (174)から, λによらない定数 C があって,∫
ρR, λ(y)



















|x | − C + γ.
これより,開球 B(r)を十分小さくとれば,正定数 δ > 0があって,開球 B(r)内
では ρR, λ(x)
2











2 |B(r)| > 0.
これは limλ↓0
∫
ρR, λ(x)dx = 0と矛盾する.
13 命題 13.1(ρR, λR, ERの連続性および単調性)の
証明.
13.1 命題 13.1
定理 13.1 R を動かしたときの ER, λR, ρR について, 次の性質が成り立つ.
(1) ER < 0, limR↓0 ER = 0で, ER は R ∈ (0, ∞)で連続関数.
(2) R0 ∈ (0, ∞)として, R → R0 で,各点収束 ρR(x) → ρR0 (x) (x ∈ {x |0 <
|x | < R0または R0 < |x |})が成り立つ.
(3) Z ≥ λR > 0, λR は R ∈ (0, ∞)で, Rについて連続な関数.
(4) 1 ≤ r ≤ 53 とする. このとき R0 ∈ (0, ∞) として, R → R0 で, 強収束
ρR → ρR0 in Lr (R3)が成り立つ.






(3EK (ρR) + 2EA(ρR) + 5D(ρR, ρR)) ≤ 0.
(6)([6, Theorem II. 29]参考) R ∈ (0, ∞)で λR は狭義増加関数.
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13.2 命題 13.1(1)(ERの連続性)の証明.
補題 13.2 大きい RM をとり,





(∀x ∈ R3 \ {0}, ∀R ∈ (0, RM )).
これより,任意の ϵ > 0を固定し, R, pによらない定数 C があって,









|x − y | dy ≤
Z
|x | (B(R) \ {0}).
これと |x | ≥ Rで ρR(x) = 0から,





(∀x ∈ R3 \ {0}, ∀R ∈ (0, RM )).
これより Rによらず pに依存する定数 Cp があって,
| |ρR | |p ≤ Cp (∀R ∈ [0, RM ), ∀p < 2).
これから補間公式により, 任意の ϵ > 0を固定し, R, pによらない定数 C が
あって,
| |ρR | |r ≤ C (∀R ∈ [0, RM ), ∀p ≤ 2 − ϵ).
命題 13.1(1)の証明. step1. ER < 0かつ limR↓0 ER = 0を示す.




|x | dx > 0となる ρ0(x)に対して E (λρ0(x))を考えれば, λ > 0を
十分小さくとれば E (λρ0(x)) < 0となる. )また定理 3.1(1)の証明の step1式









2 より limR↓0 ER = 0.
step2. R ∈ (0, ∞) での ER の R についての連続性を示す. h > 0, ER の
ミニマイザーを ρR とすると, TR ⊂ TR+h より ER = inf{E (ρ)|ρ ∈ TR} ≥
inf{E (ρ)|ρ ∈ TR+h} = ER+h .つまり ER は広義減少関数.これより,
0 ≤ ER − ER+h = E (ρR) − E (ρR+h) ≤ E (χB(R)ρR+h) − E (ρR+h)
= EK (χB(R)ρR+h) − EK (ρR+h) + EA(χB(R)ρR+h) − EA(ρR+h)
+D(χB(R)ρR+h, χB(R)ρR+h) − D(ρR+h, ρR+h).
積分領域の包含関係から EK (χB(R)ρR+h) − EK (ρR+h) ≤ 0,
D(χB(R)ρR+h, χB(R)ρR+h) − D(ρR+h, ρR+h) ≤ 0なので,












| |ρR+h | | 5
3
|B(R + h)\B(R)| 25 .
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命題 7.1から R + hによらず | |ρR+h | | 5
3
≤ C と定数で押さえられ,
0 ≤ ER − ER+h ≤
Z
R
C |B(R + h)\B(R)| 25 → 0 (h ↓ 0).
これで右連続が示された.続けて同様に左連続を示す.
0 ≤ ER−h − ER = E (ρR−h) − E (ρR) ≤ E (χB(R−h)ρR) − E (ρR)











R − hC |B(R)\B(R − h)|
2
5 → 0 (h ↓ 0).
13.3 命題 13.1(2)(ρR(x)の Rに関する連続性)の証明.




(証明) step1.まず {χB(R0)ρRm } ⊂ TR0 ,命題 7.1より, {χB(R0)ρRm }は L
5
3 で
有界列である.よって, m → ∞で Rm → R0 のとき, {Rm}のある部分列 {Rn}
と ρ̃ ∈ L 53 が存在し, χB(R0)ρRn ⇀ ρ̃ in L
5
3 . 以上で補題 4.18の仮定を満たす
ので,
ρ̃ ∈ TR0, lim infn→∞ E (χB(R0)ρRn ) ≥ E (ρ̃). (182)
一方, ER の連続性から,
ER0 = lim infn→∞ E (ρRn )
≥ lim inf
n→∞
E (χB(R0)ρRn ) + lim infn→∞ {E (ρRn ) − E (χB(R0)ρRn )}. (183)
また命題 13.1(1)の ER の連続性の証明と同様のやり方で















5 → 0 (n → ∞). (184)
上の式で Rn ≤ R0の場合は E (χB(R0)ρRn ) − E (ρRn ) = ZRn C |B(Rn)\B(R0)|
2
5 = 0
である. (182), (183), (184)から,
ER0 ≥ E (ρ̃).
step2.逆に (182)の ρ̃ ∈ TR から ER ≤ E (ρ̃).従って,
ER0 = E (ρ̃).
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ER0 のミニマイザーの一意性から ρ̃ = ρR0 .部分列の取り方によらず ρ̃ = ρR0
なので,部分列をとらなくても, R → R0 なら ρR ⇀ ρR0 と弱収束する.
命題 13.1(2)の証明.
R0 < |x |なる xでは R0 に十分近い Rでは R < |x |なので,
lim
R→R0
ρR(x) = 0 = ρR0(x). (R0 < |x |).













|x − y | dy −
∫ (ρR(y) − ρR0 (y))





(ρR(y) − ρR0 (y))
χB(RM )(y)
|x − y | dy.
(185)
ここで RM は R, R0 より大きい定数とする.
χB(RM )(y)










(ρR(y) − ρR0 (y))
χB(RM )(y)












ρR(x) = ρR0 (x) (0 < |x | < R0).
13.4 命題 13.1(3)(λRの連続性)の証明.
(証明)定理 3.1(2)より Z ≥ λR. λR = 0とすると ER = 0となり,命題 13.1(1)
の ER < 0に矛盾するので λR > 0.




















ρR0 dx = λR0 . (187)




(証明)命題 13.1(2)より limR→R0 ρR(x)
5
3 = ρR0 (x)
5
































式 (188)と命題 13.1(3)の式 (187)から L 53 と L1 で ρR は ρR0 へノルム収束.
このことと命題 13.1(2)の各点収束から,補題 4.19より, L 53 と L1で ρRは ρR0
へ強収束する.補間公式より,





(証明) step1. ER が狭義減少を示す.
ER のミニマイザーを ρR とし, R1 < R2 とすると, TR1 ⊂ TR2 より ER1
= inf{E (ρ)|ρ ∈ TR1 } ≥ inf{E (ρ)|ρ ∈ TR2 } = ER2 .よって ER は広義減少関数.
次に背理法で狭義減少を示す. もしそうでないと R1 < R2 かつ ER1 = ER2
となる R1, R2 がある. このとき定理 3.1(1)より ER1, ER2 にはそれぞれただ
１つのミニマイザー ρR1, ρR2 がある. 定理 3.1(4) より ρR1 , ρR2 . ところが








R ± h x) ∈ TR±h, ρR±h(
R ± h
R





E (ρR+h(x)) − E (ρR+h(R+hR x))
h
≤ ER+h − ER
h
≤






























R x = zと変数変換し, E (ρR±h(x))と積分範囲をそろえ,











































|x − y | dxdy}
= {1 − ( R








−{1 − ( R






+{1 − ( R










{1 − ( RR±h )3}
±h EK (ρR±h) +
{1 − ( RR±h )2}
±h EA(ρR±h)
+










D(ρR, ρR) (h ↓ 0).
同様に,
J± := E (ρR(
R









































|x − y | dxdy}







































R (3EK (ρR) + 2EA(ρR) + 5D(ρR, ρR)) ≤ 0.
92
また EK (ρR), EA(ρR), D(ρR, ρR)それぞれの Rについての連続性はルベー
グ収束定理を使って示せるので ER は C1 級である.
13.7 命題 13.1(6)(λRの狭義減少性)の証明.
補題 13.4 ER(λ)のミニマイザーを ρR, λ とし,







|x − y | dy, B+(R) := {x ∈ B(R)|ρ(x) > 0},
SR(ρ) := ess. sup{ρ
2
3 (x) − Vρ(x) | x ∈ B+(R)}.
(証明) step1. ϵRF (λ) = SR(ρR, λ) ≥ inf{SR(ρ)|ρ ∈ TR, ∂λかつρは球対称 }を
示す.
定理 3.2(1)より ρR, λ は球対称で,また ρR, λ ∈ TR, ∂λ なので,
SR(ρR, λ) ≥ inf{SR(ρ)|ρ ∈ TR, ∂λかつρは球対称 }.




VρR, λ (x) + ϵRF (λ)なので,
SR(ρR, λ) = ess. sup{ρ
2
3
R, λ(x) − VρR, λ (x) | x ∈ B+(R)}
= ess. sup{ϵRF (λ) | x ∈ B+(R)} = ϵRF (λ).
step2. SR(ρR, λ) = inf{SR(ρ)|ρ ∈ TR, ∂λかつρは球対称 }を背理法で示す.最
終的に step4で矛盾に到達する.
結論を否定し SR(ρR, λ) > inf{SR(ρ)|ρ ∈ TR, ∂λかつρは球対称 } と仮定す
ると, 球対称な ρ1 ∈ TR, ∂λ が存在して, ϵRF (λ) > SR(ρ1) となる. また定理
3.2(2)(3)より ER(λ)は λについて狭義凸関数で C1級なので, ϵRF (λ) = dER (λ)dλ
が連続狭義増加関数である.この両者から,
∃λ′ < λ s. t. ϵRF (λ) > ϵRF (λ′) > SR(ρ1). (189)
ER(λ′)のミニマイザーを ρR, λ′ とすれば step1より, SR(ρR, λ′) = ϵRF (λ′). こ
れと (189)から,
ϵRF (λ′) = SR(ρR, λ′) > SR(ρ1), (190)∫
ρR, λ′dx = λ′ < λ =
∫
ρ1dx. (191)
step3. Vρ1 (x) ≤ VρR, λ (x) となる a. e. x で ρ1(x) ≤ ρρR, λ (x) となることを
示す.
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ρ1(x) = 0の点 xでは成立するので, ρ1(x) > 0なる a. e. xで, ρ
2
3








1 (x) ≤ SR(ρ1) + Vρ1 (x).













Vρ1 (x) ≤ VρR, λ (x)となる a. e. xで ρ1(x) ≤ ρρR, λ (x).
step4. 矛盾を導く. r0 := sup{|x | | Vρ1 (x) − VρR, λ′ (x) > 0}とおく. 補題 4.17
より Vρ1 (x) − VρR, λ′ (x)は連続関数なので |x | = r0 で Vρ1 (x) − VρR, λ′ (x) = 0に
注意して,場合分けして考える.
r0 = Rの場合. |x | = Rで,
0 = Vρ1 (x) − VρR, λ′ (x) =
∫
ρρR, λ′ (y) − ρ1(y)
|x − y | dy =
∫
ρρR, λ′ (y) − ρ1(y)










r0 < Rの場合. |x | = r0 < Rで,
0 = Vρ1 (x) − VρR, λ′ (x) =
∫











ρρR, λ′ (y) − ρ1(y)
y
dy.
B(R)\B(r0)では Vρ1 (x) − VρR, λ′ (x) ≤ 0なので step3から ρρR, λ′ (y) − ρ1(y) ≥

















∀λ ∈ (0, ∞)で R < R′ならば ϵRF (λ) ≥ ϵR′F (λ).
特にλ = λR で R < R′ならば 0 = ϵRF (λR) > ϵR′F (λR).
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(証明) step1. R < R′ならば ρR, λ ∈ TR′, ∂λ かつ ρR, λ は球対称なので,また
補題 13.4より
ϵRF (λ) = SR(ρR, λ) = SR′(ρR, λ)
≥ inf{SR′(ρ) | ρ ∈ TR′, ∂λかつρは球対称 } = ϵR′F (λ).
step2. ER(λR) = ER のミニマイザーを ρR とし, t := R
′
R > 1に対し ρt (x) :=
1
t3
ρR( xt )とおくと, ρt は球対称かつ ρt ∈ TR′, ∂λR なので,
SR′(ρt ) ≥ inf{SR′(ρ) | ρ ∈ TR′, ∂λRかつρは球対称 } = ϵR′F (λR). (192)
一方
SR′(ρt ) = ess. sup{ρ
2
3
t (x) − Vρt (x) | x ∈ B+(R′)}









t3 |x − y |
) | x ∈ B+(R′)}.
ここで tu := x, tw := yと変数変換すると x ∈ B+(R′)から u ∈ B+(R)となり,



























3 | u ∈ B+(R)} < 0. (193)
(192), (193)より,
0 = ϵRF (λR) > SR′(ρt ) ≥ ϵR′F (λR).
命題 13.1(6)の証明.






0 = ϵRF (λR) > ϵR′F (λR).
この２式から,




0 > dER′ (λ)dλ |λ=λR と定理 3.2(2)(3)より, λR ∈ (0, λR′).つまり λR < λR′ .
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14 定理 3.3(R → ∞における連続性)の証明.
14.1 定理 3.3(1)の証明.
(証明) step1. limR→∞ ER = ETF を示す. χB(R)ρTF ∈ TR より,
E (χB(R)ρTF ) ≥ ER .
ρR ∈ T より,
























|x − y | dxdy
= E (ρTF ) = ETF .
以上３式より limR→∞ ER = ETF .
14.2 定理 3.3(2)の証明.
補題 14.1 ER のミニマイザーを ρR とし,定数 C があって,













































































これより Rによらず ρR は L
5
3 有界.また定理 3.1(2)の Z ≥
∫
ρRdxから Rに
よらず ρR は L1 有界. 補間公式から 1 ≤ r ≤ 53 として, Rによらず ρR は Lr
有界.
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補題 14.2 Rn → ∞ (n → ∞)のとき,
ρRn ⇀ ρTF in L




補題 14.1より 1 < r ≤ 53 として, ある ρ0 ∈ Lr があって, {ρRn }∞n=1 の部
分列があって, これも {ρRn }∞n=1 と表記すれば, 弱収束 ρRn ⇀ ρ0 in Lr . また
{ρRn }∞n=1 ⊂ TRn ⊂ TTF .
また ρ̃ ∈ L1 を背理法で示す.
∫
ρ̃ = ∞とすると, ある χA で |A| < ∞かつ∫
ρ̃χAdx > Z となる.ところが定理 3.1(2)より Z ≥
∫
ρRn dx,また χA ∈ L
5
2 な





以上で補題 4.18(3)の仮定を満たすので, ρ0 ∈ TTF かつ lim infn→∞ E (ρRn ) ≥
E (ρ0). 定理 2.3(1) の limn→∞ E (ρRn ) = limn→∞ ERn = ETF と併せて ETF ≥
E (ρ0).
逆に ρ0 ∈ TTF から ETF ≤ E (ρ0). 以上より ρ0 は ETF の一意のミニマイ
ザー ρTF に等しい.部分列の取り方によらず, ρTF に弱収束するので,もとの
{ρRn }∞n=1 が ρTF に弱収束する.
定理 3.3(2)の証明.
















|x − y | dy −
∫
ρR(y)χ{ |x−y |>1}
|x − y | dy.
χ{|x−y |<1}



















ρTF (y)χ{ |x−y |<1}
|x − y | dy −
∫
ρTF (y)χ{ |x−y |>1}







ρR(x) = ρTF (x) (x ∈ R3 \ {0}).
14.3 定理 3.3(3)の証明.
(証明)任意の ϵ > 0に対し,ある r があって,
Z ≥
∫






2 と R → ∞で ρR は ρTF に L
5
3 弱収束するので,


















ρR χB(r)dx (∀R > 0).
以上３点から,





















E (ρR) = E (ρTF ).

























TFdx + D(ρTF, ρTF ). (194)


































R → ∞で,定理 2.4(2)より ρR(x)は ρTF (x)へ各点収束,また (196)より ρRは
ρTF へ L
5
3 ノルム収束.また命題 7.2(7)から ρRは ρTF へ L1ノルム収束.補題
4.19から各点収束とノルム収束が同時にあれば強収束となるので, ρR は ρTF
へ L
5
3 強収束と L1強収束する.補間公式から 1 ≤ r ≤ 53 で ρR は ρTF へ Lr 強
収束する.
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|x − y | dy.
となる.これより,
Z




























max{|x |, |y |}






















( Z|x | )
3










2 ) 32 (x ∈ B(R)). (199)









(ZR) 32 > λR >
8π
3






2 ) 32 .













( Z|x | )
3










( Z|x | )
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( Z|x | )
3




















|x − y | dxdy.






( 1|z | )
3














D(ρR, ρR) = CZ3R2 +O(R
7
2 ). (203)





















(証明) −ER は,命題 13.1(5)より 0 < Rで Rについて狭義増加関数かつ C1
級関数.命題 13.1(1)より R → 0で 0に収束する.
λR は,命題 13.1(6)より 0 < Rで Rについて狭義増加で,命題 13.1(3)より
Rについて連続関数.定理 3.4(2)より R → 0で 0に収束する.
各点 x ∈ R3\{0}での電子密度 ρR(x)は,命題 13.1(2)より 0 < Rで Rにつ
いて連続関数.
定理 3.4(3)より,エネルギー比は
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