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In this work, two experimentally feasible methods of decoherence engineering-one based on the ap-
plication of stochastic classical kicks and the other based on temporally randomized pulse sequences
are combined. A different coupling interaction is proposed, which leads to amplitude damping as
compared to existing methods which model phase damping, utilizing the zz coupling interaction.
The decoherence process on combining the stochastic kick method and the randomized pulse se-
quence method and the effectiveness of dynamical decoupling under these coupling interactions are
analyzed. Finally,a counter intuitive result where decoherence is suppressed in the presence of two
noise sources under certain resonant conditions is presented.
I. INTRODUCTION
In quantum information processing, we often make use
of coherent superpositions of quantum states to achieve
an advantage over classical analogues. In order to pre-
serve coherence, one may try to isolate the system from
external influences, but this will come at the expense
of losing the ability to manipulate the system. There
are alternate methods such as quantum error correction,
dynamical decoupling and encoding in decoherence free
subspaces which help protect the system coherence[1, 2].
However, in all realistic systems, there is an inevitable
and irreversible loss of information or energy from the
system due to interactions with the environment. This
loss is termed decoherence. We may classify decoher-
ence into two types-phase decoherence (loss of informa-
tion) and spin flip decoherence (loss of energy), using
which more complex decoherence processes may be con-
structed [3]. In order to suppress decoherence, it is cru-
cial to understand the underlying mechanism and dy-
namics of decoherence processes. This is the motivation
for engineered decoherence, which serves as a testbed for
understanding the physics behind natural decoherence
processes in a controlled manner, thus enabling the im-
provement of existing decoherence suppression strategies
and facilitating the creation of new, improved suppres-
sion methods.
As decoherence is a challenging problem cutting across
various qubit realizations ranging from NV centers in di-
amond to trapped ion qubits, a very general model inde-
pendent of the physical system chosen to implement the
qubit is desirable. Zurek [4] first proposed such a model
in which he considered an N-qubit system in which each
qubit interacted with another via the σzσz interaction.
However, in this model one requires N to be very large
in order to accurately model the damping of system co-
herence, rendering it experimentally unfeasible. Building
on Zurek’s model, Cory’s group demonstrated an exper-
imentally feasible method [5] to effectively model phase
damping in a system with finite number of qubits. By
applying random amplitude kicks to the environmental
qubit and averaging over many realizations, the need for
large number of environmental qubits is made unneces-
sary.
A different approach to model phase damping in finite
dimensional systems was proposed by Kondo et al [6].
In this model, only pairs of pi pulses are applied to the
environmental qubit but the time period between suc-
cessive pulses are randomized to obviate the necessity of
a large number of environmental qubits. On averaging
over different realizations of the delay between immedi-
ate pi pulses, one realizes the phase damping model. It
is worth pointing out that both these models are based
on Zurek’s [4] initial proposal and they differ mainly in
the method of introducing randomness into the system
to eliminate the need for a large system size. However,
Kondo’s model is much simpler to solve analytically, even
in the presence of control fields [6].
In this paper, we first see how the introduction of xx
coupling in the place of zz coupling in Zurek’s model
will lead to spin flip decoherence, and further show that
Cory’s experimentally feasible method is equally effective
in this case. We then analyze the effect of a dynami-
cal decoupling sequence on the two fundamental types of
decherence-phase decoherence and spin flip decoherence.
On combining Cory’s method [5] of random amplitude
kicks and Kondo’s method [6] of using pi pulses at random
time intervals, although one expects the decoherence rate
to be enhanced, at certain resonant frequency regimes,
quite counter intuitively, we observe a suppression of de-
coherence in the dephasing model. Furthermore, it is
shown that this suppression of decoherence outperforms
the standard dynamical decoupling sequence (a series of
equidistant pi pulses) at certain low frequency ranges.
This paper is organized as follows. In section II, Cory’s
model [5] of phase damping is introduced, which in turn
is grounded on Zurek’s model [4]. Section III gives a
brief overview of the temporal randomization technique
employed by Kondo et al [6] to model dephasing. We
introduce the xx interaction in Zurek’s model in section
IV and obtain an analytical solution which shows that
the xx interaction leads to spin flip decoherence. In sec-
tion V, results of numerical simulations obtained on com-
bining Cory’s model and Kondo’s model, for both phase
ar
X
iv
:1
60
2.
03
02
6v
1 
 [q
ua
nt-
ph
]  
9 F
eb
 20
16
2damping and spin flip decoherence, are presented. In
particular, we will see that decoherence gets suppressed
in certain resonant frequency regimes on combining these
two models. We conclude with a summary and discussion
in section VI.
II. RANDOM KICK MODEL
Zurek considered n two level systems interacting via
the zz interaction in order to model dephasing [4]. One
takes n = 1 as the system of interest and consider the in-
teraction between this qubit and the remaining two level
systems.
Hint =
n∑
k=2
J1kσ
1
zσ
k
z . (1)
We evolve the combined system-environment density
matrix for a time t and then trace out the environmental
degrees of freedom to obtain the system density matrix.
ρS(t) = TrE{ρSE(t)}
ρS(t) =
(
ρS00(t) ρ
S
01(t)
ρS10(t) ρ
S
11(t)
)
.
The diagonal terms, ρ00 and ρ11, remain unchanged
under zz interaction while the off diagonals, which char-
acterize the system coherence, evolve. Assuming the ini-
tial environmental qubits to be in an arbitrary states
|φ〉k = αk |0〉k + βk |1〉k and the system to be in the ini-
tial pure state |ψ〉 = a |0〉 + b |1〉, the system coherence
at time t is calculated as
ρS01(t) = ab ∗ z(t)
with
z(t) =
n∏
k=2
|αk|2 exp(−2iJ1kt) + |βk|2 exp(2iJ1kt). (2)
It has been shown [4] that z(t) will return arbitrarily
close to it’s initial value unless n → ∞, an unfeasible
situation in physical realizations.
Cory’s group proposed a simple, solvable model [5]
composed of one environmental qubit (E) and one system
qubit(S).
H0 = pi(νSσ
S
z + νEσ
E
z +
Ω
2
σSz σ
E
z ) (3)
where νS and νE are chemical shifts and
Ω
2 is the coupling
strength.
In order to compensate for the limited number of en-
vironmental qubits, random amplitude kicks are applied
to the environmental qubit, which are of the form
KEm = exp
(−imσEy )
where m is randomly chosen from the range (−α, α). For
a total evolution time T , these kicks are applied at every
T/n intervals. We may define the kick rate Γ = nT . The
evolution operator is thus
Utotal(T ) = KnU(T/n)Kn−1U(T/n)...K1U(T/n)
where U(t)=exp{−iH0t}.
The system density matrix at time T is obtained by
averaging over all realizations of m and tracing out the
environmental degree of freedom
ρS(T ) =
∫ α
−α
dn
2α
...
∫ α
−α
d1
2α
TrE{Utot(T )ρSE(0)U†tot(T )}.
(4)
On simplifying this further by considering an initial
factorisable state and expanding in the eigenbasis of σz,
one obtains
ρS(T ) =
∑
i,j=0,1
ρSij(0)fij(T, n) |i〉 〈j| . (5)
The decoherence factor, fij(T, n) is calculated as
fij(T, n) =
∫ α
−α
dn
2α
...
∫ α
−α
d1
2α
TrE{(AEi )nρE(0)(AEj )n}
(6)
where
(AEj )n = K
E
n V
E
j ...K
E
2 V
E
j K
E
1 V
E
j . (7)
The operator V Ej is obtained after tracing out the system
qubit from U(T/n) i.e. V Ej =S 〈j|U(T/n) |j〉S It is clear
that fjj = 1. Hence, the final system density matrix is
ρS(T ) =
(
ρS00(0) f01(n, T )ρ
S
01(0)
f∗01(n, T )ρ
S
10(0) ρ
S
11(0)
)
.
The system coherence is quantified by the off diagonal
term f01(n,T), which goes to zero for appropriate limits of
α and Γ (the kick rate), thus describing phase damping.
III. KONDO’S METHOD
Instead of the random kicks used by Cory, Kondo et
al suggested sequence of temporally randomized pi pulses
to preempt the use of a large number of environmental
qubits [6]. Here also, an interaction of the kind in equa-
tion (1) is assumed with n = 2. We suppose that the
initial state of the environmental qubit is |0〉 and that
it is flipped by a pi pulse to |1〉 at a time t1. At a time
t1 + δ, it is flipped back into it’s initial state |0〉 and we
make our observation of the system qubit at a time T. It
is schematically shown in figure 1.
3FIG. 1: Schematic representation of Kondo’s method: First pi pulse is
applied at time t1 and second pi pulse at time t1 + δ
Here, we have two situations
Hint |Ψ〉 |0〉 = J12σSz |Ψ〉 |0〉 (8)
Hint |Ψ〉 |1〉 = −J12σSz |Ψ〉 |1〉 . (9)
This means that two different operators (8) and (9)
act on the system qubit, conditional on the state of the
environmental qubit. To evaluate the state of the system
qubit at time T, we apply the unitary
e−iJ12σz(T−t1−δ)eiJ12σzδe−iJ12σzt1 = S(2J12δ)S(−J12T )
(10)
where S(θ) = eiθσz . Assuming that δ takes on random
values from the range 0 6 2J12δ 6 2pi from time 0 to T,
the resultant system density matrix at time T is given
by:
ρS(T ) =
1
2pi
∫ 2pi
0
dθS(θ)ρS(0)S(θ)† (11)
where we have taken θ = 2J12δ. This simplifies to
ρS(T ) =
(
ρS00(0)
〈
eiθ
〉
ρS01(0)〈
e−iθ
〉
ρS10(0) ρ
S
11(0)
)
.
For θ ∈ [0, 2pi], 〈eiθ〉 = 0. Hence,
ρS(T ) =
(
ρS00(0) 0
0 ρS11(0)
)
. (12)
which indicates complete dephasing.
IV. SPIN FLIP DECOHERENCE
In this section, we introduce the xx interaction into
Zurek’s model [4] and show how this leads to spin flip
decoherence. We look at n two level systems with a cou-
pling Hamiltonian of the form
HSE =
n∑
k=2
J1kσ
1
xσ
k
x. (13)
With the corresponding unitary operator
USE(t) = e
−iHSEt = e−i
∑n
k=2 J1kσ
1
xσ
k
xt. (14)
Now, we consider a factorisable initial state and ex-
press both the system qubit (k=1) and the environmen-
tal qubits (k>2) in the eigenbasis of σx. Dropping the
subscript k=1 for the system qubit,
|Ψ(0)〉SE = (a′ |+〉+ b′ |−〉)⊗
n∏
k=2
(α′k |+〉k + β′k |−〉k).
(15)
The combined state at a time t is given by
|Ψ(t)〉SE = USE(t) |Ψ(0)〉SE
= a′ |+〉 ⊗
n∏
k=2
e−iJ1kσxt(α′k |+〉k + β′k |−〉k)
+ b′ |−〉 ⊗
n∏
k=2
eiJ1kσxt(α′k |+〉k + β′k |−〉k)
= a′ |+〉 ⊗
n∏
k=2
e−iJ1ktα′k |+〉k + eiJ1ktβ′k |−〉k
+ b′ |−〉 ⊗
n∏
k=2
eiJ1ktα′k |+〉k + e−iJ1ktβ′k |−〉k).
(16)
Now, we trace out all the environmental qubits in order
to get the system density matrix in the {|+〉 , |−〉} basis
ρS(t) = TrE{ρSE(T )}
= TrE{|Ψ(t)〉SESE 〈Ψ(t)|}.
Plugging in equation (16) and simplifying using the
constraints α
′2
k + β
′2
k = 1 and a
′2 + b′2 = 1, we obtain
ρS(t){|+〉,|−〉} = a′2 |+〉 〈+|+ a′b′∗z(t) |+〉 〈−|
+ a′∗b′z∗(t) |−〉 〈+|+ b′2 |−〉 〈−| (17)
where z(t) is given by (2) with αk, βk replaced by their
primed versions. This is the density matrix in the
{|+〉 , |−〉} basis. For converting to the computational
basis, we apply the Hadamard transform
ρS(t){|0〉,|1〉} = HρS(t){|+〉,|−〉}H† (18)
with
H =
1√
2
(
1 1
1 −1
)
.
On solving, we get
ρS(t){|0〉,|1〉} =
1
2
(
1 + (ω + ω∗) a′2 − b′2 − (ω − ω∗)
a′2 − b′2 + (ω − ω∗) 1− (ω + ω∗)
)
.
(19)
where ω = a′b′∗z(t). In the limit n → ∞, we have
ω → 0.
ρS(t){|0〉,|1〉} =
1
2
(
1 a′2 − b′2
a′2 − b′2 1
)
. (20)
4By considering the case n = 2, we can clearly see that
the term (ω + ω∗) causes oscillations in the population
levels quantified by the diagonal elements of the density
matrix. For large n, we see that the populations of |0〉
and |1〉 become equal. It is worth noting that although
the physical situations are very different, mathematically,
the form of state (20) is related by a simple Hadamard
transform to the state (12). In the following sections,
we will show that this model can be realized with finite
resources using Cory’s method. We will also incorporate
Kondo’s method into this model and analyze the effect
of dynamical decoupling on this type of decoherence.
V. COMBINING RANDOM KICKS AND
TEMPORALLY RANDOMIZED pi PULSES
In this section, results of numerical simulations are pre-
sented, which reveal the dynamics of the system coher-
ence in the case of zz interaction and the populations
in the case of xx interaction.In simulations, one assumes
typical values for the parameters in (3) viz. Ω2 = 150 Hz,
α = 0.11(pi2 ). For both interactions, analysis is done for
three cases:
1. Under the application of Cory’s random amplitude
kicks
2. Under the application of Cory’s random kicks and
a dynamical decoupling (DD) sequence (a series of
equidistant pi pulses) to suppress decoherence.
3. Under the combined application of Cory’s random
kicks and Kondo’s temporally randomized pi pulse
sequence
We show that in case (3) above, although the decoher-
ence rate is enhanced as expected at most kick rates,
there is a suppression of decoherence when the kick rate
is close to the system-environment coupling, given by Ω2 .
Furthermore, it can be shown that this suppression out-
performs the dynamical decoupling sequence composed
of a series of equidistant pi pulses for low frequencies of
the decoupling pulses. Another interesting fact is that
when Ω2Γ = p, where p is integer, there will be no deco-
herence on applying only Cory’s kicks.
A. The zz interaction
For convenience, we assume that the system starts
from the initial state ρS(0) = 12 (I + σx) and the en-
vironmental qubit is in the thermal equilibrium state
ρE(0) = 12 (I + σz). A larger kick rate leads to faster
decoherence as shown in figure 2 (a) . However, Cory
and group have shown that in the limit of very large kick
rates, the system gets decoupled from the environment
and decoherence is suppressed [5].
On incorporating a randomized pi pulse sequence to
Cory’s model, we observe that the system coherence
(a) (b)
FIG. 2: Time evolution of the decoherence factor f01(t) for (a)
different kicks rates. (b) different decoupling frequencies. Coupling
between qubits, Ω/2=150 Hz.
(a) (b)
FIG. 3: Time evolution of the decoherence factor f01(t) for (a) Γ=52
kicks/s. Stars indicate the case where periodic pi pulses are applied at
13 Hz, circles indicate the case where only Cory’s kicks are applied
and triangles show Cory’s kicks and randomized pi pulses.(b) For
Γ=252 kicks/s. Stars indicate the case where periodic pi pulses are
applied at 42 Hz, circles indicate the case where only Cory’s kicks are
applied and triangles show Cory’s kicks and randomized pi pulses.
Coupling between qubits, Ω/2=150 Hz.
drops very quickly compared to the decay under Cory’s
kicks alone, at most kicks rates as shown in figure 3.
However, when the kick rate is close to the system-
environment coupling, we observe a suppression of de-
coherence, as show in in figure 4(a), when compared to
only applying Cory’s kicks. Furthermore, we see that
this suppression due to random pi pulses can outperform
low frequency dynamical decoupling sequences when the
kick rate is close to the resonant frequency of Ω/2. This
is shown in figure 4(b).
B. The xx interaction
For the xx interaction, we work in the {|+〉 , |−〉} ba-
sis. Hence, we start from the initial state ρS(0){|+〉,|−〉} =
(a) (b)
FIG. 4: Time evolution of the decoherence factor f01(t) for
Γ ≈ Ω/2 ≡152 kicks/s (a) Stars indicate the case where periodic pi
pulses are applied at 12.67 Hz, circles indicate the case where only
Cory’s kicks are applied and triangles show Cory’s kicks and
randomized pi pulses. (b) Stars indicate the case where periodic pi
pulse frequency is 76 Hz, circles indicate the case where it is 7.6 Hz
and triangles show Cory’s kicks and randomized pi pulses, One can see
that the coherence is better preserved when random pi pulses are
applied than when periodic pi pulses are applied at 7.6 Hz.
5(a) (b)
FIG. 5: Time evolution of the population level |0〉 , ρ00(t). (a) at
different kick rates. Stars indicate the case where Γ = 52
kicks/s,squares indicate Γ = 152 kicks/s and circles indicate Γ = 202
kicks/s. (b) at different decoupling frequencies.Stars indicate the case
where this frequency is 25.5 Hz ,circles indicate 10.2 Hz and squares
indicate 5.10 Hz. Kick rate Γ=102 kicks/s. Again, Ω/2 is taken to be
150 Hz in both cases.
1
2 (I+σx) which is equivalent to ρ
S(0){|0〉,|1〉} = 12 (I+σz)
in the computational basis. The environmental qubit is
assumed to be in the thermal equilibrium state ρE(0) =
1
2 (I + σz). In this case, we monitor the populations of
the two states |0〉 and |1〉} reflected in the diagonal en-
tries ρS00, ρ
S
11 and look for the oscillations predicted by
equation (19). We observe that for higher kick rates, the
oscillations damp quickly and approach the value 0.5, as
predicted. This is illustrated in figure 5(a). Figure 5(b)
depicts the sustained oscillations on applying a dynam-
ical decoupling sequence to the system qubit. We also
note that the frequency of oscillation decreases as one
approaches the resonant kick rate Ω/2 and then increases
again.
In this situation, applying a random pi pulse sequence
causes the oscillations in the system population to damp
very quickly to it’s equilibrium value 12 (shown in figure
6(a)). However, on applying a DD sequence when the
kick rate is close to the resonant value, we observe that
the system’s initial population is conserved, with only a
slight leakage over time(figure 6(b)). This effect can be
explained by considering how the DD sequence works. If
the DD sequence is applied at a time t, it attempts to
keep the system from evolving from the state in which
it existed at time t. Hence, the point of time at which
the DD sequence starts is of crucial importance. In other
words, the correlation time of the pi pulse sequence must
be much shorter than the correlation time of the noise
to be suppressed. As mentioned before, at the resonant
values of the kick rates, the frequency of oscillations de-
crease. Hence, when the first pi pulse of the DD sequence
is applied, the system is still not very far away from it’s
initial state. Thus, the DD sequence is able to arrest the
evolution of the system very close to it’s initial state.
VI. CONCLUSION
As opposed to existing models for phase damping, a
model using xx coupling was proposed which can suc-
cessfully model amplitude damping. This, along with
techniques developed by Cory and Kondo, facilitates a
controlled study of decoherence using finite resources. It
is important to study both kinds of decoherence, phase
(a) (b)
FIG. 6: Time evolution of the population level |0〉 , ρ00(t) (a) with
Γ=102 kicks/s. Stars indicate the case periodic where pi pulses are
applied at 10.2 Hz, circles indicate only Cory’s kicks, and triangles
indicate Cory’s kicks and a random pi pulse sequence. (b) with
Γ ≈ Ω/2 ≡152 kicks/s. Stars indicate the case where periodic pi pulses
are applied at 15.2 Hz, circles indicate only Cory’s kicks, and triangles
indicate Cory’s kicks and a random pi pulse sequence.
and amplitude damping, in order to facilitate the devel-
opment of control strategies to suppress a general deco-
herence process.
We have also shown that on combining the random
kick model and the randomized pi pulse sequence method,
we obtain faster decoherence rates in the phase damp-
ing case. However, when the kick rate is close to the
system-environment coupling, it is observed that deco-
herence is suppressed on applying a temporally random-
ized pi pulse sequence. Viola and Knill [8] have previously
identified cases where a random dynamical decoupling se-
quences can have more relaxed time scale requirements
as compared to periodic pi pulses and can become su-
perior to existing techniques. The results obtained here
demonstrate that a random pi pulse sequence to the en-
vironmental qubit can help in the preservation of system
coherence, sometimes even outperforming a periodic pi
pulse sequence. In the case of xx interaction, the combi-
nation of the two randomizing techniques achieve a faster
decoherence rate. Due to decreased oscillation frequency
when the kick rate is close to the coupling to the environ-
ment, dynamical decoupling proves to be very effective
at this kick rate.
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