Abstract: Autonomous long range navigation in partially known planetary-like terrain is an open challenge for robotics. Navigating several hundreds of meters without any h uman intervention requires the robot to be able to build various representations of its environment, to plan and execute trajectories according to the kind of terrain traversed, to localize itself as it moves, and to schedule, start, control and interrupt these various activities. In this paper, we brie y describe some functionalities that are currently running on board the Marsokhod model robot Lama at LAAS/CNRS. We then focus on the necessity t o i n tegrate various instances of the perception and decision functionalities, and on the di culties raised by this integration.
Introduction
To foster ambitious exploration missions, future planetary rovers will have t o ful ll tasks described at a high abstraction level, such a s reach the top of that hill or explore this area . This calls for the ability t o n a vigate for several hundreds of meters, dealing with various and complex situations, without any operator intervention. Such an ability is still quite an open challenge: it requires the integration and control of a wide variety of autonomous processes, ranging from the lowest level servoings to the highest level decisions, considering time and resource constraints.
We are convinced that no simple autonomy concept can lead to the development of robots able to tackle such complex tasks: we believe i n t h e e c i e n c y of deliberative approaches 4] , that are able to plan and control a variety o f processes. Following such a paradigm and according to a general economy o f means principle, we w ant the robot to autonomously adapt its decisions and behavior to the environment and to the task it has to achieve 5 ]. This requires the development o f :
Various methods to implement e a c h of the perception, decision and action functionalities, adapted to given contexts An architecture that allows for the integration of these methods, in which deliberative and reactive processes can coexist Speci c decision-making processes, that dynamically select the appropriate decision, perception and action processes among the ones the robot is endowed with.
In this paper, we present the current state of development of the robot Lama, an experimental platform within which our developments related to autonomous long range navigation are integrated and tested. We especially focus on the necessity t o i n tegrate various implementations of each o f t h e m a i n functionalities required by autonomous navigation (i.e. environment modeling, localization, path and trajectory generation). After a brief description of Lama and its equipment, the rest of the paper is split in two parts: the rst part brie y presents the main functionalities required by long range navigation we currently consider (terrain modeling, path and trajectory planning, rover localization), while the second part insists on the problems raised by t h e integration of these functionalities.
2. The Robot Lama Lama is a 6-wheels Marsokhod model chassis 10] that has been totally equipped at LAAS 1 . The chassis is composed of three pairs of independently driven wheels, mounted on axles that can roll relatively to one another, thus giving the robot high obstacle traversability c apacities. Lama is 1:20m wide, its length varies from 1:60m to 2:20m, depending on the axles con guration (1:90m in its nominal con guration), and weighs approximately 160kg. E a c h motor is driven by a s e r v o-control board, and its maximal speed is 0:17m:s ;1 . Lama is equipped with the following sensors:
Each wheel is equipped with a high resolution optical encoder, allowing ne speed control and odometry Five potentiometers provide the chassis con guration A 2 axes inclinometer provides robot attitude, a magnetic uxgate compass and an optical ber gyrometer provide robot orientation and rotational speed A rst stereo bench on top of a pan and tilt unit, is mounted on a 1:80m mast rigidly tied to the middle axle. This bench h a s a a z i m uthal eld of view of approximately 60 , and is mainly dedicated to goal and landmarks tracking A second stereo bench, also supported by a PTU, is mounted upon the front axle, at elevation of 0:80m . It has a azimuthal eld of view of approximately 90 , and is mainly dedicated to terrain modeling in front o f t h e robot A di erential carrier-phase GPS receiver 2 is used to qualify the localiza-tion algorithms. All the computing equipment is in a VME rack m o u n ted on the rear axle of the robot. The rack contains four CPUs (two P owerPcs and two 68040) operated by the real-time OS VxWorks. The terrain on which w e test the navigation algorithms is approximately 100 50m 2 . It contains a variety of terrain types, ranging from at obstaclefree areas to rough areas, including gentle and steep slopes, rocks, gravel, trees and bushes.
Navigation functionalities
Environment Modeling
Perceiving and modeling the environment is of course a key capacity f o r t h e development of autonomous navigation. Environment models are actually required for several di erent functionalities: to plan paths, trajectories and perception tasks (section 4), to localize the robot (section 5), and also to control the execution of trajectories. We are convinced that there is no universal terrain model and that we m ust build di erent multi-layered and heterogeneous representations adapted to their use.
Qualitative M o d e l
We developed a method that produces a description of the terrain in terms of navigability classes, on the basis of stereovision data 7] . Most of the existing contributions to produce similar terrain models come to a data segmentation procedure (e.g. 15, 9] ), that produce a binary description of the environment, in terms of traversable and non-traversable areas. Our method is a classi cation procedure that produces a probabilistically labeled polygonal map, close to an occupancy grid representation. It is an identi cation process, and does not require any threshold determination (a tedious problem with segmentation algorithms). Our method relies on a speci c discretisation of the perceived area, that de nes a cell image ( gure 2). It respects the sensors characteristics: cell resolution decreases with the distance according to the decrease of the data resolution.
Every cell is labelled with a supervised Bayesian classi er: a probability for each cell to correspond to a pre-de ned traversability class is estimated. Figure 3 shows a classi cation result, with two terrain classes considered ( at and obstacle). There are several extensions to the method: the discretisation can be dynamically controlled to allow a ner description, and the classi cation results can be combined with a terrain physical nature classi er using texture or color attributes. One of its main advantages is that thanks to the probabilistic description, local maps perceived from di erent viewpoints can be very easily merged into a global description. The produced terrain model can be either used to generate elementary motions on rather obstacle-clear terrains (section 4.1), or to reason at the path level (section 4.3). 
Digital Elevation Map
Although there has been several contributions to the problem of building digital elevation maps ( 11, 2 ] ), we think that it has still not been addressed in su ciently satisfactory way: the main di culty comes from the uncertainties on the 3D input data, that can be fairly well estimated, but hardly propagated throughout the computations and represented in the grid structure.
However, a quite realistic model can be easily built by computing the mean elevation of the data points on the grid cells, using only the points that are provided with precise coordinates. With our stereovision algorithm for instance, 3D points whose depth is below 15m can be used to build a realistic 0:05 0:05m 2 cell digital elevation map. Provided the robot is localized with a precision of the order of the cell size, data acquired from several view-points can be merged into a global map ( gure 4). This model is then used to detect landmarks (section 3.3) and to generate elementary trajectories (section 4.2).
Finding Landmarks
An e cient w ay to localize a rover is to rely on particular elements present in the environment, referred to as landmarks (section 5.3). Several authors presented 3D data segmentation procedures to extract salient objects, and our rst attempts were based on a similar principle 3]. However, such t e c hniques are e cient only in simple cases, i.e. in scenes were sparse rock s l i e o n a v ery at terrain, but rather fragile on rough or highly cluttered terrains for instance.
To robustly detect such local peaks, we are currently investigating a technique that relies on the computation of similarity scores between a digital elevation map area and a pre-de ned 3D peak-like pattern (a paraboloid for instance), at various scales. First results are encouraging ( gure 5), and the detected landmark could be used to feed a position estimation technique (section 5.3).
Trajectory generation
A generic trajectory planner able to deal with any situation should take i n to account all the constraints, such a s r o ver stability, r o ver body collisions with the ground, kinematic and even dynamic constraints. The di culty o f t h e problem calls for high time-consuming algorithms, which w ould actually be quite ine cient in situations where much simpler techniques are applicable. We therefore think it is worth to endow t h e r o ver with various trajectory generation algorithms, dedicated to the kind of terrain to traverse. Section 7 describes how they are actively started and controlled. On easy terrains, i.e. rather at and lightly cluttered, dead-ends are very unlikely to occur. Therefore, the robot can e ciently move just on a basis of a goal to reach 3 , and of a terrain model that exhibits non-traversable areas, using techniques that evaluates elementary motions 7].
On easy terrains
To generate motions in such t e rrains, we use an algorithm that evaluates circle arcs on the basis of the global qualitative probabilistic model. Every cycle, the algorithm is run on an updated terrain model. It consists in evaluating the interest (in terms of reaching the goal) and the risk (in terms of terrain traversability) of a set of circle arcs ( gure 6). The arc that maximizes the interest/risk ratio is chosen.
On rough terrains
On uneven terrain, the notion of obstacle clearly depends on the capacity o f t h e locomotion system to overcome terrain irregularities, and on speci c constraints acting on the placement of the robot over the terrain. These constraints are the stability and collision constraints, plus, if the chassis is articulated, the con guration constraints ( gure 7). To e v aluate such constraints, the probabilistic qualitative model is not anymore su cient and we use a digital elevation map.
We developed a planner (a stripped down version of 8]) that evaluate elementary trajectories, in a way v ery similar to section 4.1 : a set of circle arcs is produced, and for each arc, a discrete set of con gurations are evaluated. Each arc is then given a cost that integrates the elementary costs ( dangerousness ) of the successive con gurations it contains, the arc to execute being the one that maximizes the interest/cost ratio. Figure 9 . A r esult of the navigation planner on the qualitative model.
Planning P aths
The two techniques described above a r e n o t able to e ciently deal with highly cluttered areas and dead-ends. For that purpose, we use a path planner, that reasons on the global qualitative model to nd sub-goals and perception tasks 12] . The global qualitative model, which i s built upon a bitmap structure, includes a set of regions and a graph that connects them. A search algorithm provides an optimal path to reach the global goal The path is then analyzed to produce a sub-goal to reach: it is the last node of the path that lies in a traversable known area. The optimality criterion takes here a crucial importance: it is a linear combination of time and consumed energy, w eighted by the terrain class to cross and the con dence o f t h e t e r r ain labeling. I n troducing the labeling con dence in the crossing cost of an arc amounts to implicitly consider the modeling capabilities of the robot.
Localization
A position estimate is not only necessary to build coherent e n vironment models, it is also required to ensure that the given mission is successfully being achieved, or to control motions along a de ned trajectory. Robot self-localization is actually one of the most important issue to tackle in autonomous navigation.
One can distinguish various algorithm categories that compute the robot's position: (i) motion estimation techniques, that integrate data at a very high pace as the robot moves (odometry, inertial navigation, visual motion estimation -sections 5.1 and 5.2), (ii) position re nement techniques, that rely on the matching of landmarks perceived from di erent positions, and (iii) absolute localization with respect to an initial global model of the environment. All these algorithms are complementary, and provide position estimates with di erent characteristics. We are convinced that an autonomous rover must be endowed with at least one instance of each category. We use 3D odometry with Lama by i n c o rporating the attitude informations provided by the 2 axes inclinometer 4 to the translations measured by the encoders of the central wheels. Due to skid-steering, the angular orientation measured by the odometers is not reliable: the information provided by the integration of the gyrometer data is much b e tter, and do not drift signi cantly before a few tens of minutes.
To h a ve a quantitative idea of the precision of odometry, w e gathered some statistics, using a carrier-phase DGPS as a reference. Figure 10 show that odometry can hardly be modeled an estimator with Gaussian uncertainties: some gross errors (due to lateral slippages) actually occur quite often. We are currently investigating the possibility to analyze on line a set of proprioceptive data in order to be able to dynamically qualify the odometry, and especially to detect such errors. These data are the 6 wheel encoders, the measured currents, the two attitude parameters and the ve c hassis con guration parameters.
Visual motion estimation
We d e v eloped an exteroceptive position estimation technique that is able to estimate the 6 parameters of the robot displacements in any k i n d o f e n vironments, provided it is textured enough so that pixel-based stereovision works well: the presence of no particular landmark is required 13]. The technique computes the motion parameters between two stereo frames on the basis of a set of 3D point t o 3 D p o i n t matches, established by tracking the corresponding pixels in the image sequence acquired while the robot moves.
We p a y a lot of attention to the selection of the pixels to track: in order to avoid wrong correspondences, one must make sure that they can be faithfully tracked, and in order to have a precise estimation of the motion, one must choose pixels whose corresponding 3D points are known with a good accuracy. Pixel selection is done in three steps: an a p r i o r i selection is done on the basis of the stereo images an empirical model of the pixel tracking algorithm is used to discard the dubious pixels during the tracking phase and nally an outlier rejection is performed when computing an estimate of displacement b e t ween two stereo frames (a p osteriori selection).
We e v aluated the algorithm on many runs (totalizing several hundreds of meters) and it gives translation estimates of about 4% of the distance. Work related to this algorithm is still under way, with the goal of reaching a precision on translation estimates of about 1%.
Landmark Based Localization
We are currently investigating Set Theoretic approaches for landmark-based localization 14]. No statistical assumptions are made on sensor errors: the only hypothesis is that errors are bounded in norm. Estimates of the robot and landmarks positions are derived in terms of feasible uncertainty sets, de ned as regions in which the robot and the landmarks are guaranteed to lie, according to all the available informations. Some simulation results using realistic bounds, using the landmarks detection algorithms presented in section 3.3 are promising. The integration of these algorithms on board Lama is currently under way.
Integration
Our research group has been working for several years on the de nition and development of a generic software and decisional architecture for autonomous machines 1]. This architecture has been successfully instantiated in multirobot cooperation experiments, indoor mobile robotics experiments, and autonomous satellite simulations 6]. Within this architecture, we addressed the problem of running concurrent localization algorithms (section 6) and we a l s o implemented navigation strategies (section 7).
Integration of Concurrent Localization Algorithms
To t a c kle the coexistence of several localization algorithms in a generic and recon gurable way, w e developed a particular module named PoM (position manager), that receives all the position estimates produced by localization as inputs, and produces a single consistent position estimate as an output. PoM addresses the Sensor geometrical distribution issue (section 6.1) as well as the localization modules asynchronism and the fusion of the various position estimates (section 6.2).
Internal situation
Distributing geometrical information is not satisfying: some information is hard-coded and duplicated within the modules, and it complicates the porting of a module to another robot or another sensor. For that purpose, we u s e InSitu, a centralized geometrical description of a robot. InSitu reads a conguration le upon startup, and provides the necessary frame coordinates to any module when the robot navigates. The con guration le is the textual description of a geometrical graph: the nodes are frames coordinates that need to be exported.
Every data acquisition module reads the frame con guration which i t r elates to, and associates to its data a tag structure. Thanks to this tagging, clients using such data do not have to care from where the data comes, since all the necessary geometrical and time information is contained in the data itself. The tag is propagated along with the data between modules, thus making inter-module data communication very exible.
Position Management
Positions computed by t h e v arious position estimators are always produced with some delay, that depends on the computation time required to produce a particular position. PoM maintains the time consistency between the various position estimates by managing one time chart for each position estimator handled by P oM, plus one particular chart for the fused position (fusion of every position estimator). Actually, no data fusion algorithm is currently implemented within PoM: given the individual position estimator characteristics, we indeed consider that a consistency check (fault detection) has to be performed formerly to any fusion. Up to now, an estimate selection is performed on the basis of a con dence (real value between 0:0 and 1:0, 1:0 being the best) that is hard-coded for each position estimator.
Navigation strategies
The integration of the various algorithms presented in the rst part of the paper requires speci c decisional abilities, that are currently instantiated as Tcl scripts. The following simple strategy is currently applied: the three environment models (qualitative map, digital map and landmark map) are continuously updated every time new data are gathered, and the two i n tegrated localization algorithms (odometry and visual motion estimate) are also continuously running 5 . The selection of the trajectory generation algorithm is the following: given a global goal to reach, the easy terrain algorithm is applied until no feasible arcs can be found. In such cases, the rough terrain algorithm is applied. It is run until either the easy terrain algorithm succeeds again, or until no feasible arcs are found in the elevation map. In the latter case (that can be assimilated to a dead end), the path planning algorithm is run, to select a sub-goal to reach. The whole strategy is then applied to reach the sub-goal, and so on.
Conclusion
We insisted on the fact that to e ciently achieve autonomous long range navigation, various algorithms have t o b e d e v eloped for each of the basic navigation functions (environment modeling, localization and motion generation). Such a paradigm eventually leads to the development of a complex integrated system, thus requiring the development o f i n tegration tools, at both the functional and decisional levels. We are convinced that such tools are the key to implement e cient autonomy on large time and space ranges.
There are however several open issues. Among these, we believe that the most important one is still localization. In particular, the system must be robust to extremely large uncertainties on the position estimates, that will eventually occur: this requires the development of landmark recognition abilities to tackle the data association problem, and also the development of terrain model structures that can tolerate large distortions. Note that both problems should bene t from the availability of an initial terrain map, such a s p r o vided by an orbiter, whose spatial consistency is ensured. Indeed, the development of algorithms that match locally built terrain models with such an initial map would guarantee bounds on the error of the position estimates.
