This paper presents an algorithm for 3-SAT problems. First, logical formulas are transformed into elementary algebraic formulas. Second, complex trigonometric functions are assigned to the variables in the elementary algebraic formulas, and the sums of the formulas are calculated. The algorithm outputs the number of satisfying assignments. The computational complexity of the algorithm is probably polynomial.
Introduction
This paper presents an algorithm for 3-SAT problems. In the former part, logical formulas are transformed into elementary algebraic formulas. Consider a CNF formula consisting of variables and clauses. In Section 2, the identity relaxation of a CNF formula is executed. A variable usually occurs more than once in a CNF formula. The variable in different places is replaced by different variables. As the result, new 3 variables are introduced. Identity( = )is relaxed to identical OR(IOR). The new logical formula consists of the CNF part consisting clauses and the IOR part consisting of the logical conjunction of IORs. This logical formula is called the identity relaxed logical formula. Each variable occurs only in one clause in the CNF part, and occurs only in one IOR in the IOR part. The identity relaxation by IOR is necessary for the second identity relaxation in Section 6.
In Section 3, the identity relaxed logical formulas are expressed by elementary algebra, where true=1 and false=-1.
In Section 4, it is shown that the elementary algebraic expressions can satisfy the axioms of Boolean algebra. The idempotent law cannot be calculated by elementary algebra.
In Section 5, the domain of the elementary algebraic formulas is extended from {−1,1} to [−1,1]. Owing to this extension, the number of satisfying assignments can be calculated from the constant term. That is, the satisfiability can be checked from the constant term. The constant term can be calculated by assigning 0s to all the variables in the expansion of the identity relaxed logical formula after the processing of the idempotent law.
In Section 6, the identity relaxation of the elementary algebraic formula is executed. The second identity relaxation is executed using inverse elements. Owing to the second identity relaxation, the idempotent law can be calculated by elementary algebra, and therefore the satisfiability can be checked by elementary algebra. However, expanding the formula is needed, whose computational complexity is exponential.
Therefore, in order to delete all the non-constant terms, another method must be developed. The latter part of this paper is devoted to the problem. Let stand for the elementary algebraic formula obtained finally in the former part. One method for deleting all the non-constant terms is assigning complex trigonometric functions to the variables in and calculating a certain sum of . In Section 7, one-variable complex trigonometric functions are assigned to the variables in as follows:
← exp( ) (1 ≤ ≤ ), where is a real number and is the number of variables, that is = 3 . A certain sum of is calculated to delete all the non-constant terms. In the case of one-variable complex trigonometric functions, the computational complexity of the sum is exponential.
In Section 8, two-variable complex trigonometric functions are assigned to the variables in as follows:
← exp( ( + )). A certain sum of is calculated to delete all the non-constant terms. The numerical experiments showed that it is unclear whether the computational complexity of the sum is polynomial or not.
In Section 9, four-variable complex trigonometric functions are assigned to the variables in as follows:
← exp( ( + + + )). A certain sum of is calculated to delete all the non-constant terms. In Section 10, the results of the numerical experiments of four-variable complex trigonometric functions are shown. The computational complexity of the sum is probably polynomial.
The numerical experiments of four-variable complex trigonometric functions show that the algorithm may be a polynomial-time algorithm for 3-SAT problems. Regretfully, it is unproven that the algorithm is a polynomial-time algorithm for 3-SAT problems.
Identity relaxation
Consider a CNF formula consisting clauses and variables. Logical variables are denoted by capital letters, and the variables of elementary algebraic formulas are denoted by small letters. Logical formulas are denoted by capital letters, and the elementary algebraic formulas are denoted by small letters.
Usually, a variable occurs more than once in a CNF formula. Let us replace the variable in different places by different variables. Let , , and stand for variables. For example, ( ∨ ∨ ) ∧ ( ∨ ̅ ∨ ) is transformed to ( 1 ∨ 2 ∨ 3 ) ∧ ( 4 ∨ 5 ∨ 6 ). , and are called old variables, and 1 , 2 , 3 , 4 , 5 and 6 are called new variables. The number of new variables is 3 .
Definition 1.
( ) ( ≤ ), : 
Example 1. The examples of IORs
. The logical conjunction of the above formula and IORs is as follows:
( 1 ∨ 2 ∨ 3 ) ∧ ( 4 ∨ 5 ∨ 6 ) ∧ ( 7 ∨ 8 ∨ 9 ) ∧ ( 1 , 4 , 7 ) ∧ ( 2 , 5 ̅̅̅ , 8 ) ∧
( 3 , 6 , 9 ̅̅̅ ) = ( 1 ∨ 2 ∨ 3 ) ∧ ( 4 ∨ 5 ∨ 6 ) ∧ ( 7 ∨ 8 ∨ 9 ) ∧ (( 1 ∧ 4 ∧ 7 ) ∨ ( 1 ̅̅̅ ∧ 4 ̅̅̅ ∧ 7 ̅̅̅ )) ∧ (( 2 ∧ 5 ̅̅̅ ∧ 8 ) ∨ ( 2 ̅̅̅ ∧ 5 ∧ 8 ̅̅̅ )) ∧ (( 3 ∧ 6 ∧ 9 ̅̅̅ ) ∨ ( 3 ̅̅̅ ∧ 6 ̅̅̅ ∧ 9 )).
and stand for the number of variables and the number of clauses, respectively. There are 2 assignments for a CNF formula. There are 2 3 assignments for the identity relaxed logical formula. The 2 assignments for a CNF formula are called real assignments. The assignments except real assignments for the identity relaxed logical formula are called imaginary assignments. There are 2 3 − 2 imaginary assignments. The IOR part of the identity relaxed logical formula is true under all the real assignments, and false under all the imaginary assignments.
If a CNF formula is satisfiable under an assignment, then the CNF part of the identity relaxed logical formula is satisfiable under the assignment. The IOR part of the identity relaxed logical formula is true under all the real assignments. Therefore the identity relaxed logical formula is satisfiable under the assignment. If a CNF formula is unsatisfiable under an assignment, then the CNF part of the identity relaxed logical formula is unsatisfiable under the assignment, and therefore the identity relaxed logical formula is unsatisfiable under the assignment. Thus, it is understood that the number of satisfying assignments of a CNF is equal to the number of satisfying assignments of the identity relaxed logical formula. □
Elementary algebraic expressions
Let true=1 and false=-1. Let and stand for logical formulas. Table 1 shows logical conjunction, logical disjunction and negation.
:
It can be easily verified that the above elementary algebraic expressions satisfy Table1. □ Theorem 3. ℎ ℎ :
. . Let us assume that = 1 for all , that is, occurs positively for all . Then, the above formula is transformed into 1 2 −1 (( 1 + 1) ⋯ ( + 1) + (− 1 + 1) ⋯ (− + 1)) − 1.
Only when = 1 for all or = −1 for all , the above formula=1. The other cases can be argued in the same fashion. □
Example 3. An example of the elementary algebraic expression of an IOR
The elementary algebraic expression is as follows: 1 2 3−1 (( 1 + 1)(− 4 + 1)( 7 + 1) + (− 1 + 1)( 4 + 1)(− 7 + 1)) − 1.
Theorem 4.
(1 ≤ ≤ ) , ℎ . ℎ :
.The above formulas are obtained by the repeated use of the formulas in Theorem 2. □ Theorem 5.
the elementary algebraic expression of the above formula is as follows:
( 1 − 1)( 2 − 1)( 3 − 1) + 1 + 1) ⋯ ( 1 4 ( 3 −2 − 1)( 3 −1 − 1)( 3 − 1) + 1 + 1) ( 1 2 1 −1 (( 11 11 + 1) ⋯ ( 1 1 1 1 + 1) + (− 11 11 + 1) ⋯ (− 1 1 1 1 + 1)) − 1 + 1)
The above formula is transformed as follows:
((( 11 11 + 1) ⋯ ( 1 1 1 1 + 1) + (− 11 11 + 1) ⋯ (− 1 1 1 1 + 1))
(( 11 11 + 1) ⋯ ( 1 1 1 1 + 1) + (− 11 11 + 1) ⋯ (− 1 1 1 1 + 1)) ⋯ (( 1 1 + 1) ⋯ ( + 1) + (− 1 1 + 1) ⋯ (− + 1))) − 1 . □ Example 4. An example of an elementary algebraic expression
The elementary algebraic expression is as follows:
( 4 − 1)( 5 − 1)( 6 − 1) + 2) 1 2 (( 1 + 1)( 4 + 1) + (− 1 + 1)(− 4 + 1)) 1 2 (( 2 + 1)( 5 + 1) + (− 2 + 1)(− 5 + 1)) 1 2
(( 3 + 1)(− 6 + 1) + (− 3 + 1)( 6 + 1)) − 1 → 1 2 11 (( 1 − 1)( 2 − 1)( 3 − 1) + 8)(( 4 − 1)( 5 − 1)( 6 − 1) + 8) (( 1 + 1)( 4 + 1) + (− 1 + 1)(− 4 + 1))(( 2 + 1)( 5 + 1) + (− 2 + 1)(− 5 + 1)) (( 3 + 1)(− 6 + 1) + (− 3 + 1)( 6 + 1)) − 1.
The elementary algebraic expressions and the axioms of Boolean algebra
Let , and ℎ stand for the elementary algebraic expressions of identity relaxed logical formulas. Theorem 7. ℎ ℎ . . 1. and 2. can be checked by the elementary algebraic expressions. 3. can be checked by the elementary algebraic expressions and 2 = 1 . 4. and 5. can be checked by the elementary algebraic expressions and 2 = 1. □ Theorem 8. ℎ ℎ 2. A remark on degree: For example, let = 1 2 3 4 ( 1 3 + 2 3 )(= 1 2 2 3 2 4 + 2 1 2 3 2 4 ), then the degree of 1 is 2, and the degree of 2 is 1.
. A variable occurs only once in the CNF part, therefore the degree of the variable is 1 in the CNF part. The variable occurs in only one IOR in the IOR part. The variable occurs once in the former part of the IOR, and occurs once in the latter part of the IOR. (See Definition 1 for the former part of the IOR and the latter part of the IOR.) Since the former part of the IOR and the latter part of the IOR are added in the IOR, the degree of the variable is 1 in the IOR and in the IOR part. The CNF part is multiplied by the IOR part, and therefore the degree of the variable in is less than or equal to 2 . □ Theorem9. 2 
. From Theorem 8, the degrees of variables in are less than or equal to 2. If 2 = 1 is applied to all the variables in the expansion of , then all the 2 s are transformed into 1s. Therefore, the degrees of all the variables in are less than or equal to 1. □ Example 5. An example of 2-SAT is shown. An example of 3-SAT is not shown, because there are a huge number of terms in the expansions of the examples of 3-SAT.
( 3 − 1)( 4 − 1) + 2) 1 2 (( 1 + 1)(− 3 + 1) + (− 1 + 1)( 3 + 1)) 1 2 (( 2 + 1)( 4 + 1) + (− 2 + 1)(− 4 + 1)) − 1.
Let us expand the above formula and apply 1 2 → 1, 2 2 → 1, 3 2 → 1 and 4 2 → 1, then the following formula is obtained: 
The number of satisfying assignments is calculated from the constant term.
In this section, let in Theorem 9 be denoted by or
Theorem 10. ℎ ℎ ;
. Let the right-hand side be denoted by ( 1 , 2 ⋯ ). The degrees of 's in ( 1 , 2 ⋯ ) are 1 or 0. Therefore, ( 1 , 2 ⋯ ) is expanded as follows:
( 1 , 2 ⋯ ) = 1 1 2 ⋯ + ⋯ + 1 2 ⋯ + ⋯ + 2 −1 + 2 , where < and 1 < < 2 − 1. The degrees of 's(1 ≤ ≤ ) in ( 1 , 2 ⋯ ) are 1 or 0. Therefore, each term contains or does not contain , and so there are 2 terms in ( 1 , 2 ⋯ ). ( 1 , 2 ⋯ ) is expanded as follows:
( 1 , 2 ⋯ ) = 1 1 2 ⋯ + ⋯ + 1 2 ⋯ + ⋯ + 2 −1 + 2 . If the values of ( 1 , 2 ⋯ ) ( ( 1 , 2 ⋯ )) are given at 2 points, then ( 1 , 2 ⋯ )( ( 1 , 2 ⋯ ))is determined uniquely. Therefore, if the values of ( 1 , 2 ⋯ ) are equal to the values of ( 1 , 2 ⋯ ) at 2 points, then ( 1 , 2 ⋯ ) = ( 1 , 2 ⋯ ).
For example, let us assign 1s to all the 's (1 ≤ ≤ ) in
Then, the left-hand side becomes (1,1 ⋯ ,1). The right-hand side becomes
.
Therefore,
Thus, the left-hand side is equal to the right-hand side. Under the other assignments, the left-hand side=the right-hand side can be shown in the same manner. Consequently, ( 1 , 2 ⋯ ) is equal to ( 1 , 2 ⋯ ) at 2 points, and so ( 1 , 2 ⋯ ) = ( 1 , 2 ⋯ ). □
Theorem 10 corresponds to the expansions of Boolean functions by atoms (the minimal terms). Example 6. An example of Theorem 10
Example 7. The function of Example 5 is expanded as follows: 
The domain of (= ( 1 , 2 ⋯ )) is extended from
Theorem 11. ℎ , ℎ : 1 2 3 (2 − 2 3 ). . Let us assign 0s to all the ′s(1 ≤ ≤ ) in ( 1 , 2 ⋯ ) in Theorem 10, then the below formula is obtained:
The left-hand side is the constant term of , because is a polynomial. The right-hand side is the sum of all the truth values over the whole domain. Since = 3 , the number of satisfying assignments is , and the number of unsatisfying assignments is 2 3 − , the right-hand side is as follows: 1 2 3 ( + (−1)(2 3 − )) = 1 2 3 (2 − 2 3 ). Thus, the theorem has been proved. □ Theorem 12. , ℎ -1.
. If is unsatisfiable, = 0 and the constant term is -1 from Theorem 11. □ If is a tautology, = 2 , and the constant term is 1 2 3 (2 ( +1) − 2 3 ). The constant term of a tautology is not 1, because there are 2 3 − 2 imaginary assignments, which cannot satisfy the IOR part of , and therefore cannot satisfy .
Example 8. In the case of 2-SAT, there are two literals in one clause, therefore the constant term is not . The number of satisfying assignments of ( ∨ ) ∧ ( ̅ ∨ ) is 2 (( , ) = (−1,1), (1,1) ), and so = 2. Since = 2 and = 2, 
Identity relaxation by inverse element 9
The idempotent law 2 = 1 cannot be calculated by elementary algebra. In other words, 2 cannot be transformed to 1 by elementary algebra. Let stand for the elementary algebraic expression of an identity relaxed logical formula. Replacing in the IOR part by 1/ is called the identity relaxation by inverse element. 
. Thus, the constant term obtained by the identity relaxation by inverse element equals the constant term obtained by the idempotent law.□ Let stand for the formula obtained by replacing by 1/ for all in the IOR part of . Let ℎ stand for the expansion of .
Example 9. The CNF of Example 5 is as follows:
( ∨ ) ∧ ( ̅ ∨ ). The identity relaxed logical formula is as follows:
The elementary algebraic expression of the identity relaxed logical formula is as follows:
By replacing 1 , 2 , 3 and 4 in the IOR part by 1/ 1 , 1/ 2 , 1/ 3 and 1/ 4 , is transformed to .
is expanded to ℎ. . The constant term of ℎ in Example 9 equals the constant term of the above formula. There are more terms in ℎ in Example 9 than in the above formula. The reason is that, in ℎ in Example 9, , which comes from the CNF part of , differs from 1/ , which comes from the IOR part of . For example, the second term and the third term in ℎ in Example 9 is − By assigning 0s to all the 's in the numerators in ℎ which come from the CNF part of and assigning ∞s to all the 's in the denominators in ℎ which come from the IOR part of , the nonconstant terms are deleted and the constant term is obtained. However, obtaining ℎ needs expanding . The computational complexity of the expansion is exponential. It is possible to assign 0s to all the 's in the CNF part of and assigning ∞s to all the 's in the IOR part of . However, the processing of the idempotent law is not executed. The non-constant terms in must be deleted without expanding . The rest of this paper is devoted to this problem.
Assigning one-variable complex trigonometric functions to the variables in
Hereinafter, in Section 6 is called "logical formula" and is denoted by . Let stand for the number of variables, that is, = 3 , and let in be denoted by , because is used for complex trigonometric functions.
In order to obtain the constant term, all the non-constant terms must be deleted. First, one-variable complex trigonometric functions are assigned to the variables in . One-variable complex trigonometric functions do not work well. Second, two-variable complex trigonometric functions are assigned. It is unclear whether two-variable complex trigonometric functions work well or not. Finally, four-variable complex trigonometric functions are assigned. Four-variable complex trigonometric functions work well.
Assigning one-variable complex trigonometric functions
is expanded as follows:
where is the constant term, is a coefficient, and = −1,0 or 1. Let us assign one-variable complex trigonometric functions to the variables in as follows: ← exp( ) (1 ≤ ≤ ). 's are real numbers. All the 's are different from each other. How to determine 's will be discussed later.
is transformed as follows:
has been transformed from a -variable function to a one-variable function.
Example 10. An example of a non-constant term is as follows: → exp( ( 1 − 2 ) ).
How to delete a non-constant term
Consider a non-constant term. By ignoring the coefficient , a non-constant term is
Consider the integerization of all the 's.
is called the minimal frequency.
is called the maximal frequency.
is called the integerized minimal frequency.
is called the integerized maximal frequency. After the integerization, by ignoring the coefficient , a non-constant term is exp( ( ) ) (= exp ( (∑ =1 ( )) )). ( 2 ) sin ( 2 ) .
Let us assign

=1
Let us assign 2 to in the former formula (the sum of cosine), then the following formula is obtained:
Since is a non-zero integer, sin ( )=0. Therefore, if sin ( ) ≠0, the right-hand side is 0. Since 1 ≤ | | < , sin ( ) ≠ 0. Therefore the right-hand side is 0. Thus,
can be proved in the same manner. 
There is another method to delete all the non-constant terms. The method is using
The real part of a non-constant term decreases in exponential order, because
The above integration using the trapezoidal rule converges exponentially, and therefore the computational complexity is almost the same as that of Theorem15. However, this paper does not explain this method, because it is more complicated than Theorem 15.
The minimal frequency and the maximal frequency Let
= sin( 2 + ). (The details will be explained in 8.2). Then, the maximal frequency is less than or equal to . The author obtained the minimal frequencies by calculating all the frequencies. Table 2 shows the minimal frequencies. . in Table 2 stands for the minimal frequency. Figure 1 shows the logarithms of the minimal frequencies. As Figure 1 shows, the minimal frequency decreases in exponential order.
As the minimal frequency decreases in exponential order, min
|} is of exponential order. Therefore, the integerized maximal frequency ( max 1≤ ≤3 −1 {| ( )|}) is of exponential order. In order to delete all the non-constant terms using Theorem 16, is greater than the integerized maximal frequency, and so is of exponential order. Therefore, the computational complexity of the sum in Theorem 16 is exponential. {max{| ′ ( )|, | ′ ( )|}} is called the intergerized maximal maximum frequency. ′ (•) stands for the integerization by which only frequencies whose absolute values are greater than or equal to the minimal maximum frequency become non-zero integers.
Theorem 17.
Since = 1 2 , if 1 = 0 or 2 = 0, = 0. Therefore, if at least either ′ ( ) or ′ ( ) is a non-zero integer (in other words, even if either one of ′ ( ) or ′ ( ) is zero), = 0. As ′ (•) is the integerization by which only frequencies whose absolute values are greater than or equal to the minimal maximum frequency ( min it is possible that both of | | and | | are small at the same time for some . Because the difference between the biggest frequency ( ) and the smallest frequency (1) is large. It is necessary for all the frequencies to be similar. For example, let us replace sin by sin( 2 + ) (1 ≤ ≤ ), that is, sin( 2 + 1) , ⋯ , sin( 2 + ) , ⋯ , sin ( 2 + ) . Let = sin( 2 + ) and = sin( 2 + )( + 2 1
then all the frequencies are similar, and therefore it is impossible that both of | | and | | are small at the same time for all . Let us adopt =1, then π 2 1 ( 2 + ) = π 2 1 ( 2 + 1) .
It can be expected that both of | |(= | ∑ =1 |) and | |(= |∑ =1 |) are not small at the same time for all .
A numerical experiment of the minimal maximum frequency.
Based on the above discussion, let us assign two-variable complex trigonometric functions to the variables in as follows: ← exp( ( + )), where = sin(( 2 + ) ) and = sin (( 2 + ) ( + π 2 1 2 + 1 )).
By ignoring the coefficient , a non-constant term is as follows:
= exp ( ∑ (sin(( 2 + ) )) + ∑ (sin (( 2 + ) ( + π 2
, where = ∑ sin(( 2 + ) ) and =1 = ∑ sin (( 2 + ) ( + π 2
where = −1,0 or 1. Let = 1. By calculating all the max {| |, | |}'s, the minimal maximum frequencies are obtained, which are shown in Table 4 . . . in Table 4 stands for the minimal maximum frequency. Figure 2 shows the logarithms of the minimal maximum frequencies.
Table4 The minimal maximum frequencies(two-variable complex trigonometric functions)
. trigonometric functions and blue dots denote the logarithms of the minimal maximum frequencies of two-variable complex trigonometric functions. As Figure 3 shows, the minimal maximum frequencies of two-variable complex trigonometric functions are better than the minimal frequencies of onevariable complex trigonometric functions. Figure 4 shows the approximation by a logarithm function, Figure 5 shows the approximation by an irrational function, and Figure 6 shows the approximation by a linear function. It is unclear which is the best approximation. Let this function be denoted by ( ), then = (1) ≅ −0.0111, = (1 + π 2 1 6 2 + 1 ) ≅ (1.04245) ≅ 0.0000385, and max{| |, | |} = 0.0111. Figure 7 shows ( ). As Figure 7 shows, ( ) is constricted near = 1 and = 1.04245. The author could not delete the constrictions like this. "two-variable" in "two-variable complex trigonometric functions" corresponds to two points in Figure 7 . One method for improving the results is increasing the points (=variables). Next, let us assign four-variable complex trigonometric functions. , is almost one cycle of sin(( 2 + ) ). ℎ, which was explained in 8.2, is the distance for preventing that the both of | | and | | (or | | and | |) are small at the same time. Let = 2 , = 1, = 3π 2 + 1 and ℎ = π 2 1 2 + 1 .
By ignoring the coefficient , a non-constant term is as follows: 
is the constant term of . . Theorem 18 can be proved in the same manner as Theorem 17. For the transformation, see Theorem 5 and Theorem 13. Let us assign four-variable complex trigonometric functions. Let = 2 , = 1, = 3π 2 + 1 and ℎ = π 2 1 2 + 1 .
← exp( ( + + + )) (1 ≤ ≤6), where = sin( 2 + ), = sin(( 2 + ) (1 + π 2( 2 + 1) )), = sin (( 2 + ) (1 + 3 2 + 1 )), and = sin(( 2 + ) (1 + 3 2 + 1 + π 2( 2 + 1) )).
By calculating all the max {| |, | |, | |, | |} 's, the minimal maximum frequency min 1≤ ≤3 −1 {max {| |, | |, | |, | |} is obtained. The value is 0.278. In order to integerize 0.278, 4 is an appropriate number, because 4 × 0.278 > 1. However, during the additions or subtractions of frequencies, the phenomena like cancellations of digits may occur, and therefore let 4 be multiplied by . (Details will be explained in Section 11.) As = 6, 4×6=24. Let us round 24 to 20. As the result, let , , and be multiplied by 20, and be rounded up to integers. Table 5 shows , , , , ′ ( ), ′ ( ), ′ ( ) and ′ ( ). As the result, , that is, is -0.8125. The process of the calculation is omitted. Theorem 11 says that the constant term is 1 2 3 (2 − 2 3 ). The number of satisfying assignments of ( ∨ ∨ ) ∧ ( ∨ ∨ ̅ ) is 6. By substituting = 6, and = 2, 1 2 3 (2 − 2 3 )=-0.8125. It has been verified that the experimental result equals Theorem 11.
In the above example, the minimal maximum frequency was obtained by calculating all the max {| |, | |, | |, | |}'s. However, if the minimal maximum frequency decreases in polynomial order and the order is known, we can intergerize the frequencies without obtaining the minimal maximum frequency. For example, if the minimal maximum frequency decreases in the order of −3 , we can integerize frequencies by multiplying the frequencies by 4 (Details will be explained in Section 11) and rounding them to integers. The maximal maximum frequency is less than or equal to . The integerized maximal maximum integer is less than or equal to × 4 = 5 . Therefore, ≅ 5 .
Numerical experiments of the minimal maximum frequencies of four-variable complex trigonometric functions
Numerical experiment 1
Let us assign four-variable complex trigonometric functions to the variables in as follows: ← exp( ( + + + )) (1 ≤ ≤ ), where = sin( 2 + ), = sin (( 2 + ) (1 + π 2( 2 + 1) )), = sin (( 2 + ) (1 + 3 2 + 1 )) , and = sin (( 2 + ) (1 + 3 2 + 1 + π 2( 2 + 1) )), that is, = 2 , = 1, = 3π 2 + 1 and ℎ = π 2 1 2 + 1 . Table 6 shows the minimal maximum frequencies. In Table 6 , . . stands for the minimal maximum frequency. Figure 8 shows the logarithms of the minimal maximum frequencies. Figure 9 shows the logarithms of the minimal maximum frequencies of four-variable complex trigonometric functions(blue dots), the logarithms of the minimal maximum frequencies of two-variable complex trigonometric functions(yellow dots), and the logarithms of the minimal frequencies of one-variable complex trigonometric functions(green dots). As Figure 9 shows, four-variable complex trigonometric function is the best. Figure 10 shows the approximation by a logarithm function. Figure 11 shows the approximation by an irrational function. From Figure 10 and Figure 11 , it is understood that the approximation by the logarithm function is better than that by the irrational function. Therefore, the minimal maximum frequency may decrease in polynomial order. )), = sin (( 3 + ) (1 + 3 3 + 1 )) , and = sin (( 3 + ) (1 + 3 3 + 1 + π 2( 3 + 1)
)). Table 7 shows the minimal maximum frequencies. Figure 12 shows the logarithms of the minimal maximum frequencies. Figure 13 shows the approximation by a logarithm function. Figure 14 shows the approximation by an irrational function. As Figure 13 and Figure 14 show, the approximation by the logarithm function is better than that by the irrational function. Therefore, the minimal maximum frequency may decrease in polynomial order. The above two numerical experiments showed that the minimal maximum frequency may decrease in polynomial order. Therefore the computational complexity of the algorithm may be polynomial. Figure 15 shows the logarithms of the minimal maximum frequencies of numerical experiment 1 and numerical experiment 2. Blue dots denote the minimal maximum frequencies of numerical experiment 1 and yellow dots denote the minimal maximum frequencies of numerical experiment 2. As Figure 15 shows, the result of numerical experiment 1 is better than that of numerical experiment 2. 
Discussion
Integerization
For the integerization, frequencies are multiplied by a certain integer. How to determine the integer is explained. Assume that . . = , where is a positive real number, is the number of variables and is an integer.
Theorem 19. ℎ ′ (•) , ℎ , ℎ ℎ ℎ ≥ + 1 − log . . Let frequencies be denoted by (1 ≤ ≤ ). Then . . is described as follows:
. . = ∑ =1 ( = −1,0 or 1), and, since . . = , the following formula holds:
Let the above formula be multiplied by , the left-hand side is as follows: , where (•) stands for rounding and is the fractional part. Therefore the following formula is obtained:
is the integerized minimal maximum frequency, 4.4 . For integerizing the minimal maximum frequency, let us multiply it by 5.4 (Theorem 20). The maximal maximum frequency is less than or equal to . Therefore, the integerized maximal maximum frequency is less than or equal to 6.4 and ≅ 6.4 .As the number of variables is two, the calculation for the sum in Theorem 17 needs 6.4×2 = 12.8 ≅ 13 times of calculating . As = 3 , 13 = (3 ) 13 . However, this estimation may be optimistic.
Let us consider the results of four-variable complex trigonometric functions. As the result of numerical experiment 1 is better than that of numerical experiment 2, let us discuss the computational complexity based on the result of numerical experiment 1. In numerical experiment 1, . . = 2.5 3.31 3.31 in Figure 10 . For integerizing the minimal maximum frequency, let us multiply it by 4.31 (Theorem 20). The maximal maximum frequency is less than or equal to . Therefore, the integerized maximal maximum frequency is less than or equal to 5.31 and ≅ 5.31 .As the number of variables is four, the calculation for the sum in Theorem 18 needs 5.31×4 = 21.24 ≅ 21 times of calculating . As = 3 , 21 = (3 ) 21 . There are 18 trigonometric functions in . For simplification, let the computational complexity of trigonometric function be O( 2 ). (This is not the fastest evaluation.) Therefore the computational complexity of computing trigonometric functions in is O( 2 ). Since the computational complexity of four arithmetic operations in can be ignored, the computational complexity of is O( 2 ). The computational complexity of the algorithm is O( 2 × 21 ) = O( 24 ).
If the minimal maximum frequency decreases in exp(−1.11 0.6 ) in Figure 11 , the computational complexity of the algorithm is subexponential.
The reason why the computational complexity of the algorithm is small lies in the facts shown in Table 3 . In the case of one variable, the minimal frequency decreases in exponential order. On the other hand, in the case of two variables and in the case of four variables, the minimal maximum frequency decreases more slowly than that of one variable. The exponential decrease of the minimal frequency in the case of one variable can be regarded as a combinatorial explosion. In the case of two variables, the combinatorial explosion is suppressed owing to max {| |, | |}. In the case of four variables, the combinatorial explosion is more suppressed owing to max {| |, | |, | |, | |}.
On parameters
There are several parameters in the algorithm presented in this paper.
The number of the variables in complex trigonometric functions
Two-variable complex trigonometric functions may work well. Four-variable complex trigonometric functions work well. The numbers greater than four probably work well. The author conducted the numerical experiment with six-variable complex trigonometric functions, the result of which is similar to that of four-variable complex trigonometric functions.
2.
In this paper, = 1. Whether the algorithm works well or not largely depends on . For example, = 0 may be the worst. The logarithms of the minimal maximum frequencies with = 0 are shown in Figure 16 . The other parameters are the same as those of numerical experiment 1. Blue dots denote the minimal maximum frequencies with = 0, and yellow dots denote the minimal maximum frequencies with = 1(numerical experiment 1).
The logarithms of the minimal maximum frequencies with = 2.5 are shown in Figure 17 . The other parameters are the same as those of numerical experiment 1. The minimal maximum frequencies with = 2.5 may be approximated by a linear function, by an irrational function or by a logarithm function. As far as the author investigated, = 1 is the best. 3. = 2 does not work well. = 2 and = 3 work well. = 2 works better than = 3 . 4.
In this paper, = 3π 2 +1 or 3π 3 +1
. Other values may also work well.
ℎ
In this paper, ℎ = π 2 1 2 +1 or π 2 1 3 +1 . Other values may also work well. where , , and were determined by random variables. The result showed that the above , , and work better than , , and in this paper. The explanation is omitted, because it is complicated.
Others
2. The author applied a few techniques (for example, moving average) to delete the constrictions in Figure 7 , but they did not work well.
3. The numerical experiments of the minimal maximum frequency were conducted with ≤ 27. The numerical experiments need a lot of computing time. For example, the computing time of the numerical experiment with = 27 by 51 parallel processings was about 10 days. The numerical experiments with 27 ≤ may be needed. However, the theoretical proof is more needed.
Conclusions
This paper has presented an algorithm for 3-SAT problems. The algorithm outputs the number of satisfying assignments. The computational complexity of the algorithm may be polynomial in the number of clauses. Future work includes the proof.
