We use the K-theory of operator algebras to settle the Harvey conjecture for a special family of the mapping class groups. Namely, we first establish a relationship between the Riemann surfaces and the dimension groups, and then prove that the mapping class group of a surface of genus g with n holes, is a linear arithmetic group of rank 6g − 6 + 2n.
Introduction
Let S = S(g, n) be a surface with g handles and n boundary components. It is well known that S is topologically unique although it may exist a continuum of distinct "metrics" on S. In fact Riemann found that there are T (g, n) ≃ R 6g−6+2n different conformal parametrizations of S [17] . The moduli space M(g, n) is obtained from T (g, n) by gluing together the points (Riemann surfaces) S, S ′ ∈ T (g, n) whenever there exists a conformal mapping f : S → S ′ . Geometrically, M(g, n) ≃ T (g, n)/Γ(g, n), where Γ(g, n) is the mapping class group of S.
Whereas T (g, n) is homeomorphic to an open ball D
6g−6+2n , the topology of M(g, n) is largely a mystery. M(g, n) is an irreducible quasi-projective variety as proved by Deligne and Mumford [3] . Since the action of Γ(g, n) is properly discontinuous, M(g, n) is in fact a smooth manifold except the "corners". Much of topology of the variety M(g, n) is encrypted by the "tautological" cohomology classes, cf. Hain & Looijenga [7] . Mumford suggested a triangulation of T (g, n) based on the quadratic differentials and the ribbon graphs, see [7] . Exactly this approach allowed Kontsevich to prove the Witten conjecture [14] . Hatcher and Thurston introduced a complex of curves C(S) to study the action of the mapping class group [10] . Harer calculated the homotopy and the homology groups of M(g, n) using such complexes, see [8] .
The homology of M(g, n) stabilizes, i.e. doesn't depend on g when g >> 0. Such a property is typical for the homology of the arithmetic groups, what inspired Harvey to conjecture that Γ(g, n) is an arithmetic group, see [9] p. 267. The Harvey conjecture is not true for the general mapping class groups, as it was shown by N. V. Ivanov [12] . Still Γ(g, n) bears many traits of the arithmetic groups, as confirmed by a remarkable formula χ(M(g, n)) = (−1)
(Here χ is an orbifold Euler characteristic and ζ is the Riemann zeta function.) It is interesting that the mapping class groups were thought of by their creator M. Dehn as the arithmetic groups [2] .
Fix τ ∈ C, Re τ > 0. Let E τ = C/(Z + τ Z) be a torus of the complex modulus τ , i.e. a Riemann surface S(1, 0). In this case Γ(1, 0) ≃ SL (2, Z) and therefore E τ and E τ ′ are isomorphic iff
Let now G θ be a noncommutative (quantum) torus, i.e. an abelian group Z 2 with the order ≥ defined by the equation y ≥ θx, where θ ∈ R + \Q is a Rieffel parameter of the quantum torus. Two quantum tori are order-
. Comparing E τ with G θ suggests an important morphism between the moduli of the complex tori and such of the quantum tori, see Manin [15] . The present note is an attempt to "pin down" the above (rather evasive) morphism and use it as a tool in the representation of the mapping class group Γ(g, n). Thus our goal is two-fold:
(i) to define a functor between Riemann surfaces and abelian groups with order;
(ii) to apply the functor to the open problems of conformal geometry, e.g. to the Harvey Conjecture.
As far as question (i), we studied earlier such a functor and for a comfort of the reader we shall give a full treatment here. Namely, each "generic" conformal structure either on the torus or any higher genus surface can be assigned a canonical ordered abelian group G (a dimension group), see Appendix for the definition. The rank of the group G is 2 for the torus, and 6g − 6 + 2n for the higher genus surfaces. An important point that the dimension groups are invariants of the K-theory of certain C * -algebras. As far as question (ii) is concerned , the parametrization of T (g, n) by the dimension groups will be used to establish the following fact (unaccessible by other means).
Theorem 1 There exists a faithful representation:
In other words, Γ(g, n) is isomorphic to a linear arithmetic subgroup of the group GL 6g−6+2n (Z).
The structure of the article is as follows. In Section 1 a uniformization of the Riemann surfaces by the dimension groups is established. In Section 2 we prove Theorem 1 from the standpoint of dimension groups. Section 3 contains (minimal) definitions and a bibliography on the dimension groups and the K-theory of C * -algebras.
Preliminaries
In this section we consider a parametrization of the Riemann surfaces by the dimension groups (see Appendix for the definition of such groups). Connection between the Riemann surfaces, the quadratic differentials and the interval exchange transformation has been discussed by many authors, see Bödigheimer [1] , Masur [16] and Veech [19] . First we remind the reader how this connection comes in, and next we use it to define a dimension group associated to the Riemann surface.
The Hubbard-Masur coordinates
The Hubbard-Masur coordinates on the Teichmüller space were explicitly introduced in [16] to prove a unique ergodicity for the measured foliations and the interval exchange transformations (the Keane conjecture). Roughly speaking, Masur parametrized T (g, n) by 6g − 6 + 2n non-negative reals (λ 1 , . . . , λ 6g−6+2n ) which are lengths of the intervals in an exchange map generated by some measured foliation on a double cover to the surface S. Then he applied an earlier result with Hubbard [11] to prove injectivity of such a mapping. Let us recall this remarkable construction. A starting point is the following elementary observation. Fix a Riemann surface S 1 and think of S as a point in the Teichmüller space T (g, n). Consider a holomorphic 2-form ω on S with simple zeroes. Let F 1 be a horizontal (i.e. Im ω = 0) and F 2 vertical (Re ω = 0) measured foliations of ω. Let S ′ be a variation of S ∈ T (g, n). By the Hubbard-Masur theorem [11] there exists a unique holomorphic 2-form ω ′ on S ′ whose horizontal foliation F gives a parametrization of the space T (g, n) with a "fixed point" S.
More explicitly, denote by ω ′ a 1-form on the surface S which is a double cover of S with the ramification in Sing ω ′ . In other words, the 1-form ω ′ covers the 2-form ω ′ . The homology H 1 ( S − Sing ω ′ ; Z) has a basis (γ 1 , . . . , γ 6g−6+2n ), and the real parts λ i of the integrals γ i ω ′ are well-defined coordinates in T (g, n) [16] . Notice that the horizontal foliation fixed makes the imaginary part of the integrals fixed, but the real parts vary because they reflect the change of the vertical foliation.
It is easy to see that vector λ = (λ 1 , . . . , λ 6g−6+2n ) can be interpreted as lengths of the intervals in the holonomy mapping of foliation Re ω ′ = 0. The "generic" lengths are linearly independent over Q and the corresponding measured foliation is uniquely ergodic.
Lemma 1 The mapping
is injective.
Proof. See [16] , p. 178.
Parametrization of T (g, n) by the dimension groups
There exists a remarkable parametrization of a "generic" subset T 0 of the Teichmüller space T (g, n) by the dimension groups of rank 6g − 6 + 2n.
The construction of such a parametrization relies on the Hubbard-Masur idea discussed in the previous section. An advantage of the new "coordinates" in T (g, n) is that they change in a particularly nice fashion under the action of the mapping class group: the dimension groups of isomorphic Riemann surfaces are order-isomorphic. (We shall exploit this fact to build up a representation of Γ(g, n) in a linear group.) Let us pass to a step-by-step construction. Let Λ ⊂ R 6g−6+2n be a set of vectors with the non-negative components. Denote by Λ 0 a subset such that any interval exchange transformation (λ 1 , . . . , λ 6g−6+2n ) ∈ Λ 0 is uniquely ergodic. By the Masur-Veech theorem Λ 0 is an open and dense subset of Λ, cf [16] and [19] .
We shall denote by Proof. If (λ 1 , . . . , λ 6g−6+2n ) ∈ Λ 0 , then the real numbers λ 1 , . . . , λ 6g−6+2n are linearly independent over Q, see [13] . Consider an abelian subgroup of rank 6g − 6 + 2n of the real line:
Clearly, Zλ 1 + . . . + Zλ 6g−6+2n = R. Recall that any dense rank m abelian subgroup of R gives rise to a simple dimension group of the same rank, see [5] , Corollary 4.7. Let us denote the dimension group by G. Since the interval exchange transformation is uniquely ergodic, the state space S(G) is a singleton. Note the following identity for the dimension groups G = G(λ 1 , . . . , λ 6g−6+2n ) = G(kλ 1 , . . . , kλ 6g−6+2n ) for any real k = 0. Therefore to recover the vector (λ 1 , . . . , λ 6g−6+2n ) ∈ Λ 0 from G one needs an extra data on the multiple k. This is a reason for considering the set of "affine functions" on S(G).
The Af f S(G) is a vector space of the affine functions S(G) → R on the convex compact set S(G). In our case S(G) is the one-point set, and therefore the set of affine functions is one-dimensional:
The above construction allows to recover the multiple k ∈ R − 0. Indeed, let G be a simple dimension group with a unique state s : G → R and f ∈ Af f S(G) an affine function on S(G). Since S(G) is a singleton we have f = kf 0 , where k is a non-zero real and f 0 the affine function which sends S(G) to 1 ∈ R.
Now fix a basis {e 1 , . . . , e 6g−6+2n } in G. Then we have 0 < s(e 1 ) < . . . < s(e 6g−6+2n ) relabeling e i if necessary. Let λ 1 = s(e 1 ), λ 2 = s(e 2 )−s(e 1 ), . . . , λ 6g−6+2n = s(e 6g−6+2n )−s(e 6g−7+2n ) (5) be an embedding of G into R under the state s. One can easily obtain the formula:
f (λ 1 , . . . , λ 6g−6+2n ) = (kλ 1 , . . . , kλ 6g−6+2n ).
This finishes the proof of Lemma 2. 
Remark 1 The reader can think of Lemma 2 as a "compactification" of the

Proof of Theorem 1
First, let us outline the main idea. Recall that in Section 1 we constructed a parametrization of an open and dense subset of T (g, n) by simple dimension groups of rank 6g − 6 + 2n. The action of mapping class group Γ(g, n) on T (g, n) extends to such on the dimension groups. We show that this action corresponds to order-isomorphisms at the level of dimension groups. On the other hand, it is known that the order-isomorphisms are given by the invertible matrices from the group GL 6g−6+2n (Z). The theorem follows. We pass now to a step-by-step construction. To calculate the lengths λ i of the intervals, we would need the following model of T (g, n) due to Masur [16] . Let S ∈ T (g, n) be Riemann surface of genus g with n boundary components and ω a holomorphic 2-form on S. We assume that ω is "generic", in particular, that it has only simple zeroes. To include non-compact case into a general pattern, let us represent every boundary component as a "fake" zero of form ω. Namely, we add up a saddle point with one incoming and one outgoing separatrix rays (a "fake" saddle). The fake saddle splits into pair of "stable" saddle points: 3-and 1-separatrix saddles. Thus we get 2n extra singularities and therefore m = |Sing ω| = 4g − 4 + 2n.
We wish to "cover" horizontal (vertical) trajectories of ω by horizontal (vertical) trajectories of 1-form ω on surface S. For that we take a double cover S ramified over the set Sing ω. Note that Hurwitz's formula g = 2g + m 2 − 1 implies g = 4g − 3 + n. Denote the covering involution on S by τ . The 1-form ω is skew symmetric, i.e. τ * ( ω) = − ω. It is clear that Sing ω consists of saddle points with six saddle sections and |Sing ω| = 4g − 4 + 2n. The rank of first homology group of S relatively Sing ω is given by formula: rk H 1 ( S, Sing ω; Z) = 2 g + |Sing ω| − 1 = 12g − 11 + 4n. It will be proved later on that only half, i.e. 6g − 6 + 2n, of cycles are independent.
Let γ 1 , . . . , γ 6g−6+2n be a basis in H 1 ( S, Sing ω; Z) consisting of such cycles and let λ i = Re γ i ω. By Masur's Lemma (Lemma 1) the real numbers (λ 1 , . . . , λ 6g−6+2n ) are the coordinates in T (g, n). The homomorphism:
given by formula (Zγ 1 , . . . , Zγ 6g−6+2n ) → Zλ 1 + . . . + Zλ 6g−6+2n will be called a Masur homomorphism. 
E.T. induced by Re ω (Im ω).
Proof. Let ω be holomorphic 1-form on covering surface S. As we noted earlier, Sing ω consists of 4g − 4 + n saddle points of index −2 (i.e. 6-saddles) and n points of index 0 (i.e. 2-saddles). It is not hard to see that every interval in the I.E.T. induced by the trajectories of 1-form ω, comes from a pair of distinct saddle sections of the set of saddle points. Indeed, the outgoing separatrices of the saddle give rise to the ends of intervals of the I.E.T., so that it takes two outgoing separatrices to define an interval.
Easy calculation gives us a total of 24g − 24 + 8n saddle sections present on S. Therefore, the I.E.T. must have 12g −12+4n intervals in the exchange. Since ω is involutive, so must be the intervals in the I.E.T. Thus, only 6g − 6 + 2n intervals are independent.
Finally, let us calculate lengths of the intervals. Since ω is holomorphic, it preserves measure Re l ω of any transverse segment l to the flow ω. For simplicity, suppose that l has ends at the set Sing ω.
It is an easy exercise to verify that generators γ 1 , . . . , γ 6g−6+2n of the abelian group H 1 ( S, Sing ω; Z) can be identified with l i 's. (In fact, in this form they were originally introduced in [16] .) Lemma 3 follows.
We shall use Masur's model of T (g, n) to establish the following lemma.
Lemma 4 Let S, S
′ ∈ T (g, n) be a pair of conformally equivalent Riemann surfaces parametrized by the dimension groups G S and G S ′ . Then the dimension groups G S , G S ′ are order-isomorphic.
Proof. It is known that every element of the mapping class group Γ(g, n) has a conformal representative. Let f ∈ Γ(g, n) be such that f (S) = S ′ . It follows from Masur's model, that the lengths of intervals in the I.E.T. are given by formula:
In order to calculate the lengths of intervals λ j , let us notice that f acts on the first homology of S:
by integral invertible matrices GL 6g−6+2n (Z) and we denote by f * (γ 1 ), . . . , f * (γ 6g−6+2n ) the result of such an action on γ 1 , . . . , γ 6g−6+2n . Thus,
Using elementary properties of integrals, we get
Since G S is defined as a pull-back of the dense subgroup
we obtain from formula (11) the following inclusion:
In fact, since the matrix (a ij ) is invertible, the above inclusion is an isomorphism of two dense subgroups of the real line (it can be seen by fixing a basis of the subgroups):
Therefore, G S and G S ′ are order-isomorphic as dimension groups, see [5] Corollary 4.7. Lemma 4 follows. Proof. Indeed, dimension groups G, H are order-isomorphic iff there exists an isomorphism φ : G → H such that φ(G + ) = H + , see Appendix. Since G, H are totally ordered and are based on the lattice L = Z m , φ is an automorphism of L. Lemma follows.
Let S ∈ T (g, n) be a Riemann surface with trivial automorphism group and associated dimension group G. Then any conformally equivalent surface S ′ ∈ T (g, n) has dimension group G ′ , which is order-isomorphic to G, see Lemma 4. Since G, G ′ are simple totally ordered dimension groups of rank m = 6g − 6 + 2n, there exists an automorphism A ∈ GL 6g−6+2n (Z) of lattice Z 6g−6+2n which maps positive cone of G ′ to such of G, see Lemma 5. Thus the element ϕ ∈ Γ(g, n) has a representation A ∈ GL 6g−6+2n (Z).
Going through all Riemann surfaces, which are conformally equivalent to S, one gets a representation of Γ(g, n) as a subgroup of GL 6g−6+2n (Z). Theorem 1 follows.
Appendix
In this section we briefly review C * -algebras, K-theory and dimension groups. The reader can find additional information in Effros [5] , and Rørdam, Larsen & Laustsen [18] .
K-theory of C*-algebras
By the C * -algebra one understands a noncommutative Banach algebra with an involution [18] . Namely, a C * -algebra A is an algebra over C with a norm a → ||a|| and an involution a → a * , a ∈ A, such that A is complete with respect to the norm, and such that ||ab|| ≤ ||a|| ||b|| and ||a * a|| = ||a|| 2 for every a, b ∈ A. If A is commutative, then the Gelfand theorem says that A is isometrically * -isomorphic to the C * -algebra C 0 (X) of continuous complexvalued functions on a locally compact Hausdorff space X. For otherwise, A represents a "noncommutative" topological space X.
Let A be a unital C * -algebra and V (A) be the union (over n) of projections in the n×n matrix C * -algebra with entries in A. Projections p, q ∈ V (A) are equivalent if there exists a partial isometry u such that p = u * u and q = uu Functor A → K 0 (A) maps a category of unital C * -algebras into the category of abelian groups so that projections in algebra A correspond to a "positive cone" K + 0 ⊂ K 0 (A) and the unit element 1 ∈ A corresponds to an "order unit" [1] ∈ K 0 (A). The ordered abelian group (K 0 , K + 0 , [1] ) with an order unit is called a dimension group [6] .
Dimension groups
We use notation Z, Z + , Q and R for integers, positive integers, rationals and reals, respectively and GL n (Z) for the group of n × n matrices with entries in Z and determinant ±1.
By an ordered group we shall mean an abelian group G together with a subset P = G + such that P + P ⊆ P, P ∩ (−P ) = {0}, and P − P = G. We call P the positive cone on G. We write a ≤ b (or a < b) if b − a ∈ P (or b − a ∈ P \{0}).
G is said to be a Riesz group if:
(i) g ∈ G and ng ≥ 0, n ∈ Z + implies g ≥ 0;
(ii) u, v ≤ x, y in G implies existence of w ∈ G such that u, v ≤ w ≤ x, y.
An ideal J in a Riesz group G is a subgroup such that J = J + − J + (where J + = J ∩ G + ), and if 0 ≤ a ≤ b ∈ J + , then a ∈ J + . We say that G is simple if only ideals are G and {0}.
Given ordered groups G and H, we say that a homomorphism ϕ :
+ is an order unit of G. We let S(G) be the state space of G, i.e. the set of states on G endowed with natural topology [5] .
S(G) is a compact convex subset of vector space Hom (G, R). By the Krein-Milman theorem, S(G) is the closed convex hull of its extreme points, which are called pure states.
An ordered abelian group is a dimension group if it is order isomorphic to lim m. 
of matrices ϕ k ∈ GL r (Z + ). Riesz groups are dimension groups and vice versa. Riesz groups can be viewed as an "abstract" dimension groups, while dimension groups as a "quantum representation" of Riesz groups by infinite sequences of positive homomorphisms. 
Interval exchange transformations
where β π is a vector corresponding to λ π = (λ π −1 (1) , λ π −1 (2) , ..., λ π −1 (n) ). Mapping ϕ preserves or reverses orientation of v i depending on the sign of ε i . If ε i = 1 for all i ∈ N then the I.E.T. is called oriented. Otherwise, the interval exchange transformation is said to have flips. Interval exchange transformation is said to be irreducible if π is an irreducible permutation. An irreducible I.E.T. is called irrational if λ 1 , ..., λ m are linearly independent over Q.
