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Abstract
We prove that the stable manifold of every point in a compact hyperbolic invariant set of
a holomorphic automorphism of a complex manifold is biholomorphic to Cd, provided that a
bunching condition, which is weaker than the classical bunching condition for linearizability,
holds.
Introduction
In this paper we study a foundational question in holomorphic dynamics: are stable manifolds
biholomorphic to Cd? More precisely, let f : X → X be a holomorphic automorphism of a complex
manifold and let K ⊂ X be a compact f -invariant set. We assume that K is hyperbolic, meaning
that there is a Df -invariant splitting of the tangent bundle of X restricted to K
TX |K = E
s ⊕ Eu
such that for every x ∈ K∥∥Dfn(x)|Es∥∥ ≤ C Λns , ∥∥Df−n(x)|Eu∥∥ ≤ C Λnu, ∀n ∈ N,
for some numbers 0 < Λs < 1, 0 < Λu < 1, C > 0. Here the operator norm is induced by some
Riemannian metric on M , but the notion of hyperbolicity and the numbers Λs, Λu do not depend
on the choice of this metric (see e.g. [Shu87], [KH95], or [Yoc95] for general facts about hyperbolic
dynamics). Then each point x ∈ K has a stable manifold
W s(x) :=
{
z ∈ X
∣∣ dist (fn(z), fn(x))→ 0 for n→∞}
which is the image of an injective holomorphic immersion W →֒ X of a complex manifold W
which is C∞-diffeomorphic to R2d, where d is the complex dimension of the stable distribution
Es. The question is whether W is also biholomorphic to Cd. When this holds, with a slight abuse
of terminology we shall say that W s(x) is biholomorphic to Cd.
This question has a positive answer when K is a hyperbolic fixed point - or more generally
a periodic orbit - as shown by J. P. Rosay and W. Rudin in [RR88]. The question for a general
compact hyperbolic set K was posed by E. Bedford in [Bed00]. In such a case, M. Jonsson and
D. Varolin have shown in [JV02] that the answer is also positive for almost every point x ∈ K,
with respect to any f -invariant probability measure on K. More generally, they have proved an
analogous result in the setting of partial hyperbolicity. Extensions of these positive results to
sequences of holomorphic contractions
fn : B → B, B =
{
z ∈ Cd | |z| < 1
}
, fn(0) = 0,
under weak monotonicity assumptions on the diagonal entries of Dfn(0) - once Dfn(0) is put into
upper triangular form by applying a suitable unitary non-autonomous conjugacy - are proved in
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[Pet05], [Pet07], and [AAM11]. In particular, the main result of [AAM11] implies that the answer
to Bedford’s question is positive for every x ∈ K which has well-defined Lyapunov exponents. See
also [Wei97, For99, For04, FS04, Wol05, PW05, PVW08, BDM08, Aro11] for related results.
On the other hand, it has been known for a long time and it is easy to show that W s(x)
is biholomorphic to Cd for every x ∈ K when the hyperbolic set satisfies a suitable bunching
condition: If the numbers 0 < Λs < 1 < Ms are such that∥∥Dfn(x)|Es∥∥ ≤ C Λns , ∥∥(Dfn(x)|Es)−1∥∥ ≤ CMns , ∀n ∈ N, (1)
for some C > 0, it is required that
Λ2sMs < 1,
or equivalently that
β :=
logMs
− log Λs
< 2.
The number β is sometimes called the bunching parameter. The hypothesis that the bunching
parameter is less than 2 implies that the restriction of f to the stable manifold of K is locally
holomorphically linearizable, and this fact immediately implies that the stable manifold of each
x ∈ K is biholomorphic to Cd (see [JV02, Theorem 3]). Similar bunching conditions are relevant
in other questions of hyperbolic dynamics, such as the issue of regularity of the stable and unstable
foliations, normal forms, rigidity results, ergodicity (see e.g. [KH95, Chapter 6], [HK02, Chapter
3], [HHU07], [KN11, Chapter 5.2.2], [BW10]).
It is also well-known that the condition β < 2 is sharp for the linearization question: One can
construct examples with β = 2 where linearization is not possible (see e.g. [KH95, Exercise 6.6.1]).
The aim of this paper is to show that the bunching value 2 is instead not critical for Bedford’s
question. More precisely, we shall prove the following:
Theorem. Let f : X → X be a holomorphic automorphism of a complex manifold and let K ⊂ X
be a compact hyperbolic invariant set with stable distribution Es. Assume that the condition (1)
holds and that
β :=
logMs
− logΛs
< 2 + ǫ(d),
where ǫ(d) is a positive number depending on the complex dimension d of the stable distribution
Es. Then the stable manifold W s(x) of every x ∈ K is biholomorphic to Cd.
In particular, stable manifolds of points on 2-bunched compact hyperbolic invariant sets are
biholomorphic to a complex vector space in every dimension. The explicit expression for the
number ǫ(d) is given below in Theorem 6.1. The sequence ǫ(d) converges rapidly to zero for
d→∞.
We conclude this introduction by informally discussing the general strategy behind the previous
results about the complex structure of W s(x) and the new ideas which are involved in the proof
of the above theorem.
Let x ∈ K. By looking at the restriction of f to the local stable manifold of each point fn(x),
n ∈ N, which is biholomorphic to the unit ball B of Cd, one obtains a sequence of holomorphic
contractive embeddings
fn : B →֒ B,
which fix 0. The stable manifoldW s(x) is bihomolorphic to the “abstract basin of attraction”W of
0 with respect to the sequence (fn), that is the inductive limit given by the sequence of embeddings
(fn) (see [FS04], or Section 5 below). Therefore, it is enough to show that the complex manifold
W is biholomorphic to Cd. In order to study the complex structure of such a manifold, a natural
idea is to find a suitable non-autonomous conjugacy, that is a commuting diagram of the form
B
fn
−−−−→ B
hn
y yhn+1
Cd
gn
−−−−→ Cd,
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where gn is a sequence of automorphisms of C
d having 0 as an attracting fixed point. Indeed,
under suitable boundedness assumptions on (hn), the above diagram induces a biholomorphisms
from the abstract basin of attraction of 0 with respect to (fn) to the one determined by (gn),
which can be identified with the domain{
z ∈ Cd | gn ◦ gn−1 ◦ · · · ◦ g0(z)→ 0 for n→∞
}
. (2)
Therefore, one needs to find a sequence of automorphisms (gn) for which the basin of attraction
(2) is the whole Cd and for which the conjugacy equation
hn+1 ◦ fn = gn ◦ hn (3)
admits a suitably bounded solution (hn).
A useful class of automorphisms which have the whole Cd as basin of attraction of 0 is the
class of “special triangular automorphisms”, that is polynomial maps
g : Cd → Cd, z 7→ z′,
of the form
z′1 = λ1z1 + p1(z2, . . . , zd)
z′2 = λ2z2 + p2(z3, . . . , zd)
...
...
...
z′d−1 = λd−1zd−1 + pd−1(zd)
z′d = λdzd,
where |λj | ≤ Λ < 1 and pj ∈ C[zj+1, . . . , zd] vanishes at 0. If (gn) is a sequence of special triangular
automorphisms, such that the pj ’s have uniformly bounded degree and coefficients and such that
the upper bound Λ < 1 for the absolute value of the diagonal entries |λj | is also uniform, then the
set (2) is the whole Cd.
All the proofs of the previous results ([RR88], [JV02], [Pet07], [AAM11]) are based on finding a
suitably bounded non-autonomous conjugacy with a sequence of special triangular automorphisms.
The nonlinear conjugacy equation (3) becomes linear if one considers it separately on each k-
homogeneous part of (hn), for k = 1, 2, . . . . Actually, one has to consider only finitely many of
these linear equations, because of the following general fact: If the sequence (fn) satisfies
‖Dfn(0)‖ ≤ Λ, ‖Dfn(0)
−1‖ ≤M, (4)
for some 0 < Λ < 1 < M and is boundedly conjugated at the level of k-jets to the sequence (gn),
with k + 1 larger than the bunching parameter β = − logM/ logΛ, or equivalently Λk+1M < 1,
then (fn) and (gn) are actually locally conjugated (see Theorem 5.3 below for a precise statement
of this well-known fact).
At the level of 1-jets, the conjugacy equation (3) takes the form
Dhn+1(0) ◦Dfn(0) = Dgn(0) ◦Dhn(0).
The fact that every matrix L can be decomposed as L = QR with Q unitary and R upper
triangular implies that the equation
Hn+1 ◦Dfn(0) = Gn ◦Hn
has a solution (Hn), (Gn) with Hn unitary and Gn upper triangular (once we fix H0, the solution
is unique up to multiplication by diagonal unitary matrices). This means that at the level of 1-jets
it is always possible to conjugate (fn) to a sequence of special triangular (linear) automorphisms
(gn). When β < 2, by the general fact stated above, this conjugacy of 1-jets extends to a local
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conjugacy (that is, the sequence (fn) is linearizable), and the abstract basin of attraction of 0
with respect to (fn) is biholomorphic to C
d.
When β ≥ 2, one has to consider also the conjugacy equation for k-jets for k ≥ 2. Under
suitable weak monotonicity assumptions on the diagonal entries of the upper triangular matrix
Gn = Dgn(0), one can actually find a bounded solution (hn), (gn) for such an equation, with (gn)
a sequence of special triangular automorphisms of degree k. If k is large enough, one deduces the
existence of a local conjugacy (see [Pet07] and [AAM11]). In particular, the required monotonicity
assumptions hold when the diagonal entries of Gn have a good limiting behavior, and by Oseledec’s
theory one finds the aforementioned almost everywhere statement of [JV02].
However, in general if β ≥ 2 the conjugacy equation at the level of 2-jets may have no bounded
solution (hn), (gn), with (gn) a sequence of special triangular automorphisms of degree 2. An
example with β = 2 is given in [AAM11, Section 4]. Therefore, one needs to enlarge the possible
normal forms for (fn) to a larger class of sequences (gn) of automorphisms of C
d having the whole
Cd as basin of attraction of 0.
The starting idea of this paper is to use sequences of automorphisms of the form
gn = Uσh ◦ g˜n ◦ U
−1
σh
, for mh ≤ n < mh+1, (5)
where (g˜n) is a sequence of special triangular automorphisms, (σh) ⊂ Sd is a sequence of permuta-
tions of the set {1, . . . , d}, Uσ is the unitary matrix which maps ei into eσ(i) for every i ∈ {1, . . . , d},
and (mh) is a strictly increasing sequence of natural numbers which grows fast enough. In other
words, gn is special triangular with respect to some permutation of the standard basis of C
d, such
a permutation being constant over larger and larger intervals of indices n. Indeed, as we prove in
Theorem 4.2, if
lim
h→∞
(mh+1 −mh) = +∞ and
∞∑
h=0
K−hmh = +∞, (6)
where K is the “stable degree” of (g˜n), then the basin of attraction of 0 with respect to (gn) is
the whole Cd. In the proof of our main result we construct a conjugacy with a sequence (gn) in
the above class. In order to explain why such an enlargement of the class of normal forms (gn)
allows to weaken the standard bunching assumption, let us consider the particular case in which
Dfn(0) = Diag
(
λn(1), λn(2), . . . , λn(d)
)
is diagonal for every n ∈ N. If we set
fn(z) =
∑
1≤k≤d
λn(k)zkek +
∑
1≤i≤j≤d
1≤k≤d
fn(i, j; k)zizjek +O(|z|
3),
gn(z) =
∑
1≤k≤d
λn(k)zkek +
∑
1≤i≤j≤d
1≤k≤d
gn(i, j; k)zizjek +O(|z|
3),
hn(z) =
∑
1≤k≤d
zkek +
∑
1≤i≤j≤d
1≤k≤d
hn(i, j; k)zizjek +O(|z|
3),
the conjugacy equation for 1-jets is fulfilled and the one for 2-jets can be written as the system of
d2(d+ 1)/2 uncoupled equations
hn+1(i, j; k) =
λn(k)
λn(i)λn(j)
hn(i, j; k) +
1
λn(i)λn(j)
(
gn(i, j; k)− fn(i, j; k)
)
, (7)
for every (i, j; k) in the set
H :=
{
(i, j; k) ∈ N3 | 1 ≤ i ≤ j ≤ d, 1 ≤ k ≤ d
}
,
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which indexes the standard basis {zizjek} of the space H of 2-homogeneous polynomial endo-
morphisms of Cd. By (4), we have the bounds
0 < M−1 ≤ |λn(i)| ≤ Λ < 1, ∀i ∈ {1, . . . , d}, ∀n ∈ N.
When k coincides with either i or j, the above bounds imply that∣∣∣∣ λn(k)λn(i)λn(j)
∣∣∣∣ ≥ 1Λ > 1.
Therefore, hn+1(i, j; k) is obtained from hn(i, j; k) by applying a uniformly expanding affine func-
tion. This fact easily implies that for such a triplet (i, j; k) we may set gn(i, j; k) = 0 for every
n ∈ N and find a (unique) bounded solution (hn(i, j; k))n∈N of (7).
On the other hand, if k is different from i and from j, we just have the estimate∣∣∣∣ λn(k)λn(i)λn(j)
∣∣∣∣ ≥ 1Λ2M ,
which produces a lower bound larger than 1 only if the bunching condition for linearization -
β < 2 - holds. It is possible to construct examples with β = 2 such that the equations (7) for
these triplets (i, j; k) do not have any bounded solution (hn(i, j; k))n∈N with gn(i, j; k) = 0 for
every n ∈ N (see [AAM11, Section 4]). This means that the subset
V := {(i, j; k) ∈ H | k 6= i and k 6= j}
should be considered as the set of resonances for the non-autonomous conjugacy equation. The
subspace of H consisting of those polynomial maps which can appear in a special triangular
automorphism is generated by the elements of the standard basis {zizjek} which are indexed by
the subset
T := {(i, j; k) ∈ H | k < i} .
Since T is a proper subset of V, it is in general not possible to find a bounded conjugacy with
a sequence of special triangular automorphism, even at the level of 2-jets (see again [AAM11,
Section 4]). However, the image of T by the action of the permutation group Sd on H, which is
given by
σ · (i, j; k) =
(
σ−1(i), σ−1(j);σ(k)
)
, ∀σ ∈ Sd, ∀(i, j; k) ∈ H,
is the whole set of resonances V. Such an action on H corresponds to the action of Sd on H given
by conjugacy by the unitary matrix Uσ,
σ · p = Uσ ◦ p ◦ U
−1
σ , ∀σ ∈ Sd, ∀p ∈ H .
This fact suggests that it should be easier to find a bounded conjugacy to a sequence of polynomial
maps (gn) of the form (5) and of degree 2, where (σh) varies periodically among a set of permu-
tations in Sd whose action applied to T produces the whole V. Since we also want the basin of
attraction of 0 with respect to (gn) to be the whole C
d, we need that the sequence (mh) satisfies
the growth condition (6), where K = 2d−1 is the “stable degree” of (g˜n).
In the general case, in which Dfn(0) cannot be assumed to be diagonal, the conjugacy equation
for 2-jets does not split into uncoupled scalar equations and a delicate point is the choice of the
sequence (σh) ⊂ Sd. We now explain the role of such a choice, by making some rather imprecise
and slightly incorrect statements, which are made precise and correct in the following sections.
If we call uj ∈ H the homogeneous part of degree 2 of hmj , the conjugacy equation (3) to a
sequence (gn) of the form (5), at the level of 2-jets, takes the form
uh+1 = Ah(σh · uh)− vh, ∀h ∈ N, (8)
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where (vh) ⊂ H is defined recursively and can be thought to be given, while Ah is the conjugacy
operator by a product of mh+1 −mh upper triangular matrices. A natural choice for a solution
(uh) of (8) is given by the expression
uh =
∞∑
k=0
A˜
−1
h A˜
−1
h+1 . . . A˜
−1
h+kvh+k, where A˜h := Ah ◦ σh. (9)
Indeed, this is the formula for the unique bounded solution of (8), when the A −1j ’s are uniform
contractions, which is true if and only if β < 2. Since we are assuming β > 2, the A −1j ’s are not
contractions and the convergence of (9) is problematic. Nevertheless, we would like to show that
if β − 2 is small enough, then a suitable choice of the sequence of permutations (σh) makes the
series (9) converging.
A key ingredient here is the existence of a partial order on the set H, which has the property
that conjugacy of an element of H with respect to an upper triangular linear automorphism of Cd
is a linear mapping on H which is upper triangular with respect to such an order. In particular,
Ah is upper triangular with respect to this order. Moreover, its inverse can be decomposed as
A
−1
h = M
0
h + M
1
h ,
where ∥∥M 0h∥∥ = O(Λmh+1−mh), ∥∥M 1h∥∥ = O((Λ2M)mh+1−mh),
and the matrix associated to M 1h has support in the subset W of H×H consisting of all pairs of
indices in H × H which are the end-points of a chain in the partial order which has non-empty
intersection with the set of resonances V. Since Λ2M > 1, the terms M 1h ’s are the parts of large
norm in the decomposition of A −1h . In order to prove that their presence does not prevent the
series (9) from converging, the main tool is a non-trivial combinatorial nilpotency lemma, which
asserts the existence of a finite sequence σ1, σ2, . . . , σN in Sd such that
M0σ1 ·M1σ2 ·M2 . . . σN ·MN = 0,
whenever the matrices associated to the Mj ’s have support in W. Here N =
(
d
2
)
. The sequence
(σh) that we use is defined by periodically repeating such a finite sequence.
By combining these statements with analytic estimates, we can prove the existence of a solution
(hn), (gn) of the conjugacy equation (3) at the level of 2-jets, where (gn) is of the form (5) with
mh = 2
(d−1)h and (hn) is a sequence of polynomial maps of degree 2, tangent to some unitary
map at 0, and such that
‖hn‖ ≤ C R
n,
where R = R(d) > 1 depends on the bunching parameter β = − logM/ log Λ and tends to 1 for
β ↓ 2. By a rescaling argument, when R is close enough to 1, more precisely when
R2Λ3M < 1, (10)
such an estimate allows us to conclude that the abstract basin of attraction of 0 with respect to (fn)
is biholomorphic to Cd. The requirement (10) determines the bunching condition β < 2 + ǫ(d) in
our main theorem. Possible ways of improving the exponent ǫ(d) are discussed in the final Section
7.
1 The structure of the conjugacy operator
Pinched sequences of linear automorphisms. If (Ln)n∈N is a sequence of linear endomor-
phisms of Cd and n ≥ m ≥ 0, we denote by Ln,m the composition
Ln,m = Ln−1Ln−2 . . . Lm, Ln,n = I,
which satisfies, for any n ≥ m ≥ ℓ ≥ 0,
Ln,mLm,ℓ = Ln,ℓ.
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Definition 1.1. Let Λ and M be positive numbers. We say that a sequence (Ln) of linear auto-
morphisms of Cd is (Λ,M)-pinched if there exists a positive number C such that
‖Lk,h‖ ≤ C Λ
k−h, ‖L−1k,h‖ ≤ CM
k−h, for any 0 ≤ h ≤ k. (11)
Here ‖ · ‖ denotes the operator norm. By taking k = h + 1 in (11), we see that a pinched
sequence (Ln) is bounded and so is the sequence of its inverses (L
−1
n ). Notice also that (11)
implies that ΛM ≥ 1.
Vector spaces with an ordered basis. Let V be a vector space over C with basis {vi | i ∈ I}.
The symbol L(V ) denotes the space of linear endomorphisms of V . The support of A ∈ L(V ) is
the set of indices
suppA := {(i, j) ∈ I× I | ai,j 6= 0}
which correspond to the non-vanishing coefficients of the matrix (ai,j) representing A with respect
to the basis {vi | i ∈ I}, with the standard convention that ai,j is the coefficient of vi in the
decomposition of Avj . It is useful to see the support of a linear endomorphism as a relation on I,
so that
suppAB ⊂ (suppB) ◦ (suppA), ∀A,B ∈ L(V ), (12)
where R ◦ S denotes the usual composition of two relations
R ◦ S := {(i, j) ∈ I× I | ∃k ∈ I such that (i, k) ∈ S and (k, j) ∈ R} .
We also recall that the image of an element i ∈ I, respectively of a subset E ⊂ I, by a relation
R ⊂ I× I is the following subset of I
R(i) := {j ∈ I | (i, j) ∈ R} , resp. R(E) :=
⋃
i∈E
R(i) = {j ∈ I | ∃i ∈ E such that (i, j) ∈ R} .
When dealing with relations which are graphs of self-maps of I, the notion of image and of com-
position reduce to the ones for maps. Moreover,
R(S(E)) = (R ◦ S)(E).
An endomorphism A ∈ L(V ) is said to be diagonal if it is supported in the diagonal of I × I.
It is said to be a permutation automorphism if for every i ∈ I it maps vi into vσ(i), where σ is a
permutation of I. Assume that I is endowed with a partial order relation
P = {(i, j) ∈ I | i ≤ j} .
Then the endomorphism A ∈ L(V ) is said to be upper triangular if the corresponding matrix is
upper triangular with respect to this order, meaning that
suppA ⊂ P.
It is said to be strictly upper triangular if
suppA ⊂ P∗ := {(i, j) ∈ I× I | i < j} .
Since
P ◦ P ⊂ P, P ◦ P∗ ⊂ P∗, P∗ ◦ P ⊂ P∗,
the inclusion (12) implies that the composition of upper triangular endomorphisms is upper trian-
gular, and strictly upper triangular if at least one of the factors is so. When V = Cd is equipped
with its standard basis
{ei | i ∈ J} , J := {1, 2, . . . , d}, (13)
and J ⊂ N has the natural order, we find the standard definitions.
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Upper triangular holomorphic maps. Consider the flag
(0) = E0 ⊂ E1 ⊂ E2 ⊂ · · · ⊂ Ed−1 ⊂ Ed = C
d, where Ej := span {e1, . . . , ej}.
A holomorphic map f : Cd → Cd is said to be upper triangular if it preserves this flag, that is
f(Ej) ⊆ Ej for every j = 0, . . . , d. It is said to be strictly upper triangular if f(Ej) ⊆ Ej−1 for
every j = 1, . . . , d. A holomorphic map f : Cd → Cd is upper triangular (respectively, strictly
upper triangular) if and and only if f(0) = 0 and for every j = 1 . . . , d the j-the component of f
depends only on the variables zj, . . . , zd (respectively, zj+1, . . . , zd). For linear endomorphisms of
Cd, the notion of (strict) upper tringularity is the standard one. Again, the composition of upper
triangular maps is still upper triangular, and it is strictly upper triangular if at least one of the
maps is so.
The conjugacy operator on the space of homogeneous polynomial maps. Let Hk be
the vector space of homogeneous polynomial maps p : Cd → Cd of degree k. We endow Hk with
its standard basis
{zαei | (α, i) ∈ Hk} ,
where
Ak :=
{
α ∈ Nd | |α| = k
}
, Hk := Ak × J,
|α| := α1 + · · ·+ αd is the degree of the multi-index α, and J is as in (13). If we set
Tk := {(α, i) ∈ Hk | αj = 0 ∀j ≤ i} , Tk := span {z
αei | (α, i) ∈ Tk} ,
then a polynomial map
p : Cd → Cd, p =
m∑
k=1
pk, pk ∈ Hk,
is strictly upper triangular if and only if each pk belongs to Tk.
If L is a linear automorphism of Cd, we consider the conjugacy operator
AL : Hk → Hk, ALp := L
−1 ◦ p ◦ L, ∀p ∈ Hk.
The conjugacy operator AL depends controvariantly on the automorphism L:
ALM = AMAL, ∀L,M ∈ GL(C
d).
Let L be an upper triangular linear automorphism of Cd, let (ℓi,j) be the upper triangular
matrix which represents it and let α ∈ Ak. Then the formula
(Lz)α =
(
ℓ1,1z1 +
d∑
j=2
ℓ1,jzj
)α1(
ℓ2,2z2 +
d∑
j=3
ℓ2,jzj
)α2
. . .
(
ℓd−1,d−1zd−1 + ℓd−1,dzd
)αd−1(ℓd,dzd)αd
implies that
(Lz)α = λαzα + q(z), where λ := (ℓ1,1, ℓ2,2, . . . , ℓd,d), (14)
and where the degree of q in the variables z1, . . . , zm is strictly less that
∑m
h=1 αh, for every
1 ≤ m ≤ d.
Decompose L as L = D + S with D = Diag(λ) diagonal, λ ∈ Cd, and S strictly upper
triangular. Then L−1 = D−1+T , with T strictly upper triangular, and for every p ∈ Hk we have
ALp = L
−1 ◦ p ◦ L = D−1 ◦ p ◦ L+ T ◦ p ◦ L.
If p(z) = zαei is an element of the standard basis of Hk, then (14) implies that
D−1◦p◦L ∈ λα−eizαei+span
{
zβei | β ∈ Ak is such that
m∑
h=1
βh <
m∑
h=1
αh for every 1 ≤ m ≤ d
}
.
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Moreover, since T is strictly upper triangular,
T ◦ p ◦ L = (Lz)αTei ∈ (λ
αzα + q(z))Ei−1,
so the k-homogeneous polynomial map T ◦ p ◦ L belongs to the subspace{
zβej | 1 ≤ j < i and β ∈ Ak such that
m∑
h=1
βh <
m∑
h=1
αh for every 1 ≤ m ≤ d
}
.
These considerations suggest to introduce the following partial order on the set Hk:
Pk :=
{(
(α, i), (β, j)
)
∈ Hk ×Hk | (α, i) ≤ (β, j)
}
, where
(α, i) ≤ (β, j) ⇐⇒ i ≤ j and
m∑
h=1
αh ≤
m∑
h=1
βh for every 1 ≤ m ≤ d.
(15)
This is the direct product between the standard order of J and the following order on Ak: α ≤ β
if and only if for every 1 ≤ m ≤ d the degree of zα with respect to the variables z1, . . . , zm does
not exceed that of zβ. The above considerations imply that if L ∈ GL(Cd) is upper triangular
and λ ∈ Cd is the vector of its diagonal entries, then
ALz
αei ∈ λ
α−eizαei + span
{
zβej | (β, j) < (α, i)
}
,
for every (α, i) ∈ Hk.
If σ belongs to the group S(J) of permutations of the set J, we denote by Uσ the permutation
automorphism of Cd such that
Uσej = eσ(j), ∀j ∈ J.
Conjugation by the inverse of Uσ produces the identity
AU−1σ
(zαei) = z
α◦σ−1eσ(i), ∀(α, i) ∈ Hk,
which defines the following left action of the group S(J) on the set Hk:
S(J)×Hk → Hk,
(
σ, (α, i)
)
7→ σ · (α, i) := (α ◦ σ−1, σ(i)).
Notice that the support of the endomorphism suppAUσ , thought as a relation on Hk, acts on
subsets of Hk as
(suppAUσ )(E) = σ · E, ∀E ⊂ Hk. (16)
We can summarize what we have seen so far into the following lemma, which gathers some of
the properties of L which are inherited by the conjugacy operator AL.
Lemma 1.2. Endow Cd and Hk with the ordered basis {ei | i ∈ J} and {zαei | (α, i) ∈ Hk}, respec-
tively. Let L be a linear automorphism of Cd.
(i) If L is diagonal then AL is diagonal and
ALz
αei ∈ λ
α−eizαei, ∀(α, i) ∈ Hk,
where λ ∈ Cd is the vector of diagonal entries of L.
(ii) If L is upper triangular then AL is upper triangular and
ALz
αei ∈ λ
α−eizαei + span
{
zβej | (β, j) < (α, i)
}
, ∀(α, i) ∈ Hk,
where λ ∈ Cd is the vector of diagonal entries of L.
(iii) if L is a permutation automorphism then AL is a permutation automorphism and, setting
L = U−1σ with σ ∈ S(J),
AU−1σ
zαei = z
βej, with (β, j) := σ · (α, i) = (α ◦ σ
−1, σ(i)).
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The case of degree 2. We now specialize the analysis to the case of degree 2, and we drop the
subscript 2 in the notation, thus setting H = H2, A = A2, H = H2, T = T2, P = P2.
Given s ∈ H, we set
s↑ := {r ∈ H | r ≥ s} ,
and, for E ⊂ H,
E↑ :=
⋃
s∈E
s↑,
where we are using the order defined in (15). The mapping E 7→ E↑ is the closure operator
associated to the left order topology on the partially ordered set (H,≤) (see e.g. [SS78]). Notice
that
T =
(
(Vc)↑
)c
,
where
V := {(α, i) ∈ H | αi = 0} ,
that is, T is the interior part of the S(J)-invariant set V in the lower order topology. The following
relation on H turns out to be useful in order to give estimates for the conjugacy operator by upper
triangular automorphisms:
W := {(s, t) ∈ H×H | s ∈ Tc and ∃r ∈ V such that s ≤ r ≤ t} =
⋃
s∈Tc
{s} × (V ∩ s↑)↑.
Since Tc = (Tc)↑, we have
W ⊂ Tc × Tc.
The image of a subset E ⊂ H by the relation W is the subset
W(E) =
⋃
s∈E
W(s) =
⋃
s∈E\T
(V ∩ s↑)↑ =
( ⋃
s∈E\T
(V ∩ s↑)
)↑
=
(
V ∩
⋃
s∈E\T
s↑
)↑
=
(
V ∩ (E \ T)↑
)↑
⊂ E↑,
(17)
where in the third equality we have used the fact that E 7→ E↑ is a closure operator. We claim
that
W ◦W = W. (18)
Indeed, for every s ∈ H, by taking the closures of the trivial inclusions
V ∩
(
V ∩ s↑
)↑
⊂
(
V ∩ s↑
)↑
,
V ∩ s↑ ⊂ V ∩
(
V ∩ s↑
)↑
,
we obtain the identity (
V ∩
(
V ∩ s↑
)↑)↑
=
(
V ∩ s↑
)↑
= W(s),
which implies
W ◦W(s) = W(W(s)) =
(
V ∩
(
W(s) \ T
)↑)↑
=
(
V ∩
(
W(s)
)↑)↑
=
(
V ∩
(
V ∩ s↑
)↑)↑
= W(s).
Let
Q : H → H ,
be the linear projector onto the subspace spanned by zαei for (α, i) in T
c, along the subspace
spanned by zαei for (α, i) in T. We notice that if L is upper triangular, then T = kerQ is
AL-invariant, or equivalently
QAL = QALQ.
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Let (Ln) be a (Λ,M)-pinched sequence of upper triangular linear automorphisms of C
d. We fix
some n ∈ N and consider the conjugacy operator ALn,0 on the space H of homogenous polynomial
maps of degree 2. By the inequality
‖ALn,0u‖ = ‖L
−1
n,0 ◦ u ◦ Ln,0‖ ≤ ‖L
−1
n,0‖‖Ln,0‖
2‖u‖, ∀u ∈ H ,
the pinching estimate (11) implies the following upper bound on the operator norm of ALn,0:
‖ALn,0‖ ≤ C
3(Λ2M)n, ∀n ∈ N. (19)
Moreover, we know from Lemma 1.2 (ii) that the operator ALn,0 is upper triangular, meaning
that its support is contained in P. The following lemma says that the coefficients of ALn,0 which
belong to the set (Tc×Tc)\W have an upper bound which is better than the one implied by (19):
Lemma 1.3. Let (Ln) be a (Λ,M)-pinched sequence of upper triangular linear automorphisms of
Cd. Consider the decomposition
QALn,0 = QALn,0Q = M
0 + M 1
with
suppM 0 ⊂ (Tc × Tc) \W, suppM 1 ⊂W.
Then there exists positive numbers C0 and C1 such that
‖M 0‖ ≤ C0 n
3(d−1)Λn, (20)
‖M 1‖ ≤ C1 (Λ
2M)n, (21)
for every n ∈ N.
Proof. Estimate (21) is an immediate consequence of (19), so the estimate to be proved is (20).
Let
λh = (λh(1), . . . , λh(d)) ∈ C
d
be the vector of diagonal entries of Lh. By Lemma 1.2 (ii), ALh decomposes as the sum
ALh = B
0
h + B
1
h,
where B0h is diagonal and B
1
h is strictly upper triangular, with coefficients
b0h
(
(α, i), (β, j)
)
= 〈B0hz
βej, z
αei〉 =
{
λα−eih , if (α, i) = (β, j),
0, otherwise,
(22)
respectively
b1h
(
(α, i), (β, j)
)
= 〈B1hz
βej, z
αei〉 =
{
〈ALhz
βej , z
αei〉, if (α, i) < (β, j),
0, otherwise.
(23)
Here 〈·, ·〉 denotes the inner product on H which makes {zαei | (α, i) ∈ H} an orthonormal basis.
Since the sequences (Ln) and (L
−1
n ) are bounded,
|b1h
(
(α, i), (β, j)
)
| ≤ c, ∀h ∈ N, (24)
for some c > 0. By the pinching condition (11), if (α, i) belongs to Vc, that is α = ei+ ej for some
j then
|b0k,h
(
(α, i), (α, i)
)
| =
∣∣∣∣λk,h(i)λk,h(j)λk,h(i)
∣∣∣∣ = |λk,h(j)| ≤ ‖Lk,h‖ ≤ C Λk−h, (25)
for every 0 ≤ h ≤ k.
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By using the above decomposition of each ALh , we find the following formula for the coefficients
of ALn,0:
〈ALn,0z
βej , z
αei〉 = 〈AL0AL1 . . .ALn−1z
βej , z
αei〉
= 〈(B00 + B
1
0)(B
0
1 + B
1
1) . . . (B
0
n−1 + B
1
n−1)z
βej, z
αei〉
=
∑
ǫ∈2n
〈Bǫ00 B
ǫ1
1 . . .B
ǫn−1
n−1 z
βej , z
αei〉
=
∑
ǫ∈2n
∑
s∈Hn+1
s0=(α,i), sn=(β,j)
bǫ00 (s0, s1)b
ǫ1
1 (s1, s2) . . . b
ǫn−1
n−1 (sn−1, sn).
Since the B0h’s are diagonal and the B
1
h’s are strictly upper triangular, the non-zero terms in the
last sum correspond to sequences s = (s0, . . . , sn) ∈ Hn+1 and ǫ = (ǫ0, . . . , ǫn−1) ∈ 2n such that
(α, i) = s0 ≤ s1 ≤ · · · ≤ sn−1 ≤ sn = (β, j),
where
sh < sh+1 ⇐⇒ ǫ(h) = 1.
Therefore, the above formula can be rewritten as
〈ALn,0z
βej , z
αei〉 =
∑
k∈N
(α,i)=t0<t1<···<tk=(β,j)
0≤n1<n2<···<nk<n
b0n1,0(t0)b
1
n1(t0, t1)b
0
n2,n1+1(t1) . . . b
1
nk
(tk−1, tk)b
0
n,nk+1
(tk).
The height of the partially ordered set (H,≤), that is the maximal cardinality of chains in H, is
3d − 2. It follows that the natural number k in the above sum is at most 3(d − 1). If we also
assume that (
(α, i), (β, j)
)
∈ (Tc × Tc) \W, (26)
then the definition of the relation W implies that in every chain
(α, i) = t0 < t1 < · · · < tk = (β, j)
each index th, 0 ≤ h ≤ k, belongs to V
c. Thus, under the assumption (26), the estimates (24) and
(25) imply the bound
∣∣〈ALn,0zβej , zαei〉∣∣ ≤ ∑
0≤k≤3(d−1)
(α,i)=t0<t1<···<tk=(β,j)
0≤n1<n2<···<nk<n
(
C Λn1
)
c
(
C Λn2−n1−1
)
. . . c
(
C Λn−nk−1
)
= Λn
∑
0≤k≤3(d−1)
(α,i)=t0<t1<···<tk=(β,j)
0≤n1<n2<···<nk<n
ckCk+1Λ−k.
Since H is a finite set and the set of k-uples (n1, . . . , nk) ∈ Nk such that 0 ≤ n1 < · · · < nk < n
has (
n
k
)
≤ e nk ≤ e n3(d−1),
elements, the last sum is bounded from above by c1n
3(d−1), for some constant c1, and we find∣∣〈ALn,0zβej , zαei〉∣∣ ≤ c1n3(d−1)Λn, ∀((α, i), (β, j)) ∈ (Tc × Tc) \W.
The estimate (20) follows.
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2 A nilpotency result
We continue to work with the vector space H2, equipped with its standard basis indexed by H2,
and we drop the subscript 2 from the notation, as in the last part of the previous section. We
denote by κh ∈ S(J), for 1 ≤ h ≤ d, the cyclic permutation
κh := (1, 2, . . . , h)
over the first h elements. We consider the finite sequence of elements of J
n = n(d) =
(
n1, n2, . . . , n(d2)
)
defined as
∅ for d = 1,
(2) for d = 2,
(2, 2, 3) for d = 3,
(2, 3, 2, 2, 3, 4) for d = 4,
(2, 3, 4, 2, 3, 2, 2, 3, 4, 5) for d = 5,
and in general n(d) is obtained by juxtaposition of the strings (2, 3, . . . , d−1), n(d−1) and (d). The
following lemma is the main combinatorial tool which leads to the estimates of Section 3.
Lemma 2.1. The finite sequence of elements of the group of permutations S(J)(
σ1, σ2, . . . , σ(d2)
)
:=
(
κn1 , κn2 , . . . , κn(d2)
)
satisfies
Wσ(d2)
Wσ(d2)−1
. . . σ2Wσ1W = ∅. (27)
Proof. When d = 1, V is empty and so is W, hence the identity (27) trivially holds for the empty
string. When d = 2, we have
T = {(2e2, 1)}, V = {(2e2, 1), (2e1, 2)}.
Since the set V \ T = {(2e1, 2)} contains only the maximum of H by (17), there holds
W(H) = {(2e1, 2)}.
Therefore
W(κ2(W(H))) = W(2e2, 1) = ∅,
and the string (κ2) satisfies (27).
Let d ≥ 3 and consider the closed set
Y := {(α, i) ∈ H | αd = 0} .
If 1 ≤ i ≤ d, then
(
A× {i} \ T
)↑
= {(α, i) ∈ H | ∃j ≤ i such that αj 6= 0}
↑
= (ei + ed, i)
↑, (28)
because (ei + ed, 1) is the minimum of A × {i} \ T. Since (e1 + ed−1, 1) is the minimum of
A× {1} \ {(e1 + ed, 1)} \ T, we also have(
A× {1} \ {(e1 + ed, 1)} \ T
)↑
= (e1 + ed−1, 1)
↑. (29)
For 1 < i < d, there holds
(ei + ed, i)
↑ = {(ei + ed, i)} ∪ (ei−1 + ed, i)
↑ ∪ (ei + ed−1, i)
↑ ∪ (ei + ed, i+ 1)
↑.
13
Since (ei + ed, i) does not belong to V and (ei + ed−1, i)
↑ ⊂ Y , the above identity and (28) imply
(
A× {i} \ T
)↑
∩V ⊂ Y ∪ (ei−1 + ed, i)
↑ ∪ (ei + ed, i+ 1)
↑.
The set on the right is closed, so by (17),
W
(
A×{i}
)
=
((
A×{i} \T
)↑
∩V
)↑
⊂ Y ∪ (ei−1+ ed, i)
↑ ∪ (ei+ ed, i+1)
↑, for 1 < i < d. (30)
Similarly, for i = 1 we get
W
(
A× {1}
)
⊂ Y ∪ (e1 + ed, 2)
↑. (31)
Since A× {d} ∩ T = ∅ and A× {d} ∩ V is closed, for i = d we have
W
(
A× {d}
)
=
((
A× {d} \ T
)↑
∩V
)↑
=
((
A× {d}
)↑
∩ V
)↑
= A× {d} ∩ V ⊂ Y. (32)
Finally, from (29) we also find
W
(
A× {1} \ {(e1 + ed, 1)}
)
⊂ Y. (33)
We claim that
W ◦ κd−1 ◦W ◦ · · · ◦ κ2 ◦W(H) ⊂ Y. (34)
In order to prove this claim, we introduce the sets
X1 := H, Xr := Y ∪ {(α, i) ∈ H | i > r} ∪
(
A× {1} \ {(e1 + ed, 1)}
)
, for 2 ≤ r ≤ d− 1,
and we show that
κr+1(W(Xr)) ⊂ Xr+1, for 1 ≤ r ≤ d− 2. (35)
We get from (30), (31) and (32),
W(H) =
⋃
1≤i≤d
W(A× {i}) ⊂ Y ∪
⋃
1≤i<d
(ei + ed, i+ 1)
↑
⊂ Y ∪ {(α, i) ∈ H | i ≥ 3} ∪ (e1 + ed, 2)
↑ = Y ∪ {(α, i) ∈ H | i ≥ 3} ∪ {(e1 + ed, 2)}.
Since the first two sets in the last union are invariant with respect to κ2 and since κ2(d) = d
because d ≥ 3,
κ2(W(X1)) = κ2(W(H)) ⊂ Y ∪ {(α, i) ∈ H | i ≥ 3} ∪ {(e2 + ed, 1)} ⊂ X2,
which proves (35) for r = 1. Let 2 ≤ r ≤ d− 2 and write
Xr = Y ∪ {(α, i) ∈ H | i > r + 1} ∪ A× {r + 1} ∪
(
A× {1} \ {(e1 + ed, 1)}
)
.
The first two sets in the above union are W-invariant. Thanks to (30) and (33), we have
W(Xr) ⊂ Y ∪ {(α, i) ∈ H | i > r + 1} ∪ (er + ed, r + 1)
↑
= Y ∪ {(α, i) ∈ H | i > r + 1} ∪
(
(er + ed, r + 1)
↑ ∩ A× {r + 1}
)
.
(36)
Since
κ−1r+1(e1 + ed, 1) = (er+1 + ed, r + 1) < (er + ed, r + 1),
there holds
(e1 + ed, 1) /∈ κr+1
(
(er + ed, r + 1)
↑
)
,
and
κr+1
(
(er + ed, r + 1)
↑ ∩ A× {r + 1}
)
⊂ A× {1} \ {(e1 + ed, 1)}.
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Together with the fact that the first two sets on the right-hand side of (36) are κr+1-invariant, we
deduce that
κr+1(W(Xr)) ⊂ Y ∪ {(α, i) ∈ H | i > r + 1} ∪
(
A× {1} \ {(e1 + ed, 1)}
)
= Xr+1,
which proves (35). Iterating (35), we find
κd−1 ◦W ◦ · · · ◦ κ2 ◦W(H) ⊂ Xd−1 = Y ∪ A× {d} ∪
(
A× {1} \ {(e1 + ed, 1)}
)
.
By (32) and (33), a further application of W proves our claim (34).
With the purpose of proving the lemma by induction on the dimension d, we notice that,
making the dependence on d explicit, the relations W(d) on the sets H(d) associated to different
dimensions are related by
W
(d)(A) ∩H(d−1) = W(d−1)(A ∩H(d−1)),
W
(d)(A) \H(d−1) ⊂ Y (d) ∩
(
A
(d) × {d}
)
,
for every A ⊂ Y (d). Therefore, if we assume that the thesis (27) holds in dimension d− 1, since
σh+d−2 = n
(d)
h+d−2 = n
(d−1)
h , for 1 ≤ h ≤
(
d− 1
2
)
,
(under the natural identification of S(J(d−1)) as a subgroup of S(J(d))), we find
Wσ(d2)−1
W . . . σd−1W(Y ) ⊂ Y ∩
(
A× {d}
)
.
Together with (18) and (34), this implies that, since (σ1, . . . , σd−2) = (κ2, . . . , κd−1),
Wσ(d2)−1
W . . . σd−1Wσd−2W . . . σ1W (H) ⊂ Y ∩
(
A× {d}
)
.
The latter set coincides with V ∩ (A× {d}), so it is mapped into
V ∩ (A× {1}) = T ∩ (A× {1})
by the permutation σ(d2)
= κd. Since W(T) = ∅, we conclude that
Wσ(d2)
Wσ(d2)−1
. . . σ2W = ∅.
This proves the induction step and concludes the proof of the lemma.
The above lemma can be rephrased as a vanishing property for the composition of suitable
sequences of endomorphisms of H :
Lemma 2.2. Let M0,M1, . . . ,M(d2)
be linear endomorphisms of H such that
suppMh ⊂W, for any 0 ≤ h ≤
(
d
2
)
, (37)
and let σ1, σ2, . . . , σ(d2)
be the permutations of J which are introduced in Lemma 2.1. Then
M0 AUσ1
M1 AUσ2
M2 . . . AUσ
(d2)
M(d2)
= 0. (38)
Proof. We can equivalently show that the support of the composition which appears on the left-
hand side of (38) is empty. By using (12), (37) implies that the support of this composition is
contained in the following composition of relations
W ◦ suppAUσ
(d2)
◦W ◦ · · · ◦W ◦ suppAUσ1 ◦W.
By (16), the above relation is the set
Wσ(d2)
W . . . Wσ1W,
which is empty by Lemma 2.1.
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3 The conjugacy equation for 2-jets
Consider the finite sequence (σ1, . . . , σ(d2)
) of permutations of J which is introduced in Lemma 2.1
and extend it to a
(
d
2
)
-periodic infinite sequence (σh)h∈N. Set
D := 2d−1,
and define the following two sequences of permutations of J:
θn :=
{
σh if n = D
h − 1 for h ∈ N,
id otherwise,
τn :=
{
id if n = 0,
τn−1 ◦ θn−1 if n ≥ 1.
A family of k-jets of self-maps of Cd is said to be bounded if all their coefficients are uniformly
bounded. The aim of this section is to prove the following result:
Proposition 3.1. Let (fn) be a bounded sequence of 2-jets of invertible self-maps of C
d such that
fn(0) = 0 and such that the sequence of linear endomorphisms (Dfn(0)) is (Λ,M)-pinched, where
Λ < 1 < M satisfy
(Λ2M)D
d(d−1)
(ΛM)−δ < 1, (39)
where
δ :=
D − 1
Dd(d−1) − 1
.
Then there exist sequences of 2-jets (hn), (gn) such that:
(i) hn(0) = gn(0) = 0 and Dhn(0) is unitary;
(ii) hn+1 ◦ fn = gn ◦ hn as 2-jets, for every n ∈ N.
(iii) g˜n := Uτn ◦ gn ◦ U
−1
τn is an upper triangular polynomial automorphism of C
d of degree 2.
(iv) for every Θ > Λ2M there is a number C = C(Θ) such that
‖hn‖ ≤ C Θ
(D
3(d2)−1)n, ‖gn‖ ≤ C Θ
(D
3(d2)−1)n,
for every n ∈ N.
We set
f˜n := Uτn ◦ fn ◦ U
−1
τn .
Up to a non-autonomous unitary conjugacy, we may assume that the linear automorphism
Ln := Df˜n(0)
is upper triangular for every n ∈ N. Indeed, a non-autonomous conjugacy
Vn+1 ◦ Ln = Df˜n(0) ◦ Vn
between (Df˜n(0)) and a sequence of upper triangular linear automorphisms Ln can be defined
recursively by setting V0 := I and by defining Vn+1 and Ln to be the unitary and the upper
triangular part in the QR-decomposition of Df˜n(0) ◦ Vn.
If we set
h˜n := Uτn ◦ hn ◦ U
−1
τn ,
the conjugacy equation in statement (i) can be rewritten as
h˜n = g˜
−1
n ◦ U
−1
θn
◦ h˜n+1 ◦ Uθn ◦ f˜n. (40)
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At the level of 1-jets, this equation is solved by choosing
Dh˜n(0) := I, Dg˜n(0) := Ln.
If g˜n is an upper triangular polynomial automorphism of C
d of degree 2, so is its inverse, and we
can set
g˜−1n = L
−1
n + vn,
where vn ∈ T = T 2 is to be found. If we also set
h˜n = I + un,
with un ∈ H = H 2, the equation (40) at the level of 2-jets can be rewritten as
un = AUθnLnun+1 + vn ◦ Ln + L
−1
n ◦ wn, (41)
where wn denotes the 2-homogeneous part of f˜n (which is a given bounded sequence in H ). We
recall that Q is the projector onto the space spanned the zαei for (α, i) ∈ Tc, along T . We shall
find a solution (un), (vn) of (41) with
un ∈ QH .
With such an Ansatz, the equation (41) is equivalent to the system
un = Q
(
AUθnLnun+1 + L
−1
n ◦ wn
)
, (42)
vn ◦ Ln = (Q − I)
(
AUθnLnun+1 + L
−1
n ◦ wn
)
, (43)
where we have used the fact that vn ◦ Ln belongs to T = kerQ. In order to prove Proposition
3.1, it is enough to find a sequence (un) in the image of Q which solves (42) and has the estimate
‖un‖ ≤ C Θ
(D
3(d2)−1)n, ∀n ∈ N,
for every Θ > Λ2M and for some for some C = C(Θ). Indeed, in this case vn can be derived
immediately from the equation (43): It belongs to T because T is invariant with respect to
the composition by the upper triangular linear mappings Ln and it satisfies an analogous growth
estimate. It is immediate to check that a solution of (42) can be defined explicitly by setting
un :=
∑
m≥n
(QAUθnLn)(QAUθn+1Ln+1) . . . (QAUθm−1Lm−1)QL
−1
m wm
=
∑
m≥n
(QAUθnLnQ)(QAUθn+1Ln+1Q) . . . (QAUθm−1Lm−1Q)L
−1
m wm,
provided that the above series converges in H . Therefore, Proposition 3.1 is implied by the
following:
Proposition 3.2. Let (Ln) be a (Λ,M)-pinched sequence of upper triangular linear automor-
phisms of Cd, where Λ and M satisfy (39). Then for every n ∈ N the series
Sn :=
∑
m≥n
(QAUθnLnQ)(QAUθn+1Ln+1Q) . . . (QAUθm−1Lm−1Q)
converges absolutely in L(H ). Moreover, for every Θ > Λ2M there exists C = C(Θ) such that
‖Sn‖ ≤ C Θ
(D
3(d2)−1)n,
for every n ∈ N.
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The remaining part of this section is devoted to the proof Proposition 3.2. Ifm > n are natural
numbers, we set
S(m,n) :=
∥∥(QAUθnLnQ)(QAUθn+1Ln+1Q) . . . (QAUθm−1Lm−1Q)∥∥,
and S(n, n) := 1. Since the norm of a composition is not larger than the products of the norms of
the factors, we have
S(ℓ, n) ≤ S(ℓ,m)S(m,n), for every 0 ≤ n ≤ m ≤ ℓ. (44)
Lemma 3.3. Assume that the sequence (Ln) of upper triangular automorphisms of C
d is (Λ,M)-
pinched.
(i) For every Θ > Λ2M there is a positive number C1 = C1(Θ) such that
S(m,n) ≤ C1Θ
m−n,
for every m ≥ n ≥ 0.
(ii) For every Θ > Λ2M there is a positive number C2 = C2(Θ) such that
S
(
D(p+2q)(
d
2), Dp(
d
2)
)
≤ C2
(
ΘΛ−δM−δ
)Dp(d2)(D2q(d2)−1)
,
for every p, q ∈ N, where δ is the number introduced in Lemma 3.2.
Proof. (i) Let n ≤ m be natural numbers and let h ≤ k be the natural numbers such that
Dh−1 − 1 < n ≤ Dh − 1, Dk−1 − 1 < m ≤ Dk − 1. (45)
Since Q commutes with the operators ALj , the composition whose norm defines S(m,n) can be
rewritten as
(QAUθnLnQ)(QAUθn+1Ln+1Q) . . . (QAUθm−1Lm−1Q)
= (QAL
Dh,n
Q)AUσh (QALDh+1,DhQ)AUσh+1 . . . (QALDk−1,Dk−2 Q)AUσk−1 (QALm,Dk−1 Q),
where we have also used the definition of (θj). If C is such that (11) holds, then (19) and the
above expression imply the estimate
S(m,n) ≤ c (λ2M)D
h−nc (Λ2M)D
h+1−Dh . . . c (ΛM )m−D
k
= ck−h+1 (Λ2M)m−n,
where c = C3‖Q‖2. By (45), we have
k − h+ 1 ≤ 2 +
1
logD
log
m+ 1
n+ 1
,
hence
S(m,n) ≤ c2
(
m+ 1
n+ 1
) log c1
logD
(Λ2M)m−n.
Claim (i) follows.
(ii) By using the periodicity of (σh), the composition whose norm is S(D
(p+2q)(d2), Dp(
d
2)) can be
rewritten as (
QAL
D
p(d2)+1,Dp(
d
2)
Q
)
AUσ1
(
QAL
D
p(d2)+2,Dp(
d
2)+1
Q
)
AUσ2
. . .
. . .Aσ
2q(d2)−1
(
QAL
D
(p+2q)(d2)+2,D(p+2q)(
d
2)−1
Q
)
AUσ
2q(d2)
.
(46)
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By Lemma 1.3, we have the decompositions
QAL
D
p(d2)+j+1,Dp(
d
2)+j
Q = M 0j + M
1
j , ∀j = 0, 1, . . . , 2q
(
d
2
)
− 1,
where
suppM 1j ⊂W,
{ ∥∥M 0j ∥∥ ≤ C0 θℓ(j) Λℓ(j),∥∥M 1j ∥∥ ≤ C1 (Λ2M)ℓ(j), ℓ(j) := Dp(
d
2)+j(D − 1), (47)
for every θ > 1, for some C0 = C0(θ) and C1. Notice that
2q(d2)−1∑
j=0
ℓ(j) = Dp(
d
2)(D2q(
d
2) − 1). (48)
Therefore, the composition (46) can be written as
∑
ǫ∈2
2q(d2)
M
ǫ(0)
0 AUσ1
M
ǫ(1)
1 AUσ2
. . .AUσ
2q(d2)−1
M
ǫ
(
2q(d2)−1
)
2q(d2)−1
AUσ
2q(d2)
. (49)
Since the support of each M 1j is contained in W, Lemma 2.2 implies that if ǫ ∈ 2
2q(d2) is such that
ǫ(j) = 1 for p+ r
(
d
2
)
≤ j ≤ p+ (r + 1)
(
d
2
)
,
for some integer 0 ≤ r < q, then the corresponding term in the sum (49) vanishes. We denote
by E ⊂ 22q(
d
2) the complementary set of ǫ’s, that is the set of all ǫ ∈ 22q(
d
2) such that for every
0 ≤ r < q there is an index j between p + r
(
d
2
)
and p + (r + 1)
(
d
2
)
such that ǫ(j) = 0. Then
S(D(p+2q)(
d
2), Dp(
d
2)), that is the norm of the sum (49), can be estimated using (47) by
S
(
D(p+2q)(
d
2), Dp(
d
2)
)
≤ 22q(
d
2) max
ǫ∈E
2q(d2)−1∏
j=0
C2 (Λ
2M)ǫ(j)ℓ(j)θ(1−ǫ(j))ℓ(j)Λ(1−ǫ(j))ℓ(j)
≤ 22q(
d
2) max
ǫ∈E
2q(d2)−1∏
j=0
C2 (Λ
2M)ǫ(j)ℓ(j)θℓ(j)Λ(1−ǫ(j))ℓ(j)
= (2C2)
2q(d2)θD
p(d2)(D2q(
d
2)−1)max
ǫ∈E
(
(Λ2M)
∑2q(d2)−1
j=0 ǫ(j)ℓ(j)Λ
∑2q(d2)−1
j=0 (1−ǫ(j))ℓ(j)
)
,
(50)
where C2 = C2(θ) = max{C0(θ), C1} and we have used (48). By multiplying and dividing by
(ΛM)
∑2q(d2)−1
j=0 (1−ǫ(j))ℓ(j),
and by using (48), we obtain
max
ǫ∈E
(
(Λ2M)
∑2q(d2)−1
j=0 ǫ(j)ℓ(j)Λ
∑2q(d2)−1
j=0 (1−ǫ(j))ℓ(j)
)
= (Λ2M)D
p(d2)(D2q(
d
2)−1)max
ǫ∈E
(ΛM)−
∑2q(d2)−1
j=0 (1−ǫ(j))ℓ(j)
= (Λ2M)D
p(d2)(D2q(
d
2)−1)(ΛM)−minǫ∈E
∑2q(d2)−1
j=0 (1−ǫ(j))ℓ(j),
(51)
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where we have also used the fact that ΛM is greater than 1. The last minimum is achieved for ǫ
such that the sum of the terms ℓ(j) over all j for which ǫ(j) is zero is minimal among all ǫ in E.
By the definition of E and by the fact that the function j 7→ ℓ(j) is increasing, we deduce that
this minimum is achieved at
ǫ(j) =
{
0 if j = (p+ 2r)
(
d
2
)
with 0 ≤ r < q
1 otherwise,
and we find
min
ǫ∈E
2q(d2)−1∑
j=0
(1− ǫ(j))ℓ(j) =
q−1∑
r=0
ℓ
(
2r(d2)
)
=
q−1∑
r=0
D(p+2r)(
d
2)(D − 1)
=
D − 1
D2(
d
2) − 1
Dp(
d
2)
(
D2q(
d
2) − 1
)
= δ Dp(
d
2)
(
D2q(
d
2) − 1
)
.
(52)
Putting together (50), (51) and (52), we obtain
S
(
D(p+2q)(
d
2), Dp(
d
2)
)
≤ (2C2)
2q(d2)θD
p(d2)(D2q(
d
2)−1)(Λ2M)D
p(d2)(D2q(
d
2)−1)(ΛM)−δD
p(d2)(D2q(
d
2)−1)
= (2C2)
2q(d2)θD
p(d2)(D2q(
d
2)−1)(Λ2−δM1−δ)Dp(d2)(D2q(d2)−1).
The desired estimate follows, because θ > 1 is arbitrary and from the fact that
(2C2)
2q(d2) = O
(
σD
2q(d2)
)
for q →∞,
for any σ > 0.
Proof of Proposition 3.2. Fix some Θ > Λ2M . By (39), up to the choice of a smaller Θ we can
assume that
η = η(Θ) := ΘD
2(d2)
(ΛM)−δ < 1. (53)
We must prove that there exists a positive number C = C(Θ) such that
∑
m≥n
S(m,n) ≤ C Θ(D
3(d2)−1)n, (54)
for every n ∈ N. Let p be a natural number. By (44) we have
∑
m≥D
p(d2)
S
(
m,Dp(
d
2)
)
=
∑
q≥0
∑
D
(p+2q)(d2)≤m<D(p+2(q+1))(
d
2)
S
(
m,Dp(
d
2)
)
≤
∑
q≥0
S
(
D(p+2q)(
d
2), Dp(
d
2)
) ∑
D
(p+2q)(d2)≤m<D(p+2(q+1))(
d
2)
S
(
m,D(p+2q)(
d
2)
)
.
(55)
The inner sum can be estimated using Lemma 3.3 (i) as
∑
D
(p+2q)(d2)≤m<D(p+2(q+1))(
d
2)
S
(
m,D(p+2q)(
d
2)
)
≤ C1
∑
D
(p+2q)(d2)≤m<D(p+2(q+1))(
d
2)
Θm−D
(p+2q)(d2)
= C1
ΘD
(p+2q)(d2)(D2(
d
2)−1) − 1
Θ− 1
≤ C3Θ
D
(p+2q)(d2)(D2(
d
2)−1),
(56)
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where C3 = C3(Θ) := C1(Θ)/(Θ− 1). By (55), (56) and Lemma 3.3 (ii), we obtain the estimate
∑
m≥D
p(d2)
S
(
m,Dp(
d
2)
)
≤
∑
q≥0
C2 (ΘΛ
−δM−δ)D
p(d2)(D2q(
d
2)−1)C3Θ
D
(p+2q)(d2)(D2(
d
2)−1)
= C2C3 (ΘΛ
−δM−δ)−D
p(d2)∑
q≥0
(
ΘD
2(d2)
(ΛM)−δ
)D(p+2q)(d2)
= C2C3 (ΘΛ
−δM−δ)−D
p(d2)∑
q≥0
ηD
(p+2q)(d2)
.
(57)
By (53), the positive number η is smaller than 1, so the above series converges. More precisely,
∑
q≥0
ηD
(p+2q)(d2)
≤
∑
j≥1
ηD
p(d2)j =
ηD
p(d2)
1− ηD
p(d2)
≤
1
1− η
ηD
p(d2)
. (58)
By (57) and (58), we find the upper bound
∑
m≥D
p(d2)
S
(
m,Dp(
d
2)
)
≤ C4(ΘΛ
−δM−δ)−D
p(d2)
ηD
p(d2)
= C4
(
ΘD
2(d2)−1
)Dp(d2)
. (59)
Now we fix an arbitrary natural number n and we let p be the natural number such that
D(p−1)(
d
2) < n+ 1 ≤ Dp(
d
2). (60)
By (44) we have∑
m≥n
S(m,n) =
∑
n≤m<D
p(d2)
S(n,m) +
∑
m≥D
p(d2)
S(n,m)
≤
∑
n≤m<D
p(d2)
S(n,m) + S
(
Dp(
d
2), n
) ∑
m≥D
p(d2)
S
(
Dp(
d
2),m
)
.
(61)
By Lemma 3.3 (i), the first sum in the above line has the upper bound
∑
n≤m<D
p(d2)
S(n,m) ≤ C1
∑
n≤m<D
p(d2)
Θm−n ≤
C1
Θ− 1
ΘD
p(d2)−n,
Also the term S(Dp(
d
2), n) can be estimated by using Lemma 3.3 (i), while the last sum in (61)
has the upper bound (59), and we obtain
∑
m≥n
S(m,n) ≤
C1
Θ− 1
ΘD
p(d2)−n + C1Θ
D
p(d2)−nC4
(
ΘD
2(d2)−1
)Dp(d2)
. (62)
By (60),
Dp(
d
2) < D(
d
2)(n+ 1),
so (62) implies
∑
m≥n
S(m,n) ≤ C5Θ
(D(
d
2)−1)n + C6Θ
(D(
d
2)−1)n
(
ΘD
2(d2)−1
)D(d2)n
= C5Θ
(D(
d
2)−1)n + C6Θ
(D
3(d2)−1)n,
(63)
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for suitable numbers C5, C6. The estimate (63) implies that there exists C such that
∑
m≥n
S(m,n) ≤ C Θ(D
3(d2)−1)n,
proving (54).
4 The basin of attraction of a class of sequences
We recall that if f = (fn) is a sequence of automorphisms of C
d which fix the origin, then the
basin of attraction of the origin with respect to f is the set{
z ∈ Cd | fn,0(z)→ 0 for n→∞
}
.
Here we are using the notation
fn,m := fn−1 ◦ · · · ◦ fm, ∀n > m ≥ 0, fn,n = id,
which we have used so far for linear mappings. The aim of this section is to exhibit a useful class
of sequences of automorphisms of Cd which have the whole Cd as basin of attraction of the origin.
Let fn : C
d → Cd be defined as
fn(z) := Lnz + pn(z) , (64)
where:
(a) (Ln) is a sequence of upper triangular linear automorphisms of C
d such that ‖Ln,m‖ ≤
C Λn−m for every n ≥ m ≥ 0, where C > 0 and 0 < Λ < 1;
(b) (pn) is a bounded sequence of polynomial maps (that is, the degree of pn and its coefficients
are uniformly bounded) of the form
pn(z1, . . . , zd) =
(
p1n(z2, . . . , zd), p
2
n(z3, . . . , zd), . . . , p
d−1
n (zd), 0
)
,
such that pn(0) = 0, Dpn(0) = 0.
It is well-known and easy to show that each fn is an automorphism of C
d. We refer to maps of
this form as to “special triangular automorphisms”. Since the degree of pn is bounded, there exist
positive integers k1, k2, . . . , kd−1, kd = 1 such that
deg pjn
(
z
kj+1
j+1 , z
kj+2
j+2 , . . . , z
kd
d
)
≤ kj , ∀j = 1, . . . , d− 1 . (65)
It is easy to show that the composition of two polynomial maps of the form (64) which satisfy
(65) has the same properties (see [AAM11, Lemma 6.2]). Hence, the number
K := max{k1, . . . , kd}
may be called the “stable degree” of the sequence of maps (fn). When all the polynomial maps
pn have degree at most 2, then we can take kj = 2
d−j in (65) and hence the stable degree is 2d−1.
The following result is proved in [AAM11, Lemma 6.4]:
Lemma 4.1. Let (fn) be a sequence of special triangular automorphisms of C
d of the form (64)
which satisfies (a), (b), (65) and has stable degree K. Then there exists a number C0 such that
|fn,0(z)| ≤ C0 Λ
n(|z|+ |z|K) , ∀z ∈ Cd ,
for every n ∈ N.
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In particular, the basin of attraction of a sequence of automorphisms (fn) which satisfies the
assumptions of the above lemma is the whole Cd. The next result shows that this fact remains
true if some of the fn’s, but not too many, are composed by a linear automorphism, which may
destroy the triangular structure:
Theorem 4.2. Let (fn) be a sequence of special triangular automorphisms of C
d of the form (64)
which satisfies (a), (b), (65) and has stable degree K. Let (Th) be a bounded sequence of linear
automorphisms of Cd, let (mh) be a strictly increasing sequence of natural numbers, and set
gn :=
{
fn if n 6= mh, ∀h ∈ N,
fmh ◦ Th if n = mh.
If K and the sequence (mh) satisfy
lim
h→∞
(mh+1 −mh) = +∞,
∑
h∈N
K−hmh = +∞, (66)
then the basin of attraction of the sequence (gn) is the whole C
d.
The proof makes use of the following lemma:
Lemma 4.3. Let 0 < Λ < 1, C > 0, K > 1, and let (sh) be a diverging sequence of positive
numbers. Then the sequence (rh) defined by{
rh+1 = C Λ
sh(rh + r
K
h ) ∀h ∈ N,
r0 = r,
(67)
is infinitesimal for every initial value r ≥ 0 if and only if∑
h∈N
K−hsh = +∞. (68)
Proof. Let us show that condition (68) is sufficient. Since (sh) diverges and Λ < 1, up to a shift
we may assume that
C Λsh ≤
1
4
, ∀h ∈ N.
If rh ≤ 1 then
rh+1 ≤
1
4
(rh + r
K
h ) ≤
1
4
(rh + rh) =
1
2
rh.
The above fact implies that it is enough to show that for any initial value r there is a h ∈ N such
that rh ≤ 1. If we set ρh = log rh, we have
ρh+1 = logC + sh log Λ + ρh + log(1 + r
K−1
h ).
Since log(1 + t) ≤ 1 + log t for every t ≥ 1, if we assume that rh ≥ 1 we deduce that
ρh+1 ≤ logC + sh log Λ + ρh + 1 + (K − 1) log rh = K ρh + 1 + logC + sh log Λ.
The above inequality implies that, if rj ≥ 1 for every j = 0, . . . , h− 1 then
ρh ≤ K
hρ0 +
h−1∑
j=0
Kh−j−1(1 + logC + sj log Λ) ≤ K
h

ρ0 + |1 + logC|
K − 1
+
logΛ
K
h−1∑
j=0
K−jsj

 ,
where we have estimated the finite sum of the K−j’s by the sum of the corresponding series,
using the hypothesis K > 1. Since log Λ < 0, (68) implies that the latter quantity tends to −∞
for h → +∞. This proves that there is a number h ∈ N such that ρh ≤ 0, and hence rh ≤ 1,
concluding the first part of the proof.
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There remains to show that condition (68) is necessary. From the inequality
rh+1 ≥ C Λ
shrKh , ∀h ∈ N,
we deduce
rh ≥ C
∑h−1
j=0 K
j
Λ
∑h−1
j=0 K
h−j−1sj rK
h
0 = C
Kh/(K−1)ΛK
h−1 ∑h−1
j=0 K
−jsj rK
h
0 .
If the series
∑
j K
−jsj converges, the latter quantity tends to +∞ when r0 is large enough. The
fact that (rh) is infinitesimal for every value of r0 then implies (68).
Proof of Theorem 4.2. Notice that, by (66), the sequence sh := mh+1 − mh diverges and that,
summing by parts, ∑
h∈N
K−hsh ≥ (K − 1)
∑
h∈N
K−hmh −Km0 = +∞.
Let z ∈ Cd. By Lemma 4.1, there holds
|Th+1fmh+1,mh(z)| ≤ CΛ
sh(|z|+ |z|K), ∀h ∈ N,
where C := C0 suph ‖Th‖. Therefore the sequence
zh := Thfmh,mh−1 ◦ Th−1fmh−1,mh−2 ◦ · · · ◦ T1fm1,m0(T0z)
satisfies |zh| ≤ rh, where the sequence rh is defined by (67) with r := |T0z| and is infinitesimal by
Lemma 4.3. For any n ∈ N with mh < n ≤ mh+1, Lemma 4.1 implies
|gn,0(z)| = |fn,mh(zh)| ≤ C0Λ
n−mh(rh + r
K
h )→ 0 as n→∞,
so z belongs to the basin of attraction of the origin with respect to (fn), which is therefore the
whole Cd.
5 The abstract basin of attraction
The aim of this section is to recall some definitions and results from [AAM11, Section 5]. Let G
be the category whose objects are the sequences
f = (fn : Un → Un+1)n∈N
of injective holomorphic maps between d-dimensional complex manifolds and whose morphisms
h : f → g are sequences of injective holomorphic maps
h = (hn : Un → Vn)n∈N , with Un = dom fn, Vn = dom gn,
such that for every n ∈ N the diagram
Un
fn
−−−−→ Un+1
hn
y yhn+1
Vn
gn
−−−−→ Vn+1
commutes. In other words, G is the category of functors Fun(N,M ), where M is the category of
d-dimensional complex manifolds and injective holomorphic maps.
We denote by W the inductive limit functor
Lim
−→
: G → M .
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That is, Wf is the topological inductive limit of the sequence of maps (fn) with the induced
holomorphic structure: Constructively, Wf is the quotient of the set
(zn)n≥m ∈
∏
n≥m
Un
∣∣∣ m ∈ N , zn+1 = fn(zn) ∀n ≥ m


by identifying z and z′ if zn = z
′
n for n large enough. The holomorphic structure is induced by
the open inclusions
f∞,m : Um →֒Wf , z 7→ [(fn,m(z))n≥m].
With the above representation, if h : f → g is a morphism in G , Wh is the injective holomorphic
map
Wh([(zn)n≥m]) = [(hn(zn))n≥m].
The following result, whose proof is immediate, turns our to be useful in order to identify Wf :
Lemma 5.1. Let h : f → g be a morphism in G . Then Wh : Wf → Wg is surjective (hence a
biholomorphism) if and only if for every m ∈ N and every z ∈ Vm there exists n ≥ m such that
gn,m(z) ∈ hn(Un).
Let B = B1 be the open unit ball about the origin in C
d and consider a sequence of injective
holomorphic maps fn : B → B such that
|fn(z)| ≤ Λ|z|, ∀z ∈ B, ∀n ∈ N, (69)
for some Λ < 1. In this case, each map fn fixes the origin and the manifoldWf may be considered
as the abstract basin of attraction of the origin with respect to the sequence f = (fn). In fact, if
in addiction the maps fn are restrictions of global automorphisms gn of C
d, then g∞,n : C
d →Wg
are biholomorphisms and, in particular, Wg can be identified with Cd; through this identification,
the induced holomorphic inclusion Wf →֒ Wg ∼= Cd is the inclusion in Cd of the open set{
z ∈ Cd | gn,0(z)→ 0 for n→∞
}
,
which is the basin of attraction of the origin with respect to g, and the maps f∞,n : B → Wf
coincide with g∞,n|B . Notice also that an immediate application of Lemma 5.1 implies that if f
satisfies (69), then for every r < 1 the manifold Wf is biholomorphic to the abstract basin of
attraction of the restriction
fn|Br : Br → Br, n ∈ N.
By a bounded sequence of holomorphic germs we mean a sequence of holomorphic maps
hn : Br → C
d , n ∈ N ,
defined on the same ball of radius r about the origin and such that hn(Br) is uniformly bounded.
Under boundedness assumptions, the abstract basin of attraction is invariant with respect to
non-autonomous conjugacies, as shown by the following result (see [AAM11, Lemma 5.2]):
Lemma 5.2. Let f = (fn : B → B)n∈N and g = (gn : B → B)n∈N be objects in G such that
|fn(z)| ≤ Λ|z| , |gn(z)| ≤ Λ|z| , ∀z ∈ B , ∀n ∈ N ,
for some Λ < 1. Assume that there exist r > 0 and a bounded sequence of holomorphic germs
hn : Br → C
d , n ∈ N ,
such that hn(0) = 0, Dhn(0) is unitary, and
hn+1 ◦ fn = gn ◦ hn , ∀n ∈ N , (70)
as germs at 0. Then Wf is biholomorphic to Wg.
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We conclude this section by stating a result which says that two bounded sequences of germs
which are conjugated (in the non-autonomous sense) as jets of a sufficiently high degree are actually
conjugated as germs (see [AAM11, Theorem A.1]):
Theorem 5.3. Let (fn) and (gn) be two bounded sequences of germs at 0 of holomorphic self-
maps of Cd, such that fn(0) = gn(0) = 0 for every n ∈ N. Assume that the sequence of linear
endomorphisms (Dfn(0)) is (Λ,M)-pinched for some Λ < 1 < M . Let k be a positive integer such
that
Λk+1M < 1 .
Assume that the k-jets of (fn) and (gn) are boundedly conjugated, meaning that there exists a
bounded sequence of polynomial maps Hn : C
d → Cd, n ∈ N, of degree at most k with (DHn(0)−1)
bounded, such that
Hn+1 ◦ fn = gn ◦Hn as k-jets, ∀n ∈ N . (71)
Then (fn) and (gn) are boundedly conjugated as germs: There exists a bounded sequence of germs
(hn) such that each germ hn is invertible, the sequences of inverses (h
−1
n ) is also bounded, the
k-jet of hn is Hn, and
hn+1 ◦ fn = gn ◦ hn , ∀n ∈ N , (72)
as germs.
Remark 5.4. As a consequence of (71), we have the identity
Dgn,m(0) = DHn(0) ◦Dfn,m(0) ◦DHm(0)
−1, ∀n ≥ m ≥ 0,
which implies that also the sequence (Dgn(0)) is (Λ,M)-pinched. Actually, in [AAM11, Theorem
A.1] this theorem is stated and proved under the extra assumptions that Dgn(0) = Dfn(0) and
DHn(0) = I. In this case, the conjugacy (hn) which one obtains satisfies Dhn(0) = I, and
the boundedness of (h−1n ) follows from that of (hn). The more general case stated here follows
immediately by applying the more particular statement to the sequences (fn) and (DHn+1(0)
−1 ◦
gn ◦ DHn(0)), which do have the same linear part and are conjugated as k-jets by polynomial
mappings tangent to the identity at 0.
6 Proof of the main theorem
We are finally ready to prove the main result of this paper:
Theorem 6.1. Let B be the unit ball about the origin in Cd and let
f = (fn : B → B)n∈N
be a sequence of holomorphic maps such that
M−1|z| ≤ |fn(z)| ≤ Λ|z|, ∀z ∈ B, ∀n ∈ N, (73)
where 0 < Λ < 1 < M . Assume that the bunching condition
Λ2+ǫ(d)M < 1, (74)
holds, where ǫ(2) = 1/14 and
ǫ(d) :=
2d−1 − 1
22d(d−1)2 − 2d(d−1)2 − 2d−1 + 1
, ∀d ≥ 3. (75)
Then the abstract basin of attraction Wf is biholomorphic to Cd.
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Proof. By the assumption (73), the differentials of fn at 0 satisfy
‖Dfn(0)‖ ≤ Λ, ‖Dfn(0)
−1‖ ≤M,
and in particular the sequence of linear automorphisms (Dfn(0)) is (Λ,M)-pinched. Let us check
that the pair (Λ,M) satisfies the assumption (39) of Proposition 3.1. A simple algebraic manipu-
lation gives
(Λ2M)D
d(d−1)
(ΛM)−δ = (Λ2M)D
d(d−1)
(ΛM)
− D−1
Dd(d−1)−1
=
(
Λ
2+ D−1
D2d(d−1)−Dd(d−1)−D+1M
)D2d(d−1)−Dd(d−1)−D+1
Dd(d−1)−1
.
The outer exponent is positive, so the above quantity is less than 1 if and only if the number
Λ
2+ D−1
D2d(d−1)−Dd(d−1)−D+1M (76)
is less than 1. The exponent of Λ in the above number can be rewritten as
2 +
2d−1 − 1
22d(d−1)2 − 2d(d−1)2 − 2d−1 + 1
,
so it coincides with 2+ ǫ(d) when d ≥ 3, while for d = 2 it coincides with 2+ 1/11, which is larger
than 2 + ǫ(2) = 2 + 1/14. Then (74) implies that (76) is less than 1, as we wished to show.
The assumption of Proposition 3.1 being fulfilled, we obtain sequences of polynomial maps of
degree at most 2, (Hn) and (gn) such that:
(i) Hn(0) = gn(0) = 0 and DHn(0) is unitary;
(ii) Hn+1 ◦ fn = gn ◦Hn as 2-jets, for every n ∈ N.
(iii) Uτn ◦ gn ◦ U
−1
τn is a special triangular automorphism of C
d of degree 2.
(iv) for every R > (Λ2M)2
3d(d−1)2/2−1 there is a number C = C(R) such that
‖Hn‖ ≤ C R
n, ‖gn‖ ≤ C R
n,
for every n ∈ N.
We claim that we can find a positive number R which satisfies the inequalities
R > (Λ2M)2
3d(d−1)2/2−1, (77)
RΛ < 1, (78)
R2Λ3M < 1. (79)
Indeed, since ΛM ≥ 1, we have
(RΛ)2 ≤ R2Λ2(ΛM) = R2Λ3M,
so (79) implies (78). Therefore, it is enough to show that there is some R which satisfies (77) and
(79), or equivalently that
(Λ2M)2(2
3d(d−1)2/2−1)Λ3M < 1. (80)
A simple algebraic manipulation shows that the left-hand side of (80) equals
(
Λ
2+ 1
2(23d(d−1)
2/2
−1)M
)2(23d(d−1)2/2−1)+1
.
27
Since the outer exponent is positive, the above quantity is less than 1 because of (74) and of the
inequality
1
2(23d(d−1)2/2 − 1)
≥ ǫ(d), ∀d ≥ 2,
which is easy to check. Therefore, (80) holds.
Let us fix a number R which satisfies (77), (78) and (79), and let C = C(R) be such that the
estimates in (iv) hold. For every n ∈ N we rescale the maps fn, gn and Hn as follows:
f˜n(z) := R
n+1fn(R
−nz),
g˜n(z) := R
n+1gn(R
−nz),
H˜n(z) := R
nHn(R
−nz).
With such definitions, H˜n(0) = g˜n(0) = 0, DH˜n(0) = DHn(0) is unitary, and the identity
H˜n+1 ◦ f˜n = g˜n ◦ H˜n, ∀n ∈ N, (81)
holds in the space of 2-jets.
Let us study the properties of the sequence of holomorphic maps (f˜n). The differential of f˜n
at 0 is
Df˜n(0) = RDfn(0),
so it satisfies the estimates
‖Df˜n(0)‖ ≤ RΛ =: Λ˜ < 1, ‖Df˜n(0)
−1‖ ≤ R−1M =: M˜, (82)
where we have used (78). By (73), the Cauchy formula implies that Dfn is uniformly bounded on
B1/2. Therefore
Df˜n(z) = RDfn(R
−nz)
is uniformly bounded on B1/2, hence (f˜n) is a bounded sequence of germs. Fix a number Λˆ such
that Λ˜ < Λˆ < 1. Together with the first of the bounds in (82), a further use of the Cauchy formula
implies that there exists 0 < r ≤ 1 such that for every n ∈ N
|f˜n(z)| ≤ Λˆ|z| , ∀z ∈ Br . (83)
In particular,
f˜ := (f˜n|Br : Br → Br)n∈N
can be seen as an object of G . The maps
ϕn : Br → B , ϕn(z) := R
−nz ,
define a morphism ϕ : f˜ → f , which induces a holomorphic injection Wϕ : Wf˜ → Wf . By (73)
and since Λ < R−1, for every m ∈ N there is a natural number n ≥ m so large that
fn,m(B) ⊂ BΛn−m ⊂ Br R−n = ϕn(Br) .
Hence, Lemma 5.1 implies that Wϕ is a biholomorphism. Therefore, it is enough to show that
Wf˜ is biholomorphic to Cd.
On the other hand, (g˜n) is a sequence of polynomial maps of degree at most 2. By the
conjugacy equation (81) and since DH˜n(0) is unitary, Dg˜n(0) is related to Df˜n(0) by left and
right multiplication by unitary automorphisms, so by (82)
‖Dg˜n(0)‖ = ‖Df˜n(0)‖ ≤ Λ˜, ‖Dg˜n(0)
−1‖ = ‖Df˜n(0)
−1‖ ≤ M˜, ∀n ∈ N. (84)
The 2-homogeneous part G˜n of g˜n is related to the 2-homogeneous part Gn of gn by
G˜n(z) = R
n+1Gn(R
−nz) = Rn+1R−2nGn(z) = R
1−nGn(z), (85)
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so (iv) implies that (G˜n) is bounded. Similarly, (iv) implies that the sequence of polynomial maps
(of degree at most 2) (H˜n) is bounded.
By the boundedness of (G˜n), using also (84), and up to the choice of a smaller r > 0, the
Cauchy formula implies that
|g˜n(z)| ≤ Λˆ|z| , ∀z ∈ Br . (86)
In particular, (g˜n) defines a bounded sequence in G . By (iii), (85), and since the sequence of
permutations (τn) satisfies
τn+1 6= τn if and only if n = 2
h(d−1) − 1 for some h ∈ N,
the sequence (g˜n) satisfies the assumptions of Theorem 4.2, with
kj = 2
d−j for j = 1, . . . , d, K = max{k1, . . . , kd} = 2
d−1.
Therefore, the basin of attraction of 0 with respect to (g˜n) is the whole C
d:{
z ∈ Cd | g˜n,0(z)→ 0 for n→∞
}
= Cd. (87)
Since by (79)
Λ˜3M˜ = R2Λ3M < 1 ,
by the bounds (82), Theorem 5.3 implies that (f˜n) and (g˜n) are boundely conjugated as germs:
there exists a bounded sequence (h˜n) ⊂ G whose sequence of 2-jets is (H˜n) such that
h˜n+1 ◦ f˜n = g˜n ◦ h˜n, ∀n ∈ N,
as germs. Then, by (83) and (86), Lemma 5.2 implies that Wf˜ is biholomorphic to Wg˜. Since
Wg˜ ∼=
{
z ∈ Cd | g˜n,0(z)→ 0 for n→∞
}
= Cd ,
by (87), we conclude that Wf˜ is biholomorphic to Cd and hence so is Wf .
We can restate the main theorem of the Introduction as a corollary of the above theorem.
Corollary 6.2. Let f : X → X be a holomorphic automorphism of a complex manifold and let
K ⊂ X be a compact hyperbolic invariant set with stable distribution Es of complex dimension d.
Let 0 < Λ < 1 < M and C > 0 be such that
max
x∈K
∥∥Dfn(x)|Es‖ ≤ C Λn, max
x∈K
∥∥(Dfn(x)|Es)−1∥∥ ≤ CMn, ∀n ∈ N. (88)
Assume that the bunching condition
β :=
logM
− logΛ
< 2 + ǫ(d)
holds, where ǫ(d) > 0 is defined in Theorem 6.1. Then the stable manifold W s(x) of every x ∈ K
is biholomorphic to Cd.
The argument which allows to deduce such a result from the non-autonomous version is stan-
dard, but we include it for sake of completeness.
Proof. Since Λ2+ǫ(d)M < 1, we can find positive numbers 1 > Λ˜ > Λ and M˜ > M such that
Λ˜2+ǫ(d)M˜ < 1. (89)
By (88), up to the replacement of f with a sufficiently hight iterate - an operation which does not
change the stable manifolds - we may assume that
max
x∈K
∥∥Df(x)|Es‖ < Λ˜, max
x∈K
∥∥(Df(x)|Es)−1∥∥ < M˜. (90)
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Fix x ∈ K. By the local stable manifold theorem, we can find a positive number r and holomorphic
embeddings
ϕn : Br →֒W
s(fn(x)) = fn(W s(x)),
with domain the ball of radius r about 0 in Cd, mapping 0 into fn(x), with Dϕn(0) an isometry
from Cd to Tfn(x)W
s(fn(x)), and such that for each y ∈ W s(x) the point fn(y) belongs to ϕn(Br)
for n large enough. The identities f ◦ϕn = ϕn+1 ◦ fn define holomorphic maps fn : Br → Br such
that fn(0) = 0 and, by (90),
sup
n∈N
∥∥Dfn(0)∥∥ < Λ˜, sup
n∈N
∥∥Dfn(0)−1∥∥ < M˜.
Up to the choice of a smaller r, we may assume that
sup
z∈Br
n∈N
∥∥Dfn(z)∥∥ ≤ Λ˜, sup
z∈Br
n∈N
∥∥Dfn(z)−1∥∥ ≤ M˜,
from which we get
M˜−1|z| ≤ |fn(z)| ≤ Λ˜|z|, ∀z ∈ Br, ∀n ∈ N. (91)
The stable manifold W s(x) is biholomorphic to the abstract basin of attraction of 0 with respect
to (fn) through the map which sends y ∈ W s(x) into the equivalence class of the sequence
(ϕ−1n (f
n(y)))n≥n0 , where n0 ∈ N is so large that f
n(y) ∈ ϕn(Br) for every n ≥ n0. By (89) and
(91), the conclusion follows from Theorem 6.1
7 Concluding remarks
The exponents ǫ(d) become very small already for small values of d: For instance, ǫ(3) =
1/5591039. Here we wish to discuss some modifications of our argument which may improve
the constants ǫ(d).
The main part of the proof of Theorem 6.1 consists in finding a conjugacy (Hn) at the level of
2-jets between the original sequence (fn) and a sequence of 2-jets (gn) such that
Uσh ◦ gn ◦ U
−1
σh
is a special triangular automorphism for mh ≤ n < mh+1 (in our proof, mh = 2(d−1)h − 1 and
(σh) is the sequence of permutations of {1, . . . , d} which is introduced in Lemma 2.1).
A first idea could be to try to optimize the choice of (mh) and (σh) - which in our proof are
fixed once and for all - to the specific form of the sequence (fn). In fact, in general the “best” pair
of sequences (σh), (mh), that is the one for which one obtains the existence of a solution (Hn),
(gn) of the 2-jet conjugacy equation with the lowest exponential growth, depends on the sequence
of linear maps (Dfn(0)). However, it can be shown that the “worst” possible sequence (Dfn(0))
- the one for which the exponential growth of the least growing solution (Hn), (gn) is largest
among all the (Λ,M)-pinched sequences of linear automorphisms of Cd - requires sequences (σh)
and (mh) which would give the same exponential growth for the least growing solution (Hn), (gn)
associated to any (Λ,M)-pinched sequence (Dfn(0)). Therefore, fixing the sequences (mh) and
(σh) does not worsen the final result.
A first technical improvement comes from sharpening the estimates of Proposition 3.1, which
are indeed not optimal: The optimal estimates in this proposition can be derived by generalizing
the estimate of Lemma 3.3 (ii) to sequences S(m,n) with more general end-points m,n and
plugging the generalized estimate into the proof of Proposition 3.2.
A second improvement comes from particularizing Theorem 4.2 to the specific situation in
which (Th) is the sequence of permutation automorphisms (Uσh). Indeed, since many of the Uσh ’s
permute only a subset of the variables z1, . . . , zd, one expects the basin of attraction to be the
whole Cd under growth assumptions on (mh) which are weaker than (66). A weaker growth of
(mh) allows the conjugacy equation to be solvable under a milder bunching condition.
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Another way of reducing the growth of the sequence of (mh) in Theorem 4.2 is to modify the
part of degree higher than 2 of the special triangular automorphisms fn in order to keep the degree
of fmh+1,mh lower than the stable degree K. Since in the application of Theorem 5.3 we only need
a bounded conjugacy at the level of 2-jets, we are actually allowed to work with such modified
maps in the proof of Theorem 6.1.
We have carefully checked all these possibilities: They lead indeed to improvements of the
sequence of exponents ǫ(d), which however remains infinitesimal for d→ ∞. On the other hand,
such improvements also require considerable complications of the whole argument, which might
hide the main ideas, and hence we have decided not to include them.
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