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This paper describes a new approach to optimum weight design of truss structures. The force method is
incorporated in an optimization algorithm based on the method of center points. Design variables are the
member cross-sectional areas and the redundant forces evaluated for each independent loading condi-
tion acting on the structure. The optimization method utilizes the largest hyperspheres inscribed within
the feasible space. The method of hyperspheres has been enhanced here to handle the compatibility
equality constraints as well. By including the analysis step in the optimization cycle there is no longer
the need to perform separate structural analyses thus saving computation time. The viability and efﬁ-
ciency of the proposed method are demonstrated for truss structures subject to multiple loading condi-
tions and constraints on member stresses, nodal displacement and minimum gage. Numerical results are
compared with those reported in the literature.
 2010 Elsevier Ltd. All rights reserved.1. Introduction
Following the trend of past decades in development of struc-
tural optimization algorithms for weight and member sizing, many
methods have emerged. Every algorithm is initially developed for
trusses before it is extended to higher order structural types. The
objective functions in structural optimization problems are usually
deﬁned in the design space, while the constraints imposed on the
problem are deﬁned in the behavior response space, with the
structural analysis relating the two spaces, leading to a nonlinear
relation. Therefore, the optimization problem is basically a nonlin-
ear one, requiring a nonlinear programming approach (NLP) for its
direct mathematical solution.
Originally most investigators followed the NLP approach and
achieved notable results; i.e. works of Schmit (1960), Vanderplaats
and Moses (1973), Schmit and Farshi (1974), Schmit and Miura
(1976), Arora andHaug (1976), Harless (1980), Belegundu andArora
(1985), Adeli and Kamal (1986), Ringertz (1985), and Joseph (1987)
to mention a few. Some investigators also, tried to beneﬁt from the
particular physical nature of structural problems, and developed
optimality criterion (OC) as a shortcut algorithm to ﬁnd optima in
a limited way. Among these developments works of Razani (1965),
Venkayya et al. (1969), Venkayya (1971, 1978), Fleury (1979), Fleury
and Sander (1983), Allwood and Chung (1984), and Patnaik et al.
(1995) can also be mentioned. Efforts in this direction involved use
of sensitivity parameters to improve the OC in order tomake it han-ll rights reserved.
x: +98 21 77240488.
i_alinia@iust.ac.ir (A. Alinia-dle a wider scope of criteria. In this regard, works of Patnaik et al.
(1998), in MFUD algorithm, as well as utilization of the idea of max-
imizing the structural energy absorption should be mentioned
(Makris and Provatidis, 2002; Makris et al., 2006).
Sequential linear programming (SLP) has been applied to struc-
tural problems by several investigators in order to elicit all capabil-
ity of this approach. Recent developments in this regard are due to
Lamberti and Pappalettere (2000, 2003, 2004) who used efﬁcient
move limit deﬁnitions incorporating a trust region method.
Algorithms like the genetic algorithm and the harmony search,
heuristic swarm optimization, and the neural networks, the so-
calledzero-order algorithmsofmathematicalprogramming, despite
requiring generation of a large number of designs to be analyzed
have gained recent popularity mostly due to ease of application
and lack of the necessity for gradient evaluation or sensitivity anal-
ysis. In this regard, the works of Lamberti (2008), Li et al. (2007), Lee
andGeem (2004), Kaveh and Rahami (2006a,b) among others can be
mentioned.
Mostof theworks referred toaboveemployalgorithmswhichuse
the displacement method of analysis to get the structural response
to changes in the design parameters. On the other hand, a number
of investigators adopted the forcemethodof analysis to beneﬁt from
its special characteristics. In this way for optimization problems
including stress constraints a simple formulation of force method,
linear in design variables can be expressed with nonlinearity only
limited to the compatibility requirements and displacement con-
straints. The simplicity stems from the fact that in some structures
like trusses compatibility requirements are few due to low degrees
of redundancy, and displacement limits are usually imposed on rel-
atively few degrees of freedom.
B. Farshi, A. Alinia-ziazi / International Journal of Solids and Structures 47 (2010) 2508–2524 2509Examples in this regard, are due to Pearson (1958), Reinschmidt
and Russell (1974), Kirsch (1980, 1989a,b) and Kirsch and Taye
(1989), who used force formulation approach for structural optimi-
zation with limited success. Farshi and Schmit (1974) used the
force method to formulate an algorithm for optimization of trusses
under several load cases with both cross-sections and redundant
forces as variable, under only stress constraints but no gage con-
straints or variable linking allowing members to vanish in the ﬁnal
design. Their optimal designs being determinate structures did not
necessitate the inclusion of compatibility equations, an important
requirement which is addressed in this paper. Sedaghati and
Esmailzadeh (2003) used force method of analysis and SQP method
for minimum weight design of truss and frame structures under
stress and displacement constraints with cross-sectional areas as
design variables requiring a structural analysis to obtain responses.
The same force formulation was utilized in optimization under fre-
quency constraints, which performed better than the displacement
method (Sedaghati, 2005; Sedaghati et al., 2001, 2002). All these
approaches required that the response of the structure in each iter-
ative modiﬁcation in the optimization process be obtained either
via a displacement or a force analysis procedure.
Recently Kaveh and Kalatjari (2003) used force method in con-
junction with graph theory, genetic algorithm, and penalty func-
tion in order to ﬁnd best topology in cases of truss structures
weight minimization. They also utilized force method for size
and geometry optimization of trusses (Kaveh and Kalatjari, 2002,
2004). In 2006, Kaveh and Rahami (2006a) used the force method
using the same variables as above in a penalty function formula-
tion combined with a genetic algorithm incorporating the analysis
step in the design optimization cycle via energy concepts. They ap-
plied the force method to nonlinear analysis of truss and frame
structures (Kaveh and Rahami, 2006a), as well as to geometry
and topology optimization via force method, genetic algorithm,
and penalty function (Rahami et al., 2008).
In this investigation, the use of the force method for optimiza-
tion of truss structures is again pursued resulting in a viable algo-
rithm. Several loading conditions are considered for the structure
under stress and displacement constraints as well as gage and var-
iable linking constraints. The existence of displacement con-
straints, size limitations, and member linking, precludes a
formulation similar to the procedure used by Farshi and Schmit
(1974) to be employed. Therefore, the compatibility relationships
required in the case of indeterminate structures (Przemieniecki,
1985), must be explicitly included in the formulation. The problem
is stated in a similar fashion with member cross-sectional areas
and redundant member forces as the main variables in the force
equilibrium formulation. The method of center points as deﬁned
by sequential search for the centers of inscribed hyperspheres
(Schmit and Farshi, 1974) in the design space is used for the opti-
mization procedure. Therefore, the approximate structural re-
sponse to the current set of variables would be readily available
after each iteration cycle without any additional analysis. In addi-
tion, the method of centers as originally formulated is extended
herein to handle equality constraints of compatibility conditions
as well. The following formulation and the examples offered illus-
trate the proposed procedure.
2. Statement of the optimization problem
A truss structurewithmmembers and n degree of freedoms of its
free nodes under K independent loading conditions is considered.
The weight of the structure is the objective function as follows:
minimize WðAÞ ¼
Xm
i¼1
qiliAi ð1Þwhere qi is the material weight density, li is member length, and Ai
is cross-sectional area of the ith member, respectively. Optimization
constraints on member stresses, nodal displacements, cross-sec-
tional areas and variable linking are:
rLi 6 rik 6 rUi
uLj 6 ujk 6 uUj
ALi 6 Ai 6 A
U
i
linking of variables
i ¼ 1; . . . ;m; j ¼ 1; . . . ;n; k ¼ 1; . . . ;K;
ð2Þ
In the above relations, rik represents the stress in the ith member
under the kth loading condition that can range between
rUi and rLi . The displacement ujk of the jth degree of freedom at
kth loading condition, can range between uLj and u
U
j , and A
L
i ; A
U
i
are, respectively, the lower and the upper limits of the ith cross-sec-
tion size.
3. Formulation of the force method
In a structure with R degrees of indeterminacy the member
forces can be expressed as follows (Przemieniecki, 1985):
Fik ¼
Xn
q¼1
b0iq Pqk þ
XR
q¼1
bxiqXqk; i ¼ 1; . . . ;m; k ¼ 1; . . . ;K ð3Þ
where Fik is the force in the ith member under kth loading condi-
tion; b0iq is the inﬂuence coefﬁcient for a unit force in the qth degree
of freedom on the ith member in the determinate structure; Pqk is
the applied load in the qth degree of freedom for kth loading condi-
tion; bxiq is the inﬂuence coefﬁcient of the qth unit redundant force
on the ith member; and Xqk is the qth redundant force in kth loading
condition.
Forces in each member, as shown above consist of two parts;
the ﬁrst part corresponds to the response of the determinate struc-
ture as deﬁned from the whole structure, and the second part takes
care of the effects of forces in the redundant members.
The selection of redundant members is often considered a crit-
ical issue in force method of analysis. In this study, the selection of
redundant forces is done according to the Jordanian elimination
operation described in Przemieniecki (1985), which is based on
the work of Denke (1962) and is brieﬂy explained in Sedaghati
(2005). According to this procedure the redundant selection is
done automatically without the need for designer’s involvement.
The proposed technique allows one to choose the most suitable
determinate structure which encounters neither difﬁculties of ill-
conditioning nor instability. Strategies for obtaining compatibility
matrix schemes are also reported by Robinson (1965), Kaneko
et al. (1982), Sedaghati and Esmailzadeh (2003), Patnaik et al.
(1990), and in a review paper by Kaveh (1992).
Thus the member stresses can be expressed as follows (Farshi
and Schmit, 1974):
rik ¼
Xn
q¼1
b0iq Pqk þ
XR
q¼1
bxiqXqk
 !,
Ai; i ¼ 1; . . . ;m; k ¼ 1; . . . ;K
ð4Þ
It can be seen that the above equation can be transformed to a linear
expression ofmember areas and redundant forces. However, to estab-
lish compatibilityat the redundant cuts,Rnonlinear relationsbetween
redundant forces and member areas via structural deformation char-
acteristics are required as given below (Przemieniecki, 1985):
Xm
q¼1
bTxrq
lq
EqAq
Fqk ¼ 0; r ¼ 1; . . . ;R; k ¼ 1; . . . ;K ð5Þ
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from relation given by Eq. (3) in Eq. (5), gives the following result
(Przemieniecki, 1985):
Xm
q¼1
bTxrq
lq
EqAq
Xn
t¼1
b0qt Ptk þ
XR
t¼1
bxqt Xtk
 !
¼ 0; r ¼ 1; . . . ;R; k¼ 1; . . . ;K
ð6Þ
It is clear that in the case of a determinate structure there would
be no need for compatibility relations as there would be no redun-
dant members. However, in an indeterminate structure, compati-
bility relations exist establishing the redundant force relationship
to the member forces via the structural deformation properties.
Thus Eq. (6) as compatibility equation expresses nonlinear rela-
tionships among the problem variables (i.e. member cross-sec-
tions) and the redundant forces. Several loading conditions
would necessitate the above compatibility equations to be stated
for all the cases.
In the force formulation, the displacements of nodes can be ob-
tained using the unit-load theorem. Hence, denoting displace-
ments of free nodes as ujk, the following relation can be written
(Przemieniecki, 1985):Fig. 1. A schematic representation of hypersphere method in 2-D.
Fig. 2. Typical view of feasible-compatible design space.ujk ¼
Xm
q¼1
bT0jq
lq
EqAq
Fqk; j ¼ 1; . . . ;n; k ¼ 1; . . . ;K ð7Þ
Replacement from Eq. (3) in Eq. (7), leads to the following expres-
sion for nodal displacements (Przemieniecki, 1985):
ujk ¼
Xm
q¼1
bT0jq
lq
EqAq
Xn
t¼1
b0tq Ptk þ
XR
t¼1
bxqt Xtk
 !
; j¼ 1; . . . ;n; k¼ 1; . . . ;K
ð8Þ4. The optimization algorithm
The objective is to ﬁnd the minimum weight structure that sat-
isﬁes all optimization constraints of Eq. (2).
As stated earlier, design variables are the cross-sectional areas
(i.e. Ai; i = 1, . . .,m), plus the redundant member forces, Xrk;
r = 1, . . .,R, k = 1, . . .,K; the redundant members in the structural
conﬁguration being selected as stated above by Przemieniecki
(1985). Thus the design space is extended to include both sizes
and redundant force quantities, i.e. m + R  K. Note that the redun-
dant forces are deﬁned separately for each loading condition.Fig. 4. Convergence trend to the optimum for 10-bar truss (Case 1).
Fig. 3. Ten-bar planar truss structure (Schmit and Farshi, 1974).
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can be repeated as such for all load cases. Farshi and Schmit
(1974) showed that in the absence of constraints related to mini-
mum gage, displacements, and linking of cross-sections, linearity
of the formulation could be preserved. However, in the presence
of such constraints the structure tends to be an indeterminate
one necessitating the explicit inclusion of the compatibility equa-Fig. 5. 22-Bar spatial truss structu
Table 1
Results for the 10-bar truss (Case 1).
Member
number
Schmit and
Farshi (1974)
Schmit and
Miura (1976)
Venkayya
(1971)
Lamberti and
Pappalettere (2003)
1 33.43 30.67 30.42
2 0.100 0.100 0.128
3 24.26 23.76 23.41
4 14.26 14.59 14.91
5 0.100 0.100 0.101 
6 0.100 0.100 0.101
7 8.388 8.578 8.696
8 20.74 21.07 21.08
9 19.69 20.96 21.08
10 0.100 0.100 0.186
Weight (lb) 5089.0 5076.85 5084.9 5060.88
Note: 1 in.2 = 6.425 cm2, 1 lb = 4.448 N.
 Unavailable.
a Some of constraints are slightly violated.
Table 2
Results for the 10-bar truss (Case 2).
Member
number
Schmit and Farshi
(1974)
Schmit and Miura
(1976)
Venkayya
(1971)
R
(1
1 24.29 23.55 25.19
2 0.100 0.100 0.363
3 23.35 25.29 25.42
4 13.66 14.36 14.33
5 0.100 0.100 0.417
6 1.969 1.970 3.144
7 12.67 12.39 12.08
8 12.54 12.81 14.61
9 21.97 20.34 20.26
10 0.100 0.100 0.513
Weight (lb) 4691.84 4676.96 4895.60 4
Note: 1 in.2 = 6.425 cm2, 1 lb = 4.448 N.
a Some of constraints are slightly violated.tions in the problem statement. Therefore, exclusive use of LP to
solve the optimization problem directly would be impossible due
to the nonlinearities introduced by compatibility relations. Fur-
thermore, the optimum may lie in a subspace where the critical
constraints would be less in number than the design variables, un-
like the case of a true LP solution. This difﬁculty forces one to seek a
solution technique other than LP, to be able to handle nonlinearre (Sheu and Schmit, 1972).
Lee and Geem
(2004)
Sedaghati
(2005)
Kaveh and
Rahami (2006a)
Li et al.
(2007)
This work
30.15 30.5218 30.6677 30.569 30.5208
0.102 0.1000 0.1 0.100 0.1000
22.71 23.1999 22.8722 22.974 23.2040
15.27 15.2229 15.3445 15.148 15.2232
0.102 0.1000 0.1 0.100 0.1000
0.544 0.5514 0.4635 0.547 0.5515
7.541 7.4572 7.4796 7.493 7.4669
21.56 21.0364 20.9651 21.159 21.0342
21.45 21.5284 21.7026 21.556 21.5294
0.100 0.1000 0.1 0.100 0.1000
5057.88a 5060.85 5061.90 5061.03 5061.4
izzi
976)
John et al.
(1987)
Lee and Geem
(2004)
Li et al.
(2007)
This work
23.53 23.59 23.25 23.743 23.5270
0.100 0.10 0.102 0.101 0.1000
25.29 25.25 25.73 25.287 25.2941
14.37 14.37 14.51 14.413 14.3760
0.100 0.10 0.100 0.100 0.1000
1.970 1.97 1.977 1.969 1.9698
12.39 12.39 12.21 12.362 12.4041
12.83 12.80 12.61 12.694 12.8245
20.33 20.37 20.36 20.323 20.3304
0.100 0.10 0.100 0.103 0.1000
676.92 4676.93 4668.8a 4677.70 4677.8
Table 3
Results for the 22-bar truss.
Group number Members Allowable compressive stress (ksi) Optimal areas (in.2)
Sheu and Schmit (1972) Khan et al. (1979) Lee and Geem (2004) Li et al. (2007) This work
1 A1:A4 24 2.629 2.563 2.588 1.657 2.6250
2 A5:A6 30 1.162 1.553 1.083 0.716 1.2164
3 A7:A8 28 0.343 0.281 0.363 0.919 0.3466
4 A9:A10 26 0.423 0.512 0.422 0.175 0.4161
5 A11:A14 22 2.782 2.626 2.827 4.576 2.7732
6 A15:A28 20 2.173 2.131 2.055 3.224 2.0870
7 A19:A22 18 1.952 2.213 2.044 0.450 2.0314
Weight (lb) 1024.80 1034.74 1022.23a 1057.14 1023.9
Note: 1 in.2 = 6.425 cm2, 1 lb = 4.448 N.
a Some of constraints are slightly violated.
Table 4
Loading conditions for the 22-bar space truss (Sheu and Schmit, 1972).
Node Condition 1 Condition 2 Condition 3
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follows:PX PY PZ PX PY PZ PX PY PZ
1 20 0 5 20 5 0 20 0 35
2 20 0 5 20 50 0 20 0 0
3 20 0 30 20 5 0 20 0 0
4 20 0 30 20 50 0 20 0 35
Note: loads are in kips (1 lb = 4.448 N).
Fig. 6. Convergence trend to the optimum for the 22-bar truss.Minimize : WðAÞ ¼
Xm
i¼1
qiliAi
Subject to :
 rUi Ai þ
XR
q¼1
bxiqXqk 6 
Xn
q¼1
b0iq Pqk
rLi Ai 
Xn
q¼1
bxiqXqk 6
Xn
q¼1
b0iq Pqk
Xm
q¼1
bTxrq
lq
EqAq
Xn
t¼1
b0qt Ptk þ
XR
t¼1
bxqtXtk
 !
¼ 0
uLj 6
Xm
q¼1
bT0jq
lq
EqAq
Xn
t¼1
b0tq Ptk þ
XR
t¼1
bxqtXtk
 !
6 uUj
ALi 6 Ai 6 A
U
i
linking of variables
i ¼ 1; . . . ;m; r ¼ 1; . . . ;R; k ¼ 1; . . . ;K; j ¼ 1; . . . ;n
ð9Þ
In most numerical algorithms of nonlinear programming, an
iterative solution is adopted by generation of successively improv-
ing design points starting from an initial point, and continuing un-
til convergence to the optimum design is reached (Haftka et al.,
1992; Rao, 1996). Each cycle of the procedure entails at least one
analysis to provide the required response and sensitivity of param-
eters used in determining the move strategy to the next point. In
the present algorithm, the analysis step is embedded in the optimi-
zation cycles, providing all the required information for the next
step without the need for a separate analysis outside the optimiza-
tion step. The procedure known as the method of inscribed hyper-
spheres is adopted which is adequately explained by Schmit and
Farshi (1974), and brieﬂy outlined below.
The method of hyperspheres is based on approximate deﬁnition
of the usable-feasible design space which includes the optimum
point, by linearization of the nearly active constraints including
that of the objective function by exclusion of un-usable part of
the space. Having deﬁned the so-called feasible-usable closed
space as a polytope bounded by linear hyperplanes, ﬁnding the
location of its approximate center point would be the objective.
Therefore, deﬁne the center point of the polytope approximately
as the center of the largest hypersphere that can be inscribed in
it; and ﬁnd its location as the major step of the procedure (see
Fig. 1).
In the progressive advancement of the center points in the pro-
posed method, there is a chance that the move vector to the newdesign point may indicate some constraint violations. This situa-
tion occurs when linearization of constraints are too sensitive to
design variable changes and would necessitate a slower progress.
The move limit strategy implemented in order to maintain feasibil-
ity of the new design point is by back tracking on the computed
move vector. As the start of the procedure would require a feasible
design point, any arbitrary chosen point may not satisfy this
requirement. Therefore, it is suggested that a structure with all
members equal design variables be primarily chosen and analyzed
for feasibility to be scaled up until all constraints are satisﬁed with
a proper safety margin.
One of the important properties of center point versus the
boundary point methods is in the capability of considering only
the near active constraints that adequately deﬁne the interior sur-
Fig. 7. 25-Bar spatial truss structure (Schmit and Farshi, 1974).
Table 6
Loading conditions for the 25-bar space truss (Schmit and Farshi, 1974).
Node Condition 1 Condition 2
PX PY PZ PX PY PZ
1 1 10 5 0 20 5
2 0 10 5 0 20 5
3 0.5 0 0 0 0 0
6 0.5 0 0 0 0 0
Note: loads are in kips (1 lb = 4.448 N).
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dimension m theoretically only m + 1 independent hyperplanes
are needed to have a closed polytope whose center is sought by
the algorithm. This property allows an approximate deﬁnition of
that space to which a hypersphere is inscribed. In Schmit and Far-
shi (1974) among the approximation concepts for efﬁciency this
idea was developed for deletion of unnecessary constraints from
consideration. For expediency and not having to test for indepen-
dency of the deﬁning hyperspheres it was then suggested that a
number of linearized hyperplanes higher than m + 1 is best chosen
to include at least m + 1 independent ones among them. The num-
ber of 3 m has been successfully tested for years in many cases is
the designer’s choice; the higher the number, the more constraints
need be considered in each per step LP. For computational efﬁ-
ciency in keeping the size of LP to as small as possible even lower
numbers of constraints can be considered in each iteration cycle.
Presence of equality constraints deﬁnes a subspace within
which the sequential movements of the center points must be con-
ﬁned. Therefore, either the hypersphere formed in the actual de-
sign space must be projected into that subspace, or it must
originally be formed in there.
The choice of the method of centers in this work is based on its
many inherent advantages. Brieﬂy stated, they are the ability to allow
temporary omission of non-critical constraints from considerationTable 5
Results for the 25-bar truss.
Group
number
Members Compressive
allowable limit (psi)
Schmit and
Farshi (1974)
Schmit and
Miura (1976)
1 A1 35,092 0.010 0.010
2 A2:A5 11,590 1.964 1.985
3 A6:A9 17,305 3.033 2.996
4 A10:A11 35,092 0.010 0.010
5 A12:A13 35,092 0.010 0.010
6 A14:A17 6759 0.670 0.684
7 A18:A21 6959 1.680 1.667
8 A22:A25 11,082 2.670 2.662
Weight (lb) 545.22 545.17
Note: 1 in.2 = 6.425 cm2, 1 lb = 4.448 N.
a Some of constraints are slightly violated.thus reducing theper cycle problemsize, lackof sensitivity toapprox-
imatedeﬁnitionof constraint surfaces (e.g. byﬁrst-orderTaylor series
expansion), and gradual convergence to the optimumvia a trajectory
through the feasible design space as the locus of design points of
nearly equal safety factors with respect to the most critical con-
straints, and only requiring one analysis per optimization step.
Inequality constraints were only considered in the original paper
on applicationof the abovemethodbySchmit andFarshi (1974). That
formulation is hereby being generalized by including equality con-
straints that result fromR  K compatibility equations.Theprocedure
to incorporate nonlinear equality constraints in the method of
inscribed hyperspheres is suggested here by the following steps. As
the ﬁnal design point must be located on the intersection of theVenkayya
(1971)
Adeli and
Kamal (1986)
Saka
(1990)
Lamberti
(2008)
Lee and
Geem (2004)
This
work
0.028 0.010 0.010 0.0100 0.047 0.0100
1.964 1.986 2.085 1.9870 2.022 1.9981
3.081 2.961 2.988 2.9935 2.950 2.9828
0.010 0.010 0.010 0.0100 0.010 0.0100
0.010 0.010 0.010 0.0100 0.014 0.0100
0.693 0.806 0.696 0.6840 0.688 0.6837
1.678 1.680 1.670 1.6769 1.657 1.6750
2.627 2.530 2.592 2.6621 2.663 2.6668
545.49 545.66 545.23 545.16 544.38a 545.37
Fig. 8. Convergence trend towards the optimum for the 25-bar truss.
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leading to eventual convergence. In the design space shown in Fig. 2
in terms of structural variablesA(cross-sectional areas) andX (redun-
dant forces), space (a) shows the feasible part with respect to the
inequality constraints. As the compatibility equations pass through
this space, the feasible design points in (a) must all lie on them, i.e.
their intersection.Thesepoints locatedon the intersectioncanbedes-
ignated as the feasible-compatible design points, a function of theFig. 9. 72-Bar planar spatial structcross-sectionsaswell as the redundantmember forces. InFig.2which
shows a two-dimensional design space, only one compatibility equa-
tion is considered. In the general case, several equality constraints
form a feasible design subspace in which the optimum point must
be sought. In case of the hyperspheres formulation, to satisfy this
requirement, additional conditions are imposed to force compatibil-
ity conditions tobe also active at all times. Thismeans that the largest
hypersphere must be such that it is always tangent to those equality
constraints.With theradiusconstantlydiminishing tozeroasthepro-
cedure progresses towards the optimum point, eventually the center
point would ﬁnd a location on the compatibility constraints, and ex-
actly satisfying them at the optimum.
In the numerical procedure adopted here, based on sequentially
searching the center point of the feasible-usable closed space, the
algorithm is modiﬁed below. This modiﬁed optimization problem
can be stated as follows:
Maximize : rp
Subject to :
ð1Þ rp6 lðpÞineq; ðfor inequality constraintsÞ
ð2Þ rp6 lðpÞW
ð3Þ rp¼ lðpÞeq ; ðfor equality constraintsÞ
ð4Þ l
*
L
ðpÞ6 S
*
ðpÞ6 l
*
U
ðpÞ
ineq¼1; . . . ;mKþnumber of independent design variables
eq¼1; . . . ;RK ð10Þure (Schmit and Farshi, 1974).
Table 7
Results for the 72-bar truss.
Group
number
Members Schmit and Farshi
(1974)
Schmit and Miura
(1976)
Venkayya
(1971)
Arora and Haug
(1976)
Chao et al.
(1984)
Lee and Geem
(2004)
Sedaghati
(2005)
This
work
1 A1:A4 0.158 0.157 0.161 0.1564 0.157 0.156 0.1565 0.1565
2 A5:A12 0.594 0.546 0.557 0.5464 0.549 0.547 0.5456 0.5457
3 A13:A16 0.341 0.411 0.377 0.4110 0.406 0.442 0.4104 0.4106
4 A17:A18 0.608 0.570 0.506 0.5712 0.555 0.590 0.5697 0.5697
5 A19:A22 0.264 0.523 0.611 0.5263 0.513 0.517 0.5237 0.5237
6 A23:A30 0.548 0.517 0.532 0.5178 0.529 0.504 0.5171 0.5171
7 A31:A34 0.100 0.100 0.100 0.1000 0.100 0.100 0.1000 0.1000
8 A31:A34 0.151 0.100 0.100 0.1000 0.100 0.101 0.1000 0.1000
9 A37:A40 1.107 1.267 1.246 1.2702 1.252 1.229 1.2684 1.2685
10 A41:A48 0.579 0.512 0.524 0.5124 0.524 0.522 0.5117 0.5118
11 A49:A52 0.100 0.100 0.100 0.1000 0.100 0.100 0.1000 0.1000
12 A53:A54 0.100 0.100 0.100 0.1000 0.100 0.100 0.1000 0.1000
13 A55:A58 2.078 1.885 1.818 1.8656 1.832 1.790 1.8862 1.8864
14 A59:A66 0.503 0.513 0.524 0.5131 0.512 0.521 0.5123 0.5122
15 A67:A70 0.100 0.100 0.100 0.1000 0.100 0.100 0.1000 0.1000
16 A71:A72 0.100 0.100 0.100 0.1000 0.100 0.100 0.1000 0.1000
Weight (lb) 388.63 379.64 381.2 379.62 379.62 379.27a 379.62 379.65
Note: 1 in.2 = 6.425 cm2, 1 lb = 4.448 N.
a Some of constraints are slightly violated.
Table 8
Loading conditions for the 72-bar space truss (Sheu and Schmit, 1972).
Node Condition 1 Condition 2
PX PY PZ PX PY PZ
1 5 5 5 0 0 5
2 0 0 0 0 0 5
3 0 0 0 0 0 5
4 0 0 0 0 0 5
Note: loads are in kips (1 lb = 4.448 N).
Fig. 10. Convergence trend to the optimum for the 72-bar truss.
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sphere that can be inscribed inside the feasible-usable space deﬁned
by the linearized constraints in the pth cycle which is to be maxi-
mized. The center now represents the new design point to which a
move is made by vector S
*
ðpÞ whose components are the changes in
variables of the optimization problem. Furthermore, l
*
L
ðpÞ and l
*
U
ðpÞ
are the lower and upper limits of the move vector, and lðpÞineq; l
ðpÞ
eq indi-
cate the distance from the center of the sphere to the inequality and
the equality constraints, respectively. Also lðpÞW stands for the same
distance fromthe center to the linearizedobjective function. The lin-
earized objective function is treated here as a limiting surface sepa-
rating the usable part (containing the optimum) from the un-usable
part whose points represent higher values for the objective function
in the feasible design space. Components of the vector S
*
ðpÞ are the
variables of the above stated LP problem to update design variables
for the next cycle. Different parameters in Eq. (10) can be expressed
as follows:
lðpÞineq or l
ðpÞ
eq ¼
gq A
*
p;X
*
p
 
þ S
*
T
p  r
*
gq A
*
p;X
*
p
 
r* gq A
*
p;X
*
p
 

lðpÞW ¼
S
*
T
p  r
*
Wq A
*
p;X
*
p
 
r* Wq A
*
p;X
*
p
 

ð11Þ
In the above relations, A
*
p;X
*
p
 
stand for the design variables vec-
tors in the pth cycle of advance, the sign r* stands for the gradientvector, W is the weight or the problem objective function as ex-
pressed in Eq. (1). The set of functions gq, respectively, are the
inequality and equality constraints expressions given in Eq. (9)
when all the terms are moved to the left sides of equations or
inequality signs with zeros on the right-hand sides.
It is important to note that linking of sizes in such optimization
problems normally serves to cut down on the number of indepen-
dent design variables and reduce the problem size. However, they
could alternately be also treated as additional equality constraints
(Schmit and Farshi, 1974). The main steps of the algorithm for the
above method are outlined in Appendix A.5. Description of the test cases
In order to test the efﬁcacy of the proposed method some
numerical test examples which have been previously treated by
other investigators are offered below so as to illustrate the major
steps involved, as well as the advantages of the algorithm. These
are weight minimization of 10-bar truss, 22-bar truss, 25-bar truss,
Fig. 11. 60-Bar planar truss structure (Patnaik et al., 1998).
Table 9
Results for the 60-bar ring truss.
Group
number
Members Optimal areas (in.2)
Patnaik et al.
(1998)
Makris and
Provatidis (2002)
This
work
1 A1, A13  2.027 2.0273
2 A2, A14  0.5 0.5000
3 A3, A15  1.907 1.7781
4 A4, A16  1.826 1.7775
5 A5, A17 0.59 0.633 0.5793
6 A6, A18  1.846 1.8305
7 A7, A19  1.841 1.7947
8 A8, A20  1.005 0.9830
9 A9, A21  1.847 1.9031
10 A10, A22 1.84 1.885 1.9497
11 A11, A23  0.5 0.5000
12 A12, A24  2.025 2.0135
13 A25, A37  1.25 1.2441
14 A26, A38  1.022 1.0156
15 A27, A39 0.77 0.752 0.6896
16 A28, A40  0.771 0.7233
17 A29, A41  0.928 1.0578
18 A30, A42  1.128 1.1226
19 A31, A43  1.144 1.1512
20 A32, A44  0.922 1.0664
21 A33, A45  1.046 1.0467
22 A34, A46  0.75 0.7039
23 A35, A47  1.024 1.0280
24 A36, A48  1.252 1.2588
25 A49, . . .,A60 1.16 1.151 1.1475
Weight N (lb) 308.07 309.58a 308.59
Note: 1 in.2 = 6.425 cm2, 1 lb = 4.448 N.
 Unavailable.
a Some of constraints are slightly violated.
Table 10
Loading conditions for the 60-bar truss (Patnaik et al., 1998).
Load condition Node PX PY
Condition 1 1 10 0
7 9 0
Condition 2 15 8 3
18 8 3
Condition 3 22 20 10
Note: loads are in kips (1 lb = 4.448 N).
Fig. 12. Convergence trend to the optimum for the 60-bar truss.
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Fig. 13. The 132-bar geodesic dome truss structure (Vanderplaats and Moses, 1973).
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truss examples. The material for the examples unless otherwise
stated is Aluminumwith E = 68,947 MPa (104 ksi), and stress limits
of r0 = ±172 MPa (25 ksi), with weight density q = 2768 kg/m3
(0.1 lb/in.3). The example results are based on a program written
in Matlab environment using a PC, 1.3 GHz, and 512 MB of RAM.
The average CPU times required for Examples 1–7 are 1.25, 3.32,
17.24, 27.01, 8.03, 70.12, and 269.4 s, respectively.5.1. Example 1: 10-bar planar truss
Fig. 3 shows the 10-bar truss which has been treated by many
investigators. In this example, degrees of redundancy, DOR = 2 and
degrees of freedom, DOF = 8. The stress limits are r0 = ±172 MPa
(25 ksi) and minimum section sizes are speciﬁed as 0.6451 cm2
(0.1 in.2). Vertical displacement limits of ±5.08 cm (2.0 in.) are im-
posedonall joints. Twodistinct cases are considered for this example.
Table 11
Results for the 132-bar geodesic dome.
Group number Members Optimal areas (in.2) Group number Members Optimal areas (in.2)
Vanderplaats and Moses (1973) This work Vanderplaats and Moses (1973) This work
1 3,6 1.132 0.9876 19 44,47,59,62 0.237 0.3910
2 1,2,4,5 1.133 0.9902 20 45,46,60,61 0.408 0.4597
3 8,9,11,12 0.873 0.9041 21 78,79,87,88 0.27 0.2128
4 7,10 0.966 0.8509 22 77,80,86,89 0.1 0.1721
5 19,28 0.731 0.3703 23 76,81,85,90 0.132 0.2264
6 18,20,27,29 0.452 0.4920 24 73,75,82,84 0.201 0.1657
7 17,21,26,30 0.664 0.4145 25 74,83 0.529 0.1000
8 13,16,22,25 0.362 0.5519 26 105,126 0.398 0.1000
9 14,15,23,24 0.369 0.5110 27 104,106,125,127 0.243 0.3229
10 34,35,40,41 0.353 0.4278 28 103,107,124,128 0.34 0.3228
11 33,36,39,42 0.304 0.4565 29 102,108,123,129 0.128 0.4175
12 31,32,37,38 0.574 0.3808 30 101,109,122,130 0.439 0.2587
13 53,68 0.668 0.3115 31 100,110,121,131 0.134 0.4973
14 52,54,67,69 0.322 0.3826 32 99,111,120,132 0.296 0.2660
15 51,55,66,70 0.606 0.3804 33 91,98,112,119 0.193 0.1000
16 50,56,65,71 0.312 0.4412 34 92,97,113,118 0.124 0.3394
17 49,57,64,72 0.366 0.3359 35 93,96,114,117 0.344 0.3425
18 43,48,58,63 0.367 0.5058 36 94,95,115,116 0.228 0.2986
Weight (lb) 169.13a 172.7408
Note: 1 in.2 = 6.425 cm2, 1 lb = 4.448 N.
a Some of constraints are slightly violated.
Fig. 14. Convergence trend to the optimum for the 132-bar truss.
Table 12
Loading conditions for the 132 bar geodesic dome (Vanderplaats and Moses, 1973).
Load
condition
Load of 1000 lb acts on each node in the downwards
Loaded joints
1 1
2 1, 2, 3, 4, 5, 8, 9, 10, 11, 12, 13, 19, 20, 21, 22, 23, 24, 25, 26, 27,
28, 37
3 All joints are loaded
4 1, 2, 5, 6, 7, 13, 14, 15, 16, 17, 18, 19, 28, 29, 30, 31, 32, 33, 34, 35,
36, 37
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P1 = 444.82 kN (100 kips), P2 = 0. In the second case, a single loading
condition is applied as P1 = 667.233 kN (150 kips), P2 = 222.411 kN
(50 kips). Fig. 4 shows the trend ofweight drop towards the optimum
in the design procedure. The initial feasible design point with all
cross-sections equal is taken as 645.16, 451.61, 322.58 cm2 (100, 70,
50 in.2) for three different starting points. The procedure could be
stopped after 35 cycles of iterations when the weight is within 1% ofthe true optimum indicating a fast convergence trend. Tables 1
and 2 show the results obtained for this example.
5.2. Example 2: 22-bar spatial truss
Fig. 5 shows the 22-bar spatial truss (Sheu and Schmit, 1972).
For this structure DOR = 10 and DOF = 12. The allowable tension
stress limit is rU0 ¼ 137:9 MPa (36 ksi), and permissible compres-
sion stress limits are presented in Table 3. Members of structure
are linked into seven groups (Table 3). The lower bound for
cross-sectional area is 0.6451 cm2 (0.1 in.2). Displacements of all
free nodes are limited to ±5.08 cm (2.0 in.) in all directions. This
structure is subjected to three loading conditions as shown in Table
4. Using uniform cross-sectional sizes as a starting point an opti-
mum weight of 464.433 kg (1023.9 lb) was obtained. Even with
three different starting points (6.452, 193.55, 451.61 cm2 (10, 30,
70 in.2)), results were practically the same (see Fig. 6). The results
obtained for this case are summarized in Table 3 and compared to
those reported previously.
5.3. Example 3: 25-bar spatial truss
Fig. 7 shows the 25-bar spatial truss in which DOR = 7 and
DOF = 18. The members tension stress limits is rU0 ¼ 275:8 MPa
(40 ksi) while the compression stress limits account for buckling
strength (Table 5) (Schmit and Farshi, 1974). The minimum allow-
able cross-sectional area is 0.06451 cm2 (0.01 in.2). This structure
is originally subjected to six loading conditions (Venkayya, 1971).
Structural symmetry allows variable linking to be used (see Table
5) so as to cut down the loadings to two distinct conditions (Schmit
and Farshi, 1974) (see Table 6). Using uniform cross-sectional sizes
as a starting point an optimum weight of 545.377 lb was obtained.
Fig. 8 shows the convergence trend to the optimum for this struc-
ture. Three different starting points in which all cross-sectional
areas taken as equal to (6.452, 161.29, 322.58 cm2 (10, 25,
50 in.2)) are used. The results obtained for this case are summa-
rized in Table 5 and compared to those reported previously.
5.4. Example 4: 72-bar spatial truss
A 72-bar spatial truss with DOR = 24 and DOF = 48 which
has been previously reported is shown in Fig. 9. The problem
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tions. Due to symmetry of structure and loading condition and
incorporating member linking (see Table 7) the loading condi-
tions can be reduced to the two given in Table 8 (Schmit and
Farshi, 1974). The minimum member sizes are 0.6451 cm2
(0.1 in.2) and the permissible stress limits are r0 = ±172 MPa
(25 ksi). At the beginning of the optimization process all
cross-sections are taken to be the same in three different sizes
as 6.452, 161.29, 322.58 cm2 (10, 25, 50 in.2) tried separately
(see Fig. 10). Table 7 shows the results obtained for this
example.Fig. 15. The 200-bar truss struc5.5. Example 5: 60-bar planar truss
Fig. 11 shows a ring idealized by 60 truss bar members (Patnaik
et al., 1998) with DOR = 15 and DOF = 45. In this example, the inner
and outer radii of the ring are Ri = 228.6 cm (90 in.) and
Ro = 254 cm (100 in.), respectively. The allowable stress limits are
r0 = ±68.94 MPa (10 ksi) and the minimum cross-sectional area is
3.2258 cm2 (0.5 in.2). Displacement constraints are as follows:
±4.445 cm (1.75 in.) at node 4, ±6.985 cm (2.75 in.) at node 19,
and ±5.715 cm (2.25 in.) at node 13 in both x- and y-directions.
The 60 bar areas are linked to form 25 independent cross-sectionsture (Lee and Geem, 2004).
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tions (Table 10). Table 9 also presents the optimum design
obtained for this example as compared to others. Three different
cases of cross-section of 6.452, 161.29, 322.58 cm2 (10, 25,
50 in.2) were assigned for initial design point as equal for all mem-
bers (Fig. 12).Table 13
Results for the 200-bar truss (with 29 independent cross-sections).
Group number r0 = ±68.95 MPa (10 ksi)
Members
1 1,2,3,4
2 5,8,11,14,17
3 19,20,21,22,23,24
4 18,25,56,63,94,101,132,139,170,177
5 26,29,32,35,38
6 6,7,9,10,12,13,15,16,27,28,30,31,33,34,36,37
7 39,40,41,42
8 43,46,49,52,55
9 57,58,59,60,61,62
10 64,67,70,73,76
11 44,45,47,48,50,51,53,54,65,66,68,69,71,72,74,75
12 77,78,79,80
13 81,84,87,90,93
14 95,96,97,98,99,100
15 102,105,108,111,114
16 82,83,85,86,88,89,91,92,103,104, 106,107,109,110,112,11
17 115,116,117,118
18 119,122,125,128,131
19 1,2,3,4
20 5,8,11,14,17
21 19,20,21,22,23,24
22 18,25,56,63,94,101,132,139,170,177
23 26,29,32,35,38
24 6,7,9,10,12,13,15,16,27,28,30,31,33,34,36,37
25 39,40,41,42
26 43,46,49,52,55
27 57,58,59,60,61,62
28 64,67,70,73,76
29 44,45,47,48,50,51,53,54,65,66,68,69,71,72,74,75
Weight (lb)
Note: 1 in.2 = 6.425 cm2, 1 lb = 4.448 N.
a Some of constraints are slightly violated.
Fig. 16. Convergence trend to the optimum for the 200-bar truss.5.6. Example 6: 132-bar geodesic dome
Fig. 13 shows a geodesic truss dome consisting of 132 bar ele-
ments (Vanderplaats and Moses, 1973) with DOR = 21 and
DOF = 111. Stress limitations for all members are r0 = ±172,369
MPa (25 ksi). The minimum admissible cross-sectional areas
are 0.6451 cm2 (0.1 in.2). The areas are linked together to form
36 independent design variables (Table 11). All exterior nodes
are rigidly supported in all directions whereas displacement con-
straints of ±0.254 cm (0.1 in.) are assigned to all free nodes in all
directions. The structure is subjected to four independent load-
ing conditions as presented in Table 12. Results obtained for this
structure are summarized in Table 11. Fig. 14 shows the conver-
gence trend towards the optimum. For starting point three dif-
ferent cases of cross-section of 6.452, 161.29, 322.58 cm2 (10,
25, 50 in.2) were assigned to all members.5.7. Example 7: 200-bar planar truss
Fig. 15 shows the 200-bar planar trusswhich has been treated by
some investigators (Venkayya, 1978; Lee and Geem, 2004; Lamberti
and Pappalettere, 2003; Lamberti, 2008). In this example, DOR = 50
and DOF = 150. The modulus of elasticity is E = 206,842 MPa (3 
104 ksi) while the weight density is q = 7833 kg/m3 (0.283 lb/in.3).
The minimum admissible cross-sectional areas are 0.6451 cm2
(0.1 in.2). This structure as originally posed was subjected to ﬁve
independent loading conditions (Venkayya, 1978). Owing to sym-
metry of geometry and loadings the linking of variables is exploited
resulting in three distinct loadings conditions (Lee and Geem, 2004;
Lamberti, 2008) as listed below.Final area (in.2)
Lee and Geem (2004) Lamberti (2008) This work
0.1253 0.1467 0.1470
1.0157 0.9400 0.9450
0.1069 0.1000 0.1000
0.1096 0.1000 0.1000
1.9369 1.9400 1.9451
0.2686 0.2962 0.2969
0.1042 0.1000 0.1000
2.9731 3.1040 3.1062
0.1309 0.1000 0.1000
4.1831 4.1040 4.1052
0.3967 0.4034 0.4039
0.4416 0.1922 0.1934
5.1873 5.4282 5.4289
0.1912 0.1000 0.1000
6.241 6.4282 6.4289
3 0.6994 0.5738 0.5745
0.1158 0.1325 0.1339
7.7643 7.9726 7.9737
0.1 0.1000 0.1000
8.8279 8.9726 8.9737
0.6986 0.7048 0.7053
1.5563 0.4202 0.4215
10.9806 10.8666 10.8675
0.1317 0.1000 0.1000
12.1492 11.8666 11.8674
1.6373 1.0344 1.0349
5.0032 6.6838 6.6849
9.3545 10.8083 10.8101
15.091 13.8339 13.8379
25,447.1a 25,446.76a 25,456.57
Table 14
Comparison of results for 200-bar truss with several cases.
r0 = ±10 ksi r0 = ±30 ksi
Reference Venkayya et al.,
(1969)
Arora and Haug
(1976)
This
work
Lee and Geem
(2004)
Lamberti
(2008)
This
work
Venkayya et al.,
(1969)
Arora and Haug
(1976)
This
work
Number of design
variables
200 96 96 29 29 29 200 96 96
Final weight (lb) 22,116 22,115a 22,127 25447.1a 25446.76 25456.57 7550 7583.1a 7521.9
a Some of constraints are slightly violated.
Fig. 17. Drop of excess weight with respect to optimum (132-bar truss).
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nodes 1, 6, 15, 20, 29, 34, 43, 48, 57, 62 and 71.
2. 44497.412 N (10,000 lb) is applied in the negative y-direction at
nodes 1, 2, 3, 4, 5, 6, 8, 10, 12, 14, 15, 16, 17, 18, 19, 20, 22, 24, 26,
28, 29, 30, 31, 32, 33, 34, 36, 38, 40, 42, 43, 44, 45, 46, 47, 48, 50, 52,
54, 56, 57, 58, 59, 60, 61, 62, 64, 66, 68, 70, 71, 72, 73, 74, 75.
3. Loading conditions (1) and (2) are imposed together.
Some variable linking has been reported for this example in the
literature. Two of them are considered in this paper. In the ﬁrst
one, the members are linked into 96 independent sections (Arora
andHaug, 1976)while in the second they are linked into 29 sections
(Lee and Geem, 2004; Lamberti, 2008). Stress limitations for the lat-
ter grouparer0 = ±68.95 MPa (10 ksi)while for the formergroupare
speciﬁed as r0 = ±206.84 MPa (30 ksi). For starting design point all
areas were taken as 193.549, 387.098, 516.13 cm2 (30, 60, 80 in.2)
in threedifferent cases. Fig. 16 shows theconvergence trend towards
the optimum for these three cases. The results for the 29-groupedcase are summarized in Table 13. Table 14 also presents a compari-
son of optimumweight for all cases reported in the literature.
6. Discussion
Using forcemethod, in case of indeterminate structures, compat-
ibility equations as a necessary part of the formulation are included
in the optimization steps. To do this the capability of the method of
inscribed hyperspheres has been expanded to handle equality con-
straints. The idea of combining the analysis and optimization steps
has already been employed by Kaveh and Rahami (2006a), but due
to the use of a zero-order optimizer there (i.e. the genetic algorithm)
the computational efﬁciency apparently had not been of concern.
However, in this study the main focus is on the efﬁciency derived
from the force method of analysis in conjunction with an optimiza-
tion method of ﬁrst-order type (requiring gradient evaluations)
effectively reducing the amount of computations.
Moreover, since the trajectory of the successive intermediate
solutions funnel through feasible space deﬁned by inequality con-
straints, it opens up the possibility of fast drop of excess weight of
structure in the ﬁrst few stages of optimization as well as main-
taining uniform factor of safety as much as possible along the
way. When a premature termination occurs, in order to obtain a
near optimum solution only one restoration move (Haftka et al.,
1992) for exact satisfaction of compatibility equations would be re-
quired. Regarding the rate of excess weight drop, close inspection
of Fig. 17 shows a monotonically rapid drop tendency evaluated
by Eq. (12). This tendency is similar for the three starting points
shown for Example 6 as well as for the other examples.
Excess weight drop percentage
¼ current weight optimum weight
starting point weight optimum weight 100 ð12Þ
A plot of excess weight drops for all the example problems is
also presented in Fig. 18. In closer inspection, it is seen that in
nearly 15 iteration cycles the weights virtually reach a stage of
being within about 10% of the true optimum. Such a property is
of considerable importance, enabling the designer to have a fast
and economical way of investigating several design alternates with
different conﬁguration, layouts, and geometry to choose from. Fur-
thermore, close proximity to the true optimum and uniformity of
safety factor of such designs allows strategies such as branch and
bound technique to be exercised for practical selection of discrete
member section sizes. Fig. 19 shows the reduction of the radius of
hypersphere towards zero at the optimum, which also shows the
fast monotonically convergence, conﬁrming the above-mentioned
points.
The proposed approach offered herein is applied to indetermi-
nate truss structures where the indeterminacy is originated from
design requirements such as lower/upper bounds imposed on
cross-sectional areas and/or their linking. The extension of the
present method to the case of higher order elements which are
intrinsically indeterminate is straightforward and will be the topic
of future investigations.
Fig. 18. Comparison of excessive weight drop with respect to optimum for all examples.
Fig. 19. Variation of hypersphere radius for the 72-bar truss.
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that analysis is computationally more efﬁcient by the force method
in comparison to the displacement method. In the examples of-
fered herein, the numbers of redundancies are less than the num-
bers of free joint degrees of freedom in all cases. In most practical
applications of skeletal structures (e.g. long span bridge trusses)this difference is remarkably high resulting in a considerable dif-
ference in the computational efforts spent in analysis by the dis-
placement versus the force method. From computational point of
view, since most of the effort in an optimization routine is spent
in the analyses, the size of the analysis problem would be the ma-
jor deterrent in achieving efﬁciency. Moreover, it can be concluded
from the results that the number of optimization iterations in the
proposed procedure does not increase appreciably by the problem
size or the degrees of redundancies. By virtue of the aforemen-
tioned points there seems to be no reason for comparison of the
same example solutions by the displacement method counterparts
to prove the force method supremacy. Whereupon, the same
procedure can be recommended for non-skeletal structures
consisting of higher order elements which involve higher degrees
of redundancies.
7. Conclusions
In this paper, combination of the well-known force method of
analysis and optimization of truss structures for minimum weight
with ﬁxed geometry, via inscribed hyperspheres method is treated.
Therefore, the capability of the hypersphere method is enhanced to
handle nonlinear equality constraints in addition to inequalities.
The successful development of the optimization procedure embod-
ies the following outlined advantages.
(1) The analysis step is embedded within the optimization stage
using the force formulation; avoiding tedious separate anal-
yses. In lieu of separate analysis stage compatibility equa-
tions are added to the per step optimization cycle.
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effectiveness of the proposed method will be more promi-
nent, since few additional variables (i.e. redundant forces)
should be added to the design variables (cross-sectional
areas), requiring less computational efforts. Examples of var-
ious orders of redundancy are offered under multiple load-
ing conditions to exhibit the overall efﬁciency of the method.
(3) Insensitivity of the method to starting points, being an
important characteristic, causes nearly uniform efﬁciency
of operations in all cases attempted.
(4) Structural weight is seen to monotonically decrease in all
cases, simultaneous with large percentage of drops in the
ﬁrst few cycles of operation. This feature is highly useful in
easy generation of near optimum designs with sufﬁcient
uniform factors of safety, which often facilitate decision
making process in engineering projects.
(5) Improved inscribed hyperspheres method offered here
shows the useful property of requiring only the nearly active
constrains for the deﬁnition of the feasible design space in
each cycle, only one LP solution (with embedded analysis)
per step; resulting in drastic reduction of the number of con-
straints to be included in the per step optimization problem.
(6) Low sensitivity of the hyperspheremethod to exact deﬁnition
of the constraints enables the procedure to take large steps in
generating the new points. It is due to this funneling charac-
teristic of the design trajectory path towards the optimum
that effectively allows large improvements in the weight to
be materialized in the ﬁrst few generated design cycles.
Treated examples are selected from similar works in the litera-
ture, and the comparison of the results clearly illustrates the above
points and the viability of the proposed method.
Appendix A
Algorithm for proposed method.
1. Enter problem data, including material, loading and allow-
able limits.
2. Using procedure described in the text, select the redundant
members automatically.
3. Assign cross-sectional A
*
ðpÞ, all equal and large enough to
have a feasible solution.
4. Analyze the structure to obtain the value of redundant
forces; i.e. XðpÞrk ; r ¼ 1; . . . ;R; k ¼ 1; . . . ;K.
5. Set p = 1; for initial point as CP ¼ A
*
p;X
*
p
 
.
6. Find the values of all inequality constraints at current point
(CP); including stress, displacement lower and upper
bounds.
7. Select 3 m most critical constraints from inequalities and
ﬁnd the distance of current point (CP) to the most critical
one as lðpÞmin
 
.
8. Compute lðpÞineq according to Eq. (11) for the 3 m selected
constraints.
9. Compute lðpÞeq according to Eq. (11) for all the compatibility
equations as equality constraints.
10. Compute lðpÞW according to Eq. (11) for the objective function.
11. Set l
*
L
ðpÞ and l
*
U
ðpÞ as follows for recommended move limits:l
*
L
ðpÞ ¼ current point 2  lðpÞmin
l
*
U
ðpÞ ¼ current pointþ 2  lðpÞmin12. Solve LP problem as Eq. (10), to move to new point (ﬁnd rp
and S
*
ðpÞ).13. Set: new current point (CP) current point (CP) + S
*
ðpÞ.
14. Check if the desired convergence is achieved:If rp 6 e (here e is selected 0.0001):
exit
else
set p = p + 1
go to step 6
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