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A hydrodynamic numerical model is formulated to describe 
the breach erosion process of sandy barriers. The breach 
flow is based on the system of unsteady shallow water 
equations, which is solved using a robust upwind numerical 
approach in conjunction with the Finite Volume Method 
(FVM). The hydraulic jump is considered as part of the 
breach flow, which escalates the scour hole development in 
the breach channel during the early stages. To reliably 
capture the jump, additional source terms are added to 
enhance the momentum balance in the flow equations. A 
three-layer refined scheme is used to compute the current 
profile and the associated sediment transport rate under the 
effects of the jump. A new approach to model the breach 
morphological development is proposed, which involves 
several new morphologic factors such as the channel 
characteristic width and the channel growth index. The 
model is capable of predicting the breach growth in both 
lateral and vertical directions, including the development of 
the scour hole.  Some understanding of breach growth in 
coastal sand barriers in general can be drawn out based on 
the results of model simulation. 
The model is calibrated using the laboratory dike breach 
data of Caan [2] and is verified against the field 
experimental data of the Zwin’s 94 [20]. 
I. INTRODUCTION 
Coastal breaching can occur at narrow landmasses such 
as dikes, barrier islands, spits, and lagoonal barriers, etc. 
Unintended breaches can be catastrophic, causing losses 
of human lives and properties, and damages to 
infrastructures.  Quantitative understanding of coastal 
breaches is therefore of great importance to the 
vulnerability assessment of protection works as well as 
spatial planning against flooding hazards (see [20] and [8] 
for reviews). 
In spite of numerous historical events, reliable predictive 
tools are still lacking. Scarceness of quantitative data and 
ambiguity in the processes involved have greatly 
hampered the development of breach models. Apart from 
hydrodynamic factors, properties of the breach materials 
largely contribute to the complexity of the problem. A 
breach in a cohesive dike would be far more complex than 
that occurs in a sand dike. Recently, some progress has 
been made in the latter case, which is also the issue we 
discuss in this paper, i.e. breach modeling of sand barriers 
or of similar types. For breach modeling of other soil 
types such as clay or mixed clay in earth-dams and fuse-
spillways, a comprehensive review can be found in [13] 
and [20].    
In principle, breaching is regarded as a gradual erosion 
process starting with an initial (or pilot) channel. 
Whereby, the breach modeling is, in fact, to describe the 
enlargement of this channel both vertically and laterally.  
Visser [20] developed a mathematical model for breaching 
in sand-dikes, namely BRES, in which five evolutional 
stages of the breach erosion process are defined. In each 
stage, the breach discharge is calculated using a weir 
formula. As the model ultimate goal is to quantify the 
discharge through a breach, the scour hole is neglected in 
the vertical breach growth. In the first two stages, the 
breach width is assumed to be constant and equal to the 
initial value. From stage III, the channel width starts to 
increase linearly with the reduction of the breach sill level. 
The BRES model was calibrated through a field 
experiment (the Zwin’94, see [20]) and then validated 
against a small scale laboratory test (Caan’s experiment 
see [2]). Good agreement between measurements and 
model predictions for the increase of the breach width was 
found. However, the vertical breach growth observed in 
the laboratory tests does not comply much with the five 
defined stages. This is because a scour hole develops in 
the breach channel, which appears to take out a large part 
of the dike even in the first stage. The development of the 
scour hole should therefore be accounted for in the breach 
modeling. 
Kraus [8] derived a heuristic analytical model for 
breaching of coastal sand barriers. It follows that an 
idealized rectangular breach evolves gradually towards an 
equilibrium situation in an exponential manner. The 
model reveals that the breach growth in sand barriers is 
stipulated by seven variables, including the initial and 
equilibrium channel dimensions (depth and width). 
However, it is disadvantageous that the model relies 
heavily on empirical estimates, which are hard to know in 
advance such as the maximum transport rates and the 
equilibrium breach dimensions. 
Busnelli [1] argues that hydraulic jumps tend to disappear 
in mobile beds so one-dimensional hydrodynamic model 
is plausible for modeling the breach growth, provided that 
the increase of channel width must be someway 
quantified. A semi-implicit numerical scheme was used to 
resolve the breach flow and a total sediment transport 
approach was adopted to compute the transport rate. The 
first two stages of the laboratory dike breach [2] were 
successfully simulated, however keeping a constant 
breach width. 
In this paper, we present the formulation of a new 
numerical breach model of sand barriers. The model is 
hydrodynamic and capable of simulating the breach 
growth in both lateral and vertical directions, without 
defining stages. The scour hole development is also 
incorporated. The model is calibrated and verified through 
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Figure 1. The hydraulic jump in the breach channel 
the laboratory dike breach data [2] and the Zwin’94 field 
measurement.   
In the following sections, we first discuss the flow 
modeling that includes the jump turbulent terms in the 
horizontal momentum equation. Next, the current profile 
and the sediment transport under the effects of the jump 
turbulence are discussed. For the morphological 
computation, the governing equation of the breach growth 
and several new morphologic parameters used in the 
breach modeling such as the characteristic (volumetric) 
channel width and the growth index are then introduced. 
Finally, the result of model simulation and some 
evaluation are given. 
II. FLOW MODEL WITH TURBULENT JUMP 
The hydraulic jump usually takes place at the 
downstream side of the breach, where there is a 
transitional state between the upstream supercritical and 
downstream subcritical flow. The jump position is 
governed by the hydraulic conditions as well as the breach 
geometry and bed roughness. During the breaching 
process, the jump can progress upstream as the 
downstream water level increases. Once a turbulent jump 
exists, the current profile as well as the surface profile is 
substantially modified. Extraordinarily, the maximum 
velocity is found very close to the bed (see [5]) that is in 
contrast to the logarithmic profile of open channel flows 
without jump, where the maximum velocity is at the 
surface. Much more sediment is therefore agitated and 
brought into transport by the high turbulence of the jump. 
As a consequence, a scour hole which is a noticeable 
morphologic feature observed in the vertical breach 
development, may develop around the jump (see Fig.1). 
The scour hole in the breach channel is dynamic as the 
jump can move back and forth during the breaching. 
From the foregoing arguments, the flow model should 
be able of reliably predicting both the location and the 
length of the jump as a part of the breach flow conditions. 
Most models of shallow flows (e.g. St. Venant equations) 
with shock-capturing techniques are able to predict well 
the jump position [15]. The jump length, however, is 
dependent of the spatial discretization, typically is of the 
order of several grid intervals. This drawback is mainly 
attributed to the depth-integrated effects, because of which 
information on the vertical velocity profile is lost. As a 
consequence, turbulent stresses and dissipation of 
turbulent energy across the jump cannot be fully 
accounted for in the horizontal momentum balance. Based 
on this implication, a relatively simple approach to 
improve the jump modeling is proposed as follows.    
We start with the two dimensional Reynolds averaged 
Navier-Stokes (RAN) equations, which for incompressible 
fluid are: 
Equation of continuity:  
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Equation of horizontal momentum: 
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Neglecting vertical acceleration terms, the pressure 
distribution across the jump is assumed to be hydrostatic 
(as showed in [11] that this assumption is eligible): 
( ).p g h zρ= −    (3) 
Multiplying the equation of continuity by u and adding it 
to the horizontal momentum equation yields: 
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After rearranging we get: 
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Where, ν and νt are molecular and eddy viscosities, 
respectively; τxx and τzx are turbulent (Reynolds) stresses. 
These stresses can be determined based on the Boussinesq 
relations and the eddy-viscosity concept as follows.  
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Integrating (2) over the flow cross-section A and 
neglecting the effect of molecular viscous stresses, the 
momentum equation is transformed into: 
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In which, the averaged quantities are: 
The energy correction factor:
2
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A
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uniform flow. 
Depth-averaged velocity: 1 .
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Depth-averaged normal stress: 1 .txx xx
A
U
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with tν being the depth-averaged eddy viscosity.  
Equation (7) can be rewritten as: 
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Where we have substituted ( ) 0
x
β∂ ≈∂ and I1P is the 
hydrostatic pressure force term 
1P ( )
A
I h z dA= −∫ . 
The second term on RHS of (8) accounts for the effects of 
the turbulent shear stress (hereinafter designated R*). 
Without the presence of a discontinuity (e.g. a jump) in 
the flow, this term can be quantified in the following 
*
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Where, Zs and Zb stand for the elevations at the surface 
and the bottom, respectively. 
If the shear stress is assumed zero at the surface, R* retains 
only the bed shear stress, i.e. the second term on RHS of 
(9). Further simplification by neglecting the contribution 
from the normal stress Txx, (8) reduces to the ordinary 
shallow water equation (or St. Venant). It is worth 
noticing, on mathematical grounds, that the integration in 
(9) is only viable as long as τzx is differentiable at any 
arbitrary elevation z over the flow depth domain. In other 
words, τzx must be first continuous and then /zx zτ∂ ∂ must 
exist or be bounded at any z.   
However this may not be the case over a vertical section 
in a turbulent hydraulic jump, where a part of the roller 
slides against the incident flow (see e.g. [14]). In the 
mechanical sense, along the lower limit of the roller there 
exists sliding stresses against the flow underneath. These 
sliding forces make τzx discontinuous along this boundary 
and thus indifferentiable. Further, as the flow structure in 
the roller is violently turbulent with entrained air bubbles 
and vortices, it is uncertain that whether τzx is continuous 
over the roller.  
From the above, R* resulting from the integration over the 
entire water depth including the roller may result in errors 
in the horizontal momentum balance. Therefore, the roller 
should be treated separately as a turbulent source 
regardless of its internal turbulent structure. Following this 
approach, R* is integrated until the lower limit of the roller 
and then supplemented with the shear stress imposing by 
the roller: 
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Where the subscript (r) denotes the lower limit of the 
roller, τr is the shear stress imposing by the roller. Rjp is 
the stress term arising from the roller: 
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As we regard the roller as an independent source of 
turbulent energy that transmits into the flow underneath. 
Mechanically, τr can therefore be estimated through the 
work done by the roller. 
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In which Dt is the production of the turbulent energy by 
the roller or loss of the mean flow energy to turbulence, 
D* is the dissipation of the turbulent energy, which is 
unnecessarily equal to Dt, ur is a nominal relative velocity 
between the roller and the incident flow, εj is an energy 
efficiency factor, εj =1 implies a local equilibrium.  
In a turbulent flow, loss of the mean flow energy is first 
converted to the turbulent kinetic energy (via production) 
and then gradually dissipated into heat (via dissipation). It 
is therefore rational, in a jump, to relate the dissipation D* 
to the head loss (energy loss expressed in water head) 
across the jump:  
*( ) .h
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In which D*(x) is the space-varying energy dissipation, δh 
is a local head loss, Ljp is the length of the jump, q is the 
unit discharge, and βh is an energy correction factor. With 
(13) substituted, (12) can be rewritten: 
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Where we have substituted q=U*h, U and h are the depth-
averaged flow velocity and the mean flow depth, 
respectively, /j h jβ β ε=  and /u rU uβ =  are empirical 
coefficients to be specified later. 
Physically, βj stipulates the spatial distribution of the 
dissipation D* in relation with the production Dt, and βu  is 
a nominal relative velocity factor. 
Now the jump source term in (11) turns into: 
( ) .jp u u jp
jp
h x
R gA gAS
L
δβ β= =                          (15) 
Where δh(x) =βj*δh. The term ( ) /jp jpS h x Lδ=  
represents the slope of the head loss across the jump. 
The inclusion of the above jump source term in the 
momentum equation requires the spatial distribution of 
D*=D*(x) or δh=δh(x). Preceding studies of turbulent 
jumps (see e.g. [11]) indicate empirical distributions of the 
dissipation D* can be adopted, realizing some characters 
of the jump turbulence. Then, the spatial distribution of δh 
is as follows.  
( ) . ( ).h h fδ λ λ= ∆              (16) 
Where ∆h is the total head loss across in a classical 
hydraulic jump, f(λ) is a shape function of the energy loss. 
To specify f(λ), some relevant characters of a turbulent 
jump are followed. These are the turbulent production is 
mostly generated within the roller length, but the 
dissipation spreads over a distance of several times the 
jump length. Also, the largest dissipation occurs at the 
central region of the roller (see e.g. [11], [14]). 
Mathematically, the following properties of this function 
are realized from the above (see also Fig.2): 
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Figure 3.  Surface jump profile for Froude = 7.0 
Figure 4.  Surface jump profile for Froude = 2.3 
 
 
Figure 2.   Spatial distribution of the energy dissipation 
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Where, λ is a dimensionless length 
parameter 12( )
jp
x x
L
λ −= . 
The following function is just found that satisfies fully the 
above criteria (17a) through (17c): 
( ) .f e λλ λ −=     (18) 
Finally, the horizontal momentum equation (8) can be 
rewritten as follows:  
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Where Sbx, Sf, and Sjp are the bottom, friction, and jump 
head loss slopes, respectively. 
The equation of continuity reads: 
0.A Q
t x
∂ ∂+ =∂ ∂                            (20) 
Omitting unnecessary high order terms O(2), the first term 
on the RHS of (19) can be approximated as: 
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Where tν  is specified based on the relation between the 
gradient of the near bed velocity profile with the bed shear 
stress.  
The equation system of (20) and (19) can be written in a 
conservative form and solved using an upwind (shock-
capturing) numerical scheme. In the present model, the 
well-known first order Roe’s numerical scheme solved in 
conjunction with the finite volume method (FVM) is 
adopted (see e.g. [15]). To resolve numerical difficulties, 
such as arising from source terms induced by abrupt bed 
level variations and presence of hydraulic jumps, the 
source terms on the RHS of (19) are also upwinded 
according to the approach of Varquez-Cendon [19].  
The laboratory experimental data of the jump surface 
profile of Gharangik documented in [4] is selected to 
calibrate the empirical coefficient in the jump source term 
(βu). The experiment was carried out in a rectangular and 
horizontal flume with Froude numbers between 2.30 and 
7.0.  
Good agreement of the surface profiles between the 
model simulation and the measurement is found for a 
fixed value of the nominal relative velocity factor βu = 2.0. 
Because of space limited, only two representative cases of 
Froude numbers of 7.0 and 2.3 are reported here as shown 
respectively in Figs. 3 and 4. In the simulations the 
Manning coefficient was varied in the range between 
0.008 and 0.010, which is in conformity with [4]. 
It is worth mentioning that the present study disregards 
undular jumps (waves), i.e. Froude number less than 2.0, 
because of their insignificant effects on the sediment 
transport. Also, the shallow water equations are not able to 
model this specific type of short waves.    
III. FLOW STRUCTURE AND SEDIMENT TRANSPORT 
A. The Flow Structure in Hydraulic Jumps 
The turbulence and flow structure in hydraulic jumps 
have been studied extensively given their importance in 
the design of hydraulic works. In morphological modeling 
they are also crucial to the computation of the sediment 
transport rate. From literature, modeling of the flow in 
hydraulic jumps can be tentatively classified into two 
different levels of hydrodynamics. In the first level, viz. 
full hydrodynamics, the RAN equations (or similar type) 
coupled with the standard turbulent closure k-ε model are 
used to resolve the flow structure. Models of this type are, 
for example, as described in [1], [9] and [10]. In the 
second level, which is simpler and less hydrodynamic, the 
shape of the velocity profile is empirically specified in 
several zones over the vertical or is based on a simplified 
turbulent closure model (e.g. one or zero equation). Some 
typical models are described in [14] and [11].  
The flow structure in turbulent hydraulic jumps is 
highly complex. A more hydrodynamic model does not 
always mean more reliable as our descriptions of the 
processes involved are also limited. Hence, in many cases 
of engineering practice, the latter approach is more 
efficient, providing that the level of reliability is sufficient.  
To be more efficient and in consistent with the jump 
modeling discussed in the previous section, a three-layer 
approach is used here to specify the flow structure in the 
hydraulic jump. Whereby, the flow depth domain in the 
hydraulic jump is divided into three layers as follows (see 
also Fig.1). The shape of the velocity profile follows the 
approach of Ohtsu as reported in [3], which is commonly 
used for the jump modeling. Other similar formulations 
can be found in [5]. 
1) The boundary (or near wall) layer (Zo≤ z ≤δb): from 
the bottom to the elevation of the maximum horizontal 
velocity Um. The velocity in this layer follows the law of 
the wall jet, increasing away from the bed in a power 
manner: 
.with  =1/7
m b
u
U
ασ ασ
 =   
 (22) 
2) The mixing (middle) layer (δb ≤ z ≤Zr): between the 
boundary layer and the surface roller. The velocity 
distribution in this zone is quadratic exponential. 
2exp{ [ ( 1)] }.
m b
u
U
ση σ= − −                   (23) 
3) The roller layer (Zr ≤ z ≤h): is treated as a “dead” layer, 
only providing the shear stress boundary to the incident 
flow. The flow structure in this zone is disregarded since it 
is irrelevant to the breach sediment transport. 
The boundary layer gradually grows in the streamwise 
direction, starting from the toe of the jump. The thickness 
(δb) of the boundary layer can be deduced from Hager [5], 
using the dimensionless length λ and Ljp = mLr (Lr is the 
length of the surface roller). 
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In the above formulations, σ is the dimensionless vertical 
ordinate σ = z/h, σ0 = Z0/h, σb = δb/h, σr = Zr/h, 
Um=u(σ=σb), η =0.44 deduced from the formulation of 
Ohtsu [3], and m ≈1.25 . 
The maximum velocity at the top of the boundary layer 
can be determined by averaging over the vertical domain 
[σ0, σr]: 
1 1 ( ).
b r
o br r
U ud ud
σ σ
σ σ
σ σσ σ= +∫ ∫                  (25) 
It is noted that 1/ rσ on the RHS of (25) is the correction 
to the depth-averaged velocity as in the flow model the 
mean velocity U is averaged over the entire depth domain 
including the roller. After some algebraic manipulation, 
(25) becomes:   
.
1erf( ( 1))
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Where erf(•) is the error function. This function is 
asymptotic to unity (erf(•)→1.0) as σr/σb ≥5, which is 
always the case within the jump as can be seen from (24). 
Hence, (26) can be further simplified to: 
.
1
2 1
m
b
U
U πσ η α
=  +  + 
   (27) 
The effect of the roller height in the determination of Um is 
therefore eliminated. 
Knowing the depth-averaged velocity U from the flow 
model, the velocity profile over the flow depth is fully 
determined using (22) and (23) together with (24) and 
(27). 
B. Breach Sediment Transport 
In terms of sediment transport, the breach channel is 
split into two parts as the transport in that under the effects 
of the hydraulic jump is exceptional.  
Outside the jump, a suitable transport approach can be just 
used. An investigation of various formulae for this 
purpose is shown in [20]. In the present model, the 
formulae of Van Rijn ([17] and [18]) are used. These 
formulations are widely used in practice, especially 
eligible for purposes of numerical morphological 
modeling. 
To the authors’ knowledge, there has been no study on 
the sediment transport under turbulent hydraulic jumps, 
for which more physical insights into the sediment 
bursting processes are needed. In the present model, based 
on the above flow structure, we propose in the following a 
computational approach for this manner.   
We consider the total transport load as the sum of the 
suspended load and the bed load.  
The suspended load is calculated as the integration of the 
product between the velocity u(z) and the sediment 
concentration c(z) over the water depth. 
( ) ( ) .
rZ
s
a
q u z c z dz= ∫                          (28) 
The concentration profile follows the diffusion model and 
can be determined numerically: 
( ) ( ) 0.s s
dc
c z w z
dz
ε+ =                    (29) 
Where ws is the sediment fall velocity, εs is the sediment 
mixing coefficient at height z above the bed. εs(z) is 
adopted here as a parabolic-constant distribution [18]. 
In the jump, the maximum horizontal velocity is located 
near the bottom. Therefore, the shear stress exerts on the 
bed is high and the bed load transport is expected to occur 
under the sheet flow conditions. Bed-load formulae, in 
which the bed shear stress is based on the depth-averaged 
velocity such as in [17], appear to underestimate the 
transport. For this reason, the general bed load formulation 
of Ribberink [12] is selected. 
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3
50
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              (26) 
Where Mb ≈11.0 is an empirical constant, n=1.65 is the 
dimensionless transport exponent, d50 is the median 
sediment diameter, ∆ is the relative sediment bulk density, 
θ’ and θcr are the effective and the critical Shields 
numbers, respectively. 
The magnitude of qb depends largely on the determination 
of the effective Shield number θ’ or of the bed shear 
stress.  
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Figure 5.  The schematized breach section and the channel 
characteristc width 
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Where u* is the bed friction velocity. 
In steady flows, the bed shear stress τb can be related to 
the depth-averaged velocity U, assuming a logarithmic 
profile over the entire water depth: 
2
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Where C is the Chezy coefficient, ks is the effective 
roughness according to Van Rijn [17].  
Alternatively, following the law-of-the-wall, τb can be 
determined using the velocity at a prescribed level above 
the bed in the logarithmic layer [12].  
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In which fc is the friction coefficient, Zδ is an arbitrary 
level, Z0=ks/30 is the zero velocity level, ub is the velocity 
at Zδ. 
The determination of the bed shear stress according to the 
latter approach is generally more valid than the former one 
since only a small logarithmic layer near the bed is 
assumed. 
In the current model, to avoid unnecessary iteration 
procedures in the determination of the effective Shields 
number as ks is also a function of θ’ in the jump (θ’>1), 
we estimate the bed shear stress at height Zδ = ks. From 
(31) this results in a constant friction coefficient fc (∼0.02). 
Using (22) for ub, (29) for ks and then substituting into 
(30) yields: 
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with fc’ being another friction coefficient: 
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The effective Shields number then follows: 
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It is noted that although we have estimated the friction 
coefficient at Zδ (i.e., ub= u(Zδ)), the relations (32) through 
(34) allow the explicit determination of the bed shear 
stress using the maximum velocity Um at the top of the 
boundary layer. 
IV. THE BREACH GROWTH 
In this section we briefly introduce the new approach 
and its associated parameters for the numerical 
computation of the breach growth.  The detail of this 
elaboration can be found in the previous work of the 
authors [16]. 
A. Governing Equation of The Breach Growth 
The breach growth follows the principle of mass 
conservation, in which the changes of both the bed and the 
banks of the channel are simultaneous: 
( )1 0.
(1 )
b h st d
h
Z B q B
B h
t t p x
∂ ∂ ∂− + =∂ ∂ − ∂       (35) 
with: 
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tan tanh d
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Where it is assumed that the cross-section of the breach 
channel is trapezoidal (see Fig. 4), qst is the total transport 
rate per unit width, p is the bed porosity, Bh and Bd 
(Bh≥Bd) are channel widths averaged over the cross-
section height (h) and over the water depth (d), 
respectively, b is the bottom width, γ is the side slope. 
For the case of wide channels, i.e. Bd ≈ Bh, (35) reduces to 
the conventional equation for the bed level change only.    
Equation (35) is just a point-wise equation that does not 
present the channel as a whole in quantifying the width 
increase. As Zb varies along the breach, Bh and Bd also 
varies accordingly. In one dimensional morphological 
modeling, it is necessary to seek for a unique breadth 
quantity that can characterize the channel width as a 
whole. To do this, integrating (35) with respect to the 
distance x over the entire channel length L yields: 
( ) ( ) .v bL L v L
B Z A
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In which we have defined the averaged quantities as 
follows. 
Channel characteristic width (volumetric) Bv:  
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Where Vc is the total channel volume, ∂Bv/∂t is the rate of 
the channel lateral growth. 
The averaged vertical growth rate (∂Zb/∂t)L: 
.
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The averaged rate of change of the channel cross-sectional 
area (∂A/∂t)L: 
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The averaged channel depth hL: 
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h
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                                 (41) 
Geometrically, Bv in (38) is in fact the volume-averaged 
width. In general, Bv is of the order of Bh and is equal to Bh 
for regular channels.   
Equation (37) is used later on to quantify the channel 
lateral enlargement using the new characteristic Bv. 
B. The Channel Growth Index Kvl 
Equation (37) contains two unknown growth variables, 
i.e. the lateral (∂Bv/∂t) and the vertical ((∂Zb/∂t)L) growth 
rates. To solve the equation, an additional parameter, 
namely the growth index Kvl, is introduced and defined as 
the growth rate ratio of the vertical to the lateral as 
follows: 
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                           (42) 
It is worth mentioning that this parameter is valid only for 
erosional channels, viz. as a whole Kvl≥0 and thus 
(∂Zb/∂t)L is negative and ∂Bv/∂t is positive. 
In a homogenous erosional channel, the growth index 
generally expresses the relative strength between the 
transport capacity along the bottom and the sides of the 
channel. In this sense, in [16] we have formulated and 
calibrated this parameter using the laboratory data of the 
overwash channel experiments. Interestingly, it is found, 
as shown below, to depend mainly on the instantaneous 
channel geometry and the transport exponent n. 
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Equation (43) reveals some physics of the channel growth 
in general. Apart from the power of transporting sediment 
(the exponent n), geometric factors considerably affect 
how the channel grows, e.g. a flatter cross-section (large 
Bv/hL) tends to have a stronger lateral growth and vice 
versa. Also, a cross-section of steep side slopes (large tanγ 
and small cosγ) slows down the vertical growth as can be 
explained physically that bank avalanching feeds extra 
sediment into the flow. 
C. Computation of The Lateral and Vertical Growth 
Manipulating (40) and substituting (42) into (37) yields: 
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∂+ − =∂ −               (44) 
Where q*s is the net sediment transport rate over the 
channel. 
Since Kvl is related to Bv through (43), (44) can be solved 
numerically with respect to Bv using a simple discretized 
scheme. 
The updating of the bed level follows a slightly 
modified version of (35):  
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Where Bh and Bd can be calculated via the use of the 
characteristic width Bv: 
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To avoid a spurious discontinuity of the bed due to an 
abrupt increase of the transport rate at the toe of the jump, 
the calculated transport field is smoothed out using a 
response function before it is used in (45) to update the 
bed level change.  
, .st c stst
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Where qst,c is the total sediment transport rate obtained 
directly from the transport module, qst is the transport after 
smoothing and is used for updating the bed change, La is a 
adaptation length for the sediment transport. La is of the 
order of several jump lengths and is found using a trial 
and error procedure. 
It notes that the smoothing procedure is widely accepted 
and considered rational in numerical morphological 
modeling since by nature the flows need some transitional 
distance before they can fully adapt to the local conditions 
(see e.g. [6]).  
Behind the downstream end of the breach channel, the 
flow is complexly three dimensional with horizontal 
circulations. The breach sediment spreads out widely. 
Therefore, the mass balance equation for the channel 
growth ((44) and (45)) is no longer valid at this location. 
To overcome this problem, a non-depositing bed boundary 
is applied. From the laboratory observation, this 
assumption seems reasonable.  
V. MODEL CALIBRATION AND VERIFICATION 
The breach model formulated so far needs empirical 
calibration and verification. For this purpose, we utilize 
the existing data from the two breach experiments, viz. the 
(field) Zwin’94 and the laboratory experiment of Caan, 
which were used to calibrate and validate the BRES model 
[20]. The laboratory experiment is selected for the model 
calibration since the measurement is the most complete, 
including the scour hole development. The model is then 
verified against the data of the field experiment.  
Detail of the experimental procedures and the 
measurements can be found in [20] and [2]. In the 
following only a brief description is given.  
In both experiments, the breach was initiated by a small 
pilot channel on the dike crest and the breach erosion 
process was then followed.  
The Zwin’94, a field test, was carried out in 1994 in the 
Zwin tidal channel. The dike crest was 8.0m wide and was 
3.3m above the mean sea level. The test was purposefully 
elaborated to measure the complete breach erosion 
process. Unfortunately, due to a technical failure during 
the experiment very limited data of the breach level were 
logged and only those of the channel lateral development 
were fully measured. Because of the incident, the 
experiment still left some ambiguity in the scour 
development and in the reliability of the breach level 
Figure 6.  Caan's test 2 - the breach profile at t = 21sec. 
Figure 7.  Caan's test 2 - the breach profile at t = 41sec. 
Figure 8.  Caan's test 2 - The breach profile at t =71 sec. 
 
Figure 9.  Caan's test 2 - The breach lateral growth 
Figure 10.  Zwin94 field experiment – Computed development of the 
breach profile up to t = 1200 sec.  
observation. It was then decided to perform an additional 
laboratory experiment. The Caan’s experiment consisted 
of two tests of small dike constructed in a wave basin. 
Video and photo cameras were used to capture the vertical 
and lateral breach development. The breach profile was 
videoed through a glass-wall which acts as the central axis 
of the breach. Initially, water flowed through a pilot 
channel of 3cm deep and 20 cm wide notched on the dike 
crest. The flow spilled downstream into a dry sand polder. 
The first test was less successful because the sand bed was 
so thin that the basin bottom was exposed shortly after the 
start of the breaching. From this experience, the dike 
geometry and the sand bed were adjusted and the breach 
was successfully occurred in the second test. 
Figs. 6 through 9 show the calibration results for the 
laboratory dike breach growth of Caan (1996). The model 
predictions for the Zwin’94 breach growth are given in 
Figs. 10, 11, and 12. In general, the scour development in 
the breach channel is successfully simulated. Fair 
resemblance with the measurement is found. 
VI. DISCUSSION OF RESULTS 
 The present model successfully simulates the breach 
growth in both vertical and lateral directions, including the 
development of the scour hole in the breach channel. The 
scour development during the first three stages is in 
agreement with the measured data (see Fig. 10 with a 
limited number of observed scour depths). However, the 
final scour depth is still underestimated (in the Zwin’94 
experiment, the maximum scour depth was claimed to be 
about 2.3m beneath the breach bottom while the present 
model predicts that of about 1.7m as shown in Fig. 11). 
This may be, in part, because the mechanism for the scour 
development during the last two stages is unrelated to the 
hydraulic jump and therefore is not yet covered by the 
model. For this, another turbulence-induced scouring 
mechanism as described in [7] might be used. 
Nevertheless, it is worth mentioning that the profiles were 
captured along the glass wall (in the laboratory case) or 
along the central breach axis (in the field experiment), 
where the maximum gully depth is expected. Further, 
there are uncertainties, e.g. inhomogeneous porosity due 
to uneven compaction,    which are not able to be 
accounted for in the breach model. The laboratory 
experiment [2] showed appreciable 
differences in the breach profile between two control tests 
with the same testing conditions except for the sand 
compaction that was definitely not the same everywhere 
and for every test. This may explain the sudden increase 
of the scour depth observed in the tests. The scour depth 
was sometimes even larger than the mean flow depth and 
the breach flow was “poured” into a deep hole. For this 
reason, the scour depth in the laboratory experiment was 
in fact exaggerated by small-scale effects (geotechnical-
related) phenomena.  
Unlike the BRES model, the pilot channel plays a role 
in the present breach model as a part of the initial 
conditions. The significance of the channel geometry can 
be understood via the growth index as mentioned earlier. 
In general, a bigger initial breach would result in a faster 
breaching and vice versa. Since the hydraulic boundary 
conditions are dynamic during breaching, the effects of 
the initial breach dimensions on the breaching process are 
generally complex. Fig. 9 shows the increase of the breach 
width in the first stages (up to 71 sec.) of Caan’s 
experiment. The present model predicts an increase from 
0.20 m to about 0.5 m, whereas the BRES model assumes 
an unchanged width for this period. The latter result seems 
 
Figure 11.  Zwin94 field experiment – Computed development of the 
breach profile up to t = 3600 sec. 
Figure 12.  Zwin'94 field experiment – Development of the breach 
width: computed versus measured 
doubtful since it is unlikely that the breach was not 
widened when about two third of the dike was completely 
washed out (see Fig. 8). Likewise, Fig. 12 shows the 
model prediction for the breach (top) width increase in 
comparison with that measured in the Zwin’94 
experiment. Fair agreement is found. It should be noted 
that this is the average top width determined from the 
characteristic width Bv and the channel depth hL (since in 
the model it is variant along the breach), while in both the 
experiments this width was measured at a fixed section on 
the breach crest.  
The laboratory data and the model simulation reveal 
some insights into the dynamics of the scour hole. The 
scour hole starts to form in the breach channel at the 
location of the turbulent hydraulic jump, where the 
sediment transport capacity under the jump prevails over 
the sediment supply from the upstream breach flow. The 
scour hole is highly dynamic as it associates with the jump 
location and the jump turbulence, which is largely 
stipulated by the instantaneous relative strength between 
the upstream flow and the downstream water level as well 
as the bed roughness. In the above case of the laboratory 
experiment, i.e. the polder breach, the jump progresses 
upstream as the retrograde erosion process takes place and 
the downstream water level increases. The scour hole thus 
expands gradually upstream. In general, it is expected that 
breaching with low (or dry) downstream water level 
certainly leads to a more pronounced scour depth.  
Also, it appears from the laboratory data as well as the 
model results that the scour attains a major part of its final 
depth during the first stages of the breaching process 
before the complete washing out of the remaining sand 
plug. After that (say after stage III of Visser [20]) the 
scour slows down its development in depth considerably, 
while expanding in both upstream and downstream 
directions. This is because the jump weakens or even 
disappears as the driving water head difference tends to 
neutralize in the last stages. This somewhat disagrees with 
the breach profile development described in [20], where 
the scour is assumed to develop only in the last two 
stages.  
VII. CONCLUSIONS 
The development of the scour hole in the breach 
channel phases out noticeably the breach growth in 
comparison with the five-stage erosion process defined by 
Visser [20]. The turbulent hydraulic jump is responsible 
for the scour hole formation and development during the 
first stages of breaching. The incorporation of the jump 
modeling in breach models is the key to improve model 
predictions for the vertical breach growth, allowing 
simulation of the scour formation. However, better 
understanding of the sediment transport under turbulent 
hydraulic jumps is crucial to further improve the 
modeling. 
The new morphologic factors, i.e. the growth index and 
the characteristic channel width, which are introduced in 
association with the general equation for breach growth, 
allow the hydrodynamic computation of the breach growth 
in both vertical and lateral directions. It follows from the 
growth index that apart from the flow capacity of carrying 
sediment, the channel geometry (depth, width and side 
slope) plays an important role in the breach development.  
The simulation results help gain some understanding of 
the dynamics of the scour in the breach channel. Under 
effects of the jump turbulence during the first stages of the 
breach erosion process, the scour hole is found to develop 
vigorously and attains major part of its final depth. In the 
last stages, the continuation of the scour hole development 
is unrelated to the jump and thus should be modeled with 
another scouring mechanism such as that of “local-scour 
holes” by Hoffmans [7]. 
In conclusion, the present model is capable of 
simulating the breach erosion process of sand barriers 
under arbitrary hydraulic conditions. Both the vertical 
breach growth including scour development and the lateral 
breach growth are successfully modeled without defining 
any evolutional stages. 
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