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EXACT SOLUTION OF THE CLASSICAL DIMER MODEL ON A
TRIANGULAR LATTICE: MONOMER-MONOMER CORRELATIONS
ESTELLE BASOR AND PAVEL BLEHER
Abstract. We obtain an asymptotic formula, as n → ∞, for the monomer-monomer
correlation function K2(x, y) in the classical dimer model on a triangular lattice, with
the horizontal and vertical weights wh = wv = 1 and the diagonal weight wd = t > 0,
where x and y are sites n spaces apart in adjacent rows. We find that tc =
1
2
is a criti-
cal value of t. We prove that in the subcritical case, 0 < t < 1
2
, as n → ∞, K2(x, y) =
K2(∞)
[
1− e
−n/ξ
n
(
C1 + C2(−1)n +O(n−1)
)]
, with explicit formulae for K2(∞), ξ, C1,
and C2. In the supercritical case,
1
2
< t < 1, we prove that as n → ∞, K2(x, y) =
K2(∞)
[
1− e
−n/ξ
n
(
C1 cos(ωn+ ϕ1) +C2(−1)n cos(ωn+ ϕ2) +C3 +C4(−1)n +O(n−1)
)]
,
with explicit formulae for K2(∞), ξ, ω, and C1, C2, C3, C4, ϕ1, ϕ2. The proof is based on an
extension of the Borodin–Okounkov–Case–Geronimo formula to block Toeplitz determinants
and on an asymptotic analysis of the Fredholm determinants in hand.
1. Introduction
This work is a continuation of the works of Fendley, Moessner, and Sondhi [7] and Basor
and Ehrhardt [1]. We consider the classical dimer model on a triangular lattice with the
weights
wh = wv = 1, wd = t > 0. (1.1)
It is convenient to view the triangular lattice as a square lattice with diagonals, as shown on
Fig.1.
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Figure 1. The triangular lattice as a square lattice with diagonals.
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Our main goal is to calculate an asymptotic behavior as n→∞ of the monomer-monomer
correlation function K2(x, y) in the thermodynamic limit, where x and y are sites n spaces
apart in adjacent rows (see Fig.1). As explained in [7], this problem has important applica-
tions to the quantum dimer model on the triangular lattice, for the study of the resonating
valence bond (RVB) phase and the ground state degeneracies on closed surfaces. In this
respect see the works on the quantum dimer model and the RVB phase by Rokhsar and
Kivelson [12], Moessner, Sondhi [10, 11], and others. See also the lectures by Moessner and
Raman [9] and references therein, and the review collection [6].
To derive an asymptotic behavior as n→∞ of the monomer-monomer correlation function
K2(x, y) we apply the following steps:
(1) We use a representation of K2(x, y) as a block Toeplitz determinant. This represen-
tation was obtained in the work [1] from a different determinantal representation of
K2(x, y) developed in [7].
(2) We write the block Toepltiz determinant in terms of a Fredholm determinant through
an extension of Borodin–Okounkov–Case–Geronimo formula to block Toeplitz deter-
minants as described in [1].
(3) We calculate explicitly the Wiener–Hopf factorization of the 2 × 2 matrix symbol
under consideration. To do this we use a power decreasing algorithm, the idea of
which goes back to the work of McCoy and Wu [8].
(4) We analyze an asymptotic behavior of the Fourier coefficients of the Wiener–Hopf
factors.
(5) Finally, we obtain the desired asymptotic behavior of the monomer-monomer corre-
lation function K2(x, y). The calculations are somewhat different for the subcritical,
t < 1
2
, and supercritical, 1
2
< t < 1 , cases.
The set-up for the rest of the paper is as follows. In Section 2 we present a formula
for K2(x, y) in terms of a block Toeplitz determinant. In Section 3 and Appendix A we
discuss and prove a Borodin–Okounkov–Case–Geronimo type formula for block Toeplitz
determinants. In Section 4 and Appendix B we calculate the Wiener–Hopf factorization of
the 2× 2 matrix-valued symbol in hand. Section 5 is devoted to the asymptotic formula for
K2(x, y) in the subcritical case, t <
1
2
, and Section 6 to the one in the supercritical case,
1
2
< t < 1 . In particular, in Section 6 we calculate numerical values for the constants in the
asymptotic formula for K2(x, y) in the symmetric case for the limiting value at t = 1.
It should be mentioned that the technique used to find the factorization for the block-
Toeplitz operator, or equivalently the Wiener-Hopf factorization of the symbol, is of inde-
pendent interest and can be used in other situations. In particular, this method is useful for
operators whose symbols are of the form a scalar function times a symbol whose entries are
trigonometric polynomials. It requires that the determinant of the symbol be of a “degree”
that in some sense matches the degrees of the polynomials. This will be clear by the example
done in this paper. In these cases, it is surprising that the factorization can really be found
by knowledge of the determinant of the symbol alone.
As mentioned above, this method appears first in the McCoy and Wu paper [8] where it
was used to find asymptotic expansions for the correlations for the two-dimensional Ising
model. The authors are especially grateful for the many useful discussions with Barry Mc-
Coy that took place at the Simons Center for Geometry and Physics program ”Statistical
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mechanics and combinatorics” held from mid-February to mid-April of 2016 and for the
generous support of the Center as well.
2. Monomer-monomer correlation function as a block Toeplitz
determinant
Our starting point is a determinantal formula for K2(x, y) obtained in [7]. Namely, the
monomer-monomer correlation function K2(x, y) can be expressed in terms of the (2n)×(2n)
determinant as
K2(x, y) =
1
2
√
det
(R Q
Q R
)
, (2.1)
where the matrix elements of the n× n matrices R and Q are equal to
Rjk = 2(−1)⌊
k−j
2
⌋Rk−j+1 + θ(j − k)tj−k−1,
Qjk = 2i(−1)⌊
j+k
2
⌋Qn+1−k−j,
(2.2)
with ⌊k⌋ being the floor function and Rk, Qk, θ(k) defined as follows: For even k,
Rk =
1
8π2
∫ pi
−pi
∫ pi
−pi
cos y cos(kx+ y) dxdy
cos2 x+ cos2 y + t2 cos2(x+ y)
, (2.3)
and Qk = 0. For odd k,
Qk =
1
8π2
∫ pi
−pi
∫ pi
−pi
cosx cos(kx) dxdy
cos2 x+ cos2 y + t2 cos2(x+ y)
, (2.4)
and
Rk =
t
8π2
∫ pi
−pi
∫ pi
−pi
cos(x+ y) cos(kx+ y) dxdy
cos2 x+ cos2 y + t2 cos2(x+ y)
, (2.5)
The expression θ(k) equals 1 for k > 0 and 0 otherwise.
As shown in [1], formula (2.1) can be further reduced to a block Toeplitz determinant.
Namely, we have that
K2(x, y) =
1
2
√
det Tn(φ), (2.6)
where Tn(φ) is the finite block Toeplitz matrix,
Tn(φ) = (φj−k), 0 ≤ j, k ≤ n− 1, (2.7)
where
φk =
1
2π
∫ 2pi
0
φ(eix)e−ikxdx (2.8)
and
φ(eix) = σ(eix)
(
p(eix) q(eix)
q(e−ix) p(e−ix)
)
, (2.9)
with
σ(eix) =
1
(1− 2t cosx+ t2)
√
t2 + sin2 x+ sin4 x
(2.10)
and
p(eix) = (t cosx+ sin2 x)(t− eix), q(eix) = sin x(1 − 2t cosx+ t2). (2.11)
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Observe that
detφ(z) =
1
1− 2t cosx+ t2 =
1
(z − t)(z−1 − t) , z = e
ix. (2.12)
3. Borodin–Okounkov–Case–Geronimo type formula
To evaluate the asymptotics of det Tn(φ) as n → ∞ we use a Borodin–Okounkov–Case–
Geronimo (BOCG) type formula for block Toeplitz determinants. For the original, scalar
version of the BOCG formula see the papers of Geronimo–Case [5], Borodin–Okounkov [3],
Basor–Widom [2], Bo¨ttcher [4], and references therein. For an asymptotic formula for block
Toeplitz determinants see the earlier works of Widom [13, 14].
For any matrix-valued 2π-periodic function ϕ(eix) consider the corresponding semi-infinite
matrices, Toeplitz and Hankel,
T (ϕ) = (ϕj−k)
∞
j,k=0 ; H(ϕ) = (ϕj+k+1)
∞
j,k=0 , (3.1)
where
ϕk =
1
2π
∫ 2pi
0
ϕ(eix)e−ikxdx (3.2)
Let
ψ(eix) = φ−1(eix), (3.3)
where φ(eix) is as in (2.9). Then the following Borodin–Okounkov–Case–Geronimo type
formula holds (see [1] and Appendix A below):
det Tn(φ) =
E(ψ)
G(ψ)n
det (I − Φ) , (3.4)
where det (I − Φ) is the Fredholm determinant with
Φ = H
(
e−inxψ(eix)
)
T−1
(
ψ(e−ix)
)
H
(
e−inxψ(e−ix)
)
T−1
(
ψ(eix)
)
. (3.5)
This formula, under some conditions, holds for a general symbol φ, but we will use for φ as
in (2.9). In this case G(ψ) = 1 and as shown in [1],
E(ψ) =
t
2t(2 + t2) + (1 + 2t2)
√
2 + t2
. (3.6)
In virtue of (2.6), this implies that the order parameter is equal to
K2(∞) = lim
n→∞
K2(x, y) =
1
2
√
E(ψ) =
1
2
√
t
2t(2 + t2) + (1 + 2t2)
√
2 + t2
. (3.7)
Our goal is evaluate an asymptotic behavior of K2(x, y) as n → ∞. By (2.6) and (3.4),
the problem reduces to an asymptotic behavior of the Fredholm determinant det (I − Φ),
because
K2(x, y) = K2(∞)
√
det (I − Φ) . (3.8)
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4. Wiener–Hopf factorization of φ(z)
To evaluate det (I − Φ) we use the Wiener–Hopf factorization. To that end we first need
to factor φ. Let z = eix. Denote
π(z) =
(
p(z) q(z)
q(z−1) p(z−1)
)
, (4.1)
so that equation (2.9) reads
φ(z) = σ(z)π(z), (4.2)
where σ(z) is a scalar function, see (2.10). From (2.12) and (2.10) we obtain that
det π(z) = (t2 + sin2 x+ sin4 x)(z − t)(z−1 − t). (4.3)
Furthermore, we have the following factorization (see [1]):
t2 + sin2 x+ sin4 x =
1
16ξ1ξ2
(
z−2 − ξ1
) (
z−2 − ξ2
) (
z2 − ξ1
) (
z2 − ξ2
)
, (4.4)
where
ξ1,2 = 2± µ− 2
√
1− t2 ± µ, µ =
√
1− 4t2 . (4.5)
Observe that
0 < |ξ1,2| < 1. (4.6)
Denote now
τ =
1
t
> 1 ; ηj =
1√
ξj
, |ηj | > 1, j = 1, 2. (4.7)
In what follows we use τ and ηj , j = 1, 2, as the main parameters. The graphs of η1(t)
and η2(t) are shown on Fig.2. The functions η1(t), η2(t) are positive for 0 ≤ t ≤ 12 , and
complex-valued for t > 1
2
. For t > 1
2
the graph shows |η1(t)| = |η2(t)| and arg η1(t), arg η2(t).
In terms of these parameters, equation (4.4) is written as
t2 + sin2 x+ sin4 x =
1
16η21η
2
2
(
z−2 − η21
) (
z−2 − η22
) (
z2 − η21
) (
z2 − η22
)
, (4.8)
and (2.11) as
p(z) = τ−2z(cos x+ τ sin2 x)(z−1 − τ), q(z) = τ−2 sin x (z − τ)(z−1 − τ), (4.9)
hence by (4.1),
π(z) = τ−2
(
z(cos x+ τ sin2 x)(z−1 − τ) sin x (z − τ)(z−1 − τ)
− sin x (z − τ)(z−1 − τ) z−1(cosx+ τ sin2 x)(z − τ)
)
. (4.10)
By (4.3),
det π(z) = τ−2(t2 + sin2 x+ sin4 x)(z − τ)(z−1 − τ), (4.11)
hence by (4.8),
det π(z) = g(z)g(z−1), (4.12)
where
g(z) =
(z − τ)(z2 − η21)(z2 − η22)
4τη1η2
. (4.13)
Observe that g(z) does not vanish on the unit disk D = {|z| ≤ 1}.
6 ESTELLE BASOR AND PAVEL BLEHER
Figure 2. The graphs of |η1(t)| (in blue), |η2(t)| (in green), the upper graphs,
and arg η1(t), arg η2(t), the lower graphs.
Symmetry relations. From (2.9)-(2.11),
φ˜(eix) ≡ φ(e−ix) = adjφ(eix), adj
(
a b
c d
)
≡
(
d −b
−c a
)
, (4.14)
and
ψ˜(eix) ≡ ψ(e−ix) = φ−1(e−ix) = adjψ(eix). (4.15)
The matrix valued function π(z) satisfies the symmetry relation,
π
(
z−1
)
= adjπ(z) = π−1(z) det π(z), (4.16)
or equivalently, by (4.12), [
π(z)
g(z)
]−1
=
π (z−1)
g(z−1)
. (4.17)
We will use this relation in a factorization of π(z).
The function φ in (2.9) also satisfies the relation
φT(z) = σ3φ(z)σ3, σ3 =
(
1 0
0 −1
)
, (4.18)
where φT is the transpose of the matrix φ.
Equation in η1, η2. The numbers η1, η2 in (4.7) satisfy the equation
(η21 − 1)(η22 − 1) =
4η1η2
τ
. (4.19)
Our goal is to factor φ(z) as φ(z) = φ+(z)φ−(z), where φ+(z) and φ−(z
−1) are analytic
invertible matrix valued functions on the disk D = {z | |z| ≤ 1}.
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Theorem 4.1. We have the factorization:
φ(z) = φ+(z)φ−(z), (4.20)
where
φ+(z) = A(z)Ψ(z), φ−(z) = Ψ
−1(z−1), (4.21)
with
A(z) =
τ
z − τ , (4.22)
and
Ψ(z) =
1√
f(z)
D0(z)P1D1(z)P2D2(z)P3D3(z)P4D4(z)P5, (4.23)
with
f(z) =
(z2 − η21)(z2 − η22)
4η1η2
(4.24)
and
D0(z) =
(
1 0
0 z − τ
)
, D1(z) =
(
z − η1 0
0 1
)
, D2(z) =
(
z + η1 0
0 1
)
,
D3(z) =
(
z − η2 0
0 1
)
, D4(z) =
(
1 0
0 z + η2
)
,
(4.25)
and
Pj =
(
1 pj
0 1
)
, j = 1, 2, 3, 5; P4 =
(
1 0
p4 1
)
. (4.26)
Here
p1 =
i
[
τ(η21 − 1)2 − 2η1(η21 + 1)
]
2(η21 − 1)
, p2 = −i(η
2
1 + 1)
η21 − 1
,
p3 =
iτ(η1 + 1)
2η1
, p4 = −2iη1η2
τ
, p5 = − iτ
2η1
.
(4.27)
Remark. The last factor, P5, in (4.23) cancels out in factorization (4.20), so it can be any
constant invertible matrix. Our choice of P5 in (4.26), (4.27) ensures a symmetry of Ψ(z)
with respect to the swap of η1, η2. See formulae (5.7), (5.8) below. This symmetry will be
important in the subsequent calculations.
A proof of Theorem 4.1 is given in Appendix B below. Applying symmetry relation (4.18)
to (4.20), we obtain a minus-plus factorization of φ(z):
φ(z) = σ3φ
T(z)σ3 = σ3[φ+(z)φ−(z)]
Tσ3 = [σ3φ
T
−(z)] [φ
T
+(z)σ3], (4.28)
hence
φ(z) = θ−(z)θ+(z), (4.29)
where
θ−(z) = σ3φ
T
−(z), θ+(z) = φ
T
+(z)σ3. (4.30)
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5. Asymptotics of the monomer-monomer correlation function.
Subcritical case, 0 < t < 1
2
We have another useful representation of det(1− Φ) (see [1] and Appendix A below):
det(I − Φ) = det(I − Λ), (5.1)
where
Λ = H(z−nα)H(z−nβ) (5.2)
with
α(z) = φ−(z)θ
−1
+ (z), β(z) = θ
−1
− (z
−1)φ+(z
−1). (5.3)
The matrix elements of the matrix Λ are
Λjk =
∞∑
a=0
αj+n+a+1βk+n+a+1, (5.4)
where
αk =
1
2π
∫ 2pi
0
α(eix)e−ikxdx, βk =
1
2π
∫ 2pi
0
β(eix)e−ikxdx. (5.5)
Let us calculate an asymptotic behavior of αk, βk as k →∞. Denote
D(z) = D0(z)P1D1(z)P2D2(z)P3D3(z)P4D4(z)P5, (5.6)
so that by (4.23),
Ψ(z) =
1√
f(z)
D(z), f(z) =
(z2 − η21)(z2 − η22)
4η1η2
. (5.7)
The matrix elements of D(z) are
d11(z) = z
3 + η1η2z
2 −
(
η21 + η
2
2 − 1 +
2η1η2
τ
)
z − η1η2 ,
d12(z) =
iτz3
2
+ i
(
−1 + τ
2η1η2
)
z2 − iτz
2
− iτη1η2
2
,
d21(z) = −2iη1η2z
τ
+ 2iη1η2, d22(z) = z
2 − τz.
(5.8)
and
detD(z) = (z − τ)(z2 − η21)(z2 − η22). (5.9)
Complex conjugation of α(z) and β(z). Formulae (5.8) imply that
D(z) = σ3D(z)σ3, (5.10)
hence by (5.7), (4.21),
φ±(z) = σ3φ±(z)σ3, (5.11)
and by (4.30),
θ±(z) = σ3φ±(z)σ3, (5.12)
and by (5.3),
α(z) = σ3α(z)σ3, β(z) = σ3β(z)σ3. (5.13)
The following theorem gives the asymptotics of the coefficients αk, βk:
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Theorem 5.1. Assume that 0 < t < 1
2
. Then as k → ∞, αk, βk admit the asymptotic
expansions
αk ∼ e
−k ln η2
√
k
∞∑
j=0
a0j + (−1)ka1j
kj
, βk ∼ e
−k ln η2
√
k
∞∑
j=0
b0j + (−1)kb1j
kj
. (5.14)
The leading coefficients, with j = 0, are given explicitly as
a00 = γ1
[
adjD(η−12 )
]
σ3
[
adjDT(η2)
]
,
a10 = γ1[adjD(−η−12 )] σ3 [adjDT(−η2)],
b00 = γ2
[
D(η−12 ) σ3D
T(η2)
]
,
b10 = γ2
[
D(−η−12 ) σ3DT(−η2)
]
,
(5.15)
where
γ1 =
γ0
8
√
2π η1η2τ
, γ2 =
√
2 η1η2τγ0√
π
,
γ0 =
1
(τη2 − 1)
√
(η21 − η−22 )(η22 − η−22 )(η21 − η22)
.
(5.16)
A proof of Theorem 5.1 is given in Appendix C below. As a corollary of asymptotic
formulae (5.14), we have the estimates,
|αk| ≤ γ3e−k ln η2 , |βk| ≤ γ3e−k ln η2 ; γ3 > 0. (5.17)
Substituting these estimates into (5.4), we obtain that
|Λjk| ≤ γ4e−(2n+j+k) ln η2 , γ4 > 0. (5.18)
Hence
‖Λ‖1 ≡
∞∑
j,k=0
|Λjk| ≤ γ5e−2n ln η2 , γ5 > 0. (5.19)
This implies that
ln det(1− Λ) = −
∞∑
k=1
TrΛk
k
= −TrΛ +O(e−4n ln η2). (5.20)
Let us evaluate TrΛ. By (5.4),
TrΛ =
∞∑
k,a=0
Tr (αk+n+a+1βk+n+a+1) =
∞∑
k=1
kTr (αk+nβk+n). (5.21)
To simplify notations, denote
aj = a
0
j + (−1)k+na1j , bj = b0j + (−1)k+nb1j . (5.22)
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Then from (5.14) we have that for k ≪ n,
αk+n ∼ e
−(k+n) ln η2
√
k + n
∞∑
j=0
aj
(k + n)j
∼ e
−(k+n) ln η2
√
n
(
1− k
2n
+ . . .
)[
a0 +
∞∑
j=1
aj
nj
(
1− jk
n
+ . . .
)]
∼ e
−(k+n) ln η2
√
n
(
a0 +
a1 − a0k2
n
+ . . .
)
,
(5.23)
and similarly,
βk+n ∼ e
−(k+n) ln η2
√
n
(
b0 +
b1 − b0k2
n
+ . . .
)
. (5.24)
Substituting these formulae into (5.21), we obtain that as n→∞,
TrΛ ∼ e
−2n ln η2
n
∞∑
j=0
cj
nj
, (5.25)
with
c0 =
∞∑
k=1
ke−2k ln η2Tr (a0b0) =
∞∑
k=1
ke−2k ln η2Tr [(a00 + (−1)k+na10)(b00 + (−1)k+nb10)]
= Tr (a00b
0
0 + a
1
0b
1
0)
∞∑
k=1
ke−2k ln η2 + (−1)nTr (a00b10 + a10b00)
∞∑
k=1
(−1)kke−2k ln η2 .
(5.26)
We have the identities,
∞∑
k=1
ke−kt =
et
(et − 1)2 ,
∞∑
k=1
(−1)kke−kt = − e
t
(et + 1)2
, (5.27)
hence
c0 = C1 + (−1)n+1C2 (5.28)
with
C1 =
η22Tr (a
0
0b
0
0 + a
1
0b
1
0)
(η22 − 1)2
, C2 =
η22Tr (a
0
0b
1
0 + a
1
0b
0
0)
(η22 + 1)
2
. (5.29)
From (5.25) we obtain now that
TrΛ =
e−2n ln η2
n
(
c0 +O(n−1)
)
, (5.30)
and returning back to formula (3.8), we obtain the following asymptotics of the monomer-
monomer correlation function:
Theorem 5.2. Let 0 < t < 1
2
. Then as n→∞,
K2(x, y) = K2(∞)
[
1− e
−2n ln η2
2n
(
C1 + (−1)n+1C2 +O(n−1)
)]
, (5.31)
where C1, C2 are defined in (5.29), (5.15).
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This gives that the correlation length is equal to
ξ =
1
2 ln η2
. (5.32)
As t→ 0, ξ diverges as
ξ =
1
2t
+O(1) . (5.33)
Asymptotics of the constants C1, C2 as t→ 0. From (4.5), (4.7) we obtain that as t→ 0,
η1 =
√
2 + 1 +O(t2), η2 = 1 + t+O(t2). (5.34)
Figure 3. The graphs of C1(t), on the left, and C2(t), on the right.
Substituting these expressions into (5.29), we obtain that as t→ 0,
C1 =
3− 2√2
128πt5
+O(t−4), C2 = 3− 2
√
2
128πt3
+O(t−2) . (5.35)
The graphs of C1(t), C2(t) are shown on Fig.3 (observe different scales on the y-axis).
6. Asymptotics of the monomer-monomer correlation function.
Supercritical case, 1
2
< t < 1
If t > 1
2
, then η1, η2 are complex conjugate numbers,
η1 = e
s−iθ, η2 = e
s+iθ; s = ln |η1| = ln |η2| > 0; 0 < θ < π
4
. (6.1)
The following theorem gives the asymptotics of the coefficients αk, βk in the supercritical
case:
Theorem 6.1. Assume that 1
2
< t < 1 . Then
αk =
∑
p=1,2;σ=±1
αk(p, σ), βk =
∑
p=1,2;σ=±1
βk(p, σ), (6.2)
where as k →∞, αk(p, σ), βk(p, σ) admit the asymptotic expansions
αk(p, σ) ∼ σ
ke−k ln ηp√
k
∞∑
j=0
aj(p, σ)
kj
, βk(p, σ) ∼ σ
ke−k ln ηp√
k
∞∑
j=0
bj(p, σ)
kj
. (6.3)
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The coefficients aj(p, σ), bj(p, σ) satisfy the complex conjugacy conditions,
aj(2, σ) = σ3aj(1, σ)σ3 , bj(2, σ) = σ3bj(1, σ)σ3 . (6.4)
The leading coefficients, with j = 0, are equal to
a0(p, σ) = γp [adjD(ση
−1
p )] σ3 [adjD
T(σηp)],
b0(p, σ) = εp [D(ση
−1
p )] σ3 [D
T(σηp)],
(6.5)
where
γp =
1
8
√
2π η1η2τ(τηp − 1)
√
(η21 − η−2p )(η22 − η−2p )(η2p′ − η2p)
,
εp =
√
2 η1η2τ
√
π (τηp − 1)
√
(η21 − η−2p )(η22 − η−2p )(η2p′ − η2p)
, p′ = 2− p.
(6.6)
A proof of Theorem 6.1 is given below in Appendix D. As a corollary of asymptotic
formulae (6.3), we have the exponential estimates,
|αk| ≤ C0e−ks , |βk| ≤ C0e−ks ; s = ln |η1| = ln |η2|, C0 > 0, (6.7)
which imply that
ln det(1− Λ) = −TrΛ +O(e−4sn), (6.8)
cf. (5.20). By (5.21),
Tr Λ =
∞∑
k=1
kTr (αk+nβk+n). (6.9)
To simplify notations, denote
aj =
∑
p=1,2;σ=±1
σkei(−1)
pθkaj(p, σ), bj =
∑
p=1,2;σ=±1
σkei(−1)
pθkbj(p, σ). (6.10)
Then (6.2), (6.3) give that
αk ∼ e
−ks
√
k
∞∑
j=0
aj
kj
, βk ∼ e
−ks
√
k
∞∑
j=0
bj
kj
, (6.11)
hence for k ≪ n,
αk+n ∼ e
−(k+n)s
√
k + n
∞∑
j=0
aj
(k + n)j
∼ e
−(k+n)s
√
n
(
1− k
2n
+ . . .
)[
a0 +
∞∑
j=1
aj
nj
(
1− jk
n
+ . . .
)]
∼ e
−(k+n)s
√
n
(
a0 +
a1 − a0k2
n
+ . . .
)
,
(6.12)
Similarly,
βk+n ∼ e
−(k+n)s
√
n
(
b0 +
b1 − b0k2
n
+ . . .
)
. (6.13)
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Substituting these formulae in (6.9), we obtain that as n→∞,
Tr Λ =
∞∑
k=1
kTr (αk+nβk+n) =
∞∑
k=1
kTr
[
e−(k+n)s√
n
(
a0 +
a1 − a0k2
n
+ . . .
)
× e
−(k+n)s
√
n
(
b0 +
b1 − b0k2
n
+ . . .
)]
=
e−2ns
n
∞∑
j=0
cj
nj
,
(6.14)
with
c0 =
∞∑
k=1
ke−2krTr (a0b0). (6.15)
By (6.10),
a0 =
∑
p=1,2;σ=±1
σk+nei(−1)
pθ(k+n)a0(p, σ) = e
−iθ(k+n)a0(1, 1) + e
iθ(k+n)a0(2, 1)
+ (−1)k+ne−iθ(k+n)a0(1,−1) + (−1)k+neiθ(k+n)a0(2,−1),
(6.16)
and similarly,
b0 = e
−iθ(k+n)b0(1, 1) + e
iθ(k+n)b0(2, 1)
+ (−1)k+ne−iθ(k+n)b0(1,−1) + (−1)k+neiθ(k+n)b0(2,−1)
(6.17)
hence
a0b0 = e
−2iθ(k+n)
(
c11 + (−1)k+nc12
)
+
(
c21 + (−1)k+nc22
)
+ e2iθ(k+n)
(
c31 + (−1)k+nc32
)
,
(6.18)
with
c11 = a0(1, 1)b0(1, 1) + a0(1,−1)b0(1,−1),
c12 = a0(1, 1)b0(1,−1) + a0(1,−1)b0(1, 1),
c21 = a0(1, 1)b0(2, 1) + a0(2, 1)b0(1, 1) + a0(1,−1)b0(2,−1) + a0(2,−1)b0(1,−1),
c22 = a0(1, 1)b0(2,−1) + a0(2,−1)b0(1, 1) + a0(2, 1)b0(1,−1) + a0(1,−1)b0(2, 1),
c31 = a0(2, 1)b0(2, 1) + a0(2,−1)b0(2,−1),
c32 = a0(2, 1)b0(2,−1) + a0(2,−1)b0(2, 1).
(6.19)
From (6.4) we obtain the complex conjugacy conditions as
c11 = σ3c31σ3, c12 = σ3c32σ3, c21 = σ3c21σ3, c22 = σ3c22σ3. (6.20)
Using the formula
∞∑
k=1
ke−λk =
eλ
(eλ − 1)2 , Reλ > 0, (6.21)
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we obtain that
c0 =
∞∑
k=1
ke−2ksTr (a0b0) =
∞∑
k=1
ke−2ksTr
[
e−2iθ(k+n)
(
c11 + (−1)k+nc12
)
+
(
c21 + (−1)k+nc22
)
+ e2iθ(k+n)
(
c31 + (−1)k+nc32
)]
= e−2iθnd11 + (−1)ne−2iθnd12 + d21 + (−1)nd22 + e2iθnd31 + (−1)ne2iθnd32 ,
(6.22)
with
d11 =
e2s+2iθTr c11
(e2s+2iθ − 1)2 , d12 = −
e2s+2iθTr c12
(e2s+2iθ + 1)2
,
d21 =
e2sTr c21
(e2s − 1)2 , d22 = −
e2sTr c22
(e2s + 1)2
,
d31 =
e2s−2iθTr c31
(e2s−2iθ − 1)2 , d32 = −
e2s−2iθTr c32
(e2s−2iθ + 1)2
.
(6.23)
By (6.20),
d11 = d31, d12 = d32, d21 = d21, d22 = d22, (6.24)
hence
e−2iθnd11 + e
2iθnd31 = C1 cos(2θn+ ϕ1),
(−1)ne−2iθnd12 + (−1)ne2iθnd32 = C2(−1)n cos(2θn + ϕ2),
(6.25)
with
C1 = 2|d11|, ϕ1 = − arg d11; C2 = 2|d12|, ϕ1 = − arg d12. (6.26)
Thus, by (6.22),
c0 = C1 cos(2θn+ ϕ1) + C2(−1)n cos(2θn+ ϕ2) + C3 + C4(−1)n, (6.27)
where
C3 = d21, C4 = d22. (6.28)
Returning back to formula (6.14), we obtain that
TrΛ =
e−2ns
n
(
C1 cos(2θn+ ϕ1) + C2(−1)n cos(2θn+ ϕ2) + C3 + C4(−1)n
+O(n−1)
)
.
(6.29)
This implies the following asymptotic formula for K2(x, y):
Theorem 6.2. Let 1
2
< t < 1 . Then as n→∞,
K2(x, y) = K2(∞)
[
1− e
−2ns
2n
(
C1 cos(2θn+ ϕ1) + C2(−1)n cos(2θn + ϕ2)
+ C3 + C4(−1)n
)
+O(n−1)
]
,
(6.30)
with s = ln |η1| = ln |η2|, θ = | arg η1| = | arg η2|, and C1, C2, C3 , C4, ϕ1, ϕ2 given in (6.26),
(6.28).
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The limiting value of the constants as t→ 1. When t = 1 the dimer model has a symmetry
of the dihedral group D6. As t→ 1, we find the limiting values of the constants in (6.30) to
be equal to
K2(∞) = 1
6
√
6− 3
√
3 = 0.149429 . . . ,
ξ :=
1
2s
= 0.601344 . . . , ω := 2θ = 0.749469 . . . ,
C1
2
= 11.769354 . . . ,
C2
2
= 2.014601 . . . ,
C3
2
= 30.674027 . . . ,
C4
2
= 0.676743 . . . ,
ϕ1 = −1.556067 . . . , ϕ2 = −2.282124 . . . .
(6.31)
Observe that when t = 1, the symbol φ(z) in (2.9) becomes singular. This indicates that t = 1
is a critical point of the model and some additional subdominant terms in the asymptotics of
K2(x, y) should appear. A calculation of these terms is an interesting, challenging problem,
and we leave this problem for the future research.
Appendix A. The Borodin–Okounkov–Case–Geronimo type formula for
block Toeplitz determinants
We begin with some preliminary facts about Toeplitz operators and Toeplitz matrices.
Let φ ∈ L∞(T)N×N be an essentially bounded N × N matrix valued function defined on
the unit circle with Fourier coefficients φk ∈ CN×N . The Toeplitz and Hankel operators are
defined on ℓ2(Z+), Z+ = {0, 1, . . . }, by means of the semi-infinite infinite matrices
T (φ) = (φj−k), 0 ≤ j, k <∞,
H(φ) = (φj+k+1), 0 ≤ j, k <∞.
For φ, ψ ∈ L∞(T)N×N the identities
T (φψ) = T (φ)T (ψ) +H(φ)H(ψ˜) (A.1)
H(φψ) = T (φ)H(ψ) +H(φ)T (ψ˜) (A.2)
are well-known. It follows from these identities that if ψ− and ψ+ have the property that all
their Fourier coefficients vanish for k > 0 and k < 0, respectively, then
T (ψ−φψ+) = T (ψ−)T (φ)T (ψ+), (A.3)
H(ψ−φψ˜+) = T (ψ−)H(φ)T (ψ+). (A.4)
We let B stand for the set of all function φ ∈ L1(T) such that the Fourier coefficients
satisfy
‖φ‖B :=
∞∑
k=−∞
|φk|+
( ∞∑
k=−∞
|k| · |φk|2
)1/2
<∞. (A.5)
With the norm (A.5) and pointswise defined algebraic operations on T, the set B becomes
a Banach algebra of continuous functions on the unit circle. This is a convenient alge-
bra because, among other things, the Hankel operators with symbols from this algebra are
Hilbert-Schmidt operators and thus the product of two of them is always trace class.
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In what follows all determinants are defined on the images of the appropriate projections.
Suppose that ψ ∈ BN×N such that both T (ψ) and T (ψ˜) are invertible on (ℓ2(Z+))N . Then
detTn(ψ
−1) =
E(ψ)
G(ψ)n
· det (I −H(z−nv−u−1+ )H(u˜−1− v˜+z−n)) , (A.6)
where
ψ−1 = u−u+ = v+v−.
Proof. The invertibility of T (ψ) and T (ψ˜) implies the invertibility of ψ and the existence of
a left and a right canonical factorization (in BN×N )
ψ−1 = u−u+ = v+v−.
The first step is to verify that
det Tn(ψ
−1) = G(ψ−1)n · detPnT (v−1+ )T (u−)T (u+)T (v−1− )Pn,
where Pn is the projection {xk}∞k=0 7→ {x0, . . . , xn−1, 0, 0, . . . } acting on ℓ2(Z+). This is
because
det Tn(ψ
−1) = detPnT (u−u+)Pn = detPnT (v+)T (v
−1
+ )PnT (u−)T (u+)PnT (v
−1
− )T (v−)Pn
or
det Tn(ψ
−1) = detPnT (u−u+)Pn = detPnT (v+)PnT (v
−1
+ )T (u−)T (u+)T (v
−1
− )PnT (v−)Pn.
This last formula follows since the matrices T (v+) and T (v−) are lower and upper triangular
block matrices.
Then we notice that detPnT (v+)Pn × detPnT (v−)Pn = G(ψ−1)n and this step is verified.
To obtain the next step we use the Jacobi identity
detPnAPn = det(Qn + PnAPn) = det(Qn + APn)
= detA · det(A−1Qn + Pn) = detA · det(QnA−1Qn) (A.7)
in which Qn = I − Pn and A is an invertible operator of the form identity plus trace class.
We apply this to A = T (v−1+ )T (u−)T (u+)T (v
−1
− ) = T (v
−1
+ )T (ψ
−1)T (v−1− ). It follows that
detPnT (v
−1
+ )T (u−)T (u+)T (v
−1
− )Pn
= det T (v−1+ )T (u−)T (u+)T (v
−1
− ) · detQnT (v−)T (u−1+ )T (u−1− )T (v+)Qn.
The first term on the right is easily seen to be det T (ψ)T (ψ−1) = E(ψ). Notice that by the
factorization
v−u
−1
+ u
−1
− v+ = IN
and thus
detQnT (v−)T (u
−1
+ )T (u
−1
− )T (v+)Qn = det(Pn +QnT (v−u
−1
+ )T (u
−1
− v+)Qn)
= det(Pn +Qn(I −H(v−u−1+ )H(u˜−1− v˜+))Qn)
= det(I − T (zn)T (z−n)H(v−u−1+ )H(u˜−1− v˜+)T (zn)T (z−n))
using the fact that Qn = T (z
n)T (z−n). (These last computations rely on the formulas given
at the beginning of this section.) Now since
det(I + AB) = det(I +BA)
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this last determinant is the same as
det(I − T (z−n)H(v−u−1+ )H(u˜−1− v˜+)T (zn))
or
det(I −H(z−nv−u−1+ )H(u˜−1− v˜+z−n)).
To compute the trace of a product of Hankels we simply need to consider the following.
The j, k (block) coefficient of the product of H(A1)H(A2) is given by
∞∑
l=0
(A1)1+j+l(A2)1+l+k
and thus the trace is given by
∞∑
l=0
∞∑
k=0
Tr (A1)1+k+l(A2)1+k+l.
This last expression is the same as
∞∑
k=1
kTr (A1)k(A2)k.
Thus we have that
TrH(z−nv−u
−1
+ )H(u˜
−1
− v˜+z
−n)) =
∞∑
k=1
kTr (v−u
−1
+ )k+n(u˜
−1
− v˜+)k+n,
since the effect of multiplying by z−n shifts the Fourier coefficients.

Appendix B. Proof of Theorem 4.1
Let us recall that by (4.2), φ(z) = σ(z)π(z), where σ(z) is a scalar function. The difficult
part is to factor π(z). To factor π(z) we use a decreasing power algorithm. In this algorithm
at every step we make a substitution decreasing the power in z of the matrix entries under
consideration.
As the first step, we write π(z) as
π(z) = τ−2
(
1 0
0 z − τ
)
ρ(z)
(
z−1 − τ 0
0 1
)
. (B.1)
where
ρ(z) =
(
ρ11(z) ρ12(z)
ρ21(z) ρ22(z)
)
(B.2)
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with
ρ11(z) = z(cosx+ τ sin
2 x) = −τz
3
4
+
z2
2
+
τz
2
+
1
2
− τ
4z
,
ρ12(z) = sin x (z − τ)(z−1 − τ) = iτz
2
2
− i(τ
2 + 1)z
2
+
i(τ 2 + 1)
2z
− iτ
2z2
,
ρ21(z) = − sin x = i(z
2 − 1)
2z
=
iz
2
− i
2z
,
ρ22(z) = z
−1(cosx+ τ sin2 x) = −τz
4
+
1
2
+
τ
2z
+
1
2z2
− τ
4z3
(B.3)
and
det ρ(z) =
τ 2
16η21η
2
2
(
z−2 − η21
) (
z−2 − η22
) (
z2 − η21
) (
z2 − η22
)
. (B.4)
Let us factor ρ(z). Let p1 be a constant. We have that(
1 p1
0 1
)−1
ρ(z) =
(
ρ11(z)− p1ρ21(z) ρ12(z)− p1ρ22(z)
ρ21(z) ρ22(z)
)
. (B.5)
Let us take
p1 =
ρ11(η1)
ρ21(η1)
, (B.6)
so that
ρ11(η1)− p1ρ21(η1) = 0. (B.7)
Observe that since |η1| > 1,
ρ21(η1) = −i(η
2
1 − 1)
2η1
6= 0.
Equation (B.7) ensures that ρ11(z) − p1ρ21(z) is divisible by (z − η1). Since by (B.4),
det ρ(η1) = 0, we obtain that
ρ12(η1)− p1ρ22(η1) = ρ12(η1)− ρ11(η1)ρ22(η1)
ρ21(η1)
= 0, (B.8)
hence ρ12(z)− p1ρ22(z) is divisible by (z − η1) as well.
Consider the matrix ρ(1)(z) with the matrix elements
ρ
(1)
11 (z) =
ρ11(z)− p1ρ21(z)
z − η1 , ρ
(1)
12 (z) =
ρ12(z)− p1ρ22(z)
z − η1 ,
ρ
(1)
21 (z) = ρ21(z), ρ
(1)
22 (z) = ρ22(z),
(B.9)
so that
ρ(z) =
(
1 p1
0 1
)(
z − η1 0
0 1
)
ρ(1)(z). (B.10)
From (B.6) and (B.3) we obtain that
p1 =
i
[
τ(η21 − 1)2 − 2η1(η21 + 1)
]
2(η21 − 1)
, (B.11)
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and ρ
(1)
11 (z), ρ
(1)
12 (z) are rational functions in z with leading terms at infinity
ρ
(1)
11 (z) = −
τz2
4
+O(z), ρ(1)12 (z) =
iτz
2
+O(1) . (B.12)
Observe that the degrees of the functions ρ
(1)
11 (z), ρ
(1)
12 (z) in z decrease by one comparing to
ρ11(z), ρ12(z) in (B.3). From (B.4) and (B.10) we obtain that
det ρ(1)(z) =
det ρ(z)
z − η1 =
τ 2
16η21η
2
2
(
z−2 − η21
) (
z−2 − η22
)
(z + η1)
(
z2 − η22
)
. (B.13)
Applying the same procedure to ρ(1)(z), we obtain that
ρ(1)(z) =
(
1 p2
0 1
)(
z + η1 0
0 1
)
ρ(2)(z), (B.14)
with
p2 = −i(η
2
1 + 1)
η21 − 1
, (B.15)
and
ρ
(2)
11 (z) = −
τz
4
− 1
η21 − 1
+
τ
4z
, ρ
(2)
12 (z) =
iτ(η21 − 3)
4(η21 − 1)
+O(z−1) . (B.16)
Applying the same procedure to ρ(2)(z), we obtain that
ρ(2)(z) =
(
1 p3
0 1
)(
z − η2 0
0 1
)
ρ(3)(z), (B.17)
with
p3 =
i
[
τ(η21 − 1)(η22 − 1) + 4η2
]
2(η21 − 1)(η22 − 1)
=
iτ(η1 + 1)
2η1
, (B.18)
(to simplify we use equation (4.19)) and
ρ
(3)
11 (z) =
τ
4η1
+
τ
4η1η2z
,
ρ
(3)
12 (z) =
iτ 2(η1 + 1)
8η1
+O(z−1).
(B.19)
Observe that both ρ
(3)
11 (z) and ρ
(3)
12 (z) are of degree 0 at infinity.
We did not change so far the entries ρ21(z) and ρ22(z) in (B.3) and their degree in z is 1.
It is time to decrease their degree. We obtain that
ρ(3)(z) =
(
1 0
p4 1
)(
1 0
0 z + η2
)
ρ(4)(z), (B.20)
where
p4 = −2iη1η2
τ
, (B.21)
and
ρ(4)(z) =


τ
4η1
iτ 2(η1 + 1)
8η1
i
2
−τ
4

 +O(z−1), z →∞. (B.22)
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From (B.13) we have that
det ρ(4)(z) =
det ρ(z)
z − η1 =
τ 2
16η21η
2
2
(
z−2 − η21
) (
z−2 − η22
)
. (B.23)
Since det ρ(4)(z) 6= 0 for |z| ≥ 1, ρ(4)(z) is invertible for |z| ≥ 1.
In summary,
π(z) = v+(z)v−(z), (B.24)
where
v+(z) = D0(z)P1D1(z)P2D2(z)P3D3(z)P4D4(z), (B.25)
and
v−(z) = τ
−2ρ(4)(z)
(
z−1 − τ 0
0 1
)
. (B.26)
Observe that v+(z) is invertible for |z| ≤ 1 and v−(z) for |z| ≥ 1.
Using symmetry relation (4.17), we can obtain an explicit formula for v−(z). To that end,
it is convenient to introduce the functions
u+(z) =
v+(z)
g(z)
, u−(z) = v−(z) , (B.27)
where g(z) is defined in (4.13). Then
u+(z)u−(z) =
π(z)
g(z)
, (B.28)
hence by symmetry relation (4.17),
u+(z
−1)u−(z
−1) = [u+(z)u−(z)]
−1 = u−1− (z)u
−1
+ (z), (B.29)
so that
u−(z)u+(z
−1) = u−1+ (z)u
−1
− (z
−1). (B.30)
By Liouville’s theorem, there is a constant invertible matrix C such that
u−(z)u+(z
−1) = u−1+ (z)u
−1
− (z
−1) = C, (B.31)
hence
u−(z) = Cu
−1
+ (z
−1) (B.32)
and
u−(z
−1) = C−1u−1+ (z) =⇒ u−(z) = C−1u−1+ (z−1). (B.33)
Comparing (B.32) with (B.33), we obtain that
C = C−1 =⇒ C2 = I. (B.34)
From (B.27) and (B.32) we obtain that
v−(z) = u−(z) = Cu
−1
+ (z
−1) = C[g−1(z−1)v+(z
−1)]−1 = Cg(z−1)v−1+ (z
−1). (B.35)
Equation (B.34) does not determine C uniquely. To calculate C let us substitute z = ∞
into the latter equation. From (B.26) and (B.22) we obtain that
v−(∞) = τ−2


τ
4η1
iτ 2(η1 + 1)
8η1
i
2
−τ
4


(−τ 0
0 1
)
= τ−1

−
τ
4η1
iτ(η1 + 1)
8η1
− i
2
−1
4

 , (B.36)
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and from (4.13),
g(0) = −η1η2
4
. (B.37)
Also, from (B.25),
v+(0) = D0(0)P1D1(0)P2D2(0)P3D3(0)P4D4(0) = η2
(
−η1 −iτ(η1 + 1)
2
2iη1 −τ
)
. (B.38)
This gives
C = − 4
τη1

−
τ
4η1
iτ(η1 + 1)
8η1
− i
2
−1
4


(
−η1 −iτ(η1 + 1)
2
2iη1 −τ
)
= I. (B.39)
Substituting this into (B.35), we obtain that
v−(z) = g(z
−1)v−1+ (z
−1). (B.40)
Thus, π(z) is factored. To finish the factorization of φ(z) it remains to factor σ(z).
From (2.10) we obtain that
σ(z) = σ+(z)σ−(z) (B.41)
with
σ+(z) =
τ
(z − τ)√f(z) , σ−(z) = σ+(z−1), (B.42)
where
f(z) =
(z2 − η21)(z2 − η22)
4η1η2
. (B.43)
Comparing f(z) to g(z) in (4.13), we have that
g(z) = τ−1(z − τ)f(z) . (B.44)
Summarizing our calculations, we obtain that
φ(z) = φˆ+(z)φˆ−(z) (B.45)
with
φˆ+(z) = σ+(z)v+(z) =
τ
(z − τ)
√
f(z)
v+(z) (B.46)
and
φˆ−(z) = σ−(z)v−(z) =
τ
(z−1 − τ)
√
f(z−1)
g(z−1)v−1+ (z
−1) =
√
f(z−1) v−1+ (z
−1). (B.47)
Factorization (B.45) is nice but it lacks a symmetry with respect to the swap of η1, η2.
The reason for this is that in the decreasing power algorithm we started with factoring out
(z − η1). See formula (B.10). If instead we started with factoring out (z − η2), we would
get another factorization of φ(z), differing by a constant factor. To make the factorization
symmetric, we define
φ+(z) = φˆ+(z)P5, φ−(z) = P
−1
5 φˆ+(z), (B.48)
where P5 is defined in (4.26), (4.27).
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Finally, denoting
Ψ(z) =
v+(z)P5√
f(z)
, (B.49)
we obtain that
φ+(z) = A(z)Ψ(z), A(z) =
τ
z − τ , (B.50)
and
φ−(z) = Ψ
−1(z−1). (B.51)
This proves Theorem 4.1.
Appendix C. Proof of Theorem 5.1
Asymptotics of αk. By (5.3), (4.21) and (4.30),
α(z) = φ−(z)θ
−1
+ (z) =
1
A(z)
[Ψ(z−1)]−1σ3[Ψ
T(z)]−1. (C.1)
Let us evaluate Ψ−1(z). By (4.23),
Ψ(z) =
1√
f(z)
D(z), f(z) =
(z2 − η21)(z2 − η22)
4η1η2
, (C.2)
where
D(z) = D0(z)P1D1(z)P2D2(z)P3D3(z)P4D4(z)P5. (C.3)
This gives that
detΨ(z) = 4η1η2(z − τ) (C.4)
hence
Ψ−1(z) =
1
detΨ(z)
adjΨ(z) =
1
(z − τ)
√
4η1η2(z2 − η21)(z2 − η22)
adjD(z). (C.5)
Substituting this into (C.1), we obtain that
α(z) =
1
4η1η2τ(z−1 − τ)
√
(z−2 − η21)(z−2 − η22)(z2 − η21)(z2 − η22)
× [adjD(z−1)] σ3 [adjDT(z)].
(C.6)
Using identity (4.8), we can write α(eix) as
α(eix) =
1
16η21η
2
2τ(e
−ix − τ)
√
t2 + sin2 x+ sin4 x
[adjD(e−ix)] σ3 [adjD
T(eix)]. (C.7)
Observe that by (4.25), (4.26), D(z) is a quartic polynomial in z.
If 0 < t < 1
2
, then
η1 > η2 > 1, (C.8)
(see Fig.2). The function α(eix) is analytic on the real line and 2π-periodic in x, and
by the Cauchy theorem we can move the contour of integration in (5.5) down to the line
Im x = −i ln η2:
αk =
e−k ln η2
2π
∫ 2pi
0
α(ei(x−i ln η2))e−ikxdx. (C.9)
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Due to the factor 1√
z2−η2
2
in (C.6), the function α(ei(x−i ln η2)) has singularities at the points
x0 = 0, x1 = π, (C.10)
Consider first x0. For small real x, formula (C.6) gives that
α(ei(x−i ln η2)) =
c(eix)√
1− eix , (C.11)
where the square root is taken on the principal sheet, with a cut on (−∞, 0), and
c(z) = c0 + c1(z − 1) + . . . (C.12)
is analytic at z = 1, with
c0 = − 1
4η1η2τ(τη2 − 1)
√
2(η21 − η−22 )(η22 − η−22 )(η21 − η22)
× [adjD(η−12 )] σ3 [adjDT(η2)]
(C.13)
From the binomial series we have that for any γ > −1,
1
2π
∫ 2pi
0
(1− eix)γe−ikx dx = Γ(k − γ)
Γ(k + 1)Γ(γ)
, k ≥ 0, (C.14)
In particular, for γ = −1
2
, as k →∞,
1
2π
∫ 2pi
0
(1− eix)− 12 e−ikx dx = Γ(k +
1
2
)
Γ(k + 1)(−2√π)
∼ − 1
2
√
πk
(
1− 1
8k
+
1
128k2
+ . . .
)
.
(C.15)
This gives the contribution to αk, as k →∞, from a neighborhood of the point x0 as
α0k ∼
e−k ln η2√
k
∞∑
j=0
a0j
kj
, (C.16)
with
a00 = −
1
2
√
π
c0 =
1
8
√
2π η1η2τ(τη2 − 1)
√
(η21 − η−22 )(η22 − η−22 )(η21 − η22)
× [adjD(η−12 )] σ3 [adjDT(η2)].
(C.17)
Similarly, the contribution to αk, as k →∞, from a neighborhood of the point x1 is equal to
α1k ∼
(−1)ke−k ln η2√
k
∞∑
j=0
a1j
kj
, (C.18)
with
a10 =
1
8
√
2π η1η2τ(τη2 − 1)
√
(η21 − η−22 )(η22 − η−22 )(η21 − η22)
× [adjD(−η−12 )] σ3 [adjDT(−η2)].
(C.19)
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Adding the contributions to αk from the points x0, x1, we obtain that
αk ∼ e
−k ln η2
√
k
∞∑
j=0
a0j + (−1)ka1j
kj
, (C.20)
with
a00 = γ1[adjD(η
−1
2 )] σ3 [adjD
T(η2),
a10 = γ1[adjD(−η−12 )] σ3 [adjDT(−η2)],
(C.21)
where
γ1 =
1
8
√
2π η1η2τ(τη2 − 1)
√
(η21 − η−22 )(η22 − η−22 )(η21 − η22)
. (C.22)
Asymptotics of βk. By (5.3), (4.21) and (4.30),
β(z) = θ−1− (z
−1)φ+(z
−1) = [σ3φ
T
−(z
−1)]−1φ+(z
−1) = A(z−1)ΨT(z)σ3Ψ(z
−1), (C.23)
hence
β(z) =
A(z−1)√
f(z)f(z−1)
DT(z)σ3D(z
−1). (C.24)
This gives that
β(z) =
4η1η2τ
(z−1 − τ)
√
(z−2 − η21)(z−2 − η22)(z2 − η21)(z2 − η22)
DT(z)σ3D(z
−1), (C.25)
which is very similar to formula (C.6) for α(z). Repeating the derivation of formula (C.20)
for αk, we obtain the asymptotic formula for βk:
βk ∼ e
−k ln η2
√
k
∞∑
j=0
b0j + (−1)kb1j
kj
, (C.26)
with
b00 = γ2
[
D(η−12 ) σ3D
T(η2)
]
,
b10 = γ2
[
D(−η−12 ) σ3DT(−η2)
]
,
(C.27)
where
γ2 =
√
2 η1η2τ√
π(τη2 − 1)
√
(η21 − η−22 )(η22 − η−22 )(η21 − η22)
. (C.28)
Appendix D. Proof of Theorem 6.1
If t > 1
2
, then η1, η2 are complex conjugate numbers,
η1 = re
−iθ, η2 = re
iθ; 0 < θ <
π
4
. (D.1)
(See Fig.2.) The function α(eix) is analytic on the real line and 2π-periodic in x, and
by the Cauchy theorem we can move the contour of integration in (5.5) down to the line
Im x = −i ln r:
αk =
e−k ln r
2π
∫ 2pi
0
α(ei(x−i ln r))e−ikxdx. (D.2)
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Due to the factor 1√
(z2−η2
1
)(z2−η2
2
)
in (C.6), the function α(ei(x−i ln r)) has singularities at the
four points (mod 2π),
xp,σ = (−1)pθ + (1− σ)π
2
, p = 1, 2, σ = ±1. (D.3)
We can use a decomposition of unity on the circle T = R/(2π)Z,
1 =
∑
p=1,2;σ=±1
χ(x; p, σ), χ(x; p, σ) ∈ C∞(T), (D.4)
isolating the singular points, and define
αk(p, σ) =
e−k ln r
2π
∫
T
χ(x; p, σ)α(ei(x−i ln r))e−ikxdx. (D.5)
Then
αk =
∑
p=1,2;σ=±1
αk(p, σ), (D.6)
and as k →∞, αk(p, σ) admit the asymptotic expansions,
αk(p, σ) ∼ σ
ke−k ln ηp√
k
∞∑
j=0
aj(p, σ)
kj
, p = 1, 2, σ = ±1. (D.7)
By (D.3), x2,σ = −x1,σ, and we may assume that
χ(x; 2, σ) = χ(−x; 1, σ). (D.8)
Then by symmetry relation (5.13),
αk(2, σ) =
e−k ln r
2π
∫
T
χ(x; 2, σ)α(ei(x−i ln r))eikxdx
=
e−k ln r
2π
∫
T
χ(x; 1, σ)α(ei(−x−i ln r))e−ikxdx
=
e−k ln r
2π
∫
T
χ(x; 1, σ)σ3α(e
i(x−i ln r))σ3e
−ikxdx
= σ3αk(1, σ)σ3.
(D.9)
This implies that the coefficients aj(p, σ) of asymptotic expansions (D.7) satisfy the symme-
try relation
aj(2, σ) = σ3 aj(1, σ)σ3 (D.10)
From (C.6) we obtain that the leading coefficients, with j = 0, are equal to
a0(p, σ) = γp [adjD(ση
−1
p )] σ3 [adjD
T(σηp)],
γp =
1
8
√
2π η1η2τ(τηp − 1)
√
(η21 − η−2p )(η22 − η−2p )(η2p′ − η2p)
, p′ = 2− p. (D.11)
This proves the asymptotic expansion for the coefficients αk. Using formula (C.25), we prove
in the same way the asymptotic expansion for the coefficients βk.
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