This paper extends Newton and quasi-Newton methods to systems of PC 1 equations and establishes the quadratic convergence property of the extended Newton method and the Q-superlinear convergence property of the extended quasi-Newton method.
Introduction
The Newton method is one of the most popular and practical methods for solving systems of nonlinear equations. Let f be a Cl (continuously differentiable) mapping from the n-dimensional Euclidean space ~ into itself. Let Df(x) denote the nX n Jacobian matrix,
Algori thm N. and 11 xII the Euclidean norm of a vector (The Newton method for a system of Cl equations f(x) = 0).
Step O.
Choose an initial point xO E ~ and p -O.
Step 1. Solve the system of linear equations, which we will PC 1 mapping on Efl is a continuous mapping whose restriction to each piece of a subdivision of Efl is continuously differentiable. More precise definition and some examples will be given in Section 2.
The purpose of t,his paper is to extend the Newton and the quasi-Newton methods to systems of PC 1 equations. There have been developed some extensions of the Newton and the quasi-Newton methods; Josephy [8, 9] for strongly regular generalized equations (Robinson [19] ), Pang and Chan [18] for variational inequalities including complementarity problems, etc .. In most of those extensions, an original system to be solved is approximated at an approximate solution by a locally linear but globally piecewise linear subproblem, and then the subproblem is solved to obtain a new approximate solution with a high accuracy. The sequence generated by repeating this process converges locally to a solution of the original system under certain assumpt,ions. When we use those extensions, however, we may find it difficult to solve the piecewise linear subproblem generated. Even if it can be transformed into a linear complementarity problem on which many studies have been done, no unified computational method that can solve all linear complementarity problems efficiently has been developed.
Furthermore solving a piecewise linear system usually requires more cost than solving a system of linear equations. We note that Murty [15] has given an example of a linear complementarity problem which requires well-known Lemke's method (Lemke [12] ) to consume an exponential order of arithmetic operations.
There have been also developed several extensions of the quasi-Newton methods to approximate a KKT stationary solution (Han [7] , Palomares and Mangasarian [17] , etc.). In those papers the strict complementarity is assumed at the point to which the generated sequence converges. Under this assumption, the system of PC l equations (see Kojima [lD] ) induced from the KKT condition is locally Cl in a neighborhood of the solution corresponding to the KKT point_ Hence we can apply the Newton and the quasi -Newton methods locally in the neighborhood of t.he solution.
From the theoretical point of view, the strict complementarity assumption is moderate. In fact, almost all optimization problems satisfy the assumption (Fujiwara [6] ).
More generally, the assumption that the mapping F is Cl in a neighborhood of a solution of a given system of PC l equations F(x) = D may be mathematically moderate and legitimate. From the computational or numerical point of view, however, this fact is not enough to justify their application to PC l systems because a solution to be computed is likely to be very close to a common boundary of some different pieces and the generated sequence happens to osci llate bet~ween them.
We show in Section 3 that the Newton method with a slight extension works effectively on a system of PC l equations even if the solution we want to comput~e lies on a common boundary of different pieces. Section 4 is devoted to an extension of Broyden's quasi-Newton method to systems of PC l equations. Under a certain nonsingularity assumption we establish the quadratic convergence property on the extended Newton method (Theorem l) and the Q-superlinear convergence property on the extended quasi-Newton method (Theorem 3), respectively. In Section 5, we present some numerical examples on the extended methods.
PC l Mappings
In this section we introduce a class of PC l mappings which we deal with in the remainder of the paper, and show two examples of systems of PC l equations. For each subset U of ~, we employ the symbols cl U and int U to denote the closure of U and the interior of U, respectively. 
In order to convert NCP into a system of PC 1 equations, we need the following symbols:
for each a ER,
We define the mapping F from If1 into itself by
Then F is a PC 1 mapping on the orthant subdivision. It is easily verified that there is one-ta-one correspondence between a solution x of NCP and a solution y of the system of PC 1
Example 2.
For each x ER, let Algori thm EN.
(The extended Newton method for a system of PC 1 equations
Step o. Choose Step L Choose a piece U i that eontains ~. Solve the Newton equation in the variable vector s E Ill:
Step 2.
Set r 1 .... ~ + s, p .-. p+1, and go to Step 1.
Obviously Algorithm EN coincides with Algorithm N if F is Cl on the whole space Ill. When ~p is contained in more than one piece, we may choose anyone of those pieces for for any x, y E D i .
Let z be a solution of the system of PC 1
Suppose that Condition 2 holds. Let
Then there exists a positive number r such that
for any x, yE B .,. (z) and any i E l(z).
Proof: The existence of a positive number r for which (The Broyden method for a system of Cl equations f(x) = 0).
Choose an x O E If1 and an n X n nonsingular matrix AO.
Step 1. Solve the system of linear equations in the variable
Step 2. 
where C(i, y) is an n X n matrix. We initialize J = rp. This process is summarized as follows:
Algorithm EQN.
(The extended Broyden method for a system of PC 1 equations
Step 1.
Choose a Set J -~, and qo. ,
then until ?g U.. If the execution terminates at the r-1~h 1 i terat i on after generat i ng xr g U. then go to Step 3.
1
Step 3.
Let MU) = A r . Set+ r and go to Step L See Figure 1 for an execution of Algorithm EQN.
We need a series of lemmas to establish the generalization of Theorem 2.
Lemma 2. (Broyden [2] ). Let I and B be the n X n identi ty matrix and any n X n matl-ix, respectively, and s E rf1 such that 11 s 11 = 1. Then
IIB(I-ssT)1I
~ IIBII. for any n X n matrices A and B,
11 Ell F :::;; n 1 / 2 11 Ell for any n X n matrix E,
11 E[ I -ssT / 11 s 11 z] 11 ; = 11 Ell; -11 Es 11 2/ 11 s 11 2 for any n X n matrix E and any nonzero vector s E Efl,
11 E[ I -ssT / 11 s 11 Z] 11 F ~ 11 Ell F -(2 11 Ell F) -1 ( 11 Es 11 / 11 s 11 ) 2 for any n X n nonzero matr i x E and any nonzero vector s E Efl. 
ensures that
Br is a nonsingular matrix whose inverse satisfies (4.6) Using this inequality we have
(by (F) of Lemma 1 and the induction hypothesis)
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Extension of Quasi-Newton Method
~ L/ (1 -2 0 L) { (K 1 /2
It follows immediately from the induction hypothesis that (4_4)
holds for q = r+l.
Now we show that the inequality (4.5) holds for q = r+1. We have to consider the three cases:
Suppose that Case (a) occurs. In this case we have 
(by Lemma 2, (0) and (F) of Lemma 1) (2 -2-r ) 0 + (3K/2) { 11 yr+l -z 11 + 11 yr -z 11 }
(by the induction hypothesis)
If Case (b) occurs then the sequence {yq} has visited the piece U. for the first time.
In this case we assign the matrix C(j, ~r+1) to Br+1' Since yr+1 E B r (z), the desired result follows from the assumption of the theorem. Now suppose that Case (c) occurs. Then we assign the matrix which has been stored in M(j) at the q-th iterate (q < r) to -
Br+1'
Let Bq denote the matrix assigned.
Since the matrix Bq has been generated by
by the similar argument as in the case (a), we see
Hence we have .,
(by (D) of Lemma 1 and (4.7»
(since the inequal i ty (4.4) holds for q ~ r+1) (since r ~ 0 / (5K) and q < r)
Thus we have shown that (4.5) holds for q = r+1. o.
q_ 00 and qE Q j Define i f q-I E Q. and q F1. Q .. ;;a tJ q -(2 8 ) -I r/J ~ + K 11 yq -z 11 .
Thus we
The first term of the right side is bounded because if ql is the first element of Q. and r E Q. is a finite number then 1 1 q~r(tJ q tJ q+l)
It follows from (4.4) that the second term on the right side of the inequality (4.11) converges. Hence the left side of the inequality (4.11) also converges. This implies that Since the second term above converges zero as q-00 along the subsequence Q i , (4.12) This completes the proof.
Numerical Examples
In this section, we solve t,he following three problems to test the computational behavior of Algorithms EN and EQN.
Each of them has a degenerate solution which lies on a common boundary of some different pieces, so the original Newton and quasi-Newton methods might have some difficulty in solving these problems. 
This equation has a unique solution x (0,0) which lies on the boundary of two pieces, 
