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Pulsed gradient NMR techniques have been used to study self-diffusion
in polymer solutions. The systems studied include toluene, cyclohexane,
ethylbenzene, chloroform, t-butyl acetate, and methyl ethyl ketone in
polystyrene; methyl methacrylate in poly(methyl methacrylate);
poly(ethylene oxide) in water; and water in biological tissue.
The polymer diffusion data are evaluated in terms of scaling theory as
they relate to the scaling of the polymer diffusion coefficient with molecular
weight. The solvent diffusion data are evaluated with kinetic and free-
volume theories. In addition a relatively simple dependence of diffusion
coefficient on polymer volume fraction is derived from free-volume theory.
The solvent diffusion data are employed in a model which simulated the
drying of a coating by solvent evaporation. Solvent volatility is determined
from solvent activity at the surface. Diffusion within the film is handled by
the solution of Fick's second Law by the Crank-Nickolson implicit method.
Without using any adjustable parameters the model can do an excellent job
of predicting the drying curves for a good solvent-polymer two component
system. The model is less successful with poorer solvents.
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I. INTRODUCTION
Diffusion in polymer solutions is of considerable interest for a variety of
reasons. Diffusion of small molecules in polymer solutions, plays an
important role in polymer processing,[1,2] polymerization kinetics,[3,4,5J
drug delivery,[6] and drying of coatings.[7] Diffusion of polymers yields
information about the quality of the solvent and the molecular weight of the
polymer.[8] Therefore, the study and understanding of these processes is of
considerable importance.
Diffusion is the process of matter transport from one part of a system to
another as a result of the random Brownian movement of molecules.[9]
Therefore, diffusion takes place in any system, homogeneous or not. The
effects of diffusion are only observable in the presence of some sort of
chemical potential gradient in the system. Diffusion may be observed by
following the disappearance of the chemical potential gradient.[9]
Normally the chemical potential gradient is related to a concentration
gradient and the diffusion process is described by Fick's First and Second
Laws,[9]
J =_D acax ( 1)
(2)
where J is the rate of transfer per unit area or flux, c is the concentration, t
is time, x is position and D is the diffusion coefficient. The diffusion
coefficient is the parameter used to characterize the diffusion of a species
in the system. In order to determine D experimentally, Equation 1 or
2Equation 2 IS solved for the specific case applying to the experimental
technique. Equations 1 and 2 are valid for observing diffusion in one
dimension, which is how most techniques observe diffusion. The solution
of Equation 2 for diffusion from sharp band yields the particularly
significant relationship[lO]
D =(x 2) (3)
2t
where x is the root-mean-square displacement. Equation 3 allows the
determination of the average molecular displacement for an experimental
diffusion measurement.
There are a variety of techniques available for measunng diffusion
coefficients. Conceptually, the simplest to perform are sorption
experiments where a diffusion coefficient for the system is determined by
observing solvent uptake.[ll] This experiment yields a "mutual" diffusion
coefficient. A mutual diffusion coefficient is a diffusion coefficient
determined by observing the change in a concentration gradient.[9] This
type of experiment does not allow the study of the diffusion of the individual
components in the system separately except at the concentration extremes.
When the diffusion coefficient of a single component in a homogeneous
mixture is determined it is termed a self-diffusion coefficient.[9] Radio
tracers[ 11] and forced Rayleigh scattering (FRS) [12] are common
techniques for measuring self-diffusion coefficients. Radio tracers require
labeling the diffusing species under observation with radioactive isotopes.
Forced Rayleigh scattering requires the use of dyes. Both, therefore,
require some special modification of the sample.
3A method for measuring self-diffusion coefficients that avoids the need
for either dyes or tracers is pulsed-gradient spin-echo nuclear magnetic
resonance (PGSE-NMR).[13,14,15] This technique allows the measurement
of the self-diffusion coefficients of all resolved components in the solution
while requiring no special labeling, tracers or dyes. All that is required of
the sample is that the molecules in the sample contain NMR active nuclei.
In this thesis the modification of an NMR spectrometer to measure self-
diffusion coefficients will be discussed. Diffusion results for both solvents
and polymers in solution will be reported. These results will be evaluated
in terms of free-volume theory, kinetic theory and scaling theory. In
addition the solvent diffusion data will be used in the modeling of the
drying of a coating.
A NMR · BASIC CONCEPTS
A brief description of how nuclear magnetic resonance works is
necessary in order to understand how it can be used to monitor the
diffusion process. Nuclei with a non-zero spin quantum number (I), have
a magnetic moment, in other words the nucleus behaves like a tiny bar
magnet. This magnetic moment can be thought of as arising from the
spinning of a charged particle, therefore a magnetic moment is often
referred to as a spin. When an atom whose nucleus has a spin is placed in
a external magnetic field, the spin aligns with the magnetic field in
discrete orientations and energy levels. In addition, a torque is applied to
the magnetic moment which causes the spin to precess about the static
field. The precession frequency, which is also the energy of transition
between the energy levels, is dependent on the strength of the external
4magnetic field. This precessional frequency is given by the Larmor
equation[16]
ro = -yH (4)
where (0 is the precessional frequency of the spin, y is the gyromagnetic
ratio, and H is the magnetic field strength. For magnetic field strengths
commonly applied in NMR experiments, (() is in the radio frequency range.
Within a given molecule, nuclei of the same isotope experience minute
differences in magnetic field strength, due to variations in electron density
and the magnetic fields of adjacent nuclei. This fact gives a molecule a
spectrum of precessional frequencies for a given applied magnetic field.[16]
It is customary to allow the z-axis to be defined by the applied field. No
single spin is aligned perfectly parallel to the external magnetic field.
There are a large number of spins in each energy level randomly
distributed about the z-axis. Therefore, the x and y components of all the
moments in an energy level cancel each other out so all that is observed is
the sum of the z components, as is shown in Figure 1. The distribution of
spin in the energy levels is given by a Boltzmann distribution. Therefore
there will be a slight excess of spins in the level of lower energy, normally
those aligned with the applied field. This excess of spins in the lower
energy state results in the sample having a net magnetization parallel to
the applied field, as is shown in Figure 1.[16]
It is often convenient when discussing NMR to use a rotating frame of
reference. In the rotating frame, the axis system rotates about the z-axis at
the frequency at which the spins are precessing about the z-axis. If a
second magnetic field is applied to the system along the x-axis in the
z/ Net Magnetization
Figure 1. Ensemble of I = 1/2 spins with external magnetic field Ho.
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6rotating frame the net magnetization will precess about the x-axis. This is
accomplished in an NMR experiment by subjecting the sample to radio
frequency electromagnetic radiation at, co. The magnetic component of the
radio wave serves as a second magnetic field. Typically the radio wave is
turned on just long enough to rotate the net magnetization onto the y-axis.
When the pulse is over and the static external field is the only magnetic
field being applied to the sample the net magnetization will rotate about the
z-axis as normal. This oscillating magnetic field then can induce a
current in a coil and this can be recorded. A radio frequency pulse
(referred to as an RF pulse) that rotates the net magnetization into the x-y
plane is referred to as a 90° pulse. An RF pulse twice the length of a 90°
pulse, which rotates the magnetization onto the negative z-axis, is referred
to as a 180° pulse. 90° and 1800 pulses are illustrated in Figure 2.[16]
Once the spin system has been perturbed from equilibrium by a RF
pulse the return of the system to equilibrium is characterized by two,
normally first-order, relaxation processes. First, spin-lattice relaxation is
the return of the net magnetization from the x-y plane to its equilibrium
state along the z axis. The rate constant for spin-lattice relaxation is called
T I . The second relaxation process, spin-spin relaxation describes the loss
of phase coherence of the net magnetization in the x-y plane. The rate
constant for spin-spin relaxation is called T2.[16]
B. 1HE PGSE-NMR EXPERIMENT
The most common experiment to measure diffusion coefficients USIng
NMR is the pulsed-gradient spin-echo experiment. The basic premise of










Figure 2. A. Vector diagram of 900 RF pulse. B. Vector diagram of 1800
RF pulse.
8application of a magnetic field gradient which, as shown in Equation 5,
labels a specific position in the sample with a specific precessional
frequency.[13,14,15]
(5)
Figure 3 shows a diagram of the PGSE pulse sequence. The RF portion
of the pulse sequence is as the name suggests a simple spin-echo pulse
sequence.[16] A 90° pulse followed by a delay of t, then a 180° pulse followed
by a second delay of length t. At this point the magnetization of the sample
will refocus resulting in an echo. In the PGSE experiment a magnetic field
gradient pulse is applied during each time interval t. The gradient pulses
are of length 8 and the time from the start of the first gradient pulse to the
start of the second gradient pulse is~. The first gradient pulse causes a
certain amount of p'hase development relative to (00' where 0)0 is the
precessional frequency due to the static applied field. The 180° RF pulse
then changes the sign of this phase development. If no diffusion takes
place during the course of the experiment the second gradient pulse will
remove all the phase development that resulted from the first gradient
pulse and the net magnetization will completely refocus at 2t. However, if
diffusion takes place, the magnetic field Hx experienced by the spin during
the gradient pulses will change and incomplete refocusing of the net
magnetization at 2't will result. This means the observed signal will be
attenuated. A series of vector diagrams illustrating this effect are shown














Figure 3. Diagram of Pulsed-Gradient Spin-Echo NMR pulse sequence.
2 2 AA =Aoexp(-2t/T2)expC-Y G Dp )
10
(6)
where G is the magnetic field gradient strength and pequals 82(~ - 8/3). If
1', G, and Ll are held constant and 8 is arrayed, when the results are plotted
as InA versus ~ the data should give a straight line whose slope is
proportional to the diffusion coefficient of the species in question. When
different species give different peaks in an NMR spectrum, simultaneous
determination of the diffusion coefficients of several components of the
same solution is possible. Figure 5 shows an example of an array of
spectra acquired for a diffusion coefficient measurement. The sample is a
1 mole to 1 mole mixture of H20 and D20. Figure 6 is the plot of the peak
intensities versus beta from Figure 5. The data is fit with a linear least
squares fit to obtain the slope. The gradient strength used to obtain Figure
5 was 14.98 G/cm, giving a diffusion coefficient for the HDO of 2.03 ± 0.01 x
10-9 m2/s at 25°C.[17] To determine the magnetic field gradient strength, G,
a sample with a known diffusion coefficient is used, then G can be
determined for Equation 6. The normal standard samples used are either
the HDO sample at 25°C or cyclohexane at 25°C which has a diffusion
coefficient of 1.475 x 10-9 m2/s at 25°C.[18]
If the spins under observation are coupled to other spins, the echo may
not refocus where expected for the diffusion experiment. This effect is
known as J-modulation. The effect can be eliminated or at least reduced
for the spins under observation, but not necessarily for the entire spectrum,
by setting 't to l/J where J is the coupling constant between the spins under
observation and the spins to which they are coupled.[14]




180° Pulse Second Gradient Pulse
Echo without Diffusion Echo with Diffusion
Figure 4. Vector diagrams showing effect of Pulsed-Gradient Spin-
Echo pulse sequence on a spin system.
B=8.99x 10 -9 s;3
~ =3.59 x 10 -8 S3
~= 8.08 x 10 -8 s3
~=1.43 x 10 -7 S3
~ =2.24 x 10 -7 S3
B=3.22 x 10 -7 S3
~ = 4.38 x 10 -7 s3 I
p=7.22 x 10 -7 S3 i _
Figure 5. Array of spectra acquired using the PGSE-NMR












Figure 6. Plot of natural log peak intensities from Figure 5 versus ~
with linear least squares fit giving a diffusion coefficient for HDO of 2.03
± 0.01 x 10-9 m 2/s.
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c. SCALING IN PoLYMER SOLlITlONS
The diffusion coefficient is of fundamental importance in polymer
solution dynamics. The self-diffusion coefficient provides a measure of the
r.m.s. translational motion of the chains themselves. The use of molecular
weights as a scale or measure of diffusion coefficients of polymer molecules
in solution and vice versa has received considerable attention.[8,19-36]
Much of this work has been focused on solutions in dilute and semi-dilute
regions, with fewer studies at infinite dilution. Most scaling theories
developed use Flory's scaling law for infinite dilution.[8,36] A practical
application of this relationship is a means of evaluating molecular weight
of polymers using self-diffusion coefficients measured by NMR. It was
observed that the diffusion coefficients of polydisperse samples scale with
the weight average molecular weight of the polymer in dilute
solutions.[37,38] Given the similarities between diffusion scaling and
viscosity scaling as will be shown in Section IV, it is likely that diffusion
actually scales with viscosity average molecular weight. Since Mv is closer
to Mw than Mn it is not suprising that diffusion coefficients have been
shown to scale with Mw .
Poly(ethylene oxide) (PEO) is an unusual polymer in that it is soluble in
a variety of different solvents. Possible aggregation of the polymer in
solution also adds interest to determining the structure and dynamics of
the polymer. A considerable amount of data is available on diffusion of
PEO in water. This work includes studies of the mutual-diffusion
coefficient,[27-29] self-diffusion coefficient,[30,31] or both.[32-34] Much of
this has focused on the scaling behavior at infinite dilution, as a function of
concentration, and in bulk as related to reptation. This prior work
15
suggests that the scaling coefficient (see Equation 12 below) at infinite
dilution is between 0.39 and 0.6.[27,29,30,32,34] As the concentration
increases from infinite dilution toward the semi-dilute region, there is a
linear relationship between the log of the diffusion coefficient and
concentration that increases with molecular weight.[27,28,32,34] As the
concentration increases into the concentrated region, the linear
dependence of the diffusion coefficient on concentration is consistent with
that predicted by reptation regime.[27,32,35] In the present work, we have
extended investigations of the scaling behavior of the diffusion of PEO at
infinite dilution over a wide molecular weight range to explore the extent
over which scaling behavior occurs. In addition, we have varied both the
solvent system and temperature as an additional test of the range of scaling
behavior.
D. SOLVENT SELF-DIFFUSION IN POLYMERS
Knowing the diffusion coefficient of small molecules in polymer
solutions is important to polymer chemists for a variety of reasons, many of
which were given above. It would be a great help if the diffusion coefficient
of a particular molecule at a particular concentration could be determined
easily without having to measure the value experimentally. In the past,
theories based on electric conductivity by Maxwell and Fricke[39,40] and on
tortuosity and a simple cubic lattice model by Mackie and Meares[41] have
been used[40,42,43] because they offer a simple dependence of the reduced
diffusion coefficient on the polymer volume fraction. While such a simple
dependence is sought, these models do not show a high level of agreement
16
with experimental data. We will explore two models which better describe
the diffusion data.
The first model is the modified Enskog theory, which is based on kinetic
theory and accounts for momentum transfer between rigid spheres.[43,44]
This theory gives a rather involved dependence of the solvent diffusion
coefficient on concentration. The second theory derives the dependence of
the reduced diffusion coefficient on polymer weight fraction from Vrentas-
Duda free-volume theory.[45,46] This results in a simple expression with
one fit parameter. We will examine the effectiveness of these two theories
for describing the concentration dependence of the solvent diffusion
coefficient by fitting the proposed equations to our own experimental data
as well as experimental data taken from the literature.
E. DRYING OF COATINGS
The ability to predict the drying behavior of a coating is of great
importance to the coatings industry. From the mechanical point of view, a
certain degree of drying, and possibly curing, must occur in order for the
material to be used in a given application. From the chemical point of
view, the environment of a given species may affect the rate of curing or the
phase behavior of the system. For example, in multi-component systems,
the preferential loss of a given solvent may leave the polymer in the
environment of a poor solvent. This may lead to premature precipitation of
the polymer and subsequent failure of the coating.[47] Clearly, prediction
of the concentration profile of a film during drying would allow a much
more fundamental understanding of the processes occurring.
17
Two fundamental processes control the drying of coatings. Solvent is
lost at the surface of the material due to evaporation. This is controlled by
the volatility of the solvent which is modified by the presence of the polymer.
In addition, the concentration of solvent at the surface is dependent on the
transport of material to the surface via diffusion. Analysis of drying curves
indicates two distinct regions of behavior which have been associated with
evaporation and diffusion control.[48] In order to model the drying process,
knowledge of the kinetic and thermodynamic variables affecting
evaporation and detailed information on the diffusion process must be
known. These parameters are often complicated by the presence of a wide
variety of components in the coatings system. For example, the presence of
other solvents, polymers, and fillers affect the volatility of the solvents. In
addition the concentration dependence of the diffusion coefficients
significantly complicate matters.
A few attempts have previously been made to predict drying curves
[49,50,51] . Unfortunately, none of these incorporated both the effects of
volatility and diffusion. Some attempts have been made using only
evaporation rate (volatility) considerations [49,50]. However, this method is
quite approximate, at best, in the diffusion controlled regime because the
models use the overall solvent concentrations to calculate the evaporation
rate. Under conditions of diffusion controlled drying, there is expected to be
a significant concentration gradient in the film. Consequently, the surface
concentration can be much lower in solvent than the bulk concentration
suggests. Hansen[48] attempted to base his analysis on diffusion
coefficients, but lack of a proper surface treatment, plus insufficient
experimental data on diffusion coefficients, limited his approach which
was based on a theoretical dependence of the diffusion coefficients.[51] This
18
effort was important though, because it qualitatively established the
importance of diffusion in the drying process. Similar attempts have also
been made in modeling solvent evaporation for polymer beads[52] and
polymer gels,[53] however in each of these cases the diffusion coefficient
was a fit parameter rather than being based on experimental data.
In the present work we describe our efforts in developing a computer
model of the drying process. We believe that our model, based on the
appropriate experimental measurements, can provide reasonable
predictions of the drying of coatings. Given the proper experimental data,
the simulations provide a fast, inexpensive prediction of weight loss as a
function of time. For preliminary testing, this method is preferable to
experimentally determining the curves for each possible system. In
addition, the analysis also provides the concentration profile within the
coating as a function of time. This is extremely difficult to measure
experimentally.
F. DIFFUSION IN CORNEA
The primary component of corneal tissue is the stroma. The stroma
makes up 90% of the ,~ornea. The stroma is roughly 80% water and 20%
collagen which is a biological polymer.[54] Given this makeup, the
diffusion of water in the cornea might be similar to diffusion of solvents in
polymers as discussed earlier. However, the collagen in the cornea exists
in fibrils laid down in lamellar layers parallel to the surface of the
cornea.[54] This structure should have an effect on any diffusion process
in the cornea resulting in anisotropic diffusion. The diffusion of water in
cornea is of interest because water can serve as a drug mimetic and
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because a better understanding of basic transport in corneal tissue may
lead to a better understanding of corneal diseases that affect molecular
transport.
In this work we will describe PGSE-NMR diffusion studies of water in
cattle cornea. The possible anisotropy will be explored as well as the
viability of the storage medium and the lifetime of the cornea after
harvesting, all from the perspective of diffusion of water in the cornea.
Diffusion in synthetic collagen sheets will also be explored.
II. EXPERIMENTAL
A INSTRUMENTATION
All NMR experiments were carried out on either a JEOL FX-IOO
spectrometer or a Varian VXR-200. The FX-100 is a pulsed Fourier
transform instrument, equipped with a 2.35 Tesla electromagnet. The 1H
observation frequency for this instrument is 99.55 MHz. The spectrometer
is equipped with a deuterium internal lock and external lock. The
temperature controller maintains the temperature with a precision of ca. ±
2°C. The diffusion experiments were conducted using the homospoil
accessory.
The VXR-200 is a pulsed Fourier transform instrument, equipped with
a 4.7 Tesla superconducting solenoid magnet. The 1H observation
frequency for this instrument is 200.1 MHz. The spectrometer is equipped
with a deuterium internal lock, however, the field is stable enough that it
can run unlocked for samples that do not contain deuterium making a lock
unnecessary. The temperature controller maintains the temperature with
a precision of ca. ± 1°C. The diffusion experiments were conducted using a
1H/19F probe modified to give it pulsed gradient capabilities. These
modifications will be discussed in Section III.
The drying studies were performed on a Fisher XT-400D electronic
balance. The low temperature studies were performed in a walk-in
freezer. The 25°C studies were performed in an open room with the
thermostat set to 25°C. The high temperature studies were performed in
an oven which was equipped with forced air circulation, a cardboard shield
was used to keep the blown air from blowing directly on the sample. In all
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three cases, sufficient ventilation was provided to insure that there would
not be a stagnant solvent vapor buildup above the sample while at the same
time making sure that no air currents were blowing directly on the
samples.
The drying simulations were run on one of three computers; an IBM
AT, an IBM 530 RISe/BODO, or a Silicon Graphics 4D/25. In all cases the
simulation program was written in FORTRAN.
B. NMR TECHNIQUES
There were actually only four different types of NMR experiments used
to obtain the results reported in this dissertation. The first and by far most
extensively used was the PGSE experiment. This technique has been
discussed separately in the introduction. The other three techniques are
the Longitudinal Eddy-current Delay (LED),[55] Residual Gradient Test
(RGT), inversion-recovery,[16] and the Carr-Purcell Meiboom-Gill pulse
sequences.[16]
Like the PGSE sequence the LED sequence is for measuring diffusion
coefficients. The RGT pulse sequence is used to observe the decay of
residual gradients within the spectrometer after a magnetic field gradient
pulse. The p1.llse sequence codes for these three sequences for the VXR-200
are given in Appendix A. The LED and RGT pulse sequences are
primarily related to the development of a NMR diffusion probe and the
problem of residual magnetic field gradients which must be dealt with in
such a probe. Since this subject is addressed in Section III, a detailed
discussion of these pulse sequences will be given there.
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The inversion-recovery pulse sequence is used to observe the spin-lattice
relaxation time rate constant T1.[16] A diagram of the inversion-recovery
pulse sequence is given in Figure 7. This experiment begins with a 1800 RF
pulse which inverts the net magnetization of the sample. A delay of 't
follows during which time some T1 relaxation takes place. Mter delay t a
900 RF pulse is applied which places the net magnetization in the x-y plane
so that it can be observed. If t is short enough the majority of the
magnetization will still be along the negative z axis and an inverted peak
will be observed in the acquired spectrum. If t is exactly long enough for
50% of the spins to relax then half of the magnetization will be along the
positive z axis and half along the negative z axis and the peak will be absent
from the spectrum. As t gets still longer the net magnetization along the
positive z axis increases until the equilibrium distribution is obtained. If
an array of spectra is obtained with varying values of 't, the peak intensities
can be fit to
(7)
to obtain the value of T 1 . Mz is the magnitude of the net magnetization at
time 't and Moo is the magnitude of the net magnetization at
equilibrium.[16]
The Carr-Purcell Meiboom-Gill pulse sequence is used to measure the
spin-spin relaxation rate constant T2.[16] A diagram of this pulse sequence
is given in Figure 8. This sequence is very similar to the PGSE sequence.
In this experiment a 900 RF pulse is applied followed by a delay 'to The 90°
pulse rotates the net magnetization into the x-y plane, then during 1 the
















Figure 8. Diagram of the Carr-Purcell Meiboom-Gill pulse sequence.
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inhomogeneity and spin-spin relaxation. At time 1 a 180° RF pulse is
applied, this causes a refocusing of the dephasing resulting from the
magnetic field inhomogeneity (similar to the PGSE experiment), however,
the dephasing due to T2 relaxation continues. At 21 an echo forms which is
attenuated in magnitude compared to the initial FID by T2 relaxation. At
time 31 another 180° RF pulse is applied. This pulse is applied from the
opposite direction of the previous 180° pulse, thus rotating the
magnetization in the opposite direction. This is done so that if the pulses
are imperfect (not exactly 180°) the imperfections cancel out rather than
add up. The 180° pulses can be continued at odd values of 1 for as long as
desired until the T2 relaxation has completely dephased the signal. A T2
value can be measured in either of two ways; within a single pulse
sequence each echo can be collected or an array of experiments can be
performed with increasing numbers of 180° pulses, collecting only the final
echo. In either case T2 can be determined using Equation 8.
Mz=Moe -(n+ 1)2'tIT2 (8)
where Mz is the magnitude of the magnetization at the time of the observed
echo and Mo is the magnitude of the magnetization after the 90° pulse.[16]
C. SAMPLE PREPARATION
All polymer solution samples for NMR diffusion study were prepared in
NMR tubes. The mass of solvent and polymer placed in the tube were
measured. The open ends of the tubes were then sealed by fusing the glass
in a flame in order to keep the amount of material in the tubes constant.
The samples were then placed in an oven, usually between 50°C and 60aC
until they were homogeneous. The cyclohexane-polystyrene samples were
kept in an oven at 40°C even after they were homogeneous since they would
phase separate below 35°C. The methyl methacrylate-poly(methyl
methacrylate) samples were not heated at all so as not to polymerize the
solvent.
The samples for the drying studies were prepared in vials with screw
tight caps to keep the mass constant until the sample became
homogeneous. The homogeneous samples were then poured into
aluminum weighing boats and placed on a balance to perform the drying
studies. A complete list of all solvents and polymers used in the diffusion
and drying studies and their suppliers is given in Appendix B.
For the cornea studies, cattle eyes were obtained from a local slaughter
house. The eyes were kept in the refrigerator until the cornea could be
harvested. Initial attempts were made to store the cornea in a buffered
water solution, however the cornea were preserved better over the short
term of a few hours by simply keeping them cold. Sections of cornea were
harvested from the eyes using either 4 mm or 9 mm trephines which were
supplied by Alcon Laboratories, Inc. In cases where the epithelium was
removed the epithelium was scraped away with a scalpel before the cornea
sample was removed from the eye. The water content of the cornea was
determined by weighing the cornea sample when it was first removed from
the eye, then after the diffusion studies had been performed the samples
were dried in an oven at 40°C to 45°C and weighed again. The corneal
shield samples were soaked in distilled water in order to add the water to
them for the diffusion studies. Both the cornea samples and the corneal
shields were positioned in the NMR tube using glass rods.
III. DIFFUSION PROBE
As INTRODUCTION
In this section the design and testing of the modifications to a NMR
liquids probe to allow it not only to perform pulsed gradient experiments
but also to push the lower limit of diffusion coefficient measurement by
pulsed gradient techniques will be discussed. The JOEL FX-100 can
produce gradient pulses of 5 G/cm, therefore, to extend the lower limit of
measurable diffusion coefficients, the system described here was designed
to produce gradients in excess of 110 G/cm. The actual design of the pulsed
gradient driver[56] and the gradient coil system[57] have been discussed
thoroughly elsewhere. Their design and how they meet the needs of a
pulsed gradient experiment will only briefly be discussed. More attention
will be given to the evaluation of the system's performance and how to deal
with some of the problems that the engineering could not solve.
The ideal requirement for a pulsed-gradient system to perform the
PGSE experiment described in Section I.B is that the gradient pulse be
perfectly rectangular. If this were the case the only limits on the
experiment would be the maximum echo time that T2 relaxation would
allow and the maximum amplitude that the gradient pulse system could
deliver. Unfortunately a perfectly rectangular gradient pulse is
impossible. The pulse will have finite rise and fall times and the width of
the gradient pulse must be sufficient to allow the pulse to be essentially
rectangular. This should not be a difficult problem to circumvent. If the
needed gradient pulse is too narrow, reducing the magnitude of the
gradient pulse should allow a sufficiently long gradient pulse to be used.
A second and more difficult problem is that during the rise and fall of
the gradient pulse the magnetic field is changing as a function of time.
From Faraday's law of induction and Lenz's law[58] it is known that a
changing magnetic field will induce an electrical current in a conductive
system and the direction of the current will be such that the magnetic field
it produces will oppose the magnetic field that induced the current.
Unfortunately the probe body, magnet dewar, and the super-conducting
solenoid magnet are all conductive materials in which the gradient pulse
can induce currents. Once the gradient pulse is over, these currents,
referred to as eddy-currents,[55] decay since they no longer have a driving
force. During the decay they continue to produce magnetic fields, referred
to as residual-gradients,[59,60] which can effect the experiment. The
actual magnitude of the magnetic fields due to eddy-currents is usually
orders of magnitude smaller than the strength of the gradient pulse and
their existence does not significantly change Equation 6. However, if these
eddy-currents have not completely decayed by the time of signal acquisition,
the spurious magnetic fields can alter the phase and line-shape of the
acquired spectrum. This may drastically alter the results of the
experiment.
With these problems in mind, a minimum amount of time after the
gradient pulse should be determined in order to allow the residual
gradients to decay. As we will see in the Section II.B the magnitude and
decay rate of the residual gradients are proportional to both the magnitude
and duration of the gradient pulse. If the echo time is kept constant, the
lower limit of diffusion coefficient that can be measured is extended by
increasing either the gradient amplitude or the pulse duration. In most
cases, including polymer solutions, the T2 relaxation time decreases as the
diffusion coefficient decreases. The lower limit of diffusion coefficient that
can be measured in a system is that which can be measured when these
two constraints meet.
B. THE GRADIENT SYSTEM
I. Pulse Driver The circuit diagram for the pulse drive is given in
Figure 9. This gradient driver was designed by Mr. Joseph Counsil and
Mr. Saumil Mehta. At the connection labeled var in the driver is connected
to a 5 V logic line of the spectrometer. The logic line, SPl, on the Varian
VXR-200 spectrometer can be controlled from a pulse sequence program.
The logic line actually uses inverse logic, which means that it is normally
supplying +5V but when it is triggered on during a pulse sequence the
voltage goes to zero. When SPI is in the +5V state the bipolar transistor QI
draws the current from the power supply (two I2V lead acid car batteries in
series) through the 10 kQ resistor to ground. The actual current draw in
this case is minuscule. When SPI is switched to the OV state the current
goes through a MOSFET transistor (MTM60N05) to the gradient coils. A
variable resistor (R BOX) in parallel with the transistor and gradient coils
is used to control the current to the coils and therefore the gradient
strength. The MOSFET transistor is the key component to the success of
the driver, providing extremely fast switching times in order to achieve
short rise and fall times for the gradient pulses. The rise and fall times for
the gradient pulses using this driver are approximately 20 JlS. A more
thorough description of the pulse driver is given in Reference 56.
2. Gradient 1:Qil Several different gradient coil designs have been tried


















































designed to give linear gradients over the observe region while attempting
to minimize the residual gradients.
The first gradient coil, designed by Mr. Joseph Counsil and Mr. Saumil
Mehta, used was a Helmholtz pair (two coils with a common axis,
separated by a distance d, and wound with opposite handedness so that
their magnetic fields oppose each other), 15 turns on each end with a 16mm
gap centered over the observe region. The wire used was 0.32 mm in
diameter. The coil diameter was 12mm.[56] In an attempt to minimize
residual gradients a shield coil was used which would induce eddy-
currents in the opposite direction. The intent is for the effects of the two
coils to cancel each other out. Mter trying several wire sizes numbers of
turns and coils gaps the best results were obtained by Helmholtz pair one
turn on each end separated by a 23 mm gap, using wire 0.81 mm in
diameter. The coil diameter was 18 mm. The coil was wired in series with
the gradient coil such that the shield coil produced a gradient in the
opposite direction. The effectiveness of this system at reducing residual
gradients will be discussed in Section III.C.
In an attempt to further improve on the above gradient coil, a new coil
was designed by Dr. Stephen Pickup using a more analytical approach.[57J
For this coil the eddy-currents at the probe body were calculated and from
this the configuration of the shield coil that would exactly cancel out the
eddy-currents was determined. Initially a set of coils was designed that
had the two coils driven in parallel and the current ration between the two
coils was controlled manually.[57J While in principle this should give even
more control it proved difficult and time consuming to determine the exact
current ratio. Therefore a second coil was designed that drove the shield
coil in series. While these coils were once again Helmholtz coils the
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individual windings were not wound against each other, instead the
spacing between the windings was varied and the windings were allowed
to extend over the observe region. This design gives a linear gradient over a
longer region than just the gap between the coils as was the case with the
above design. For this design the wire used for both the gradient coil and
shield was 0.4 mm in diameter. The gradient and shield coils were wound
over a region 39 mm high centered about the observe region. The diameter
of the gradient coil was 18.1 mm and that of the shield was 23.8 mm.[61]
The success of this design will be discussed in the next section as well.
c. RESIDUAL GRADIENTS
The source of residual gradients was described in the introduction to
this section. In order to observe the residual gradient effects and to
determine how effective a coil design is at reducing them the RGT pulse
sequence given in Figure 10 was used. In this experiment an initial
gradient pulse is applied to the system, then after a delay of·t a 90° pulse is
applied and a spectrum is acquired. An array of spectra are acquired with
varying~. At short values of~ the peaks in the spectrum will be shortened
broadened and phase distorted. As 1: becomes longer and the magni tude of
the residual gradients decreases the peak will lose the phase distortion and
will grow in height. Eventually, when t is sufficiently long for the residual
gradient to completely die out, the peaks will no longer change in height
with increasing~. An example of the output obtained from this experiment
is shown in Figure 11. The effectiveness of a gradient coil design at
reducing residual gradient effects can be determined by observing the
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Figure 11. Array of spectra obtained from the residual gradient test of
the Columbia coil with G = 106 G/cm and 8 =1 ms.
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the magnitude of the residual gradients (i.e. the reduction in amplitude
and the phase distortion) at times less than that.
Table I and Figures 12-14 show the positive amplitudes of the peak for a
proton spectrum of water relative to the amplitude at ~oo as a function of log
l' for different coils. The original coil design (referred to as the Rolla coil
due the location of its design) without the shield coil, with the shield coil,
and the later coil design (referred to as the Columbia coil due to the location
of its design) are considered. Figure 12 shows the plots for the Rolla coil
with and without the shield coil for a gradient pulses of 1 IDS and
approximately the same amplitude (111 G/cm without the shield and 106
G/cm with the shield). Without the shield complete recovery has been
achieved by 100 ms. With the shield, complete recovery has been achieved
by 50 ms, in addition the amplitude reduction is much less at times less
than full recovery with the shield. Figure 13A is for the Columbia coil
under the same conditions as Figure 12. Here recovery has essentially
been achieved by 10 ms with the magnitude of the residual gradients at
times less than this lower than in the previous cases. From this the
Columbia coil appears to give the best performance.
Figures 13B and 14 show the performance of the Columbia coil at other
gradient pulse widths and strengths. In Figure 13B, with the gradient
amplitude at 106 G/cm as above but with the pulse width increased to 10ms,
the time to complete recovery is 100 IDS with the peak amplitudes below this
being very erratic. Figure 14 shows the plots for gradient strengths of 76.5
and 14.9 G/cm with pulse widths of 10 fiS as in Figure 13B. Figure 14A at
76.5 G/cm is very similar to Figure 13B both show roughly 95% recovery by
50 ms with amplitudes very erratic lower ~'s. Figure 14B at 14.9 G/cm has
significantly lower residual gradients at all ~ values. Based on these
Table I. Data from RGT tests of Rolla and Columbia gradient coil designs.
Rolla Coil Rolla Coil Columbia Coil
no shield with shield
8= lms G=110.8 G/cm 8= 1ms G=106 G/cm 8= lms G=106 G/cm
1"(S) A/Aoo 1"(S) AlA00 1"(s) A/Aoo
0.005 0.33 0.0001 0.16 0.0001 0.22
0.0075 0.41 0.0005 0.40 0.0005 0.51
0.01 0.48 0.001 0.59 0.001 0.63
0.02 0.72 0.005 0.83 0.005 0.92
0.03 0.85 0.01 0.91 0.01 0.97
0.04 0.91 0.05 0.98 0.05 0.97
0.05 0.96 0.1 0.98 0.1 0.97
0.1 1.0 0.5 1.0 0.5 0.98
1.0 1.0 1.0 1.0
Columbia Coil Columbia Coil Columbia Coil
8= 10ms G=106 G/cm 8= 10ms G=76.5 G/cm 8= 10ms G=14.9 G/cm
1"(S) A/Aoo 'res) AlA00 'res) A/Aoo
0.0001 0.20 0.0001 0.23 0.0001 0.62
0.0005 0.15 0.0005 0.43 0.0005 0.64
0.001 0.05 0.001 0.49 0.001 0.67
0.005 0.51 0.005 0.23 0.005 0.84
0.01 0.25 0.01 0.23 0.01 0.90
0.05 0.95 0.05 0.93 0.05 0.98
0.1 1.0 0.1 0.98 0.1 0.98
0.5 1.0 0.5 1.0 0.5 1.0














































Figure 12. Result of RGT tests for A. the Rolla coil without the shield,
b=lms, gradient amplitude =110.8 G/cm; and B. the Rolla coil with shield,
8=1ms, gradient amplitude:106 G/em.
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Figure 13. Result of RGT tests for A. the Columbia coil, b=lms, gradient
amplitude = 106 G/cm; and B. the Columbia coil, 8=10ms, gradient










































Figure 14. Result of RGT tests for A. the Columbia coil, b=10ms, gradient
amplitude = 76.5 G/cm; and B. the Columbia coil, D=10ms, gradient
amplitude = 14.9 G/cm.
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results, to avoid residual gradient effects during diffusion measurements,
gradient magnitudes have been kept at or below 76 G/cm and the time
between the gradient pulse and acquisition at or greater than 50 ms.
Dr STIMULATED ECHOS
The lower limit of measurable diffusion coefficient could be extended
further if the time between the gradient pulses and between the last
gradient pulse and acquisition could be lengthened. For systems where the
T 1 is much longer than the T 2 , such as polymer solutions with high
polymer concentrations this can be done using the LED pulse sequence.[55]
This is based on the stimulated echo pulse sequence developed by
Tanner.[62] A diagram of the LED pulse sequence is given in Figure 15.
Mter the magnetization is dephased by the first gradient pulse, a 90° RF
pulse is applied to bring the magnetization out of the x-y plane, back along
the z axis. Here the relaxation of the spins is dominated by T1 instead ofT2
and thus over a given amount of time much less relaxation takes place.
Mter a time, T, the magnetization is brought back into the x-y plane with a
third 90° RF pulse. The second gradient pulse is then applied to refocus the
spins. It is important that the second and third RF pulses have the same
phase, are applied along the same axis, so that the second gradient pulse
will refocus the spins. A fourth 90° RF pulse is then applied to again take
the magnetization out of the x-y plane. Mter a delay ofTe , a fifth and final
90° RF pulse is applied and the spectrum is acquired. In alternate scans,
the fourth RF pulse must take the magnetization to the positive z axis or
negative z axis. The fifth RF pulse must always return the magnetization





















Figure 15. Diagram of the Longitudinal Eddy-current Delay (LED) pulse
sequence.
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two RF pulses are handled this way, any magnetization that has relaxed
via T1 will be canceled out when two consecutive scans are added. Equation
6 applies for this pulse sequence without modification. With this sequence,
the delays T and Te can give ~'s which allow much longer ~ 's. It is
therefore possible to measure much slower diffusion coefficients at the
same gradient amplitudes, and much longer times between the last
gradient pulse and acquisition than the PGSE sequence allows. Typical
values of T and Teare hundreds of milliseconds. Table II shows the
results of diffusion studies of toluene in polystyrene and cyclohexane in
polystyrene as a function of polystyrene concentration. Using the 5 G/cm of
the JEOL FX-IOO and the PGSE pulse sequence the minimum diffusion
coefficient that could be measured in these systems was 4 x 10-11 m 2/s.
With the increased gradient strengths on the new system the minimum
diffusion coefficient that could be measured with the PGSE sequence was 2
x 10-11 m 2/s. The higher gradients could not extend the lower limit further
using the PGSE sequence due to the sharp drop off in T2 values in the high
polymer concentration region. The use of the LED sequence allowed the
use of gradient strengths of as high as 75 G/cm. The PGSE sequence was
limited to less than 20 G/cm due to residual gradient effects. With the LED
sequence we were able go an order of magnitude further without reaching
the lower limit of the LED sequence. For the toluene-polystyrene sample
that was 80.2% polystyrene at 25°C a diffusion coefficient was measured of
6 (± 4) x 10-15 m2/s. Given the extremely large error (the error for the other
measurements was 10% or less) the measurement was considered
unreliable, but its order of magnitude together with the ease at which 2 x
10-12 m2/s could be measured suggests that the limit of diffusion coefficient
Table II. Diffusion coefficients of toluene and



































Cyclohexane D x 1010 m 2/s
%PS ~ 45°C 55°C
0.0 15.9 18.8 24.2
9.8 9.37 18.2 20.3
27.8 3.16 6.52 8.01
50.2 1.21 2.27 3.76
60.7 1.18 1.46 1.84
68.7 0.394 0.402 0.701
74.6 0.0359 0.0517 0.298
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that the new diffusion probe could measure using the LED sequence is
probably on the order of 10-14 m2/s.
E. CONCLUSIONS
Others have in fact reported using significantly larger gradient pulses,
150 to 1000 G/cm.[59,63,64,65] However, even in electromagnet systems
where the residual gradient settling times are reported to be much shorter
[59,63] the lower measurement limit under normal conditions, using 150
G/cm is reported to be 10-13 m 2/s. Using 340 G/cm gradient pulses and a
background gradient the lower limit is reported to be 10-14 m 2/s.[59]
However, the use of background gradients causes the loss of resolution of
separate peaks and therefore any chemical information in the spectrum.
We have achieved this lower limit without loss of "chemical resolution." In
superconducting systems Gibbs et al. have used gradients of 158 G/cm, but
report the time to complete recovery of residual gradients in excess of 50 fiS
for aIms gradient pulse with shielded coil system.[64] As can be seen
from Figure 13 our system is recovered from alms 106 G/cm gradient
pulse in 10 ms.
It has been shown that the pulsed gradient system described here for a
Varian VXR-200 is a significant advance in decreasing the lower limit of
diffusion coefficient measurements while maintaining "chemical
resolution." This design significantly reduces the residual gradient
effects. In addition, with the use of the LED pulse sequence the lower limit
of diffusion coefficient that can be measured in a polymer solution has been
shown to have been reduced by over an order of magnitude and may even be
lower if careful optimzation of the system is done.
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IV. SCALING OF PEO AT INFINITE DILUTION
A INTRODUCTION
As it was mentioned in Section I.C, the diffusion coefficient is of
fundamental importance in polymer solution dynamics. In this section the
scaling behavior of the diffusion of PEO at infinite dilution as a function of
molecular weight is explored over a wide molecular weight range to
determine if scaling behavior fails at anywhere in that range. In addition,
the solvent system and temperature have been varied as an additional test
of the range of scaling behavior.
The scaling coefficient mentioned in Section I.e is derived from the
hydrodynamic dependence of the friction coefficient (and diffusion
coefficient). The Kirkwood and Riseman hydrodynamic treatment relates
the friction coefficient of the polymer chain at infinite dilution, fo to the
radius of gyration, ~S2 by the relationship[8,66,67]
(9)
where 110 is the viscosity of the pure solvent and P is a constant if the end-to-
end distance is constant with increasing (~ /110) (s is the segmental friction
coefficient) and/or chain length. This is consistent with the polymer
diffusing as a compact sphere of radius proportional to the radius of
gyration. The radius of gyration for a polymer in a given solvent is
(10)
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where a. is the chain expanSIOn coefficient and VSo 2 is the radius of
gyration of the unperturbed chain. Combining Equations 9 and 10, the fact
that 80 2 1M should be independent of molecular weight, and Do =kT/fo III
the dilute limit, we obtain[8]
D 1] - 1
o 0 - Kit affVf (11)
where Do is the diffusion coefficient of the polymer at infinite dilution.
Using the molecular weight dependence of a given by the Flory-Krigbaum
equation,[36] which presumes a Gaussian distribution of segments for a
linear polymer in the calculation of both mixing and elastic components of
the free energy: in a good solvent a - M 1/10 and in a theta solvent a = 1.[8]
Combing these results with Equation 11, Flory determined that
Do =KM-a (12)
where a ranges from 1/2 (1/2 + 0) for a theta-solvent to 3/5 (1/2 + lilO) for a
good solvent. At the theta point, the polymer chain dimensions are not
perturbed upon dissolution. At this point the rate of increase of the radius
of gyration with increasing molecular weight is smallest. As the
thermodynamic quality of the solvent increases, a polymer chain becomes
more extended in solution. The more extended a polymer chain is in
solution, the greater the increase in the radius of gyration with the addition
of monomer units. Thus a goes from a minimum of 1/2 (weaker molecular
weight dependence) for a theta solvent to a maximum of 3/5 (stronger
molecular weight dependence) for a very good solvent.[8] This small, but
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measurable difference is a measure of molecular response differentiating
between the solvent environments.





so that a' will be correlated with a, and range from 1/2 for a theta solvent to
4/5 for a good solvent. The relation between K and K' is more intricate.
B, EXPERIMENTAL RESULTS
Diffusion coefficients of PEO in D20 at 5°C and at 25°C, and in a 1: 1
mixture by weight mixture of D20 and diethylene glycol (actually 48% by
weight D20) have been determined. These provide viscosities of 1.5, 0.89,
and 7.70 mPa-s, respectively. We varied the quality of the solvent both
thermally, by varying the temperature, and chemically, by varying the
solvent.
As stated in Section I.C it has been shown that the diffusion coefficient
scales with M w .[37,38] The opportunity to explore the validity of diffusion
coefficient scaling with Mv in this study would have been desirable,
however, reliable viscosity results for the lower molecular weight polymers
could not be obtained. In Appendix B, M w is given as well as the
48
polydispersities for the polymers for which it was known or determined by
GPC. For the three highest molecular weight samples, reliable GPC
results could not be obtained. However, Mn (via membrane osmometry)
and My could be obtained for these polymers, therefore, M v is given in
Appendix B and used for these polymers in the scaling plots. The
polydispersities reported for these samples is actually My/Mn. Given the
possibility that diffusion coefficients may actually scale with Mv and that
My is closest to M w , using Mv for these polymers should not significantly
affect the results.
Figure 16 shows examples of the plots used to determine the diffusion
coefficients. Shown are plots for 200, 15 100, 80 600 and 325 000 molecular
weight PEO in D 20 at 25°C and 6% polymer. The precision of these
measurements was determined from the standard deviation of the slope.
The diffusion coefficients of a given molecular weight PEG at several
concentrations were determined and this data was linearly extrapolated to
infinite dilution[29] as shown in Figures 17-19. Tha data used for these
plots is given in Table III. The data for the pure D20 solvent at 25°C was
divided in two plots (Figures 17 A and B) because the diffusion coefficient
data cover two orders of magnitude. The absolute values of the slopes of
these lines generally decrease with increasing molecular weight. If these
were plotted as log D versus concentration, which is usually done in the
literature[28,32,34] for more concentrated solutions, the opposite trend
would result. A similar situation was found for the data at 5°C (Figures 18
A and B). Diffusion experiments on the low molecular weight polymers
could not be performed in the mixed solvent due to the overlap of signals
with diethylene glycol, however, the higher molecular weight species had
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Figure 16. PGSE response for PEO diffusion in D20 at 25°C for solutions
of: (0) 5.97 wt%, M =200 g/mol; (e) 6.01 wt%, M = 15,100 g/mol; (.) 5.88
w w
wt%, M = 80,600 g/mol; (II) 6.01 wt%, M = 325,000 g/mol. D was
v v
determined from the slope of the line and the error from the standard slope.
Table III. Experimental results of diffusion studies of PEO diffusion in
aqueous solutions.
D(cm2/s)x107 D(cm2/s)x107
Mw wt%PEO D2025°C D205°C wt%PEO DEGID2Q
100 1.37 65.8 35.0 0.00 19.2
4.17 59.7 31.1
6.82 74.4 29.5
150 2.00 68.4 29.4
4.53 62.0 26.7
6.64 82.9 25.0






400 1.78 31.5 16.3
4.04 28.7 13.7
5.60 29.6 14.0
2960 2.17 8.73 4.37 2.27 2.07
8.86 3.97 1.91
3.61 7.64 3.89 5.28 1.97
8.27
6.06 7.04 3.03
5660 2.02 5.45 3.06 2.14 1.64
4.30 4.78 2.16 4.78 1.22
6.32 3.89 1.81 5.79 0.919
15T 1.82 3.61 2.11 2.40 0.664
4.14 2.35 1.38 4.77 0.396
6.01 1.66 1.06 5.90 0.298
BOT 2.42 0.809 0.730 2.15 0.206
4.26 0.700 0.452 3.94 0.167
5.88 0.466 0.313 5.91 0.168
325T 1.95 0.319 2.30 0.119
2.62 0.272 3.93 0.102
4.44 0.225 0.238 5.44 0.0917
5.94 0.124 0.253
6321' 2.00 0.411 0.379 2.43 0.261
4.86 0.120 0.124 3.85 0.172




































Figure 17. Self-Diffusion Coefficients of PEO of various molecular
weights (in g/mol) in D20 at 25°C as a function of concentration. A. (D)
106, (A) 150, (~) 194, (0) 200, (.) 400, (D) 2960, and (» 5660. B. (e)
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Figure 18. Self-Diffusion Coefficients of PEO of various molecular weights
(in g/mol) in D20 at 5°C as a function of concentration. A.(D) 106, (.) 150,
(~) 194, (0) 200, (+) 400, (D) 2960, and (0) 5660. B.(e) 15,100, (+) 80,600,









Figure 19. Self-Diffusion Coefficients of PEO of various molecular weights
(in g/mol) in a mixed solvent, 48 wt% D20 and 52 wt% DEG, at 25°C as a
function of concentration. (D) 2960, (<» 5660, (e) 15,100, (+) 80,600, (-)
325,000, and (.) 632,000.
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signal was left from the diethylene glycol. The diffusion coefficient of
diethylene glycol in the mixed solvent was used as the Do value for
diethylene glycol. Trends in the extrapolation slopes for the DEG/D20
system were found to be similar to those in pure D20 systems. The error
bars show in Figures 17-19 represent the precision of the measurement.
The uncertainty of the measurements is significantly higher than the
precision, generally on the order of 10 percent.
In Figure 17, diethylene glycol and triethylene glycol actually show
decreasing diffusion coefficients with decreasing concentrations which is
counterintuitive, however, these molecules are small enough that at these
concentrations the diffusion coefficient should be relatively independent of
concentration. The diffusion coefficients of the different samples are
within the indicated accuracy cited above. While it might be reasoned that
for these molecular weights it would be better to simply average the results
of the different samples to obtain Do, extrapolations were done for
consistency. At 5°C, shown in Figure 18, the slopes have the expected sign
and theses could also be averaged. However, in both cases doing so would
not significantly change the value of Do beyond the precision stated and
thus would not significantly change the results. Similar problems do not
exist for the mixed solvent system since the value of Do for diethylene glycol
was measured directly, rather than being obtained by extrapolation.
Table IV shows the results of these extrapolations in Figures 17-19. The
logarithms of the Do values were plotted versus logarithms of molecular
weight as shown in Figure 20. Equation 12 indicates this should give a
straight line with a slope of -a where the scaling theory is valid. Figure a>
shows the linear least squares fit use to determine the value of a. Table V
shows the values determined for a. The error bars for the points in Figure
Table IV. Results of PEO Do Determination.
Molecular Wei~ht
Solvent 106 150 194 a>o 400 2960
D2O(25°C) 60.3 58.2 52.8 46.0 32.0 9.71
D2O(5°C) 30.6 31.2 27.6 17.1 5.12
DEG/D2O 19.2 2.12
Molecular Wei~ht
Solvent 5660 15lQQ 80000 325000 632000
D2O(25°C) 6.23 4.41 1.07 0.397 0.551
D2O(5°C) 3.58 2.53 1.01 0.344 0.504













Figure 20. Plot of log D versus log M for PEO (e) in D20 at 25°C, (£.) ato w
5°C and (II) 48 wt% D20:52 wt% DEG at 25°C.














Bailey[69] Viscosity H2O ro 0.593
Tanner et al[30] NMR H2O 33 0.6
Brown[27] DLS D2OIH2O 2fj 0.61
Brown et al[32] NMR D2OIH2O 25 0.58
Kambe et al[29] DLS H2O 2fj 0.391
Zhou et al[34] NMR CH30H 25 0.5






20 were determined from standard deviations of the intercepts of
extrapolations in Figures 17-19. The error estimates for a were determined
from the standard deviations of the slopes in Figure 20. D20 at 25°C
appears to be a better solvent than D20 at 5°C. The value of a was 0.597 ±
0.020 for D20 at 25°C indicating an good solvent while a was 0.534 ± 0.021 for
D20 at 5°C which is much closer to a theta solvent. DEG/D20 appears to be
an intermediate solvent between the other two, a was 0.542 ± 0.058, but with
error bars this large, it is not conclusive.
c. DISCUSSION
In all three systems, scaling behavior is observed for Do as a function of
molecular weight with a values consistent with theoretical expectations.
As previously mentioned, a is related to a' of the Mark-Houwink-Sakurada
equation. For PEO in H20 at 30°C a' = 0.78 which corresponds to an a of
0.593 for a molecular weight range of 20,000 to 5,000,000.[68,69] A scaling
coefficient for PEO in water at 25°C has also been determined over a
smaller molecular weight range using dynamic light scattering by Brown
and co-workers[27,32] giving a values of 0.58 and 0.61. All of the results are
in excellent agreement with our data for D20 at 25°C (a =0.597 ± 0.020). In
contrast, Kambe and Honda reported a value of 0.391 for a at 25°C[29] but
did not offer an explanation for such a Iowa. The value of a obtained for
5°C, 0.534 ± 0.021 indicates the thermodynamic solvent quality has
worsened at a lower temperature. While this is the trend expected for most
systems, especially nonpolar systems, it would appear to be inconsistent
with thermodynamic data for this system which indicates an immiscible
region above about 100°C due to diminished hydrogen bonding, thus the
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solvent quality should decrease with increasing temperature.[70] However,
viscosity data indicates that the thermodynamic quality of water as a
solvent for PEO increases with increasing temperature up to about 45°C[71]
which is consistent with what we have found here. The results for the
mixed solvent do tallow B"ory s scaling l~aw· Wl·Cn a ciqaal' tv 0'.3.12: ~~c~ ~~.,!
precision of this measurement was too low to allow a determination of the
quality of the solvent.
Skirda et al.[26J have determined a for PEO in various other solvents for
a smaller molecular weight range. They determined a from the molecular
weight dependence of the concentration at which polymer chains begin to
overlap, while studying the scaling of polymer diffusion as a function of
concentration. Their results are consistent with ours with a between 0.5
and 0.57 for the systems they studied. Table V gives a summary of our
result and those in the literature. In none of these other cases were the
lower limits of molecular weight scaling probed.
In all three cases studied, the log Do data was linear over the entire
molecular weight range. Given the previously stated requirements for
linearity of log D versus log M, it is not surprising that the results are
linear at high molecular weights. It is somewhat unexpected that the
results give a linear fit for species as small as a dimer in all three cases.
Studies on other systems[22-24,26] have not been extended below a
molecular weight of a few thousand. Therefore, at what lower molecular
weight limit other systems fail to follow scaling behavior is not known. In
general one would not expect a dimer or trimer to follow this scaling law.
Flory cited two conditions, at least one of which must be met, in order
for the scaling behavior to occur. The first is that the continuum limit has
been reached, where the radius of gyration does not increase with the
addition of one more monomer to the polymer chain.[8] Obviously this
condition cannot be met by dimers and trimers. Since this condition is not
met, but scaling occurs, the second condition might be true. This condition
is that the asymptotic limit has been reached where the radius of gyration
does not increase with an increase in ~/110.[8] Since 110 is a constant, this
means that S, the segmental friction coefficient of the solute, is sufficiently
large that an increase in Swould not change the end-to-end distance of the
polymer chain. This may mean that PEa in D20 and in D20/DEG has a
very high segmental friction coefficient.
One possible reason for a high segmental friction coefficient of PEO-
mers is possible hydrogen bonding between the ether linkages of the PEO
and the D20 or the OH groups of the DEG.[71] It has been reported that
water binding to the PEa chains results in high chain extensions.[27] This
supports the observations of both us and others, that the thermodynamic
quality of water as a solvent for PEa is good and the possibility of a high
segmental friction coefficient results. Dynamic light scattering has also
shown evidence of aggregation in low molecular weight PEO
solutions.[27,34,72] However, apparently only a very small fraction of the
PEa aggregates and it is reflected in the slow mode diffusion seen with
dynamic light scattering, the self-diffusion coefficient measured by PGSE
on the other hand is representative of the fast mode diffusion coefficient
seen with dynamic light scattering.[34] If aggregation occurred in our
systems, the aggregates would have diffusion coefficients corresponding to
the sum of the weights of the polymers in the aggregate, so it would be
lower than expected. The results obtained from such systems would not
appear to follow Equation 12. However, when Equation 12 fails at low
molecular weights, the slope steepens considerably, to between -0.6 and
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-1.[73] Thus, the experimental points would be above the line representing
the scaling equation for that system in Figure 20. Therefore, it is possible
that Equation 12 has failed at the low molecular weight end of our data and
aggregation is lowering the diffusion coefficient just the right amount to
put the data back on the line, but this seems unlikely to us.
D. CONCLUSIONS
PEO follows Flory's scaling law in D20 at 5 and 25 °C as well as in a
mixed solvent of D20 and DEG. These systems followed the predicted
scaling behavior over the entire molecular weight range studied from
diethylene glycol, with a molecular weight of 106 g/mole, to a polymer with
a molecular weight of632,000 g/ mole. For a polymer to follow this scaling
behavior all the way down to a dimer is unexpected, but hydrogen bonding
between the solvent and polymer may give the polymer a sufficiently large
segmental friction coefficient for this behavior to occur. We, therefore, do
not anticipate that this scaling law in general would be followed to such a
small oligomer.
While our results agree with viscosity results;[71] that water is a better
solvent for PEO at 25°C than at 5°C; there is abundant evidence indicating
that the immiscibility ofPEO with water arises from diminished hydrogen
bonding of solvent and polymer at higher temperature,[70] therefore as the
temperature is increased solvent quality should eventually start
decreasing.
v. SOLVENT DIFFUSION IN POLYMERS
As INTRODUCTION
As indicated in Section I.D the ability to easily determine the diffusion
coefficient of a solvent in a polymer solution at a given concentration
without measuring it would be very useful. In the past the Maxwell-
Fricke[39,40] and Mackie-Meares[41] theories have been used do to the
simple dependence, they provide, of the reduced diffusion coefficient on
concentration. In this section, after a brief review of the Maxwell-Fricke
and Mackie-Meares theories, two new approaches will be compared to
experimental diffusion data. Their abilities to describe diffusion of solvents
in polymer solutions, give simple expressions which could be easily
applied, and yield useful information will be determined.
For the experimental measurements reported here diffusion of various
solvents in polystyrene (PS) (M.W. 280,000) were studied. The solvents
chosen for this study were chloroform, methyl ethyl ketone, t-butyl acetate,
toluene, ethylbenzene and cumene. Toluene, ethylbenzene, and cumene
are similar chemically. Chloroform, methyl ethyl ketone (MEK) and t-butyl
acetate vary in size as well as polarity. To ensure that the observed
behavior was not limited to PS systems, the diffusion of methyl
methacrylate (MMA) in poly(methyl methacrylate) (PMMA) was also
studied. Polymer concentrations between 0 and 50% were studied for these
systems since, as will be seen below, this is the region in which the
modified free-volume theory is expected to be valid. A list of the sources of
theses materials are given in Appendix B.
(15)
To broaden the scope of this study, data was also taken from the
literature and fit with the two theories. The literature data was for methyl
ethyl ketone in PMMA (M.W. 960,000),[74] methyl ethyl ketone in poly(n-
butyl methacrylate) (PBMA) (M.W. 450,000),[75] toluene in poly(vinyl
acetate) (PVA) (M.W. 500,000),[76] tetrahydrofuran in PS (M.W. 540,000),
and tetrahydrofuran in polyisoprene (PIP) (M.W. 253,000).[77] The last
three systems were studied by forced Rayleigh scattering (FRS) using
methyl red as a tracer.
1. Maxwell-Fricke modeL[39,40] The Maxwell-Fricke model is based on
the model for electric conductivity and permeability. It assumes immobile
impenetrable species suspended in a mobile solvent continuum. The
Maxwell-Fricke model predicts the maximum reasonable diffusion
coefficient in the presence of obstructions when the obstructions are
spheres.[42,43] Assuming this theory holds even for relatively small
polymer segments which are immobile relative to the solvent, the Maxwell-
Fricke equation is [42,43,78]




where D is the diffusion coefficient, Do is the diffusion coefficient of the
pure solvent, q, is the polymer volume fraction, q,' is the volume fraction of
polymer plus any "non-diffusing" solvent, and X is the shape factor























Figure 21. Solvent self-diffusion coefficient data and
comparison with the predictions of the Maxwell-Fricke and the
Mackie-Meares models. (.) toluene-PS, (e) ethylbenzene-PS,
(0) cumene-PS, (A) t-butyl acetate-PS, (D) methyl ethyl
ketone-PS, (II) chloroform-PS, and (0) methyl methacrylate-
PMMA.
Equation 16 is the form of the Maxwell-Fricke model plotted in Figure 21
along with the reduced diffusion coefficients (D/Do) of the various solvents
in polystyrene as well as MMA in PMMA. As can be seen, this model
severely overestimates the diffusion coefficient and the fit is worse at
higher concentration. However, if we allow for some "non-diffusing" or
bound solvent, Equation 15 has been shown to effectively fit diffusion
data.(79] This approach differs from the other approaches presented in
this work in that in order to fit the data the solvent needs to be partitioned
into two fractions.
2. Mackie-Meares Model,[41,42,43] The Mackie-Meares model is based
on tortuosity (the increased path length between two points due to
obstructions) and simple cubic lattice model with similar size sites for the
solvent and polymer segments.[41,42,43]
(17)
The Mackie-Meares model does a reasonable job offitting the experimental
data in Figure 21. While to a first approximation the data are fairly well fit,
there are subtle differences between the various systems that this model
does not include. Thus, even though this equation contains the simple
dependence on polymer concentration that we seek, we must look further
for models which allow for slight system-dependent variations.
3. Dm.Modified Enskog model,(43,44] As stated above this theory is
based on kinetic theory and takes into account momentum transfer
between rigid spheres. It was developed to describe diffusion of liquids and
gases in membranes, but the equations fit solution diffusion data quite
well. The diffusion coefficient of a tracer molecule in a polymer solution is
described by the equation [44]
D - 1
t - _1 + iJ 1_x./1_DsM)~
DtM DJ 'DtM J
(18)
where Dt is the self-diffusion coefficient of the tracer molecule, DtM is the
mutual diffusion coefficient of the tracer with respect to the polymer, Dts is
the mutual diffusion coefficient of the tracer with respect to the solvent, DsM
is the mutual diffusion coefficient of the solvent with respect to the polymer
and Xt is the mole fraction of tracer in solution. For a system where Xt is




This situation will hold true for all of our experimental data. For the FRS
data the tracer mole fraction was on the order of 10-4 [76] to 10-5.[77] For
NMR diffusion measurements the second condition holds where DsM =DtM.
The respective mutual diffusion coefficients are expressed as[44]
1
3 [kT(ma + m~)]2 1 ·Da~ = ----=~ -~---
Bncr2 21tffiam~ ga~(cra~)a~
Here the subscripts ex and ~ are generic subscripts for t, s, and M in
Equations 18 and 19, n is the number of molecules per milliliter, cra~ is the
hard sphere collision radius of components ex and ~ which is the sum of the
radii of the two components, k is the Boltzmann constant, T is the absolute
temperature, mi is the molecular mass of component i, and ga~(cra~) is the
rigid sphere contact radial distribution function. This distribution function
is obtained from scaled particle theory[44]
where
(22)
u is the number of components in the solution. The j's are the components
a, ~, or y. Therefore, nj is the number of molecules per milliliter of
component j and Rj is the molecular radius of component j.
The diffusion coefficient of component ex with respect to the polymer
molecule is DaM. However, the solvent and tracer molecules do not interact
with an entire polymer chain at one time. Consequently, it is appropriate
to scale the diffusion coefficient with respect to part of the chain, for
example an individual monomer unit, Dam [44]
D _nDamaM- n m
(23)
where nm is the number of monomer units per milliliter. Substitution of
Equations 20 through 23 into either Equation 18 or 19 gives a rather
complicated dependence of the tracer diffusion coefficient on concentration.
The resulting equation is a function of known constants (the molecular
mass of each component, mj), concentration terms (the number of
molecules per milliliter, n; the number of molecules per milliliter of tracer,
fit; the number of molecules per milliliter of solvent, n s ; and the number of
monomer units per milliliter, n m ), and the molecular radii of each
component which are used as fit parameters. To obtain the fits to the data
presented below a non-linear least squares fit to Equation 19 was
performed.
4. Free-Vol!!we Theop:,[43,45,46] Some of the problems noted with the
kinetic theory approach -- such as isolated free-volume and interaction
with more than one monomer unit are taken into account in a free-volume
approach. The Vrentas-Duda free-volume theory[45,46] gives the
concentration dependence of the diffusion coefficient as
where DOl is the preexponential factor, E is the energy of activation for a
solvent jump, R is the gas constant, T is the absolute temperature, Wi is the
weight fraction of component i (1 is for the solvent and 2 is for the polymer),
.",.......*
Vi is the specific volume needed for one jumping unit of component i to
make a jump, ~ is the ratio of the volume of the solvent jumping unit to the
polymer jumping unit which is not necessarily the same as the volume of
one monomer segment, K11/y and K 21 -Tg1 are solvent free-volume
parameters, and K21/y and K22-Tg2 are polymer free-volume parameters.
For a pure solvent Equation 24 reduces to
..-....*
Do=DOlex~R~]ex -v1(K~11K21-Tgl+T)
Combining Equations 24 and 25 gives
(25)
(26)
Assuming that(K~1~{K21-Tgl+T) »(~2~~K22-Tg2+T), which should be





Since there is much more free-volume per unit volume in a solvent than in
a polymer,[80] the assumption made to get Equation 27 should hold up to
approximately 50% polymer. By this point, the total free-volume provided
by the solvent will have been reduced to the point that the polymer free-
volume must be considered. The exponent in Equation 27 is the free-
volume needed for a polymer segment to jump divided by free-volume
available in the solvent.




where A = . -~V2 (29)
(K II ~2.303 y'~l-Tgl+T)
Values for KII /y and K2I-TgI for many solvents are available from the
literature. In cases where these parameters are not available from the
literature they can be calculated from temperature dependent viscosity data
............ *
for the solvent.[46] Such data is readily available for many systems.[81] V2
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is the volume needed per gram of polymer, for a polymer jumping unit to
jump and this is equivalent to the polymer specific volume at OaK which
can be calculated from group contribution methods.[82] With the values for
these parameters, when A is determined by fitting Equation 28 to
experimental data, ~ can be determined. Molecular volumes can be
............ * ............ *
calculated from V 1 and V2 , then using the experimentally determined ~
the number of monomer segments in a polymer jumping unit can be
determined.
In contrast to the Vrentas-Duda approach, past applications of free-
volume theory to the concentration dependence of the reduced diffusion
coefficient[75,83,84,85,86] have started with the free-volume theory of
Fujita[87] and Doolittle.[88] This approach has been shown to yield a linear
relationship between log(D/Do) and 1/$1[75,83] or l/log(D/Do ) and 1/4>1.[84,86]
In some cases pure polymer, rather than pure solvent was used as the
reference state.[84,85] In these instances, there was a significant
difference between experimental data and theory at high solvent
concentrations. This was attributed to deviations from free-volume theory
at high solvent concentrations.[84,85] While this approach can lead to
values for free-volume parameters for the system it does not give
information on the size of the polymer jumping unit which we can get from
the Vrentas-Duda theory.
B.RESULTS
Diffusion experiments were performed on the polymer solvent systems
at 25°C and polymer weight fractions between 0 and 0.50. The results of
these measurements are given in Table VI. Figure 21, shows the reduced
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Table VI. Experimental data for diffusion of ethylbenzene, toluene,
cumene, t-butyl acetate, chloroform, and methyl ethyl ketone in 280 000
g/mol polystyrene and methyl methacrylate in 12 500 g/mol poly(methyl
methacrylate) at 25°C.
Ethyl Benzene Toluene Cumene
wt%PS Da wt%PS Da wt%PS Da
0.0 17.9 0.0 21.6 0.0 13.7
8.40 14.4 9.10 16.4 8.37 10.9
17.8 11.1 18.5 13.4 19.6 6.94
26.0 9.52 26.1 11.0 29.0 4.90
38.0 5.01 39.4 6.19 38.4 2.60
42.4 4.40 46.7 3.42 50.9 1.42
Methyl Methyl
t-Butyl Acetate Chloroform Ethyl Ketone Methacrylate
wt% PS Da wt%PS Da wt%PS Da wt% PMMA Da
0.0 13.6 0.0 22.9 0.0 33.2 0.0 22.5
8.01 11.5 13.7 14.3 10.0 27.8 9.81 14.6
22.2 8.27 23.2 9.59 20.1 21.1 18.0 10.3
27.3 5.87 32.2 6.01 29.9 16.4 19.1 11.2
35.3 3.98 37.2 4.43 35.9 14.0 21.0 9.82
43.8 2.24 44.6 2.38 42.4 10.6 25.0 8.59




diffusion coefficients of these systems plotted as a function of polymer
volume fraction. Also shown in Figure 21 are the predictions of the
Maxwell-Fricke model and the Mackie-Meares model for the dependence of
the diffusion coefficient on polymer volume fraction, as was mentioned
above.
In order to compare the predictive ability of the models, best fits to the
data for the free-volume and kinetic theory models are shown in Figures 22-
27 along with the experimental data. Log D is plotted for these figures
rather than log(D/Do) for the ease of viewing. Figure 22 shows the data for
toluene, ethylbenzene, and cumene in PS. These three solvents are very
similar chemically. The solvent self-diffusion coefficient decreases with
increasing molecular size at any given concentration. A similar trend is
seen in Figure 23 for MMA and MEK in PMMA.
Figure 24 shows the results for MEK, chloroform, and t-butyl acetate in
PS. Since both the solvent size and structure are varied for this group,
different results are seen. Even though chloroform is the smallest
molecule of the three solvents its diffusion coefficient is much lower than
MEK's at all concentrations. In addition, as the polymer concentration
increases, the chloroform data shows a different concentration dependence
than the others. These effects are the result of the different structure and
polarity of chloroform compared to the other solvents.
Figure 25 shows the effect of varying the polymer for a given solvent, in
this case MEK in PS, PMMA, or PBMA. This plot shows that the polymer
has a significant effect on the concentration dependence of solvent
diffusion. Figures 26 and 27 contain the FRS data showing that both the
kinetic and free-volume theories are not limited to data produced by NMR
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measurements. Figure 26 also shows a dependence on the polymer which
is similar to that in Figure 25.
The least-squares fits for the free-volume approach were done USIng
Delta Graph Professional which uses the Levenberg-Marquardt method to






















Figure 22. Log plot of solvent diffusion data along with
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Figure 23. Fits to data for methyl methacrylate and methyl ethyl
ketone in poly(methyl methacrylate). Solid lines represent free-
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Figure 24. Fits to experimental data for non-aromatic solvents in
polystyrene. Solid lines represent free-volume fits, dashed lines
represent kinetic theory fits.
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Figure 25. Fits for methyl ethyl ketone in polystyrene,
poly(methyl methacrylate), and poly(n-butyl methacrylate).






















Figure 26. Fits to Forced Rayleigh Scattering data with
THF as the solvent and Methyl Red as the tracer. Solid
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Figure 27. Fits to Lodge's toluene-poly(vinyl acetate) FRS data; (D)
data displaying-hydrogen bonding effect, (II ) data with the hydrogen-
bonding effect removed. Solid lines represent free-volume fits,
dashed lines represent kinetic theory fits.
eft DISCUSSION
As can be seen from the dashed lines of Figures 22 through 27, the
Enskog theory does an excellent job of fitting the experimental data and
accounting for the differences in solvents which the Mackie-Meares model
did not. The plots show that the modified Enskog model fits the data best at
the lower polymer concentrations, however, at higher concentrations in
several systems, the fit diverges from the experimental data. In the
toluene/PS, t-butyl acetate/PS, MEKlPMMA, MEKlPBMA, and THF/PS
systems the modified Enskog fit is significantly above the experimental
data at higher polymer concentrations. This is expected because the model
assumes the solvent molecules and the polymer segments are rigid
spheres that collide. At higher polymer concentrations, the polymer
chains get close together and the solvent molecules interact with more than
one segment in a collision. In addition, there are voids in the polymer
network from which the solvent molecules are excluded. If these effects
are sufficiently large, the concentration dependence of D will be more
pronounced than allowed for by the modified Enskog model.
The solvent diameters and monomer segment diameters obtained from
these fits are listed in Table VII. These results are all reasonable sizes for
the solvent molecules and monomer segments, however, the variation in
size for PS, PMMA, and THF for different systems is higher than expected.
In the cases of PS and PMMA these variations could indicate that the
solvent molecules are interacting with more than one monomer unit at a
time.
The modified Enskog theory does not yield a simple dependence of
diffusion coefficient on concentration. It does provide an experimental way
Table VII. Results of Kinetic Theory Fit.
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Toluene/PVA-raw data 0.478 0.742
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to estimate solvent molecular size, or alteratively, if this information is
available elsewhere this theory could be used as a predictive method.
Molecular diameters calculated from the volumes determined by group
contribution methods shown in Table VIII are significantly larger than the
experimentally determined diameters given in Table VII. This is probably
because the molecules are not spherical as assumed in calculating the
molecular radii from their volumes.
The fits of Equation 28 to the experimental data are shown as the solid
curves in Figures 22-27. As stated above, log D was plotted rather than
log(D/Do) for ease of viewing. Equation 28 fits the experimental data well,
in fact in several cases better than the modified Enskog theory. However, at
lower polymer concentrations, this free-volume approach does not fit the
data as well as the kinetic theory approach. This because at very low
polymer concentrations excluded volume does not playas significant a role
as collisions between the solvent molecules and the polymer chains.[84,85]
Table VIII shows the A's and ~'s determined from the fits to Equation 28,
as well as the number of monomer units per polymer jumping unit.
The free-volume approach does give a relatively simple dependence of
diffusion coefficient on concentration and accounts for differences between
systems and although this method is unable to be completely predictive, the
experimental results indicate that A will be close to -1. Most of the
experimental values for A shown in Table VIII range from -1.2 to -0.4.
Table VIII also gives the number of monomer units per polymer jumping
unit determined from the experimental fits. For the most part, the results
seem reasonable, indicating that between one and two monomer units are
involved in a jumping unit. This varies somewhat for a given polymer
depending on the solvent. The fact that the polymer
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Table VIII. Results of Free-Volume fits.
Solvent Monomer unit Monomer
Volumeb Volumeb units per
System A ~a (nm3 ) (nm3 ) jumping unita
Toluene/PS -0.884 0.781 0.140 0.147 1.22
Ethylbenzene/PS -0.855 0.738 0.167 0.147 1.54
Cumene/PS -1.02 1.20 0.187 0.147 1.06
t-Butyl AcetatelPS -1.02 0.647 0.171 0.147 1.80
Chloroform/PS -1.22 0.507 0.101 0.147 1.35
MEKIPS -0.644 0.477 0.108 0.147 1.54
MEKlPBMA -0.416 0.308 0.108 0.201 1.75
MEKlPMMA -0.636 0.509 0.108 0.131 1.62
MMA/PMMA -1.09 1.583 0.145 0.131 0.700
THFIPS -1.06 2.23 0.108 0.147 0.330
THF/PIP -0.736 1.37 0.108 0.113 0.699
Toluene/PVA-corrected-0.746 0.746 0.140 0.107 1.75
Toluene/PVA-raw data -1.73 1.73 0.140 0.107 0.757
a~ and the number of monomer units per jumping unit were determined
from A. bThe solvent and monomer unit volumes were calculated from
group contribution methods.
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jumping unit is not the same in all solvents for the same polymer indicates
that chain motions are being achieved with a broad range of torsion angle
jumps rather than the same set jump each time (say 120°). This type of
chain motion has also been observed in the bulk atactic poly(propylene)[89J
and polystyrene[90] near the glass transition temperature by deuterium 2D
exchange NMR.
Some of the systems studied show jumping units of less than a
monomer unit. If one monomer unit has more than two carbons in the
polymer backbone as does PIP it would almost be expected that the polymer
jumping unit was less than one monomer unit. For PMMA with a side
chain which has several single bonds it is possible that part of the side
chain may be a jumping unit, explaining PMMA in MMA. The jumping
unit for PMMA in MEK is 1.62 monomer units. The difference in the size
of the 6}u.m..Ding unit of the same polymer may be due to the different
solvents. However, these explanations will not be valid for PS in THF. In
determining the monomer units per jumping unit 1rom ~, it was assumed
that an entire solvent molecule was the solvent jumping unit. If this is not
true, then the results will be in error, however, this seems an improbable
cause for the problems with the THFIPS system. The data for this system
came from FRS, measurements so the diffusion coefficient is actually that
of methyl red not THF. However, since the methyl red concentration is very
low it should make little difference in the free-volume available, it would
seem that it would follow the same concentration dependence as the
solvent[76,91] (which is responsible for nearly all the free-volume).
However, if the methyl red would preferentially associate with the polymer
it would show a greater concentration dependence and thus falsely indicate
a smaller monomer unit per polymer jump unit.
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The assumption that preferential association will result in increased
concentration dependence is born out in Figure 27. Lodge et al.[76,91] have
shown that methyl red preferentially binds to poly(vinyl acetate) in a
toluene/poly(vinyl acetate) solution via hydrogen-bonding. The data shown
in Figure 27 is experimentally determined data(the hollow squares) and the
data corrected, as described by the author, to remove the hydrogen-bonding
effects(the solid squares), for the toluene/poly(vinyl acetate) system. Kinetic
and free-volume theorys were fit to both sets of data and it can be seen that
neither theory fits the uncorrected data very well. Table VII gives the
solvent and monomer radii determined from kinetic theory for both the
corrected and the uncorrected data. The uncorrected data gives a
substantially smaller solvent radius and larger monomer radius, however,
it would be difficult to use this as a test for preferential binding. The free-
volume fit results given in Table VIII are more helpful, here the
uncorrected data gives a monomer jumping unit of 0.757 monomers, while
the corrected data yields 1.75 monomer units per jumping unit. The latter
value is much more believable and these results support the conclusions
given above regarding the effect of preferential binding of the tracer on the
free-volume fit results. Therefore preferential binding of the methyl red
tracer is likely in the case of THF/PS and possibly in THF/PIP as well.
The MEK diffusion in PS, PMMA, and PBMA data shown in Figure 25
suggests that the polymer has a significant effect on the concentration
dependence of solvent diffusion. The free-volume results indicate that as
the polymer jumping unit per monomer unit increases, the decrease in
diffusion coefficient with increasing polymer concentration is reduced.
This is evidenced by A decreasing from PBMA to PS as does the monomer
units per jumping unit. However, the volume of the jumping unit does not
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follow this trend and neither does the volume of the monomer unit. This
indicates that, as longer range chain motions are needed for a polymer
jumping unit to jump, the probability of jumping decreases giving the
solvent molecules less competition for free-volume sites.
Table IX shows a comparison of the kinetic and free-volume theories.
For the kinetic theory, ~'s were determined by calculating volumes from
the diameters given in Table VII and the absolute value of the difference
between this value and ~ determined from the free-volume approach is
shown in Table IX. The wide range in these values is indicative of a
monomer unit and a polymer jumping unit not being equivalent. Table IX
also shows X2 , for both fits, for each system. The free-volume approach
gave the best fit in seven of the twelve systems.
D. CONCLUSIONS
We have shown that a theory must take into account effects in the
specific system in order to adequately describe the diffusion of a solvent in a
polymer solvent mixture. In looking at the two theories that take into
account specific system effects we have seen that both a kinetic theory
approach and a free-volume approach can fit the data adequately. Both the
kinetic and free-volume theories can adequately follow trends in solvent
size and chemical nature as well as the effects of different polymers on the
diffusion of one solvent.
Each approach has its advantages and its drawbacks. However, both
theories fit the data well, accounting for differences in solvents and
polymers, and each provides unique information about the system. The
free-volume approach does, however, give a relatively simple dependence of
Table IX. Comparison of Free-Volume and Kinetic Theory results.
System I~fv~t I X2kt8 X2fv8 best fitb
Toluene/PS 0.147 0.0162 0.00307 fv
EthylbenzenelPS 0.022 0.00607 0.00268 fv
Cumene/PS 0.363 0.00469 0.0158 kt
t-Butyl Acetate/Ps 0.147 0.0654 0.00941 fv
Chloroform/PS 0.136 0.00240 0.000296 fv
MEKIPS 0.035 0.000918 0.00477 kt
MEKlPBMA 0.102 0.0139 0.00144 fv
MEKlPMMA 0.404 0.0202 0.00139 fv
MMA/PMMA 0.619 0.00956 0.0428 kt
THF/PS 1.927 0.0853 0.00998 fv
THF/PIP 1.043 0.00130 0.00358 kt
Toluene/PVA-corrected 0.168 0.00545 0.0248 kt
aThe X2'S are the sums of the squares of the residuals for the kinetic theory
(kt) and the free-volume theory (fv) for each fit. bThe last column indicates
which method fit best.
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the reduced diffusion coefficient on concentration and while it cannot
predict the diffusion coefficient at a given concentration without fitting the
equation to experimental results, it can indicate a likely range for a given
diffusion coefficient based on only Do.
VI. DRYING OF COATINGS
A INTRODUCTION
In this section, efforts in developing a computer model of the drying
process will be described. Given the proper experimental data, the
simulations provide an inexpensive prediction of weight loss as a function
of time. For preliminary testing, this method is preferable to
experimentally determining the curves for each possible system. In
addition, the analysis also provides the concentration profile within the
coating as a function of time, which is extremely difficult to measure
experimentally.
To demonstrate the results of the simulation, two well characterized
polymer-solvent systems were chosen, namely, polys'" .vrene-toluene and
polystyrene-cyclohexane. These systems were combined for a three
component system of polystyrene-toluene-cyclohexane. Although it is
recognized that these are not typical coatings systems, the application of
the method to these "model" systems will provide a very important first step
and significant insight into the drying process. The thermodynamic
parameters for these systems have been thoroughly studied[68,92,93] and
described by the Flory-Huggins theory. [8] The polymer-solvent interaction
parameter should allow accurate determination of the solvent volatility as a
function of composition and temperature. The transport of solvent to the
surface resulting in diffusion is predicted with the use of Fick's law using
experimentally determined solvent self-diffusion coefficients. Diffusion
data for these systems is found in Table II as well as other sources.[43,79]
Be DEVET,QPMEN1' OF THE MODET t
The program described here was written in Fortran and the source code
is given in Appendix C. Using the model presented below, the program
predicted the solvent composition as a function of time and position in the
film. The model for the evaporative flux of the solvent was determined by
multiplying the rate of evaporation of the pure solvent by its activity. This
may be written as [49,50]:
Me =A R (a - p) t (30)
where Me is the mass of solvent that evaporates during a given time step, t,
A is the surface area of the film, R is the standard evaporation rate of the
pure solvent at a given temperature, a is the activity of the solvent in the
surface layer of the film (the film is divided into layers as will be discussed
later), and p is the relative saturation. The relative saturation is the
partial pressure of the solvent in the air, divided by its partial pressure at
saturation.[50] Another term for this would be the relative vapor pressure.
Under normal conditions, p can be assumed to be zero for most solvents (as
was done for toluene and cyclohexane), although special precautions need
to be taken if water is the solvent due to relative humidity.
Values ofR are available for many solvents in the literature. If a value
of R cannot be found, it can be determined experimentally or from [94]:
R =Pv~ M exp(-'s')21tRcT y (31)
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where Pv is the vapor pressure of the solvent, s is the height that a solvent
molecule must rise above the film before air currents sweep it away, s for a
solution on a flat plate is 0.25 cm,[50] y is the mean free path of the vapor
molecules, M is the molecular weight of the solvent, Rc is the ideal gas law
constant, T is the temperature in Kelvin.
The solvent activity in Equation 30 was determined from the Flory-
Huggins equation:
1 2In a =ln$s + (1 - -)(I-$s ) + X(1 - $s)
x
(32)
where <Ps is the volume fraction of the solvent in the surface layer of the
film, x is the ratio of the molar volumes of the polymer and solvent, and X
is the Flory-Huggins interaction parameter.[8] Since x for a high
molecular weight polymer is large, (1-l/x) is approximately one which is
the case for these systems.
The model for diffusion of the solvent within the film was based on
Fick's second law of diffusion,[9] Equation 2, which is given here in the




Generally as the film dries, a concentration gradient is formed within the
material. To approximate the concentration gradient, the film was divided
into several layers (the actual number of layers is variable). The solvent
concentration and the diffusion coefficient of the solvent is assumed to be
uniform within each layer for a given time step, a necessary assumption
for Equation 33 to be valid. We assume that the layer thickness and time
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step size are small enough when the results are independent of both
variables. A working form of Fick's second law, given by the Crank-
Nicolsen implicit method[9] was used. In the Crank-Nicolsen treatment,
the concentration is expanded as a function of time in a Taylor series
expansion. The expansion can be solved for ac/at and for short time
periods with the higher order terms truncated, yielding [9]:
(34)
where the subscript j refers to a given layer at the beginning of a time step,
and j+l, the same layer at the end of the time step; subscript i refers to a
given layer. Similarly, two expansions of the concentration as a function of
positionCone for the concentration of the slice on one side of a given slice i
and the other for the concentration of the slice on the other side of the same
slice) can be solved for a2c/ax2 , with higher order terms being truncated
for thin slices. For a more accurate value of the position derivative over a
time step, Equation 35 is used. This averages the values the derivative
would have at the beginning and the end of a time-step, yielding, [9]:
(35)
where subscripts i-I and i+l, refer to the layers on either side of the ith
layer in the equation. Substitution of Equations 34 and 35 into Equation 33
with rearrangement yields [9]:
-rCi+lj+l + (2+2r)Cij+1 - rCi+1J+l =rCi-1J + (2-2r)CiJ + rCi+1J (36)
where r = ~~, t is the time interval, h is the thickness of the layer and D
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the diffusion coefficient of the solvent in the ith layer. The thickness of each
layer was determined at each time step from the composition and densities
of polymer and solvent assuming ideal mixing. The interpolation and
extrapolation of the diffusion coefficients were obtained from fits of
experimental data to free-volume theory equation (Equation 24) as will be
shown below.
An equation like Equation 36 is obtained for each layer in the film except
at the edges. It was assumed that diffusion did not produce solvent loss at
the air interface or the substrate interface. Therefore, the concentrations
on either boundary of the film were set equal to the concentrations in the
surface layers both before and after the time step. This has the physical
effect of not allowing diffusion across these boundaries (volatility controls
loss at the air interface). The result is a system of N equations and N
unknowns which can be solved for the new solvent concentrations in each
layer. The method used to solve this system of equations was the Gauss
elimination method.[95] The accuracy of the solutions to this system of
equations increases with shorter the time intervals and the greater the
numbers of slices until the concentration changes are on the order of the
round off error.
To account for the possible development and effects of thermal
gradients, the temperature gradient for the film was determined for each
time step as well. During each time interval, after the solvent loss 18
determined by Equation 30, the cooling produced by evaporation 18
determined by
(37)
where me is the number of moles of solvent evaporated during the time
step, Hv is the enthalpy of vaporization, C p is the heat capacity of the
solution in the surface layer, gs is the mass of solution left in the surface
layer, and T1,j is the temperature of the surface layer. The heat transfer
through the system can be described by[96]
(38)
where ex is the thermal diffusivity, T is the temperature, t is time and x is
position. This is analogous to Equation 33 and can be solved in the same
manner.
-rTi+1J+1 + (2+2r)TiJ+1 - rTi++1 =rTi-1J + (2-2r)TiJ + rTi+1J (39)
at
where r = 2. Since a for toluene, cyclohexane, and polystyrene are all
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essentially equal, 0.001 cm 2/s at 20°C,[68,96,97] a is assumed to be
independent of composition of the film. Since a is several orders of
magnitude larger than D, heat transfer to the surface via solvent diffusion
is ignored. To and TN+l are always set equal to T (the initial temperature of
the entire system), since the thermal diffusivity is much higher in air than
in the film and the surface is essentially the heat sink for the system, these
assumptions should be valid. Solving the system of equations, similar to
Equation 39 gives the temperature that will be used for each slice as the
I diffusion equations are solved. This also gives the temperature of the
i
surface layer at the start of the next time step. The dependence of the
diffusion coefficient on temperature is handled with Equation 24. The
dependence of the evaporation rate on temperature is handled with
Equation 31.
For each time step, the mass of solvent that evaporates from the top
layer is determined by Equation 30 and the amount of solvent in the top
layer reduced by this amount. The temperature of each layer is determined
with Equations 37 and 39. Then the diffusion of the solvent within the film
for the time step is determined for each subsequent layer with Equation 36.
This process is repeated for each time step. A schematic illustration of this
process is given in Figure 28.
For two solvent systems, a few adjustments in the above process are
necessary. Equation 32 is modified to give the activity of the mixed solvent
by replacing Xwhich is for one solvent with Xms for the mixed solvent. The
value of Xms can be calculated from Equation 40[98]
Xms =Xs 1<PSs 1 + Xs2<PSs2 - X 12<PSs1<PSs2 (40)
Where <PSsi refers to the fraction of total solvent volume occupied by solvent
i. With the activity of the mixed solvent in hand and a slight modification of
Equation 30, the amount of each solvent that evaporates during a time step
is determined with Equation 41
(41)
where Rsi' <P si and Psi are the evaporation rate, volume fraction, and
relative air saturation of the ith solvent, respectively.
The concentration and temperature dependence of the diffusion
coefficients of the solvents require an expanded version of Equation 24[99]




the subscripts 1 and 2 refer to solvents and 3 refers to the polymer. All of
the constants are known for or determined from the two component
equations. Therefore, the Equations 43 and 44 can be used to obtain
diffusion coefficients in the three component system, without fitting them
to experimental three component data.
C. KEY PARAMETERS
The two key parameters for the model are the Flory-Huggins interaction
parameter, X, which allows the calculation of the solvent activity and the
diffusion coefficient. For X, literature values for both toluene and
cyclohexane were found, which were functions of concentration. For
toluene at 25°C[68]
2
Xt =0.431 - 0.311<1> - 0.036<1> (45)
where <t> is the polymer volume fraction. In addition Xt ""as assumed to be
~~}.~{~~~~l'3 ~~~VQt'tiQnal to temperature(i.e. Xt = k/T).[68] The cyclohexane
expression for X includes both concentration and temperature directly.[93J
Xc =-0.1597+(0.4987 + 111.74) 0.7635
T (1 - 0.2365<1»2 (46)
For the mixed solvent system X12, the interaction parameter between
toluene and cyclohexane was calculated using Equation 40 from a
literature report for a X value for a toluene/cyclohexane/polystyrene system
and was found to be 0.602.[98]
The experimental diffusion coefficient data was obtained from several
sources. All data was obtained by PGSE-NMR experiments. The
cyclohexane in polystyrene data was taken from Table II. The data for all
three temperatures were used in a single fit to Equation 24. The results of
that fit are shown in Figure 29. It should be noted that not all the data for
cyclohexane diffusion given in Table II was used for the fit in Figure 29
because some of the data was not available at the time the fit was
performed. Figure 29 was not updated because this was the fit used in the
drying simulations.
The data used for toluene diffusion was taken from two sources. The
data at 25, 35, and 45°C was taken from reference 43. Data from Table II
was not used because at the time the simulations were performed it was
not nearly as complete as reference 43. The data for toluene at 5°C was
obtained from reference 79. The single fit to the data for all four
temperatures is shown in Figure 30. A complete list of the parameters,
both fitted (Do and ~) and fixed, that were used for the plots in Figures 2)
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Figure 30. Fit of toluene diffusion in polystyrene data to the Vrentas-
Duda free-volume equation.
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K11/y(cm3/g K) 1.57 x 10-3 3.20 x 10-3
K 12/y(cm3/g K) 5.82 x 10-4 5.82 X 10-4
K21 - Tg1 (K) -90.5 -193




Do(m2/s) 3.78 x 10-8 1.90 X 10-8
*The toluene and polystrene parameters were obtained from reference 46.
The cyclohexane parameters were calculated as described in reference 46.
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D.RFSULIS
Several experimental drying curves were acquired as described in
Section II.A and simulations were performed to compare with the
experimental results. In none of the results that will be shown did the
simulations indicate any significant cooling had taken place.
I. Toluene in Polystyrene Figure 31 shows the simulated predictions as
curves and the experimental data as points for toluene evaporation from
polystyrene at 5,25, 35, and 45°C. In all cases the films were initially 82.0
wt.% toluene. The initial thickness of each film is given in Figure 31. For
each simulation with the exception of the 5°C case, a time step of 1 ms was
used. For the 5°C simulation a time step of50 ms was used For these and
all other simulations shown 30 slices were used. As can be seen, the
simulations do a reasonably good job of fitting the experimental data
considering there are no fitted parameters. Just the initial conditions,
experimental diffusion data, and the pure solvent evaporation rates are
used to predict these drying curves. In the initial, part of the drying
curves, where the drying process is evaporation controlled, the model fits
the experimental data very well. In the transition between the evaporation
controlled region and the more level diffusion controlled region, the model
tends to overshoot the experimental data. In the diffusion controlled
region, both the simulation and the experimental data slopes go nearly to
zero. However, for some of the data, especially at 35°C there is a significant
gap between experiment and prediction. The best correlation is obtained at
25°C. The gaps in the diffusion controlled region are probably due to
experimental uncertainty in the drying measurements. The possible






































Figure 31. Experimental and predicted drying curves for toluene































Figure 32. Concentration profiles of toluene/polystyrene film at various
points in the drying process at 25°C.
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Figure 32 shows one of the benefits of the simulations, the concentration
profile of the film for the 25°C data at three points in the drying process,
384, 3134, and 4384 seconds. The first concentration profile is still early in
the drying process and there is not much of a concentration gradient. The
second profile, which is blown up in the inset is at the start of the transition
region and a significant concentration gradient can be seen. In the final
profile the concentration gradient over most of the film is leveling off,
however the solvent concentration in the initial slice has dropped
essentially to zero. Therefore, any solvent still left in the film must diffuse
through a polymer barrier to evaporate.
2. Cyclohexane in Polystyrene Figure 33 is the comparIson for
cyclohexane evaporating from polystyrene at 35°C. These are the poorest
results. The experimental results fall well below the predicted results for
the entire drying cure.
There are several possible causes for the poor match. The first is that
this case is very close to the theta temperature for this system (33°C [93])
and as drying takes place the surface may cool below the theta temperature
an phase separation may take place at the surface. But according to the
program the surface temperature never drops more than O.l°C, which
seems to rule this out.
The second possible cause is the program is using the wrong form of
Fick's Second Law. Equation 33 assumes that the diffusion coefficient is
independent of position. Provided a sufficient number of slices and a small
enough time step have been used this assumption should be valid within a
given slice except possibly during the transition between evaporation
control and diffusion control. Since the experimental data in Figure 33
seems to be in the transition region from the start this seemed to
Initial Cyclohexane Cone. = 63.4%
Initial film Thickness = 0.7mm



































Figure 33. Experimental and predicted drying curves for cyclohexane in
polystyrene at 35°C.
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be a likely cause. This was also thought to be a likely cause of the overshoot
in the transition region of the toluene data. However, a modified version of
Equation 36 did not significantly change the results seen in Figure 31,
which seems to discount this possibility.
The third possible cause is that as evaporation takes place, the polymer
chains are unable to relax to their equilibrium state quickly enough to
maintain a relaxed system. As the solvent leaves and the polymer network
becomes strained, the diffusion coefficient for the solvent is significantly
below what it would be at the same concentration in an unstained system
such as that in which the diffusion coefficients were measured. This effect
would probably be amplified in theta solvents where the polymer chains are
not very extended to begin with. This could explain the overshoot in the
toluene data in the transition region as well. The transition region, where
the greatest concentration gradient is observed is the most likely region to
place the system under strain even in a good solvent.
3. Cvclohexane and Toluene in...Polystyrene Figure 34 shows the
experimental and predicted drying curves for a system that was initially
40% cyclohexane, 40 % toluene, and 20% polystyrene by weight. The
success of the model at matching the experimental data for this system is
better than cyclohexane as a solvent alone but worse than toluene. Figure
35 gives both the cyclohexane and the toluene concentration profiles for the
predicted drying curve at the points in time. The first, in the evaporation
controlled region, shows that more toluene has been lost than cyclohexane,
but that the cyclohexane has a much larger concentration gradient. The
second profile, at 750 seconds, is in the transition region. Here the
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Figure 34. Experimental and predicted drying curves for the











Figure 35. Concentration profiles at various times for a cyclohexane-
toluene-polystyrene film at 35°C.
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significant amount of cyclohexane present. The toluene is nearly all gone.
By 2000 seconds the toluene is essentially gone and the surface
concentration of the cyclohexane is also essentially zero.
While the concentration gradients cannot be determined experimentally
the relative composition of the film at some point in time during the drying
process can be determined. This drying study was repeated three times,
one run was allowed to go 400 seconds, one 750 seconds, and the last 2000
seconds. At the designated time the film was removed from the oven and a
large amount of ethylbenzene was added to the weighing boat to stop
sample evaporation and bring the film into solution. After the system was
stirred till it was homogeneous a sample was taken for analysis by gas
chromatography. Simulations were run with the appropriate initial
conditions to compare to the experimental results. At 400 seconds the film
had lost 64.5% of the solvent compared with a predicted loss of 61.8%. The
solvent still in the film was 50.5% toluene compared with a predicted value
of 36.5%. At 750 seconds the experimental and predicted values of solvent
loss are 77.9% and 88.5% respectively, the percent of solvent that is toluene
was 45.7% experimental and 4.4% predicted. At 2000 seconds the solvent
loss was 85.3% experimental and 92.7% predicted and the toluene amount
in the remaining solvent was 37.1% experimental and 0.01% predicted.
These results show that while the simulations are predicting the correct
trend, the preferential loss of toluene, the actual excess toluene loss is not
nearly as dramatic as the simulations indicate. There are two likely places
to look to improve the simulations. The first is to improve the solvent
activity calculation, the excess solvent loss over the prediction in the
evaporation controlled region indicates an under prediction of solvent
activity. The second area is the solvent diffusion coefficients. Actually
111
fitting the Equations 42 and 43 to experimental results for a three
component system should greatly enhance the simulations.
Eft CONCLUSIONS
The model presented in this Section for simulating the drying of a
coating, can match experimental drying curves remarkably well
considering that no fittable parameters are used to match the experimental
data. The success of the model however, seems to decrease with
decreasing solvent quality. The model provides a unique look at the solvent
concentration profile of the film. For a three component system the model
even predicts the correct preferential loss of toluene. While the model, as it
stands, is not capable of dealing with a "real" system it can yield unique




In order to understand the basic processes of transport in cornea a
study of diffusion of water in bovine cornea was undertaken. The
elucidation of basic transport processes may lead to a better understanding
of certain corneal diseases which affect molecular transport. In addition,
these studies will also improve our knowledge of how water-soluble drugs
may transport in this polymeric-anisotropic medium.
As was indicated in Section I.F, cornea is primarily stroma (90%). The
stroma is roughly 80% water and 20% collagen. The collagen has an
anisotropic structure in the cornea. The collagen is in fibril bundles which
are in lamellar layers parallel to the cornea surface. The periodicity of the
fibril bundles is 64 nm.[54] Since the average displacement for isotropic
water in a diffusion measurement is 5 11m, diffusion perpendicular to the
fibrils, and therefore perpendicular to the cornea surface, should be
hindered. Diffusion along the fibrils, parallel to the cornea surface should
not be nearly as hindered. Anisotropic diffusion with the faster diffusion
parallel to the lamellar layer has previously been observed in liquid crystal
systems.[100,101,102]
To observe diffusion parallel and perpendicular to the surface of the
cornea, samples were placed in NMR tubes as shown in Figure 36. The
cornea are unique samples for study in a conventional spectrometer since






end view of tube
Figure 36. Positioning of cornea samples in NMR tubes.
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B, DIFFUSION OF WATER IN CORNEA
Tables XI and XII and Figure 37 give the results for the initial studies.
Table XI is for cornea where the bovine eyes were stored intact at 5°C until
the cornea samples were removed. Table XII is for cornea that were
removed from the eye and stored at 5°C in Dexsol. Dexsol is a commercial
corneal storage medium produced by Chiron Ophthalmics. Dexsol is a
sterile, buffered tissue culture medium which contains Dextran (as an
osmotic agent), chondroitin sulfate, gentamycin sulfate, and phenol red
indicator. It was hoped that the Dexsol would preserve the cornea for an
extended period of time without altering the structure.
In this study, diffusion measurements were made on the same cornea
sample using different gradient strengths to allow measurements over
different time scales. This seemed to have no impact on the diffusion
coefficients measured, which indicates that the water molecules are not
being hindered in a domain on the order of a few micrometers. This is
consistent with stucture described above. Multiple samples were taken
from the same eye and reasonable consistency was found. In addition,
relaxation times were measured. The T 1 and T2 values were consistent
with those reported in the literature for human cornea containing
approximately 80% water.[103J Both the TI's and the T2's were reasonably
consistent between samples which indicated that the molecular dynamics
of the water was consistent between the samples. The diffusion results
however were more scattered, as can best be seen in Figure 37. By looking
at the average values, a surprising result is seen. For the cornea not stored
in Dexsol, diffusion in the perpendicular direction was faster than
diffusion in the parallel direction. For cornea stored in Dexsol there is an
Table XI. Initial results of diffusion of cornea stored at 5°C.
Perpendicular
Eye Cornea Gradient(G/cm) D(cm2/s) T1 T2-
A 1 14.7 1.07 ±0.03x10-5
B 1 14.6 1.34 ± O.08xlO-5 1.66 0.0321
C 1 49.9 1.119 ± O.OO3x10-5 1.644 0.0361
15.7 1.18 ±O.03x10-5
15.7 1.20 ± O.02x1o-5
2.49 9.58 ± O.68xlO-6
2 15.7 1.164 ±O.OO6x10-s
Parallel
Eye Cornea Gradient(G/cm) D(cm2/s) T1 T2-
A 1 14.6 5.91 ±O.13x10-6 1.66 0.0432
B 1 43.6 4.10 ±0.26x1O-6 1.60 0.0345
14.4 6.75 ± O.06x10-6
1.82 8.63 ± 0.11x10-6
C 1 49.9 8.08 ± 0.12xl0-6 1.603 0.0300
15.7 5.99 ± O.08x10-6
15.7 6.15 ± O.09x10-6
2.49 4.66 ± 0.10xl0-6
2 15.7 9.64 ± O.26xl0-6
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Table XII. Initial results of diffusion of cornea stored at 5°C in Dexsol.
Perpendicular
Eye Cornea Gradient(G/cm) D(cm2/s) T1 T2 Wei~ht Gain
A 1 14.6 7.44 ± 0.62x10-6 1.37 0.0239 0.0%
B 1 14.6 8.18 ± 0.02x10-6 1.48 0.0343 13%
C 1 43.6 1.68 ± 0.05x10-5 1.43 0.0327 3.7%
14.4 1.29 ± 0.11x10-5
1.82 1.16 ± 0.09x10-5
2 14.4 3.22 ± 0.20x10-6 4.60/0
D 1 49.9 1.22 ± 0.01x10-5* 1.51 0.0670 8.7%
15.7 1.34 ± 0.02x10-5*
15.7 1.33 ± 0.02x10-5*
2.45 1.02 ± 0.01x10-5*








Eye Cornea Gradient(G/cm) D(cm2.....,.;/s""",,"")_____..T1 T:=..",:2~__W--..,;:;.;el~·~a.;::.:;h:.;..t~G;;;;;.;",;:a~i....;;;,,;n
A 1 14.7 1.76 ±0.13x10-5
B 1 14.6 1.56 ± 0.09x10-5 1.63 0.0396
C 1 43.6 1.42 ± 0.01x10-5 1.58 0.0403
14.4 1.42 ± 0.01x10-5
1.82 8.63 ± 0.17xlO-6
14.4 7.88 ± 0.07x10-6
49.9 1.28 ± O.02x10-5 1.813 0.0429
15.7 1.35 ± O.02x10-5
15.7 1.35 ± O.02x10-5
2.49 1.06 ±O.02xlO-5
2 15.7 1.31 ± O.02xlO-5 -18%>
*The Dexsol changed color while these samples were stored in it but the


































*In the samples, covered by the bar,
the Dexsol changed colors
Figure 37. Bar graph summary of water diffusion in cornea results
given in Tables XI and XII.
118
even larger scatter in the data but the median values are nearly the same
for both orientations. Also both swelling and shrinking were seen for
cornea stored in Dexsol but this did not correlate with the scatter in the
diffusion coefficient at all.
Mter these initial tests, a study was undertaken to see if the water
diffusion coefficients would vary as a function of time, either after the
cornea was received or after it was removed from Dexsol. In addition the
same samples were observed in both orientations to make sure the results
were not due to sample variation. The results of these tests are given in
Tables XIII through XVI and Figure 38. Tables XIII and XIV are the
results for cornea that were not stored in Dexsol. This data is plotted in
Figure 38 and, as can best be seen in the plot, there is a considerable
amount of scatter, however, the trend is for the parallel diffusion to be
faster than perpendicular diffusion. This trend held for all cornea where
both orientations were studied in the same sample, not just a general trend
in the data. This is what is expected and just the opposite of what was
observed in the previous study (Figure 37). Tables XV and XVI give the
results for the cornea stored in Dexsol. Not only is this data quite scattered,
but in several cases, the diffusion coefficients measured for both
orientations in the same cornea are nearly equal. In some cases a sample
gave two peaks which had very different diffusion coefficients. In addition,
some cornea showed large amounts of swelling and others shrinkage. Due
to these large variations, it was decided to discontinue the studies of the
cornea stored in Dexsol and concentrate on the samples that showed better
promise of being understood at a basic level.
In an attempt to understand the large scatter and the alternation of the
preferred diffusion axis in the cornea that were not stored in Dexsol, a
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Table XIII. Results of study of time dependent water diffusion in cornea
stored at 5°C, perpendicular to the surface of the cornea.
Perpendicular
Cornea Time after Receivin~(Hr) D(cm2/s)
NDA 6.67 2.34 ± O.04xlO-6




NDE 7.52 3.83 ± 0.10x10-6
11.43 3.40 ± O.13xlO-6
24.63 2.84 ± O.08xlO-6
NDF 6.23 4.36 ±O.16x10-6
13.03 2.92 ±0.10x10-6
25.50 2.95 ±0.10x10-6
NDH 7.85 6.52 ±O.36xlO-6
14.1 5.92 ±O.39xlO-6
25.5 6.91 ±O.70xlO-6
Table XIV. Results of study of time dependent water diffusion in cornea
stored at 5°C, parallel to the surface of the cornea.
Parallel
Cornea Time after Recievine-(Hr) D(cm2/s)
NDA 5.67 5.05 ± 0.13xlO-6
NDB 3.55 4.76 ± 0.09x10-6
5.00 5.42 ± O.07xlO-6
9.55 6.18 ± 0.18x10-6
11.47 6.38 ± O.16x10-6
23.15 6.63 ± 0.19xlO-6
25.52 6.62 ±O.20xlO-6
NDC 3.93 6.21 ± 0.09x10-6
NDD 4.55 6.61 ± O.35xlO-6
9.92 6.66 ± O.19xlO-6
13.42 6.30 ± 0.19x10-6
25.08 5.68 ± 0.07xlO-6
NDE 5.70 5.28 ± O.12xlO-6
NDF 4.83 5.48 ± O.16xlO-6
NDG 5.65 5.10 ± O.12x10-6
11.22 4.83 ± O.12xlO-6
25.00 4.35 ± O.08xlO-6
NDH 6.66 8.42 ± O.75xlO-6
NDI 7.23 3.63 ± 0.38xlO-6
12.7 3.77 ± O.20x10-6
24.9 3.10 ± 0.05xlO-6
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Table XV. Results of study of time dependent water diffusion in cornea
stored at 5°C in Dexsol, perpendicular to the surface of the cornea.
Perpendicular
Time after
Cornea Removal from Dexsol(Hr) D(cm2/s) Wei~ht Gain
WDA 2.25 3.52 ± O.15xlO-6 5.4%
WDC 1.57 1.59 ± 0.10xl0-6 3.7%
7.03 2.26 ±0.06xl0-6
10.38 1.96 ± 0.04x10-6
WDE 1.67 4.09 ± 0.21xl0-6 -25.0%
4.65 5.39 ± O.08x10-6
8.93 4.08 ± 0.18x10-6
WDG 1.67 4.64 ± 0.22x10-6 24.3%
6.20 1.96 ± 0.07x10-6
5.49 ±0.28xl0-6
18.75 1.78 ± O.14x10-6
3.91 ± 0.14xlO-6
WDI 1.70 4.75 ± O.24x10-6 23.6%
3.47 ± 0.22xl0-6
7.50 3.25 ± O.23x10-6
18.5 2.83 ± O.36x10-6
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Table XVI. Results of study of time dependent water diffusion in cornea
stored at 5°C in Dexsol, parallel to the surface of the cornea.
Parallel
Time after
Cornea Removal from Dexsol(Hr) D(cm2/s) Weie-ht Gain
WDA 0.87 1.29 ±0.02xl0-5 5.4%





WDC 0.38 1.28 ±0.02xlO-5 3.7%
WDD 0.88 3.46 ±0.08xlO-6 -1.8%
6.52 4.28 ±0.07x10-6
10.08 5.26 ± 0.09xl0-6
WDE 0.22 5.28 ± 0.21xl0-6 -25.0%
WDF 0.77 1.11 ± 0.03xlO-5 -7.3%
6.08 1.53 ±0.03x10-s
8.20 1.54 ±0.03xl0-s
WDG 0.30 1.52 ± 0.02x10-s 24.3%
WDH 1.00 5.34 ±0.20x10-6 52.4%
5.70 3.82 ±0.05xl0-6
18.00 4.38 ± 0.08xl0-6
WDI 0.40 4.73 ±0.15x10-6 23.6%
WDJ 1.00 1.01 ± 0.15x10-s 21.4%
6.88 1.03 ±0.02x10-5
































o 5 10 15 20 25
Time After Recieving (hours)
Figure 38. Plot of the time dependent diffusion results for water in cornea
from Tables XV and XVI.
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third study was performed. In this study, the condition of the cornea was
determined by measuring its thickness with calipers and determining the
overall water content of the cornea and the water loss due to evaporation
from the cornea by weighing it before and after the diffusion studies and
after the cornea had been dried. In addition, for some samples the
epithelium was removed. The epithelium is a thin layer on the outer
surface of the cornea which makes up most of the remaining 10% of the
cornea that is not stroma. The epithelium is about 70% water and therefore
about 8% of the total water in the cornea.[54] This was done to see if the
epithelium water was distorting the results. The results of this study are
given in Table XVII and Figure 39. The cornea were typically between 1
and 2 mm thick and between 80 and 90% water. This was consistent for
both samples with and without epithelia. For the cornea with epithelia the
results were quite scattered as before. For cornea with the epithelium
removed, the results were less scattered and there was little indication of
any anisotropy. Since the water in the epithelium could not be responsible
for all the signal in either direction, it aIlIlears that removal of the
epithelium has led to a significant breakdown in the collagen structure.
It is likely that the large scatter that is seen in the data is due to the
deterioration of the cornea. It has been shown in swelling studies that
within a lamella, the fibrils will begin to separate.[104] If the samples
studied here were deteriorating in a similar manner over time, a
transition from the expected anisotropy to an inverse of the expected
anisotropy would be observed. These effects would be most dependent on
the temperature and humidity at the time the animal was slaughtered and
how quickly the eyes were refrigerated. These are factors which are
difficult for the researcher to control under these condition.
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Table XVII. Results of water diffusion in cornea study where thickness,
water loss, and epithelium removal were studied.
Cornea % water %water loss thickness Orientation D(cm2/s)
1 90.4 3.5 2.3 mm parallel 4.19 ± 0.18x10-6
perpend. 1.26 ± 0.04xlO-5
1.49 ± 0.05x10-5
2 85.1 2.4 1.8 parallel 3.12 ±0.11x10-6
3.67 ± 0.19x10-6
3* 86.3 0.9 1.8 parallel 1.28 ±0.06x10-5
1.41 ±0.02x10-5
4 83.2 0.8 1.3 parallel 9.60 ± 0.36xlO-6
perpend. 5.80 ± 0.I9xlO-6
5.18 ± 0.20x10-6
5 85.2 0.6 1.3 parallel 6.84 ± O.30x10-6
6* 87.0 1.9 1.5 parallel 1.33 ± 0.02x10-5
perpend. 1.38 ± 0.05x10-5
1.03 ±0.08xlO-5
7 86.9 3.6 1.4 parallel 7.29 ±0.48xlO-6
perpend. 1.00 ± O.05xlO-s
perpend. 1.00 ± 0.07xlO-s
8 85.7 2.6 1.4 parallel 8.38 ± O.17xlO-6
9.54 ± O.23xlO-6
9* 87.2 6.0 2.2 parallel 1.61 ± 0.03xlO-5
1.75 ± 0.05xlO-5
10 82.4 2.6 1.4 parallel 3.58 ± O.13xlO-6
perpend. 2.92 ± O.36xlO-6
perpend. 4.27 ± O.23xlO-6
11 82.0 1.5 1.2 parallel 4.23 ±0.20xlO-6
4.82 ±0.07xlO-6
12* 78.6 -2.5 1.4 parallel 1.05 ±0.05x10-s
perpend. 9.59 ± O.25xlO-6
8.57 ±0.46xlO-6



































Figure 39. Plot of results data in Table XVII showing the
effect of epithelium removal.
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c. DIFFUSION IN CORNEAL SHIE',nS
In an effort to avoid the problems of studying diffusion in actual cornea,
the study of water diffusion in corneal shields was undertaken. Corneal
shields are collagen films sold by Alcon Surgical Inc. which are used to
protect the cornea after surgery or injury. The shields are very thin, on the
order of 0.1 mm. Shield samples were saturated with water and diffusion
measurements were made with the samples oriented as the cornea were.
Final water concentration was about 80% in these samples as in the bovine
cornea. The measurements of parallel diffusion went well with results on
the order of 1 ± 0.3 x 10-5 cm2/s. Reliable results could not be obtained in the
perpendicular direction however because the shields were so thin that
minor imperfections in the linearity of the gradient that would be averaged
out in a normal sample magnified the error in these measurements.
Dr CONCLUSIONS
It has been shown that diffusion in cornea is anisotropic. Little can be
concluded from this study other than that. For a homogeneous system a
water diffusion coefficient between 1.2 x 10-9 and 1.4 x 10-5 cm2/s is
expected, our results are between these values and an order of magnitude
below. There are too many variables related to the condition of the cornea
that are not under the control of the researcher. In order to obtain reliable
results studies need to be done on very recently harvested cornea as has
been done in studying metabolic activity[105,106,107] or by NMR imaging of
a live sample as suggested by William et al.[108]
APPENDIX A
SUBROUI1NES FOR NONSTANDARD
PUlSE SEQUENCES USED ON THE
VARIAN VXR·200
The pulse sequence PGUNCT was used for the plused-gradient spin-echo
(PGSE) experiments, LED2A for the longitudinal eddy-current delay (LED)






IIPW IS A 90° PULSE"
, ) ;
"PGUNCT - PUSED-GRADIENT SPIN-ECHO












ADD (CT, ONE, VI) ; "Vl=1234 "
MOD2 (VI, VI) ; "Vl=1010 II II SET PHASE OF ECHO PULSE II





















"LED2A - PULSED GRADIENT STIMULATED-ECHO UNCENTERED
VARY D3, HOLD D2,D4&D5 CONSTANT FOR EXPERIMENT




GETVAL (D3, I D3
GETVAL (D4, I D4








ADD (CT, TWO, VI) ; "Vl=2345 II









DBL (V2, V2) ; "V2=0202 II
ADD (Vl, V2, V2) ; "V2=2503 "
MOD4(V2,V2); IV2=2103 "
ADD (V2, TWO, V3) ; "v3=4325 "
MOD4(V3,V3); "v3=0321 11
RGPULSE(PW,V2,ROF1,ROF2);
DELAY (D5-ROF1-ROF2) ; liTe"
RGPULSE(PW,V3,ROF1,ROF2) ;
END;









DELAY (D3) ; "GRADIENT PULSE"
SP10FF;





LIST OF CHEMICALS USED AND
'I1IEIR SUPPLIERS




























Aldrich == Aldrich Chemical Co. Inc., Milwaukee, WI 53233.
Fisher == Fisher Scientific Co., Fair Lawn, NJ 07410.
Kodak == Eastman Kodak Co., Rochester, NY 14650.
The Scaling Study
The D20 was 99.9% deuterated and obtained Aldrich.
1be Poly(ethylene oxides)
Sample Mw(kg/mol) m Sou;rm
PEO-106 0.106 1.00 Aldrich
PEO-150 0.150 1.00 "
PEO-194 0.194 1.00 "
PEO-200 0.200 "
PEO-400 0.400 Fisher
PEO-2960 2.96 1.03 Aldrich
PEO-5660 5.66 1.05 Polysciences
PEO-15T 15.1 1.25 Aldrich
PEO-80T 80.6* 1.64** "
PEO-325T 325* 4.04** "
PEO-632T 632* 4.71** "
* Mv instead of Mw. ** PD =Mv/Mn.
Polysciences == Polysciences Inc., Warington, PA 18976.
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APPENDIXC
SOURCE CODE FOR DRYING SIMULATION PROGRAM







C DRYING PROGRAM FOR TOLUENE/CYCOLHEXANE/POLYSTYRENE
C R. ALLEN WAGGONER
C
C A-SURFACE AREA OF THE FILM (m A 2)
C BC,BT-SIMPLIFIED COEFF. OF DIFFUSION EQUATION (I)
C B2-SIMPLIFIED COEFFICIENTS OF TEMP. EQ. (I)
C BBC,BBT-VARIABLE IN DIFFUSION EQUATION ALGORITHM (I)
C BB2-VARIABLE IN HEAT CONDUCTION EQ. ALGORITHM (I)
C CC,CTO-CONCENTRATION OF SLICE I (MOLES)
C CCT,CTT-TOTAL SOLVENT CONCENTRATION IN FILM
C DCi,DTi-CONSTANTS IN SOLVENT DENSITY CALC. i=l,2,3
C DC,DT-DIFFUSION COEFFICIENT OF SLICE I (m A 2/s)
C DP-DENSITY OF POLYMER (g/ml)
C DST,DSC-DENSITY OF SOLVENT (g/ml)
C ERR-ERROR COUNTER
C G-SOVLENT ACTIVITY IN THE SUFACE LAYER
C H(I)-THICKNESS OF SLICE I (m)
C M-NUMBER OF ITERATIONS BETWEEN DATA OUTPUT
C N-NUMBER OF SLICES
C PC,PT-RELATIVE SOVLVENT CONCENTRATION IN AIR
C PMW-POLYMER MOLCULAR WEIGHT
C PVC,PVT-VAPOR PRESSURE OF EACH SLOVENT
C Q2-VARIABLE IN HEAT CONDUCTION EQUATION
C QC1D-VOLUME FRACTION CALCULATION DENOM.
C QT1,QC1-VOLUME FRACTION OF SOLVENT
C QCC,QTT-FRACTION OD SOLVENT THAT IS CYCLO. OR TOL.
C QC,QT-VARIABLE IN DIFFUSION EQUATION ALGORITHM (I)
C R2-COEFICIENT OF HEAT CONDUCTION EQ. (I)
C RC1,RT1-COEFFICIENTS OF DIFFUSION EQUATION 'OF SLICE I
C RC,RT-STANDARD RATE OF EVAP. OF SOLVENT AT GIVEN T
C SMWC,SMWT-SOLVENT MOLECULAR WEIGHT
C T-IME INTERVAL (8)
C TEM-TEMPATURE OF SLICE I
C TEMC-TEMPERATURE OF SURROUNDINGS
C TEMD,TEMN-HEAT LOSS CALCULATION TERMS
C TM-TOTAL AMOUNT OF TIME (8)
C V-VRENTAS DUDA EQUATION DENOMINATOR
C VDi-VRENTAS DUDA EQUATION CONSTANTS (i=A,B,C)
C VPCC,VPCT-EVAPORATION EQUATION VARIABLE
C W-WEIGHT OF SOLVENT IN FILM AT TIME TM (g)
C WI-INITIAL WEIGHT OF SOLVENT IN THE FILM
C WTI,WCI-INITIAL WEIGHT OF INDIV. SOLVENTS IN THE FILM
C WLE-SOLVENT WEIGHT LOSS DUE TO EVAPORATION (g)
C WLEC,WLET-INDIV. SOLVENT WEIGHT LOSS DUE TO EVAP. (g)
C WP-WEIGHT OF POLYMER FILM (g)
C WPL-WEIGHT PERCENT SOLVENT LOSS
C WPLF-FINAL WEIGHT PERCENT SOLVENT LOSS
C WT-SUM CC(2) OR CTO(2) THRU CC(N) OR CTO(N)
C X,XC,XT-FLORY-HUGGINS CONSTANT
C XCT-SOLVENT-SOLVENT INTERACTION PARAMETER
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C YY-SOLVENT WEIGHT FRACTION
C YYC,YYT-INDIVIDUAL SOLVENT WEIGHT FRACTION
C ZC,ZT-Y-VALUE OF DIFFUSION EQUATION OF SLICE I
C Z2-Y-VALUE OF HEAT COND. EQUATION OF SLICE I
C ******************************************************
C
DOUBLE PRECISION BC(0:300) ,2C(100) ,DC(100) ,CC(0:100)
DOUBLE PRECISION BBC(100) ,BT(0:300) ,ZT(100) ,CTO(O:100)




DOUBLE PRECISION QC(100) ,VDA,VDB,TEM(0:100) ,TEMC,VPCC
DOUBLE PRECISION Z2(100),B2(0:300) ,BB2(100) ,Q2(100)
DOUBLE PRECISION CCT,YYC,YYT,DT(100) ,BBT(100) ,QT(lOO)






10 FORMAT(///5X, '*** EVAPORATION SIMULATION PROGRAM ***1)
WRITE(*,12)
12 FORMAT (/SX, '** SOLVENT SELECTION **')
WRITE(*,l)
1 FORMAT (/5X, '1. TOLUENE/PS 45')
WRITE(*,8)
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8 FORMAT (/5X, 12. TOLUENE/PS 35 1)
WRITE(*,9)
9 FORMAT (/5x, 13. TOLUENE/ PS 25 1)
WRITE ( * , 11 )
11 FORMAT (/5X, 14. TOLUENE/PS 5 I)
WRITE(*,2)
2 FORMAT (/5X, '5. CYCLOHEXANE/PS 35 1 )
WRITE(*,3)
3 FORMAT (/5X, 16. TOLUENE/CYCLOHEXANE/PS 35 1)
WRITE(*,13)
13 FORMAT (/5X, 'ENTER NUMBER OF DESIRED SOLVENT: I, $)
READ(*,14)J
14 FORMAT (II)
OPEN (2,STATUS='OLD' ,FILE='cytol.dat ' )





17 FORMAT (/5X, 'MASS OF CYCLOHEXANE, IN GRAMS, FOR 1 MA 2')
WRITE(*,18)








WI = WTI + WCI
W = WI
WRITE ( * , 20)
20 FORMAT (/5X, 'MASS OF POLYMER, IN GRAMS, FOR 1 MA 2')
WRITE ( * , 21 )
21 FORMAT (6X, 'OF POLYMER (IN THE FORM-AAAAA.AAAA):' ,$)
READ (* ,22) WP
22 FORMAT(FIO.4)
WRITE(*,23)
23 FORMAT (/5X, 'TIME
READ ( * , 24 ) T
24 FORMAT(F9.6)
WRITE (* , 44 )
44 FORMAT (/ 5X, I M*T
READ ( * , 45 )M
45 FORMAT (16)
INTERVAL IN SEC. (FORM AA.AAAAAA):' ,$)
IS REPORTED,ENTER M(FORM AAAAAA):' ,$)
WRITE(*,27)
27 FORMAT (/SX, 'ENTER NUMBER OF SLICES (FORM AA):' ,$)
READ ( * , 2 8 ) N
28 FORMAT (12)
WRITE (* , 29 )




5 FORMAT (/SX, 'FRAC, TOLUENE V.P. PRESENT (FORM A.AAA): ',$)
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READ(*,30)PT
WRITE ( * , 32)

















DO 50 J = 1,N+1
TEM(J) = TEMC
CTO(J) = WTI/(N*SMWT)
50 CC(J) = WC I / (N *SW~C )
L = 0
33 L = L + 1
WRITE(4,31) WPL,TM,TEM(l)




DO 47 J = 1/N/S
WRITE(4,6)
WRITE(*,6)
6 FORMAT (lOX, 'CYCLOHEXANE')
WRITE(4,46)CC(J) ,CC(J+l) ,CC(J+2) ,CC(J+3) ,CC(J+4)
WRITE(*,46)CC(J) ,CC(J+l) ,CC(J+2) ,CC(J+3) ,CC(J+4)
46 FORMAT(lOX,FIO.8, I, I ,lX,FIO.8, I, ',lX,FIO.8,
+ '/ I ,lX,FIO.8, I, l,lX,FIO.8)
47 CONTINUE
95 IF(WTI.LE.O.O) GOTO 96
DO 49 J = l,N,5
WRITE(4,7)
WRITE(*,7)
7 FORMAT (lOX, I TOLUENE , )
WRITE(4,46)CTO(J) ,CTO(J+1) ,CTO(J+2) ,CTO(J+3) ,CTO(J+4)





96 DO 43 K = l,M
TM = TM + T
Del = O.0008879*(TEM(1)-273.15)





DT2 = 0.000034622*( (TEM(1)-273.15)**2)
DT3 = 0.00000014334*((TEM(l)-273.15)**3)
DST = 0.84386+DTI-DT2+DT3














RC = (40.0*PVC/(TEM(1)**(0.5)) )*EXP(-VPCC/TEM(l))
RT (42.0*PVT/(TEM(1)**(0.5)) )*EXP(-VPCT/TEM(l))
61 WLEC = T*A*RC*((QCC*G)-PC)
WLET = T*A*RT*( (QTT*G)-PT)
WLE = WLEC +WLET
IF(WLE/(QCC*SWwC+QTT*SWwT) .GT.3*(CC(1)+CTO(1) )/4) THEN
ERR =ERR + 1.0
T = T/2
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TM = TM - T
WRITE(4,62)G,RT,CTO(1) ,TEM(l)







CC(l) = CC(l) - WLEC/SMVJC
CTO(l) = CTO(l) - WLET/SMVJT
CTT = 0.0
CCT = 0.0
DO 34 I = 1,N
CTT = CTT + CTO(I)
34 CCT = CCT + CC(I)
C









DC2 = 0.000000972*( (TEM(1)-273.15)**2)
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DC3 = 0.00000000155*( (TEM(1)-273.15)**3)
DSC = 0.79707-DCI-DC2+DC3
DT1 = 0.001462*(TEM(1)-273.15)
DT2 = 0.000034622*( (TEM(1)-273.15)**2)
DT3 = 0.00000014334*( (TEM(1)-273.15)**3)
DST = 0.84386+DT1-DT2+DT3





z2 (1 ) Z2 (1) + (R2 (1 ) *TEM (0) )
Z2(N) = Z2(N) + (R2(N)*TEM(N+1))




91 B2(J+l) = -R2(1)
C
C SOLVE FOR TEMPERATURE
C
BB2(1) = B2(2)/B2(1)
DO 92 I 2,N-1
92 BB2(1) = B2(3*1-l)/(B2(3*I-2)-B2(3*I-3)*BB2(I-l))
Q2(1) = Z2(1)/B2(1)
DO 93 I = 3,3*(N-1),3




DO 94 I = N-l,l,-l
94 TEM(I) = Q2(I)-BB2(I)*TEM(I+l)
C
C CALC. OF CONSTANTS AND COEFFICENTS FOR MASS DIFFUSION
C























DP = 1.05 - 0.000265*(TEM(I)-298.15)















BC(l) = BC(l) + BC(O)
BC(3*N-2) = BC(3*N-2) + BC(3*N-l)
BT(l) = BT(l) + BT(O)
BT(3*N-2) = BT(3*N-2) + BT(3*N-l)
C





DO 38 I = 2,N-l
38 BBC(I) = BC(3*I-l)/(BC(3*I-2)-BC(3*I-3)*BBC(I-l))
QC(l) = ZC(l)/BC(l)
DO 39 I = 3,3*(N-l),3




DO 37 I = N-l,2,-1
37 CC(I) = QC(I)-BBC(I)*CC(I+l)
WT = 0.0
DO 40 I = 2,N
40 WT = WT + CC(I)
CC(l) = CCT - WT
DO 42 I = l,N
IF(CC(I) .LE.O.O) GOTO 60
42 CONTINUE
97 IF(WTI.LE.O.O) GOTO 98
BBT(l) = BT(2)/BT(1)
DO 88 I = 2,N-l
88 BBT(I) = BT(3*I-l)/(BT(3*I-2)-BT(3*I-3)*BBT(I-l))
QT(l) ZT(l)/BT(l)
DO 89 I = 3,3*(N-l),3




DO 87 I = N-1,2,-1
87 CTO(I) = QT(I)-BBT(I)*CTO(I+1)
WT = 0.0
DO 80 I = 2,N
80 WT = WT + CTO(I)
CTO(l) = CTT - WT
DO 82 I = 1,N
IF(CTO(I) .LE.O.O) GOTO 60
82 CONTINUE
C
C PERCENT WEIGHT LOSS CALCULATION
C
98 W = W - WLEC - WLET






84.162, 3333.00, 318.0, 92.150, 3054.00
84.162, 3333.00, 308.0, 92.150, 2963.00
84.162, 3333.00, 298.0, 92.150, 3266.00
84.162, 3333.00, 278.0, 92.150, 2891.00
84.162, 3333.00, 308.0, 92.150, 2963.00
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