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Rigid analytic spaces with overconvergent structure
sheaf
Elmar Grosse-Klo¨nne
Abstract
We introduce a category of ’rigid spaces with overconvergent structure sheaf’
which we call dagger spaces — this is the correct category in which de Rham coho-
mology in rigid analysis should be studied. We compare it with the (usual) category
of rigid spaces, give Serre and Poincare´ duality theorems and explain the relation
with Berthelot’s rigid cohomology.
Introduction
In rigid analysis the notion of overconvergent sheaf comes up in various shapes and
for various reasons. The requirement that sections may slightly extend over boundaries
should force sheaf properties usually shared only by sheaves on spaces whose topologies
are given by ’wide open’ subsets, or cohomological properties usually shared only by sheaf
cohomology on ’spaces without boundary’. In this paper we establish a theory of ’rigid
spaces with overconvergent structure sheaf’ which we call dagger spaces. Continuing our
reflection, the need for an overconvergent structure sheaf can be seen from the following
examples: For a smooth rigid space X which admits a closed immersion into a polydisc
without boundary, the de Rham cohomology is (at least in many cases) finite dimen-
sional, and there is a Serre duality formula, i.e. an interpretation of ExtiOX (OX , ωX)
ˇ as
some cohomology with compact support. But for a smooth rigid space which is affinoid,
i.e. admits a closed immersion into a polydisc with boundary, the corresponding facts
(with respect to its ’usual’ structure sheaf) do not hold. Our point is that with an over-
convergent structure sheaf things change.
Key words and phrases. rigid spaces, overconvergent functions, dagger spaces
I would like to thank P.Schneider who suggested this topic for my thesis and showed constant interest
in it. Besides, I thank him and A.Bertapelle for several useful conversations, and S.Bosch for pointing
out an earlier inaccuracy of mine.
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Let k be a non-archimedean field. In the first section k-dagger algebras are introduced
which form our substitutes for the k-affinoid algebras from (classical) rigid analysis (for
which we refer to [5]). A k-dagger algebra is a quotient of some algebra Wn which is
defined to be the subalgebra of the Tate algebra Tn consisting of the power series with
radius of convergence strictly greater than 1. On a k-dagger algebra A there is a natural
equivalence class of norms, and the completion A′ is a k-affinoid algebra. The functor
A 7→ A′ is studied in detail; for example, we find that the natural map τ : Sp(A′)→ Sp(A)
between the sets of maximal ideals is bijective. In section 2 we define dagger spaces. As
in the rigid case one has a notion of affinoid subdomains of Sp(A), and via τ these form
a basis for the strong G-topology on Sp(A′). Imposing this G-topology on Sp(A) one
gets a locally G-ringed space, an affinoid k-dagger space. Then k-dagger spaces are built
from affinoid ones. We define a faithful functor from the category of dagger spaces to the
category of rigid spaces associating a rigid space X ′ with a dagger space X which has the
same underlying G-topological space and the same stalks of structure sheaf. A smooth
rigid space Y admits an admissible open covering Y = ∪Vi such that Vi = U
′
i for uniquely
determined (up to isomorphism) dagger spaces Ui. Furthermore, this functor induces an
equivalence between the respective subcategories formed by partially proper spaces (or:
spaces without boundary). The third section is concerned with the cohomology of coher-
ent modules. We prove the coherence theorem for proper morphisms assuming that k is
discretely valued. The fourth section deals with Serre duality for smooth affinoid dagger
spaces, with Poincare´ duality for the de Rham cohomology of smooth affinoid dagger
spaces and of smooth (dagger or rigid) Stein spaces, and with the Ku¨nneth formula. In
section 5 we compare our concept of overconvergence with the one developed by Berthelot
([1]), in particular we interpret his rigid cohomology as de Rham cohomology of certain
dagger spaces.
In [12],[13] we obtain, in case k is discretely valued, for a big class of smooth dagger
spaces, including the quasicompact ones, finiteness of de Rham cohomology, implying in
particular finiteness of Berthelot’s rigid cohomology.
Let us finally remark that, if k is discretely valued, dagger spaces can be thought of as
generic fibres of the weak formal schemes introduced in [21], in the same way as rigid
spaces can be thought of as generic fibres of admissible formal schemes ([6]).
1 Dagger algebras
Let k be a field complete with respect to a non-archimedean valuation |.|. We denote by
ka its algebraic closure with value group Γ
∗ = |k∗a| = |k
∗| ⊗Q.
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1.1 For ρ ∈ R+ define
Tn(ρ) = {
∑
aνX
ν ∈ k[[X1, . . . , Xn]] | |aν |ρ
|ν| |ν|→∞−→ 0},
where |ν| =
∑n
i=1 νi for ν = (ν1, . . . , νn) ∈ N
n; in particular Tn = Tn(1).
Every Tn(ρ) is a k-affinoid algebra if ρ ∈ Γ
∗, and the map |.|ρ : Tn(ρ) → R,
∑
aνX
ν 7→
max |aν |ρ
|ν| defines a Banach norm on it ([5],6.1.5).
Sometimes we write k < ρ−1.X1, . . . , ρ
−1.Xn > instead of Tn(ρ) to specify names for the
free variables.
Also, if A is a k-affinoid algebra, f ∈ A and α ∈ Γ∗, we write A < α−1.f > instead of
A < a−1.fm >, where a ∈ k satisfies |a| = αm, m ∈ N. This implies Sp(A < α−1.f >) =
{x ∈ Sp(A)| |f(x)| ≤ α}.
1.2 Following [14] we define the Washnitzer algebra Wn to be
Wn = k < X1, . . . , Xn >
†= ∪ρ>1Tn(ρ) = ∪ ρ>1
ρ∈Γ∗
Tn(ρ).
We view Wn as a subalgebra of Tn, equipped with the Gauss norm induced by the Gauss
norm on Tn. A k-algebra A is called a k-dagger algebra (or simply a dagger algebra if it is
clear which is the ground field referred to) if there exists an n ∈ N, an ideal I < Wn and
an isomorphism A ∼= Wn/I of k-algebras. A morphism of k-dagger algebras is a morphism
of k-algebras.
By Sp(A) we denote the set of maximal ideals of a dagger algebra A.
1.3 A power series g =
∑∞
m=0 gm(Y1, . . . , Yn−1)Y
m
n ∈ Wn = k < Y1, . . . , Yn >
† is
called Yn-distinguished of degree k if gk is a unit in Wn−1 = k < Y1, . . . , Yn−1 >
† and
|g| = |gk| > |gm| for all m > k.
A Weierstrass polynomial is a monic ω ∈ Wn−1[Yn] ⊂ Wn with |ω| = 1.
The following (i), (ii) and (iv) are proven in [14], whereas (iii) is a classical consequence
of (i) (compare [5],5.2.3/3,4):
(i) Let g ∈ Wn be Yn-distinguished of degree k. For all f ∈ Wn there exist unique elements
q ∈ Wn, r ∈ Wn−1[Yn] with deg(r) < k and f = gq + r.
(ii) Let g ∈ Wn be Yn-distinguished of degree k. There exists a unique Weierstrass poly-
nomial ω ∈ Wn−1[Yn] and a unit e ∈ Wn with g = eω.
(iii) Let φ : Wn → B be a finite morphisms of dagger algebras and suppose there exists a
Weierstrass polynomial ω ∈ Wn−1[Yn] ∩Ker(φ). Then Wn−1 → B is finite.
(iv) For all 0 6= f ∈ Wn there exists a k-algebra automorphism σ of Wn such that σ(f) is
Yn-distinguished.
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1.4 As in [5],5.2.6, 5.2.7 and 6.1.2, one deduces from 1.3:
(1) Wn is a noetherian factorial Jacobson ring.
(2) Every dagger algebra A admits a finite injection Wn → A.
(3) If the nilradical of the ideal q < A is a maximal ideal, then k →֒ A/q is finite.
(4) Every ideal of Wn is strictly closed in Wn, in particular closed.
Proposition 1.5. Wn →֒ Tn is faithfully flat. For every maximal ideal m < Tn the map
Wn/(m ∩Wn) → Tn/m is bijective, in particular m ∩Wn is maximal in Wn. For every
maximal ideal y < Wn there are polynomials p1, . . . , pn ∈ k[Y1, . . . , Yn], each pi monic with
respect to Yi, which generate y. In particular, Wn is regular, equidimensional of dimension
n.
proof: As sets one has Sp(Tn) = ∩Sp(Tn(ρ)) = lim← Sp(Tn(ρ)), for ρ > 1, ρ → 1.
On the other hand Spec(Wn) = lim← Spec(Tn(ρ)) even as a projective limit of topo-
logical spaces for the Zariski topologies ([8],IV,5.13.3, 8.2.9), and maximal ideals in Wn
induce inductive systems of maximal ideals in (Tn(ρ))ρ (use 1.4). Together surjectivity of
Sp(Tn) → Sp(Wn) is implied. The claim on generation by polynomials now follows from
the corresponding fact for Tn ([5],7.1.1/3).
To show flatness of Wn → Tn it is enough to show flatness of all localizations (Wn)m →
(Tn)m in maximal ideals m. But this follows from the bijectivity of the map of completed
local rings (it is surjective because the associated map of graded rings is; it is injective
for reasons of dimension).
Proposition 1.6. (1) For an ideal I < Wn equip Wn/I with the quotient semi-norm.
Then this is a norm, and α : Wn/I →֒ Tn/I.Tn is the associated completion.
(2) Every k-algebra morphism φ : A =Wn/I → B = Wm/J is continuous with respect to
the topologies from (1).
proof: Here all Wn and all Tn carry the Gauss norm.
(1) The first claim follows from 1.4, the second from the fact thatWn →֒ Tn is an isometry
with dense image.
(2) We may suppose A = Wn = k < X1, . . . , Xn >
†.
First we show that all elements φ(Xi)1≤i≤n are power-bounded in Tm/J.Tm. By [5],6.2.3/1,
this is equivalent with |φ(Xi)|sup ≤ 1 in Tm/J.Tm for all 1 ≤ i ≤ n. But this is equivalent
with |φ(Xi)|sup ≤ 1 in B for all 1 ≤ i ≤ n, because B → Tm/J.Tm induces a bijection
between the sets of maximal ideals and isomorphisms of residue fields in maximal ideals.
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For a maximal ideal m < B and ν ≥ 1 consider the canonical map
ψ : Wn → B → B/(m
ν)
and the induced map ψ¯ : Wn/Ker(ψ) →֒ B/(m
ν). By 1.4 the respective quotient semi-
norms on Wn/Ker(ψ) and B/(m
ν) are norms, and since B/(mν) is finite dimensional (by
1.4) so is Wn/Ker(ψ), so ψ¯ is continuous for these quotient (semi-)norms (use [5],2.3.3).
Consequently, ψ is continuous, implying
(∗) φ(g(X)) ≡ g(φ(X) mod mν)
for all g ∈ Wn and in particular (with ν = 1) the convergence of g(φ(X) mod m) in B/m.
If |φ(Xi)|B/m = δ > 1, then g(φ(Xi) mod m) would not converge for g ∈ Wn − Tn(δ). It
follows |φ(Xi)|B/m ≤ 1 for all i.
Now since all elements φ(Xi)1≤i≤n are power-bounded in Tm/J.Tm, one can define a con-
tinuous map φ′ : Tn → Tm/J.Tm by requiring φ
′(Xi) = φ(Xi). Then from (∗) and the
identity φ′(g(X)) = g(φ′(X)) for all g ∈ Tn one gets: For every g ∈ Wn the congruences
φ(g(X)) ≡ φ′(g(X)) mod (mν) of Tm/J.Tm-elements hold (all ν ≥ 1, all maximal ideals
m < B). This means φ(g(X)) = φ′(g(X)) because the intersection of all ideals mν is the
zeroideal ([5],6.1.3).
In the sequel we provide every dagger algebra with a norm of the equivalence class
described in 1.6.
Theorem 1.7. Let A be a dagger algebra with completion τ : A→ A′.
(1) τ ist faithfully flat and induces a bijection between the sets of maximal ideals.
(2) τ induces isomorphisms between the completions in maximal ideals.
(3) A is reduced (resp. normal, resp. regular) if and only if A′ is.
(4) If A is reduced, the supremum semi-norm on A is a norm and belongs to the equivalence
class described in 1.6.
Proof: (1) follows from 1.5.
(2): Write A = Wn/I. If m < Wn is a maximal ideal contatining I and m
′ < Tn is the
corresponding maximal ideal containing I.Tn, one finds (Wn/I )ˆm = (Wn)ˆm⊗Wn (Wn/I) =
(Tn)ˆm′ ⊗Wn (Wn/I) = (Tn)ˆm′ ⊗Tn (Tn/I.Tn) = (Tn/I.Tn)ˆm′ for the completed local rings
(compare the proof of 1.5).
(3) follows from (2), because these properties can be checked in the completed local rings
(all rings are excellent; apply [8],IV, 7.8).
(4): By (1) and (2) α is an isometry with respect to the supremum semi-norms, so it is
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enough to quote the analogous statement for A′ (which is reduced by (3)).
Lemma 1.8. Let ψ : A → B be a morphism of dagger algebras. Suppose we are given
representations A = Wn/(f1, . . . , fr) and B = Wm/(g1, . . . , gs) with f1, . . . , fr ∈ Tn(λA)
and g1, . . . , gs ∈ Tm(λB) for λA, λB > 1 in Γ
∗. For any λA ≥ λ > 1 and λB ≥ λ
′ > 1 in
Γ∗ we put Aλ = Tn(λ)/(f1, . . . , fr) and Bλ′ = Tm(λ
′)/(g1, . . . , gs). Then for any such λ
there is a λ′ such that the composition Aλ → A→ B factorizes over Bλ′ → B.
Proof: Let c ∈ k∗, s ∈ N with λs = |c−1|. Then |c.X li |λ ≤ 1 for all i = 1, . . . , n, all
l = 0, . . . , s, where the norm |.|λ on Tn(λ) = k < λ
−1.X1, . . . , λ
−1.Xn > is defined as in
1.1. The continuous map
T(s+1)n = k < Til >i=1,...,n
l=0,...,s
p
→ Tn(λ), Til 7→ c.X
l
i
is surjective (see the proof of [5],6.1.5/4). Denote by φλ : Aλ → A and βλ : Tn(λ) → Aλ
the canonical maps. The elements φλ(βλ(p(Til))) are topologically nilpotent, and so are
the elements ψ(φλ(βλ(p(Til)))) ∈ B. Therefore there exist λ
′′ > 1 and power-bounded
elements til (i = 1, . . . , n and l = 0, . . . , s) in Bλ′′ with γλ′′(til) = ψ(φλ(βλ(p(Til)))), where
γλ′′ : Bλ′′ → B is the canonical map. For the continuous map
q : T(s+1)n → Bλ′′ , Til 7→ til
one has γλ′′ ◦ q = ψ ◦ φλ ◦ βλ ◦ p, hence γλ′′(q(Ker(βλ ◦ p))) = 0 and therefore
γλ′′(q(Ker(βλ ◦ p)).Bλ′′) = (0) < B.
Let q(Ker(βλ ◦ p)).Bλ′′ = (r1, . . . , rm) < Bλ′′ . Since B is the direct limit of the maps
µη′η : Bη′ → Bη (η
′ ≥ η > 1), there exists a λ′ with λ′′ ≥ λ′ > 1 such that µλ′′λ′(rj) = 0,
all j = 1, . . . , m and we get the wanted factorization Aλ → Bλ′ .
1.9 We call a normed k-algebra A weakly complete (relative k), if for every collec-
tion x1, . . . , xn ∈ A of power-bounded elements the k-algebra morphism k[X1, . . . , Xn]→
A,Xi 7→ xi admits a continuous extension k < X1, . . . , Xn >
†→ A.
k-dagger algebras are weakly complete: If A = Wk/I and x1, . . . , xn ∈ A are power-
bounded, let Tn = k < X1, . . . , Xn >
ψ
→ Tk/I.Tk be the continuous map sending Xi 7→ xi.
We have to show that for all λ > 1 the composition Tn(λ) → Tn
ψ
→ Tk/I.Tk factorizes
over Tk(λ
′)/I ′ → Tk/I.Tk for appropriate λ
′ = λ′(λ) > 1 and I ′ < Tk(λ
′) with I ′.Wk = I.
This can be seen as in the proof of 1.8.
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Lemma 1.10. Let A be a dagger algebra and A→ B a finite k-algebra morphism. Then
B is a dagger algebra.
Proof: We may suppose A = Wn/I.Wn and B = (Wn/J.Wn)[X ]/(f) with ide-
als I ⊂ J ⊂ Tn(λ0) and a monic polynomial f ∈ Tn(λ0)[X ] for some λ0 > 1. Since
Tn(λ0)/J.Tn(λ0)→ Tn(λ0)[X ]/(J+f) is finite we may (after changing f if necessary) also
suppose that X induces a power-bounded element in Tn(λ0)[X ]/(J + f). Then
Dλ = Tn(λ)[X ]/(J + f)→ Tn(λ) < λ
−1.X > /(J + f) = Tn+1(λ)/(J + f) = Eλ
is bijective for every 1 ≤ λ ≤ λ0 and hence also
B = lim
→
λ>1
Dλ → lim
→
λ>1
Eλ = Wn+1/(J + f).
1.11 For every dagger algebra A the finite A-modules can be canonically equipped
with an equivalence class of norms such that all morphisms of finite A-modules become
continuous. Namely, if M is a finite A-module and if A′ is the completion of A, take the
restriction of the complete A′-module norm onM⊗AA
′ from [5],3.7.3/3, toM . The claim
on continuity then follows from [5],3.7.3/2.
Theorem 1.12. Let φ : A → B be a morphism of dagger algebras and φ′ : A′ → B′ its
completion.
(a) φ is surjective (resp. bijective) if and only φ′ is.
(b) The following are equivalent:
(i) φ is finite.
(ii) φ′ is finite.
(iii) φ˜ : A˜→ B˜ is finite.
(c) If φ finite, then φ is injective if and only if φ′ is.
(d) Let φ be finite. On B the equivalence classes of norms from 1.11 and from 1.6 coin-
cide, and the canonical map A′ ⊗A B → B
′ is an isomorphism.
(e) If φ is finite, φ and φ′ are strict.
Proof: Here we use the usual notation R˜ = R0/R00 for a normed ring R, see [5].
(a) and (c) follow from (b) and (d) (A→ A′ is faithfully flat).
(d): A′⊗AB is a k-affinoid algebra with k-Banach algebra norm equivalent to the norm it
carries as a finite A′-module ([5],3.7.3/3, 3.7.4/1). From (b) one gets that A′ ⊗A B → B
′
is finite and by [5],3.7.4/1, this means that the k-Banach algebra norm on B′ is a A′⊗AB-
algebra norm. This gives the first claim, and then also the second because A′⊗AB is the
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completion of B with respect to its norm as a finite A-module.
(e): φ′ is finite by (b), so we can apply [5],1.1.9/2, 6.1.3/4.
(b): Setting λ = 1 in the proof of 1.10 one obtains (b),(i)⇒(b),(ii), and (b),(ii)⇒(b),(iii)
is [5],6.3.4/2. Finally, (b),(iii)⇒(b),(i) can be proven literally as in [5],6.3.2/1,2.
Proposition 1.13. ([4]) Let I < Wn be an ideal, put A = Wn/I ⊂ A
′ = Tn/(I.Tn) and
fix a Banach norm |.|A′ on A
′. Let (fi)i∈I ∈ A < Y1, . . . , Ym >
†= Wn+m/I.Wn+m and
suppose there exist y¯1 . . . , y¯m ∈ A
′ with |y¯j|sup ≤ 1 and fi(y¯) = 0 for all i ∈ I. Then for
all δ > 0 there exist y1, . . . , ym ∈ A with |yj|sup ≤ 1 and fi(y) = 0 for all i ∈ I, satisfying
|y − y¯|A′ < δ.
Proposition 1.14. Let A be a dagger algebra, A→ A′ its completion.
(1) If A is reduced, then it is integrally closed in A′.
(2) A is an integral domain if and only A′ is.
Proof: (1) follows from 1.13, see [4],sect.2.
(2) Let A be an integral domain. As in [5],6.1.2/4, one sees that A is japanese, so the
normalization A → B is finite. By 1.10 and 1.12 this means that also the completion
A′ → B′ is injective, so it is enough to show that B′ is an integral domain. Since it is
normal, all its local rings are integral domains. On the other hand, the connectedness
of Sp(B) (for the Zariski topology) implies the connectednes of Sp(B′) (for the Zariski
topology, or equivalent: for the strong G-topology; use [11],3.3.3).
Lemma 1.15. Let p1 : A1 → B1 and p2 : A2 → B2 be surjective morphisms of dagger
algebras with completions p′1 : A
′
1 → B
′
1 and p
′
2 : A
′
2 → B
′
2. Let furthermore φA : A
′
1 → A
′
2
and φB : B
′
1 → B
′
2 be morphisms satisfying φB ◦p
′
1 = p
′
2 ◦φA. Then there exist morphisms
γA : A1 → A2 and γB : B1 → B2 satisfying γB ◦ p1 = p2 ◦ γA. If ǫ > 0 and a Banach norm
|.| on A′2 are given, γA can be chosen such that for the completion γ
′
A one has |γ
′
A−φA| < ǫ.
In particular, if φA is an isomorphims, γA can be chosen to be an isomorphism.
Proof: Write A1 = k < X1, . . . , Xn >
† /(f1, . . . , fr) and B1 = k < X1, . . . , Xn >
†
/(f1, . . . , fr, g1, . . . , gl) (according to the surjection p1) and ker(p2) = (d1, . . . , dp) with
di ∈ A2. Consider solutions (xi, yjk)i,j,k ∈ (A
′
2)
n+lp (where i ∈ {1, . . . , n}, j ∈ {1, . . . , l}
and k ∈ {1, . . . , p}) of the system
fq(x1, . . . , xn) = 0 for q ∈ {1, . . . , r}
gj(x1, . . . , xn) =
p∑
k=1
yjk.dk for j ∈ {1, . . . , l}.
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The pair (φA, φB) corresponds to such a solution. By 1.13 it can be approximated by a
solution in An+lp2 , defining (γA, γB). If φA is an isomorphim so is γ
′
A (if |γ
′
A − φA| < 1).
Now apply 1.12.
1.16 In the category of dagger algebras tensor products exist. In fact, suppose
we are given surjections f1 : Wn1 = k < X1, . . . , Xn1 >
†→ A1 and f2 : Wn2 = k <
Y1, . . . , Yn2 >
†→ A2 and moreover morphisms α1 : B → A1, α2 : B → A2 of dagger alge-
bras. Define A1⊗
†
BA2 to be the image of Wn1+n2 under the map ψ : Tn1+n2 → A1⊗ˆBA2 =
A′1⊗ˆB′A
′
2 into the completed tensor product of the k-affinoid algebras A
′
1 and A
′
2 over
the k-affinoid algebra B′, the completion of B. The universal property of A1 ⊗
†
B A2 is
then deduced from the universal property of A1⊗ˆBA2 = A
′
1⊗ˆB′A
′
2 together with the weak
completeness of dagger algebras.
1.17 For λ ∈ Γ∗ we write
k < λ−1.Z1, . . . , λ
−1.Zn >
†= ∪ρ>λk < ρ
−1.Z1, . . . , ρ
−1.Zn > .
This is a k-dagger algebra. If A is a dagger algebra and Z is a free variable, we write
A < λ−1.Z >†= A ⊗†k k < λ
−1.Z >† and in particular A < Z >†= A < 1−1.Z >†.
Note that in general A < λ−1.Z >† is strictly smaller then the algebra of all power series
f =
∑
aνZ
ν ∈ A[[Z]] with |aν |ρ
ν → 0 for some ρ = ρ(f) > λ. Note also that the notation
is consistent with finite extensions k ⊂ k′ of the ground field.
1.18 Let A be a dagger algebra and suppose the elements g, f1, . . . , fm ∈ A have no
common zero. Set
A < f/g >†= A < Xi >
†
1≤i≤m /((gXi − fi)1≤i≤m).
Then, in the category of dagger algebras, A→ A < f/g >† satisfies the universal property
analogous to [5],6.1.4.
2 Dagger spaces
2.1 Let A be a dagger algebra, X = Sp(A). A subset U ⊂ X is called an affinoid
subdomain of X , if there exists a dagger algebra B = OX(U) and a morphism of dagger
algebras π : A→ B with im(Sp(π)) ⊂ U such that for all dagger algebras D the map
Homk(B,D)→ {f ∈ Homk(A,D)| im(Sp(f)) ⊂ U}, g 7→ g ◦ π
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is bijective. (Then it follows that B is uniquely determined and that Sp(B) = U). Every
A < f/g >† as in 1.18 defines an affinoid subdomain: these are called rational subdomains
(and if g = 1 they are called Weierstrass domains). These properties are transitive and
stable under arbitrary base change A→ D.
2.2 If the morphism of dagger algebras A→ B defines an affinoid subdomain of Sp(A),
then the completion A′ → B′ defines an affinoid subdomain of the rigid affinoid space
Sp(A′) (and the corresponding injections of sets of maximal ideals are naturally identi-
fied). To see this, prove the analogues of [5],7.2.2/1, in the dagger context, compare the
completed local rings and apply [5],7.3.3/5, 8.2.1/4.
2.3 For x ∈ X = Sp(A) set OX,x = lim→OX(U), where U runs through the set
of all affinoid subdomains of X with x ∈ U . We say that a morphism of dagger alge-
bras π : A → B defines an open immersion (resp. a locally closed immersion) if for all
x ∈ Sp(B) the induced maps OSp(A),y → OSp(B),x are bijective (resp. surjective); here
y = Sp(π)(x).
2.4 Let A be a dagger algebra, A′ its completion and x an element of the canon-
ically identified sets X = Sp(A) and X ′ = Sp(A′). Then the canonical morphisms
OX,x → OX′,x are isomorphisms. In fact, to show surjectivity write A = Wn/I.Wn
and X ′(ρ) = Sp(Tn(ρ)/I) for some ρ > 1 and ideal I < Tn(ρ). Then one has OX′(ρ),x ∼=
OX′,x, and for g ∈ OX′(ρ),x there exist f1, . . . , fr ∈ x < Tn(ρ)/I and an element g˙ ∈
(Tn(ρ)/I) < f1, . . . , fr > which induces g. But g˙ induces also an element of (Wn/I.Wn) <
ρ.f1, . . . , ρ.fr >
† and hence the wanted element in OX,x.
We deduce that a morphism of dagger algebras defines an open (resp. locally closed)
immersion if and only if the associated morphism of k-affinoid algebras does.
Proposition 2.5. Let A be a dagger algebra, A′ its completion, X = Sp(A) and X ′ =
Sp(A′). If A′ → D defines a locally closed immersion of rigid affinoid spaces, there exists a
finite covering X = ∪Xi by rational subdomains Xi = Sp(A < fi/gi >
†) with the following
property: If A′ < fi/gi >= D
′
i are the completions, the morphisms D
′
i → D
′
i⊗ˆA′D define
Runge immersions of affinoid rigid spaces.
Proof: If A =Wm/I.Wm for some ρ > 1 and ideal I < Tm(ρ), then E = Tm(ρ)/I →
D defines a locally closed immersion. By [5],7.3.5/1, there exists a covering of Sp(E) by
finitely many rational subdomains Wi such that all morphisms Sp(D) ∩ Wi → Wi are
Runge immersions. This induces the desired covering of X .
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Note that a morphism of dagger algebras defines a Runge immersion (that is: factor-
izes into a Weierstrass domain and a closed immersion) if and only if this is true for the
associated morphism of affinoid rigid spaces.
Proposition 2.6. Let A be a dagger algebra and M an A-module. Every finite covering
X = Sp(A) = ∪ni=1Ui by affinoid subdomains (we call such coverings affinoid coverings)
is acyclic for the presheaf U 7→ OX(U)⊗A M .
Proof: As in [5],8.2.1/5, this is reduced to the case M = A. With 2.5 at hand one
can then follow the proof of [5],8.2.1/1.
2.7 As in [5],8.2.1, we deduce from 2.6 that if a morphism of dagger algebras π : A→ B
defines an open immersion, then im(Sp(π)) is an affinoid subdomain of Sp(A). It fol-
lows that π defines an affinoid subdomain if and only if this is true for the completion
π′ : A′ → B′.
If A is a dagger algebra, A′ its completion, we provide the set Sp(A) with the G-topology
which is induced from the (’strong’) G-topology on Sp(A′) via the canonical bijection
Sp(A) ∼= Sp(A′).
Proposition 2.8. Let A be a dagger algebra. The affinoid subdomains of Sp(A) form a
basis for the G-topology. For any admissible covering of an affinoid subdomain of Sp(A)
there exists a finite refinement consisting of affinoid subdomains.
Proof: This follows from the corresponding statements for the completion A′ as soon
as one has: Via the bijection Sp(A) ∼= Sp(A′) every affinoid subdomain U of Sp(A′) is the
union of finitely many affinoid subdomains of Sp(A). Using 2.5 one reduces the problem
to the case where U ⊂ Sp(A′) is a Weierstrass domain and then concludes by the density
of A in A′.
2.9 One could instead have defined the G-topology on Sp(A) in complete analogy with
the rigid case as in [5], obtaining a category of dagger spaces as good as we obtain it here.
The reason for our choice of G-topology (which is coarser than the just mentioned one)
is that we want to have a functor from the category of dagger spaces to the category of
rigid spaces.
2.10 Let A be a dagger algebra, X = Sp(A) and M an A-module. Because of 2.6, 2.8
the presheaf U 7→ M ⊗A OX(U) on affinoid subdomains U ⊂ Sp(A) extends in a unique
way to a sheaf M ⊗OX for the G-topology (use [5],9.2.3/1). A⊗OX = OX is naturally
11
a sheaf of k-algebras, and all M ⊗OX are modules over OX .
2.11 The assignement A 7→ (Sp(A) = X,OX) is a fully faithful functor from the cate-
gory of k-dagger algebras into the category of locally G-ringed spaces over k. A morphism
A→ B of dagger algebras defines an open immersion if and only if Sp(B)→ Sp(A) is an
open immersion of G-topological spaces.
2.12 A locally G-ringed space over k in the essential image of the functor in 2.11 is
called an affinoid k-dagger space. A locally G-ringed space (X,OX) over k is called a
k-dagger space, if it satisfies the following conditions:
(i) The G-topology is saturated, that is (G0)(G1)(G2) from [5],9.2.1, hold.
(ii) There exists an admissible covering X = ∪iUi such that all (Ui,OX |Ui) are affinoid
k-dagger spaces.
A morphism of dagger spaces is a morphism of locally G-ringed spaces.
Again we often omit the k and write of (affinoid) dagger spaces.
2.13 Open subspaces of dagger spaces are dagger spaces. The category of dagger
spaces has fibre products (use 1.16). If X is a k-dagger space and k ⊂ k′ is a finite field
extension, then X ×Sp(k) Sp(k
′) is in a natural way a k′-dagger space.
We denote by D = {x ∈ k||x| ≤ 1} (resp. D0 = {x ∈ k||x| < 1}) the unit disc with (resp.
without) boundary, with its dagger or rigid structure.
2.14 Let X be a dagger space. An OX -module F is called coherent, if there ex-
ists an affinoid covering X = ∪iUi = ∪iSp(Ai), finite Ai-modules Mi and isomorphisms
F|Ui
∼= Mi ⊗OUi of OUi-modules.
Lemma 2.15. Let ρ0 > 1, I < Tn(ρ0), A = Wn/I.Wn and Bρ = Tn(ρ)/I.Tn(ρ) for
ρ0 ≥ ρ > 1.
(1) For any finite A-module M there exists ρ, a finite Bρ-module Mρ and an isomorphism
M ∼= Mρ ⊗Bρ A.
(2) For any two finite Bρ-modules (M1)ρ, (M2)ρ and any A-linear morphism ν : (M1)ρ⊗Bρ
A → (M2)ρ ⊗Bρ A there exists, after shrinking ρ if necessary, a Bρ-linear morphism
νρ : (M1)ρ → (M2)ρ with ν = νρ ⊗Bρ A. If ν is an isomorphism, νρ can be chosen to be
an isomorphism.
Proof: (1) Choose a finite presentation Ar
ψ
→ As → M → 0. Because of As =
lim →
ρ>1
Bsρ there is a Bρ-linear map ψρ : B
r
ρ → B
s
ρ such that ψρ ⊗Bρ A = ψ. Take
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Mρ = Coker(ψρ).
(2) Choose finite presentations Briρ
(ψi)ρ
→ Bsiρ → (Mi)ρ → 0. Then ν is induced by A-linear
maps φs : A
s1 → As2, φr : A
r1 → Ar2 which form a commutative diagram with the maps
(ψi)ρ ⊗Bρ A. Now conclude as in (1).
Theorem 2.16. Let X = Sp(A) be an affinoid dagger space and F a coherent OX-
modules. Then there exists a finite A-module M and an isomorphism F ∼= M ⊗ OX of
OX-modules.
Proof: Using 2.5 we may suppose (compare the proof of [5],8.4.3/3) that there exist
f1, f2 ∈ A, f2 = f
−1
1 , finite Ai-modules Mi and isomorphisms F|Ui
∼= Mi ⊗ OUi of OUi-
modules, where we put Ai = A < fi >
† and Ui = Sp(Ai).
Write A = Wn/I.Wn for some I < Tn(ρ0) and ρ0 > 1, and suppose f1, f2 ∈ A are induced
by f1, f2 ∈ Tn(ρ0)/I. Setting A12 = A < f1, f2 >
†, Aρ = Tn(ρ)/(I),
Ai,ρ = Tn(ρ) < ρ
−1.Y > /(I + (Y − fi))
and
A12,ρ = Tn(ρ) < ρ
−1.Y1, ρ
−1.Y2 > /(I + (Y1 − f1) + (Y2 + f2))
for ρ0 ≥ ρ > 1 there exist by 2.15 finite Ai,ρ-modules Mi,ρ (for some ρ) inducing the Mi.
By the sheafproperty of F there exists an isomorphism
(M1,ρ ⊗A1,ρ A12,ρ)⊗A12,ρ A12
∼= (M2,ρ ⊗A2,ρ A12,ρ)⊗A12,ρ A12
of A12-modules, which, after shrinking ρ if necessary (2.15), is induced by an isomorphism
(M1,ρ ⊗A1,ρ A12,ρ)
∼= (M2,ρ ⊗A2,ρ A12,ρ). Now apply [5],9.4.3/3, to get a finite Aρ-module
Mρ such that Mi,ρ ∼= Mρ ⊗Aρ Ai,ρ, which means Mi = M ⊗A Ai for the finite A-module
M = Mρ ⊗Aρ A.
2.17 Now all the analogous assertions of [5],9.5, 9.6, 9.6.2, on coherent ideals, closed
immersions, separated and finite morphisms (analogous definitions) can be literally trans-
lated to the dagger context.
2.18 A rigid space X is called quasialgebraic, if there exists an admissible covering
X = ∪iXi and for all i an open immersion Xi → Y
an
i into the analytification Y
an
i of an
affine k-scheme Yi of finite type. If X is quasialgebraic, there exists an admissible affinoid
covering X = ∪iXi, ni, ri ∈ N, polynomials fij ∈ k[X1, . . . , Xni] and isomorphisms Xi
∼=
Sp(k < X1, . . . , Xni > /(fi1, . . . , firi)). To see this, let Y = Spec(A) be an affine k-scheme
of finite type, let V → Y an be an open immersion of an affinoid rigid space V . Choose
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generators f1, . . . , fl of A over k such that V ⊂ {x ∈ Y
an| fi(x) ≤ 1 for all i} = Yf . By
[5],7.3.5/1, V admits an admissible covering by rational subdomains of Yf ; by [5],7.2.3/3,
7.2.4/1, the defining functions of these rational subdomains can be chosen in A.
Smooth rigid spaces are quasialgebraic ([7],3.4.1; [9],th.7).
Theorem 2.19. There exists a faithful functor (.)′ from the category of dagger spaces
to the category of rigid spaces, together with a natural transformation ν : (.)′ → id(.) of
functors with the following properties:
(1) If A′ is the completion of the dagger algebra A, then (Sp(A))′ ∼= Sp(A′).
(2) X is connected (resp. normal, resp. reduced, resp. regular) if and only if X ′ is.
(3) ν induces isomorphisms between the underlying G-topological spaces and between the
local rings of the structure sheaves.
(4) ρ : X → Y is a closed immersion (resp. an open immersion, resp. a locally closed
immersion, resp. an isomorphism, resp. quasicompact, resp. separated) if and only if
ρ′ : X ′ → Y ′ is.
(5) If ρ is finite, so is ρ′.
(6) If Y is a quasialgebraic rigid space, there exists an admissible affinoid covering Y =
∪iVi, affinoid dagger spaces Ui and isomorphisms U
′
i
∼= Vi.
Proof: If X is a dagger space, we have to construct a rigid structure sheaf on the
underlying G-topological space of X . Locally this construction is prescribed by (1), and
by the universal property of completion these local constructions glue. The other claims
follow from our earlier observations.
2.20 If X is a dagger space, then there is also a faithful functor (.)′ from the cat-
egory of coherent OX -modules to the category coherent OX′ -modules, together with a
natural transformation of functors µ : ν−1((.)Ab) → ((.)
′)Ab; here ν is from 2.19 and
(.)Ab denotes the functor ’underlying abelian sheaf of a sheaf of modules’. Namely, if
X = Sp(A) is affinoid and A′ is the completion of A, and if F is a coherent OX-module,
then F ′ = OX′ ⊗ (F(X)⊗A A
′); this construction globalizes.
2.21 For an open immersion Sp(C) ⊂ Sp(D) of affinoid rigid spaces of the type
D ∼= Tn(ρ)/I → C ∼= Tn/I.Tn for some I and ρ > 1 we write Sp(C) ⊂
† Sp(D). It de-
fines a structure of affinoid dagger space on the underlying G-topological space |Sp(C)| of
Sp(C) (while in general an open immersion of the type Sp(C) ⊂⊂ Sp(D) is only enough
to establish a structure of dagger space on |Sp(C)| which is not necessarily affinoid).
We also use the notation Sp(A) ⊂† Sp(B) for an open immersion of dagger spaces if
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Sp(A′) ⊂† Sp(B′) holds for the completions.
2.22 Recall that if U is an admissible open subset of the rigid space W , an admissible
open subset V ⊂ W is called a strict neighbourhood of U in W if {W − U, V } is an
admissible covering of W .
Given ρ0 > 1, I < Tn(ρ0) and an open immersion of rigid spaces Sp(Tn(ρ0)/I)→ W , the
set (Vρ = Sp(Tn(ρ)/I.Tn(ρ)))ρ0≥ρ>1 is cofinal in the system of all strict neighbourhoods
of V1 = Sp(Tn/I.Tn) in W . To see this we may suppose W = Vρ0 . If then T is a strict
neighbourhood of V1 inW , the coveringW = ∪ρ>1(W−Vρ)∪T is admissible and therefore
has a finite subcovering because W is quasicompact. This implies T ⊂ Vρ for some ρ > 1.
2.23We deduce the following formula: Let X be an affinoid dagger space, X ′ ⊂† Y an
immersion of the type described above, F a coherent OX-module and F
′ the associated
coherent OX′-module. If G is a coherent OY -module with G|X′ = F
′ (by 2.15 such a G
always exists after perhaps shrinking Y ), there is an identification
Γ(X,F) = {s ∈ Γ(X ′,G)| there exists an
extension of s to a strict neighbourhood of X ′ in Y }.
2.24 Let X = Sp(A) → Y = Sp(B) be a morphism of affinoid dagger spaces and
U ⊂ X an affinoid subdomain. We write U ⊂⊂Y X if there exists a surjection τ : B <
X1, . . . , Xr >
†→ A and ǫ ∈ Γ∗, ǫ < 1 such that U ⊂ Sp(A < ǫ−1.τ(f1), . . . , ǫ
−1.τ(fr) >
†).
A morphism f : X → Y of dagger (or rigid) spaces is called partially proper if f is
separated and there exist admissible affinoid coverings Y = ∪Yi and f
−1(Yi) = ∪Xij (all
i), such that for every Xij there is an admissible open affinoid subset X˜ij ⊂ f
−1(Yi) with
Xij ⊂⊂Yi X˜ij (cf.[15],p.59).
f is called proper if it is quasicompact and partially proper.
A dagger (or rigid) space X is called a Stein space if it admits an admissible affinoid
covering X = ∪i∈NUi such that Ui ⊂
† Ui+1 for all i; we call (Ui)i a Stein covering.
2.25 Stein spaces and spaces without boundary ([18],5.9) are partially proper. Com-
positions of partially proper morphisms of rigid spaces are partially proper ([15]). The
(rigid) analytification of a k-scheme of finite type is partially proper. If ρ : X → Y is
a partially proper morphism of dagger spaces, the associated morphism ρ′ : X ′ → Y ′ of
rigid spaces is partially proper.
Theorem 2.26. If X is a partially proper dagger space, the functor (.)′ : coh(OX) →
coh(OX′) from 2.20 is an equivalence of categories. For a coherent OX-module M one
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has canonically Γ(X,M) = Γ(X ′,M′).
Proof: (a) First consider the case where X is a Stein space. Let X = ∪i∈NUi be
a Stein covering and G a coherent OX′-module. The formula 2.23 defines for every Ui a
finite OX(Ui)-module F(Ui) and therefore a coherent OX |Ui-module F|Ui. These glue to
give a coherent OX-module F with F
′ = G. Also F(X) = G(X) follows from 2.23.
Now let F ,G be coherent OX -modules and g : F
′ → G ′ a morphism. g induces morphisms
F ′(Uiρ)→ G
′(Uiρ) for all strict neighbourhoods Ui,ρ of Ui in Ui+1, and by 2.23 this defines
OX(Ui)-linear morphisms F(Ui) → G(Ui), that is OX |Ui-linear morphisms F|Ui → G|Ui.
These glue to give f : F → G with f ′ = g.
(b) For the general case it is now enough to remark that X has an admissible covering
X = ∪jSj such that all Sj and their finite intersections are Stein spaces. For example,
start with an affinoid covering X = ∪jVj such that for all Vj there is an admissible open
affinoid subspace Zj ⊂ X with Vj ⊂
† Zj . Take Sj to be the interior of Zj (here by the
interior of an affinoid dagger or rigid space T = Sp(A) with respect to a fixed closed
immersion T →֒ Dm we mean T ∩ (D0)m; for radii of polydiscs different from 1 one has
obvious variants). By separatedness of X all finite intersections of the Sj again admit
a closed immersion into a polydisc (of some polyradius) without boundary, in particular
are Stein spaces.
Theorem 2.27. The functor (.)′ from 2.19 induces an equivalence between the category
of partially proper dagger spaces and the category of partially proper rigid spaces.
Proof: (.)′ is essentially surjective: Here for any partially proper rigid space Z we
have to give a sheaf R of k-algebras which at open affinoids U1 ⊂ Z, for which U2 ⊂ Z
exist with U1 ⊂
† U2, has as value a dagger algebra R(U1) whose completion is OZ(U1).
This is done by means of the construction in 2.26.
(.)′ is full: Let X, Y be partially proper dagger spaces and g : X ′ → Y ′ a morphism.
Choose a family {U δii }i of open subspaces of Y
′ of the following type: U δii = Sp(Tni(δi)/Ii)
for some δi > 1, ni ∈ N and Ii < Tni(δi), and if U
δ
i = Sp(Tni(δ)/Ii.Tni(δ)) for δi ≥
δ ≥ 1 the family (U1i )i forms an admissible covering of Y
′. Furthermore write U δ,0i =
∪δ˜<δSp(Tni(δ˜)/Ii.Tni(δ˜)), the interior of U
δ
i . Identifying the underlying G-topological
spaces the sets g−1(U1i ) define open dagger subspaces Vi of X , and the sets U
1
i define
open affinoid dagger subspaces Wi of Y . Now it is enough to give compatible mor-
phisms fi : Vi → Wi of dagger spaces such that f
′
i = g|g−1(U1i ). Define fi by giving a
k-algebra morphism OY (Wi)→ OX(Vi) as follows: g defines for all δi ≥ δ > 1 morphisms
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OY ′(U
δ
i )→ OX′(g
−1(U δi )), and in the limit
OY (Wi) = lim
→
δ→1
OY ′(U
δ
i )→ lim→
δ→1
OX′(g
−1(U δi )).
On the other hand there is a canonical map
lim
→
δ→1
OX′(g
−1(U δi ))→ OX(Vi),
namely: g−1(U δ,0i ) is partially proper for all δi ≥ δ > 1 (because g is partially proper by
[5],9.6.2/4, and compositions of partially proper morphisms are partially proper). There-
fore OX(ρ
′−1(U δ,0i ))→ OX′(g
−1(U δ,0i )) is an isomorphism (cf. 2.26), and one gets
OX′(g
−1(U δi ))→ OX′(g
−1(U δ,0i ))
∼= OX(g
−1(U δ,0i ))→ OX(Vi).
3 Cohomology
Proposition 3.1. If X = Sp(A) is an affinoid dagger space, every coherent OX-module
F is generated by its global sections, and one has Hn(X,F) = 0 for all n ≥ 1.
Proof: Follows from 2.16 and 2.6.
Theorem 3.2. For a partially proper dagger space X, a coherent OX-module F and i ≥ 0
one has H i(X,F) = H i(X ′,F ′). If X is a Stein space, these groups vanish for i > 0.
Proof: First consider the case where X is a Stein space. Let X = ∪i∈NUi be a Stein
covering. As it is affinoid it is acyclic for F and induces an affinoid, hence F ′-acyclic
covering X ′ = ∪i∈NU
′
i . The assertion in case i = 0 follows from 2.23, the assertion in case
i > 1 is a formal consequence of the existence of nested acyclic coverings indexed by N.
From [16] we infer H1(X ′,F ′) = 0. Now let (gi)i∈N ∈ F(Ui)i∈N be a cocycle. For every
i ∈ N there exists an open affinoid Vi ⊂ X
′ with U ′i ⊂
† Vi ⊂ U
′
i+1 and a g
′
i ∈ F
′(Vi)
inducing gi (see 2.23). Because of H
1(X ′,F ′) = 0 the cocycle (g′i)i∈N ∈ F
′(Vi)i∈N for the
F ′-acyclic covering X ′ = ∪i∈NVi is a coboundary, that is there are f
′
i ∈ F
′(Vi) satisfying
f ′i+1−f
′
i = g
′
i. The f
′
i ∈ F
′(Vi) induce elements fi ∈ F(Ui) (again 2.23) which testify that
(gi)i∈N is a coboundary.
The case of a general X is now deduced from the above by means of the Cˇech-spectral
sequence associated with an admissible covering X = ∪jWj such that all Wj and their
finite intersections are Stein spaces (as in the proof of 2.26).
17
3.3 Besides the rigid analytification functor there is also a dagger analytification func-
tor for k-schemes of finite type (to be defined in the same manner, or equivalently via
2.27). As a corollary of 3.2 we get that for proper k-schemes of finite type dagger ana-
lytification satisfies the GAGA-principle (since this is true for rigid analytification, [17]).
Another corollary of 3.2 will be that for a smooth partially proper dagger space X the
de Rham cohomology of X coincides with the de Rham cohomology of X ′ (compare the
spectral sequences Epq1 = H
q(Ωp)⇒ Hp+q(Ω•) for X and X ′).
3.4 We recall some notations from [1]. Suppose k = Frac(R) for a complete discrete
valuation ring R (of mixed characteristic). If X is an admissible formal R-scheme ([6])
with generic fibre X and specialization morphism s : X → X , and if V ⊂ Xs is a subset of
its special fibre, we write ]V [= s−1(V ). If j : V → Xs is an open immersion, the functor j
†
from the category of abelian sheaves onX to itself is defined by F 7→ j†F = lim→
U
jU∗j
−1
U F ,
where jU : U → X runs through the strict neighbourhoods of ]V [ in X .
Theorem 3.5. Let X
f
→ Y be a proper morphism of dagger spaces and F a coherent
OX-module. Then R
qf∗F is a coherent OY -module for all q ∈ N satisfying (R
qf∗F)
′ ∼=
Rqf ′∗(F
′), at least under the following two assumptions:
(1) k is the fractionfield of a complete discrete valuation ring R (of mixed characteristic),
and
(2) there exists an admissible affinoid covering Y = ∪i∈IUi with the following property:
Setting X ×Y Ui
fi→ Ui there exists for all i a proper morphism X˜i
f˜i→ U˜i of rigid spaces
and a coherent OX˜i-module F˜i such that (f
′
i ,F
′|X′i) arises from (f˜i, F˜i) by a base change
of type U ′i ⊂
† U˜i.
Proof: We may suppose Y = Sp(A) and (f ′,F ′) arises from (X˜
f˜
→ Y˜ , F˜) by the
base change Y ′ ⊂† Y˜ = Sp(A˜) (where f˜ is proper and F˜ a coherent OX˜-module). Choose
a finite affinoid covering X = ∪i∈KVi such that for every i ∈ K there is an open affinoid
W˜i ⊂ X˜ with V
′
i ⊂
† W˜i (think of X
′ as an open subspace of X˜). Then choose an
admissible formal R-scheme X˜ with generic fibre X˜ such that for every i ∈ K there
is an open immersion Zi → X˜s into the special fibre with ]Zi[X˜= V
′
i ([6]). Set Z =
∪i∈KZi
j
→ X˜s, that is ]Z[X˜= X
′. The open immersion X ′
l
→ X˜ is acyclic for F , hence
Hq(X,F) = Hq(X˜, l∗F) for all q. There is an obvious morphism of sheaves l∗F → j
†F˜
inducing maps Hq(X,F) = Hq(X˜, l∗F)→ H
q(X˜, j†F˜). Claim: These are isomorphisms.
By [1],2.1, Hq(X˜, j†F˜) can be computed locally with respect to the covering Z = ∪i∈KZi,
we therefore have to show Hq(VJ ,F) ∼= H
q(X˜, j†JF˜) for all q, all J ⊂ K, where we
put VJ = ∩i∈JVi and (∩i∈JZi) = ZJ
jJ→ X˜s. For q = 0 this is clear, for q > 0 one has
Hq(VJ ,F) = 0 (because VJ is affinoid), but alsoH
q(X˜, j†JF˜) = 0 (formation of cohomology
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commutes with direct limits because X˜ is quasicompact; V ′J =]ZJ [X˜ has a cofinal system
of strict neighbourhoods in X˜ consisting of affinoids). The claim follows.
Now let (Yρ)ρ>1 be a system of neighbourhoods of Y
′ in Y˜ of type Y ′ ⊂† Yρ = Sp(Aρ)
such that lim ←
ρ→1
Yρ = Y . Set Yρ ×Y˜ X˜ = Xρ
lρ
→ X˜ . Then
Hq(X˜, j†F˜) ∼= lim
→
ρ→1
Hq(X˜, lρ∗(F˜|Xρ)) ∼= lim→
ρ→1
Hq(Xρ, F˜)
(∗)
∼= lim
→
ρ→1
(Hq(X˜, F˜)⊗A˜ Aρ) = H
q(X˜, F˜)⊗A˜ A.
Here we apply [17] to get (∗). Together we obtain Hq(X,F) = Hq(X˜, F˜) ⊗A˜ A for the
finite A˜-module Hq(X˜, F˜). If U ⊂ Y is open affinoid such that there is an open U˜ ⊂ Y˜
with U ′ ⊂† U˜ the same can be shown for U instead of Y . The theorem follows.
3.6 Certainly both assumptions (1) and (2) are superfluous, perhaps (2) is even auto-
matic.
4 Duality and Ku¨nneth formula
4.1 For a dagger algebra A we define d : A→ ΩA to be the universal k-linear derivation of
A into finite A-modules. In the usual way we get for a smooth dagger space X a k-linear
complex Ω•X with all Ω
i
X being coherent locally free OX -modules such that (Ω
i
X)
′ = ΩiX′
(smoothness of X is defined as for rigid spaces, or equivalently by requiring that X ′ be
smooth). In particular, put ωX = Ω
n
X if X is of pure dimension n.
4.2 We assume from now on that k is spherically complete. We endow dagger al-
gebras with a topology which is finer than the normtopology from 1.6 as follows: If
A ∼= lim →
ρ→1
Tn(ρ)/I.Tn(ρ) with ρ0 ≥ ρ > 1 for some ρ0 > 1 and I < Tn(ρ0), we define
the direct limit topology on A to be the finest locally k-convex topology such that all
maps Tn(ρ)/I.Tn(ρ)→ A are continuous. The direct limit topology on a finite A-module
M is the quotienttopology of the direct limit topology of Ar with respect to a surjection
Ar → M (some r ∈ N). Using 1.8 we see that these definitions are independent of the
chosen representations, and from [22],3.3, 3.5, we deduce that in this way A becomes a
complete reflexive Hausdorffspace. In the following we will only consider these topologies.
4.3 For an affinoid dagger space X = Sp(A) and a coherent OX -module F we define
H∗c (X,F) as follows. Choose a representation A =Wm/I.Wm for some ρ0 > 1, I < Tm(ρ0)
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and set Aρ = Tm(ρ)/I.Tm(ρ) and Xρ = Sp(Aρ) for 1 < ρ ≤ ρ0. After shrinking ρ0 if nec-
essary, there is a coherent OXρ0 -module Fρ0 such that F(X) = lim →ρ>1 Fρ0(Xρ). Put
H ic(X,F) = H
i
X(Fρ0) for i ≥ 0. Endow H
i
c(X,F) = H
i
X(Fρ) for i > 0 with the finest
locally k-convex topology such that all boundary maps H i−1(Xρ0 − X,Fρ0) → H
i
X(Fρ0)
are continuos (here H i−1(Xρ−X,Fρ) carries the topology described in [26],1.6,[3]). Note
that H ic(X,F) carries also a natural structure of topological A-module.
Theorem 4.4. Let X be a smooth affinoid dagger space of pure dimension d and F a
coherent OX-module. Then for all 0 ≤ i ≤ d there is a pairing
ExtiOX (F , ωX)×H
d−i
c (X,F)→ k,
functorial in F and inducing isomorphisms
ExtiOX (F , ωX)
∼= Hd−ic (X,F )ˇ = Homk,cont(H
d−i
c (X,F), k)
and
Hd−ic (X,F)
∼= ExtiOX (F , ωX )ˇ = Homk,cont(Ext
i
OX
(F , ωX), k).
Proof: We begin by considering the case X = Sp(A) with A = k < T1, . . . , Tm >
†.
For ρ > 1 put Aρ = k < ρ
−1.T1, . . . , ρ
−1.Tm > and Xρ = Sp(Aρ). Then there is a canonical
identification (compare [10],[26],[3])
Hmc (X,ωX) = {
∑
µ∈Zm
µ<0
aµT
µdT | η−|µ||aµ|
|µ|→∞
→ 0 for all η > 1}.
Arguing as in [23],6.5 (where the case m = 1 is done; compare also [10]) we see that the
pairing
A×Hmc (X,ωX)
res
→ k,
(
∑
α∈Zm
α≥0
bαT
α,
∑
µ∈Zm
µ<0
aµT
µdT ) 7→
∑
α∈Zm
α≥0
bαa−α−1
induces isomorphisms A ∼= Homk,cont(H
m
c (X,ωX), k) and H
m
c (X,ωX)
∼= Homk,cont(A, k).
From this we deduce the general case by standard arguments (similar to those in [26],[3]),
analysing a closed immersion X → Sp(Wm).
4.5 From 4.4 one gets Serre duality for more general quasicompact dagger spaces.
Also, passing to the limit in a Stein covering, one gets the wellknown Serre duality on
Stein spaces.
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Lemma 4.6. Let K• = (Ki
di
→ Ki+1)i∈Z be a complex of locally k-convex complete
vector spaces, all di being strict. Setting L• = Homk,cont(K
•, k) one has Hq(L•) =
Homk,cont(H
q(K•), k) for all q.
Proof: Recall that a morphism φ : E → F of topological groups is called strict, if
φ : E → φ(E) is open, where φ(E) carries the topology induced from F . We observe that
4.6 is an easy consequence of the Hahn-Banach theorem: If E is locally k-convex complete
k-vector space, M ⊂ E a subspace and M
λ
→ k a continuous linear form, then λ extends
to a continuous linear form on E. For the proof of this we refer to [27],thm.4.10, in case
E is a Banach space, to which the general case is reduced as usual.
Lemma 4.7. Suppose that k is discretely valued and of characteristic 0.∗ Let X be a
smooth Stein space or a smooth affinoid dagger space. All differentials ΩiX(X)
di
X→ Ωi+1X (X)
are strict and have closed image.
Proof: The second claim follows from the first by the completeness of ΩiX(X). For
the first we begin with the case where X is Stein. By [20] there is a closed immer-
sion X → An into the (analytification of the) affine space. The canonical surjections
Ωj
An
(An)
pj
→ ΩjX(X) are strict, and since we have pi+1 ◦ d
i
An
= diX ◦ pi we are therefore
reduced to the case X = An. In this case Ω•X(X) is acyclic in positive degrees, hence
im(diX) = Ker(d
i+1
X ) is closed in Ω
i+1
X (X). But this means that im(d
i
X) is a Fre´chet space
(for its induced topology from Ωi+1X (X)). By the theorem of Banach, Ω
i
X(X)
di
X→ im(diX)
is open.
Now we consider the case where X = Sp(A) is an affinoid dagger space. As above we re-
duce to the case A =Wn. ForXρ = lim →
ρ′<ρ
Sp(Tn(ρ
′)) we endow ΩjXρ(Xρ) = lim ←ρ′<ρ
ΩjTn(ρ′)
with its inverse limit topology and note that the direct limit topology on ΩjA as defined
above is also the finest locally k-convex topology on ΩjA = lim→Ω
j
Xρ
(Xρ) such that all
canonical maps ΩjXρ(Xρ)→ Ω
j
A are continuous. Therefore it suffices to show strictness of
all maps ΩjXρ(Xρ)
djρ
→ Ωj+1Xρ (Xρ), which just has been done, because theXρ are Stein spaces.
4.8 From now on we assume that k is discretely valued and char(k) = 0. For a
smooth dagger space X we define H∗dR(X) = H
∗(X,Ω•X). If X = Sp(Wm/I.Wm) for some
ρ > 1, I < Tm(ρ) we define H
∗
dR,c(X) = H
∗
X(Ω
•
Sp(Tm(ρ)/I.Tm(ρ))
) (cohomology with support
∗Unfortunately, in the published version of the present paper these hypotheses are missing. I thank
Mark Kisin for pointing out that they should be imposed here in order to have the finiteness result of
[13] available.
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in the closed subset X ⊂ Sp(Tm(ρ)/I.Tm(ρ))).
Theorem 4.9. If X is a smooth affinoid dagger space of pure dimension n, there are
canonical isomorphismsH idR(X)
∼= Homk,cont(H
2n−i
dR,c (X), k) andH
2n−i
dR,c (X) = Homk,cont(H
i
dR(X), k)
for all 0 ≤ i ≤ 2n.
Proof: We begin by observing that for all locally free coherent OX -modules F we
have Hqc (X,F) = 0 for all q 6= n. Arguing along a finite surjective map f : X → Sp(Wn)
and an extension of f to a finite surjective map over some Sp(Tn(ρ)), this statement can
be reduced to the case X = Sp(Wn) and F = OX and can then be checked by reasoning
as in [26], [3].
This implies Hq+ndR,c(X) = H
q(Hnc (Ω
•
X)) for all q ≥ 0, where we denote by H
n
c (Ω
•
X) the
complex
. . .→ Hnc (X,Ω
i
X)→ H
n
c (X,Ω
i+1
X )→ . . . .
But this complex is canonically identified with
. . .→ Hnc (X,OX)⊗A Ω
i
A → H
n
c (X,OX)⊗A Ω
i+1
A → . . .
and now the theorem follows by combining 4.4, 4.6 and 4.7.
4.10 The k-vector spaces H idR(X) are in fact finite dimensional if k is discretely valued
([12],[13]). By 4.7 they are topologically separated, therefore in this case 4.9 becomes an
algebraic duality between finite dimensional vector spaces.
Theorem 4.11. If X is a smooth Stein space of pure dimension n, there are canonical
isomorphisms H idR(X)
∼= Homk,cont(H
2n−i
dR,c (X), k) and H
2n−i
dR,c (X) = Homk,cont(H
i
dR(X), k)
for all 0 ≤ i ≤ 2n.
Proof: Let X = ∪j∈NUj be an admissible covering by affinoid dagger spaces. The
proof of 4.9 gives H ic(X,F)
∼= lim→
j
H iUj (Uj+1,F|Uj+1) = 0 for all i 6= n, all coherent
OX -modules F . So we can conclude as in 4.9, this time combining Serre duality of Stein
spaces (cf. 4.5, [26],[3]) with 4.6 and 4.7.
Theorem 4.12. Let k be discretely valued and let X and Y be smooth dagger spaces.
There are canonical isomorphisms ⊕n=p+qH
p
dR(X)⊗k H
q
dR(Y )
∼= HndR(X × Y ).
Proof: Since X × Y can be admissibly covered by subspaces of type U × V , where
U ⊂ X and V ⊂ Y are open affinoid, we may assume X and Y affinoid, X = Sp(A) and
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Y = Sp(B). We have to show that if M• = (M•, d•M) is the associated simple complex
of the double-complex Ω•A ⊗k Ω
•
B, the canonical morphism (M
•, d•M) → (Ω
•
A⊗†
k
B
, d•
⊗†
) is
a quasiisomorphism. Note that this is a morphism of complexes of topological k-vector
spaces. One verifies that all maps M j → Ωj
A⊗†
k
B
are injective, strict and have a dense
image. By 4.7 the cohomology vector spaces Hn(M•) are separated, i.e. im(dn−1M ) is
closed in Mn, implying that the maps Hn(M•) → Hn(Ω•
A⊗†
k
B
) are injective and strict.
But Hn(M•) is finite dimensional by [12],[13], hence complete. Therefore all we must
show is that Ker(dnM) is dense in Ker(d
n
⊗†).
Write A = Wn1/(f1), B = Wn2/(f2) with tuples fi ∈ Tni(ρ0)
ri for some ρ0 > 1, ri ∈ N
(here i = 1, 2). For 1 < ρ ≤ ρ0 set Aρ = Tn1(ρ)/(f1), Bρ = Tn2(ρ)/(f2), Xρ =
Sp(Aρ), Yρ = Sp(Bρ) and Zρ = Sp(Aρ⊗ˆkBρ). Let X
0
ρ = ∪1<ρ′<ρXρ′, Y
0
ρ =
∪1<ρ′<ρYρ′ and Z
0
ρ = ∪1<ρ′<ρZρ′ be the interiors. Consider the differentials
⊕n=p+qΩ
p
X0ρ
(X0ρ)⊗k Ω
q
Y 0ρ
(Y 0ρ )
dnρ
→ ⊕n+1=p+qΩ
p
X0ρ
(X0ρ)⊗k Ω
q
Y 0ρ
(Y 0ρ ).
Using strictness (4.7) and the fact that the topologies on the spaces ΩnZ0ρ (Z
0
ρ) have a count-
able basis (they are Fre´chet spaces), we get (as in the proof of [5],1.1.9/5) that Ker(dnρ)
is dense in Ker(Ωn
Z˜ρ
(Z˜ρ)
dˆnρ
→ Ωn+1
Z˜ρ
(Z˜ρ)). Passing to the limit as ρ→ 1, we conclude.
5 Comparison with Berthelot’s rigid cohomology
We assume k = Frac(R) for a complete discrete valuation ring R of mixed characteristic.
Theorem 5.1. Let X be a proper admissible ([6]) formal Spf(R)-scheme, Y → Xs an
immersion into its special fibre with schematic closure j : Y → Y¯ in Xs. Then ]Y¯ [X is
a partially proper rigid space, therefore equivalent with a dagger space Q. Let X be the
open subspace of Q whose underlying set is identified with ]Y [X . Let q ∈ N.
(a) If F is a coherent OQ-module, F
′ the associated coherent O]Y¯ [X -module, then there is
a canonical isomorphism Hq(X,FX) ∼= H
q(]Y¯ [X , j
†F ′).
(b) If X is smooth, there is a canonical isomorphism HqdR(X)
∼= Hq(]Y¯ [X , j
†Ω•
]Y¯ [X
).
(c) If X is smooth along Y , there is a canonical isomorphism HqdR(X)
∼= H
q
rig(Y/k).
Proof: (b) follows from (a), and (c) follows from (b) by the definition of rigid coho-
mology ([1]).
Let Y = ∪i∈IYi be an affine open covering, for ∅ 6= J ⊂ I let YJ = ∩i∈JYi
jJ→ Y¯ and
]YJ [X
iJ→]Y¯ [X be the open immersions. Since all iJ are affinoid, the Cechcomplex L
• built
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out of all iJ∗F]YJ [X resolves Ri∗FX (where ]Y [X
i
→]Y¯ [X is the open immersion, and the
underlying G-topological spaces of Q and ]Y¯ [X are identified). On the other hand, [1],2.1,
tells us that the Cechcomplex K• built out of all j†JF
′ resolves j†F ′. There is a canonical
map L• → K•. Thus to prove (a) we may assume Y is affine. We may then also assume
that there is an open affinoid U ⊂ Xk and an isomorphism U = Sp(Tn(ρ
′)/I) for some
1 < ρ′ ∈ Γ∗, I < Tn(ρ
′) such that ]W [X= Sp(Tn/I.Tn) ⊂ U for an open affine W ⊂ Xs for
which Y → Xs factorizes via a closed immersion Y → W (such a U exists, at least after
further refinement of the Y -covering, use [18]). We may finally assume that there are
f1, . . . , fr ∈ Tn(ρ
′)/I such that UY¯ =]Y¯ [X∩U = {x ∈ U | |fi(x)| < 1 for all i = 1, . . . , r}.
Then for ρ, µ ∈ Γ∗ with µ < 1 and 1 < ρ ≤ ρ′ set
Uµ,ρ = Sp((Tn(ρ)/I.Tn(ρ)) < µ
−1.f1, . . . , µ
−1.fr >),
Vµ = Sp((Wn/I.Wn) < µ
−1.f1, . . . , µ
−1.fr >
†)
(viewed as subspaces of Xk resp. Q). Let (µn)n∈N → 1 be a monotonicly increasing
sequence in Γ∗. The covering X = ∪n∈NVµn is F -acyclic, the covering UY¯ = ∪n∈NUµn,ρ′
is j†F ′-acyclic. It follows Hq(X,FX) = 0 = H
q(]Y¯ [X , j
†F ′) = 0 for all q ≥ 2. Also
H0(X,FX) = H
0(]Y¯ [X , j
†F ′) is evident, it remains to show that
H1(X,FX)
α
→ H1(]Y¯ [X , j
†F ′)
is bijective. This is done using cocycles with respect to the given acyclic coverings: For
a cocycle (gn)n∈N ∈ (F(Vµn))n∈N every gn extends to some g
′
n ∈ F
′(Uµn,ρ) for some
ρ = ρ(gn) ∈ Γ
∗ with 1 < ρ ≤ ρ′, that is g′n ∈ j
†F ′(Uµn,ρ′). Then α([(gn)n]) = [(g
′
n)n]
on the level of cohomologyclasses. Now suppose α([(gn)n]) = [(g
′
n)n] = 0, i.e. there is a
cocycle (fn)n ∈ (j
†F ′(Uµn,ρ′))n such that fn+1|Uµn,ρ′ − fn = g
′
n for all n. Every fn is given
by an element fn ∈ F
′(Uµn,ρ) for some ρ = ρ(fn) ∈ Γ
∗ with 1 < ρ ≤ ρ′, therefore induces
an element hn ∈ F(Vµn−1). Set h¯n = hn+1 and g¯n = gn+1. The cocycle (f¯n)n bounds
(g¯n)n. Since (g¯n)n and (gn)n are cohomologic, it follows that α is injective. Surjectivity:
Let (g′n)n ∈ (j
†F ′(Uµn,ρ′))n be given. Setting g¯
′
n = g
′
n+1, the cocycle (g¯
′
n)n is cohomologic
to (g′n)n. But every g¯
′
n is induced by some g
′
n+1 ∈ F
′(Uµn+1,ρ) for some ρ(g
′
n+1) with
1 < ρ(g′n+1) ≤ ρ
′, inducing also an element gn ∈ F(Vµn). One has α([(gn)n]) = [(g¯
′
n)n].
5.2 Similarly, it is not hard to give an interpretation of rigid cohomology with com-
pact support H∗rig,c(Y/k) in terms of de Rham cohomology of dagger spaces; and doing
this, we get from 4.9 Poincare´ duality for the rigid cohomology of a smooth Y , which in
[2] is proven in a completely different way, namely by reducing it to Poincare´ duality of
cristalline cohomology of smooth proper k¯-schemes.
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