Assessing and analyzing the quality of transmitted speech in a conversational situation is an important topic in current research. For this, a conversation has been separated into three individual conversational phases (listening, speaking, and interaction), and for each phase corresponding quality-relevant perceptual dimensions have been identified. The dimensions can be used to determine the quality of each phase, and the qualities of all phases, in turn, can be be combined for overall conversational quality estimation. In this article we present the work that has been conducted to identify the weights of the individual phases for the overall quality. For this, we conducted an experiment that allows the participants to perceive each phase separately and to gather the overall quality as well as the quality ratings for each individual phase. The results enable to create a linear model to predict the overall quality on the basis of the three phases. This allows to draw first conclusions regarding the relation between the individual phases and the overall quality and provides a major landmark towards a diagnostic assessment of conversational quality.
Introduction
The quality of transmitted speech in a conversational situation as perceived by the system users -referred to as the Quality of Experience (QoE) [1] -is an important indicator for telephone service providers to improve and evaluate their services. Thus, assessing and understanding QoE is a fundamental task in current research. Usually, subjective listening-only experiments are conducted with naïve participants in a laboratory context to assess QoE. In these experiments -called Listening-Only Tests (LOT) -participants listen to a number of different stimuli and rate them on an Absolute Category Rating (ACR) scale (labeled from 1 -bad, to 5 -excellent). The ratings per stimulus are averaged to the Mean Opinion Score (MOS) [2, 3] .
However, as discussed in [4] , the mentioned method inherits two practical limitations: (i) The MOS value does not provide any insights into the reason for sub-optimum qualityno diagnostic information can be extracted -and (ii) the MOS values gathered in LOTs disrespect conversational phases, like speaking or interaction.
The first limitation reveals that two differently impaired speech stimuli -one by e.g. temporal clipping and the other by circuit noise -can be rated with the same (low) MOS value, that alone does not give service providers information on how to improve their systems. The second limitation points out that the aforementioned method only addresses the passive listeningonly situation. This only partly represents reality, as in a conversational situation speaking and interactive phases also occur.
To overcome both limitations with one novel method, the approach of analyzing the different phases of a conversations was followed. For this, a conversation was split into three phases according to [5] : The Listening, the Speaking, and the Interaction Phase. Quality-relevant perceptual dimensions were identified to analyze the three phases. Perceptual dimensions are defined as orthogonal and thus independent features of a multidimensional space formed by a perceptual event inside the listener [6, 7] . They are connected to specific quality elements (e.g. codecs, filters, or packet-loss) [8] . Assessing these perceptual dimensions thus serves for diagnosing speech quality.
In separate listening, speaking and interaction experiments seven perceptual dimensions were identified for a conversational situation: four for the Listening Phase [9] , two for the Speaking Phase, and one for the Interaction Phase [10] . The seven dimensions were validated in a complete conversation test [11] . The direct scaling of all dimensions requires a new test paradigm which allows the participants to perceive each conversational phase separately. The underlying idea -that has already been proven in [7] -is that the dimensions, as they are orthogonal, can be combined to a quality rating for each conversation phase, and that the quality ratings for each phase, in turn, can be used to determine the overall conversational quality. To follow this approach, the weights of the individual phases for the overall conversational quality have to be identified.
In this paper, we present the first results of a conversation experiment using the required test paradigm. The participants rated the overall conversational quality as well as the quality of each individual phase. The results allow to relate the overall conversational quality to the individual ratings for each phase, and thus to identify their weights for the overall quality.
After a short summary of the three conversational phases and the corresponding perceptual dimensions, we will present the conducted experiment. Then, the results are presented and the model to map the overall quality is introduced. We will close the paper with a conclusion and an outlook on future work.
Phases in a Conversational Situation
In a conversation, two interlocutors take turns in speaking and listening. This leads to an interaction between both participants that is described as a four-state model in [12] : One participant can either speak or listen, as in addition both participants can also speak or remain silent at the same time. From a speechquality point-of-view, this leads to a separation of a conversation into three phases as perceived by one participant: The Lis- Table 1 : Overview of the three phases and their seven perceptual quality dimensions for a conversational situation [9, 10, 11] .
tening, the Speaking, and the Interaction Phase.
The Listening Phase corresponds to the situation in which the participant is listening to a vocal message. The phase can be impaired by quality elements like codec, noise, non-optimal signal level, or packet-loss. In [9] , four perceptual dimensions were extracted for the Listening Phase, namely: Noisiness, Coloration, Loudness, and Discontinuity.
The Speaking Phase corresponds to the situation in which the participant is actively speaking. This phase can be impaired by quality elements like sidetone or echo. Both impairments lead to the effect that the speaker is confronted with a backcoupling of the own voice which makes the production of speech more difficult for the speaker [13] . In [10] , the two perceptual dimensions Impact of one's own voice on speaking and Degradation of one's own voice were extracted for this phase.
The Interaction Phase describes the alternation of speaking and listening; the frequency of changes describes the degree of interaction. As a disturbing side-effect mutual silence (both participants remain silent) and double talk (both participants speak) could occur. The phase is mainly impaired by the quality element delay. In [10] , the single perceptual dimension Interactivity was extracted for the Interaction Phase.
This sums up to seven perceptual dimensions grouped into three phases of a conversation. This quality profile was validated in [11] , and an overview of the three phases and their perceptual dimensions can be seen in Table 1 .
It is obvious that each of the three phases has a significant impact on the overall quality rating of conversational speech. However, their weights and the relation between phases and the overall quality have to be identified. In the next sections, we will present the experiment conducted to gather the necessary ratings and the results that lead to a model describing the relation between the individual phases and the overall quality.
Conversational Experiment
In [11] the demand for a test paradigm that allows the participants to perceive each phase of a conversation separately was discussed. The new test paradigm, its design according to [14] , and the setup are introduced in the following. The test paradigm guides the participants through a structured conversation, a speaking, a listening, and an interactive scenario. This enables to gather quality ratings for the overall conversation and the three conversational phases in one test session.
Test design
The conversational experiment was carried out by 36 participants (18 female, 18 male) grouped into 18 pairs, aged between 18 and 51 years (Mean=30, Standard Deviation (Std) =7.69). The participants took an average of 1 hrs, 21 min to complete the test including instructions and rating tasks. According to [14] the experiment consisted of 3 sections:
In the first section the participants conducted a structured Table 2 : The eleven conditions used in the experiment and the phases they are intended to trigger.
conversation. For this, a Short Conversation Test [15] was applied, in which the two participants had to solve tasks in roleplays (e.g. ordering pizza). After this section the participants were asked to rate the overall conversational quality M OSCO.
In the second section, the two participants changed roles between listening or speaking. First, one participant read out two sentences and the other participant listened to what is said, second, the participants changed roles. After each part, the participants rated the overall speaking quality M OSSP and the overall listening quality M OSLI , respectively.
In the third section, the participants performed a Random Number Verification Task [15] to be sensitive for delay. The participants rated the overall interaction quality M OSIN .
The M OS ratings are gathered on a continuous rating scale that showed to be more sensitive than the ACR scale [16] . The scale can be seen in Figure 1 . The ratings ∈ [0; 6] were transformed to ACR M OS ratings ∈ [1; 5] according to [16] .
For the three sections, the participants communicated over a transmission system that was distorted by eleven different degradations. The degradations and the phases they were supposed to trigger can be seen in Table 2 . The order of degradations was randomized between participants. Figure 1 : Quality rating scale used in the conversational experiment (taken from [17] ).
Technical setup
For the experiment a test system based on Pure Data [18] , a graphical programming language for signal processing, was used. It enables to manipulate audio effects in real-time and thus to simulate degradations like echo or nonstationary degradations. The system was extended with multiple speech codecs (e.g. LPC-10), using open-source implementations. The same setup was used for the experiments discussed in [10] and [11] . The sound signal was captured and presented via a Beyer Dynamic DT770 stereo headset. The participants were located in two sound-insulated test rooms which met the requirements according to [3] . 
Results
First, the key characteristics of the gathered ratings are discussed. The means of the standard deviation (∅Std), calculated per condition, are given in Table 3 . The values lie within the range of standard deviations as typically also obtained in standard ACR experiments [17] .
In addition, a repeated measure ANOVA between the conditions and the four quality ratings as depended variables was carried out. The results are also given in Table 3 . The terms dfn and df d denote the degrees of freedom of the numerator and denominator of the F -test, respectively. The results show that the used conditions have a significant influence on all four quality ratings (p < .01).
The quality ratings can be seen in Figure 2 . The resulting M OSCO, M OSLI , M OSSP , and M OSIN values for all eleven conditions are illustrated. It can be seen, that for the seven conditions (2 to 8) in which the occurring degradation is intended to trigger one phase of a conversation, the corresponding ratings of the triggered phases show a significant impact (cf. Table 2 and, e.g. condition 8, where the codec triggers the ratings for the Speaking Phase).
Also, the ratings indicate that the overall quality seems to be anchored to the quality ratings of the degraded phase. This can for example be seen in condition 2. Here, the transmission system was distorted by sidetone, effecting the ratings of the Speaking Phase. As it can be seen, the overall conversational quality M OSCO and the quality of the Speaking Phase M OSSP received almost the same rating. Conditions 4, 5, and 8 show a similar effect, with lower characteristics though.
The three remaining conditions 9, 10, and 11 (intended to trigger more than one phase) show analog ratings, except that here two phase quality ratings are anchored to the overall quality (cf. Condition 10 where M OSCO is almost equal to M OSLI and M OSSP ).
Furthermore, the results reveal that an attenuation and a transmission delay only have a slight impact on the overall conversational quality (a drop of about 0.5 MOS points). The other degradations, however, show to have a more crucial impact on Table 4 : Correlations between the overall conversational quality (M OSCO) and the quality of the three conversational phases (M OSLI ,M OSSP , and M OSIN ). The correlations are significant at a p < 0.01 level.
the overall conversational quality (a drop of about 2.0 and more MOS points). Table 4 gives the correlations between the four quality ratings. It can be seen that the ratings for the individual phases show a significant correlation with the overall conversational quality. Also, the speaking and listening ratings significantly correlate with the Interaction Phase. This was expected, since the Interaction Phase describes the frequent change from speaking to listening and thus is connected to both phases. In turn, the ratings for the Speaking and Listening Phase have a low (but significant) correlation. In sum, while the Speaking and the Listening Phase seem to be mostly independent from each other, there is a significant correlation between the overall conversational quality and the three individual phase qualities as well as between the Interaction Phase and the Speaking and the Listening Phase. Table 5 : Multiple linear regression analysis.
Model
The data obtained in the conversational experiment aims at identifying the relationship between the overall conversational quality M OSCO and the quality of the Listening Phase M OSLI , the Speaking Phase M OSSP , and the Interaction Phase M OSIN . Thus, based on the preceding subjective results, M OSCO is estimated from subjective M OSLI , M OSSP , and M OSIN values. For this, we decided to apply a multiple linear regression. Linear regression was chosen (i) for its simplicity and (ii) by its similarity to the estimation of audiovisual quality, where two dimensions (audio and video) are estimated with linear models [19] . Hence, the overall conversational quality is estimated according to the following regression equation:
The analysis of the linear regression is given in Table 5 . There, the standardized β coefficients and the significance test for each predictor (T-stat and Pr > |t|) are given. The regression reaches a R 2 value of .89 and a RM SE of 0.34. The significance test reveals that the three predictor coefficients are not statistically significantly different from zero (p > .05). This can be explained with a high collinearity (Variance Inflation Factor(V IF ) > 2) of the three predictors and their shared variances. However, the ANOVA of the regression model shows that it is significant (F (3,7) = 18.21, p < .01).
The regression model allows to replace the coefficients from Equation 1 (α, β, γ, and δ) with values that enable to estimate the overall conversational quality. This leads to the following equation:
Applied on the subjective ratings for the three conversational phases, the regression model estimates the subjective M OSCO values with a correlation of ρ = .94 and an RM SE of 0.27. Figure 3 displays the regression between the estimated M OSCO values and the subjective M OSCO values.
Discussion and Outlook
In preceding studies the quality of transmitted speech in a conversational situation has been analyzed by dividing a conversation in three phases. For each phase quality-relevant perceptual dimensions were identified and validated. The far-end goal is to know the weights of each perceptual dimension to map the quality of each of the three individual phases that sum up for the overall conversational quality.
We presented the results of a first pilot test using a new subjective conversational test paradigm. The results provide the information needed to create a linear model that predicts the overall conversational quality on the basis of its three phases. The work presented in this article uncovers the relation between the overall conversational quality and the three corresponding conversational phases. It can be seen, that the Interaction Phase seems to have the biggest impact on the overall conversational quality. This is proven by the high correlation between the ratings of the phase and the overall quality (cf. Table 4) as well as by the high weighting in the regression model (cf. Table 5 ). A similar observation has also been made in [5] where the quality element delay (triggering the Interaction Phase) showed to have significant impact on the overall quality.
We explain this finding with the high importance of the Interaction Phase in a conversation: On the one hand, a conversation is always connected with a certain degree of interaction that typically affects the overall impression of a conversation, on the other hand, the Interaction Phase is connected to the Speaking and Listening Phase (cf. high correlation between the three phases in Table 4 ) and thus, interaction affects speaking and listening, and indirectly the overall conversational quality.
Regarding the Speaking and the Listening Phase, it can be seen that both phases are independent from each other (cf. low correlation in Table 4 ). For the overall conversational quality, the Speaking Phase has a higher impact than the Listening Phase (cf. regression model Table 5 ). From this it follows, that degradations that affect the Listening Phase (e.g. attenuation) only partly affect the overall conversational quality. Degradation concerning the Speaking Phase (e.g. echo), however, show to have a high impact regarding the overall quality. This could be explained with the high correlation between interaction and speaking (cf. Table 4 ), indicating that echo degradation might also have an impact on the interaction.
As a next step, the weightings of the perceptual dimensions for the three conversational phases have to be identified. Having these weightings at hand allows to deeply analyze a conversation and leads to possible models that estimate the conversational quality on basis of perceptual dimensions. In addition, more different conditions should be tested to verify the proposed conversational model and to create a wider picture of the proposed quality profile. This has to be validated with further research and experiments.
