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Abstract
A model for planar phenomena introduced by Jackiw and Pi and de-
scribed by a Lagrangian including a Chern-Simons term is considered.
The associated equations of motion, among which a 2+1 gauged nonlinear
Schrodinger equation, are rewritten into a gauge independent form involv-
ing the modulus of the matter eld. Application of a Painleve analysis, as
adapted to partial dierential equations by Weiss, Tabor and Carnevale,
shows up resonance values that are all integer. However, compatibility con-
ditions need be considered which cannot be satised consistently in general.
Such a result suggests that the examined equations are not integrable, but
provides tools for the investigation of the integrability of dierent reduc-
tions. This in particular puts forward the familiar integrable Liouville and
1+1 nonlinear Schrodinger equations.
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1 Introduction
Field theories involving Chern-Simons terms have been thought to play a role in
the description of planar phenomena, among which the fractional quantum Hall
eect and the high-T
c
superconductivity [1].
Here we are concerned with a model introduced by Jackiw and Pi [2] which
describes a self-interacting non-relativistic matter eld    (x

);  = 0; 1; 2,






); ;  = 0; 1; 2. The classical
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; D  r  iA:
In the corresponding Lagrangian, the standard Maxwell kinetic term for the gauge























































;  !  ).
The elds A

are indeed purely auxiliary: upon xing the gauge, they can be
expressed in terms of  

 and of the current J. Eq.(1a) then becomes a non-
linear integro-dierential equation for  . Another peculiarity of the model lies
in the fact that exact solutions associated with static self dual (or anti self dual)
congurations can be constructed for mgjj = 1 [2].
However, important questions still remain unanswered concerning the inte-
grability properties of this model. In this respect, a Painleve analysis in a form
adapted to partial dierential equations by Weiss, Tabor and Carnevale (WTC)
[4] may be a source of information.
Such an analysis is performed below in Section 2. It gives evidence that
Eqs.(1) are not integrable, although they naturally admit integrable reductions
among which the familiar Liouville and 1+1 nonlinear Schrodinger equations.
2
2 The Painleve-WTC analysis









































The new (real) elds u  u(x; y; t); v  v(x; y; t); w  w(x; y; t); r  r(x; y; t)





























































= 1, Eqs.(2) are associated with the congurations considered in [2]. In this
case, they admit the particular solutions u =  B(r
y
=r); v = B(r
x
=r); w = Br
2
,
















(indeed the physical, zero energy, solutions are obtained for C  1=B =  1).
On the other hand, if all functions in Eqs.(2) only depend on x; y through




a constant that may be zero, then we can





















). In addition, 	(; t)  r(; t) exp i(; t) can be shown to satisfy
the 1+1 nonlinear Schrodinger equation (NLSE)
 i	
t








Let us also emphasize that the phase  of  , which is closely related to the
gauge invariance properties of (1), no longer appears in the gauge independent
system (2). Furthermore, (2e) is nothing else than the compatibility condition




 ) +r:J = 0 associated
with (1).
3
Therefore, any Painleve WTC analysis of (1) may be restricted to (2a-d). At
the same time, it is interesting to examine whether this allows the afore mentioned
reductions (3), (4) to be put forward.
As in [4], we perform this analysis by looking for solutions u; v; w; r whose be-
haviour about any movable non characteristic singular manifold   (x; y; t) = 0
































































only depend on the derivatives of , with e.g. 
x
6= 0 when  = 0. Moreover,
we assume that the relevant relations satised by these coecients are merely
obtained by inserting (5a) into (2) and by balancing the contributions at each











i = 1; 2; 3; 4 for (2a,b,c,d).
Such operations, when applied to the dominant terms corresponding to k = 0,






































































which is invariant under the Mobius group of homographic transformations !
+
+
; depending on constants ; ; ;  such that     = 1 (see e.g. [5]
for the use in other contexts of expansions that systematically put forward the
invariance properties under this group).






















































































whose second members S
(i)
k













































































































































































(k + 1)(k   1)(k   2)(k   4): (10a)
In this calculation and the following ones, both branches of r
0
in (6d) may indeed
be treated simultaneously, which amounts to working with r
2
instead of r.
Note that Det(k) vanishes at values k
r
of k that are all integer, namely
k
r
=  1; 1; 2; 4: (10b)
Among these \resonance values", k
r
=  1 as usual reects the arbitrariness of .
For the other values of k
r
, we have to check whether the equations are compatible
per se or only for restricted  satisfying some \consistency condition" [4]. In either












remains undetermined and correspondingly appears as arbitrary in the expansions
(5a).
Let us add that, in connection with (3), it is also useful to write














































are the coecients involved in  expansions







recursively from the r
l
; l  k, by identication of powers of  in (11b). The






follow by similar operations in the equations
for U; V; W obtained by inserting (11a) into (2). Alternatively, these relations
may be deduced by substituting (11c) into (8), (9).
In fact, a splitting such as (11a) advantageously puts forward - and indeed





= 1 static congurations examined in [2]. Correspondingly, a part r
L
that satises the Liouville equation (3) could have been separated o r, e.g. by
writing r = r
L
+R, with R = 0 for the solutions in [2]. However, for the present
purpose, we only need to use U; V; W so as to cast the results in a suciently




























= 0 for k = 0.
Let us now examine the cases k = 1; 2; 3; 4 successively.
2.1 The case k = 1 (resonance)






































































































In fact, Eqs.(13b-d) have a vanishing determinant (therefore the whole system



















) = 0: (14a)










) = 0: (14b)

























= 0: (15a; b)
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At the end, if the \consistency condition" (14) - hereafter referred to as (C1)






in terms of the third one which remains arbitrary. For further convenience, the



















































































In these expressions, r
0
has still to be replaced owing to (6d) whileH  H(x; y; t)
is an arbitrary function proportional to V
1
















(compatibility of the deni-










2.2 The case k = 2 (resonance)





































































































































In fact, Eqs.(18a-c) have a vanishing determinant (therefore the whole system
























; i = 1; 2; 3; stand for their second members.
This new condition is hereafter referred to as (C2). Owing to (6), (7), (16)





















just as well (cf. (17b)). In the


























































































in terms of r
2
taken arbitrary and assumed, without loss of generality, to be













































































































































have to be explicited




 - and H-independent part W
B
2













































2.3 The case k = 3



















































































and has a non vanishing determinant, cf.(10). Hence, this system admits a unique
solution which may be readily expressed in terms of the S
(i)
3
and thus, owing to (9),








; k  2; determined previously. In correspondance



























well dened behaviours at relevant limits such as B
2
= 1 or/and   = 0 (static

















































= 0 for k  2, W
B
k
= 0 for k  1, are at the same time multiplied by
an overall factor (B
2
  1). Owing to their denition, they are found again in an


























+ 2B(V a  Ub); (24)



























become quite lengthy - and therefore are not explicited here - when everything is
replaced in terms of the arbitraries, besides basic x-derivatives of  and Mobius



















can be expressed in terms of S
x
thanks to (7) and (17a).
9
2.4 The case k = 4 (resonance)























































































; k  3, obtained previously, or directly in terms of the S
(j)
k
; k  3.


























The analysis of this last condition - referred to as (C4) below - a priori ap-
pears quite involved. Nevertheless, large simplications occur which we have also
checked with the help of computer programs (MATHEMATICA, REDUCE) al-
lowing symbolic manipulations. In this respect, it is advantageous to take into
account the structures put forward in (11c), (21d) and (23), combined with the




























































































For further discussions, let us add that
(i) alternatively, C
4








































cancels in the static limit (@
t









(cf. the remarks in Section 2.3 concerning
the B indexed parts).
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(ii) the rst two constraints (C1), (C2) (cf. (14b), (19b)) may also be simply





















 = 0: (30b)
3 Discussion and conclusion
It is clear on expressions (27), (29) that C
4




i.e. specic H and r
2
owing to (21e,g) - which contradicts the assumptions made
in steps k = 1; 2 on the arbitrariness of these functions. Therefore, although
the analysis at k = 1; 2 might imply the existence of some \conditional Painleve
property" for Eqs.(2a-d) (cf.[4]), the constraint at k = 4 shows that generally no
such property holds at all. According to the point of view developped in [4], this
suggests that Eqs.(1), (2) are not integrable.
These results agree with others that appeared during the completion of the
present work. Namely, in [8] two ODE reductions of (1) are shown to possess the
Painleve property, whereas another one, associated with rotational invariance,
does not (in fact, owing to the above study, the rst two ODE may be easily
identied with static and similarity reductions of the integrable NLSE Eq.(4)).
Precisely, the analysis of Section 2 provides us with tools for investigating
which reductions of Eqs.(1), (2) might be integrable, i.e. are such that all con-
ditions (C1), (C2), (C4) are identically satised. Let us here merely mention
that
i) In the static limit obtained by dropping all time dependences, a 2+0 re-
duction of (2) is got for which all the required conditions are generally no more





(cf.(29)), which does not vanish for any H. This suggests that such a reduction,
indeed equivalent to two coupled second order equations for r; w as well as to
Eqs.(24), is no more integrable.





and to solutions built with H = 0, then all the conditions (C1), (C2), (C4)
become satised whatever (x; y) is. At the same time, the selected solutions






vanish for k  2 (cf. Eqs.(12), (16c) and (21b-f) with
  = H = 0), and indeed for any k owing to the recursion laws. Therefore, we have
U = V = W = 0 for such solutions, which, owing to (24), are clearly associated
with the integrable Liouville equation L(r) = 0. In fact, the analysis in Section
2 reduces in this case to that of the 2+0 Eq.(3) and, as it should be, the choice
H = 0 implies a diminution of the arbitraries in comparison with the case of the
full Eqs.(2) (Eq.(3) has only two resonances at k =  1; 2).
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= 0. Therefore, all the
resonance conditions are fullled for any C  1=B and (; t) (cf.(30), (27)).
In this case, the analysis of Section 2 only involves quantities which are related
(cf.(4)) to the phase and modulus of complex functions 	(; t) satisfying the
integrable 1+1 NLSE.
Independently of the remarks (i)(ii)(iii) above, we may also expect to take
advantage of the above analysis for obtaining solutions of the equations. In this
respect, it has been emphasized by several authors (see e.g.[9]) that the use of
truncated series is often fruitful, not only in integrable, but also in non integrable
cases.
This problem and those arising with the use of (C1), (C2), (C4) for disclosing
the integrability properties of dierent reductions of (2) - among which those
found in connection with group symmetry properties - are examined elsewhere
[10].
References
[1] See for example "Proceedings of the TSCUH Workshop on Physics and
Mathematics of Anyons, SS. Chern, C.W. Chu and C.S. Ting Editors, Int.
J. Mod Phys. B5 (1991) Number 10.
[2] R. Jackiw, S.Y. Pi, Phys.Rev. Letters 64, 2969 (1990); Phys.Rev. D42,
3500 (1990).
[3] C.R. Hagen, Ann. Phys. 157, 342 (1984); Phys.Rev. D31, 848 (1985).
[4] J. Weiss, M. Tabor, G. Carnevale, J. Math. Phys. 24, 522 (1983); J. Weiss,
J. Math. Phys. 24, 1405 (1983).
[5] R. Conte, Phys. Letters A 140, 383 (1989).
[6] H. Bateman, Proc. Roy. Soc. London A 125, 598 (1929).
[7] D.B. Fairlie, J. Govaerts, A. Morozov, Nucl. Phys. B373, 214 (1992).
[8] D. Levi, L. Vinet, P. Winternitz, Ann. Phys. 230, 101 (1994).
[9] F. Carielo, M. Tabor, Physica D 39, 77 (1989).
[10] J.Y. Pasquier, R. Pasquier (in preparation).
12
