We present a polynomial-time algorithm that determines whether a graph that contains no induced path on six vertices and no bull (the graph with vertices a, b, c, d, e and edges ab, bc, cd, be, ce) is 4-colorable. We also show that for any fixed k the k-coloring problem can be solved in polynomial time in the class of (P 6 , bull, gem)-free graphs.
Introduction
For any integer k, a k-coloring of a graph G is a mapping c : V (G) → {1, . . . , k} such that any two adjacent vertices u, v in G satisfy c(u) = c(v). A graph is k-colorable if it admits a k-coloring. The chromatic number χ(G) of a graph G is the smallest integer k such that G is k-colorable. Determining whether a graph is k-colorable is NP-complete for each fixed k ≥ 3 [26, 20] .
For any integer ℓ we let P ℓ denote the path on ℓ vertices and C ℓ denote the cycle on ℓ vertices. Given a family of graphs F , a graph G is F -free if no induced subgraph of G is isomorphic to a member of F ; when F has only one element F we say that G is F -free. Recently several authors have considered the following question: What is the complexity of determining whether a P ℓ -free graph is k-colorable? Here is a summary of what is known so far (for more details see [5, 8, 25] ).
• For ℓ ≤ 4 the problem is solved by the fact that the chromatic number of any P 4 -free graph can be computed in polynomial time [13] .
• For ℓ = 5, Hoàng et al. [23] proved that the problem of k-coloring P 5 -free graphs is polynomially solvable for every fixed k.
• For k = 3, there are polynomial-time algorithms for 3-coloring P 6 -free graphs due to Randerath and Schiermeyer [30] and later Broersma et al. [4] , and more recently for 3-coloring P 7 -free graphs due to Chudnovsky et al. [9, 10] .
• On the other hand, Huang [25] showed that the problem is NP-complete when either k ≥ 4 and ℓ ≥ 7 or k ≥ 5 and ℓ ≥ 6.
Hence the cases whose complexity status is still unknown are when k = 3 and ℓ ≥ 8 and when k = 4 and ℓ = 6. For k = 4 and ℓ = 6, Chudnovsky et al. [8] gave a polynomial-time algorithm that decides if a (P 6 , C 5 )-free graph is 4-colorable; Huang [25] gave a polynomial-time algorithm that decides if a (P 6 , banner)-free graph is 4-colorable (where the banner is the graph that consists of a C 4 plus a vertex with one neighbor in the C 4 ); and Brause et al. [3] gave a polynomial-time algorithm that determines the 4-colorability of (P 6 , bull, Z 1 )-free graphs and (P 6 , bull, kite)-free graphs, where the bull is the graph with vertices a, b, c, d, e and edges ab, bc, cd, be, ce (see Figure 1 ), and Z 1 and the kite are two other graphs on five vertices. We will generalize the latter to all (P 6 , bull)-free graphs. The gem is the graph with vertices v 1 , . . . , v 5 and edges v 1 v 2 , v 2 v 3 , v 3 v 4 and v 5 v i for all i ∈ {1, 2, 3, 4} (see Figure 1 ). Our main results are the following. Theorem 1.1. There is a polynomial time algorithm that determines whether a (P 6 , bull)-free graph G is 4-colorable, and if it is, produces a 4-coloring of G. Theorem 1.2. For any fixed k, there is a polynomial-time algorithm that determines if a (P 6 , bull, gem)-free graph is k-colorable, and if it is, produces a k-coloring of G. Our paper is organised as follows. In the rest of this section we recall some terminology and notation and we show that in order to prove Theorem 1.1 it suffices to prove it for graphs that satisfy certain restrictions. In Section 2 we show that the problem reduces to graphs that do not contain certain special graphs. In Section 3 we consider the case when the graph has no gem. In that case we show that the graph either is perfect or has bounded clique-width, from which it follows that the k-colorability can be determined in polynomial time for any fixed k, thus proving Theorem 1.2. Finally in Section 4 we consider the case when the graph contains a gem and none of the special graphs, and we deduce a structural description of the graph which we can use to solve 4-colorability problem directly, proving Theorem 1.1.
Let us recall some definitions and notation. Let G be a graph. For each v ∈ V (G), we denote by N G (v) the set of vertices adjacent to v (the neighbors of v) in G, and when there is no ambiguity we simply write N (v). For any subset S of V (G) we write N S (v) instead of N (v) ∩ S; and for a subgraph H we write N H (v) instead of N V (H) (v) . We say that a vertex v is complete to S if v is adjacent to every vertex in S, and that v is anticomplete to S if v has no neighbor in S. For two sets S, T ⊆ V (G) we say that S is complete to T if every vertex of S is adjacent to every vertex of T , and we say that S is anticomplete to T if no vertex of S is adjacent to any vertex of T . For S ⊆ V (G) we denote by G[S] the induced subgraph of G with vertex-set S, and we denote by N (S) the set {v ∈ V (G) \ S | v has a neighbor in S}. The complement of G is denoted by G.
Let ω(G) denote the maximum size of a clique in G. A graph G is perfect if every induced subgraph H of G satisfies χ(H) = ω(H). By the Strong Perfect Graph Theorem [11] , a graph is perfect if and only if it contains no C ℓ and no C ℓ for any odd ℓ ≥ 5.
Homogeneous sets and modules
A homogeneous set is a set S ⊆ V (G) such that every vertex in V (G) \ S is either complete to S or anticomplete to S. A homogeneous set is proper if it contains at leat two vertices and is different from V (G). A graph is prime if it has no proper homogeneous set. A module is a homogeneous set S such that every homogeneous set S ′ satisfies either S ′ ⊆ S or S ⊆ S ′ or S ∩ S ′ = ∅. In particular V (G) is a module and every singleton {v} (v ∈ V (G)) is a module. The theory of modular decomposition (the study of the modules of a graph) is a rich one, starting from the seminal work of Gallai [19] . We mention here only the results we will use. We say that a module S is maximal if S = V (G) and there is no module S ′ such that S ⊂ S ′ ⊂ V (G) (with strict inclusion).
• Any graph G has at most 2|V (G)| modules, and they can be produced by an algorithm of time complexity O(|V (G)| + |E(G)|) [12] .
• If both G and G are connected, then G has a least four maximal modules and they form a partition of V (G), and every homogeneous set of G different from V (G) is included in a maximal module; moreover, the induced subgraph G ′ of G obtained by picking one vertex from each maximal module of G is a prime graph.
Here we will say that a graph G is quasi-prime if every proper homogeneous set of G is a clique. We say that two vertices u, v are twins if {u, v} is a homogeneous set. Hence in a quasi-prime graph every homogeneous set consists of pairwise adjacent twins.
We let K n denote the complete graph on n vertices. The graph K 3 is usually called a triangle. We call double wheel the graph obtained from a C 5 by adding two adjacent vertices a, b with all edges from a and b to the vertices of the C 5 . Note that K 5 and the double wheel are not 4-colorable. Lemma 1.3. In order to prove Theorem 1.1 it suffices to prove it for the (P 6 , bull)-free graphs G that satisfy the following properties:
(a) G is connected and G is connected.
(b) G is quasi-prime.
(c) G is K 5 -free and double-wheel-free.
Proof. Assume that we want to determine whether a (P 6 , bull)-free graph G is 4-colorable.
(a) If G is not connected we can examine each component of G separately. Now suppose that G is not connected. So V (G) can be partitioned into two non-empty sets V 1 and V 2 that are complete to each other. It follows that
. A necessary condition for G to be 4-colorable is that G[V i ] is 3-colorable for each i = 1, 2. Using the algorithms from [4] or [30] (b) Suppose that G is not quasi-prime. So G has a homogeneous set X that is not a clique and X = V (G). Since G and G are connected X is included in a maximal module. Hence let us consider any maximal module M of G that is not a clique. We know that M = V (G), so the set N (M ) is not empty, and N (M ) is complete to M . So a necessary condition for G to be 4-colorable is that G[M ] is 3-colorable. Using the algorithms from [4] or [30] G ′ is P 6 -free and bull-free.
Proof: If G ′ has an induced subgraph H that is either a P 6 or a bull, then
, and H does not contain two vertices from K M since H has no twins. Then, replacing v with any vertex from M yields an induced P 6 or bull in G, a contradiction. So (1) holds.
We repeat this operation for every maximal module of G that is not a clique. Hence we obtain a graph G ′′ where every such module M has been replaced with a clique K M , and, by the same argument as in (1), G ′′ is P 6 -free and bull-free. For convenience we set K L = L whenever L is a maximal module of G that is a clique. We observe that:
Proof: Suppose that G ′′ has a homogeneous set Y ′′ that is not a clique, and
In G the set Y is complete to A and anticomplete to B, and
G is 4-colorable if and only if G ′′ is 4-colorable.
Proof: Let c be a 4-coloring of G. The operations performed to construct G ′′ can be done in polynomial time using modular decomposition [12] and the algorithms from [30, 4] . Since the maximal modules of G form a partition of V (G) their number is O(|V (G)|). So we can ensure that property (b) holds through a polynomial time reduction.
(c) One can decide in polynomial time whether G contains K 5 or the double wheel, and if it does we stop since these two graphs are not 4-colorable.
The complexity of testing if a P 6 -free graph on n vertices is 3-colorable is O(n α+2 ) in [30] (where α is the exponent given by the fast matrix multiplication, α < 2.36) and seems to be O(n 3 ) in [4] using the special dominating set argument from [31] . Hence the total complexity of the reduction steps described in the preceding lemma is O(n 5 ).
Brooms and magnets
In this section we prove that if a quasi-prime (P 6 , bull)-free graph G contains certain special graphs (called "magnets"), then the 4-colorability of G can be solved in polynomial time using a reduction to the 2-list coloring problem.
We first show that if a (P 6 , bull)-free graph G contains a certain graph which we call a broom, then either G is not quasi-prime, or the broom can be extended to subgraphs that will be convenient to us.
Brooms
A broom is a graph with six vertices v 1 , . . . , v 6 and edges v 1 v 2 , v 2 v 3 , v 3 v 4 and v 5 v i for each i ∈ {1, 2, 3, 4, 6}. See Figure 2 .
Let F 0 be the graph with seven vertices v 1 , . . . , v 7 and edges
The following lemma is an extension of Lemma 2 from [18] . • G has a proper homogeneous set that contains
• There is a vertex z in V (G) \ {v 1 , . . . , v 6 } that is complete to {v 1 , v 4 , v 6 } and anticomplete to {v 2 , v 3 , v 5 }.
• There are two non-adjacent vertices z, t in V (G Proof. Let us assume that the second and third outcome of the lemma do not occur. Let P = {v 1 , v 2 , v 3 , v 4 } and R = V (G) \ P . We classify the vertices of R as follows; let:
• A = {x ∈ R | x is complete to P ∪ {v 6 }}.
• B = {x ∈ R | x is complete to P and not adjacent to v 6 }.
• F = {x ∈ R | x is anticomplete to P }.
•
Note that v 5 ∈ A and v 6 ∈ F . We observe that:
The sets A, B, F, X, Y, Z form a partition of R.
Proof: Clearly these sets are pairwise disjoint. Suppose that there is a vertex
Since z is not in F , it has a neighbor in P , and up to symmetry we may assume that z has a neighbor in {v 1 , v 2 }, and since z is not in Y it has exactly one neighbor in {v 1 , v 2 }. Now since z is not in X, it must also have a neighbor in {v 3 , v 4 }, and similarly it has exactly one neighbor in {v 3 , v 4 }. Since z is not in X ∪ Z, it must be that N (z) ∩ P = {v 2 , v 3 }; but then P ∪ {z} induces a bull. So (1) holds.
F is anticomplete to Y .
Proof: Suppose that there are adjacent vertices f ∈ F and y ∈ Y . Up to symmetry y is complete to {v 1 , v 2 }. Then y must be adjacent to v 3 , for otherwise {f, y, v 1 , v 2 , v 3 } induces a bull, and then to v 4 , for otherwise {f, y, v 2 , v 3 , v 4 } induces a bull. But then y should be in A ∪ B, not in Y . So (2) holds.
A ∪ B is complete to X.
Proof: Suppose that there are non-adjacent vertices a ∈ A ∪ B and x ∈ X. Up to symmetry x has exactly one neighbor in {v 1 , v 2 }. Then x must be adjacent to v 4 , for otherwise {x, v 1 , v 2 , a, v 4 } induces a bull. So x is not adjacent to v 3 and, by a symmetric argument, x must be adjacent to v 1 . But then x should be in Z, not in X. So (3) holds.
A is complete to Y ∪ Z.
Proof: Suppose that there are non-adjacent vertices a and y ∈ Y ∪ Z. Suppose that y ∈ Y , say y is complete to {v 1 , v 2 }. By (2), y is not adjacent to v 6 . Then y must be adjacent to v 3 , for otherwise {y, v 2 , v 3 , a, v 6 } induces a bull, and then to v 4 , for otherwise {y, v 3 , v 4 , a, v 6 } induces a bull. But then y should be in A ∪ B, not in Y . Now suppose that y ∈ Z. Then y is adjacent to v 6 , for otherwise {y, v 1 , v 2 , a, v 6 } induces a bull. But then we obtain the second outcome of the lemma, a contradiction. So (4) holds.
Let B ′ be the set of vertices b in B for which there exists in G a chordless
Such a path will be called a B ′ -path for b.
This follows directly from the definition of B ′ .
A is complete to B ′ .
Proof: Consider any a ∈ A and
Then for each i ≥ 1 and by induction, a is adjacent to b i , for otherwise {b i , v h , b i−1 , a, v 6 } induces a bull. Hence a is adjacent to b. Now suppose that b 0 is adjacent to v 6 ; by (2) , this means that b 0 ∈ Z. Then a must be adjacent to b 1 , for otherwise we obtain the third outcome of the lemma (where b 0 , b 1 play the role of z, t). Then for each i ≥ 2 and by induction, a is adjacent to b i , for otherwise {b i , b i−2 , v 6 , a, b i−1 } induces a bull. Hence a is adjacent to b. So (6) holds.
Let F ′ be the set of vertices in the components of F that have a neighbor in
Proof: Consider any a ∈ A ∪ (B \ B ′ ) and f ∈ F ′ . By the definition of F ′ there is a chordless path (4) and (5), a is adjacent to f 0 . Since f 0 ∈ X ∪ Z, there are non-adjacent vertices v, v ′ ∈ P such that f 0 is adjacent to v and not to v ′ . Then a is adjacent to f 1 , for otherwise {f 1 , f 0 , v, a, v ′ } induces a bull. Then for each i ≥ 2 and by induction, a is adjacent to f i , for otherwise {f i , f i−1 , f i−2 , a, v ′ } induces a bull. Hence a is adjacent to f . So (7) holds.
Proof: Consider any b ∈ B ′ and f ∈ F \ F ′ , and take a B ′ -path
. There exist two adjacent vertices v j , v j+1 of P such that b 0 is adjacent to exactly one of them. Vertex f is not adjacent to b 1 , for otherwise
It follows from the definition of the sets and Claims (3)- (8) that H is complete to A ∪ (B \ B ′ ) and anticomplete to F \ F ′ , and we know that A ∪ (B \ B ′ ) = ∅ since v 5 ∈ A. So H is a homogeneous set that contains {v 1 , v 2 , v 3 , v 4 }, and it is proper since it does not contain v 5 .
Magnets
We recall the variant of the coloring problem known as list coloring, which is defined as follows. Every vertex v of a graph G has a list L(v) of allowed colors; then we want to know whether the graph admits a coloring c such that c(v) ∈ L(v) for all v. When all lists have size at most 2 we call it a 2-list coloring problem; it is known that such a problem can be solved in linear time in the size of the input (the number of lists), as it is reducible to the 2-satisfiability of Boolean formulas, see [1] .
Let us say that a subgraph F of G is a magnet if every vertex x in G \ F has two neighbors u, v ∈ V (F ) such that uv ∈ E(F ).
Lemma 2.2. If a graph G contains a magnet of bounded size, the 4-coloring problem can be solved on G in linear time.
Proof. Let F be a magnet in G. We try every 4-coloring of F . Since F has bounded size there is a bounded number of possibilities. We try to extend the coloring to the rest of the graph as a list coloring problem. Every vertex v in G \ F has a list L(v) of available colors, namely the set {1, 2, 3, 4} minus the colors assigned to the neighbors of v in F . Since F is a magnet every list has size at most 2. So coloring G \ F is a 2-list coloring problem, which can be solved in linear time.
In a graph G, let ∼ be the relation defined on the set E(G) by putting e ∼ f if and only if e and f have a common vertex and e ∪ f induces a P 3 in G. We say that G is P 3 -connected if it is connected and for any two edges e, f ∈ E(G) there is a sequence e 0 , e 1 , . . . , e k of edges of G such that e 0 = e, e k = f , and for all i ∈ {0, . . . , k − 1} e i ∼ e i+1 . (In other words, G is P 3 -connected if it is connected and E(G) is the unique class of the equivalence closure of ∼.) Lemma 2.3. Let G be a bull-free graph and let F be a P 3 -connected induced subgraph of G. Suppose that there are adjacent vertices x, y in G \ F such that x is anticomplete to F , and y has two adjacent neighbors in F . Then y is complete to F .
Proof. Let a, b be two adjacent neighbors of y in F . Suppose that y has a nonneighbor c in F . Since F is P 3 -connected, there is a sequence e 0 , e 1 , . . . , e k of edges of F such that e 0 = {a, b}, e k contains c, and for all i ∈ {0, . . . , k − 1} the edges e i and e i+1 have a common vertex and e i ∪ e i+1 induces a P 3 . Then there is an integer i such that y is complete to the two ends of e i and not complete to the two ends of e i+1 , say e i = uv and e i+1 = vw; but then {x, y, u, v, w} induces a bull, a contradiction.
We define six more graphs as follows (see Figure 3 ):
• Let F 1 be the graph with vertices v 1 , . . . , v 6 and edges
v 4 v 5 and v 6 v i for all i ∈ {1, . . . , 5}.
• Let F 2 be the graph obtained from F 1 by adding the edge v 1 v 5 .
• Let F 3 be the graph with vertices v 1 , . . . , v 6 and edges
• Let F 4 be the graph obtained from F 3 by adding the edge v 1 v 6 .
• Let F 5 = C 6 .
• Let F 6 be the graph with vertices v 1 , . . . , v 7 and edges
Recall the graph F 0 defined at the beginning of Section 2.1. It is easy to check that each of F 3 , F 4 , F 5 , F 6 and F 0 is P 3 -connected. (Actually it follows from [19] that every prime graph is P 3 -connected.) Lemma 2.4. Let G be a quasi-prime bull-free graph that contains no K 5 and no double wheel. Let F be an induced subgraph of G. Then:
• If F is (isomorphic to) F 0 , then F is a magnet in G.
• If G is F 0 -free, and F induces a gem, with vertices v 1 , . . . , v 5 and edges v 1 v 2 , v 2 v 3 , v 3 v 4 and v 5 v i for each i ∈ {1, . . . , 4}, then either F is a magnet or some vertex in G \ F is complete to {v 1 , v 4 } and anticomplete to {v 2 , v 3 , v 5 }.
• If G is F 0 -free, and F is (isomorphic to) any of F 1 , . . . , F 6 , then F is a magnet in G.
Proof. We use the same notation as in the definition of F 0 , F 1 , . . . , F 6 . First suppose that F is isomorphic to F 0 . Suppose that F is not a magnet, so there is a vertex z in G \ F such that N F (z) is a stable set. We claim that every such vertex satisfies N F (z) = ∅. For suppose not. If z is adjacent to v 1 , then it is also adjacent to v 3 , for otherwise {z, v 1 , v 5 , v 6 , v 3 } induces a bull, and to v 4 , for otherwise {z, v 1 , v 2 , v 6 , v 4 } induces a bull; but then N F (z) is not a stable set. So z is not adjacent to v 1 , and, by a similar argument (not using v 7 ), z is not adjacent to any of v 2 , v 3 , v 4 or v 5 . Then z is not adjacent to v 7 , for otherwise {z, v 7 , v 3 , v 4 , v 5 } induces a bull, and also not adjacent to v 6 , for otherwise {z, v 6 , v 5 , v 4 , v 7 } induces a bull. So the claim holds. Since G is connected, there are adjacent vertices x, y in G \ F such that N F (x) = ∅ and N F (y) = ∅. By the same proof as for the claim, N F (y) is not a stable set. Since F 0 is P 3 -connected, Lemma 2.3 implies that y is complete to V (F ). But then (V (F ) \ {v 7 }) ∪ {y} induces a double wheel, a contradiction. This proves the first item of the lemma. Now we prove the second item of the lemma. Let F have vertices v 1 , . . . , v 5 and edges v 1 v 2 , v 2 v 3 , v 3 v 4 and v 5 v i for each i ∈ {1, . . . , 4}. Suppose that F is not a magnet; so there is a vertex y such that N F (y) is a stable set. First suppose that N F (y) = ∅. If y is adjacent to v 5 , then F ∪ {y} induces broom. By Lemma 2.1 and since G is quasi-prime (so G cannot have a homogeneous set that contains the four vertices of a P 4 ) and G contains no F 0 , there is a vertex z complete to {v 1 , v 4 } and anticomplete to {v 2 , v 3 , v 5 }, and so the desired result holds. Now suppose that y is not adjacent to v 5 ; so, up to symmetry, y has exactly one neighbor in {v 1 , v 2 }. Then y is adjacent to v 4 , for otherwise {y, v 1 , v 2 , v 5 , v 4 } induces a bull, so y has exactly one neighbor in {v 3 , v 4 }, and by symmetry y is adjacent to v 1 . So the desired result holds. Now suppose that N F (y) = ∅. Since G is connected there is an edge uv such that N F (u) = ∅ and N F (v) = ∅. By the preceding argument we may assume that N F (v) is not a stable set. Suppose that v is adjacent to v 5 . Up to symmetry, v is also adjacent to a vertex w ∈ {v 1 , v 2 }. Then v is adjacent to v 4 , for otherwise {u, v, w, v 5 , v 4 } induces a bull, and, by symmetry, to v 1 , and also to v 2 , for otherwise {u, v, v 4 , v 5 , v 2 } induces a bull, and, by symmetry, to v 3 . Hence {u, v, v 1 , v 2 , v 3 , v 4 } induces a broom, so by Lemma 2.1 there is a vertex y complete to {v 1 , v 4 } and anticomplete to {v 2 , v 3 , v}, and so the desired result holds. Now suppose that v is not adjacent to v 5 . Then v is adjacent to two adjacent vertices in {v 1 
the proof is similar and we omit the details.) Suppose that there is a vertex z in G\F such that N F (z) is a stable set. We claim that every such vertex satisfies N F (z) = ∅. For suppose not. If z is adjacent to v 1 , then z is adjacent to v 5 , for otherwise {z, v 1 , v 2 , v 3 , v 5 } induces a bull; but then {z, v 5 , v 6 , v 4 , v 2 } induces a bull. So, and by symmetry, z has no neighbor in {v 1 , v 6 }. If z has a neighbor in {v 2 , v 3 }, then {z, v 2 , v 3 , v 4 , v 6 } induces a bull. So, and by symmetry, z has no neighbor in {v 2 , v 3 , v 4 , v 5 }. Thus the claim holds. (The same claim holds when F is F 4 , F 5 or F 6 and we omit the details.) Since G is connected, there are adjacent vertices x, y in G \ F such that N F (x) = ∅ and N F (y) = ∅. By the same argument as for the claim, N F (y) is not a stable set. Since F is P 3 -connected, Lemma 2.3 implies that y is complete to F . Note that One can test in polynomial time whether a graph contains any of F 0 , F 1 , . . . , F 6 . It follows from Lemmas 2.2 and 2.4 that if G is a quasi-prime (P 6 , bull)-free graph that contains no K 5 and no double wheel and contains any of F 0 , F 1 , . . . , F 6 , then the 4-colorability of G can be decided in polynomial time. Therefore we will assume that G contains none of F 0 , F 1 , . . . , F 6 .
The gem-free case
In this section we examine what happens when we impose the additional constraint that the graph is gem-free. In this case we are able to deal with the k-coloring problem for any k. The main purpose of this section is to give the proof of Theorem 1.2. Before doing that we need some other results.
Theorem 3.1. Let G be a prime (P 6 , bull, gem)-free graph that contains a C 5 . Then G is triangle-free.
Proof. Since G contains a C 5 , there are five disjoint subsets U 1 , . . . , U 5 of V (G) such that the following properties hold for each i ∈ {1, . . . , 5}, with subscripts modulo 5:
• U i contains a vertex that is complete to
We choose these sets so that the set U is maximal with the above properties. For each i ∈ {1, . . . , 5} let u i be a vertex in U i that is complete to U i−1 ∪ U i+1 . We observe that:
Each of U 1 , . . . , U 5 is a stable set.
(
Proof: Suppose on the contrary and up to symmetry that U 1 is not a stable set. So G[U 1 ] has a component X of size at least 2. Since G is prime, X is not a homogeneous set, so there is a vertex z ∈ V (G) \ X and two vertices x, y ∈ X such that z is adjacent to y and not to x, and since X is connected we may choose x and y adjacent. Suppose that z is adjacent to u 2 . Then z is adjacent to u 5 , for otherwise {u 5 , x, u 2 , z, y} induces a gem. Then z has no neighbor v in U 3 , for otherwise {v, z, y, x, u 2 } induces a gem, and by symmetry z has no neighbor in U 4 . But then the 5-tuple (U 1 ∪ {z}, U 2 , U 3 , U 4 , U 5 ) contradicts the maximality of U (since u 2 and u 5 are complete to U 1 ∪ {z}). So z is not adjacent to u 2 , and, by symmetry, z is not adjacent to u 5 . Then z is adjacent to u 3 , for otherwise {z, y, x, u 2 , u 3 } induces a bull. By symmetry z is adjacent to u 4 . But now {z, u 2 , u 3 , u 4 , u 5 } induces a bull. So (1) holds.
It follows easily from the definition of the sets U 1 , . . . , U 5 and (1) that G[U ] contains no triangle. Moreover:
There is no triangle {x, y, z} with x, y ∈ U and z ∈ R.
Proof: Suppose the contrary. By (1) and up to symmetry, let x ∈ U 1 and y ∈ U 2 . Then z is adjacent to exactly one of u 3 , u 5 , for otherwise {u 5 , x, y, z, u 3 } induces a bull or a gem. Up to symmetry we may assume that z is adjacent to u 3 and not to u 5 . Then z has no neighbor v ∈ U 4 , for otherwise {x, y, u 3 , v, z} induces a gem; and z is adjacent to u 1 , for otherwise {u 1 , y, z, u 3 , u 4 } induces a bull; and z has no neighbor v ∈ U 5 , for otherwise {v, x, y, u 3 , z} induces a gem. It follows that the 5-tuple (U 1 , U 2 ∪ {z}, U 3 , U 4 , U 5 ) contradicts the maximality of U (since u 1 and u 3 are complete to U 2 ∪ {z}). So (2) holds.
There is no triangle {x, y, z} with x ∈ U and y, z ∈ R.
Proof: Suppose the contrary. Up to symmetry, let x ∈ U 1 . Let X be the component of N (x) that contains y, z. Since G is prime, X is not a homogeneous set, so there is a vertex t with a neighbor and a non-neighbor in X, and since X is connected and up to relabelling we may assume that t is adjacent to y and not to z. Vertex t is not adjacent to x, by the definition of X. By (2), y and z have no neighbor in {u 2 , u 5 }. Then t is adjacent to u 2 , for otherwise {t, y, z, x, u 2 } induces a bull, and by symmetry t is adjacent to u 5 . If t is adjacent to u 3 , then it is also adjacent to u 4 , for otherwise {x, u 2 , t, u 3 , u 4 } induces a bull; but then {u 2 , u 3 , u 4 , u 5 , t} induces a gem. So t is not adjacent to u 3 , and, by symmetry, t is not adjacent to u 4 . If y is adjacent to u 3 , then z is adjacent to u 3 , for otherwise {x, y, z, u 3 , u 5 } induces a bull; but then {u 3 , y, z, u 4 , t} induces a bull. So y is not adjacent to u 3 , and also not to u 4 by symmetry, and similarly z has no neighbor in {u 3 , u 4 }. But then u 3 -u 4 -u 5 -t-y-z is an induced P 6 , a contradiction. So (3) holds.
There is no triangle {x, y, z} with x, y, z ∈ R.
Proof: Suppose there is a such a triangle. Since G is prime it is connected, so there is a shortest path P from U to a triangle T = {x, y, z} ⊆ R. Let P = p 0 -· · · -p k , with p 0 ∈ U , p 1 , . . . , p k ∈ R, and p k = x, and k ≥ 1. We may assume that p 0 ∈ U 1 . We observe that y is not adjacent to p k−1 , for otherwise {x, y, p k−1 } is a triangle and P \ p k is a shorter path than P ; and y has no neighbor p i in P \ {p k , p k−1 }, for otherwise p 0 -· · · -p i is a shorter path than P from U to T . Likewise, z has no neighbor in P \ p k . Moreover there is no edge between P \ {p 0 , p 1 } and U for otherwise there is a path strictly shorter than P between U and T . By (2) p 1 has no neighbor in {u 2 , u 5 } and has at most one neighbor in {u 3 , u 4 }; by symmetry we may assume that p 1 is not adjacent to
-y is an induced P 6 . So k = 1. Then p 1 is adjacent to u 3 , for otherwise u 3 -u 4 -u 5 -p 0 -p 1 -y is an induced P 6 . Let X be the component of N (p 1 ) that contains y, z. Since G is prime, X is not a homogeneous set, so there is a vertex t with a neighbor and a non-neighbor in X, and since X is connected and up to relabelling we may assume that t is adjacent to y and not to z. Vertex t is not adjacent to x, by the definition of X. Then t is adjacent to p 0 , for otherwise {t, y, z, p 1 , p 0 } induces a bull, and t is adjacent to u 3 , for otherwise {t, y, z, p 1 , u 3 } induces a bull. By (2), t has no neighbor in {u 4 , u 5 }. Then u 5 -u 4 -u 3 -t-y-z is an induced P 6 . So (4) holds.
Claims (1)- (4) imply the theorem.
Clique-width. The clique-width of a graph G is an integer parameter w which measures the complexity of constructing G through a sequence of certain opera-tions; such a sequence is called a w-expression. This concept was introduced in [14] . We will not recall here all the technical definitions associated with cliquewidth, and we will only mention the results that we use. Say that a class of graphs C has bounded clique-width if there is a constant c such that every graph in C has clique-width at most c.
Theorem 3.2 ([15]
). If a class of graphs C has bounded clique-width c, and there is a polynomial f such that for every graph G in C with n vertices and m edges a c-expression can be found in time O(f (n, m)), then for fixed k the k-coloring problem can be solved in time O(f (n, m)) for every graph G in C.
Theorem 3.3 ([15, 16]).
The clique-width of a graph that has non-trivial prime subgraphs is the maximum of the clique-width of its prime induced subgraphs.
We will need two simple facts about P 4 -free graphs.
Theorem 3.4. Every P 4 -free graph satisfies the following two properties:
• If G has at least two vertices then it has a pair of twins [13] .
• G has cliquewidth at most 2 [16] .
Brandstädt et al. [2] studied (P 6 , K 3 )-free graphs and established the following result.
Theorem 3.5 ([2]
). The class of (P 6 , K 3 )-free graphs has bounded clique-width c, and a c-expression can be found in time O(|V (G)| 2 ) for every graph G in this class.
In [2] it is proved that c ≤ 40 and claimed that one can obtain c ≤ 36. The following theorem refers to the same constant c. Theorem 3.6. Let G be a (P 6 , bull, gem)-free graph that contains a C 5 . Then G has bounded clique-width c, and a c-expression can be found in time O(|V (G)| 2 ) for every graph G in this class.
Proof. We may assume that G is connected since the cliquewidth of a graph is the maximum of the cliquewidth of its components. Suppose that G is not connected. So V (G) can be partitioned into two non-empty sets V 1 and V 2 that are complete to each other. Since G is gem-free, each of G[V 1 ] and G[V 2 ] is P 4 -free, and consequently G itself is P 4 -free; so G has cliquewith at most 2 by Theorem 3.4. Therefore we may assume that G and G are connected. Let M 1 , . . . , M p be the maximal modules of G. Pick one vertex m i from each M i , and let
Since G and G are connected we know from the theory of modular decomposition (see Section 1.1) that M 1 , . . . , M p form a partition of V (G), with p ≥ 4, and that G ′ is a prime graph. Clearly G ′ is (P 6 , bull, gem)-free since it is an induced subgraph of G. We observe that:
Proof: Since p ≥ 2 and G is connected there is a module M j such that j = i and M j is complete to M i . If G[M i ] contains a P 4 , then m j and the four vertices of this P 4 induce a gem, a contradiction. So (1) holds.
Consider any prime induced subgraph H of G. We claim that:
H contains at most one vertex from each maximal module M i .
Proof: Suppose that H contains two vertices from some M i . By (1) the subgraph of G induced by V (H) ∩ M i has a pair of twins; but this contradicts the fact that H is prime. So (2) holds.
By (2), H is isomorphic to an induced subgraph of G ′ . By Theorems 3.1 and 3.5, H has bounded clique-width. Hence and by Theorem 3.3, G has bounded clique-width.
Proof of Theorem 1.2. Let G be a (P 6 , bull, gem)-free graph. Since G is P 6 -free it contains no C ℓ with ℓ ≥ 7, and since it is gem-free it contains no C ℓ with ℓ ≥ 7. So if G also contains no C 5 , then it is a bull-free perfect graph. In that case we can use the algorithms from either [17] or [29] to find a χ(G)-coloring of G in polynomial time, and we need only check whether χ(G) ≤ k. (When k = 4, we can do a little better: by Lemmas 2.2 and 2.4 we may assume that G is also F 5 -free, so G contains no C ℓ for any ℓ ≥ 6. Then we can use the algorithm from [18] , which is simpler than those in [17, 29] .) Now assume that G contains a C 5 . Then Theorems 3.6 and 3.2 imply that the k-coloring problem can be solved in polynomial time.
When there is a gem
By the results in the preceding sections, we may now focus on the case when the graph contains a gem. Suppose that v 1 , . . . , v 5 are five vertices that induce a gem with edges v 1 v 2 , v 2 v 3 , v 3 v 4 and v 5 v i for each i ∈ {1, 2, 3, 4}. We can define the following sets. Let S = {v 1 , . . . , v 5 } and let:
• X = {x ∈ V (G) | x is complete to {v 1 , v 4 } and anticomplete to {v 2 , v 3 }}.
• W = {x ∈ V (G) | x is anticomplete to {v 1 , v 2 , v 3 , v 4 } and has a neighbor in V 5 }.
• Z 1 = {x ∈ V (G) | x is in any component of Z that has a neighbor in W }.
We note that constructing these sets can be done in time O(n 2 ) by scanning adjacency lists. Theorem 4.1. Let G be a (P 6 , bull)-free graph. Assume that G is quasi-prime, contains no K 5 , no double wheel and no F 0 , F 1 , . . . , F 6 , and that G contains a  gem induced by {v 1 , . . . , v 5 }. Let S, V i (i = 1, . . . , 5) , X, W , Z, Z 0 and Z 1 be the sets defined as above. Then the following holds:
(a) X is not empty.
(e) W is complete to X and anticomplete to
(h) Every component of X is homogeneous and is a clique.
(i) Every component of Z 0 is homogeneous and is a clique. Proof. Note that v i ∈ V i for each i ∈ {1, . . . , 5}. It is easy to check from their definition that the sets V 1 , . . . , V 5 , X, W, Z are pairwise disjoint.
(a) By Lemma 2.2 we may assume that G[S] itself is not a magnet (and this can easily be checked in polynomial time). Then the second item of Lemma 2.4 implies the existence of a vertex that is complete to {v 1 , v 4 } and anticomplete to {v 2 , v 3 , v 5 }, so that vertex is in X. Thus item (a) holds.
(b) Consider any x ∈ X. Suppose that x has a neighbor v in 4 } induces a bull, and to v 3 , for otherwise {u, v 1 , . . . , v 5 } induces an F 1 ; and so u is in V 2 . So suppose that u is adjacent to v 2 . if u is not adjacent to v 3 , then it is adjacent to v 5 , for otherwise {u, v 1 , . . . , v 5 } induces an F 3 ; and so u is in V 1 . So suppose that u is adjacent to v 3 . If u is not adjacent to v 5 , then it is adjacent to x 0 , for otherwise {u, v 3 , v 5 , v 4 , x 0 } induces a bull; but then {u, v 1 , v 3 , v 4 , v 5 , x 0 } induces an F 5 . So u is adjacent to v 5 , and so u is in V 2 . Thus (c) holds. (e) Consider any w ∈ W . By the definition of W , w has a neighbor v in V 5 . Consider any x ∈ X. By (b), v is not adjacent to x. Then w is adjacent to x, for otherwise {w, v, v 3 , v 4 , x} induces a bull. So w is complete to X. Now suppose up to symmetry, that w has a neighbor u ∈ V 1 ∪ V 2 . We know that w is adjacent to x 0 as proved just above. By (b), x 0 is not adjacent to v.
then u is adjacent to v 2 , for otherwise {v 2 , v, u, w, x 0 } induces a bull; but then {w, u, v 2 , v 3 , v 4 } induces a bull. Thus (e) holds.
(f) Suppose, up to symmetry, that some vertex z ∈ Z has a neighbor u ∈
(g) Consider any z ∈ Z 1 and x ∈ X. By the definition of Z 1 , there is a path z 0 -· · · -z ℓ such that z 0 ∈ W , z 1 , . . . , z ℓ ∈ Z 1 and z = z ℓ . We take a shortest such path, so if ℓ ≥ 2 then z 2 , . . . , z ℓ are not adjacent to z 0 . By (e) x is adjacent to z 0 . Then by induction on i = 1, . . . , ℓ, and by (b) and (f), we see that x is adjacent to z i , for otherwise z i -z i−1 -x-v 1 -v 2 -v 3 is an induced P 6 . Thus (g) holds.
(h) Suppose that some component Y of X is not homogeneous; so there are adjacent vertices x, y ∈ Y and a vertex z ∈ V (G)\ Y such that z is adjacent to y and not to x. By (b), (e) and (g) we have z ∈ Z 0 . Then, by (b), {z, y, x, v 1 , v 2 } induces a bull. So Y is homogeneous, and consequently Y is a clique since G is quasi-prime. Thus (h) holds.
(i) Suppose that some component Y of Z 0 is not homogeneous; so there are adjacent vertices y, z ∈ Y and a vertex x ∈ V (G) \ Y such that x is adjacent to y and not to z. By (f) and the definition of Z 0 and Y , we have x ∈ X. Then, by (b), z-y-x-v 1 -v 2 -v 3 is an induced P 6 . So Y is homogeneous, and consequently Y is a clique since G is quasi-prime. Thus (i) holds. By (1) we may assume that Z 0 = ∅. By item (j) we may assume that X is a clique, with |X| ≤ 3. Now we can describe the coloring procedure. We "precolor" a set P of vertices (of size at most 8) , that is, we try every 4-coloring f of P and check whether the precoloring f extends to a 4-coloring of G. Each vertex v in V (G)\P has a list L(v) of available colors, which consists of the set {1, 2, 3, 4} minus the colors given by f to the neighbors of v in P . Hence we want to solve the L-coloring problem on G \ P or determine that it has no solution.
It follows from items (d), (e), and (g) that every vertex in V (G) \ P has two adjacent neighbors in P . So every vertex v in V (G)\P satisfies |L(v)| ≤ 2. Hence checking whether f extends to G is a 2-list-coloring problem on the vertices of G \ P , which can be solved in polynomial time. Therefore we may assume that |X| = 1, and so X = {x 0 }.
moreover we may assume that |f ({v 1 , v 2 , v 3 , v 4 })| ≤ 3 for otherwise the precoloring cannot be extended to V 5 and we stop examining it. We distinguish two cases.
We may assume up to relabeling that f ({v 1 , v 2 , v 3 , v 4 }) = {1, 2, 3}. Then L(v) = {4} for all v ∈ V 5 , so V 5 must be a stable set, for otherwise the precoloring cannot be extended to V 5 and we stop examining it. So let us assume that V 5 is a stable set, and let f (v) = 4 for all v ∈ V 5 . Suppose that f (x 0 ) = 4. In that case we have L(v) = {1, 2, 3} for all v ∈ W ∪ Z. We can check whether G[W ∪Z] is 3-colorable with the known algorithms [30, 4] . On the other hand we have |L(u)| ≤ 2 for all u ∈ V 1 ∪ V 2 ∪ V 3 ∪ V 4 , so checking whether f extends to V 1 ∪ V 2 ∪ V 3 ∪ V 4 is a 2-list coloring problem. By items (e) and (f) the two sets V 1 ∪ V 2 ∪ V 3 ∪ V 4 and W ∪ Z are anticomplete to each other, so extending the coloring to them can be done independently. Now suppose that f (x 0 ) = 4. Then every vertex in W has a list of size 2 (the set {1, 2, 3, 4} \ {4, f (x 0 )}). If Z 1 = ∅, we pick a vertex w * from W as in item (k) and add w * to P ; moreover, if w * is not complete to Z 1 , we pick one vertex z * from N Z1 (w * ) and add z * to P . It follows from items (d), (e), (g) and (k) that every vertex in G \ P has a list of size 2 (in particular every vertex in Z 1 is complete to either {x 0 , w * } or {x 0 , z * }), so we can finish with a 2-list coloring problem.
We may assume up to relabeling that f (v 1 ) = f (v 3 ) = 1 and f (v 2 ) = f (v 4 ) = 2. Suppose that V 1 contains two adjacent vertices a, b. Then {a, b, v 2 } is a clique of size 3. We add a, b to the set P . By item (d), in any possible 4-coloring of G the vertices of V 5 must all have the same color, say color 4. In that case we can argue as in Case 1 and conclude. The same argument can be applied if V 2 is not a stable set, and by symmetry if V 3 or V 4 is not a stable set. Therefore we may assume that each of V 1 , V 2 , V 3 , V 4 is a stable set. We have L(v) = {3, 4} for all v ∈ V 5 , and we may assume, up to symmetry, that f (x 0 ) = 4. So we have L(v) = {1, 2, 3} for all v ∈ W ∪ Z 1 by items (e), (f), and (g). We may assume that all vertices in V 1 ∪ V 3 receive color 1 and all vertices in V 2 ∪ V 4 receive color 2, because the only other vertices that may receive color 1 or 2 are in W ∪ Z 1 and are anticomplete to V 1 ∪ V 2 ∪ V 3 ∪ V 4 . Therefore we must only extend the coloring to V 5 ∪ W ∪ Z 1 . Since L(v) = {3, 4} for all v ∈ V 5 , the set V 5 must be bipartite, for otherwise the precoloring cannot be extended to V 5 and we stop examining it. So assume that V 5 is bipartite. Let D 1 , . . . , D t be the components of V 5 of size at least 2 (which we call the big components of V 5 ), if any. For each D i , let A i , B i be the two stable sets that form a partition of D i ; let W Ai = {x ∈ W | x has a neighbor in A i and no neighbor in B i }, W Bi = {x ∈ W | x has a neighbor in B i and no neighbor in A i }, and W i = {x ∈ W | x has a neighbor in each of A i and B i }. We claim that: By (4) we need only check whether the induced subgraph H is 3-colorable, which we can do with the known algorithms [30, 4] . This completes the proof of the theorem.
The time complexity of the coloring algorithm given in Theorem 4.2 can be evaluated as follows. We test only a fixed number of precolorings, and for each of them we need to solve either a list-2-coloring problem, which takes time O(n 2 ), or the problem of 3-coloring a certain P 6 -free subgraph of G, which takes time O(n 3 ) in [4] . So the complexity is O(n 3 ).
Finally, Theorem 1.1 follows from Lemmas 1.3, 2.2 and 2.4 and Theorems 1.2 and 4.2.
The complexity of our general algorithm can be evaluated as follows. Assume that we are given a (P 6 , bull)-free graph G on n vertices. We first apply the reduction steps described in Lemma 1.3; the complexity is O(n 5 ) as discussed after the proof of this lemma. Then we test in time O(n 5 ) whether G contains a gem. Suppose that G is gem-free. Then we test whether G is perfect, which in this case is equivalent to testing whether G is C 5 -free and takes time O(n 5 ). If G is perfect, we use the algorithm from [29] to compute the chromatic number of G in time O(n 6 ). If G is not perfect, we use the algorithm from [2] , based on the fact that the clique-width is bounded, which runs in O(n 2 ). Finally, if the graph contains a gem, then we construct in time O(n 2 ) the partition as in Theorem 4.1 and apply the method described in Theorem 4.2, which takes time O(n 3 ). Hence the overall complexity is O(n 6 ).
Concluding remarks
Our algorithm provides a 4-coloring if the input graph G is indeed 4-colorable, and otherwise it stops (with the message that G is not 4-colorable). In the latter case the algorithm does not exhibit a certificate of non-4-colorability, in other words a 5-critical subgraph of G. Moreover we do not know if there are only finitely many 5-critical (P 6 , bull)-free graphs. It is an interesting question to know wether it is possible to produce the list of all 5-critical (P 6 , bull)-free graphs. One obstacle to obtaining a solution of this question with our method is that when we reduce the problem to an instance of the list-2-coloring problem it seems difficult to translate a negative answer back in terms of the presence of a certain subgraph. The same situation occurs in [30] and [4] , and the list of all 4-critical P 6 -free graphs was determined only in [7] (see also [6, 24, 27] for critical P 5 -free graphs). Maybe the new method described in [21] could help determine the list of 5-critical (P 6 , bull)-free graphs.
