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Abstract
Classes of graphs with bounded expansion have been introduced in [J. Nesˇetrˇil, P. Ossona de Mendez,
The grad of a graph and classes with bounded expansion, in: A. Raspaud, O. Delmas (Eds.), 7th International
Colloquium on Graph Theory, in: Electronic Notes in Discrete Mathematics, vol. 22, Elsevier (2005), pp.
101–106; J. Nesˇetrˇil, P. Ossona de Mendez, Grad and classes with bounded expansion I. Decompositions,
European Journal of Combinatorics (2005) (submitted for publication)]. They generalize classes with
forbidden topological minors (i.e. classes of graphs having no subgraph isomorphic to the subdivision of
some graph in a forbidden family), and hence both proper minor closed classes and classes with bounded
degree.
For any class with bounded expansion C and any integer p there exists a constant N (C, p) so that
the vertex set of any graph G ∈ C may be partitioned into at most N (C, p) parts, any i ≤ p parts
of them induce a subgraph of tree-width at most (i − 1) [J. Nesˇetrˇil, P. Ossona de Mendez, Grad and
classes with bounded expansion I. Decompositions, European Journal of Combinatorics (2005) (submitted
for publication)] (actually, of tree-depth [J. Nesˇetrˇil, P. Ossona de Mendez, Tree depth, subgraph coloring
and homomorphism bounds, European Journal of Combinatorics 27 (6) (2006) 1022–1041] at most i , which
is sensibly stronger). Such partitions are central to the resolution of homomorphism problems like restricted
homomorphism dualities [J. Nesˇetrˇil, P. Ossona de Mendez, Grad and classes with bounded expansion III.
Restricted dualities, European Journal of Combinatorics (2005) (submitted for publication)].
We give here a simple algorithm for computing such partitions and prove that if we restrict the input
graph to some fixed class C with bounded expansion, the running time of the algorithm is bounded by a
linear function of the order of the graph (for fixed C and p).
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This result is applied to get a linear time algorithm for the subgraph isomorphism problem with fixed
pattern and input graphs in a fixed class with bounded expansion.
More generally, let φ be a first-order logic sentence. We prove that any fixed graph property of type
“ ∃X : (|X | ≤ p) ∧ (G[X ]  φ) ”
may be decided in linear time for input graphs in a fixed class with bounded expansion.
We also show that for fixed p, computing the distances between two vertices up to distance p may be
performed in constant time per query after a linear time preprocessing.
Also, extending several earlier results, we show that a class of graphs has sublinear separators if it has
sub-exponential expansion. This result is best possible in general.
c© 2007 Elsevier Ltd. All rights reserved.
1. Introduction, the model and previous work
The concept of tree-width [13,27,32] is central to the analysis of graphs with forbidden minors
of Robertson and Seymour. This concept gained much algorithmic attention thanks to the general
complexity result of Courcelle about monadic second-order logic graph properties decidability
for graphs with bounded tree-width [5,6]. It appeared that many NP-complete problems may be
solved in polynomial time when restricted to a class with bounded tree-width. However, bounded
tree-width is quite a strong restriction, as planar graphs for instance do not have bounded tree-
width.
An alternative approach consists in the partition of graphs, such that p parts induce a subgraph
of tree-width at most (p−1). Answering a question of Thomas [31], DeVos et al. [8] proved that
for any proper minor closed class of graphs C – that is: any minor closed class C excluding at
least one graph – and any integer p there exists a constant N (C, p) such that the vertex set of any
graph G ∈ C may be partitioned into at most N (C, p) parts in such a way that any j ≤ p parts
induce a subgraph of tree-width at most ( j − 1), what the authors call a low tree-width partition
of G. This proof, which relies on the Structural Theorem of Robertson and Seymour [28] fails to
be effective from a computational point of view.
It appears that low tree-width decomposition may be established in a more general setting
for classes with bounded expansion [19,17]. These results are reported here together with the
algorithmic analysis. The definition of bounded expansion classes is based on a new graph
invariant, the greatest reduced average degree (grad) with rank r of a graph G, ∇r (G). This
invariant is defined by ∇r (G) = max |E(H)||V (H)| , where the maximum is taken over all the minors
H of G obtained by contracting a set of vertex-disjoint subgraphs with radius at most r and
then deleting any number of edges and vertices. A class of graphs C has bounded expansion if
supG∈C ∇r (G) < ∞ for any integer r . Not only proper minor closed classes of graphs have
bounded expansion (as then ∇r is uniformly bounded independently of r ), but so are classes with
bounded degree or some usual classes arising from finite-element meshes (as skeletons of d-
dimensional simplicial complexes with bounded aspect ratio [16]). One of the main fundamental
properties of these classes may be stated as follows: If C is a class with bounded expansion, then
so are the following classes:
• C/?, the class of the graphs obtained from graphs in C by contracting a star forest,
• C • K2, the class of the graphs obtained from graphs in C by blowing every vertex into two
adjacent vertices (i.e. by taking the lexicographic product with K2).
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Note that the second property does not hold for proper minor closed classes: If P is the class
of all planar graphs then any minor closed class including P • K2 contains all finite graphs. It is
established in [17] that for every class C with bounded expansion and any integer p, there exists
a constant N ′(C, p) such that any graph G ∈ C has a vertex-partition into at most N ′(C, p) parts
such that any j ≤ p parts induce a subgraph of tree-width at most (p−1) (actually of tree-depth
at most p, which is quite a stronger result). For properties of tree-depth, see [21]. The strong
benefit of this later proof is that it does not rely on the Structural Theorem and that it actually
leads to a very simple linear time algorithm to compute such a partition, as we shall see.
Our technique facilitates the detection of local graph properties. For instance, the subgraph
isomorphism problem for a fixed pattern H is known to have complexity at most O(nωl/3)
where l is the order of H and where ω is the exponent of square matrix fast multiplication
algorithm [22] (hence O(n0.792 l) using the fast matrix algorithm of [4]). The particular case of
subgraph isomorphism in planar graphs have been studied by Plehn and Voigt [25], Alon, Yuster
and Zwick [2] with super-linear bounds and then by Eppstein [9,10] who gave the first linear
time algorithm for fixed pattern H and G planar and then extended his result to graphs with
bounded genus [11]. It appears that one of the main lemmata of [10] actually induces a linear
time algorithm to solve the problem of counting all the isomorphs of H in a graph G as soon as
we have a linear time algorithm allowing to compute a low tree-width partition of G.
Such complexity improvements hold for a quite general class of decisional problems, namely
the problems having the form
“ ∃X : (|X | ≤ p) ∧ (G[X ]  φ) ”
where φ is a first-order sentence, according to the general results of Courcelle [5,6]. This includes
for instance, for a fixed graph H and for input graphs G belonging to a fixed class with bounded
expansion, the problems
• “Does H have a homomorphism to G?”,
• “Is H isomorphic to a subgraph of G?”,
• “Is H isomorphic to an induced subgraph of G?”.
Our method also improves earlier results on graph separators. This is briefly reported in
Section 8.
In the following, we only will be concerned with simple loopless graphs.
2. The grad of a graph and class expansion
The distance d(x, y) between two vertices x and y of a graph is the minimum length of a path
linking x and y, or∞ if x and y do not belong to the same connected component. The radius
ρ(G) of a connected graph G is the minimum maximum distance of the vertices from a fixed
vertex, that is: ρ(G) = minr∈V (G)maxx∈V (G) d(r, x). A vertex r is a center of G if the maximal
distance of vertices of G to r is equal to ρ(G). The radius ρ(G) of a non-connected graph G is
the maximum of the radii of its components.
A (simple) graph H is a minor of a graph G if it may be obtained from G by contracting
edges, deleting edges and deleting vertices. This is denoted by H < G. As edge deletion and
contraction commute, we may consider contractions first and deletions next. As we only consider
simple loopless graphs, each deletion is followed (if necessary) by the simplification of the graph.
In other words, a minor H of a graph G is obtained by contracting some connected subset F of
edges, simplifying and then taking a subgraph (i.e. H ⊆ G/F). Notice that the subset F is in
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general not uniquely determined by G and H . We denote by GF the subgraph of G induced by
the subset F of edges of G. The depth of a minor of a graph G is the minimum radius of the part
we have to contract in G to get H . More formally:
depth(H,G) = min{ρ(GF ) : H ⊆ G/F}.
Definition 2.1. The greatest reduced average density (grad) of G with rank r is
∇r (G) = max
H<G
depth(H,G)≤r
|E(H)|
|V (H)| .
The first grad, ∇0, is closely related to the degeneracy or the maximum average degree. Recall
that a graph G is k-degenerate if every subgraph of G has minimum degree at most k and that
the maximum average degree of G is the maximum over the subgraphs H of G of the average
degree of the vertices in H . Hence the maximum average degree of G equals 2∇0(G) and G is
k-degenerate if and only if k ≥ b2∇0(G)c. Note that none of the results of this paper holds for
k-degenerate graphs, as bounds on the higher grads are needed. The grads of a graph form an
non-decreasing sequence which, for every graph, starting from some index (at most equal to the
order of the graph).
Definition 2.2. The expansion of a class C of graphs is the function f : N→ N ∪ {∞} defined
by
f (r) = sup
G∈C
∇r (G).
A class C has bounded expansion if its expansion is finite for every r ∈ N, that is:
∀r ≥ 0, sup
G∈C
∇r (G) <∞.
Here are some examples of classes with bounded expansion. Some are included into others
(see Fig. 1). However, they are examples of different expansion bounds.
• d-dimensional meshes with bounded aspect ratio. [16] introduces classes of graphs which
occur naturally in finite-element and finite-difference problems. Theses classes, the classes
of d-dimensional meshes with bounded aspect ratio, are formed by the interior skeletons of
a family of d-dimensional simplicial complexes with bounded aspect ratio. As such graphs
exclude Kh as a depth L minor if h = Ω(Ld) [30] they form (for each d) a class with
polynomially bounded expansion. Our results (and particularly linear algorithm for low tree-
decompositions) present a natural link of applicable results [16].
• bounded degree classes. Let ∆ be an integer. Then the class of graphs with maximum degree
at most ∆ has expansion bounded by the exponential function f (r) = ∆r+1.
• planar graphs. Any planar graph G of order n has size at most 3n − 6, and hence ∇0(G) < 3
for every planar graph. As any minor of a planar graph is also planar, ∇r (G) < 3 for
every integer r ≥ 0 and any planar graph G. Hence the class of planar graphs has bounded
expansion.
• proper minor closed classes. More generally, any proper minor closed class of graphs has
expansion bounded by a constant function. Conversely, any class of graphs with expansion
bounded by a constant is included in some proper minor closed class of graphs.
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Fig. 1. Inclusion of graph classes.
• proper topologically closed classes. These classes are defined by a (possibly infinite) set S
of forbidden configurations, in the sense of Kuratowski’s configurations: a graph G belongs
to the class if no subdivision of a graph in S is isomorphic to a subgraph of G. Such classes
have expansion bounded by a double exponential function f (r) = 2r−1(minH∈S |V (H)|)2r+1
(see [20]).
• highly subdivided cliques. For any non-decreasing function f : N → N \ {0, 1, 2} we may
construct a class C f of graphs with expansion f by including (for each integer r ) the complete
graph of 2 f (r)+ 1 vertices whose edges are subdivided 3r − 1 times.
3. The theory: Decompositions, augmentations and colorings
3.1. Further properties related to the grad
We give here further properties related the grad of a graph.
The following well known facts (usually expressed by means of the maximum average degree,
see for instance [24] for a proof of Fact 3.1)
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Fact 3.1. Let G be a graph of order n and size m. Then G has an orientation such that the
maximum indegree of G is at most k if and only if k ≥ ∇0(G). Moreover, there is an O(n +m)-
time algorithm which computes an acyclic orientation of G with maximum indegree b2∇0(G)c.
Fact 3.2. Any graph G is b2∇0(G)c-degenerate, and hence b2∇0(G)+ 1c-colorable.
Let G, H be graphs. The lexicographic product G • H is defined by:{
V (G • H) = V (G)× V (H)
E(G • H) = {{(x, y), (x ′, y′) : {x, y} ∈ E(G) or x = x ′ and {y, y′} ∈ E(H)}}.
Let us note at this place that the lexicographic product (or blowing up of vertices) is an
operation which is incompatible with the minors. One can see easily that every graph is a minor
of a graph of the form G • K2 for a planar graph G. The following difficult lemma is proved
in [17].
Lemma 3.1 ([17]). There exist polynomials Pi (i ≥ 0) such that for any graph G and integers
r and c:
c∇r (G) ≤ Pr (c,∇r (G)).  (1)
3.2. Tree-width
A tree-decomposition of a graph G consists in a pair (T, λ) formed by a tree T and a function
λ mapping vertices of T to subsets of V (G) so that for all v ∈ V (G), {x ∈ V (T ) : v ∈ λ(x)}
induces a subtree of T , and such that for any edge {v,w} of G there exists x ∈ V (T ) such that
{v,w} ⊆ λ(x). The width of a tree-decomposition (T, λ) is maxv∈V (G) |λ(v)|−1. The tree-width
of G is the minimum width of any tree-decomposition of G.
In the following, a directed graph EG have no loops and for any two of its vertices x and y, EG
includes at most one arc from x to y and at most one arc from y to x (thus at most two arcs may
connect x and y, one in each direction).
A class C has a low tree-width coloring if, for any integer p ≥ 1, there exists an integer
N (p) such that any graph G ∈ C may be vertex-colored using N (p) colors so that each of the
connected components of the subgraph induced by any i ≤ p parts has tree-width at most (i−1).
DeVos et al. proved:
Theorem 3.2 ([8]). Any minor closed class of graphs excluding at least one graph has a low
tree-width coloring.
The proof of Theorem 3.2 relies on the Structural Theorem of Robertson and Seymour [28]
and fails to be applicable from a computational point of view.
3.3. Tree-depth
A rooted forest is a disjoint union of rooted trees. The height of a vertex x in a rooted forest
F is the number of vertices of a path from the root (of the tree to which x belongs to) to x and
is noted height(x, F). The height of F is the maximum height of the vertices of F . Let x, y
be vertices of F . The vertex x is an ancestor of y in F if x belongs to the path linking y and
the root of the tree of F to which y belongs to. The closure clos(F) of a rooted forest F is the
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graph with vertex set V (F) and edge set {{x, y} : x is an ancestor of y in F, x 6= y}. A rooted
forest F defines a partial order on its set of vertices: x ≤F y if x is an ancestor of y in F . The
comparability graph of this partial order is obviously clos(F).
The tree-depth td(G) of a graph G is the minimum height of a rooted forest F such that
G ⊆ clos(F) [21]. This graph parameter also appeared in the literature as the minimum height of
an elimination tree [7] and is analogous to the definition of rank function of a graph which has
been recently used for analysis of countable graphs, see e.g. [23].
Lemma 3.3 ([21]). Let G = (V, E) be a graph and let G1, . . . ,G p be its connected
components. Then:
td(G) =

1, if |V | = 1;
1+min
v∈V td(G − v), if p = 1 and |V | > 1;
p
max
i=1
td(Gi ), otherwise. 
As we introduced low tree-width coloring, we say that a class C has a low tree-depth coloring
if, for any integer p ≥ 1, there exists an integer N (p) such that any graph G ∈ C may be vertex-
colored using N (p) colors so that each of the connected components of the subgraph induced by
any i ≤ p parts has tree-depth at most i . As td(G) ≥ tw(G)− 1, a class having a low tree-depth
coloring has a low tree-width coloring. In [21] is proved a strengthening of Theorem 3.2:
Theorem 3.4 ([21]). Any minor closed class of graphs excluding at least one graph has a low
tree-depth coloring.
This result has been extended in [17] where it is proved that classes with bounded expansion
allows low tree-depth partitions. This last result follows another approach: instead of the
Structural Theorem, the proof relies on the properties of transitive fraternal augmentations. We
shall prove in this paper that this allows the partition and tree-decomposition of i ≤ p parts to be
computed in linear time.
3.4. Transitive fraternal augmentation
Definition 3.1. Let EG be a directed graph. A tight 1-transitive fraternal augmentation of EG is
a directed graph EH with the same vertex set, including all the arcs of EG and such that, for any
distinct vertices x, y, z,
• if (x, z) and (z, y) are arcs of EG then (x, y) is an arc of EH (transitivity),
• if (x, z) and (y, z) are arcs of EG then (x, y),(y, x) or both are arcs of EH (fraternity),
• no other arcs exist in EH (tightness).
A tight transitive fraternal augmentation of a directed graph EG is a sequence EG = EG1 ⊆EG2 ⊆ · · · ⊆ EGi ⊆ EGi+1 ⊆ · · · , such that EGi+1 is a tight 1-transitive fraternal augmentation ofEGi for any i ≥ 1.
The main key lemma here is that the notion of classes of bounded expansion is stable under
tight 1-fraternal augmentations. More precisely:
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Lemma 3.5 ([17]). Let EG be a directed graph and let EH be a tight 1-transitive fraternal
augmentation of EG. Then
∇r (H) ≤ P2r+1(∆−( EG)+ 1,∇2r+1(G)). 
Hence, by induction:
Corollary 3.6. For any functions f : N → N and F : N2 → N there exists functions
A f,F : N2→ N and B f,F : N→ N with the following property:
Assume that a tight transitive fraternal augmentation
EG = EG1 ⊆ EG2 ⊆ · · · ⊆ EGi ⊆ EGi+1 ⊆ · · ·
of a graph G satisfies the following conditions:
∀r ≥ 0, ∇r (G) ≤ f (r)
∀i ≥ 1, ∆−( EGi ) ≤
{
2 f (0) if i = 1,
F(∆−( EGi−1),∇0(Gi )) otherwise.
Then for all r ≥ 0 and i ≥ 1 we have:
∇r (Gi ) ≤ A f,F (r, i),
∆−( EGi ) ≤ B f,F (i).
3.5. Centered coloring
Definition 3.2. A centered coloring of a graph G is a coloring of the vertices such that in any
connected subgraph some color appears exactly once [21]. This notion is similar to the ones of
vertex ranking and ordered coloring which have been investigated in [7,29].
As in [21], we refine this notion into a bounded version: for an integer p, a p-centered coloring
of G is a coloring of the vertices such that in any connected subgraph either some color appears
exactly once, or at least p different colors appear.
We recall some results of [21,17].
Lemma 3.7 ([21]). Let G,G0 be graphs, let p = td(G0), let c be a q-centered coloring of G
where q ≥ p. Then any subgraph H of G isomorphic to G0 gets at least p colors in the coloring
of G. 
From this lemma follows that p-centered colorings induce low tree-depth colorings:
Corollary 3.8. Let p be an integer, let G be a graph and let c be a p-centered coloring of G.
Then i < p parts induce a subgraph of tree-depth at most i .
Proof. Let G ′ be any subgraph of G induced by i < p parts. Assume td(G ′) > i . According
to Lemma 3.3, the deletion of one vertex decreases the tree-depth by at most one. Hence there
exists an induced subgraph H of G ′ such that td(H) = i + 1 ≤ p. According to Lemma 3.7
(choosing G0 = H ), H gets at least p colors, a contradiction. 
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Lemma 3.9 ([17]). Let N (p, t) = 1 + (t − 1)(2 + dlog2 pe), let p be an integer, let EG be
a directed graph and let EG = EG1 ⊆ EG2 ⊆ · · · ⊆ EGi ⊆ · · · be a tight transitive fraternal
augmentation of EG. Then either EGN (p,p) includes an acyclically oriented clique of size p or
td(G) ≤ p − 1 and there exists in EGN (p,p) a rooted directed tree Y so that G ⊆ clos(Y ) and
clos( EY ) ⊆ EGN (p,p). 
Corollary 3.10. Let R(p) = 1+ (p − 1)(2+ dlog2 pe) = O(p log2 p).
For any graph G, for any tight transitive fraternal augmentation EG = EG1 ⊆ EG2 ⊆ · · · ⊆EGi ⊆ · · · of G and for any integer p, any proper coloring of EGR(p) defines a p-centered coloring
of G.
4. Application: Low tree-width partitions in linear time
Now we turn to the algorithmic aspects of the above results. We will prove that, for any class
C with bounded expansion and any graph G ∈ C
(1) the graph G has an orientation with indegree at most c1(C) which may be computed in linear
time;
(2) the graph G has a tight transitive fraternal augmentation EG = EG1 ⊆ EG2 ⊆ · · · ⊆ EGR(p) with
∆−( EGR(p)) ≤ c2(C, p) which can be computed in linear time (for fixed p);
(3) a p-centered coloration of G may be computed from EGR(p) in linear time,
(4) for any i ≤ p, a tree-decomposition of width at most (i − 1) of the subgraph of G induced
by i colors may be computed in linear time.
4.1. Transitive fraternal augmentation
Theorem 4.1. For any class C with bounded expansion and any fixed integer c, there exists an
algorithm which computes, given an input graph G ∈ C, a tight transitive fraternal augmentation
EG = EG1 ⊆ EG2 ⊆ · · · ⊆ EGc of G in time O(n).
This theorem follows from an iterative application of a linear time tight 1-fraternal transitive
augmentation and the application of Corollary 3.6.
In the augmentation process, we add two kind of arcs: transitivity arcs and fraternity arcs. Let
us start with transitivity ones:
Require: D represents the directed graph to be augmented.
Ensure: D′ represents the array of the added arcs.
Initialize D′.
for all v ∈ {1, . . . , n} do
for all (u, e) ∈ D[v] do
for all (x, f ) ∈ D[u] do
m ← m + 1; append (x,m) to D′[v].
end for
end for
end for
This algorithm runs in O(∆−( EG)2n) time, where ∆−( EG) is the maximum indegree of the
graph to be augmented. It computes the list array D′ of the transitivity arcs which are missing
in EG, missing arcs may appear more than once in the list, but the number of added edges cannot
exceed ∆−( EG)2n.
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Now, we shall consider the fraternity edges.
Require: D represents the directed graph to be augmented.
Ensure: L represents the list of edges to be added.
L = ().
for all v ∈ {1, . . . , n} do
for all (x, e) ∈ D[v] do
for all (y, f ) ∈ D[v] do
if x < y then
append (x, y) to L .
end if
end for
end for
end for
This algorithm runs in O(∆−( EG)2n)-time and computes the list of the fraternity edges. Edges
may appear in this list more than once but the length of the list L cannot exceed ∆−( EG)2n/2.
The simplification of L (that is the removal of multiple instances of a same edge in the list),
the computation of an acyclic orientation of the graph with edge set L having minimum possible
maximum indegree and the merge/simplification with the arcs in D and D′ may be achieved in
linear time (precisely: in O(∆−( EG)2n)-time).
4.2. Computing a p-centered coloring
Let G be a graph. Define f (r) = ∇r (G) and F(x, y) = x2 + 2y and let R(p) =
1 + (p − 1)(2 + dlog2 pe). According to Corollary 3.6, the tight fraternal augmentationEG = EG1 ⊆ EG2 ⊆ · · · ⊆ EGR(p) of G computed by iterating R(p) times the tight 1-transitive
fraternal augmentation algorithm is such that GR(p) is (2A f,F (0, R(p)))-degenerate. Thus a
proper coloring of GR(p) may easily be achieved in linear time. This coloring defines a p-
centered coloring of G according to Corollary 3.10.
4.3. Tree-decomposition of i ≤ p parts
To construct a tree-decomposition (T, λ) of width (p − 1) of a graph G from a centered
coloring using p colors, we first construct a rooted forest of height p including G in its
closure:
Require: c is a centered coloring of the graph G using colors 1, . . . , p.
Ensure: F is a rooted forest of height p such that G ⊂ clos(F).
Set F = ∅.
Let Big[ ] be an array of size p.
for all Connected component Gi of G do
Initialize Big[ ] to false.
Set root color← 0.
for all v ∈ V (Gi ) do
if Big[c[v]] = false then
if c[v] = root color then
root color← 0,Big[c[v]] ← true.
else
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root← v; root color← c[v].
end if
end if
end for
Recurse on G − root, thus getting some rooted forest F ′ = {Y ′1, . . . , Y ′j }.
Add to F the tree with root root and subtrees Y1, . . . , Y j , where the sons of root are the
roots of Y1, . . . , Y j .
end for
This algorithms clearly runs in O(pm) time. If G is connected, it returns a rooted tree Y of
height at most p such that G ⊆ clos(Y ) (thus proving that tree-depth of G is at most p).
From a rooted tree Y of height at most p such that G ⊆ clos(Y ) it is straightforward to
construct a tree-decomposition (T, λ) of G having width at most (p − 1): Set T = Y and define
λ(x) = {v≤Y x}. Then for any v, {x ∈ V (T ) : v ∈ λ(x)} = {x ≥Y v} induces the subtree of Y
rooted at v (hence a subtree of T ). Moreover, as G ⊆ clos(Y ), any edge {x, y} with x <Y y is a
subset of λ(y). Hence (T, λ) is a tree-decomposition of G. As maxv∈V (G) |λ(v)| = height(Y ) ≤
p, this tree-decomposition has width at most (p − 1). Last, this tree-decomposition may be
obviously constructed in linear time. (All this amounts to saying that tree-width does not exceed
tree-depth.)
5. Subgraph isomorphism problem
In [10] Eppstein gives a linear time algorithm to solve the subgraph isomorphism problem for
a fixed planar pattern. In this paper, he gives a linear time bound for a fixed pattern and an input
graph with bounded width tree-decomposition (see Table 1):
Table 1
Subgraph isomorphism problem: Complexity for a fixed pattern H and for an input graph restricted to some class of
graphs
Subgraph isomorphism problem
Context Complexity Reference (s)
General O(n0.792|V (H)|) [22] using [4]
Bounded tree-width O(n) [10] (also [5,6])
Planar O(n) [9,10]
Bounded genus O(n) [11]
Bounded expansion (includes the three previous classes) O(n) (this paper)
Lemma 5.1 (Lemma 2 of [10]). Assume we are given graph G with n vertices along with a
tree-decomposition T of G with width w. Let S be a subset of vertices of G, and let H be a
fixed graph with at most w vertices. Then in time 2O(w logw)n we can count all isomorphs of H
in G that include some vertex in S. We can list all such isomorphs in time 2O(w logw)n+ O(kw),
where k denotes the number of isomorphs and the term kw represents the total output size.
We deduce from this lemma and Theorem 4.1 an extension of Eppstein’s result of [10,11] to
classes with bounded expansion:
Theorem 5.2. Let C be a class with bounded expansion and let H be a fixed graph. Then there
exists a linear time algorithm which computes, from a pair (G, S) formed by a graph G ∈ C and
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a subset S of vertices of G, the number of isomorphs of H in G that include some vertex in S.
There also exists an algorithm running in time O(n)+ O(k) listing all such isomorphism where
k denotes the number of isomorphs (and thus represents the output size).
6. Local decidability problems
Monadic second-order logic (MSOL) is an extension of first-order logic (FOL) that includes
vertex and edge sets and belonging to these sets. The following theorem of Courcelle has been
applied to solve many optimization problems.
Theorem 6.1 (Courcelle [5,6]). LetK be class of finite graphs G = 〈V, E, R〉 represented as τ2-
structures, that is: by two sorts of elements (vertices V and edges E) and an incidence relation
R. Let φ be a MSOL (τ2) sentence. If K has bounded tree-width and G ∈ K, then checking
whether G  φ can be done in linear time.
Combining Theorem 6.1 with Theorem 4.1, we get:
Theorem 6.2. Let C be a class with bounded expansion and let p be a fixed integer. Let φ be a
FOL(τ2) sentence. Then there exists a linear time algorithms to check ∃X : (|X | ≤ p)∧ (G[X ] 
φ).
Thus for instance:
Theorem 6.3. Let K be a class with bounded expansion and let H be a fixed graph. Then, for
each of the next properties there exists a linear time algorithm to decide whether a graph G ∈ K
satisfies them:
• H has a homomorphism to G,
• H is a subgraph of G,
• H is an induced subgraph of G.
7. Distances
The following result is a weighted extension of the basic observation that bounded orientations
allows O(1)-time checking of adjacency [3].
Theorem 7.1. For any class C with bounded expansion and for any integer k, there exists a linear
time preprocessing algorithm so that for any preprocessed G ∈ C and any pair {x, y} of vertices
of G the value min(k, dist(x, y)) may be computed in O(1)-time.
Proof. The proof goes by a variation of our augmentation algorithm so that each arc e gets a
weight w(e) and each added arc gets weight min(w(e1) + w(e2)) over all the pairs (e1, e2) of
arcs which may imply the addition of e and simplification should keep the minimum weighted
arc.
Then, after k augmentation steps, two vertices at distance at most k have dis-
tance at most 2 in the augmented graph. The value min(k, dist(x, y)) then equals
min(k, w((x, y)), w((y, x)),min
(z,x),(z,y)∈ EG(w(z, x)+ w(z, y))). 
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8. Vertex separators
A celebrated theorem of Lipton and Tarjan [15] states that any planar graph has a separator
of size O(
√
n). Alon, Seymour and Thomas [1] showed that excluding Kh as a minor ensures
the existence of a separator of size at most O(h3/2
√
n). Gilbert, Hutchinson, and Tarjan [12]
further proved that graphs with genus g have a separator of size O(
√
gn) (this result is optimal).
Plotkin, Rao and Smith [26] introduced the concept of limited-depth minor exclusion and have
shown that exclusion of small limited-depth minors implies the existence of a small separator.
Precisely, they prove that any graph excluding Kh as a depth l minor has a separator of size
O(lh2 log n+n/ l), hence proving that excluding a Kh minor ensures the existence of a separator
of size O(h
√
n log n). They proved the following:
Theorem 8.1 (Plotkin et al. [26]). Given a graph with m edges and n nodes, and integers l and
h, there is an O(mn/ l) time algorithm that will either produce a Kh-minor of depth at most
l log n or will find a separator of size at most O(n/ l + 4lh2 log n). 
We deduce that classes with sub-exponential expansions have separators of sub-linear size.
Random cubic graphs having expansion bounded by f (x) = 2x and almost surelyΩ(n) bisection
width [14] (thus Ω(n) separators) show that this result is optimal.
Lemma 8.2. There exists a constant C such that any graph G has a separator of size at most
C n log nz whenever z is an integer such that
2z(∇z(G)+ 2) ≤
√
n log n. (2)
Proof. Let l = z/ log n and let h = b∇z(G) + 2c. As ∇z(G) ≤ f (z) < h − 1, G has
no Kh minor of depth at most l log n. According to Theorem 8.1, G has a separator of size
at most (C/2)(n/ l + 4lh2 log n) for some fixed constant C , i.e. a separator of size at most
(C/2)( n log nz + 4z(∇z(G)+ 2)2) ≤ C n log nz . 
Theorem 8.3. Let C be a class of graphs with expansion bounded by a function f such that
log f (x) = o(x).
Then the graphs of order n in C have separators of size s(n) = o(n) which may be computed
in time O(ns(n)) = o(n2).
Proof. Let g(x) = log f (x)x . By assumption, g(x) = o(1). Define ζ(n) as the greatest integer
such that
log f (ζ(n)) <
log n
3
.
Notice that ζ is increasing and limn→∞ ζ(n) = ∞. From the definition of g(x), we deduce
ζ(n) = log f (ζ(n))g(ζ(n)) = log n3g(ζ(n)) = o(log n). Thus log(2ζ(n)( f (ζ(n)) + 2)) < log n3 (1 + o(1)). It
follows that if n is sufficiently large (say n > N ), log(2ζ(n)( f (ζ(n)) + 2)) < log n+log log n2 ,
that is: 2ζ(n)( f (ζ(n)) + 2) < √n log n. Thus if n > N , G has a separator of size at most
C n log n
ζ(n) = 3g(ζ(n))n = o(n). 
As random cubic graphs almost surely have bisection width at least 0.101n [14], they have
almost surely no separator of size smaller than n/20 It follows that if log f (x) = (log 2)x , the
graphs have no sublinear separators any more. This shows the optimality of Theorem 8.3.
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9. Summary, concluding remarks, directions to future research
We introduced new conceptual framework (k-grad of a graph and classes with bounded
expansion). This generalizes many commonly studied classes of graphs yet one can prove for
these classes strong structural decomposition theorems such as low tree-width (and low tree-
depth) decompositions. Quite surprisingly these decompositions may be obtained in linear time.
This in turn solves several open problems (see e.g. [21]) and we listed several applications to
subgraph testing and decision problems for satisfiability.
A natural question arises whether one can generalize low tree-depth decompositions to yet
larger classes of graphs. In this sense our results are optimal: It is proved in [17] that a class
C of graphs has bounded expansion if and only if it has low tree-width (or low tree-depth)
decompositions. It should be also noted that the notion of tree-depth enjoys finiteness property:
there are only finitely many cores of graphs of tree-depth ≤k. This is not true even for series
parallel graphs (i.e. for graphs with tree-width at most 2).
Our setting can also be generalized to oriented graphs and relational structures (see
our full paper for further details and discussion). Particularly [18] contains applications to
homomorphism bounds which provided the original motivation for our research.
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