I. INTRODUCTION
Airfoil aerodynamic sound has been a topic of extensive investigations over the years. 1 Nowadays, with the growing interest in reducing air-machinery noise, acoustic analyses of airfoil sound in various configurations appear frequently (e.g., Refs. [2] [3] [4] . Apart from the fundamental interest in such investigations for civil-and military-flight applications, these works are relevant in a large number of bio-fluidic setups, ranging from biomedical studies on palatal snoring 5, 6 to analyses on birds [7] [8] [9] [10] and insect 11, 12 flight sound, where wing noise has an important role as a form of social communication. 13, 14 Compared with single-airfoil studies, existing works on multi-body fluid-structure interaction problems have focused mainly on near-field investigations, with less emphasis on far-field radiation. Beginning with studies on the canonical double-cylinder configuration, 15 later investigations have focused, among others, on thin-structure setups (e.g., Refs. [16] [17] [18] . The effect of body elasticity in a multi-body setup has also been incorporated in a number of works, dealing with critical and post-critical behaviors of groups of two and more flexible filaments immersed in uniform mean flow. [19] [20] [21] [22] These works have been partially motivated by the propulsion efficiency gained by the motion of an elastic body in the wake of another, 23 as well as by energy-harvesting applications. 24 While the acoustic radiation by multi-airfoil setups has received considerably less attention, such analyses appear to be of practical importance in a large number of natural and engineering applications. These cover a range of environments, including the acoustic radiation of formationflight configurations and sound emission by multi-blade setups, common in engines and wind turbines. Within the context of formation-flight sound, it is of interest to examine how the sound trailing-or leading-edges). The system is subject to low-Mach uniform flow of magnitude U in the x 1 -direction. The upstream airfoil (hereafter denoted by superscript "u") is considered rigid, while the downstream airfoil (denoted by superscript "d") is elastic and inextensible. At time t ≥ 0, harmonic pitching actuation of frequency ω and amplitudeε (with an overbar denoting a non-dimensional quantity) is applied at the leading edge of the upstream airfoil,
where ξ u (x 1 ,t) denotes the displacement of the upstream airfoil. It is assumed that the pitching amplitudeε is sufficiently small so that the problem may be linearized about its nominal state and thin-airfoil theory can be applied. The downstream airfoil is assumed "passive," with its motion induced by the pitching motion and vorticity release of the upstream wing. The small mean-flow Mach number assumed allows the near-field flow to be treated as incompressible and potential. Given the small angles of attack considered, leading edge flow detachments are excluded at the outset, and fluid vorticity is allowed only along the trailing edge wakes of the airfoils. A similar assumption has been made in previous studies on flows generated around thin elastic structures (e.g., Refs. 31 and 32), including cases where the interactions of a sequence of upstream line vortices with thin bodies have been considered. 19, 33 Inclusion of the impact of leading edge separation, governed by viscous effects, is beyond the scope of the present contribution.
We formulate an initial value problem, where at t = 0 the airfoils are aligned with the x 1 -axis, and upstream leading edge actuation is commenced. In accordance with the potential thin-airfoil theory, trailing edge singularity is induced by airfoil motion interactions with the surrounding fluid. This singularity is regularized by the application of the unsteady Kutta condition and results in the release of vorticity at the airfoils' trailing edges. The description of trailing-edge wakes in two-dimensional configurations may be carried out using either continuous-or discrete-type models. In the former, the wake is described via a thin vortex sheet, starting at the body downstream end, and representing continuous shedding of vorticity. In the latter, wake vorticity is discretized as a set of concentrated core vortices. While there appear different views regarding the applicability of each of the descriptions for capturing the wake dynamics in a given setup, 34 ,35 discrete models have been routinely used in a large number of configurations. In the present problem, the discrete approach is particularly preferred as it simplifies the description of non-linear interaction of the upstream wake with the downstream body. This is mainly since a continuous model cannot assume that the vortex sheet is placed along the x 1 -axis, as it must be deviated by the downstream airfoil located along the same axis. Mathematically, this is expected to complicate the analysis considerably.
Adopting a discrete-type approach, we apply the Brown and Michael scheme to describe the wake evolution. 36, 37 This is a prevalent method to model vortex shedding phenomena from two-dimensional sharp ends at high Reynolds number flows and has been applied in a large number of investigations on airfoil aerodynamic sound. 3, 4, 29, 30, [38] [39] [40] According to the scheme, the wake is described as a set of discrete line vortices whose positions and strengths vary with time. At a given time, one vortex is being shed from the body trailing edge, in the form of a thin connecting sheet of infinitesimal circulation ending in a concentrated core of finite circulation. The core strength changes with time according to Kelvin theorem, while its position is governed by the Brown and Michael formula (see Eq. (10)). When the time derivative of vortex strength changes sign, the vortex is detached from the thin sheet and propagates as a "free" line vortex with fixed circulation. The shedding of the next vortex is then initiated. Over the years, corrections have been suggested to the original Brown and Michael formula, to account for a spurious dipole induced by the time dependence of circulation of the shed vortex. 41, 42 Discussion on these corrections, and justification for the application of the original Brown and Michael formula in a thin-airfoil configuration, as done here, is made in Ref. 30 .
Formulation of the problem consists of a set of equations to govern the motion of airfoils and associated wake vortices. While some of the details of formulation appearing here and in Sec. II B are similar to previous statements of the problem for a single elastic 30 and rigid sideby-side airfoils, 29 they are recapitulated here for better clarity and completeness. In line with the boundary forcing (1) and the rigidity of upstream airfoil, its displacement is given by
where −s − a ≤ x 1 ≤ −s + a and t ≥ 0. Assuming small-amplitude motion of the downstream elastic airfoil, its displacement ξ d (x 1 ,t) is governed by the linearized form of the dynamical Euler-Bernoulli equation,
balancing structure inertia, bending stiffness, and fluid loading terms. In Eq. (3), s − a ≤ x 1 ≤ s + a, ρ s is the airfoil mass per unit area, and EI denotes the structural bending stiffness. On the right-hand side, ∆p = p − − p + symbols fluid pressure jump between airfoil lower (p − ) and upper (p + ) surfaces. It is through the pressure-jump term that structure and fluid dynamical problems are coupled, as discussed below. Applying thin-airfoil methodology, each of the upstream and downstream airfoils is represented by the distribution of circulation per unit length, γ u a (x 1 ,t) and γ d a (x 1 ,t), respectively. To specify these distributions, impermeability conditions are imposed. Adopting two-dimensional complex-plane notation (with z = x 1 + ix 2 denoting a complex variable), the conditions are given by
a (p,t)dp
for the upstream airfoil (with −s − a ≤ x 1 ≤ −s + a) and
for the downstream airfoil (where s − a ≤ x 1 ≤ s + a). In Eqs. (4) and (5) 
where ρ 0 denotes the mean fluid density. Dynamics of the trailing edge wake is governed by a sequence of equations for the motion of the discrete trailing edge vortices. Specifically, the equations of motion for the upstream-released 
"frozen" trailing edge vortices are
respectively, where asterisks denote complex conjugates of a complex number, and
and
are the conjugate velocities induced at each of the instantaneous vortex locations, after removing their self-singularities. In line with the above discussion on the Brown and Michael theory, the time-varying strengths and positions of the instantaneously shed n u th and n d th trailing edge vortices are governed by the Brown and Michael equations
where
are given by Eqs. (8) and (9) with k = n u and k = n d , respectively, and z 
ensuring that the total sum of circulations of each airfoil and its wake vanishes at all times. Formulation of the near-field problem is completed by prescribing clamped-free boundary conditions at the downstream airfoil endpoints,
and imposing the unsteady Kutta condition,
to ensure that the flow velocity at each trailing edge is finite. We assume that the release of trailing edge vorticity at each airfoil commences at t = 0; the system evolution is then followed for t > 0 via numerical integration. Details regarding the problem scaling and numerical analysis are given in Sec. III.
B. Far-field radiation
Following the formulation of the near-field problem, the system far acoustic field is now analyzed. In line with the present low-Mach and high-Reynolds-number flow setup, we start with the homentropic form of the Powell-Howe vortex sound equation (Eq. 
where c 0 is the mean speed of sound, B(x,t) =´dp/ρ + v 2 /2 denotes the fluid total enthalpy for homentropic flow (with p, ρ, and v marking fluid acoustic pressure, density, and velocity magnitude, respectively), and v and Ω are the fluid velocity and vorticity vectors, respectively. The vorticity vector is composed of the discrete contributions of upstream and downstream wake vortices,
and δ denotes the Dirac delta function. In the far-field (|x| → ∞),
and we focus on expressing the distant |x| → ∞ approximation for p(x,t).
The problem for B(x,t) is analyzed using a Green's function approach. Towards this end, we introduce the counterpart problem for the Green's function G(x, y,t − τ),
where x and y denote the observer and point-source vector locations, respectively, and τ is the time instant of point-source action. Taking into account of the airfoil surfaces, and with no loss of generality, we impose a Neumann-type boundary condition of a vanishing normal derivative of G over the airfoils boundaries, (∂G/∂ y n ) airfoils = 0. Multiplying Eq. (14) by G(x, y,t − τ), subtracting Eq. (18) multiplied by B (x,t), making use of the inviscid form of Crocco's equation, ∂v ∂t
and integrating over the volume of fluid and time, we obtain the following expression for B(x,t) in terms of the Green's function,
where v n denotes the component of fluid velocity normal to the airfoils. Applying the condition (∂G/∂ y n ) airfoils = 0 and making use of Eq. (17), we arrive at an expression for the far-field acoustic pressure,
where S u and S d denote the upstream and downstream airfoil surfaces, respectively. Making use of Eq. (20), the acoustic pressure can be written explicitly by the sum of "airfoils motion" and "wakes vorticity" contributions,
and In (22) and (23) We focus on a case where the tandem airfoil setup is acoustically compact, by assuming that the acoustic wavelength is large compared with the characteristic length-scale of the source zone. Taking the latter to be airfoils common half-chord a or half-distance separation s, and writing the acoustic wavelength as 2πc 0 /ω, source compactness requires that sound frequency satisfies ω ≪ 2πc 0 /a and ω ≪ 2πc 0 /s. Recalling that s > a by virtue of the geometrical setup (see Fig. 1 ), the latter is more restricting. Source compactness is therefore ensured at separation distances satisfying s ≪ 2πc 0 /ω. Setting c 0 ≈ 340 m/s and ω = 2π f (with f denoting the excitation frequency in Hz), this condition becomes s ≪ 340/ f , where s is measured in meters. For an audible source excitation with f = 50 Hz, the condition on s becomes s ≪ 7 m. Such a restriction appears feasible in the formation flight of birds, for which typical wingbeat frequencies are even lower, thus allowing for larger separation distances. 44 In a non-dimensional formulation, scaling the angular frequency by the convective unit U/a (as done in Sec. III), the condition becomesω ≪ 2πa/M s forω = ωa/U, where M = U/c 0 is the mean-flow Mach number. In addition to taking M ≪ 1, it is therefore required that the airfoils are not too far apart and thatω O(1), so that Mωs/a ≪ 2π. This assumes that the distance between the airfoils is much smaller than between the listener and each of the structures, so that far-field phase differences due to the size of the source zone become negligible.
In accordance with above assumptions on problem two-dimensionality and system compactness, the two-dimensional form of the compact Green's function is applied (Eq. (6.1.5) in Ref. 43 )
to evaluate the acoustic far-field. Here, x = (x 1 , x 2 ); H is a unit step function; and t r = t − |x|/c 0 is the acoustic retarded time. Y(y) denotes the Kirchhoff vector for the tandem-airfoil configuration, given by
where Y 2 ( y 1 , y 2 ) is the potential of uniform flow of unity magnitude in the y 2 -direction over the double-airfoil system (see Eq. (3.4.8) et seq. in Ref. 43) . Following the derivation of Eq. (20) for the acoustic pressure, the Green's function and its associated flow potentials appearing in the Kirchhoff vector must satisfy the impermeability conditions on the stationary airfoil surfaces. Making use of Sedov's formula for the potential flow over a set of fixed coplanar airfoils, 45 we find for the complex conjugate representation of the velocity field
The unit-flow potential Y 2 ( y 1 , y 2 ) (being the real part of the complex potential associated with W (z)) is obtained through numerical quadrature of Eq. (26) . Appearing in (26) are
denoting complete elliptic integrals, where β = 2 √ sa/(s + a) is fixed for a given tandem-setup geometry.
Substitution of G(x, y,t − τ) (Eq. (24)) into Eqs. (22) and (23) yields specific expressions for the upstream-and downstream-airfoil contributions to p ξ and p Ω . Starting with p u ξ (x,t), substitute Eqs. (24) and (2) into the ξ u -part in (22) . The time integration can be carried out explicitly, to yield A similar calculation, yet with ξ d unknown (and obtained numerically through solution of the near-field problem in Sec. II A), yields
Eqs. (27) and (28) express the leading-order dipole contributions of direct airfoils motion to the far-field sound radiation, with the dipole axis oriented along the x 2 -direction, and cos θ = x 2 /|x| denoting observer directivity.
To evaluate the vortex sound component p Ω , Eq. (24) is substituted into Eq. (23) 
We note that, apart from the "lift dipole" found for p ξ , the wake dipole also contains a "suction" component oriented along the mean-flow direction x 1 (proportional to sin θ). This component originates from the non-linear wake-airfoils interaction, causing vortices motion in both mean-flow and normal directions.
III. SCALING AND NUMERICAL ANALYSIS
The near-and far-field problems formulated in Sec. II are now scaled to obtain a nondimensional problem. Normalizing the length, velocity, time, and pressure by a,U, a/U, and ρ 0 U 2 , respectively, we find that the non-dimensional equation of motion (3) for the elastic airfoil becomes
denote the ratios of airfoil to fluid mass, and of mean-flow speed to airfoil bending speed (with the bending speed given by U b =  EI/ρ s a 2 ), respectively. The single-airfoil eigenvalue problem associated with Eq. (29) has been studied in Ref. 46 to delineate the critical conditions for the onset of spontaneous structure flutter. To ensure that our small-amplitude assumption is satisfied, we focus on a subcritical case, where the unperturbed (ξ d ≡ 0) airfoil state is stable. Specifically, we fixμ = 10 andᾱ = 1, corresponding to stable conditions according to Ref. 46 . Our numerical calculations indicate that no qualitative differences are observed when choosing other subcritical (μ,ᾱ) combinations, and we therefore consider the present choice as representative.
Omitting presentation of the full non-dimensional problem for brevity, we note that the scaled dynamical problem is also governed bȳ
specifying the normalized pitching amplitude and frequency, and separation distance between the airfoils, respectively. To illustrate our results, we fixε = 0.01 in accordance with the smallamplitude assumption set in Sec. II A. We thereby focus on the effects ofω ands on the far-field radiation of the system. Adopting the scaling introduced, the non-dimensional form of the acoustic pressure (21) becomes
In (34),
k mark x j -velocity components of the respective wake vortices. Results for the acoustic pressure are presented in terms of the acoustic "kernels" defined in (32)- (34) . In addition to the parameters introduced in Eqs. (30) and (31), the non-dimensional acoustic pressure is governed by the observer direction, θ = cos −1 (x 2 /|x|). Numerical solution to the non-dimensional problem is obtained via discretization of the system of equations in both time (fromt = 0 to some final time) and space (along airfoils chords). Space discretization is needed to express airfoils' vorticity distributions,γ u a (x 1 ,t) andγ d a (x 1 ,t), as well as for the numerical representation of the airfoil equation of motion (29) . The numerical solution for the vorticity distributions is obtained via standard Fourier-expansion procedure, as described in Ref. 4 for a single airfoil. At each time step, the system of equations is discretized in space using a finite-difference scheme for the elastic-airfoil equation of motion. The equations are then integrated in time using a fourth-order Runge-Kutta algorithm. The typical time step used for integration was ∆t = π/100ω (and fixed at ∆t = π/100 forω < 1), which proved sufficient for the convergence of results.
IV. RESULTS
Having fixed the values ofμ,ᾱ, andε in Sec. III, we now turn to discuss the effects of separation distances = s/a and pitching frequencyω on system far-field radiation. To assess the impact of downstream airfoil elasticity (where the two airfoils combine into a "rigid-elastic" setup), we compare our results with those obtained for a counterpart "rigid-rigid" setup, where the downstream airfoil is rigid and stationary. Our numerical calculations invariably show that the lift dipole component (∝ cos θ, see (33) and (34)) is considerably larger than the suction dipole (∝ sin θ), and we therefore focus on the former in the following discussion. The effect of the suction dipole is included when introducing the measure of acoustic power (see Eq. (36)), presented in Figs. 4-7.
Figures 2-4 describe the hydrodynamic and acoustic fields generated by a tandem airfoil setup with separation distance 2s = 6π and pitching frequencyω = 1. Starting with the near-field description, Fig. 2 shows time-variations of trailing edge displacements and airfoils total circulations (denoted byΓ a = Γ a /aU) during the motion. For the latter, cases of rigid-rigid (Fig. 2(c) ) and rigid-elastic ( Fig. 2(d) ) configurations are compared. Also presented in Fig. 2(b) is a time-snapshot of the vortical flow-field at quarter period (t =T/4, whereT = 2π/ω is the pitching period), indicating instantaneous locations of the upstream-airfoil and downstream-airfoil wake vortices.
The results in Figs. 2(a) , 2(c), and 2(d) indicate on an initial transient behavior of the system, starting at timet = 0 (when pitching motion commences), and evolving, at later times (t 35), to To rationalize the above finding, we make use of the vortical-field map shown in Fig. 2(b) . Based on Kelvin's theorem, the sum of circulations of each airfoil and its associated wake must vanish at all times,Γ
With all "frozen" wake vortices having fixed strengths, time-variations in totalΓ Fig. 2(b) ), respectively. The oscillatory motion of the upstream airfoil results in a vortex street with vortices of equal strengths and opposite signs (see the △ and ▽ symbols in Fig. 2(b) between −s + 1 <x 1 <s − 1). During each pitching period (T = 2π/ω), two vortices are detached from the upstream airfoil, at timest ≈T/4 andt ≈ 3T/4 (when pitching angle is maximal). Estimating the streamwise velocity of a wake vortex to be unity (in mean-flow U units 47 ), the travel time of a vortex from initiation till reaching at the downstream airfoil trailing edge is ∆t ≈ 2s. During this time, 4s/T vortices are released, apart from the convected vortex. The above kinematic description is supported by the vortical map presented in Fig. 2(b) , where forT = 2π ands = 3π, n = 4s/T + 1 = 7 upstream-wake vortices are found between −s + 1 <x 1 < s − 1. The upstream vortices interact with the downstream airfoil as approaching it, with their trajectories affected by this non-linear interaction in accordance with their equation of motion and structure impermeability condition. At the time instantt =T/4 presented, theΓ Fig. 2(b) ). The in-phase and counter-phase behaviors of airfoil displacements and circulations can now be explained. For the chosen combination ofs = 3π andω = 1, system kinetics forces, at any given time, shedding of a downstream-airfoil vortex (Γ d 1 in Fig. 2(b) ) that is approximately opposite in sign and equal in strength to the vortex being shed from the upstream airfoil (Γ u 1 in Fig. 2(b) ). This, in accordance with Eq. (35), results in a counter-phase relation between airfoil circulations. The in-phase flapping motion of upstream and downstream airfoils is directly related, as it essentially reflects the motion induced byΓ u 7 (equal in both sign and direction toΓ u 1 ) on the trailing edge of the downstream airfoil. As discussed below, this kinematic description has an important effect on the system acoustic signature.
The acoustic far-field behavior of theω = 1 ands = 3π system is presented in Figs. 3 and 4. Fig. 3 shows the separate contributions of the upstream and downstream airfoils to the directmotion, wake, and total lift-dipole pressures, and Fig. 4 presents the overall acoustic signature of the system. As we concentrate on the periodic system behavior, the results from Fig. 3 onward are presented over a period time interval and correspond to the "late-time" periodic response. A comparison between rigid-elastic and rigid-rigid configurations is discussed. Starting with the separate contributions in Fig. 3(a) , we observe characteristic differences between the direct-motion signal Π ξ of the rigid-rigid and rigid-elastic setups. In the rigid-rigid configuration, direct motion noise is generated by the upstream airfoil only (see Eq. (2)), leading to the sinusoidal pressure wave shown by the dashed line. The differences between the dashed and solid lines therefore reflect the effect of the downstream airfoil motion on the total direct-motion noise. In line with the synchronized motion of the two airfoils observed in Fig. 2(a) , the added motion of the elastic airfoil leads to an increase in the value of Π ξ over its counterpart rigid-rigid pressure. Notably, no similar effect is found in the wake Π Ω component presented in Fig. 3(b) : here, both configurations have nearly identical signatures (with a slight time-shift), indicating that airfoil elasticity has only a minor impact on the resulting wake sound. Comparing the separate contributions of upstream and downstream airfoils to the total sound in Figs. 3(c) and 3(d) , it is also observed that the upstream-airfoil signature is nearly unaffected by downstream-airfoil elasticity (cf. the dashed lines between the figures). It is therefore concluded that differences between rigid-rigid and rigid-elastic airfoil configurations are mainly due, in this case, to the direct sound emitted by the elastic airfoil motion.
The total signatures of thes = 3π andω = 1 systems are presented in Figure 4 . To this end, the figure describes both the far field of the total lift (θ = 0) dipole and the system non-dimensional acoustic power, defined by
and measuring the total instantaneous power (per unit length) radiated by the source. The results confirm that the downstream-airfoil elasticity leads to an increased noise level in the present case, where in-phase motion of the elastic airfoil is induced. In terms of sound pressure level, the difference between the curves in Fig. 4(a) amounts to a ≈3 dB increase in amplitude in the case of a rigid-elastic setup. The repeated form of the acoustic power in Fig. 4(b) between 0 ≤t r ≤T/2 and T/2 ≤t r ≤T reflects the symmetry existing in the system dynamics along a period, visible also in Figs. 3 and 4(a) , where the acoustic pressure is antisymmetric aboutt r =T/2.
A. Effect of airfoils separation
To assess the effect of airfoil separation distance on system acoustic signature, we introduce the average acoustic power, which can be considered as a measure for the overall noise emitted by the system in time. Based on Fig. 4(b) , it is clear that P * is larger in the rigid-elastic setup compared with the rigid-rigid case for ω = 1 ands = 3π.
The variation of P * withs/π for the caseω = 1 is presented in Figure 5 (a), for both rigidelastic (solid line) and rigid-rigid (dashed curve) airfoil setups. The two curves appear qualitatively similar, having nearly common maxima ats ≈ 2.8π ands ≈ 2.9π, and local minima ats ≈ 2.3π ands ≈ 3.3π. In line with our discussion in Figs. 3 and 4 , these maxima and minima correspond to setups where downstream-airfoil radiation is in-phase or counter-phase to the sound emission by the upstream-airfoil, respectively. It is therefore concluded that, at the given mean-flow and pitching-frequency conditions, the separation distance may be used as a means for controlling the total system radiation. Notably, close to the local minima points, the mechanism of sound reduction by counter-phase interaction is found more efficient in the rigid-elastic case compared with the rigid-rigid setup. This is because, for these values ofs, the added effect of elastic-airfoil sound Π d ξ , missing in the rigid-rigid case, acts to further reduce the acoustic signal, as the downstream-airfoil motion occurs in phase opposition to the upstream-airfoil displacement. The situation is opposite close to the maximum point, where the downstream airfoil is displaced with the same phase as the upstream generator, and elasticity increases the total pressure amplitude (see Figs. 2(a) and  3(a) ). The sound pressure levels associated with the results in Fig. 5(a) similarly indicate on a much stronger effect of airfoils separation distance on the noise in the rigid-elastic setup compared with the rigid-rigid system. Specifically, the variation withs between the maximal (in-phase) and minimal (counter-phase) values of P * corresponds to a reduction of ≈8 dB in the sound pressure level of the rigid-elastic system, while only a ≈4 dB difference is obtained in the rigid-rigid setup. Consequently, the pressure level associated with the minimum point of P * ats ≈ 2.3π is lower in ≈3 dB in the rigid-elastic system compared with the rigid-rigid configuration.
To further analyze the differences between the system behavior at in-phase and counter-phase conditions, Figs. 5(b)-5(d) present the acoustic signals obtained for a rigid-elastic setup ats = 2.9π ands = 2.3π. Fig. 5(b) shows comparison between the system acoustic power in the two cases, indicating the comparable sound reduction found in the counter-phase (s = 2.3π, dashed line) configuration. In-phase and counter-phase correlations between airfoils-motion and wake noise components are presented in Figs. 5(c) and 5(d), respectively, where it is seen that Π ξ may act to either increase or decrease the total signature, depending on the value ofs. The in-phase and counter-phase interactions between the airfoils are further illustrated in Figure 6 , which presents the separate contributions of upstream (dashed lines) and downstream (solid curves) airfoils to the total lift dipole fors = 2.9π ( Fig. 6(a) ) ands = 2.3π ( Fig. 6(b) ).
B. Effect of pitching frequency
Having analyzed the combined effects of separation distances and airfoil elasticity on system acoustic radiation, we now focus on the impact of pitching frequencyω on the results. To separate the effect ofω from the effect ofs on the system signature, variation in the pitching frequency should be accompanied by a change in the separation distance such that the productsω is kept constant. This ensures that, with varyingω, the phase-difference properties of the system remain unchanged. Following the results in Figs. 2-4 , we consider the casesω = 3π and examine a rigid-elastic airfoil setup. Figure 7 (a) presents the variation with frequency of the amplitude of the elastic trailing-edge displacement. While the amplitude is bounded and small in all cases (in line with outset assumption on small airfoil displacements), a distinct maximum is observed atω ≈ 0.85. This maximum reflects on the eigenspectrum of the elastic airfoil and agrees well with the least stable eigenfrequency found previously at the same (μ,ᾱ) combination for the case of a single airfoil. 30 Physically, fluid-loading excitation of the elastic airfoil at its least stable eigenfrequency results in its largest induced oscillations. This is equivalent to an airfoil "choosing" to amplify its least stable eigenmode, as a result of a single line vortex passing in its vicinity, as found in Ref. 30 .
The effect of the above "resonance-type" behavior on the system acoustic field is presented in Figs. 7(b) and 7(c) , showing the acoustic power of the setup atω = 0.85 (Fig. 7(b) ) andω = 3 ( Fig. 7(c) ), respectively, and comparing between rigid-rigid (dashed lines) and rigid-elastic (solid curves) configurations. Comparing between Figs. 7(b) and 7(c), we observe that the acoustic power in theω = 3 case is one order of magnitude larger than in theω = 0.85 setup. Moreover, the relative differences between rigid-rigid and rigid-elastic configurations are smaller in theω = 3 case.
In line with thes = 3π/ω choice of parameter, the upstream and downstream airfoils are set in an "in-phase" configuration, where the sound of the rigid-elastic system is amplified compared with the rigid-rigid setup (cf. Fig. 4(b) ). Our numerical calculations indicate that, with increasing ω, the system acoustic signature becomes more and more dominated by the direct upstream-airfoil motion contribution 48 Π u ξ . Subsequently, the total radiation of the system increases with increasinḡ ω, and the relative differences between rigid-rigid and rigid-elastic setups diminish. The effect of downstream-airfoil elasticity is mainly visible in the vicinity of the resonance frequency, where in-phase flapping of the downstream structure causes considerable increase in the total system radiation for the present choice ofs = 3π/ω. Inversely, when consideringsω values that correspond to counter-phase flapping (not presented here for brevity), the resonant motion of the downstream airfoil efficiently reduces the total sound level of the system below the counterpart rigid-rigid value. In this respect, the resonance-type motion may be considered beneficial.
V. CONCLUSION
We studied the acoustic signature of a tandem airfoil setup in uniform high-Reynolds and low-Mach number flow. The setup consisted of an upstream rigid airfoil and a downstream elastic airfoil, where the upstream airfoil was actuated at its leading edge with small-amplitude pitching motion, and the motion of the downstream structure was passively driven by the fluid. The hydrodynamic near-field description was obtained using potential thin-airfoil theory and was then applied to calculate the far-field sound through the Powell-Howe acoustic analogy. The specific effect of downstream-airfoil elasticity was assessed through comparison with results for a non-elastic setup, where the downstream airfoil was rigid and stationary. Depending on the separation distance between airfoils, it was shown that the motion of the airfoils and their wakes may shift between in-phase and counter-phase behaviors. Consequently, downstream-airfoil elasticity may act to amplify or suppress sound through the direct contribution of elastic-airfoil motion to the total radiation. Resonance-type motion of the elastic airfoil was found when the upstream airfoil was actuated at the least stable eigenfrequency of the downstream structure. This, again, resulted in overall sound amplification or suppression, depending on the separation distance between airfoils. With increasing actuation frequency, it was found that the acoustic signal becomes dominated by the direct contribution of upstream airfoil motion, whereas the relative contribution of the elastic airfoil to the total signature turns negligible.
In view of previous near-field investigations of the fluid-structure interaction problem in similar setups, [16] [17] [18] [19] [20] a discussion on the differences between the near-and far-field investigations is in place. Primarily, near-field analyses assume incompressible flow conditions. This is different from the present acoustic investigation, where compressibility is taken into account within the framework of the acoustic analogy used (see Sec. II B). In addition, the results for the acoustic signature are qualitatively different from what has been observed in near-field investigations. In near-field studies, workers have sought for optimal flow conditions to maximize the energetic benefit (in terms of energy harvesting or improved propulsion efficiency) gained by the interaction between a passive structure and its vicinity. Yet, in the present work, the total acoustic signature of the tandem setup has been studied. With the objective to minimize the total far radiation of the system, we have looked for conditions where the sound produced by each of the airfoils tends to cancel the sound of the other. Generally, the total radiation much depends on the combined interaction between the two bodies and associated flow fields.
In contrast with previous works on the generation of sound by the interaction of single (e.g., Refs. 4, 30, and 38) and multiple 29 airfoils with incoming ("incident") flow vorticity, the present analysis fully models, to an extent that the potential-flow theory holds, the cause for incoming flow unsteadiness. This is carried out through the upstream-flow "vortex generator" (which, in turn, affects the specific form of Green's function used for the far-field analysis), which generates flow vorticity in accordance with its prescribed motion. The work has focused on a case where the upstream rigid body follows sinusoidal pitching excitation. Even so, the resulting far-field pressure was not monochromatic (even if periodic), and contained a range of higher-order harmonics, as reflected by the form of the pressure signal (see Figs. 4-7) . A study on other forms (periodic or non-periodic) of the two-body excitation may be readily carried out using the present scheme.
Unlike Ref. 29 , which considers the acoustic field of a side-by-side rigid airfoil setup, the present contribution investigates the effect of structure elasticity on the far-field radiation. This is done by solving for the motion of the elastic airfoil and coupling its dynamics into the computational scheme. The aeroelastic degree of freedom gives rise, as discussed above, to flow-induced motion of the downstream structure, which, in turn, can be used to considerably suppress or amplify the total acoustic field of the system. These effects are demonstrated through comparison with a counterpart non-elastic setup, where the downstream flexible airfoil is replaced by a rigid stationary structure. The comparison enables delineation and rationalization of the parameters range where elasticity acts to amplify or reduce sound (see, e.g., Fig. 5(a) ). Thus, by taking into account the non-linearity of the near-field description, together with the coupling between the fluid and the aeroelastic properties of the material, the present contribution suggests a first systematic study on the impact of material flexibility on sound generation in a multi-airfoil configuration.
While the near-field problem considered was non-linear, it has been assumed, for application of thin-airfoil theory, thatε, the amplitude of pitching excitation, is small. Additionally, we have focused on subcritical conditions for the motion of the elastic airfoil, to ensure that the angle of attack at the downstream airfoil is small enough. Evaluation of an O(ε 2 ) correction to our results requires formulation and solution to a higher-order problem, which is generally not in the scope of thin airfoil theory. The present analysis may be considered complementary to existing works on near-field dynamics of multiple filaments, where spontaneous (unforced) motion of the structures has been studied at supercritical conditions (e.g., Refs. 19, 20, and 22) . Extension of the present acoustic analysis to include large-amplitude motions is a topic for future study, which would require a considerably more involved computational scheme.
