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Kapitel 1
Einleitung
In allen Anwendungsgebieten der Statistik gibt es nicht nur Gro¨ßen, die den Erwartungs-
wert einer Zielvariablen beeinflussen, so genannte Lokationseffekte, sondern auch Gro¨ßen,
die die Varianz beeinflussen, so genannte Dispersionseffekte. In einigen Gebieten reicht es
aus, das Versuchsdesign so aufzustellen, dass es trotz der Varianz beeinflussenden Gro¨ßen,
eine große externe Validita¨t gewa¨hrleistet, siehe Richter et al. (2010).
In technischen Anwendungen hat es sich jedoch seit der Einfu¨hrung von Taguchi in den
50er Jahren des letzten Jahrhunderts etabliert, die Prozesse nicht nur bezu¨glich ihres
Erwartungswertes sondern auch bezu¨glich ihrer Varianz zu optimieren. Die urspru¨ngli-
chen Taguchi-Methoden beruhen dabei auf den so genannten Produktpla¨nen. Sie basieren
auf Wiederholungen der Designmatrix fu¨r das Lokationsmodell und erlauben neben der
Scha¨tzung der Lokationseffekte auch eine der Dispersionseffekte. Zusa¨tzlich wird in tech-
nischen Prozessen ha¨ufig ein funktionaler Zusammenhang zwischen dem Erwartungswert
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und der Varianz beobachtet. Durch geeignete Transformationen wird versucht, diesen Zu-
sammenhang aufzuheben.
Alternativ zu den urspru¨nglichen Produktpla¨nen, die auf Wiederholungen beruhen und
somit eine Scha¨tzung der Varianz erlauben, werden ha¨ufig so genannte Combined Ar-
rays verwendet, vergleiche Steinberg und Bursztyn (1994). Sie werden ha¨ufig bevorzugt,
da sie bei gleicher Designgro¨ße eine bessere Vermischungsstruktur bezu¨glich der Lokati-
onsfaktoren bieten und das Modell ein gro¨ßeres Versta¨ndnis u¨ber die Quelle der Varianz
liefert. Ein Nachteil der Combined Arrays ist jedoch, dass mit den urspru¨nglichen Aus-
wertungsmethoden die Heteroskedastizita¨t nur durch Wechselwirkungen zwischen Design-
und Sto¨rgro¨ßen erkla¨rt werden kann. Effekte, die einen direkten Einfluss auf die Varianz
ausu¨ben, ko¨nnen nicht erkannt werden. Einen ausfu¨hrlichen Vergleich der beiden Designs
am Beispiel einer konkreten Anwendung wird in dem Paper von Kunert et al. (2007)
erbracht. Außerdem ko¨nnen die fu¨r Produktpla¨ne bestehenden Standardmethoden zur
Bestimmung einer geeigneten Transformation auf Grund der fehlenden Wiederholungen
nicht auf Combined Arrays u¨bertragen werden.
Erdbru¨gge und Auer (2010) schlagen zwei Verfahren vor, die auch fu¨r nichtwiederholte
Pla¨ne sowohl Lokations- als auch Dispersionseffekte scha¨tzen und zusa¨tzlich einen geeig-
neten Transformationsparameter identifizieren ko¨nnen. Das eine Verfahren ist eine Ver-
allgemeinerung der Box-Cox-Methode, siehe Box und Cox (1964), das andere beruht auf
generalisierten linearen Modellen, wobei fu¨r dieses Verfahren Konsistenz, asymptotische
Effizienz und Normalverteilung nachgewiesen werden konnte, wenn dabei die Parameter
mit Hilfe der Pseudo-Likelihood gescha¨tzt werden.
3Ein weiterer Aspekt in der technischen Versuchsplanung ist die Optimierung der Prozesse.
Auer et al. (2004) vergleichen verschiedene Mo¨glichkeiten der multivariaten Optimierung
bei Vorliegen von Dispersionseffekten anhand des Dru¨ckprozesses.
Der Augenmerk dieser Arbeit richtet sich auf die Identifikation aktiver Lokations- und
Dispersionseffekte. Die Identifikation soll auf Basis von Devianzdifferenzen durchgefu¨hrt
werden. Deshalb werden in dieser Arbeit auch die theoretischen Eigenschaften der durch
die Minimierung der Devianz gewonnenen Scha¨tzer untersucht werden. Die Arbeit gliedert
sich wie folgt:
In Kapitel 2 werden beide von Erdbru¨gge und Auer (2010) vorgeschlagenen Verfahren
noch einmal ausfu¨hrlich beschrieben. Dazu wird vorab ein U¨berblick u¨ber bekannte Me-
thoden zur Bestimmung eines Transformationsparameters gegeben und die Theorie der
Generalisierten Linearen Modelle mit ihren Erweiterungen zur Beru¨cksichtigung von Di-
spersionseffekten ausfu¨hrlich erla¨utert. Im Zuge dessen werden auch restringierte Varian-
ten der Pseudo-Likelihood vorgeschlagen.
Im darauf folgenden Kapitel 3 werden dann die theoretischen Eigenschaften des auf gene-
ralisierten linearen Modellen basierenden Verfahrens untersucht, wenn bei diesem statt der
Pseudo-Likelihood die Extend-Quasi-Likelihood oder restringierte erweiterte Likelihood
Varianten verwendet werden. Hierbei wird sich an dem von Erdbru¨gge und Auer (2010)
gefu¨hrten Beweis orientiert. Da den betrachteten Erweiterungen der Log-Likelihood keine
echte Dichte zu Grunde liegt, wird dabei auf so genannte Quasi-Verteilungen zuru¨ck-
gegriffen, die zumindest fu¨r die restringierten Varianten der Pseudo-Likelihood explizit
darstellbar sind. Basierend auf diesen Quasi-Verteilungen werden dann die theoretischen
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Eigenschaften der Scha¨tzer untersucht und, wenn mo¨glich, auf die urspru¨nglichen Scha¨tzer
u¨bertragen.
In Kapitel 4 wird eine auf den Devianzdifferenzen basierende Methode zur Identifizierung
von aktiven Lokations- und Dispersionsfaktoren eingefu¨hrt. Diese wird mit der Methode
von Pan und Taam (2002) verglichen. Simulationen zeigen, dass die vorgeschlagene Me-
thode fu¨r die Identifikation aktiver Dispersionseffekte a¨hnlich gute Ergebnisse liefert, wie
die von Pan und Taam. Das auf den Devianzdifferenzen basierende Verfahren ist dabei
klarer beschrieben, beno¨tigt keine normalverteilten Daten und besitzt nicht die Gefahr zu
großer Modelle, da es auf einer Vorwa¨rts- statt einer Ru¨ckwa¨rtsselektion beruht.
Zum Schluss wird in Kapitel 5 eine Zusammenfassung der Ergebnisse und ein Ausblick
auf mo¨gliche weitere Untersuchungen gegeben.
Kapitel 2
Transformationsmodelle und
generalisierte lineare Modelle
Ha¨ngt der Erwartungswert einer Zielgro¨ße y von L unabha¨ngigen Einflussgro¨ßen ab, ist es
wu¨nschenswert, diese Abha¨ngigkeit durch einen funktionalen Zusammenhang zu beschrei-
ben. Ha¨ufig wird ein linearer Zusammenhang unterstellt, der mit Hilfe von unbekannten,
zu scha¨tzenden Parametern beschrieben wird. In Matrixschreibweise la¨sst sich so ein linea-
rer Zusammenhang in der Form y = Xα+e darstellen. Dabei bezeichnet y = (y1, . . . , yn)
T
den Vektor der n Realisationen der Zielvariablen. Die Designmatrix X ∈ IRn×L+1 entha¨lt
in den L + 1 Spalten die zugeho¨rigen Einstellungen x1, . . . ,xL der L Einflussgro¨ßen in
den n La¨ufen und eine Einserspalte 1n fu¨r das allgemeine Mittel. Die Menge der L Ein-
flussgro¨ßen wird im Folgenden mit L bezeichnet und Menge der Lokationseffekte genannt.
α = (α0, α1, . . . , αL)
T gibt den zugeho¨rigen Parametervektor einschließlich des allgemeinen
Mittels wieder. Fu¨r den Fehlervektor e = (e1, . . . , en)
T wird im Allgemeinen die Annahme
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getroffen, dass er Realisationen von stochastisch unabha¨ngigen, normalverteilten Zufalls-
variablen mit Erwartungswert Null und konstanter, erwartungswertunabha¨ngiger Varianz
σ2 darstellt. Zusa¨tzlich spiegelt das Modell die Annahme wieder, dass Additivita¨t der
Effekte vorliegt. Im Folgenden wird immer davon ausgegangen, dass die Matrix X vollen
Rang besitzt und somit (XTX)−1 existiert.
2.1 Transformationsmodelle
Die oben beschriebenen einfachen linearen Modelle setzen voraus, dass die Fehler eine
konstante Varianz besitzen. In technischen Anwendungen ist jedoch ha¨ufig zu beobach-
ten, dass die Varianz mit steigendem Erwartungswert wa¨chst, dass also ein funktionaler
Zusammenhang zwischen diesen zwei Gro¨ßen besteht. Um trotzdem mit obigem Modell ar-
beiten zu ko¨nnen, wird versucht, eine Transformation zu finden, die zu konstanter Varianz
der transformierten Daten fu¨hrt. Allgemein wird angenommen, dass ein Zusammenhang
folgender Art besteht
V ar(yi) = σ
2
i = v(µi) und E(yi) = µi > 0, i = 1, . . . , n .
Nun wird mit Hilfe der Delta-Methode, siehe Schervish (1995), S. 401f., eine Transforma-
tion T (·) bestimmt, so dass die transformierten Daten ungefa¨hr eine konstante Varianz
besitzen. Dabei wird die Tatsache ausgenutzt, dass sich die transformierten Daten mit
einer Taylorentwicklung um µi approximativ wie folgt darstellen lassen:
T (yi) ≈ T (µi) + (yi − µi) ∂
∂yi
T (yi) |yi=µi .
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Da die transformierten Daten eine konstante Varianz besitzen sollen, muss gelten:
c = V ar (T (yi))
≈ V ar
(
T (µi) + (yi − µi) ∂
∂yi
T (yi) |yi=µi
)
= V ar(yi)
(
∂
∂yi
T (yi) |yi=µi
)2
= v(µi)
(
∂
∂yi
T (yi) |yi=µi
)2
.
Somit muss fu¨r die Transformationsvorschrift T (·) gelten: T (µi) =
∫
c√
v(µi)
dµi. In
dieser Arbeit wird immer von dem ha¨ufig unterstellten exponentiellen Zusammenhang
folgender Art ausgegangen:
σ2i = ϕµ
2β
i , i = 1, . . . , n, und ϕ > 0. (2.1)
Hierbei resultiert die Delta-Methode durch Bildung der zugeho¨rigen Stammfunktion in
einer so genannten Power-Transformation:
T (yi) ∝

y1−βi − 1
1− β : β 6= 1
log yi : β = 1
. (2.2)
Hierbei wird angenommen, dass yi > 0 fu¨r alle i, i = 1, . . . , n. Ist diese Annahme nicht
erfu¨llt, wird allen yi eine Konstante hinzu addiert.
Im Allgemeinen wird zwar von einem Zusammenhang der Art (2.1) ausgegangen, der
genaue Wert fu¨r den Parameter β ist jedoch meist unbekannt und muss gescha¨tzt wer-
den. Ein bekanntes Verfahren zur Scha¨tzung des Transformationsparameters β ist die
β−Methode von Logothetis (1988), die fu¨r wiederholte Pla¨ne geeignet ist. Hierbei werden
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fu¨r jede Einstellung der Einflussgro¨ßen sowohl der Mittelwert als auch die Standardab-
weichung berechnet. Tra¨gt man die logarithmierten Standardabweichungen gegen die lo-
garithmierten Mittelwerte ab, so entspricht die Steigung dem Transformationsparameter
β und kann mit einem einfachen linearen Modell gescha¨tzt werden.
2.1.1 Box-Cox Verfahren
Box und Cox (1964) benutzen zur Bestimmung des Transformationsparameters λ = 1−β
die Maximum-Likelihood Methode. Dazu transformieren sie die Beobachtungen gema¨ß
einer zu (2.2) proportionalen Transformationsvorschrift Tλ(y) und unterstellen fu¨r die
transformierten Daten Normalverteilung und konstante Varianz, das heißt sie gehen von
folgendem Modell aus:
Tλ(y) = Xα + e mit e ∼ N(0, σ2In) und Tλ (yi) =

yλi − 1
λ
: λ 6= 0
log yi : λ = 0
. (2.3)
Die Dichte der untransformierten Zielvariable y kann mit Hilfe des Transformationssatzes
fu¨r stetige Dichten bestimmt werden zu
f(y|α, σ2, λ) = f(Tλ(y|α, σ2, λ)) det J,
wobei det J = (
∏n
i=1 yi)
λ−1
die zugeho¨rige Jacobideterminante ist. Die Maximierung der
resultierenden Log-Likelihood bezu¨glich der Parameter α, σ2 und λ fu¨hrt zu folgenden
expliziten Lo¨sungen fu¨r αˆ bzw. σ̂2:
α̂ = (XTX)−1XTTλ(y) und σ̂2 =
1
n
Tλ(y)
Tω⊥(X)Tλ(y),
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wobei ω⊥(X) = In−X
(
XTX
)−1
XT die Orthogonalprojektion auf X ist. Der Scha¨tzer fu¨r
λ kann nur numerisch durch Maximierung der Log-Likelihood
`
(
λ | αˆ, σ̂2,y
)
= −n
2
log(2pi)− n
2
log
( 1
n
Tλ(y)
Tω⊥(X)Tλ(y)
)
− n
2
+ (λ− 1)1Tn log y
gelo¨st werden. Die von Box und Cox (1964) vorgeschlagene standardisierte Transformati-
onsvorschrift
T˜λ(y) =
Tλ(y)
y˙λ−1
,
wobei y˙ = (
∏n
i=1 yi)
1
n das geometrische Mittel der Beobachtungen ist, fu¨hrt zu folgender
vereinfachter Log-Likelihood
`
(
λ | αˆ, σ̂2,y
)
= −n
2
log(2pi)− n
2
log
( 1
n
T˜λ(y)
Tω⊥(X)T˜λ(y)︸ ︷︷ ︸
SSE(λ)
)
− n
2
.
A¨quivalent zur Maximierung dieser Log-Likelihood kann nun die Fehlerquadratsumme
SSE(λ) bezu¨glich λ minimiert werden. In praktischen Anwendungen reicht es oft aus, λ̂
grafisch zu bestimmen. Dazu wird die Fehlerquadratsumme SSE(λ) gegen eine Sequenz
Λ = {λ1, . . . , λr} abgetragen, und der Wert als Scha¨tzer fu¨r λ genommen, der die Feh-
lerquadratsumme ungefa¨hr minimiert. Ha¨ufig wird −1, 0, 1
2
, 1 oder 2 als Transformations-
paramter gewa¨hlt, so dass der Kehrwert, der Logarithmus, die Wurzel, die Originalwerte
oder die Quadrate der Beobachtungen analysiert werden.
2.1.2 Transformationsmodelle mit Dispersionsparameter
Neben der Mo¨glichkeit, dass Faktoren einen indirekten Einfluss auf die Varianz ausu¨ben,
na¨mlich u¨ber einen funktionellen Zusammenhang zwischen Erwartungswert und Varianz,
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ist es auch mo¨glich, dass es Faktoren gibt, die einen direkten Einfluss auf die Varianz
ausu¨ben, so genannte Dispersionsfaktoren. Dem kann Rechnung getragen werden, indem
die Konstante ϕ aus Formel (2.1) nun durch ein ϕi in Abha¨ngigkeit von Dispersionsfakto-
ren modelliert wird. Hierbei wird angenommen, dass der Zusammenhang folgendermaßen
aussieht:
σ2i = µ
2β
i exp{zTi γ} , i = 1, . . . , n. (2.4)
Dabei stellt zi = (1, zi1, . . . , ziD)
T den Vektor der Einstellungen fu¨r das allgemeine Mit-
tel und die D Dispersionseffekte in Lauf i, i = 1 . . . , n, dar. Die Menge der D Disper-
sionseffekte wird im Folgenden mit D bezeichnet. Dabei muss die Menge der Disper-
sionseffekte D nicht notwendigerweise disjunkt zur Menge der Lokationseffekte L sein.
γ = (γ0, γ1, . . . , γD)
T gibt den zugeho¨rigen Parametervektor wieder. Der Gebrauch der
Exponentialfunktion ist u¨blich, da er positive Scha¨tzer fu¨r die Varianz garantiert und
eine einfache Interpretation ermo¨glicht. Existiert kein funktioneller Zusammenhang, so
reduziert sich σ2i zu exp{zTi γ} fu¨r alle i, i = 1, . . . , n. Dieses Modell entspricht der von
Aitken (1987) und Engel und Huele (1996) vorgeschlagenen multiplikativen Heteroskeda-
stizita¨t. Liegt Varianzmodell (2.4) vor, so sind die aus der β-Methode erhaltenen Scha¨tzer
inkonsistent. Existiert jedoch ho¨chstens ein Dispersionseffekt, so kann die generalisierte
β-Methode von Kunert und Lehmkuhl (1998) zur konsistenten Scha¨tzung herbeigezogen
werden. Hierbei werden fu¨r die verschiedenen Einstellungen des Dispersionsfaktors paral-
lele Geraden angepasst.
Eine weitere Mo¨glichkeit, den Transformationsparameter bei Vorliegen von Dispersionsef-
fekten zu scha¨tzen, ist der von Box (1988) vorgeschlagene λ-Plot. Er nimmt multiplikative
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Heteroskedastizita¨t fu¨r die transformierten Daten Tλ(y) an, d.h. er unterstellt
Tλ(y) = Xα + e , wobei e ∼ N
(
0,Σ
)
und Σ = diag(σ2i ) = diag
(
exp
{
zTi γ
} )
(2.5)
und scha¨tzt fu¨r eine Sequenz Λ = {λ1, . . . , λr} standardisierte Lokations- und Dispersions-
effekte. Diese Scha¨tzer werden in zwei separaten Grafiken abgetragen. Der Transformati-
onsparameter wird nun so gewa¨hlt, dass mo¨glichst wenige Dispersionseffekte identifiziert
werden, gleichzeitig aber mehrere klare Lokationseffekte und mo¨glichst wenige Wechsel-
wirkungen sichtbar sind.
Weder die β-Methoden (die urspru¨ngliche sowie die generalisierte) noch der λ-Plot ko¨nnen
jedoch bei Vorliegen von nichtwiederholten Pla¨nen angewandt werden.
Erdbru¨gge und Auer (2010) schlagen zwei Verfahren vor, welche auch im Fall von nichtwie-
derholten Pla¨nen den Transformationsparameter λ = 1− β sowie die Parametervektoren
der Lokations- und Dispersionseffekte gleichzeitig scha¨tzen ko¨nnen. Das eine Verfahren ist
eine Erweiterung des oben erla¨uterten Box-Cox-Verfahrens, das andere basiert auf gene-
ralisierten linearen Modellen. Beide Erweiterungen werden in den folgenden Abschnitten
ausfu¨hrlich erla¨utert.
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2.2 Generalisierte Lineare Modelle fu¨r Modelle mit
Dispersionsfaktoren
2.2.1 Klassische Generalisierte Lineare Modelle
Mit Hilfe der obigen Transformationsmodelle sollen die Annahmen der linearen Modelle,
d.h. Normalverteilung der Fehler, Additivita¨t der Effekte und eine vom Erwartungswert
unabha¨ngige konstante Varianz erzielt werden. Es ist jedoch nicht immer mo¨glich, eine
einzige Transformation zu finden, die zur gleichzeitigen Erfu¨llung aller Annahmen fu¨hrt.
Nelder und Lee (1991) fu¨hren das Beispiel von Poisson-verteilten Zufallsvariablen y1 . . . , yn
mit Erwartungswerten µ1, . . . , µn auf. Um approximative Normalverteilung zu erreichen,
wird die Transformation z = y2/3 beno¨tigt, konstante Varianzen hingegen werden mit
z = y1/2 erzielt und fu¨r die Additivita¨t der Effekte wird meist eine Log-Transformation
beno¨tigt. Eine Mo¨glichkeit, dieses Problem zu umgehen, bieten generalisierte lineare Mo-
delle (GLM), welche die Daten in der Originalskala modellieren. Sie arbeiten mit dem Kon-
zept der Exponentialfamilie, die wie folgt definiert ist (siehe Fahrmeir und Tutz (1997),
Anhang A.1):
Definition 1 (Einparametrige Exponentialfamilie mit Dispersionsparameter)
Sei der statistische Raum (Ω,A,P) mit Parametrisierung P = {Pϑ : ϑ ∈ Θ} und die
Zufallsvariable y gegeben. Die Familie von Verteilungen Py = {P yϑ : ϑ ∈ Θ} auf (IR,B)
heißt einparametrige Exponentialfamilie mit Dispersionsparameter ϕ, falls folgendes gilt:
2.2. GLMS FU¨R MODELLE MIT DISPERSIONSFAKTOREN 13
1. ϑ ∈ Θ ⊂ IR
2. ∃ ein σ−endliches Maß µ auf (IR,B), so dass fu¨r alle ϑ ∈ Θ eine µ-Dichte fϑ von
P yϑ existiert
3. fϑ ist darstellbar als f(y|ϑ, ϕ) = exp
{
yϑ−b(ϑ)
ϕ
+ c(y, ϕ)
}
,
wobei b : Θ→ IR beliebig oft differenzierbar, ϕ ∈ IR+ und c : IR× IR+ → IR messbar
auf B ist.
Dabei heißt ϑ natu¨rlicher Parameter und ϕ Dispersionsparameter.
Satz 1
Fu¨r den Erwartungswert und die Varianz einer Zufallsvariablen y, deren Verteilung zu
einer einparametrigen Exponentialfamilie mit Dispersionsparameter ϕ geho¨rt, gilt:
E {y |ϑ} = µ(ϑ) = ∂
∂ϑ
b(ϑ)
V ar {y |ϑ} = ϕ ∂
2
∂ϑ2
b(ϑ) = ϕ
∂
∂ϑ
µ(ϑ) > 0 .
Beweis: Laut Lehmann (1986), S. 29, ist in Exponentialfamilien die Vertauschung von Inte-
gration und Differentiation erlaubt. Somit gilt:
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(i) E
{
∂
∂ϑ
log f(y |ϑ, ϕ)
}
=
∫ {
∂
∂ϑ
log f(y |ϑ, ϕ)
}
f(y |ϑ, ϕ) dy
=
∫
∂
∂ϑ
f(y |ϑ, ϕ) dy = ∂
∂ϑ
∫
f(y |ϑ, ϕ) dy = ∂
∂ϑ
1 = 0 und
(ii) E
{
∂2
∂ϑ2
log f(y |ϑ, ϕ)
}
+ E
{(
∂
∂ϑ
log f(y |ϑ, ϕ)
)2}
=
∫ [
− 1
f(y |ϑ, ϕ)2
(
∂
∂ϑ
f(y |ϑ, ϕ)
)2
+
1
f(y |ϑ, ϕ)
∂2
∂ϑ2
f(y |ϑ, ϕ)
]
f(y |ϑ, ϕ) dy
+
∫ [
1
f(y |ϑ, ϕ)
∂
∂ϑ
f(y |ϑ, ϕ)
]2
f(y |ϑ, ϕ) dy
=
∫
∂2
∂ϑ2
f(y |ϑ, ϕ) dy
=
∂2
∂ϑ2
∫
f(y |ϑ, ϕ) dy = 0 .
Mit
∂
∂ϑ
log f(y |ϑ, ϕ) = y −
∂
∂ϑb(ϑ)
ϕ
und
∂2
∂ϑ2
log f(y |ϑ, ϕ) = − 1
ϕ
∂2
∂ϑ2
b(ϑ)
folgt fu¨r den Erwartungswert von y:
E
{
∂
∂ϑ
log f(y |ϑ, ϕ)
}
= E
{
y − ∂∂ϑ b(ϑ)
ϕ
}
=
µ(ϑ)− ∂∂ϑ b(ϑ)
ϕ
(i)
= 0
⇔ µ(ϑ) = ∂
∂ϑ
b(ϑ) .
Und fu¨r die Varianz von y ergibt sich:
V ar {y |ϑ, ϕ} = E
{(
y − ∂
∂ϑ
b(ϑ)
)2}
= E
{
ϕ2
[
∂
∂ϑ
log f(y |ϑ)
]2}
(ii)
= −ϕ2E
{
∂2
∂ϑ2
log f(y |ϑ)
}
= −ϕ2E
{
− 1
ϕ
∂2
∂ϑ2
b(ϑ)
}
= ϕ
∂2
∂ϑ2
b(ϑ) .
q.e.d.
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Die Funktion V : IR→ IR mit V (µ(ϑ)) := ∂2
∂ϑ2
b(ϑ) = ∂
∂ϑ
µ(ϑ), welche den Zusammenhang
zwischen Varianz und Erwartungswert beschreibt, wird Varianzfunktion genannt, siehe
McCullagh und Nelder (1989), S.28 f.
Beobachtungen, die einer Exponentialfamilie entstammen, ko¨nnen mit generalisierten li-
nearen Modellen, die wie folgt definiert sind, in der Originalskala modelliert werden, siehe
Fahrmeir und Tutz (1997), Anhang A.1:
Definition 2 (Generalisiertes Lineares Modell (GLM))
Es seien die Zufallsvariablen y1, . . . , yn, die zugeho¨rigen Vektoren xi, i = 1, . . . , n mit den
jeweiligen Einstellungen der L Lokationseffekte und der Dispersionsparameter ϕ gegeben.
Weiter gelte, dass y1| (x1, ϕ), . . . , yn| (xn, ϕ) stochastisch unabha¨ngig sind. Ein generali-
siertes lineares Modell ist dann durch eine Verteilungs- und eine Strukturannahme gege-
ben:
Verteilungsannahme:
Die Verteilung P yi geho¨rt fu¨r alle i, i = 1, . . . , n, zu einer einparametrigen Exponentialfa-
milie mit natu¨rlichem Parameter ϑi und Dispersionsparameter ϕ.
Strukturannahme:
Der Erwartungswert µi = E(yi|ϑi, ϕ) ha¨ngt u¨ber eine eindeutige Linkfunktion g von dem
linearen Pra¨diktor ηi = x
T
i α wie folgt ab: g(µi(ϑi)) = g
(
∂
∂ϑi
b(ϑi)
)
= ηi(α) = x
T
i α. Dabei
ist g : IR→ IR eine bijektive beliebig oft differenzierbare Funktion und ∂b
∂ϑi
(·) bijektiv.
Dabei wird angenommen, dass eine Linkfunktion g(·) existiert, so dass die geforderte Addi-
tivita¨t der Effekte gegeben ist. Der Zusammenhang zwischen Varianz und Erwartungswert
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wird durch die Varianzfunktion V (µ) beschrieben, die genau wie der Dispersionsparame-
ter ϕ durch die Exponentialfamilie festgelegt ist. Die Linkfunktion g(·) = ( ∂b
∂ϑ
)−1
(·), heißt
natu¨rliche oder kanonische Linkfunktion und resultiert in ϑi = x
T
i α.
Da dem klassischen GLM-Ansatz eine echte Dichte zu Grunde liegt, kann die Log-
Likelihood `(ϑ |y, ϕ) bestimmt werden zu
`(ϑ |y, ϕ) =
n∑
i=1
[
yiϑi − b(ϑi)
ϕ
+ c˜(yi, ϕ)
]
. (2.6)
Die Parameter in einem GLM, der natu¨rliche Parameter ϑ, der Erwartungswert µ und der
Parameter α des linearen Pra¨diktors, ha¨ngen voneinander ab. Unter Ausnutzung dieser
Beziehungen kann die Log-Likelihood auch in Abha¨ngigkeit von α oder µ dargestellt
werden: Aus der Tatsache, dass µi(α) = g
−1(xTi α) und µi(ϑi) =
∂b
∂ϑi
(ϑi), folgt
ϑi =
(
∂b
∂ϑi
)−1
(µi) =
(
∂b
∂ϑi
)−1 (
g−1(xTi α)
)
. (2.7)
Einsetzen von (2.7) in (2.6) fu¨hrt zu folgenden alternativen Schreibweisen der Log-
Likelihood:
`(µ |y, ϕ) =
n∑
i=1
yi
(
∂b
∂ϑi
)−1
(µi)− b
[(
∂b
∂ϑi
)−1
(µi)
]
ϕ
+ c˜(yi, ϕ)
 (2.8)
bzw.
`(α |y, ϕ) =
n∑
i=1
yi
(
∂b
∂ϑi
)−1 (
g−1(xTi α)
)− b [( ∂b
∂ϑi
)−1 (
g−1(xTi α)
)]
ϕ
+ c˜(yi, ϕ)
 (2.9)
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Durch Lo¨sen der so genannten Scoregleichungen
S(αp) =
n∑
i=1
∂`(αp|yi, ϕ)
∂αp
=
n∑
i=1
∂`(ϑi|yi, ϕ)
∂αp
=
n∑
i=1
∂`(ϑi|yi, ϕ)
∂ϑi
∂ϑi
∂µi
∂µi
∂ηi
∂ηi
∂αp
=
n∑
i=1
yi − µi
ϕ
1
V (µi)
∂g−1(ηi)
∂ηi
xip = 0, p = 0, . . . , L.
ko¨nnen die ML-Scha¨tzer fu¨r den Parametervektor α = (α0, . . . , αL)
T der Lokationseffekte
gewonnen werden.
Lehmann (1983) und Wasan (1970) geben die im Folgenden aufgefu¨hrten elementaren
Regularita¨tsbedingungen an, unter denen die Konsistenz und Effizienz der resultierenden
ML-Scha¨tzer gezeigt werden kann. Der darauf folgende Satz stellt Bedingungen auf, unter
denen die obigen wu¨nschenswerten Eigenschaften der ML-Scha¨tzer gegeben sind.
Bedingung 1 (Elementare Regularita¨tsbedingungen)
Es sei θ = (θ1, . . . , θs)
T ∈ Θ ⊂ IRs ein Parametervektor und xi ∈ X ein Vektor von
Auspra¨gungen mo¨glicher Einflussvariablen auf die Momente von yi. Die Verteilung von
yi mit zugeho¨riger Dichte f(yi | θ,xi) gegeben θ und xi bezu¨glich eines σ-endlichen Maßes
ν werde mit Pθ bezeichnet. Weiter gelte:
(E1) Die Beobachtungen y1, . . . , yn sind stochastisch unabha¨ngig.
(E2) Pθ 6= Pθ ′ fu¨r θ 6= θ ′ und θ, θ ′ ∈ Θ.
(E3) Die Menge {yi : f(yi | θ, xi) > 0} ist unabha¨ngig von θ, d. h. die Verteilungen Pθ
haben einen gemeinsamen Tra¨ger.
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Satz 2
Der Beobachtungsvektor y sei gegeben durch y = (y1, . . . , yn)
T und zu scha¨tzen sei der
wahre Parametervektor θ0 = (θ01, . . . , θ0s)
T ∈ Θ. Es gelte die Bedingung 1 und zusa¨tzlich
die folgenden Regularita¨tsbedingungen:
(R1) Es gibt eine offene Teilmenge Θ˜ von Θ, die den wahren Parameter θ0 entha¨lt, so
dass fu¨r jedes θ ∈ Θ˜ alle Ableitungen
∂3
∂θj ∂θk ∂θl
f(yi | θ, xi) , j, k, l ∈ {1, . . . , s}
der Dichtefunktion existieren (fu¨r fast alle yi).
(R2) Die ersten und zweiten Ableitungen der Log-Likelihood `(θ | yi) := `(θ | yi, xi)
erfu¨llen die Gleichungen
(a) Eθ
{
∂
∂θj
`(θ | yi)
}
= 0 fu¨r j = 1, . . . , s ,
(b) Ijk(θ) = Eθ
{
∂
∂θj
`(θ | yi) · ∂
∂θk
`(θ | yi)
}
= Eθ
{
− ∂
2
∂θj ∂θk
`(θ | yi)
}
fu¨r j, k = 1, . . . , s .
(R3) Die s × s Matrix I(θ) ist positiv definit und alle Ijk(θ) sind endlich, so dass
I(θ)−1 existiert.
(R4) Es gibt Funktionen Hjkl(yi) (evtl. von θ0 abha¨ngig) mit Eθ0 {Hjkl(yi)} = H˜jkl <∞,
so dass gilt:∣∣∣∣ ∂3∂θj ∂θk ∂θl log f(yi | θ, xi)
∣∣∣∣ ≤ Hjkl(yi) ∀ θ ∈ Θ˜ ∀ j, k, l .
Dann strebt fu¨r n → ∞ die Wahrscheinlichkeit gegen 1, dass Lo¨sungen θˆ := θˆ(y) der
Score-Gleichungen existieren, fu¨r die folgendes gilt:
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(i) Der Ausdruck
√
n
(
θˆ − θ0
)
ist asymptotisch normalverteilt mit Erwartungswert 0s
und Varianz-Kovarianz Matrix [I(θ0)]−1, wobei I(θ0) die Informationsmatrix nach
Fisher ist.
Somit gilt insbesondere:
(ii) Die Scha¨tzer θˆj sind konsistent fu¨r θ0j.
(iii) Die Scha¨tzer θˆj sind asymptotisch effizient, d. h.
√
n(θˆj − θ0j) d−→ N
(
0, [I(θ0)]−1jj
)
.
Beweis: siehe Lehmann (1983) und Wasan (1970).
Erdbru¨gge (2003) zeigt, dass fu¨r den Parametervektor α die Voraussetzungen fu¨r Satz 2
erfu¨llt sind, wenn die Inverse der Linkfunktion g(·)−1 dreimal stetig differenzierbar ist,
(XTX)−1 existiert und fu¨r n → ∞ der Raum X der Einstellungen der Einflussfaktoren
beschra¨nkt bleibt. Somit gibt es mit einer Wahrscheinlichkeit, die fu¨r n → ∞ gegen 1
strebt, eine eindeutige Lo¨sung der Scoregleichungen. Die daraus resultierenden Scha¨tzer
fu¨r θ = α sind konsistent und asymptotisch effizient und normalverteilt.
Im Allgemeinen ko¨nnen die Scoregleichungen S(θ) := ∂
∂θ
`(θ|y) = 0s jedoch nicht ana-
lytisch gelo¨st werden. Stattdessen wird meist das Newton-Verfahren mit Fisher-Scoring
verwendet. Hierbei wird ein vorla¨ufiger Scha¨tzer θ0 bestimmt. Dieser wird dann iterativ
bis zum Erreichen von Konvergenz verbessert: In Schritt k + 1 wird der Scha¨tzer θ(k+1)
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gewonnen durch: θ(k+1) = θ(k) −
(
∂S(θ)
∂θ
|θ=θ(k)
)−1
S(θ(k)). Beim Fisher-Scoring wird die
Matrix der Ableitungen der Scorefunktion ∂S(θ)
∂θ
|θ=θ(k) durch ihren Erwartungswert, die
negative Fisher-Information I(θ(k)) ersetzt, da diese leichter zu berechnen ist. Somit folgt
θ(k+1) = θ(k) + I(θ(k))−1S(θ(k)), siehe McCullagh und Nelder (1989), S.40.
In praktischen Fa¨llen wird jedoch ha¨ufig beobachtet, dass die empirische Varianz gro¨ßer
oder auch kleiner ist als durch die Exponentialfamilie impliziert wird, es liegt U¨ber- bzw.
Unterdispersion vor. In diesen Fa¨llen kann der Dispersionsparameter ϕ auch aus den
Daten gescha¨tzt werden. Ist α bekannt, so kann der erwartungstreue Momentenscha¨tzer
ϕ˜ =
1
n
n∑
i=1
(
yi − g−1(xTi α)
)2
V
(
g−1(xTi α)
)
verwendet werden. Wird α durch die Maximum-Likelihood Methode gescha¨tzt, ist
ϕˆ =
1
n− rg(X)
n∑
i=1
(
yi − g−1(xTi αˆ)
)2
V
(
g−1(xTi αˆ)
) (2.10)
ein erwartungstreuer Scha¨tzer fu¨r den Dispersionsparameter ϕ, siehe Firth (1991). Der
Dispersionsparameter ϕ ist dabei unabha¨ngig vom Laufindex i, kann also nicht wie der
Erwartungswert µi u¨ber einen linearen Pra¨diktor modelliert werden, d.h. im klassischen
generalisierten linearen Modell ko¨nnen keine Dispersionsfaktoren beru¨cksichtigt werden.
2.2.2 Gu¨temaße und Residuen
Nach der Anpassung eines Modells mit p Parametern ist es sinnvoll, die Gu¨te des Modells
zu bestimmen. Im linearen Modell geschieht dies oft durch das Bestimmtheitsmaß. Dieses
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ist hier jedoch nicht sinnvoll, weil es auf den Annahmen des linearen Modells aufbaut. Firth
(1991) beschreibt zwei fu¨r GLMs ha¨ufig benutzte Gu¨temaße. Die Devianz vergleicht die
Log-Likelihood `(µˆ|y, ϕ) des angepassten Modells mit der Log-Likelihood `(y|y, ϕ) eines
saturierten Modells, d.h. eines Modells, welches die Beobachtungen exakt wiedergeben
wu¨rde. Sie ist wie folgt definiert:
Definition 3 ((skalierte) Devianz)
Gegeben seien die unabha¨ngigen Beobachtungen y = (y1, . . . , yn) mit zugeho¨riger Log-
Likelihood `(µ|y, ϕ) und die durch ein GLM bestimmten Scha¨tzer µˆi. Die (unskalierte)
Devianz eines GLMs ist definiert als
Devl(µˆ |y) := −2ϕ[`(µˆ|y, ϕ)− `(y|y, ϕ)] = −2
n∑
i=1
∫ µˆi
yi
yi − t
V (t)
dt
und die skalierte Devianz als
Devs(µˆ |y, ϕ) := Devl(µˆ |y, ϕ)/ϕ.
Dabei ist `(y|y, ϕ) wie in (2.8) definiert, wobei yi fu¨r µi eingesetzt wird.
Die Integralschreibweise ist die fu¨r GLMs gebra¨uchlichere. Sie kann aus der Differenz
der Log-Likelihoods gewonnen werden, indem ausgenutzt wird, dass die Beobachtungen
in einem GLM aus einer einparametrigen Exponentialfamilie mit Dispersionparameter ϕ
stammen und somit
∂`(µi| yi, ϕ)
∂µi
=
∂
∂ϑi
(
yiϑi − b(ϑi)
ϕ
)
∂ϑi
∂µi
=
1
V (µi)
yi − µi
ϕ
gilt. In dieser Schreibweise reicht die Kenntnis des Erwartungswertes µ und der Varianz-
funktion V (·) zur Bestimmung der Devianz aus, die Kenntnis der exakten Dichte ist nicht
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no¨tig. Fu¨r die skalierte Devianz wird zusa¨tzlich noch die Kenntnis des Dispersionspara-
meters ϕ beno¨tigt.
Alternativ kann die wie folgt definierte generalisierte Pearson-Statistik zur Bestimmung
der Modellgu¨te benutzt werden.
Definition 4 ((skalierte) generalisierte Pearson-Statistik)
Gegeben seien die unabha¨ngigen Beobachtungen y = (y1, . . . , yn) und die durch ein GLM
bestimmten Scha¨tzer µˆi. Dann ist die (unskalierte) generalisierte Pearson-Statistik defi-
niert als
X2(µˆ |y, ϕ) :=
n∑
i=1
(yi − µˆi)2
V (µˆi)
und die skalierte Pearson-Statistik als
X2s (µˆ |y, ϕ) := X2(µˆ |y)/ϕ.
Ist der Dispersionsparameter ϕ unbekannt, so kann z.B. der Scha¨tzer aus (2.10) eingesetzt
werden.
Beide Gu¨temaße nehmen nur Werte gro¨ßer Null an und sind umso kleiner, je gro¨ßer die
Gu¨te des Modells ist. Unter Normalverteilung entsprechen beide Gu¨temaße der Fehlerqua-
dratsumme. Entstammen die Beobachtungen einer Poisson- oder einer Binomialverteilung,
so entspricht die generalisierte Pearson-Statistik der Originalversion X2 =
∑n
i=1
(yi−µˆi)2√
V̂ ar(yi)
.
Fu¨r die Poisson- und die Gammaverteilung nimmt der Dispersionparameter na¨mlich den
Wert Eins an und somit ist V̂ ar(yi) = V (µˆi).
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Zwar ist die skalierte Devianz als auch die skalierte generalisierte Pearson Statistik unter
Normalverteilung χ2-verteilt, laut Firth (1991) ist die Devianz im Allgemeinen jedoch
weder χ2-verteilt noch unabha¨ngig von αˆ. Fu¨r zwei verschachtelte ModelleMA undMB der
Dimensionen A < B folgt die Differenz der zugeho¨rigen Differenzen jedoch asymptotisch
einer χ2B−A-Verteilung:
Devs(µˆA|y)−Devs(µˆB|y) asympt.∼ χ2B−A.
Somit kann basierend auf dieser Teststatistik eine schrittweise Variablenselektion fu¨r den
linearen Pra¨diktor η durchgefu¨hrt werden.
Genau wie die Gu¨temaße der einfachen linearen Regression nicht fu¨r GLMs geeignet sind,
mu¨ssen auch die Residuen entsprechend den gea¨nderten Voraussetzungen angepasst wer-
den. Die einfachen Residuen yi−µˆi sind na¨mlich, wenn die Verteilung der yi keiner Normal-
verteilung mehr folgt, nicht mehr geeignet, die Anpassung eines Modells zu u¨berpru¨fen.
Somit werden generalisierte Residuen beno¨tigt, die im Folgenden definiert werden:
Definition 5 (generalisierte Residuen)
Gegeben seien die einer einparametrigen Exponentialfamilie mit Dispersionsparameter ϕ
entstammenden, unabha¨ngigen Beobachtungen y = (y1, . . . , yn) und die durch ein GLM
bestimmten Scha¨tzer µˆi. Dann gibt es die zwei folgenden Arten von generalisierten Resi-
duen:
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Pearson-Residuen rP :
Die Pearson-Residuen sind definiert als Residuen dividiert durch die Wurzel aus der Va-
rianzfunktion an der Stelle µˆi:
rP (yi, µˆi) :=
yi − µˆi√
V (µˆi)
.
Devianz-Residuen rD:
Die Devianz-Residuen sind definiert durch:
rD(yi, µˆi) = sign(yi − µˆi)
√
−2
∫ µˆi
yi
yi − t
V (t)
dt.
Der Name der Pearson-Residuen kommt von der Pearson-Statistik, die sich aus der Summe
der quadrierten Pearson-Residuen ergibt: X2 =
∑n
i=1 r
2
P (yi, µˆi). Die Devianz-Residuen
sind so definiert, dass ihre aufsummierten quadrierten Werte das zugeho¨rige Gu¨temaß
Devianz ergeben. Auch hier kann ϕ wieder durch einen Scha¨tzer ersetzt werden.
2.2.3 Quasi-Likelihood
Wird nicht nur ein beliebiger Dispersionsparameter ϕ unterstellt, sondern sollen auch
beliebige Varianzfunktionen V (µi) modelliert werden, muss die Log-Likelihood erweitert
werden. Dabei sollen fu¨r die Asymptotik wichtige Eigenschaften der Log-Likelihood auch
fu¨r die Erweiterung gu¨ltig sein, siehe Firth (1991). In der Regel beruhen asymptotische
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Aussagen auf den folgenden zwei Eigenschaften der Ableitung der Log-Likelihood:
(E1) E
(
∂`(µi| yi, ϕ)
∂µi
)
= E
(
yi − µi
ϕV (µi)
)
= 0
(E2) E
(
−∂
2`(µi| yi, ϕ)
∂µ2i
)
= V ar
(
∂`(µi| yi, ϕ)
∂µi
)
denn V ar
(
∂`(µi| yi, ϕ)
∂µi
)
= V ar
(
yi − µi
ϕV (µi)
)
=
V ar(yi)
ϕ2V (µi)2
=
1
ϕV (µi)
und E
(
−∂
2`(µi| yi, ϕ)
∂µ2i
)
= E
[
V (µi) + (yi − µi) ∂∂µiV (µi)
ϕV 2(µi)
]
=
1
ϕV (µi)
.
Diese Eigenschaften von ∂`(µi| yi,ϕ)
∂µ
gelten nicht nur unter der Annahme, dass yi zu einer
Exponentialfamilie geho¨rt sondern auch, wenn nur die zwei folgenden Annahmen an die
ersten zwei Momente getroffen werden, vorausgesetzt, dass weiterhin ∂`(µi| yi,ϕ)
∂µ
= yi−µi
ϕV (µi)
gilt:
i) E(yi) = µi(α) und ii) V ar(yi) = ϕV (µi).
Somit ist die Quasi-Likelihood QL (genauer wa¨re eigentlich Quasi-Log-Likelihood) u¨ber
ihre Ableitung definiert, siehe McCullagh und Nelder (1989),(S. 325):
Definition 6 (Quasi-Likelihood)
Fu¨r gegebene Einstellungen xi der Lokationseffekte seien die unabha¨ngig verteilten Zu-
fallsvariablen y1, . . . , yn mit Erwartungswert µi = g
−1(xTi α) und Varianz ϕV (µi) gegeben.
Dann ist die QL Q(µ |y) := Q(µ |y,X, ϕ) aller Beobachtungen definiert als
Q(µ |y) =
n∑
i=1
Q(µi | yi) =
n∑
i=1
[ ∫ µi
yi
yi − t
ϕ V (t)
d t + c(yi)
]
,
wobei c(yi) eine Funktion ist, die weder von µi noch von ϕ abha¨ngt.
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Existiert eine Exponentialfamilie, deren Erwartungswert und Varianz genau der Spezi-
fizierung der Quasi-Likelihood entsprechen, so stimmen auch die aus der QL gewonnen
Scha¨tzer mit den echten Log-Likelihood-Scha¨tzern u¨berein. Wenn der Dispersionspara-
meter ϕ unbekannt ist, kann er durch einen konsistenten Scha¨tzer, u¨blicherweise dem
Momentenscha¨tzer (2.10), ersetzt werden. Er kann nicht gemeinsam mit dem Parameter-
vektor α aus der QL gescha¨tzt werden, da sich die QL fu¨r ϕ nicht wie eine Log-Likelihood
verha¨lt. Es ist anhand von Definition 6 leicht zu sehen, dass 1
ϕ
vor die Summe gezogen
werden kann und sich somit durch Maximierung der QL keine sinnvollen Werte fu¨r ϕ
ergeben.
Als Gu¨temaß wird analog zur Devianz die Quasi-Devianz DevQ definiert. Sie eignet sich
zum Vergleich von Modellen mit unterschiedlichen Pra¨diktoren oder auch unterschiedli-
chen Linkfunktionen, siehe McCullagh und Nelder (1989), S. 327.
DevQ (µˆ |y) = −2ϕ {Q(µˆ |y)−Q(y |y)} = −2
n∑
i=1
∫ µˆi
yi
yi − t
V (t)
dt =
n∑
i=1
r2D(yi, µˆi) .
(2.11)
Dies fu¨hrt zu folgender alternativer Schreibweise der QL:
Q(µ |y) = −1
2
n∑
i=1
[
r2D(yi, µi)
ϕ
+ c(yi)
]
. (2.12)
Mit Hilfe der QL kann jetzt eine beliebige Varianzfunktionen V (µ) und ein beliebiger Di-
spersionsparameter ϕ unterstellt werden. Dabei muss die Varianzfunktion jedoch bekannt
sein und auch der Dispersionsparameter ϕ muss entweder bekannt sein oder unabha¨ngig
von µ gescha¨tzt werden. Es ko¨nnen jedoch immer noch keine Dispersionsfaktoren unter-
stellt werden.
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2.2.4 Extended-Quasi-Likelihood und Pseudo-Likelihood
Die Quasi-Likelihood muss also um einen Term q(·) erweitert werden, der nur von y und
ϕ = (ϕ1, . . . , ϕn)
T abha¨ngt. Dieser muss so gestaltet sein, dass die Erweiterung, die so
genannte Extended-Quasi-Likelihood (EQL), sich fu¨r festes µ wie eine Log-Likelihood fu¨r
ϕ verha¨lt. Da der zusa¨tzliche Term unabha¨ngig von µ sein soll, ist gewa¨hrt, dass sich die
Erweiterung fu¨r festes ϕ weiterhin wie eine QL fu¨r µ verha¨lt. In einer ersten Na¨herung
wird angenommen, dass sich die EQL fu¨r ein y wie folgt zusammensetzt:
EQL(µ, ϕ | y) = Q(µ, ϕ | y) + q(ϕ | y)
= −r
2
D(y, µ)
2ϕ
− 1
2
q1(ϕ)− q2(y).
Da die EQL die Eigenschaften einer Log-Likelihood besitzen soll, muss gelten:
E
(
∂
∂ϕ
EQL(µ, ϕ | y)
)
=
E (r2D(µ, y))
2ϕ2
− 1
2
∂
∂ϕ
q1(ϕ)
!
= 0.
Unter Ausnutzung von E (r2D(µ, y)) ≈ ϕ folgt, dass q1(ϕ) = log(ϕ) + const. gelten muss.
Die genaue Form der EQL, wie sie in der folgenden Definition angegeben ist, ergibt sich
durch eine Sattelpunkt-Approximation der Dichte, siehe McCullagh und Nelder (1989).
Definition 7 (Extended-Quasi-Likelihood)
Fu¨r die Einstellungen xi und zi der Lokations- und Dispersionseffekte seien die un-
abha¨ngig verteilten Zufallsvariablen yi, i = 1, . . . , n, mit Erwartungswert µi und Varianz
ϕi V (µi) gegeben. Weiter sei µi := µi(α) = g
−1(xTi α ) und ϕi := ϕi(γ) = h
−1(zTi γ) fu¨r
alle i, i = 1, . . . , n, wobei g : IR→ IR und h : IR→ IR bijektive beliebig oft differenzierbare
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Funktionen sind. Die Extended-Quasi-Likelihood EQL(µ, ϕ |y) := EQL(µ, ϕ |y, X, Z)
fu¨r die Beobachtungen y = (y1, . . . , yn)
T ist dann definiert als
EQL(µ, ϕ |y) = − 1
2
n∑
i=1
log
(
2piϕiV (yi)
)− 1
2
n∑
i=1
r2D(yi, µi)
ϕi
.
Die folgenden U¨berlegungen zeigen, dass die EQL fu¨r festes µ die Form einer Log-
Likelihood einer Gammaverteilung besitzt:
Die Dichte fΓ(ui| a, di) einer gammaverteilten Zufallsvariablen ui mit Parametern a und
di la¨sst sich wie folgt in Form einer einparametrigen Exponentialfamilie mit natu¨rlichem
Parameter ϑ darstellen:
fΓ(ui| a, di) = 1
Γ(a)
(adi)
aua−1i exp{−adiui}
=
aaua−1i
Γ(a)
exp{a(−diui + log di)}
ϑi:=−di=
aaua−1i
Γ(a)
exp{a(ϑiui + log(−ϑi))}.
Somit ergibt sich der Dispersionsparameter τ zu 1
a
. Fu¨r a = 1
2
bzw. τ = 2 ergibt sich die
zugeho¨rige Log-Likelihood `(ϑi|ui) zu
`(ϑi|ui) = c(ui) + 1
2
ϑiui +
1
2
log(−ϑi).
Mit b(ϑi) = log(−ϑi) ergibt sich fu¨r den Erwartungswert E(ui) = ∂∂ϑi bi(ϑi) = − 1ϑi und fu¨r
die Varianzfunktion V (µi) =
∂2
∂ϑ2i
bi(ϑi) =
1
ϑ2i
. Setzen wir nun die quadrierten Devianzresi-
duen r2D(yi, µi) fu¨r die Beobachtungen ui ein und setzen ϕi := − 1ϑi , da ϕi ungefa¨hr dem
Erwartungswert von r2D(yi, µi) entspricht, so ergibt sich:
`(ϕi| r2D(yi, µi)) = c(r2D(yi, µi))−
1
2
r2D(yi, µi)
ϕi
− 1
2
log(ϕi).
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Somit entspricht die Log-Likelihood eines Gamma GLMs mit log-Link und Dispersions-
parameter τ = 2 bis auf eine Konstante der EQL.
Bei Verwendung der EQL wird ha¨ufig auch von einem doppelt Generalisierten Linearen
Modell (dGLM) gesprochen, da die EQL aufgrund ihrer Konstruktion ein Lokations-
und ein Dispersionsmodell miteinander verknu¨pft. Dabei basiert das Lokationsmodell bei
festem ϕ auf den Beobachtungen yi, i = 1, . . . , n, und ist darstellbar als:
E(yi) = µi, g(µi) = ηi = α0 +
∑
p∈L
αp xip
V ar(yi) = ϕi V (µi) , ϕi > 0 .
(2.13)
Das Dispersionsmodell fu¨r festes µi beruht, wie schon oben erwa¨hnt, auf den Devianz-
Residuen r2D(yi, µi) =: ri des Lokationsmodells und ist gegeben durch
E(ri) = ϕi, h(ϕi) = ξi = γ0 +
∑
q ∈D
γq ziq
V ar(ri) = 2ϕ
2
i .
(2.14)
In der Regel wird als Linkfunktion h(·) der natu¨rliche Logarithmus gewa¨hlt, da das
durch ihn implizierte multiplikative Varianzmodell leicht zu interpretieren ist und positive
Vorhersagen garantiert.
Das Lokationsmodell entspricht nur dann einem klassischen GLM, wenn es eine Exponen-
tialfamilie gibt, deren Abha¨ngigkeit zwischen Erwartungswert und Varianz obigem Modell
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entspricht und wenn ϕi ≡ ϕ. Dagegen ist das durch die EQL implizierte Dispersionsmo-
dell bei festem µ , wie oben gesehen, ein klassisches GLM mit Gamma-Verteilung und
log-Link.
Die Scha¨tzer fu¨r α und γ ko¨nnen wieder mit Hilfe des Fisher-Scoring berechnet werden.
Die zugeho¨rigen Scorefunktionen lauten wie folgt:
SEQL(αp) =
n∑
i=1
∂ EQL(µi, φi | yi)
∂µi
∂µi
∂ηi
∂ηi
∂αp
=
n∑
i=1
yi − µi
φi V (µi)
∂ g−1(ηi)
∂ηi
xip = 0 ,
SEQL(γq) =
n∑
i=1
∂ EQL(µi, φi | yi)
∂φi
∂φi
∂ξi
∂ξi
∂γq
=
n∑
i=1
r2D(yi, µi)− φi
2φ 2i
∂ h−1(ξi)
∂ξi
ziq = 0 .
Da, wie man an obigen Scorefunktionen sehen kann, E{∂ 2Q+/∂αp ∂γq} = 0, ∀ p ∈ L,
q ∈ D gilt, kann statt einem gemeinsamen Fisher-Scoring auch eine abwechselnde Erneue-
rung durchgefu¨hrt werden, bei der jeweils der aktuelle Scha¨tzer fu¨r α bzw. γ festgehalten
wird.
Sowohl Nelder und Lee (1991) als auch Aitken (1987) bemerken, dass der Fisher-Scoring-
Algorithmus a¨quivalent als Iteratively Weighted Least Squares (IWLS) dargestellt werden
kann. Dabei ergibt sich α(k+1) als gewichteter KQ-Scha¨tzer mit (exp(zTi γ
(k))V (µi(α
(k)))−1
als Gewichten und γ(k+1) ist der Scha¨tzer eines Gamma GLMs mit log-Link und den
quadrierten Devianzresiduen r2d(yi, µi(α
(k)) als Zielgro¨ßen.
Eine geeignete Wahl der Startwerte fu¨r α und ϕ wird z.B. in Smyth (1989) diskutiert.
Demnach werden fu¨r α als Startwerte die Koeffizientenscha¨tzer eines einfachen linearen
Modells genommen, d.h. es wird ϕi = 1 gesetzt. Somit ist
α0 = (X
TX)−1XTg(y).
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Als Startwerte fu¨r ϕ werden die Koeffizientenscha¨tzer eines linearen Modells verwendet,
bei dem die logarithmierten Residuen des vorher aufgestellten Lokationsmodells als Ziel-
gro¨ßen dienen. Um konsistente Startwerte zu erhalten, wird den logarithmierten Residuen
noch 1.27036 hinzuaddiert, so dass sich
ϕ0 = (Z
TZ)−1ZT (log(y − yˆ) + 1.27036)
ergibt, wobei yˆ die Scha¨tzer fu¨r y aus dem Lokationsmodell sind. Smyth et al. (2001)
erwa¨hnen, dass Konvergenz schneller erreicht wird, wenn jeweils immer nur ein Schritt
des Fisher-Scoring durchgefu¨hrt wird, also insbesondere im Gamma GLM.
Der durch die Maximierung der EQL erhaltene Scha¨tzer µˆ entspricht dem Maximum-
Quasi-Likelihood-Scha¨tzer. Bei festem Dispersionsparameter entspricht der Scha¨tzer fu¨r
ϕ der mittleren Devianz Dev(µˆ|y)
n
(siehe Nelder und Pregibon (1987)). Im Fall von normal-
verteilten Fehlern entspricht dies dem ML-Scha¨tzer fu¨r ϕ.
Eine Alternative zur EQL ist die sowohl von Engel und Huele (1996) als auch von Nel-
der (2000) vorgeschlagene Pseudo-Likelihood (PL). Sie kann als Dichte einer Normalver-
teilung interpretiert werden, bei der die Varianz wie folgt vom Erwartungswert abha¨ngt:
V ar(yi) = ϕi V (µi). Alternativ kann die PL auch als EQL aufgefasst werden, bei der
jedoch die Varianzfunktion mit in den Dispersionsparameter eingeht, so dass dieser von
µ abha¨ngt und als neue Varianzfunktion V ∗(µi) ≡ 1 resultiert, vgl. Firth (1991). Auf
Grund der mo¨glichen Normalverteilungsinterpretation basiert das Dispersionsmodell bei
Anwendung der Pseudo-Likelihood immer auf den Pearson-Beitra¨gen.
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Definition 8 (Pseudo-Likelihood)
Fu¨r die Einstellungen xi und zi der Lokations- und Dispersionseffekte seien die un-
abha¨ngig verteilten Zufallsvariablen yi, i = 1, . . . , n, mit Erwartungswert µi und Varianz
ϕi V (µi) gegeben. Weiter sei µi := µi(α) = g
−1(xTi α ) und ϕi := ϕi(γ) = h
−1(zTi γ) fu¨r
alle i, i = 1, . . . , n, wobei g : IR → IR und h : IR → IR bijektive beliebig oft differenzier-
bare Funktionen sind. Die Pseudo-Likelihood PL(µ, ϕ |y) := PL(µ, ϕ |y, X, Z) fu¨r die
Beobachtungen y = (y1, . . . , yn)
T ist dann definiert als
PL(µ, ϕ |y) = −1
2
n∑
i=1
log
(
2piϕiV (µi)
)− 1
2
n∑
i=1
r2P (yi, µi)
ϕi
.
Sie wird abku¨rzend auch mit PL bezeichnet.
Die Scorefunktionen der PL fu¨r α und γ lauten
SPL(αp) := ∂
∂αp
PL(µ, ϕ |y) =
n∑
i=1
∂ PL(µi, ϕi | yi)
∂µi
∂µi
∂ηi
∂ηi
∂αp
=
1
2
n∑
i=1
1
ϕi V (µi)
[(
r2P (yi, µi)− ϕi
) ∂ V (µi)
∂µi
+ 2(yi − µi)
]
∂ g−1(ηi)
∂ηi
xip ,
SPL(γq) := ∂
∂γq
PL(µ, ϕ |y) =
n∑
i=1
∂ PL(µi, ϕi | yi)
∂ϕi
∂ϕi
∂ξi
∂ξi
∂γq
=
n∑
i=1
r2P (yi, µi)− ϕi
2ϕ 2i
∂ h−1(ξi)
∂ξi
ziq .
Die fu¨r die EQL festgestellte Orthogonalita¨t u¨bertra¨gt sich deshalb bei V (µi) 6= 1 nicht
auf die PL, sondern wir erhalten fu¨r p ∈ L und q ∈ D:
E
{
−∂
2 PL(µ, ϕ |y)
∂αp ∂γq
}
=
1
2
n∑
i=1
1
ϕi V (µi)
∂V (µi)
∂µi
∂g−1(ηi)
∂ηi
∂h−1(ξi)
∂ξi
xipziq .
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Somit ist hier ein gemeinsames Fisher-Scoring statt einer abwechselnden Erneuerung
no¨tig. Dabei werden fu¨r α und γ die gleichen Startwerte wie bei Maximierung der EQL
verwendet.
Um mit Hilfe der EQL oder PL gewonnene Modelle mit unterschiedlichen Einflussfaktoren
fu¨r die Dispersion und Lokation miteinander zu vergleichen, ist es wu¨nschenswert, das zu-
vor definierte Gu¨temaß Devianz zu verallgemeinern. Sowohl im Log-Likelihood- als auch
im Quasi-Likelihood-Ansatz werden nur die Erwartungswerte µi modelliert. Die Devianz
ermo¨glicht es, analog zum Bestimmtheitsmaß in der linearen Regression, einen Vergleich
der vorhergesagten Erwartungswerte µˆi mit den beobachteten Werten yi durchzufu¨hren.
Sowohl im EQL- als auch im PL-Ansatz werden jedoch auch die Varianzen ϕiV (µi) model-
liert. Somit wa¨re der Vergleich zwischen vorhergesagten Erwartungswerten und Beobach-
tungen auf einen Vergleich zwischen den vorhergesagten Varianzen und den empirischen
Varianzen zu erweitern. Hierzu gibt es jedoch keine Beobachtungen, so dass bei dieser
Art der Modellierung ein sinnvoller Bezugswert fehlt. Daher wird die Extended-Quasi-
Devianz definiert als DevEQL(µˆ, ϕˆ |y) := −2EQL(µˆ, ϕˆ |y) und die Pseudo-Devianz als
DevPL(µˆ, ϕˆ |y) := −2PL(µˆ, ϕˆ |y), vgl. McCullagh und Nelder (1989), Abschnitte 10.4
und Nelder und Lee (1991). Durch den fehlenden Bezugswert ko¨nnen die Devianzen im
EQL- und PL-Ansatz auch negativ werden und sind somit isoliert betrachtet nur bedingt
interpretierbar.
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2.2.5 Restringierte Versionen der Extended Quasi-Likelihood
und der Pseudo-Likelihood
Da in nichtwiederholten Pla¨nen keine Beobachtungen fu¨r die Varianz vorliegen, erfolgt die
Varianzscha¨tzung auf Basis der Residuen des Lokationsmodells. Diese Anpassung fu¨hrt
jedoch, in Abha¨ngigkeit der Anzahl der gescha¨tzten Parameter, zu einer Reduzierung der
durchschnittlichen Residuengro¨ße und somit zu einer Unterscha¨tzung der wahren Varianz.
Somit muss eine Adjustierung fu¨r die Freiheitsgrade des Lokationsmodells vorgenommen
werden, um verbesserte Scha¨tzer fu¨r die Dispersionseffekte zu erhalten.
Eine Mo¨glichkeit, restringierte Scha¨tzer zu erhalten, stammt von McCullagh und Nel-
der (1989) S. 363. Sie versehen den vorderen Teil der EQL mit dem Adjustierungsfaktor
n−L−1
n
, um die Anzahl L der ins Lokationsmodell eingehenden Effekte und das allgemeine
Mittel zu beru¨cksichtigen. Laut McCullagh und Nelder (1989) S. 363 fu¨hrt dieses Vor-
gehen approximativ zu restringierten ML-Scha¨tzern. Fu¨r ein Modell mit konstantem ϕ
fu¨hrt dies zu einem Scha¨tzer ϕˆ, der im Vergleich zur unrestringierten Version mit n
n−L−1
multipliziert wird, also eine zu gute Anpassung des Lokationsmodells ausgleicht. Dies ent-
spricht dem unverzerrten Scha¨tzer ϕˆ, siehe 2.10. Unter der u¨blichen Annahme, dass die
Dispersionslinkfunktion der Logarithmus ist, fu¨hrt die Nutzung dieser restringierten EQL-
Version nur zu vera¨nderten Scha¨tzern fu¨r das allgemeine Mittel des Dispersionsmodells,
die restlichen Koeffizienten des Dispersionsmodells bleiben unvera¨ndert.
Dieses Vorgehen kann auf die PL u¨bertragen werden, indem der Adjustierungsfaktor an
die entsprechende Stelle der PL gesetzt wird. Somit resultieren folgende restringierte
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Versionen der EQL und der PL:
Definition 9 (restringierte EQL- und PL-Versionen nach McCullagh und Nelder)
Fu¨r die Einstellungen xi und zi der Lokations- und Dispersionseffekte seien die un-
abha¨ngig verteilten Zufallsvariablen yi, i = 1, . . . , n, mit Erwartungswert µi und Varianz
ϕiV (µi) gegeben. Weiter sei µi := µi(α) = g
−1(xTi α ) und ϕi := ϕi(γ) = h
−1(zTi γ) fu¨r
alle i, i = 1, . . . , n, wobei g : IR → IR und h : IR → IR bijektive beliebig oft differen-
zierbare Funktionen sind. Die restringierte Extended Quasi-Likelihood EQLM(µ, ϕ|y) :=
EQLM(µ, ϕ |y,X,Z) fu¨r alle Beobachtungen von McCullgah und Nelder lautet dann:
EQLM(µ, ϕ|y) = −n− L− 1
2n
n∑
i=1
log(2piϕiV (yi))− 1
2
n∑
i=1
r2D(yi, µi)
ϕi
.
Die restringierte Pseudo-Likelihood PLM(µ, ϕ|y) := PLM(µ, ϕ |y,X,Z) fu¨r alle Beobach-
tungen nach McCullagh und Nelder ist definiert als
PLM(µ, ϕ|y) = −n− L− 1
2n
n∑
i=1
log(2piϕiV (µi))− 1
2
n∑
i=1
r2P (yi, µi)
ϕi
.
Sie werden abku¨rzend auch mit EQLM bzw. PLM bezeichnet.
Ein weiterer Vorschlag zum Erhalt von restringierten Scha¨tzern stammt von Lee und
Nelder (1998). Sie schlagen in Anlehnung an Cox und Reid (1987) folgende EQL-Variante
vor:
EQLC(µ, ϕ |y,X,Z) := EQLC(µ, ϕ |y) (2.15)
= − 1
2
n∑
i=1
log
(
2piϕiV (yi)
)− 1
2
n∑
i=1
r2D(yi, µi)
ϕi
− log
det
XT diag
(
1
ϕi V (µi)
∂µi
∂ηi
)
X
2pi
 .
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Da die Maximierung dieser Funktion Computer-intensiv ist und nur langsam konvergiert,
schlagen Lee und Nelder (1998) vor, die Dispersionsparameter in den ersten k−1 Schritten
basierend auf der Approximation
EQLL(µ, ϕ |y,X,Z) := EQLL(µ, ϕ |y) (2.16)
= − 1
2
n∑
i=1
log
(
2piϕiV (yi)
)− 1
2
n∑
i=1
r2D(yi, µi)
ϕi(1− hii)
zu berechnen, wobei hii =
(
W 1/2DX
(
XTDWDX
)−1
XTDW 1/2
)
ii
mit
W = diag
(
1
ϕiV (µi)
)
und D = diag
(
∂µi
∂ηi
)
und nur im letzten Schritt die EQLC zu maximieren. Die Scha¨tzer fu¨r α werden da-
bei jedoch weiterhin auf Basis der unrestringierten EQL bestimmt. Die Maximierung
der EQLL entspricht der Anpassung eines Gamma-Dispersions-Modells mit Zielgro¨ßen
r2D(yi, µi)/(1− hii) anstelle von r2D(yi, µi).
Im Folgenden wird die restringierte Pseudo-Likelihood nach Lee und Nelder PLL analog
zur restringierten EQL-Version von Lee und Nelder (1998) definiert:
Definition 10 (restringierte Pseudo-Likelihood nach Lee und Nelder)
Fu¨r die Einstellungen xi und zi der Lokations- und Dispersionseffekte seien die un-
abha¨ngig verteilten Zufallsvariablen yi, i = 1, . . . , n, mit Erwartungswert µi und Vari-
anz ϕiV (µi) gegeben. Weiter sei µi := µi(α) = g
−1(xTi α ) und ϕi := ϕi(γ) = h
−1(zTi γ)
fu¨r alle i, i = 1, . . . , n, wobei g : IR → IR und h : IR → IR bijektive beliebig oft dif-
ferenzierbare Funktionen sind. Die restringierte Pseudo-Likelihood nach Lee und Nelder
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PLL(µ, ϕ|y) := PLL(µ, ϕ |y,X,Z) fu¨r alle Beobachtungen ist definiert als
PLL(µ, ϕ |y) = −1
2
n∑
i=1
log(2piϕiV (µi))− 1
2
n∑
i=1
r2P (yi, µi)
ϕi(1− hii)
mit hii =
(
W 1/2DX(XTDWDX)−1XTDW 1/2
)
ii
wobei
W = diag
(
1
ϕiV (µi)
)
und D = diag
(
∂µi
∂ηi
)
Sie wird abku¨rzend auch mit PLL bezeichnet.
Da die PL nicht die Orthogonalita¨tseigenschaften der EQL besitzt und somit fu¨r α und
γ ein gemeinsames Fisher-Scoring no¨tig ist, wird in diesem Fall die restringierte Variante
nicht nur zur Scha¨tzung von γ sondern auch von α verwendet. Dabei a¨ndern sich die
Scha¨tzer fu¨r α im Vergleich zur unrestringierten Variante kaum. Beide restringierte Vari-
anten haben jedoch einen deutlichen Einfluss auf die Scha¨tzung von γ0.
Beispielhaft wird folgendes Modell betrachtet:
λ = 1− β = 2
E(yi) = µi = g(10 + A− 0.5B + 0.5A : B)
V ar(yi) = ϕiV (µi) = exp(A)µ
−2
i
Dabei wird fu¨r g(·) die Power-Transformation (2.3) gewa¨hlt und den Fehlern eine Nor-
malverteilung unterstellt. Nun wurden fu¨r ein faktorielles 25-Design 10 000 Datensa¨tze
basierend auf obigen Annahmen simuliert. In Grafik 2.1 sind die zugeho¨rigen Scha¨tzer bei
Unterstellung des korrekten Transformationsparameters unter Verwendung der PL und
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der restringierten Versionen PLM und PLL dargestellt. Basierend auf den restringierten
Versionen wird γ0 deutlich besser gescha¨tzt als bei Verwendung der PL. Wie erwartet,
wird γ0 und somit auch die Varianz von der PL unterscha¨tzt. Fu¨r dieses Beispiel ist nur ein
geringer Unterschied zwischen der PLL und der deutlich einfacheren PLM zu erkennen.
Fu¨r die anderen Parameter sind keine A¨nderungen sichtbar, siehe Anhang C.2, Grafiken
C.1 bis C.5.
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Abbildung 2.1: Histogramm mit Dichtescha¨tzung (—) und Normalverteilungsdichte (- - -) fu¨r
γ0
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2.2.6 GLM basierte Methode zur Scha¨tzung von Dispersionsef-
fekten und Transformationsparametern
Mit Hilfe der oben vorgestellten GLM ko¨nnen fu¨r nichtwiederholte Pla¨ne sowohl die Ko-
effizienten der Lokations- als auch der Dispersionseffekte gescha¨tzt werden. Dabei wird
angenommen, dass die Varianzfunktion V (µi) und die Linkfunktion g(µi) bekannt sind.
In der Praxis ist dies jedoch ha¨ufig nicht der Fall. Erdbru¨gge und Auer (2010) setzen nun
folgende Varianz- und Linkfunktion voraus:
V (µi) = µ
2β
i und g(µi) =

µλi − 1
λ
: λ 6= 0
log(µi) : λ = 0
, (2.17)
wobei λ und β unbekannt und unabha¨ngig sind.
Somit ergibt sich die PL zu
PL(α, γ, λ, β) = −1
2
n∑
i=1
(
log(2pi) + zTi γ + 2β log µi +
(yi − µi)2
exp(zTi γ)µ
2β
i
)
, mit (2.18)
µi = g
−1(xTi α) =
 (xTi αλ+ 1)
1
λ : λ 6= 0
exp(xTi α) : λ = 0
. (2.19)
Kann davon ausgegangen werden, dass, wie in den Transformationsmodellen unterstellt,
eine einzige Transformation zu additiven Effekten und einer vom Erwartungwert un-
abha¨ngigen Varianz fu¨hren wu¨rde, ist λ = 1− β zu setzen.
Nun ko¨nnen zusa¨tzlich zu den Koeffizienten der Lokations- und Dispersionsmodelle auch
die Parameter λ und β durch die Maximierung einer der Log-Likelihood Varianten
gescha¨tzt werden.
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Erdbru¨gge und Auer (2010) zeigen mit Hilfe von Satz 2, dass die durch die Maximierung
der PL gewonnenen Scha¨tzer fu¨r α, γ, β und λ konsistent und asymptotisch effizient und
normalverteilt sind.
Wird unter der Annahme, dass λ = 1− β, zur Scha¨tzung des Parametervektors (α, γ, λ)T
der Fisher Scoring Algorithmus verwendet, ist der Scha¨tzer fu¨r λ sehr stark von dem
gewa¨hlten Startwert abha¨ngig. Er weicht meist nur um weniger als eine Nachkommastelle
vom beliebig gewa¨hlten Startwert ab.
Sinnvoller ist es, fu¨r eine Sequenz Λ = {λ1, . . . , λr} von λ den Fisher Scoring Algorithmus
fu¨r α und γ laufen zu lassen. Der Scha¨tzvektor ergibt sich dann aus dem zur kleinsten
Devianz geho¨renden λ-Wert und den zugeho¨rigen Scha¨tzwerten fu¨r α und γ.
A¨hnliches ist zu erwarten, wenn β unabha¨ngig von λ gescha¨tzt werden soll. Somit sollte
in diesem Fall der Fisher-Scoring Algorithmus fu¨r Sequenzen Λ = {λ1, . . . , λr} von λ und
Γ = {γ1, . . . , γl} von γ durchgefu¨hrt werden.
Alternativ kann λ auch a¨hnlich zum grafischen Verfahren von Box und Cox mit Hilfe einer
Grafik gescha¨tzt werden. Anstatt λ gegen die SSE abzutragen, wird λ gegen die Devianz
abgetragen. Beides sind Gu¨tekriterien die - in den jeweiligen Modellvorstellungen - a¨quiva-
lent zur Maximierung der Log-Likelihood minimiert werden ko¨nnen. Erdbru¨gge und Auer
(2010) schlagen vor, gleichzeitig diese Grafik zur Identifizierung von aktiven Dispersions-
faktoren zu nutzen. Wird unterstellt, dass es maximal nur einen aktiven Dispersionsfaktor
gibt, wird dabei wie folgt vorgegangen: Zuerst werden unter Vernachla¨ssigung eventueller
Dispersionseffekte, d.h. mit Standardmethoden wie dem Half-Normal-Plot aktive Lokati-
onseffekte identifiziert. Danach wird die Devianz fu¨r alle Dispersionsmodelle mit einem
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Haupteffekt und fu¨r das Dispersionsmodell mit reinem Intercept gegen λ abgetragen.
Weist eines der Modelle mit einem Haupteffekt eine deutliche Verringerung der Devianz
im Vergleich zu den anderen Modellen auf, deutet dies darauf hin, dass der zugeho¨rige
Effekt aktiv ist. λ wird dann durch den Wert gescha¨tzt, der die Devianz des unterstell-
ten Dispersionsmodells minimiert. Im Folgenden wird eine Grafik, die die Devianz fu¨r
unterschiedliche Modelle gegen λ abtra¨gt, Devianz Plot genannt.
In Grafik 2.2 ist ein Devianz Plot zu sehen, der auf einen Dispersionseffekt von x1 und
einen Transformationsparameter von λ = 0.25 hindeutet.
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Abbildung 2.2: Devianzplot
Im allgemeinen Fall, dass λ unabha¨ngig von β ist, ko¨nnen λ und β mit Hilfe von einem
Konturplot fu¨r die Devianz gleichzeitig gescha¨tzt werden. Nelder und Pregibon verwenden
diese Konturplots schon zur U¨berpru¨fung der Annahme λ = 1− β und Erdbru¨gge (2002)
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zur Identifizierung von Dispersionseffekten.
2.3 Erweiterung der Box-Cox-Methode
Kann davon ausgegangen werden, dass mit einer einzigen Transformation die Annahmen
der linearen Modelle erfu¨llt werden ko¨nnen, kann auch die von Erdbru¨gge und Auer (2010)
vorgeschlagene Erweiterung des Box-Cox-Verfahrens, welches auch im Fall von nichtwie-
derholten Pla¨nen den Transformationsparameter λ = 1− β sowie die Parametervektoren
der Lokations- und Dispersionseffekte gleichzeitig scha¨tzen kann, verwendet werden. Bei
diesem Modell handelt es sich zwar um kein theoretisch korrektes Modell, da der Tra¨ger
der Verteilung von y vom Tranformationsparameter λ abha¨ngt, siehe Erdbru¨gge (2003)
Abschnitt 2.2.2. Es liefert jedoch approximativ die gleichen Ergebnisse, wie das auf den
GLM basierende Verfahren, wenn bei diesem λ = 1 − β vorausgesetzt wird. Außerdem
beno¨tigt es auf Grund des einfacheren Algorithmus deutlich ku¨rzere Rechenzeiten und
fu¨hrt seltener zu Konvergenzproblemen.
Die vorgeschlagene Erweiterung unterstellt das schon in Abschnitt 2.1.2 erwa¨hnte Modell
der multiplikativen Heteroskedastizita¨t fu¨r die transformierten Daten
Tλ(y) = Xα + e, (2.20)
wobei e ∼ N(0,Σ) und Σ = diag (exp{zT1 γ}, . . . , exp{zTnγ}) ,
welches fu¨r die Originaldaten folgende Varianz impliziert:
V ar(yi) = µ
2(1−λ)
i exp{zTi γ}, i = 1, . . . , n.
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Somit liegt fu¨r die Erweiterung der Box-Cox-Methode ein klassisches lineares Modell in
den transformierten Daten vor. Die Kovarianzmatrix Σ besitzt jetzt jedoch die Diago-
nalelemente exp{zTi γ} und wird somit direkt durch die Dispersionseffekte beeinflusst.
A¨quivalent zur Maximierung der gemeinsamen Log-Likelihood kann eine Minimierung
der Devianz erfolgen, die fu¨r das Modell (2.20) wie folgt definiert ist:
DevBC(λ, α, γ, |y)
= −2 `(λ, α, γ |y)
= n log{2pi}+
n∑
i=1
log σ2i + 2(1− λ)
n∑
i=1
log yi +
n∑
i=1
1
σ2i
(Tλ(yi)− µi)2 ,
mit σ2i = exp{zTi γ}.
Analog zur Originalmethode kann auch hier eine Vereinfachung erreicht werden, wenn
mit der standardisierten Transformation T˜λ(·) gearbeitet wird. Die resultierende Devianz
lautet dann wie folgt:
D˜evBC (λ, α
∗, γ∗, |y) := −2` (λ |α∗, γ∗, y)
= n log(2pi) +
n∑
i=1
zTi γ
∗ +
n∑
i=1
(
T˜λ(yi)− xTi α∗
)2
exp{zTi γ∗}
,
wobei
γ∗ = (γ∗0 , γ1, . . . , γq)
T mit γ∗0 = γ0 + 2(1− λ) log y˙ und
α∗ = αy˙1−λ .
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Erdbru¨gge und Auer (2010) zeigen, dass die urspru¨ngliche Methode von Box und Cox in
der Erweiterung enthalten ist.
Bei der Anwendung der erweiterten Box-Cox-Methode ko¨nnen die unbekannten Parameter
nicht mehr analytisch bestimmt werden. Aber es ist leicht zu sehen, dass die Devianz
D˜evBC der EQL entspricht, wenn T˜λ(yi) als Zielgro¨ßen verwendet werden und V (µi) ≡ 1
gesetzt wird. Somit kann der dort beschriebene IWLS-Algorithmus zur Scha¨tzung von α
und γ fu¨r festes λ verwendet werden. Des Weiteren kann auch hier die grafische Methode
von Box und Cox (1964) erweitert werden, indem die Devianz D˜evBC(λ | αˆ, γˆ,y) gegen
eine Sequenz Λ abgetragen wird.
Die EQL wird in der Literatur ha¨ufig der PL vorgezogen. Davidian und Carrol (1988) ar-
gumentieren zwar wegen ihrer asymptotischen Eigenschaften fu¨r die PL. Nelder und Lee
(1992) stellen jedoch fest, dass die EQL fu¨r kleine Stichproben im Allgemeinen bessere
Ergebnisse liefert als die PL. Nelder (2000) sowie Lee und Nelder (2003) lehnen die PL ab,
da diese auf der Normalverteilungsannahme beruht und somit Residuen mit einer schiefen
Verteilung nicht ada¨quat modellieren kann. Auch Firth (1991) betont, dass bei Verwen-
dung der PL mit Effizienzverlusten zu rechnen ist, wenn die Beobachtungen einer sehr
schiefen Verteilung entstammen. Des Weiteren wurde in Abschnitt 2.2.5 deutlich, dass
die Anwendung restringierter Methoden zu besseren Varianzscha¨tzern fu¨hrt, und somit
auch betrachtet werden sollte. Aufgrund dieser U¨berlegungen soll im Weiteren untersucht
werden, ob mit Hilfe von Satz 2 die Konsistenz und asymptotische Effizienz und Normal-
verteilung der Scha¨tzer auch bei Verwendung der anderen Varianten der Log-Likelihood
gelten.
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Des Weiteren soll untersucht werden, ob die Idee, Dispersionseffekte grafisch basierend
auf der Devianz zu identifizieren, auch auf die Lokationseffekte und in ein formal korrek-
tes Verfahren u¨bertragen werden kann. Dabei sollten auch die Abha¨ngigkeiten zwischen
Lokations- und Dispersionsmodell beru¨cksichtigt werden. Auf Grund der schnelleren Re-
chenzeiten und der geringeren Konvergenzprobleme soll dies auf Basis der erweiterten
Box-Cox-Methode geschehen. Wir beschra¨nken uns somit auf den Fall λ = 1− β.
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Kapitel 3
Untersuchungen der asymptotischen
Eigenschaften der Log-Likelihood
Erweiterungen
In diesem Kapitel sollen die verschiedenen Varianten des auf generalisierten linearen Mo-
dellen basierenden Verfahrens auf ihre theoretischen Eigenschaften hin untersucht werden.
Erdbru¨gge und Auer (2010) weisen die Konsistenz, und die asymptotische Normalvertei-
lung und Effizienz der Scha¨tzer fu¨r die PL-Version her. Dies ist der einfachste Fall, da
der Pseudo-Likelihood eine echte Dichte zu Grunde liegt. Dies ist fu¨r die EQL und ihre
restringierten Versionen sowie fu¨r die restringierten Methoden der PL nicht gegeben. In
diesen Fa¨llen schlagen Nelder und Pregibon (1987), Nelder und Lee (1991) sowie Lee und
Nelder (2000) vor, fu¨r theoretische Untersuchungen eine so genannte Quasi-Verteilung zu
benutzen. Dazu wird die interessierende Log-Likelihood-Variante nach Anwendung der
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Exponentialfunktion mit einem geeigneten Vorfaktor normalisiert, so dass das Integral
Eins ergibt und eine echte Dichte vorliegt. Nelder und Pregibon (1987) sowie Lee und Nel-
der (2000) weisen darauf hin, dass der Vorfaktor ha¨ufig von den zu scha¨tzenden Faktoren
abha¨ngt, und somit die Scha¨tzer unter Verwendung der Quasi-Verteilung nicht mehr den
Originalscha¨tzern entsprechen. Sie relativieren diese Tatsache jedoch, indem sie bemerken,
dass der Vorfaktor meist nur wenig Variabilita¨t in den zu scha¨tzenden Parametern auf-
weist und somit nur einen geringen Einfluss auf die Scha¨tzwerte hat. Fu¨r praktische Fa¨lle
empfehlen Nelder und Pregibon (1987) sowie Efron (1986) daher die nichtnormalisierte
Form zu verwenden, da diese einfacher anzuwenden ist.
Im Folgenden wird untersucht, inwieweit die theoretischen Eigenschaften der PL-Scha¨tzer
auch fu¨r die auf der EQL und ihren restringierten Versionen sowie fu¨r die auf den restrin-
gierten Methoden der PL basierenden Scha¨tzer nachweisbar sind. Dies erfolgt, wie bei den
PL-Scha¨tzern in Erdbru¨gge und Auer (2010), mit Hilfe von Satz 2. Dieser beruht jedoch
auf den Eigenschaften der Log-Likelihood, weshalb jeweils zuna¨chst die Quasi-Verteilung
zu bestimmen ist. Dann kann u¨berpru¨ft werden, ob die theoretischen Eigenschaften fu¨r
die aus der Maximierung der zugeho¨rigen Quasi-Log-Likelihood bestimmten Scha¨tzern
gegeben sind. Danach wird versucht, Ru¨ckschlu¨sse auf die urspru¨nglichen interessieren-
den Scha¨tzer zu ziehen. Dabei werden die in (2.19) unterstellten Funktionen fu¨r g(·) und
V (·) verwendet.
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3.1 Extended-Quasi-Likelihood und ihre restringier-
ten Versionen
3.1.1 Extended-Quasi-Likelihood
Zur Bestimmung der Quasi-Verteilung der EQL ist es somit no¨tig, das Integral von
exp(EQL(µ, ϕ, λ, β|y)) zu bestimmen.
Mit der Varianzfunktion V (y) = y2β ergibt sich fu¨r die Devianzresiduen folgende Darstel-
lung:
r2D(y, µ) = −2
∫ µ
y
y − t
V (t)
dt
= −2
∫ µ
y
yt−2β − t−2β+1
= −2
[
1
−2β + 1yt
−2β+1 − 1−2β + 2t
−2β+2
]µ
y
= −2µ−2β
(
µy
1− 2β −
µ2
2− 2β
)
+ 2y−2β
(
y2
1− 2β −
y2
2− 2β
)
=
1
1− βµ
2−2β − 2
1− 2βµ
−2β+1y +
(
2
1− 2β −
1
1− β
)
y2−2β.
Hiermit la¨sst sich die EQL fu¨r ein beliebiges i wie folgt schreiben:
EQL(µi, ϕi, λ, β | yi)
= − 1
2
log
(
2piϕiV (yi)
)− 1
2
r2D(yi, µi)
ϕi
= −1
2
log
(
2pi exp(zTi γ)y
2β
i
)
− 1
ϕ
[
1
2− 2βµ
2−2β
i −
1
1− 2βµ
−2β+1
i yi
+
(
1
1− 2β −
1
2− 2β
)
y2−2βi
]
exp
(
zTi γ
)
.
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Das Integral, welches zur Bestimmung der Quasi-Verteilung gelo¨st werden muss, lautet
also
∫ ∞
−∞
exp (EQL(µi, ϕi, λ, β | yi)) dyi
=
∫ ∞
−∞
1√
2pi
exp
(
−1
2
zTi γ
)
y−βi exp
{
1
ϕ
[
− 1
2− 2βµ
2−2β
i +
1
1− 2βµ
−2β+1
i yi
−
(
1
2− 2β −
1
1− 2β
)
y2−2βi
]
exp
(
zTi γ
)}
dyi.
Um eine Quasi-Verteilung der EQL zu bestimmen, ist somit ein Integral folgender Art zu
lo¨sen:
∫
ay−β exp(b+ cy + dy2−2β)dy.
Eine explizite Angabe der zugeho¨rigen Stammfunktion erscheint somit nicht mo¨glich. Eine
numerische Lo¨sung ist zwar im konkreten Fall bestimmbar, tra¨gt aber nicht zur Herleitung
von theoretischen Eigenschaften der EQL bei. Somit ko¨nnen theoretische Eigenschaften
der EQL-Scha¨tzer zumindest auf diesem Weg nicht untersucht werden.
3.1.2 Restringierte Extended-Quasilikelihood-Versionen
Auch fu¨r die restringierten Varianten der EQL sind Integrale obiger Form zu lo¨sen. Fu¨r
die restringierte Version von McCullagh und Nelder a¨ndert sich nur der Term a: Er
wird im Vergleich zur EQL noch mit exp
(
n−L−1
n
)
multipliziert. Dagegen a¨ndern sich fu¨r
die restringierte Version nach Lee und Nelder die Terme b, c und d. Sie werden jeweils
noch durch (1 − hii) dividiert. Somit ist es auch in diesen Fa¨llen nicht mo¨glich, eine
Quasi-Verteilung zu bestimmen.
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3.2 Restringierte Pseudo-Likelihood-Version nach
McCullagh und Nelder
Auch fu¨r die restringierte Pseudo-Likelihood-Version nach McCullagh und Nelder muss
fu¨r die theoretischen U¨berlegungen mit einer Quasi-Verteilung gearbeitet werden. Im Ge-
gensatz zu den EQL-Versionen kann fu¨r die PLM jedoch das Integral u¨ber die Exponen-
tialfunktion der PLM gelo¨st werden:
∫ ∞
−∞
exp
(
PLM(µi, ϕi, λ, β | yi)
)
dyi
=
∫ ∞
−∞
exp
{
−n− L− 1
n
1
2
log (2piϕiV (µi))− 1
2
r2P (yi, µi)
ϕi
}
=
∫ ∞
−∞
(
1√
2pi
√
ϕiV (µi)
)n−L−1
n
exp
{
−1
2
r2P (yi, µi)
ϕi
}
dyi
=
(
1√
2pi
√
ϕiV (µi)
)−L+1
n ∫ ∞
−∞
1√
2pi
√
ϕiV (µi)
exp
{
−1
2
(yi − µi)2
ϕiV (µi)
}
︸ ︷︷ ︸
Dichte einer N(µi,ϕiV (µi))
dyi
=
(
1√
2pi
√
ϕiV (µi)
)−L+1
n
Der gesuchte Vorfaktor ist also (2piϕiV (µi))
−L+1
2n und somit ist die Quasi-Dichte fMQ der
PLM(µi, ϕi, λ, β | yi) gegeben durch
fMQ (yi |µi, ϕi, λ, β) = (2piϕiV (µi))−
L+1
2n exp
(
PLM(µi, ϕi, λ, β | yi)
)
.
Die sich ergebende Quasi-Dichte fu¨r den kompletten Beobachtungsvektor y lautet
fMQ (y |µ, ϕ, λ, β) =
n∏
i=1
{
(2piϕiV (µi))
−L+1
2n exp
(
PLM(µi, ϕi, λ, β| yi)
)}
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und entspricht der Dichte einer N
(
µ, diag
(
ϕiV (µi)
))
.
Somit besitzt die PLM keine echte Dichte aber obige Quasi-Dichte fMQ (y). Die zu die-
ser Dichte geho¨rende Log-Likelihood wird im folgenden Quasi-Pseudo-Likelihood nach
McCullagh und Nelder genannt und mit QPLM bezeichnet. Sie la¨sst sich schreiben als
QPLM(µ, ϕ, λ, β |y)
= −1
2
L+ 1
n
n∑
i=1
log (2piϕiV (µi)) + PL
M(µ, ϕ, λ, β |y)
= −1
2
L+ 1
n
n∑
i=1
log (2piϕiV (µi))− 1
2
n− L− 1
n
n∑
i=1
log (2piϕiV (µi))−
n∑
i=1
1
2
r2P (yi, µi)
ϕi
= PL(µ, ϕ, λ, β |y)
bzw. in Abha¨ngigkeit des interessierenden Parametervektors θ = (αT, γT, λ, β)T als
QPLM(α, γ, λ, β |y)
= PL(α, γ, λ, β |y)
= = −1
2
n∑
i=1
(
log(2pi) + zTi γ + 2β log µi +
(yi − µi)2
exp(zTi γ)µ
2β
i
)
,
mit µi = g
−1(xTi α). Somit entspricht die zur restringierten Pseudo-Likelihood nach Mc-
Cullagh und Nelder geho¨rende Quasi-Likelihood der unrestringierten Pseudo-Likelihood.
Fu¨r die PLM tritt der schon oben erwa¨hnte Fall ein, dass der Vorfaktor (2piϕiV (µi))
−L+1
2n
von den zu scha¨tzenden Parametern abha¨ngt. Um zu zeigen, dass die mit der PLM gewon-
nen Scha¨tzer auch konsistent und asymptotisch normalverteilt und effizient sind, werden
folgende drei Punkte bewiesen:
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(P1) Die mit der Quasi-Pseudo-Likelihood QPLM gewonnen Scha¨tzer sind konsistent und
asymptotisch normalverteilt und effizient.
(P2) Die aus der QPLM gewonnenen Scha¨tzer sind asymptotisch gleich den aus der PLM
gewonnenen Scha¨tzern.
(P3) Die Eigenschaften der QPLM -Scha¨tzer u¨bertragen sich asymptotisch auf die PLM -
Scha¨tzer.
Folgende Behauptung beweist (P1).
Behauptung 1
Fu¨r die Einstellungen xi und zi der Lokations- und Dispersionseffekte seien die un-
abha¨ngig verteilten Zufallsvariablen yi, i = 1, . . . , n, mit Erwartungswert µi und Varianz
ϕiV (µi) gegeben. Weiter gelte g(µi) = x
T
i α und log(ϕi) = z
T
i γ fu¨r alle i, i = 1, . . . , n
und g(·) und V (·) wie in (2.19) auf Seite 39. Dann sind die durch die Maximierung
der zugeho¨rigen restringierten Quasi-Pseudolikelihood QPLM gewonnen Scha¨tzer fu¨r
θ = (αT, γT, β, λ)T konsistent und asymptotisch normalverteilt und effizient.
Beweis:
siehe Erdbru¨gge und Auer (2010), da die QPLM der unrestringierten PL entspricht. q.e.d.
Als na¨chstes ist (P2) zu zeigen, d.h. dass die Maximierung der QPLM zu den gleichen
Scha¨tzern fu¨r θ fu¨hrt wie die Maximierung der PLM . Dazu wird zuna¨chst mit dem fol-
genden Lemma Behauptung 2 gezeigt, mit der dann wiederum (P2) bewiesen wird.
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Lemma 1
Sei h1n : A ⊂ IRk → IR stetig fu¨r alle n und besitze ein globales Maximum bei xˆn, d.h.
h1n(xˆn) > h1n(x) fu¨r alle x ∈ A\{xˆn}. Weiter seien fu¨r jedes n ∈ IN folgende Bedingungen
an h1n erfu¨llt:
B(1) Fu¨r jedes genu¨gend kleine δ > 0 existiert ein ξ > 0, so dass ∀x ∈ A mit
|h1n(xˆn)− h1n(x)| < δ gilt: ‖xˆn − x‖ < ξ.
B(2) Aus δ → 0 folgt ξ → 0.
Sei h2n : A → IR definiert durch h2n(x) := h1n(x) + in(x), wobei fu¨r in(x) : A → IR
gilt: ∀ ε > 0 ∃nε, so dass |in(x)| < ε fu¨r alle n ≥ nε und fu¨r alle x ∈ A. Dann gilt:
Die Maximalstelle x˜n von h2n und die Maximalstelle xˆn von h1n konvergieren fu¨r n→∞
gegeneinander, d.h. ∀ ξ > 0 existiert ein nξ ∈ IN mit ‖xˆn − x˜n‖ < ξ fu¨r alle n ≥ nξ.
Beweis:
Wa¨hle o.B.d.A.  > 0 genu¨gend klein. Der Maximalwert von h2n(x) ist mindestens h1n(xˆn)− ε,
da h2n(x) ≥ h1n(x)− ε fu¨r alle x ∈ A und fu¨r alle n ≥ nε.
Die Menge A˜n aller mo¨glichen Maximalstellen fu¨r h2n ist fu¨r alle n ≥ nε gegeben durch:
A˜n = {x ∈ A : h2n(x) ≥ h1n(xˆn)− ε}
= {x ∈ A : h1n(x) + in(x)︸ ︷︷ ︸
≤ε
≥ h1n(xˆn)− ε}
∈ {x ∈ A : h1n(x) + ε ≥ h1n(xˆn)− ε}
= {x ∈ A : h1n(xˆn)− h1n(x) ≤ 2ε}
= {x ∈ A : ‖xˆn − x‖ ≤ ξ} wegen B(1) aus Lemma 1 und  genu¨gend klein
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Da ∀n ∈ IN gilt: x˜n ∈ A˜n, folgt, dass ||xˆn − x˜n|| < ξ. Mit B(2) aus Lemma 1 folgt die
Behauptung. q.e.d.
Behauptung 2
Gegeben seien die Funktionenfolgen f1n : IR
n → IR und f2n : IRn → IR mit f2n(x) =
f1n(x) + gn(x). Es seien folgende Voraussetzungen erfu¨llt:
(1) f1n(x)
n
besitzt fu¨r jedes feste n ein globales Maximum bei xˆn.
(2) Fu¨r f1n(x)
n
seien die Bedingungen B(1) und B(2) aus Lemma 1 erfu¨llt.
(3) gn(x)
n
konvergiert fu¨r n gegen unendlich gleichma¨ßig gegen Null, d.h. fu¨r jedes  > 0
existiert ein n, so dass fu¨r alle n > n gilt: |gn(x)n | <  fu¨r alle x ∈ IRn.
Dann konvergieren die Maximalstelle xˆ(f2n) von f2n und die Maximalstelle xˆ(f1n) von f1n
gegeneinander.
Beweis:
Sei nun h2n(x) :=
f2n(x)
n , h1n(x) :=
f1n(x)
n und in(x) =
gn(x)
n . Dann gilt mit Lemma 1,
dass die Maximalstelle x˜n von f2nn und die Maximalstelle xˆn von
f1n
n fu¨r n → ∞ gegen-
einander konvergieren, d.h. fu¨r alle ξ > 0 existiert ein nξ ∈ IN mit ‖xˆn − x˜n‖ < ξ fu¨r alle
n ≥ nξ. Da fu¨r festes n ∈ IN gilt, dass argmax
(
f2n(x)
n
)
= argmax(f2n(x)) und analog
argmax
(
f1n(x)
n
)
= argmax(f1n(x)) gilt die Behauptung. q.e.d.
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Nach diesen Voru¨berlegungen kann nun zumindest im Fall von unimodalen Verteilungen
gezeigt werden, dass die Quasi-Scha¨tzer und die restringierten Pseudolikelihood Scha¨tzer
gegeneinander konvergieren.
Behauptung 3
Fu¨r die Einstellungen xi und zi der Lokations- und Dispersionseffekte seien die un-
abha¨ngig verteilten Zufallsvariablen yi, i = 1, . . . , n, mit Erwartungswert µi und Varianz
ϕiV (µi) gegeben. Weiter gelte g(µi) = x
T
i α und log(ϕi) = z
T
i γ fu¨r alle i, i = 1, . . . , n und
g(·) und V (·) wie in (2.19) auf Seite 39. Weiter sei der Stichprobenraum X von X be-
schra¨nkt und es liegen orthogonale Designs in den Lokations- und Dispersionseffekten vor.
Zusa¨tzlich sei die zugrundeliegende Verteilung unimodal. Bezeichne θ = (αT, γT, λ, β)T den
interessierenden Parametervektor, dann konvergieren fu¨r n→∞ die durch die Maximie-
rung der QPLM gewonnenen Scha¨tzer θQMn gegen die durch die Maximierung der PL
M
gewonnenen Scha¨tzer θMn .
Beweis:
Zuna¨chst wird der zusa¨tzliche Term cn(θ) := −12 L+1n
∑n
i=1 log (2piϕiV (µi)) betrachtet. Fu¨r die
in dieser Arbeit unterstellte Varianzfunktion V (µi) = µ
2β
i und die unterstellten Linkfunktionen
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h(ϕi) = log(ϕi) und g(·), wobei g wie in (2.19), Seite 39, definiert, ergibt sich
cn(θ) = −12
L+ 1
n
n∑
i=1
log (2piϕiV (µi))
= −1
2
L+ 1
n
n∑
i=1
log
(
2pi exp(zTi γ)µ
2β
i
)
= −1
2
L+ 1
n
n∑
i=1
[
log(2pi) + zTi γ + 2β logµi
]
= (L+ 1)
− 12 log(2pi)︸ ︷︷ ︸
=:T1
− 1
2
1
n
n∑
i=1
zTi γ︸ ︷︷ ︸
=:T2n
−β 1
n
n∑
i=1
logµi︸ ︷︷ ︸
=:T3n

=: (L+ 1)c˜n(θ).
Der Term T1 entspricht einer Konstanten. Da ein orthogonales Design vorliegt, gilt, dass T2n =
1
2
1
n
∑n
i=1 z
T
i γ =
γ0
2 unabha¨ngig von n ist. Unter der Annahme, dass die PL
M -Scha¨tzer und die
QPLM -Scha¨tzer gegen ein festes θ ∈ Θ konvergieren, kann o.B.d.A. angenommen werden, dass
der Parameterraum Θ beschra¨nkt ist und somit auch T2n. Fu¨r den Term T3n ergibt sich
2β
1
n
n∑
i=1
logµi =

2β
1
n
n∑
i=1
xTi α = α0 : λ = 0
2β
λ
1
n
n∑
i=1
log(λxTi α+ 1) : λ 6= 0.
(3.1)
Ist der Stichprobenraum X von X beschra¨nkt und gilt obige Annahme, ist auch T3n fu¨r beliebiges
θ ∈ Θ beschra¨nkt, d.h. |T3n(θ)| ≤ T3 fu¨r alle n. Dies bedeutet, dass auch fu¨r c˜n(θ) gilt: |c˜n(θ)| ≤ c˜,
wobei c˜ fest.
Mit cn(θ) = (L+ 1)c˜n(θ) la¨sst sich die PLM schreiben als
PLM (α, γ, λ, β |y) = (n− L− 1)c˜n(θ)− n12
1
n
n∑
i=1
r2P (yi, µi)
ϕi
= (n− L− 1)c˜n(θ)− n2 r(µ, ϕ|y)
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Dabei kann r(µ, ϕ |y) := 1n
∑n
i=1
r2P (yi,µi)
ϕi
als mittleres skaliertes Pearson-Residuum aufgefasst
werden.
Somit gilt fu¨r die QPLM :
QPLM (α, γ, λ, β |y) = PLM (α, γ, λ, β |y) + (L+ 1)c˜n(θ)
= (n− L− 1)c˜n(θ)− n2 r(µ, ϕ|y)︸ ︷︷ ︸
:=f1n(θ)
+ (L+ 1)c˜n(θ)︸ ︷︷ ︸
:=gn(θ)
Weiter gilt
∣∣∣∣gn(θ)n
∣∣∣∣ = L+ 1n |c˜n(θ)| ≤ L+ 1n c˜ n→∞−→ 0.
Auf Grund der Beschra¨nktheit von gn(θ) konvergiert
gn(θ)
n sogar gleichma¨ßig gegen Null. Somit
ist Voraussetzung (3) von Behauptung 2 erfu¨llt. Voraussetzung (2) ist durch die Unimodalita¨t
der zugrundeliegenden Verteilung erfu¨llt. Es bleibt Voraussetzung (1) zu zeigen, dass f1n(θ)n fu¨r
festes L gegen eine von n unabha¨ngige Funktion konvergiert, die ein eindeutiges Maximum
besitzt.
f1n(θ)
n
=
n− L− 1
n
c˜n(θ)− 12r(µ, ϕ |y)
n→∞−→ c˜n(θ)− 12
1
n
n∑
i=1
r2P (yi, µi)
ϕi
= −1
2
1
n
n∑
i=1
log (2piϕiV (µi))− 12
1
n
n∑
i=1
r2P (yi, µi)
ϕi
=
1
n
n∑
i=1
PL(α, γ, λ, β | yi)
=
1
n
PL(α, γ, λ, β |y).
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f1n(θ)
n konvergiert somit gegen die durchschnittliche PL, die als echte Log-Likelihood ein eindeu-
tiges Maximum besitzt.
Somit konvergieren die Maximalstellen mit Behauptung 2 gegeneinander. q.e.d.
Nach diesen Voru¨berlegungen ist es nun mo¨glich (P3) zu beweisen, na¨mlich dass sich die
Eigenschaften der QPLM -Scha¨tzer auf die PLM -Scha¨tzer u¨bertragen.
Satz 3
Sei y = (y1, . . . , yn)
T der Beobachtungsvektor, PLM(α, γ, λ, β |y) die restringierte Pseu-
dolikelihood nach McCullagh und Nelder und θ0 = (α
T, γT, β, λ)T = (θ01, . . . , θ0s) mit
s = 4 + |L|+ |D| der wahre Parametervektor. Dann gilt:
i) Die durch die PLM gewonnenen Scha¨tzer θMnj sind fu¨r alle j, j = 1, . . . , s, konsistent
fu¨r den wahren Parameter θ0j, d.h.
P
(|θMnj − θ0j| > ξ) n→∞−→ 0 fu¨r alle ξ > 0.
ii) θMn ist asymptotisch normalverteilt und effizient, d.h.
θMn
d−→ N
(
θ0,
1
n
I(θ0)−1
)
.
Beweis:
(P1) Mit Behauptung 3 gilt
|θMnj − θQMnj | < ε fu¨r alle n ≥ nε,θ. (∗)
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Des Weiteren gilt mit Behauptung 1
P
(
|θQMnj − θ0j | > δ
)
n→∞−→ 0 fu¨r alle δ > 0 (∗∗)
Wa¨hle nun ξ = ε+ δ mit ε, δ > 0 beliebig, dann gilt ∀n > nε,θ:
P
(|θMnj − θ0j | > ξ)
= P
(
|θMnj − θQMnj + θQMnj − θ0j | > ξ
)
≤ P
|θMnj − θQMnj |︸ ︷︷ ︸
<ε(∗)
+|θQMnj − θ0j | > ξ

≤ P
|θQMnj − θ0j | > ξ − ε︸ ︷︷ ︸
δ
 n→∞−→ 0 mit (∗∗)
(P2) Mit Behauptung 1 gilt fu¨r den Scha¨tzvektor θQMn der Quasi-Pseudolikelihood
θQMn
d−→ N
(
θ0,
1
n
I(θ0)−1
)
(∗),
und mit Behauptung 3 gilt auch
θMn − θQMn P−→ 0s
Somit gilt mit dem Satz von Slutzky (siehe Serfling (1980) S.19 oder Lehmann (1983) S.
337):
θQMn + θ
M
n − θQMn d−→ N
(
θ0,
1
n
I(θ0)−1
)
+ 0s
und somit
θMn
d−→ N
(
θ0,
1
n
I(θ0)−1
)
q.e.d.
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Somit konnten also auch fu¨r die auf der restringierten Pseudo-Likelihood nach McCul-
lagh und Nelder beruhenden Scha¨tzer die fu¨r die PL-Scha¨tzer geltenden asymptotischen
Eigenschaften gezeigt werden.
3.3 Restringierte Pseudo-Likelihood Version nach
Lee und Nelder
Auch fu¨r die restringierte Pseudo-Likelihood nach Lee und Nelder muss zuerst die Quasi-
Verteilung bestimmt werden. Das Integral u¨ber die Exponentialfunktion der PLL ergibt
sich dabei zu
∫ ∞
−∞
exp
{
PLL(µi, ϕi |yi)
}
dyi
=
∫ ∞
−∞
1√
2pi
√
ϕiV (µi)
exp
{
−1
2
r2P (yi, µi)
ϕi(1− hii)
}
dyi
=
∫ ∞
−∞
1√
2pi
1√
ϕiV (µi)
exp
{
−1
2
(yi − µi)2
ϕiV (µi)(1− hii)
}
dyi
=
∫ ∞
−∞
1√
2pi
1√
ϕiV (µi)(1− hii)
exp
{
−1
2
(yi − µi)2
ϕV (µi)(1− hii)
}√
1− hii dyi
=
√
1− hii
∫ ∞
−∞
1√
2pi
1√
ϕiV (µi)(1− hii)
exp
{
−1
2
(yi − µi)2
ϕiV (µi)(1− hii)
}
︸ ︷︷ ︸
Dichte einer N(µi,ϕiV (µi)(1−hii))
dyi
=
√
1− hii
Dabei ist hii =
(
W 1/2DX(XTDWDX)−1XTDW 1/2
)
ii
mit
W = diag
(
1
ϕiV (µi)
)
= diag
(
1
ϕiµ
2β
i
)
und D = diag
(
∂µi
∂ηi
)
= diag
(
µ1−λi
)
.
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Der gesuchte Vorfaktor ist also 1√
1−hii und somit ist die Quasi-Dichte f
Q der PLL(µi, ϕi|yi)
gegeben durch
fQ(yi |µi, ϕi) = 1√
1− hii
exp
{
PLL(µi, ϕi | yi)
}
Die Quasi-Dichte des kompletten Beobachtungsvektors y ergibt sich zu
fQ(y1, . . . , yn |µ, ϕ) =
n∏
i=1
1√
1− hii
exp
{
PLL(µi, ϕi | yi)
}
.
Dies entspricht der Dichte einer N(µ, diag (ϕiV (µi)(1− hii))).
Somit besitzt auch die PLL keine echte Dichte aber obige Quasi-Dichte fQ(y). Die zu
der Dichte fQ(y) geho¨rende Log-Likelihood wird im Folgenden Quasi-Pseudo-Likelihood
genannt und mit QPLL gekennzeichnet. Sie la¨sst sich schreiben als
QPLL(µ, ϕ |y) = −1
2
n∑
i=1
log(1− hii) + PLL(µ, ϕ |y)
= −1
2
n∑
i=1
log(1− hii)︸ ︷︷ ︸
:=c(θ)
−1
2
n∑
i=1
log(2piϕiV (µi))− 1
2
n∑
i=1
r2P (yi, µi)
ϕi(1− hii) .
Es tritt also erneut der Fall ein, dass der Vorfaktor 1√
1−hii von den zu scha¨tzenden Pa-
rametern abha¨ngt. Fu¨r diesen Fall werden die asymptotischen Eigenschaften nur fu¨r den
Parametervektor θ = (αT, γT)T nachgewiesen, d.h. fu¨r bekanntes λ und β. Dazu werden
die Punkte (P1) bis (P4) gezeigt.
(P1) Die mit der Quasi-Pseudo-Likelihood QPLL gewonnen Scha¨tzer sind konsistent und
asymptotisch normalverteilt und effizient.
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(P2) Der Term −1
2
∑n
i=1 log(1 − hii) konvergiert fu¨r alle i, i = 1, . . . , n, gegen eine Kon-
stante.
(P3) Die aus der QPLL gewonnenen Scha¨tzer sind asymptotisch gleich den aus der PLL
gewonnenen Scha¨tzern.
(P4) Die Eigenschaften der QPLL-Scha¨tzer u¨bertragen sich asymptotisch auf die PLL-
Scha¨tzer.
Zuerst werden die theoretischen Eigenschaften der QPLL-Scha¨tzer fu¨r den Spezialfall von
bekannten λ und β mit Hilfe von Satz 2 nachgewiesen.
Behauptung 4
Fu¨r die Einstellungen xi und zi der Lokations- und Dispersionseffekte seien die un-
abha¨ngig verteilten Zufallsvariablen yi, i = 1, . . . , n, mit Erwartungswert µi und Varianz
ϕiV (µi) gegeben. Weiter gelte g(µi) = x
T
i α und log(ϕi) = z
T
i γ fu¨r alle i, i = 1, . . . , n, mit
g(·) und V (·) wie in (2.19). Dabei seien λ und β bekannt. Dann sind die durch die Maxi-
mierung der zugeho¨rigen restringierten Quasi-Pseudolikelihood QPLL gewonnen Scha¨tzer
fu¨r θ = (αT, γT)T konsistent und asymptotisch normalverteilt und effizient.
Beweis:
mit Satz 2, Nachweis der Regularita¨tsbedingungen siehe Anhang A.2 q.e.d.
Als na¨chstes wird gezeigt, dass der Term −1
2
∑n
i=1 log(1 − hii) fu¨r n → ∞ gegen 12rg(X)
konvergiert, wenn fu¨r das Maximum der hii gilt, dass es kleiner als
c
nk
ist, wobei k ∈ (1
2
,∞).
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Behauptung 5
Es sei folgende Voraussetzung erfu¨llt:
(V) Es gibt ein n1 ∈ IN, so dass fu¨r alle n ≥ n1 gilt: maxi=1,...,n(hii) ≤ cnk , wobei
k ∈ (1
2
,∞) fest.
Dann konvergiert −1
2
∑n
i=1 log(1− hii) fu¨r n→∞ gegen 12rg(X), d.h.
−1
2
n∑
i=1
log(1− hii) n→∞−→= 1
2
rg(X). (3.2)
Dabei ist hii wie in Definition 10 definiert und rg(X) bezeichne den Rang der Matrix X.
Beweis:
Fu¨r log(1− z) gilt folgende Reihendarstellung:
log(1− z) = −
∞∑
k=1
zk
k
, fu¨r |z| ≤ 1.
Da fu¨r alle i, i = 1, . . . , n, gilt 0 ≤ hii ≤ 1, siehe Toutenburg (2003) S. 346 gilt:
−1
2
n∑
i=1
log(1− hii) = 12
n∑
i=1
∞∑
k=1
hkii
k
=
1
2
∞∑
k=1
n∑
i=1
hkii
k
, da alle Sumanden > 0
=
1
2
n∑
i=1
hii +
1
2
∞∑
k=2
1
k
n∑
i=1
hkii
=
1
2
rg(X) +
1
2
n∑
i=1
∞∑
k=2
hkii
k
,
da fu¨r alle n gilt:
∑n
i=1 hii = rg(W
1/2DX) = rg(X), wenn W 1/2D Vollrang hat. Dies ist gegeben,
da die Diagonaleintra¨ge von D und W alle gro¨ßer als Null sind.
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Somit bleibt zu zeigen, dass 12
∑∞
k=2
1
k
∑n
i=1 h
k
ii fu¨r n → ∞ gegen Null konvergiert. Bezeichne
dazu maxi=1,...,n(hii) =: max(hii).
Fu¨r alle n ≥ n1 gilt:
1
2
n∑
i=1
∞∑
k=2
1
k
hkii
≤ 1
4
n∑
i=1
∞∑
k=2
hkii
≤ 1
4
n∑
i=1
∞∑
k=2
max(hii)k
=
1
4
n
( ∞∑
k=0
max(hii)k − 1−max(hii)
)
=
n
4
(
1
1−max(hii) − 1−max(hii)
)
=
n
4
· 1− (1−max(hii))−max(hii)(1−max(hii))
1−max(hii)
=
n
4
·
[
max(hii)
]2
1−max(hii)
(V )
≤ 1
4
· 1
1−max(hii)︸ ︷︷ ︸
n→∞−→ 1
· c
2
n2k−1︸ ︷︷ ︸
n→∞−→ 0
n→∞−→ 0
q.e.d.
Die folgende Behauptung zeigt, dass Voraussetzung (V) von Behauptung 5 erfu¨llt ist,
wenn ein wiederholtes Design vorliegt.
Behauptung 6
Gegeben seien die Versuchspla¨ne X ∈ IRn×L+1 und Z ∈ IRn×D+1, die jeweils aus m Wie-
derholungen der Ausgangpla¨ne XA ∈ IRnA×L+1 und ZA ∈ IRnA×D+1 bestehen. D.h. jede der
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nA Zeilen der Ausgangspla¨ne wird m-mal wiederholt. Dann folgt, dass hii ≤ 1m fu¨r alle
i, i = 1, . . . , n.
Beweis:
Jede gegebene Einstellung xi der Lokationsfaktoren kommt m-mal vor. Da D und W nur von
den Einstellungen xi und zi der Einflussfaktoren auf die Lokation und Dispersion und dem zu
scha¨tzendem Parametervektor θ = (αT, γT, β, λ)T abha¨ngen, also unabha¨ngig von y sind, wird
auch jede Zeile von W 1/2DX m-mal wiederholt. Es folgt mit Toutenburg (2003) S.349, dass
hii ≤ 1m = an fu¨r alle i, i = 1, . . . , n. q.e.d.
Unter der Annahme, dass nur wenige Effekte aktiv sind, kann ein faktorieller und sogar ein
fraktioniert faktorieller Plan zu einem wiederholten Plan in den aktiven Effekten werden.
Somit ist obige Behauptung auch fu¨r urspru¨nglich nichtwiederholte Pla¨ne relevant.
Nun wird der Punkt (P3) gezeigt, dass die QPLM -Scha¨tzer gegen die PLM -Scha¨tzer
konvergieren .
Behauptung 7
Gegeben seien die unabha¨ngigen Zufallsvariablen yi, i = 1, . . . , n, mit Erwartungswert µi
und Varianz ϕiV (µi). Dann konvergieren die durch die Maximierung der QPL
L gewonnen
Scha¨tzer θQLn fu¨r n → ∞ gegen die durch die Maximierung der PLL gewonnen Scha¨tzer
θLn , wenn die Erho¨hung von n zu wiederholten Pla¨nen fu¨hrt.
3.3. RESTRINGIERTE PL-VERSION NACH LEE UND NELDER 67
Beweis: Mit Behauptung 5 gilt:
QPLL = −1
2
n∑
i=1
log(1− hii) + PLL(µ, ϕ|y)
n→∞=
1
2
rg(X) + PLL(µ, ϕ|y)
Somit konvergieren die Maximalstellen von QPLL gegen die von PLL. q.e.d.
Nun ko¨nnen somit zumindest fu¨r bekannte λ und β die gewu¨nschten Eigenschaften nach-
gewiesen werden.
Satz 4
Sei y = (y1, . . . , yn)
T der Beobachtungsvektor, PLL(µ, ϕ|y) die restringierte Pseudolike-
lihood nach Lee und Nelder und θ0 = (α
T, γT)T = (θ01, . . . , θ0s) mit s = 2 + |L|+ |D| der
wahre Parametervektor. λ und β seien also bekannt. Dann gilt:
i) Die durch die PLL gewonnenen Scha¨tzer θMnj sind fu¨r alle j, j = 1, . . . , s, konsistent
fu¨r den wahren Parameter θ0j, d.h.
P
(|θLnj − θ0j| > ξ) n→∞−→ 0 fu¨r alle ξ > 0.
ii) θLn ist asymptotisch normalverteilt und effizient, d.h.
θLn
d−→ N
(
θ0,
1
n
I(θ0)−1
)
.
Beweis: analog zu Satz 3
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Kapitel 4
Iteratives Verfahren zur
Identifizierung aktiver Lokations-
und Dispersionseffekte
Bis jetzt wurde immer davon ausgegangen, dass die aktiven Lokations- und Dispersions-
effekte bekannt sind. Dies wird in den meisten Anwendungen jedoch nicht der Fall sein.
Fu¨r die Identifikation aktiver Lokationseffekte stehen viele Methoden, wie z.B der Halb-
Normal-Plot, vgl. Toutenburg et al. (1998), die Methode von Lenth (1989) oder die von
Dong (1993) zur Verfu¨gung.
Fu¨r die Identifikation von Dispersionseffekten existieren bis jetzt hauptsa¨chlich nichtitera-
tive Verfahren. Eine ga¨ngige und sehr effiziente Methode, siehe Fuller und Bisgaard (1995),
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ist die von Bergman und Hyne´n (1997), die auf der Normalverteilungsannahme beruht.
McGrath und Lin (2001) bemerken, dass sie jedoch das Signifikanzniveau nicht mehr
einha¨lt, wenn mehr als ein aktiver Dispersionseffekt vorhanden ist. Erscheint die Normal-
verteilungsannahme als nicht gerechtfertigt, kann die nichtparameterische Variante von
McGrath und Lin (2002) verwendet werden, die jedoch antikonservativ ist.
Auer und Kunert (2006) weisen in ihrem Artikel darauf hin, dass es wichtig ist, bei Verfah-
ren zur Identifikation von aktiven Lokationseffekten die Vermischungsstruktur des gegebe-
nen Designs zu beachten, da es sonst leicht zu falschen Vorgehensweisen fu¨hren kann wie
in Raghavarao und Altan (2003). Somit ist es naheliegend auch die Vermischungsstruk-
tur zwischen Lokations- und Dispersionseffekten bei der Identifikation aktiver Effekte zu
beachten. McGrath und Lin (2001) untersuchen diese Vermischung und stellen fest, dass
zwei nichtidentifizierte aktive Lokationseffekte entweder zu fa¨lschlicherweise identifizier-
ten Dispersionseffekten oder auch zu nicht erkannten aktiven Dispersionseffekten fu¨hren
ko¨nnen.
Als Beispiel mo¨ge folgendes Szenario gelten: Den Daten unterliege das Lokationsmodell
E(y) = 1.0A + 0.5B − 0.5AB. Des Weiteren habe A einen Einfluss auf die Dispersion.
µ bezeichne den Erwartungswert von y unter dem korrekten Modell und µA den Erwar-
tungswert von y unter Vernachla¨ssigung der Lokationseffekte B und AB. Des Weiteren
sei Var1 die Tendenz der Varianz von y, wenn A einen positiven, und Var2 die Tendenz
der Varianz von y, wenn A einen negativen Dispersionseffekt besitzt. Somit ergibt sich
das in Tabelle 4 dargestellte Szenario.
Es stellt sich nun die Frage, was passiert, wenn nur der Lokationseffekt A erkannt wird,
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Tabelle 4.1: Beispielszenario
A B AB µ µA Var1 Var2
+ + + 1 1 ↑ ↓
+ - - 1 1 ↑ ↓
- + - 0 -1 ↓ ↑
- - + -2 -1 ↓ ↑
also sowohl der Effekt von B als auch die Interaktion von A und B nicht ins Modell mit
aufgenommen werden.
Situation 1:
Besitzt A einen positiven Einfluss auf die Varianz (Var1), wird dieser womo¨glich
nicht mehr erkannt, da das Modell nur eine insgesamt große Streuung in den Daten
erkennt.
Situation 2:
Besitzt A hingegen einen negativen Einfluss auf die Varianz (Var2), so wird dieser
durch das falsche Lokationsmodell versta¨rkt. Ist A nicht aktiv, ko¨nnte in dieser
Situation der Dispersionseffekt von A trotzdem fa¨lschlicherweise als aktiv erkannt
werden.
Aufgrund dessen schla¨gt McGrath (2003) einen Test vor, der u¨berpru¨ft, ob identifizierte
Dispersionseffekte wirklich aktiv sind oder der Effekt fa¨lschlicherweise durch zwei nicht
identifizierte Lokationseffekte hervorgerufen wird. Er versucht also Fehlentscheidungen
auf Grund von Situation 2 vorzubeugen.
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Eine alternative Methode zur Identifizierung von aktiven Lokations- und Dispersionseffek-
ten wird von Pan und Taam (2002) vorgestellt. Auch sie bedenken in ihrem Verfahren die
mo¨gliche Vermischung zwischen einem Dispersionsfaktor und einem Paar von Lokations-
effekten. Sie stellen jedoch in Simulationstudien fest, dass die Auswirkungen in Situation
1 des Beispielszenarios in der Regel gravierender sind, weil ha¨ufig der Dispersionseffekt
unentdeckt bleibt. Situation 2 hingegen fu¨hrt nur selten zu fa¨lschlicherweise als aktiv er-
kannten Dispersionseffekten und nur zu nicht zu gravierenden Effektvergro¨ßerungen, wenn
die Scha¨tzer auf Basis der EQL, also mit Hilfe von Iteratively Weightetd Least Squares
(IWLS, siehe Seite 30), gescha¨tzt werden und die Identifikation mit Hilfe der zugeho¨rigen
t-Statistiken durchgefu¨hrt wird. Basierend auf diesen Erkenntnissen schlagen sie ein ite-
ratives Verfahren zur Identifikation aktiver Lokations- und Dispersionseffekte basierend
auf doppelt Generalisierten Linearen Modellen (dGLMs) vor, siehe S. 29 ff., welches in
Situation 2 nicht identifizierte aktive Dispersionseffekte aufdecken kann.
Im Folgenden wird das Verfahren von Pan und Taam noch einmal ausfu¨hrlich beschrieben.
Danach wird ein alternatives Verfahren vorgeschlagen, welches auf den Devianzdifferenzen
beruht. Dabei wird sich auf das erweiterte Box-Cox Modell (2.3) mit bekanntem Trans-
formationsparameter λ beschra¨nkt. Ist der Transformationsparameter bekannt, so kann
im Weiteren der Einfachheit halber davon ausgegangen werden, dass die Beobachtungen
yi direkt einer Normalverteilung entstammen. Die resultierende Devianz D˜ev entspricht
dabei den Devianzen der EQL und der PL, wenn fu¨r das Lokationsmodell normalver-
teilte Daten, die natu¨rliche Linkfunktion g(µ) = µ und eine konstante Varianzfunktion
V (µ) = 1 angenommen wird.
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4.1 Identifikation aktiver Lokations- und Disper-
sionseffekte nach Pan und Taam
Um auch die durch falsche Lokationsmodelle in Situation 1 unerkannt gebliebenen Di-
spersionseffekte identifizieren zu ko¨nnen, schlagen Pan und Taam (2002) ein iteratives
Vorgehen zur Identifikation aktiver Lokations- und Dispersionseffekte vor. Zuerst werden
mit einer zweifachen Ru¨ckwa¨rtsselektion die aktiven Lokations- und Dispersionseffekte aus
vorab bestimmten Mengen mo¨glicher aktiver Effekte auf Basis von IWLS identifiziert. Da-
nach wird u¨berpru¨ft, ob ein aktiver Dispersionseffekt aufgrund der Vermischungsstruktur
von Situation 2 u¨bersehen wurde. Das genaue Vorgehen erfolgt wie in den Schritten 1 bis
5 beschrieben:
Schritt 1: Bestimmung der Menge L1 ⊂ L mo¨glicher Lokationseffekte
Mit Hilfe ga¨ngiger Screening Methoden, wie z.B dem Half-Normal Plot oder der
Methode von Lenth wird unter Vernachla¨ssigung mo¨glicher Dispersionseffekte eine
Menge L1 ∈ L mo¨glicher Lokationseffekte bestimmt.
• Schritt 2: Bestimmung der Menge D1 ⊂ D mo¨glicher Dispersionseffekte
Die Menge D1 mo¨glicher Dispersionseffekte wird, wenn mo¨glich, als Menge aller
Haupteffekte festgelegt. Liegt ein hochfraktioniertes Design vor, kann z.B. die Me-
thode von Bergman und Hyne´n oder die Methode von Box und Meyer verwendet
werden, damit die Ausgangsmenge D1 nicht zu groß wird.
74 KAPITEL 4. EFFEKTIDENTIFIKATION (LOKATION UND DISPERSION)
Schritt 3: Reduzierung der Mengen L1 und D1
Mit Hilfe von IWLS wird ein gewichtetes lineares Modell an die Beobachtungen
und ein Gamma GLM mit log-Link an die quadrierten Residuen, also ein doppelt
generalisiertes lineares Modell (dGLM) angepasst. Dabei werden alle Einflussgro¨ßen
aus den zuvor bestimmten Mengen L1 und D1 in die Modelle mit aufgenommen.
Nun werden, basierend auf den zugeho¨rigen t-Werten, alle nichtsignifikanten Effekte
entfernt. Somit reduzieren sich die Mengen L1 und D1 zu L2 und D2.
Schritt 4: Reduzierung der Mengen L2 und D2
Wiederholung von Schritt 3 ausgehend von den Mengen L2 und D2 und Erhalt der
reduzierten Mengen L3 und D3. Alle in L3 und D3 enthaltenen Effekte werden nun
als aktiv angesehen.
Schritt 5: Identifizierung u¨bersehener Dispersionseffekte
Folgendes Vorgehen wird fu¨r jeden Dispersionseffekt D ∈ D \ D3 ausgefu¨hrt:
(i) Es werden alle Paare von Spalten aus der Designmatrix X, deren komponenten-
weises Produkt die zum Dispersionseffekt D geho¨rende Spalte ergibt, bestimmt.
(ii) Die Anzahl der n
2
Paare wird mo¨glichst reduziert. Dabei werden alle Paare ent-
fernt, die zu den kleinsten Lokationseffekten geho¨ren. Des Weiteren werden alle
Paare entfernt, die einen Effekt enthalten, der auf Grund von Hintergrundwis-
sen oder da er zu einer Wechselwirkung ho¨herer Ordnung geho¨rt, als inaktiv
angesehen werden kann. Bleiben, insbesondere bei hochfraktionierten Designs,
immer noch zu viele Paare u¨ber, werden die, deren aufsummierte absolute Ef-
fekte zu den kleinsten Werten fu¨hren, entfernt. Die u¨brigen Paare werden in
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der Menge LP zusammengefasst.
(iii) Nun werden alle Effekte, die in den Mengen LP ∪ L3 und {D} ∪ D3 enthalten
sind, in die Modelle aufgenommen und erneut ein dGLM angepasst. Ist der
zu Dispersionseffekt D geho¨rende t-Wert jetzt signifikant, wird D als aktiv
angenommen.
Die als aktiv identifizierten Faktoren fu¨r die Lokation sind somit durch die Menge L3
gegeben. Und die Menge der aktiven Dispersionsfaktoren ist durch die Menge D3 vereinigt
mit den in Schritt 5 identifizierten Dispersionseffekten gegeben. Pan und Taam bemerken,
dass dabei insbesondere die in Schritt 5 identifizierten Dispersionseffekte genau durch
Besta¨tigungsexperimente zu u¨berpru¨fen sind.
Anhand von Simulationsstudien zeigen Pan und Taam, dass ihre Methode zu einer deut-
lich gro¨ßeren Sensitivita¨t fu¨r die Dispersionseffekte in Situation 1 und zu einer leicht ver-
besserten Sensitivita¨t in Situation 2 fu¨hrt. Gleichzeitig werden die Fehlerraten fu¨r nicht
aktive Dispersionseffekte nur in einem fu¨r Screening-Experimente akzeptablen Rahmen
erho¨ht. Die Studien beschra¨nken sich dabei auf den Fall von normalverteilten Fehlern
mit natu¨rlicher Linkfunktion g(µ) = µ und konstanter Varianzfunktion V (µ) = 1. Zur
Bestimmung der Ausgangsmengen L1 und D1 verwenden sie die Methode von Lenth bzw.
die von Bergman und Hyne´n.
Das Verfahren von Pan und Taam hat jedoch folgende Nachteile:
• Pan und Taam bemerken selbst, dass es bei einer Modellierung mit dGLMs zu unrea-
listischen Scha¨tzern kommen kann, wenn die Anzahl der zu scha¨tzenden Parameter
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gro¨ßer als n
2
, also die halbe Anzahl der Beobachtungen, ist. Diese Grenze wird je-
doch in den Schritten 1 und 2 und insbesondere in Schritt 5 bei hochfraktionierten
Designs leicht erreicht.
• Schritt 5 muss fu¨r jeden Dispersionseffekt, der nicht in Schritt 4 als aktiv identifiziert
wurde, durchgefu¨hrt werden. Da fu¨r diesen Schritt viele U¨berlegungen bezu¨glich der
ins Modell aufzunehmenden Paare von Lokationseffekten no¨tig sind, ist dieser Schritt
nicht so einfach zu formalisieren und auf Grund seiner Komplexita¨t fu¨r Anwender
nur bedingt geeignet.
• Zur Identifizierung werden neben der Methode der dGLM oft noch zwei weitere
Verfahren beno¨tigt, und zwar eines zur Identifizierung von aktiven Lokationseffekten
und eines zur Identifizierung von aktiven Dispersionseffekten.
• Nach Schritt 5 wird nicht u¨berpru¨ft, ob die Kenntnis eines zusa¨tzlichen Dispersi-
onseffektes nicht zu neuen signifikanten Lokationseffekten fu¨hrt.
4.2 U¨berlegungen zur Devianzdifferenz
Um ein Verfahren zur Identifikation aktiver Effekte basierend auf den Devianzen zu be-
stimmen, muss zuna¨chst eine Statistik festgelegt werden, anhand derer die Identifikation
aktiver Effekte erfolgen soll. Es ist bekannt, dass zwei Lokationsmodelle A und B, wobei
B eine Erweiterung von A darstellt, basierend auf den Devianzen miteinander verglichen
werden ko¨nnen, wenn die zugrunde liegende Verteilung zur Klasse der Exponentialfami-
lien geho¨rt, also ein echtes GLM vorliegt. Wie schon in Abschnitt 2.2.2 bemerkt, ist die
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Devianz selbst im Allgmeinen nicht χ2-verteilt und auch nicht unabha¨nigig von α. Jedoch
ist die Differenz der skalierten Devianzen asymptotisch χ2r-verteilt, wobei die Anzahl r der
Freiheitsgrade |B|−|A| entspricht. Dabei ist |A| (|B|) die Anzahl der in das Modell A (B)
eingehenden Lokationseffekte. Wird jedoch das erweiterte Box-Cox Modell MBC unter-
stellt, weicht die Verteilung der Devianzdifferenzen relativ stark von der χ2-Verteilung
ab. Dies wird an Grafik 4.1 deutlich. Unterstellt wurde hierbei ein Modell mit folgenden
Modellen fu¨r den Erwartungswert µ und die Varianz V ar(y):
µ = 2A+ 1B − C + 0.5AB und
V ar(y) = exp(1D).
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Abbildung 4.1: Verteilungsfunktion der Devianzdifferenzen fu¨r einen zusa¨tzlichen Lokations-
oder Dispersionseffekt (je 3x) im Vergleich zu einer χ21-Verteilung
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Die Grafik entha¨lt neben der Verteilungsfunktion einer χ21-Verteilung die empirischen Ver-
teilungsfunktionen der Devianzdifferenzen zwischen dem wahren Modell und 3 Modellen
mit einem zusa¨tzlichen inaktiven Lokationseffekt (gestrichelte Linien) bzw. 3 Modellen mit
einem zusa¨tzlichen inaktiven Dispersionseffekt (gepunktete Linien). Es ist zu sehen, dass
die aus 5000 Datensa¨tzen berechneten empirischen Verteilungsfunktionen stark schwan-
ken. Aber alle empirischen Verteilungsfunktionen fu¨hren unter diesen Modellvorstellungen
zu deutlich gro¨ßeren Quantilen als bei Unterstellung einer χ21-Verteilung. Somit wa¨re ein
Test, der die Devianzdifferenzen mit den Quantilen einer χ21-Verteilung vergleichen wu¨rde
antikonservativ.
Durch Simulationen werden globale 80%-, 90%- und 95%-Quantile fu¨r ein 24-Design und
ein 25-Design aus 2000 bzw. 1000 Datensa¨tzen bestimmt. Wie schon in der obigen Grafik
gesehen, werden diese Quantile noch stark schwanken. Aufgrund der langen Rechenzei-
ten musste jedoch von einer Datensatzgro¨ße von 10 000 oder gro¨ßer abgesehen werden.
Um ein globales Niveau bei der Identifizierung aktiver Effekte einzuhalten, muss die Ver-
teilung der maximalen Devianzdifferenzen simuliert werden. D.h. es wird die Verteilung
der maximalen Differenz zwischen der Devianz des korrekten Modells und der Devianz
eines Modells mit einem zusa¨tzlichen inaktiven Effekt simuliert. Dabei werden zusa¨tzliche
Lokations- und Dispersionseffekte getrennt betrachtet. In beiden Fa¨llen werden jedoch alle
Wechselwirkungen, auch die ho¨herer Ordnung beru¨cksichtigt, da bei fraktionierten Pla¨nen
gerade die Wechselwirkungen hoher Ordnung mit Haupteffekten vermischt werden. Des
Weiteren werden die Quantile fu¨r verschiedene Anzahlen an aktiven Lokations- und Di-
spersionseffekten bestimmt, um eventuelle Abha¨ngigkeiten zur Gro¨ße der unterstellten
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Modelle erkennen zu ko¨nnen. Unter der Annahme, dass es meist nur sehr wenige aktive
Dispersionseffekte und auch nur wenige aktive Lokationseffekte gibt, wurde sich dabei auf
maximal 2 aktive Dispersionseffekte und maximal 6 aktive Lokationseffekte beschra¨nkt.
Somit ko¨nnen also bis zu 2 Dispersionseffekte und 7 Lokationseffekte identifiziert werden.
Tabelle 4.2: simulierte globale Quantile fu¨r die Lokationseffekte (1000 Datensa¨tzen, 25-Design)
Anzahl DE (Niveau)
Anzahl 0 1 2
LE 0.8 0.9 0.95 0.8 0.9 0.95 0.8 0.9 0.95
0 8.0 9.3 10.8 8.2 9.6 11.3 8.5 10.1 11.9
1 8.1 9.5 11.0 8.3 9.7 11.5 8.5 10.4 11.9
2 8.3 9.9 11.7 8.6 9.8 11.5 9.0 10.9 12.5
3 8.5 10.2 11.6 9.5 11.1 13.2 9.4 11.6 13.0
4 8.7 10.1 11.5 9.9 11.7 13.4 10.4 12.5 14.5
5 9.1 10.8 12.4 10.3 12.4 14.6 12.0 15.2 17.2
6 9.1 11.0 12.8 10.6 12.5 15.1 11.7 14.4 17.0
Tabelle 4.2 entha¨lt die simulierten globalen Quantile fu¨r die Identifizierung eines aktiven
Lokationseffektes in einem 25-Design. Es ist zu sehen, dass die Quantile von der Anzahl
der aktiven Lokationseffekte abha¨ngen. Es gilt, dass die Quantile um so gro¨ßer werden, je
gro¨ßer die Anzahl der aktiven Lokationseffekte ist. Ebenso ist ein positiver Zusammenhang
zwischen der Anzahl der aktiven Dispersionseffekte und der Quantilsgro¨ße feststellbar.
D.h. auch die lokalen Quantile wachsen mit der Anzahl der aktiven Faktoren, denn fu¨r
die globalen Quantile wird bei steigender Anzahl an Einflussgro¨ßen das Maximum u¨ber
immer weniger Devianzdifferenzen gebildet. Wu¨rde die Verteilung der Devianzdifferenzen
konstant sein, sollten die lokalen Quantile gleich bleiben und die globalen Quantile mit
steigender Anzahl der aktiven Faktoren sinken. Diese Erkenntnis besta¨tigt sich, wenn die
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entsprechenden lokalen Quantile betrachtet werden, siehe Anhang C, Tabelle C.1. Des
Weiteren besta¨tigen diese Quantile auch die Erkenntnis aus Grafik 4.1, dass die Quantile
nicht denen eine χ21-Verteilung entsprechen. Deren lokale 80%-, 90%- und 95%-Quantile
lauten na¨mlich 1.64, 2.71 und 3.84 und sind deutlich kleiner als die entsprechenden simu-
lierten Quantile.
Tabelle 4.3: simulierte globale Quantile fu¨r die Dispersionseffekte (1000 Datensa¨tzen, 25-
Design)
Anzahl DE (Niveau)
Anzahl 0 1 2
LE 0.8 0.9 0.95 0.8 0.9 0.95 0.8 0.9 0.95
0 7.7 9.4 11.1 7.6 9.0 10.4 7.7 9.3 10.7
1 8.4 10.1 11.8 8.4 10.2 11.7 8.5 10.5 12.0
2 9.3 11.3 12.7 9.0 10.6 12.3 8.7 10.9 12.8
3 10.1 11.8 13.7 9.7 11.3 13.1 9.9 11.8 13.7
4 11.2 13.1 15.3 11.1 13.3 15.3 10.9 13.3 15.5
5 12.6 14.6 16.7 11.9 15.0 16.9 12.5 15.0 17.5
6 14.0 16.8 18.9 13.4 16.1 18.4 14.1 16.3 18.7
Tabelle 4.3 entha¨lt die globalen Quantile zur Identifizierung eines aktiven Dispersions-
effektes in einem 25-Design. Es ist festzustellen, dass es hier wiederum eine positive
Abha¨ngigkeit zwischen der Anzahl der aktiven Lokationseffekte und der Quantilsgro¨ße
gibt. Hingegen scheint es jetzt keinen Zusammenhang zwischen der Anzahl der aktiven
Dispersionseffekte und der Quantilsgro¨ße zu geben.
Die globalen Quantile fu¨r ein 24-Design sind den Tabellen C.2 und C.3 in Anhang C
zu entnehmen. Das Verhalten der Quantile entspricht denen fu¨r ein 25-Design. Sie be-
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ginnen jedoch bei kleineren Werten und enden mit viel gro¨ßeren, haben also ein gro¨ßere
Spannweite.
Um zu u¨berpru¨fen, ob die oben berechneten Quantile allgemeine Gu¨ltigkeit besitzen, ist
zu u¨berpru¨fen, ob sie unabha¨ngig von der Effektgro¨ße sind, d.h. ob die Quantile konstant
bleiben, wenn in obiger Simulation statt einer jeweiligen Effektgro¨ße von 1 eine von nur
0.5 oder eine von 2 gewa¨hlt worden wa¨re. Sie mu¨ssen also auf Skaleninvarianz gepru¨ft
werden.
Die folgenden U¨berlegungen ko¨nnen beweisen, dass die Devianzdifferenz unabha¨ngig von
α ist, aber nicht, dass sie auch unabha¨ngig von γ ist. Jedoch machen sie plausibel, dass
auch die Effektgro¨ße von γ keine Rolle spielt.
Von Interesse ist das Verhalten der Devianzdifferenz, wenn α und γ unbekannt sind und
somit ihre Scha¨tzwerte einfließen. Dazu soll die Devianz zuna¨chst in Matrixschreibweise
dargestellt werden. Dabei wird die Kovarianzmatrix diag(exp zTi γ) mit Σγ bezeichnet.
Unter Ausnutzung der Tatsache, dass sich
∑n
i=1 x
T
i γ bei einem orthogonalen Versuchsplan
zu nγ0 ergibt, la¨sst sich die Devianz darstellen als
D˜evBC(α, γ|λ,y) = log(2pi) + nγ0 + (y − Xα)TΣ−γ(y − Xα).
Wird nun fu¨r α der gewichtete KQ-Scha¨tzer (XTΣ−γX)−1XTΣ−γ/2y eingesetzt, ist zu
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sehen, dass die Devianz nur noch von γ abha¨ngt:
D˜evBC(α, γ|λ,y) ≥ D˜evBC(γ| αˆ, λ,y)
= log(2pi) + nγ0 + (y − Xαˆ)TΣ−γ(y − Xαˆ)
= log(2pi) + nγ0 +
(
Σ−γ/2y
)T
ω⊥
(
Σ−γ/2X
) (
Σ−γ/2y
)
= log(2pi) + nγ0 +
(
Σ−γ/2e
)T
ω⊥
(
Σ−γ/2X
) (
Σ−γ/2e
)
Sei nun γ∗ der wahre Wert, so dass e = Dγ∗/2ε, wobei ε ∼ N(0, σ2In). Dann ist
D˜evBC(γ| αˆ, λ,y) = log(2pi) + nγ0 + εTΣγ∗/2Σ−γ/2ω⊥
(
Σ−γ/2X
)
Σ−γ/2Σγ∗/2ε
Somit ergibt sich γˆ zu
γˆ = argmin
γ∈Γ
{
εTΣγ∗/2Σ−γ/2ω⊥
(
Σ−γ/2X
)
Σ−γ/2Σγ∗/2ε : γ ∈ Γ
}
= argmin
γ∈Γ
{
εTΣ(γ∗−γ)/2ω⊥
(
Σ(γ∗−γ)/2X˜
)
Σ(γ∗−γ)/2ε : γ ∈ Γ
}
= argmin
γ∈Γ
{
εTΣγ/2ω
⊥
(
Σγ/2X˜
)
Σ(γ)/2ε : γ ∈ Γ
}
︸ ︷︷ ︸
3εTω⊥(X˜)ε∼σ2χ2n−r
Somit entha¨lt die zu minimierende Menge zumindest ein Element, welches unabha¨ngig
vom wahren Parameter γ∗ ist.
Gehen wir davon aus, dass die wahre Kovarianzmatrix Σγ1+γ2 ist und die Dispersionsmo-
delle B und A mit ΣB = Σγˆ1+γˆ2 und ΣA = Σγ˜1 miteinander verglichen werden sollen, dann
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ergibt sich die Devianzdifferenz zu
DDB−A := D˜evBC(γˆ| αˆ, λ,y)− D˜evBC(γ˜| α˜, λ,y)
= εTΣ(γ1+γ2)/2Σ−(γˆ1+γˆ2)/2ω
⊥ (Σ−(γˆ1+γˆ2)/2X)Σ−(γˆ1+γˆ2)/2Σ(γ1+γ2)/2ε
−εTΣ(γ1+γ2)/2Σ−γ˜1/2ω⊥
(
Σ−γ˜1/2X
)
Σ−γ˜1/2Σ(γ1+γ2)/2ε
Unter der Annahme, dass γ2 = 0 ist und die Scha¨tzer γˆ1, γˆ2, γ˜1 gegen die wahren Werte
von γ1 und γ2 konvergieren, so konvergiert die Devianzdifferenz gegen 0 und ist somit
unabha¨ngig von der Effektgro¨ße γ1. Die Devianz der Box-Cox Erweiterung stimmt, wie
schon oben erwa¨hnt, fu¨r bekanntes λ mit der auf der PL basierten Devianz u¨berein. Und
fu¨r die mit Hilfe der PL bestimmten Scha¨tzer konnte in Erdbru¨gge und Auer (2010) die
Konsistenz der Scha¨tzer nachgewiesen werden.
Sollen die Lokationsmodelle LMA : ξ = X1α1 und LMB : ξ = [X1,X2]
[
α1
α2
]
fu¨r gegebenes
Dispersionsmodell mit Kovarianzmatrix Σγ miteinander verglichen werden, so ergibt sich
die Devianzdifferenz zu
DDB−A := D˜evBC(γˆ| αˆ, λ,y)− D˜evBC(γ˜| α˜, λ,y)
= εTΣγ2/2Σ−γˆ/2ω
⊥ (Σ−γˆ/2[X1,X2])Σ−γˆ/2Σγ/2ε
−εTΣγ/2Σ−γ˜/2ω⊥
(
Σ−γ˜/2X1
)
Σ−γ˜/2Σγ/2ε
Somit sollte auch in diesem Falle die Devianzdifferenz zumindest asymptotisch unabha¨ngig
von γ sein, wenn sowohl γ˜ als auch γˆ fu¨r α2 = 0 gegen den wahren Parameter konvergieren.
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Da obige U¨berlegungen es nur plausibel erscheinen lassen, dass die Devianzdifferenz un-
abha¨ngig von γ ist, werden nun einige der Simulationen zur Bestimmung der globalen
Quantile, die mit einer Effektgro¨ße von 1 durchgefu¨hrt wurden, mit den Effektgro¨ßen 0.5
und 2 wiederholt. Außerdem beruht die Simulation dieses Mal auf 2000 Datensa¨tzen um si-
cherere Aussagen treffen zu ko¨nnen. Die Tabellen 4.4 und 4.5 geben die globalen Quantile
fu¨r die verschiedenen Werte von γ wieder. Wie den Tabellen zu entnehmen ist, unter-
scheiden sich diese Quantile nur relativ gering von den zuvor bestimmten. Eine eindeutige
Abha¨ngigkeit der Quantile von der Effektgro¨ße ist nicht erkennbar. Nur bei den Quanti-
len fu¨r die Lokationseffekte ist eine leichte Tendenz zu einem negativen Zusammenhang
sichtbar.
Tabelle 4.4: simulierte globale Quantile fu¨r die Lokationseffekte fu¨r unterschiedliche Effekt-
gro¨ßen von γ (25-Design, 2000 Daten)
γ=0.5 γ=1 γ=2
LE DE 0.8 0.9 0.95 0.8 0.9 0.95 0.8 0.9 0.95
3 1 9.4 11.2 13.1 9.2 10.8 12.6 8.8 10.5 12.2
3 2 10.1 12.2 14.0 9.7 11.9 14.4 8.8 10.8 13.1
4 1 9.8 11.7 13.6 9.8 11.7 13.8 9.2 11.3 13.1
4 2 10.8 12.8 14.6 10.5 12.7 14.7 10.1 12.3 14.7
Werden Konfidenzintervalle fu¨r die 95%-Quantile bestimmt, u¨berschneiden sie sich fu¨r die
Effektgro¨ßen 0.5 und 2 von γ stark, siehe Tabelle 4.6. Die Konfidenzintervalle fu¨r einen
zusa¨tzlichen Lokationseffekt bei 3 aktiven Lokationseffekten und einem aktiven Dispersi-
onseffekt u¨berdecken sich sogar. Somit geben diese Simulationen keinen Hinweis darauf,
dass die 95%-Quantile der Devianzdifferenz von γ abha¨ngen. (Zumindest nicht fu¨r die hier
betrachteten Effektgro¨ßen, die aber eine sinnvolle Spannweite der Varianz abdecken.)
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Tabelle 4.5: simulierte globale Quantile fu¨r die Dispersionseffekte fu¨r unterschiedliche Effekt-
gro¨ßen von γ (25-Design, 2000 Daten)
γ=0.5 γ=1 γ=2
LE DE 0.8 0.9 0.95 0.8 0.9 0.95 0.8 0.9 0.95
3 1 9.9 11.8 13.7 9.9 11.9 14.1 9.8 11.8 13.6
3 2 10.3 12.4 14.1 10.0 12.0 13.8 10.0 12.0 13.8
4 1 11.0 13.1 15.1 11.1 13.2 15.1 10.9 12.9 15.0
4 2 11.2 13.6 15.5 11.3 13.4 15.6 11.0 13.1 15.4
Tabelle 4.6: Konfidenzintervalle fu¨r 95%-Quantile (25-Design, 10*200 Daten)
Lokation Dispersion
LE DE γ=0.5 γ=2 γ=0.5 γ=2
3 1 [12.36, 13.12] [11.87, 14.39] [13.73, 14.42] [13.13, 14.31]
3 2 [12.93, 14.38] [12.27, 13.11] [12.93, 14.38] [12.27, 13.11]
4 1 [12.71, 13.58] [12.45, 13.43] [12.72, 13.58] [12.45, 13.43]
4 2 [13.86, 15.07] [13.47, 14.38] [13.86, 15.07] [13.47, 14.38]
Somit ko¨nnen nun zwei Modelle A und B, wobei B einen zusa¨tzlichen Effekt entha¨lt,
auf Basis der zugeho¨rigen Devianzdifferenz D˜evB − D˜evA miteinander verglichen wer-
den. Ist die Devianzdifferenz gro¨ßer als das entsprechende simulierte Quantil, kann davon
ausgegangen werden, dass der in Modell B enthaltene zusa¨tzliche Effekt aktiv ist.
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4.3 Identifikation aktiver Lokations- und Dispersi-
onseffekte beruhend auf den Devianzdifferenzen
Aufgrund der U¨berlegungen im vorangegangenen Abschnitt wird nun folgendes auf den
Devianzdifferenzen beruhendes iteratives Verfahren zur Identifikation aktiver Lokations-
und Dispersionseffekte vorgeschlagen:
Schritt 1: Bestimmung aktiver Lokationseffekte
Zuerst werden unter Vernachla¨ssigung mo¨glicher Dispersionseffekte schrittweise mit
Hilfe der Devianzdifferenzen aktive Lokationseffekte identifiziert. Die Vernachla¨ssi-
gung eventueller Dispersionseffekte sollte die Identifizierung aktiver Lokationseffekte
in Situation 2 erleichtern.
Schritt 2: Bestimmung eines aktiven Dispersionseffektes
Gegeben das Lokationsmodell aus Schritt 1, wird anhand der Devianzdifferenz u¨ber-
pru¨ft, ob es einen aktiven Dispersionseffekt gibt. Der gro¨ßte aktive Effekt wird in
das Modell aufgenommen.
Schritt 3: Iterative Verbesserung der Modelle
Wurde in Schritt 2 ein Dispersionseffekt identifiziert, wird, gegeben die jeweiligen
aktuellen Modelle, abwechselnd u¨berpru¨ft, ob ein weiterer Lokations- bzw. Disper-
sionseffekt aufgenommen werden muss, bis keine neuen Effekte mehr aufgenom-
men werden. Die Menge der aktiven Lokations- bzw. Dispersionseffekte nach diesem
Schritt wird mit L0 bzw. D0 bezeichnet.
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Schritt 4: Identifikation u¨bersehener Dispersionseffekte
Um Situation 1 aufzufangen, wird nun fu¨r jeden nicht identifizierten Dispersions-
effekt D ∈ D \ D0 wie folgt vorgegangen:
Gegeben die Lokations- und Dispersionseffekte aus Schritt 3 und zusa¨tzlich Dispersi-
onseffekt D wird mit der Devianzdifferenz u¨berpru¨ft, ob mindestens ein zusa¨tzlicher
Lokationseffekt signifikant ist. Ist dies der Fall und gilt zusa¨tzlich, dass der Dispersi-
onsfaktor D unter diesem neuen Modell signifikant ist, werden er und die zusa¨tzlich
identifizierten Lokationseffekte mit ins Modell aufgenommen.
Die Vorteile dieses Verfahrens im Vergleich zur Methode von Pan und Taam sind leicht
ersichtlich:
• Die komplette Identifikation aktiver Effekte beruht auf einer einzigen Methode.
• Die Gefahr von zu großen Modellen ist durch die Vorwa¨rtsselektion gering.
• Die Identifikation der aktiven Dispersionseffekte mit Hilfe der Devianzdifferenzen
kann im Gegensatz zur Methode von Bergman und Hyne´n auch bei nicht normal-
verteilten Daten angewendet werden.
• Der Schritt zur Identifikation u¨bersehener Dispersionseffekte ist viel einfacher als
der entsprechende Schritt in der Methode von Pan und Taam.
• Schritt 4 fu¨hrt nicht nur zu einer Verbesserung des Dispersions- sondern auch zu
einer des Lokationsmodells.
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Diese Vorteile sind natu¨rlich nur dann relevant, wenn die auf den Devianzdifferenzen
basierende Methode eine mindestens a¨hnlich hohe Sensitivita¨t und eine a¨hnlich kleine
Fehlerrate aufweist, wie die Methode von Pan und Taam. Dies soll im na¨chsten Kapitel
anhand von Simulationsstudien untersucht werden.
Der Nachteil des auf den Devianzdifferenzen beruhenden Verfahrens liegt darin, dass die
exakte Verteilung der Devianzdifferenzen nicht bekannt ist und die Quantile somit in
Abha¨ngigkeit der Designgro¨ße und der Anzahl der aktiven Lokations- und Dispersionsef-
fekte simuliert werden mu¨ssen.
4.4 Vergleich der iterativen Verfahren
In diesem Abschnitt soll mit Hilfe von Simulationsstudien u¨berpru¨ft werden, ob das vor-
geschlagene iterative Verfahren zu a¨hnlich guten Werten fu¨hrt, wie das von Pan und
Taam. Vorab wird auch untersucht, ob die Identifikation aktiver Lokationseffekte unter
Verwendung der Devianzdifferenzen eine mindestens so große Sensitivita¨t aufweist, wie
die Identifikation mit Hilfe von Standardmethoden, wenn mo¨gliche Dispersionseffekte ver-
nachla¨ssigt werden. Gegebenenfalls wa¨re sonst Schritt 1 zu modifizieren. In allen folgenden
Simulationsstudien sollen sowohl einfache Situationen mit wenigen großen aktiven Effek-
ten als auch schwierige Situationen mit relativ vielen aktiven Effekten betrachtet werden.
Fu¨r die schwierigen Situationen wird in Analogie zu Pan und Taam (2002) ein 24-Design
fu¨r die Faktoren A bis D betrachtet. Die den Simulationsstudien zugrunde liegenden
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Lokations- und Dispersionsmodelle lauten dabei wie folgt:
Lokationsmodell LM0 : µ = 0
Lokationsmodell LM1 : µ = 0 + 0.5A+ 1.0B + 2.0C + 0.5AB
Lokationsmodell LM2 : µ = 0 + 0.5A+ 1.0B + 2.0C − 0.5AB
Dispersionsmodell DM0 : σ
2 = exp(0)
Dispersionsmodell DM1 : σ
2 = exp(0 + 0.5A+ 1.0B)
Dispersionsmodell DM2 : σ
2 = exp(0 + 0.5A− 1.0B)
Dispersionsmodell DM3 : σ
2 = exp(0 + 1.0D).
Fu¨r die einfache Situation wird ein 25-Design fu¨r die Faktoren A bis E betrachtet. Dabei
werden folgende Modelle untersucht:
Lokationsmodell LM0 : µ = 0
Lokationsmodell LM1 : µ = 0 + 2A+ 1.0B + 1AB
Lokationsmodell LM2 : µ = 0 + 2A+ 1.0B − 1AB
Dispersionsmodell DM0 : σ
2 = exp(0)
Dispersionsmodell DM1 : σ
2 = exp(0 + 1.0B)
Dispersionsmodell DM2 : σ
2 = exp(0− 1.0B)
Dispersionsmodell DM3 : σ
2 = exp(0 + 1.0D).
Werden die Lokationsmodelle LM1 und LM2 mit den Dispersionsmodellen DM1 und
DM2 kombiniert ist der Dispersionseffekt B jeweils mit den Lokationseffekten A und AB
vermischt. Die Kombinationen LM1, DM1 und LM2, DM2 entsprechen dabei Situation 2
aus dem Beispielszenario am Anfang dieses Kapitels und die Kombinationen LM1, DM2
und LM2, DM1 entsprechen Situation 1. Mit Dispersionsmodell DM3 soll zusa¨tzlich eine
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Situation betrachtet werden, in der der Dispersionsfaktor nicht im Lokationsmodell, auch
nicht u¨ber Wechselwirkungen mit anderen Faktoren, enthalten ist.
Zuerst wird mit Hilfe von Simulationen u¨berpru¨ft, ob mit Hilfe der Devianzdifferenzen die
aktiven Lokationseffekte unter Vernachla¨ssigung eventueller Dispersionseffekte mindestens
genauso gut identifiziert werden ko¨nnen wie mit den Methoden von Lenth (1989) und Dong
(1993). Die Methode von Lenth wird betrachtet, da Pan und Taam sie verwenden. Da die
Methode von Dong jedoch eine ho¨here Sensitivita¨t bei wenigen aktiven Effekten aufweist,
siehe Kunert (1997), soll auch sie betrachtet werden. Beide bestehenden Verfahren beruhen
auf dem Median basierten Varianzscha¨tzer s0, der wie folgt definiert ist:
s0 =
3
2
med
p=1,...,L
(| αˆp|).
Dabei sind die αˆp die ungewichteten KQ-Scha¨tzer des vollen Modells. Lenth definiert nun
den Pseudo Standard Error (PSE) als
PSE =
3
2
med
| αˆp|≤2.5s0
p=1,...,L
(| αˆp|) (4.1)
und erkla¨rt die Effekte p ∈ L zum lokalen ζ-Niveau als aktiv, fu¨r die gilt
∣∣∣∣ αˆpPSE
∣∣∣∣ > t(1 + ζ2 , L3
)
.
Dabei ist t(ζ, r) das ζ-Quantil einer t-Verteilung mit r Freiheitsgraden. Soll ein globales
ζ-Niveau eingehalten werden, so ist das 1+ζ
1
n
2
- Quantil der t-Verteilung mit L
3
Freiheits-
graden zu verwenden.
Ein alternativer Scha¨tzer fu¨r die Standardabweichung ist der Adaptive Standard Error
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(ASE) von Dong (1993), der wie folgt definiert ist:
ASE =
√√√√1.08mL ∑| αˆp|≤2.56s0,
p=1,...,L
αˆ2p, (4.2)
wobei mL die Anzahl der Effektscha¨tzer ist, die betragsma¨ßig kleiner als 2.56s0 sind. Die
mit dem ASE standardisierten Koeffizientenscha¨tzer werden dann mit den Quantilen einer
t-Verteilung mit 0.69L Freiheitsgraden verglichen. Fu¨r die Begru¨ndung der Freiheitsgrade,
siehe Kunert (1997).
Tabelle 4.7: Sensitivita¨tsvergleich zwischen ASE, PSE und DD (24-Design, 1000 Datensa¨tze)
A A A B AB GFR
Modell A B C D AB AC AD BC BD CD BC BD CD CD CD
PSE LM0, 0.2 0.1 0.2 0.2 0.1 0.1 0.4 0.2 0.2 0.2 0.1 0.3 0.2 0.2 0.4 1.4
ASE DM0 0.4 0.5 0.5 0.8 0.3 0.2 0.2 0.3 0.3 0.3 0.7 0.8 0.8 0.2 0.7 4.6
DD 0.4 0.2 0.2 0.4 0.4 0.3 0.0 0.4 0.2 0.4 0.3 0.3 0.3 0.0 0.4 4.1
PSE LM0, 0.3 0.3 0.2 0.3 0.1 0.4 0.4 0.2 0.2 0.1 0.3 0.3 0.2 0.0 0.1 2.1
ASE DM1 0.8 0.8 0.3 0.8 0.5 0.9 1.0 0.5 0.5 0.4 1.0 0.5 0.3 0.5 0.5 5.4
DD 0.2 0.6 0.2 0.1 0.1 0.0 0.0 0.1 0.1 0.0 0.4 0.0 0.1 0.3 0.0 2.0
PSE LM0, 0.6 0.8 0.6 0.6 1.0 0.4 0.5 0.7 0.9 0.3 0.5 0.9 0.2 0.2 0.3 2.9
ASE DM2 0.7 0.9 1.2 0.8 1.0 1.1 0.7 1.1 0.9 0.4 0.9 0.9 0.4 0.5 0.5 4.4
DD 0.3 0.0 0.1 0.0 0.0 0.0 0.0 0.1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.5
PSE LM1, 2.8 16.4 72.8 0.1 1.8 0.1 0.0 0.0 0.1 0.2 0.0 0.0 0.1 0.0 0.1 0.5
ASE DM0 4.9 37.6 97.5 0.2 4.5 0.1 0.0 0.0 0.1 0.2 0.1 0.1 0.1 0.1 0.0 1.0
DD 1.8 39.7 94.8 0.0 2.7 0.1 0.1 0.0 0.1 0.0 0.0 0.1 0.0 0.0 0.0 0.4
PSE LM1, 1.2 7.9 43.4 0.1 0.8 0.1 0.1 0.1 0.2 0.0 0.1 0.1 0.1 0.0 0.2 0.7
ASE DM1 3.0 19.1 81.4 0.0 3.2 0.1 0.1 0.2 0.2 0.0 0.1 0.1 0.2 0.0 0.3 1.0
DD 0.2 18.8 79.7 0.0 0.4 0.0 0.1 0.2 0.0 0.0 0.0 0.0 0.1 0.0 0.0 0.4
PSE LM1, 1.2 3.9 14.7 0.1 1.3 0.3 0.1 0.6 0.1 0.1 0.4 0.1 0.0 0.0 0.0 0.9
ASE DM2 3.0 6.9 39.0 0.0 3.2 0.4 0.0 0.8 0.2 0.0 0.8 0.2 0.0 0.0 0.0 1.2
DD 2.6 2.9 38.8 0.0 0.4 0.2 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.2
PSE LM2, 2.4 14.4 72.8 0.0 2.2 0.1 0.0 0.2 0.0 0.1 0.1 0.2 0.2 0.1 0.1 0.9
ASE DM0 4.9 35.5 96.6 0.3 3.7 0.1 0.0 0.1 0.0 0.1 0.1 0.1 0.2 0.1 0.3 1.2
DD 2.0 37.0 95.2 0.0 1.6 0.0 0.0 0.1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.1
PSE LM2, 1.3 8.7 47.0 0.0 1.7 0.1 0.0 0.3 0.0 0.1 0.1 0.0 0.0 0.1 0.0 0.5
ASE DM1 4.2 21.5 80.9 0.0 4.5 0.3 0.0 0.2 0.0 0.3 0.1 0.0 0.1 0.4 0.2 0.9
DD 2.0 19.5 82.4 0.0 2.7 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
PSE LM2, 1.2 3.9 14.4 0.0 1.5 0.2 0.1 0.2 0.0 0.1 0.4 0.0 0.0 0.2 0.2 0.9
ASE DM2 1.9 10.7 37.4 0.0 2.3 0.2 0.1 0.1 0.0 0.1 0.2 0.0 0.1 0.4 0.5 1.0
DD 0.6 8.6 36.5 0.0 0.4 0.1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.1
Tabelle 4.7 gibt fu¨r jeden Effekt die Wahrscheinlichkeit als aktiv identifiziert zu werden
in Prozent an. Die Werte beruhen auf 1000 simulierten Daten eines 24-Designs mit den
angegebenen Lokations- und Dispersionsmodellen. Die Werte der in Wahrheit aktiven
Effekte sind fett dargestellt und entsprechen der Sensitivita¨t des jeweiligen Verfahrens.
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Die zu den inaktiven Effekten geho¨renden Werte geben die individuellen Fehlerraten an.
Die letzte Spalte entha¨lt die Gesamtfehlerrate (GFR). Dies ist die Wahrscheinlichkeit,
dass mindestens ein Effekt fa¨lschlicherweise identifiziert wurde. An ihr ist also abzule-
sen, ob das globale Signifikanzniveau eingehalten wurde. Es ist zu sehen, dass die auf
den Devianzdifferenzen DD beruhende Methode genau wie die Methode von Dong eine
deutliche Verbesserung im Vergleich zur Methode von Lenth darstellt. Die Methode von
Dong ist jedoch leicht besser als die auf den Devianzdifferenzen beruhende, insbesondere
fu¨r die relativ kleinen Effekte. Die GFR liegt bis auf eine Ausnahme fu¨r die Methode von
Dong immer unter 5%. Das Signifikanzniveau wird dabei bei allen Verfahren la¨ngst nicht
ausgenutzt und ist fu¨r die Devianzdifferenzen meist am geringsten.
In Tabelle 4.8 sind die entsprechenden Simulationsergebnisse fu¨r den Fall eines 25-Designs
angegeben. Dabei wird sich hier auf die Angabe der Sensitivita¨t der in den Lokationsmo-
dellen LM1 und LM2 aktiven Effekte beschra¨nkt. Hier ist zu sehen, dass die Devianzdif-
ferenzen bei geringerer GFR a¨hnlich gute Ergebnisse wie die ASE liefert. Nur fu¨r den Fall
LM0, DM0 ist die GFR fu¨r die Devianzdifferenz gro¨ßer als die fu¨r die ASE, sie ist sogar
gro¨ßer als 5% und ha¨lt somit fu¨r diese 1000 Datensa¨tze das globale Niveau nicht ein.
Insgesamt zeigen die Simulationsergebnisse, dass es keinen zwingenden Grund gibt, die
Identifikation aktiver Lokationseffekte in Schritt 1 nicht mit Hilfe der Devianzdifferenzen
durchzufu¨hren.
Somit wird nun das vorgeschlagene iterative Verfahren anhand von Simulationen getestet.
Tabelle 4.9 gibt die Sensitivita¨t bzw. die Fehlerrate fu¨r die einzelnen Effekte in Prozent
wieder. Dabei wurden 1000 Datensa¨tze eines 24-Designs simuliert und unter Verwendung
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Tabelle 4.8: Sensitivita¨tsvergleich zwischen ASE, PSE und DD (25-Design, 1000 Datensa¨tze)
Modell A B AB GFR
PSE 0.2 0.2 0.2 3.2
ASE LM0, DM0 0.2 0.3 0.4 5.0
DD 0.3 0.3 0.3 6.4
PSE 0.3 0.3 0.2 3.2
ASE LM0, DM1 0.4 0.3 0.3 4.4
DD 0.3 0.2 0.1 3.6
PSE 0.6 0.3 0.3 4.5
ASE LM0, DM2 0.3 0.1 0.2 5.1
DD 0.0 0.2 0.1 4.1
PSE 100.0 83.3 82.3 2.8
ASE LM1, DM0 100.0 95.8 96.9 4.0
DD 100.0 96.2 97.8 3.3
PSE 100.0 59.0 58.6 2.8
ASE LM1, DM1 100.0 79.2 78.8 3.3
DD 100.0 78.1 76.7 1.1
PSE 99.8 57.2 56.3 3.0
ASE LM1, DM2 100.0 77.0 77.7 3.0
DD 100.0 79.9 78.9 0.9
PSE 100.0 82.9 82.9 2.4
ASE LM2, DM0 100.0 95.9 97.1 3.0
DD 100.0 96.3 97.1 1.9
PSE 99.8 53.0 54.5 2.3
ASE LM2, DM1 100.0 78.4 76.5 2.9
DD 100.0 80.5 78.0 0.9
PSE 99.6 57.0 56.4 3.5
ASE LM2, DM2 100.0 78.9 79.6 3.6
DD 100.0 76.7 77.5 2.0
PSE 99.6 58.3 58.9 3.1
ASE LM1, DM3 100.0 79.6 79.0 2.9
DD 100.0 81.7 81.1 1.4
PSE 99.0 55.7 56.9 2.5
ASE LM2, DM3 100.0 76.6 78.4 2.9
DD 100.0 77.5 79.1 0.9
der globalen 95%-Quantile ausgewertet. Neben den Ergebnissen mit Schritt 4 des vor-
geschlagenen Verfahrens sind zusa¨tzlich auch die ohne Schritt 4 wiedergegeben. Fu¨r die
Identifikation der Lokationseffekte werden alle Wechselwirkungen, auch die ho¨herer Ord-
nung, beru¨cksichtigt. Fu¨r die Identifikation aktiver Dispersionseffekte wird sich jedoch
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nur auf die Haupteffekte beschra¨nkt. Liegt also ein fraktionierter Plan vor, erho¨hen sich
die Fehlerraten entsprechend, wenn weitere Haupteffekte in die Gruppe der mo¨glichen
Dispersionseffekte aufgenommen werden.
Tabelle 4.9: Sensitivita¨tsanalyse fu¨r das Verfahren mit Devianzdifferenzen mit und ohne Schritt
4, (24-Design, Verwendung von globalen 95%-Quantilen, 1000 Datensa¨tze)
A A A B AB
Modell Param. A B C D AB AC AD BC BD CD BC BD CD CD CD
LM0, DM0 α 0.7 1.7 1.7 1.3 1.7 1.0 2.1 1.8 1.4 1.5 1.4 1.6 1.5 1.4 2.0
mit γ 4.5 5.6 3.5 3.8
LM0, DM0 α 0.1 0.7 0.2 0.6 0.4 0.1 0.3 0.3 0.1 0.3 0.4 0.6 0.3 0.4 0.5
ohne γ 0.1 0.7 0.0 0.5
LM0, DM1 α 0.9 1.6 1.4 0.7 1.9 0.5 1.5 1.2 1.3 1.4 0.7 1.7 0.9 1.1 1.1
mit γ 7.3 29.4 3.1 3.0
LM0, DM1 α 0.1 1.0 0.5 0.0 0.5 0.0 0.6 0.0 0.0 0.3 0.1 0.6 0.0 0.4 0.5
ohne γ 3.3 25.5 0.7 1.0
LM0, DM2 α 1.1 2.1 1.6 0.8 2.0 0.5 1.7 1.1 1.0 0.4 0.7 1.8 1.4 0.9 2.0
mit γ 8.5 29.0 3.1 4.0
LM0, DM2 α 0.2 0.7 0.4 0.0 0.5 0.0 0.5 0.3 0.2 0.1 0.0 0.7 0.3 0.1 0.7
ohne γ 4.8 24.7 0.5 1.3
LM1, DM0 α 5.6 48.4 99.0 1.6 6.1 0.4 1.5 0.7 0.8 1.1 1.0 1.3 1.0 1.4 2.0
mit γ 12.9 10.9 3.3 6.6
LM1, DM0 α 2.4 37.4 94.2 0.0 1.2 0.0 0.1 0.0 0.1 0.0 0.1 0.1 0.3 0.1 0.2
ohne γ 2.0 1.3 0.0 0.4
LM1, DM1 α 1.2 28.2 99.7 0.7 1.7 0.7 1.4 0.9 1.4 1.0 1.0 1.3 1.1 1.4 1.8
mit γ 13.4 42.1 3.4 4.5
LM1, DM1 α 0.2 19.1 77.4 0.1 0.2 0.0 0.1 0.0 0.0 0.1 0.1 0.1 0.1 0.2 0.0
ohne γ 2.6 21.0 0.7 0.2
LM1, DM2 α 21.6 27.1 95.3 0.5 18.9 0.3 0.9 1.2 0.8 0.5 1.0 0.8 1.2 0.7 1.4
mit γ 24.0 33.0 2.3 4.5
LM1, DM2 α 3.5 17.8 78.3 0.0 3.2 0.0 0.2 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.1
ohne γ 6.3 0.6 0.1 0.1
LM2, DM0 α 7.4 47.8 98.8 0.8 7.2 0.4 1.5 1.1 0.8 1.2 1.2 1.4 0.6 1.2 1.3
mit γ 13.1 8.9 3.7 7.4
LM2, DM0 α 2.6 36.9 95.2 0.0 2.8 0.0 0.1 0.0 0.0 0.0 0.2 0.0 0.0 0.0 0.1
ohne γ 1.7 0.9 0.0 0.3
LM2, DM1 α 21.6 35.1 89.1 0.3 26.5 0.6 1.2 1.2 0.8 0.8 1.4 0.8 0.6 0.6 1.2
mit γ 14.7 36.6 2.7 5.6
LM2, DM1 α 3.5 21.4 78.5 0.0 4.8 0.0 0.0 0.1 0.0 0.0 0.2 0.0 0.0 0.0 0.0
ohne γ 0.3 0.2 0.1 0.0
LM2, DM2 α 1.8 40.3 99.1 1.0 3.9 1.1 2.0 1.1 0.8 0.8 1.2 1.4 0.9 0.9 1.5
mit γ 15.3 43.7 3.3 4.7
LM2, DM2 α 0.9 24.6 79.2 0.1 1.2 0.2 0.3 0.2 0.2 0.1 0.1 0.3 0.1 0.1 0.1
ohne γ 1.2 22.7 0.2 0.3
LM1, DM3 α 5.8 43.8 98.6 1.6 6.0 0.2 1.3 1.1 1.3 1.0 1.2 1.2 0.6 0.9 1.2
mit γ 12.9 11.6 2.9 7.0
LM1, DM3 α 2.0 33.6 91.7 0.0 1.4 0.0 0.1 0.1 0.0 0.0 0.1 0.1 0.2 0.1 0.1
ohne γ 2.2 1.5 0.0 0.1
LM2, DM3 α 5.8 44.4 98.5 0.9 7.2 0.4 0.9 0.9 1.2 0.6 1.5 1.2 1.6 1.8 1.0
mit γ 12.3 11.3 3.7 7.9
LM2, DM3 α 2.4 32.6 93.0 0.0 1.9 0.0 0.1 0.0 0.0 0.0 0.1 0.1 0.0 0.0 0.0
ohne γ 2.5 0.6 0.1 0.1
4.4. VERGLEICH DER ITERATIVEN VERFAHREN 95
Es ist zu sehen, dass die Sensitivita¨t sowohl der Lokationseffekte als auch der Disper-
sionseffekte durch Schritt 4 deutlich zunimmt. So steigt z.B. in Modell LM2, DM1 die
Sensitivita¨t fu¨r den Lokationseffekt A von 3.5% auf 21.6% und die des Dispersionseffektes
B von 0.2% auf 36.6%. Gleichzeitig wird die Fehlerrate nur leicht erho¨ht. Fu¨r die Lokati-
onseffekte liegt sie jetzt bei maximal 2% und fu¨r die Dispersionseffekte bei maximal 5.6%,
welches gerade fu¨r ein Screening akzeptable Werte sind. Die Sensitivita¨t der mit dem
Dispersionsfaktor B vermischten Lokationseffekte A und AB kann in den der Situation
2 entsprechenden Modellen LM1, DM1 und LM2, DM2 nur geringfu¨gig erho¨ht werden.
So steigt sie z.B. fu¨r Modell LM2, DM2 fu¨r den Lokationseffekt AB von 1.2% auf 3.9%.
Vergleicht man die Werte ohne Schritt 4, also nach Schritt 3, mit denen nach Schritt 1
aus Tabelle 4.7, so ist fu¨r die Modelle LM1, DM1 und LM2, DM2 aus Situation 2 eine
klare Verbesserung der Sensitivita¨t fu¨r die Lokationseffekte zu erkennen, die nicht mit
dem Dispersionseffekt B vermischt sind. Die Effizienzsteigerung betra¨gt mehr als 100%.
Fu¨r die Modelle aus Situation 1 fa¨llt die Verbesserung durch Schritt 3 wesentlich geringer
aus. Die Sensitivita¨t der mit dem Dispersionseffekt B vermischten Lokationseffekte kann
in Situation 2 nicht wesentlich durch die Schritte 2 und 3 verbessert werden, da diese
Lokationseffekte, wenn u¨berhaupt, nur unter Vernachla¨ssigung des vermischten Dispersi-
onseffektes entdeckt werden ko¨nnen. Jedoch wird Dispersionseffekt D bei Vorliegen von
Dispersionsmodell D3 auch nach Schritt 4 nicht erkannt. In diesem Fall ist die Fehlerrate
fu¨r Dispersionseffekte A und B sogar gro¨ßer als die Sensitivita¨t von D.
In Tabelle 4.10 finden sich die Simulationsergebnisse fu¨r die Sensitivita¨t bei einem 25-
Design. Die Ergebnisse sind wieder in Prozent angegeben und beruhen auf 1000 simulier-
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Tabelle 4.10: Sensitivita¨tsanalyse fu¨r das auf den Devianzdifferenzen beruhende Verfahren mit
und ohne Schritt 4, (25-Design, Verwendung von globalen 95%-Quantilen, 1000 Datensa¨tze)
Lokation Dispersion
Modell A B AB max(FR) FR A D max(FR) FR
LM0, DM0, mit 0.8 0.4 0.2 1.0 0.47 1.9 2.0 1.9 2.1
LM0, DM0, ohne 0.4 0.3 0.0 0.4 0.18 0.1 0.2 0.2 0.8
LM0, DM1, mit 1.0 0.2 0.6 1.0 0.49 73.4 1.3 2.4 1.65
LM0, DM1, ohne 0.4 0.2 0.2 0.6 0.22 71.9 0.1 0.2 0.15
LM0, DM2, mit 0.4 0.3 0.2 0.8 0.44 69.9 2.1 2.1 1.63
LM0, DM2, ohne 0.2 0.1 0.2 0.5 0.23 69.2 0.5 0.5 0.2
LM1, DM0, mit 100.0 97.7 98.0 0.9 0.48 1.8 3.4 3.4 2.2
LM1, DM0, ohne 100.0 94.4 95.9 0.4 0.17 0.2 0.5 0.5 0.2
LM1, DM1, mit 99.9 68.3 68.8 1.1 0.53 65.8 2.6 3.2 2.7
LM1, DM1, ohne 99.9 67.8 67.8 0.3 0.16 64.6 0.2 0.6 0.3
LM1, DM2, mit 100.0 84.8 85.1 0.8 0.44 56.4 3.8 3.8 3.2
LM1, DM2, ohne 100.0 76.3 74.7 0.4 0.17 47.2 0.5 0.5 0.43
LM2, DM0, mit 100.0 97.7 98.2 0.9 4.5 1.6 3.5 3.5 2.3
LM2, DM0, ohne 100.0 95.1 96.5 0.4 0.17 0.1 0.4 0.4 0.14
LM2, DM1, mit 100.0 84.4 84.0 1.2 0.48 62.5 3.1 4.3 3.4
LM2, DM1, ohne 100.0 75.0 76.4 0.3 0.14 52.7 0.2 0.7 0.43
LM2, DM2, mit 99.9 72.9 72.8 0.8 0.46 59.8 2.3 2.4 2.2
LM2, DM2, ohne 99.9 72.5 72.5 0.5 0.19 59.2 0.7 0.7 0.43
LM1, DM3, mit 100.0 93.3 93.3 1.2 0.59 2.7 58.1 3.8 2.85
LM1, DM3, ohne 100.0 74.3 74.7 0.4 0.15 0.9 39.0 0.9 0.58
LM2, DM3, mit 100.0 95.2 95.2 1.2 0.51 2.7 59.8 3.6 2.48
LM2, DM3, ohne 100.0 75.7 76.8 0.4 0.16 1.3 28.6 1.3 0.63
ten Datensa¨tzen. Bei der Angabe der Fehlerraten (FR) fu¨r die nichtaktiven Effekte wird
sich auf die maximale Fehlerrate max(FR) und die mittlere Fehlerrate FR getrennt nach
Lokationseffekten und Dispersionseffekten beschra¨nkt. Die Werte fu¨r die Sensitivita¨t sind
erneut hervorgehoben. Fu¨r die Modelle aus Situation 2 (LM1, DM1 bzw. LM2, DM2) ist
nun keine wesentliche Verbesserung durch Schritt 4 mehr erkennbar. Fu¨r die Modelle aus
Situation 1 steigt die Sensitivita¨t des Dispersionseffektes und der zugeho¨rigen vermisch-
ten Lokationseffekte trotz der schon hohen Sensitivita¨t aber noch um 10%. Die Modelle
mit Dispersionsmodell DM3, also einem Dispersionseffekt der nicht im Lokationsmodell
enthalten ist, ko¨nnen durch Schritt 4 jedoch im Gegensatz zu den Simulationsergebnissen
fu¨r das 24-Design deutlich verbessert werden. Sowohl die Sensitivita¨t der Lokationseffekte
B und AB als auch die des Dispersionseffektes D selbst wa¨chst um ca. 20%. Ein Vergleich
4.4. VERGLEICH DER ITERATIVEN VERFAHREN 97
mit Tabelle 4.8 zeigt, dass Schritt 2 und 3 des iterativen Verfahrens fu¨r keines der be-
trachteten Modelle ein große Verbesserung bringen. Erneut bleibt die Fehlerrate in einer
akzeptablen Gro¨ßenordnung, sie liegt immer unter 5%.
Somit fu¨hrt das auf den Devianzdifferenzen basierende iterative Verfahren genau wie
das Vorgehen von Pan und Taam zu einer verbesserten Identifikation aktiver Effekte bei
gleichzeitiger geringer Erho¨hung der Fehlerraten.
Um das auf den Devianzdifferenzen beruhende Verfahren mit dem von Pan und Taam
vorgeschlagenem besser vergleichen zu ko¨nnen, werden einige der Simulationen fu¨r das 24-
Design mit globalen 80%-Niveaus wiederholt. Das globale Niveau wurde dabei so gewa¨hlt,
dass die Fehlerraten fu¨r die nichtaktiven Effekte nun ungefa¨hr den von Pan und Taam
erhaltenen Fehlerraten entsprechen. Die Ergebnisse finden sich zusammen mit den Simula-
tionsergebnissen von Pan und Taam in Tabelle 4.11. Da Pan und Taam Wechselwirkungen
ho¨herer Ordnung nicht betrachtet haben, fehlen die Fehlerraten fu¨r die 3-fach und 4-fach
Wechselwirkungen fu¨r ihr Verfahren.
Wie schon erwa¨hnt, entsprechen sich nun die Fehlerraten ungefa¨hr. Auch die Sensitivita¨t
der Dispersionseffekte ist anna¨hernd gleich. Jedoch ist die Sensitivita¨t der Lokationseffek-
te bei dem Verfahren von Pan und Taam in einigen Fa¨llen deutlich besser. Ein konkreter
Vergleich ist jedoch nicht mo¨glich, da Pan und Taam nicht angeben, welche Quantile
sie in den jeweiligen Schritten verwenden. Sie scheinen jedoch ein relativ geringes loka-
les Signifikanzniveau verwendet zu haben. Dies fu¨hrt jedoch schnell zu einer zu großen
Anzahl aktiver Effekte in ihrem ersten Modell. Besonders wenn in fraktionierten Designs
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Tabelle 4.11: Sensitivita¨tsvergleich zwischen Verfahren mit Devianzdifferenzen und Verfahren
von Pan und Taam (24-Design, globale 80%-Quantile, 1000 Datensa¨tze)
A A A B AB
Modell Param. A B C D AB AC AD BC BD CD BC BD CD CD CD
LM1, DM1 α 10.1 50.2 99.8 5.1 10.7 4.9 6.3 5.4 5.8 4.9 4.4 5.6 6.2 6.0 7.7
DD γ 25.9 53.4 8.1 15.3
LM1, DM1 α 24.0 75.4 99.8 4.5 25.5 4.3 4.8 5.5 3.8 2.5
Pan u. Taam γ 25.4 53.4 10.1 12.5
LM1, DM2 α 39.1 58.1 99.5 3.3 31.7 3.3 5.6 4.9 3.2 2.9 5.0 5.7 6.2 4.4 4.6
DD γ 24.7 40.4 7.4 15.0
LM1, DM2 α 35.3 77.6 100.0 4.2 35.2 4.7 3.2 5.3 4.2 3.9
Pan u. Taam γ 24.4 45.5 9.1 13.5
LM2, DM1 α 35.8 58.4 98.0 4.2 35.8 4.3 6.1 5.2 5.4 4.3 6.7 5.1 6.3 5.6 5.6
DD γ 20.7 44.7 6.3 14.1
LM2, DM1 α 36.1 79.1 99.8 3.9 33.2 3.9 3.4 4.9 4.4 3.5
Pan u. Taam γ 24.2 46.1 8.3 12.2
LM2, DM2 α 11.7 62.4 99.9 4.0 13.0 4.7 7.4 5.8 5.2 4.5 5.9 6.0 7.2 7.3 6.6
DD γ 27.3 53.7 6.2 14.6
LM2, DM2 α 29.9 78.6 99.9 3.5 30.0 3.4 3.4 5.1 4.1 4.5
Pan u. Taam γ 21.9 51.7 9.0 13.9
auch noch Wechselwirkungen ho¨herer Ordnung betrachtet werden mu¨ssen. Pan und Taam
scheinen sich jedoch auf die Haupteffekte und 2-fach Interaktionen beschra¨nkt zu haben.
4.5 Beispiel
Im Folgenden soll das auf den Devianzdifferenzen basierende Verfahren zur Identifikation
aktiver Lokations- und Dispersionseffekte auf zwei Datensa¨tzen, die im Rahmen des Pro-
jektes C6
”
Methoden der statistischen Versuchsplanung zu Analyse und Optimierung von
komplexen Umformprozessen am Beispiel des CNC-gesteuerten Dru¨ckens“ im Sonderfor-
schungsbereich 475 erhoben wurden, angewandt werden. Die Daten entstammen einem
Produktplan und einem Combined Array und wurden in einer u¨ber beide Pla¨ne randomi-
sierten Reihenfolge erhoben. Der Zweck dieser doppelten Datenerhebung war der Vergleich
beider Designs bezu¨glich ihrer Vor- und Nachteile zur Identifikation aktiver Lokations-
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und Dispersionsfaktoren. Na¨here Einzelheiten und die Ergebnisse des Vergleichs sind in
Kunert et al. (2007) nachzulesen.
Es wurden jeweils 6 Designfaktoren, im Folgenden A,B,C,D,E und F , und 3 Sto¨rgro¨ßen,
im Folgenden m,n und o, betrachtet. Beide Pla¨ne hatten einen Umfang von 32 La¨ufen.
Die betrachtete Zielgro¨ße A20 misst die wa¨hrend des Umformprozesses entstehende Blech-
Aufdickung bzw. Ausdu¨nnung. Sie ist definiert als die normierte Fla¨che zwischen der
Soll-Blechdicke und der tatsa¨chlich realisierten Blechdicke im umgeformten Bereich des
Werkstu¨cks.
Wird das vorgeschlagene Verfahren unter Verwendung der globalen 95%-Quantile auf den
Produktplan angewandt, so werden die Faktoren B,E, F und n als aktive Lokationsef-
fekte identifiziert und der Faktor D als aktiver Dispersionseffekt. Dies entspricht genau
den Ergebnissen der mit einem Halb-Normal-Plot durchgefu¨hrten Analyse aus Kunert et
al. (2007).
Auch die fu¨r das Combined-Array identifizierten Faktoren bringen keine neuen Erkennt-
nisse. Erneut werden die Effekte AF,B und F als aktive Lokationseffekte identifiziert.
Und genau wie in der Standardanalyse mit einem Halb-Normal-Plot gibt es Hinweise dar-
auf, dass auch der Haupteffekt von n einen Einfluss auf die Lokation haben ko¨nnte und
C einen auf die Dispersion.
Somit fu¨hrt das neue Verfahren bei normalverteilten Daten zu den gleichen Ergebnissen
wie die u¨blichen Standardverfahren. Auch das neue Verfahren kann somit die Wider-
spru¨che zwischen den beiden Designs nicht aufheben.
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Kapitel 5
Zusammenfassung und Ausblick
Ha¨ufig ist es in technischen Prozessen z.B. aufgrund hoher Kosten und/oder zeitaufwa¨ndi-
ger Prozesse nicht mo¨glich, wiederholte Designs durchzufu¨hren. Somit ist es oft no¨tig,
anhand weniger Versuchspunkte sowohl Lokations- als auch Dispersionseffekte zu iden-
tifizieren. Daru¨ber hinaus ist in technischen Prozessen oft noch ein Zusammenhang zwi-
schen Erwartungswert und Varianz zu beobachten. Kapitel 2 beschreibt die gut bekannten
Transformationsmodelle und die immer verbreiteteren Generalisierten Linearen Modelle
(GLM). Dabei werden zuna¨chst fu¨r beide Ansa¨tze die Standardverfahren erla¨utert, die es
jedoch alle nicht erlauben, den Transformationsparameter gleichzeitig mit den Lokations-
und Dispersionseffekten zu scha¨tzen. Dies ermo¨glichen jedoch die von Erdbru¨gge und
Auer (2010) eingefu¨hrten Erweiterungen. Sowohl die auf GLMs als auch die auf Trans-
formationsmodellen beruhende Erweiterung werden ausfu¨hrlich dargestellt. Des Weiteren
werden die fu¨r die Extended Quasi-Likelihood (EQL) vorgeschlagenen restringierten Va-
rianten auf die Pseudo-Likelihood u¨bertragen.
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Erdbru¨gge und Auer zeigen, dass die Scha¨tzer fu¨r die Lokations- und Dispersionseffekte
und fu¨r den Transformationsparameter konsistent und asymptotisch effizient und nor-
malverteilt sind, wenn die GLM-Methode in Verbindung mit der Pseudo-Likelihood (PL)
verwendet wird. In Kapitel 3 wird versucht, diese wu¨nschenswerten Eigenschaften nach-
zuweisen, wenn statt der PL die EQL oder restringierte Varianten verwendet werden. Da
die EQL und ihre restringierten Varianten jedoch keine echte Dichte besitzen und es auch
nicht mo¨glich ist, durch Integration eine Quasi-Dichte zu bestimmen, kann u¨ber diese
Scha¨tzer keine Aussage gemacht werden. Fu¨r die restringierten Varianten der PL kann
jedoch ein Vorfaktor bestimmt werden, so dass die restringierte PL der Log-Likelihood
einer echte Dichte entspricht. Fu¨r beide restringierten Varianten ha¨ngt der Vorfaktor je-
doch von den zu scha¨tzenden Parametern ab. Trotzdem konnten die Eigenschaften auf die
mit der restringierten PL nach McCullagh und Nelder bestimmten Scha¨tzer u¨bertragen
werden und fu¨r die auf der restringierten PL nach Lee und Nelder basierten Scha¨tzer
zumindest fu¨r den Fall von bekannten λ und β.
Doch nicht nur die Scha¨tzung der Lokations-und Dispersionseffekte, sondern auch ihre
Identifikation ist in nichtwiederholten Designs eine große Herausforderung. In Kapitel 4.2
wird ein neues iteratives Verfahren, welches auf den Devianzdifferenzen beruht, vorgeschla-
gen. Dabei ist das iterative Vorgehen so aufgebaut, dass es die mo¨glichen Vermischungen
zwischen Dispersions- und Lokationseffekten beru¨cksichtigt. Das vorgeschlagene Vorge-
hen weist einige Vorteile gegenu¨ber dem von Pan und Taam (2002) auf. Es beruht nur
auf einer einzigen Methode, welche nicht auf die Normalverteilungsannahme beschra¨nkt
ist, das Vorgehen ist klarer beschrieben und hat ein viel geringeres Risiko, mit zu großen
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Modellen arbeiten zu mu¨ssen. Die Simulationsergebnisse zeigen dabei, dass jeder Schritt
des neuen Verfahrens zumindest in einigen der betrachteten Situationen eine deutliche
Sensitivita¨tssteigerung bei akzeptabler Erho¨hung der Fehlerrate hervorruft. Fu¨r die Iden-
tifikation der Dispersionseffekte schneidet das vorgeschlagene Verfahren im Vergleich zu
dem von Pan und Taam a¨hnlich gut ab. Der Grund fu¨r die geringere Sensitivita¨t fu¨r die
Identifikation der aktiven Lokationseffekte ist nicht klar.
Das auf den Devianzdifferenzen basierende iterative Verfahren zur Identifikation von akti-
ven Lokations- und Dispersionseffekten ist noch in mehreren Hinsichten weiter zu untersu-
chen. Zum Einen sollte u¨berpru¨ft werden, ob Schritt 1 nicht doch durch eine Identifikation
basierend auf dem ASE durchgefu¨hrt werden sollte. Zum Anderen ist die Identifizierung
aktiver Dispersionseffekte in Schritt 2 mit dem Vefahren von Bergman und Hyne´n (1997)
zu vergleichen.
Ein großer Vorteil dieses Verfahrens ist die Unabha¨ngigkeit von der Normalverteilung.
Somit wa¨re zu untersuchen, wie gut es bei Unterstellung von anderen Verteilungen ist,
und wie dann der Vergleich mit den Standardverfahren zu Identifikation aktiver Lokations-
oder Dispersionseffekte ausfa¨llt. Dabei kann das vorgeschlagene Verfahren dann auf die zur
EQL, zur PL oder einer ihrer restringierten Varianten basierenden Devianzen u¨bertragen
werden.
Ein weiterer Punkt wa¨re zu untersuchen, ob gleichzeitig mit der Effektidentifikation auch
eine Scha¨tzung des Transformationsparameters λ erfolgen kann. Dabei wa¨re es sinnvoll, λ
mit maximal einem Dispersionseffekt zu scha¨tzen, siehe Kunert und Lehmkuhl (1998), und
dann fu¨r festes λ auf weitere Dispersionseffekte zu testen. Dabei ist jedoch zu bedenken,
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dass auch hier wieder eine Vermischung bestehen kann. Hat ein Dispersionseffekt sowohl
einen positiven Einfluss auf den Erwartungswert als auch auf die Varianz, dann kann der
Dispersionseffekt fa¨lschlicherweise auch als eine vom Erwartungswert abha¨ngige Varianz
aufgefasst werden.
Anhang A
Regularita¨tsbedingungen
A.1 Alternative Regularita¨tsbedingung
Zuna¨chst werden im folgenden Lemma die zu Regularita¨tsbedingung (R4) alternativen
Regularita¨tsbedingungen von Erdbru¨gge und Auer (2010) angegeben. Es stellt Bedin-
gungen an die Form der dritten Ableitungen und den Stichprobenraum, unter denen die
Regularita¨tsbedingung (R4) erfu¨llt ist.
Lemma 2 (Unbekannte Parameter λ und β)
Es sei mit `∗(µ, φ |y) die Log-Likelihood `(µ, φ |y) oder eine ihrer Erweiterungen be-
zeichnet. Erwartungswert und Varianz der Zielvariablen seien gegeben durch
E {yi} = µi = T−1λ
(
xTi α
)
=

(
xTi αλ+ 1
)1/λ
: λ 6= 0
exp{xTi α} : λ = 0
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und V ar {yi} = φi µ 2βi mit φi > 0.
Die stetige Abbildung T : Θ × X × Z → Θµ,φ,λ,β sei gegeben durch T(θ,xi, zi) =
T(α, γ, λ, β,xi, zi) =
(
T−1λ
(
xTi α
)
, exp{zTi γ}, λ, β
)T
= (µi, φi, λ, β)
T, erneut mit µi, φi >
0, wobei X und Z die Stichprobenra¨ume der Lokations- und Dispersionseffekte sind.
Diese Stichprobenra¨ume seien beschra¨nkt fu¨r n→∞, konkret gelte: 0 < det [ 1
n
XTX
]
<
cX <∞ und 0 < det
[
1
n
ZTZ
]
< cZ <∞ fu¨r n→∞ und alle X ∈ X und Z ∈ Z.
Die dritte Ableitung von `∗(µ, φ | yi) bezu¨glich θj, θk, θl, j, k, l = 1, . . . , s, sei wie folgt
darstellbar:
∂3
∂θj ∂θk ∂θl
`∗(µ, φ, λ, β | yi)
= (yi − µi)2Ajkl(µi, φi, λ, β) + (yi − µi)Bjkl(µi, φi, λ, β) + Cjkl(µi, φi, λ, β) ,
wobei die Funktionen A(µi, φi, λ, β), B(µi, φi, λ, β) und C(µi, φi, λ, β) auf jeder abge-
schlossenen Menge [µ∗, µ∗] × [φ∗, φ∗] × [λ∗, λ∗] × [β∗, β∗] ⊂ Θµ,φ,λ,β stetig sind. Dann ist
die Regularita¨tsbedingung (R4) erfu¨llt.
Beweis: siehe Erdbru¨gge und Auer (2010)
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A.2 Nachweis der Regularita¨tsbedingungen fu¨r PLL
Fu¨r den nachfolgenden Nachweis der Regularita¨tsbedinungen (R1) bis (R4) von Satz 2
definiere ϑ = (αT, γT)T und
PLL(θ | yi) := PLL(α, γ | yi, λ, β) = −1
2
log(2pi) + zTi γ + 2β log(µi) +
(yi − µi)2
ϕiµ
2β
i (1− hii)
.
Bei der Benutzung der restringierten Pseudo-Likelihood Version nach Lee und Nelder
wird eine Normalverteilung unterstellt. Der zugeho¨rige Erwartungswert, die unterstellte
Varianz sowie die sich daraus ergebenden dritten und vierten zentralen Momente lauten
wie folgt:
E(yi) = µi = T
−1
λ (x
T
i α) =
{
(xTi αλ+ 1)
1/λ
exp(xTi α)
, λ 6= 0
, λ = 0
E
{
(yi − µi)2
}
= V ar(yi) = ϕiV (µi) = ϕiµ
2β
i (1− hii)
E
{
(yi − µi)3
}
= 0 (symmetrische Verteilung)
E
{
(yi − µi)4
}
= 1 ∗ 3 ∗ V ar(yi)2
= 3ϕ2iµ
4β
i (1− hii)2.
Nun erfolgt der Nachweis der Regularita¨tsbedingungen (R1)-(R4) fu¨r die PLL fu¨r den
Fall von bekannten λ und β. Zum Nachweis von (R4) wird die im vorigen Abschnitt A.1
angegebene alternative Regularita¨tsbedingung nachgewiesen.
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(R1) Die PLL kann als Log-Likelihood einer zugeho¨rigen Normalverteilungsdichte inter-
pretiert werden. Diese Dichtefunktion existiert und ist dreimal stetig differenzierbar
bezu¨glich aller interessierender Parameter, wenn die PLL existiert und differenzier-
bar ist, da
∂
∂ϑ
exp
(
PLL(ϑ | yi)
)
= exp
(
PLL(ϑ | yi)
) ∂PLL(ϑ | yi)
∂ϑ
.
Diese Argumentation u¨bertra¨gt sich entsprechend auf ho¨here Ableitungen.
(R2) Zum Nachweis von (R2) werden die ersten und zweiten Ableitungen der PLL
beno¨tigt. Dazu werden zuna¨chst die Ableitungen von
hii =
(
W 1/2DX(XTDWDX)−1XTDW 1/2
)
ii
= wiid
2
iix
T
i (X
TDWDX)−1xi
=
1
ϕiµ
2β
i
µ
2(1−λ)
i x
T
i (X
TDWDX)−1xi
bestimmt. Unter der Verwendung von Matrixdifferentiationsregeln, siehe Harville
(1997) S. 289 ff., ergeben sich die folgenden Ableitungen:
∂hii
∂µi
= 2(1− λ− β)hii
µi
(1− hii)
∂hii
∂ϕi
=
1
ϕi
hii(hii − 1)
∂2hii
∂µ2i
= 2(1− λ− β)hii
µ2i
(1− hii) [2(1− λ− β)(1− 2hii)− 1]
∂2hii
∂µi∂ϕi
= 2(1− λ− β) hii
ϕiµi
(hii − 1)(1− 2hii)
∂2hii
∂ϕ2i
= 2
1
ϕ2i
hii(hii − 1)2.
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Nun lassen sich die ersten Ableitungen der PLL wie folgt darstellen:
∂
∂αp1
PLL(α, γ | yi)
=
{
1
2
(1− hii)−1∂hii
∂µi
− βµ−1i +
(yi − µi)
ϕiµ
2β
i (1− hii)
+
1
2
(yi − µi)2
ϕiµ
2β
i (1− hii)2
[
2βµ−1i (1− hii)−
∂hii
∂µi
]}
µ1−λi xip1
∂
∂γq1
PLL(α, γ | yi)
=
{
1
2
(1− hii)−1∂hii
∂ϕi
− 1
2ϕi
−1
2
(yi − µi)2
ϕiµ
2β
i (1− hii)2
[
−(1− hii) + ϕi∂hii
∂ϕi
]}
ϕiziq1
∂
∂λ
PLL(α, γß, | yi)
=
1
2
(1− hii)−1∂hii
∂λ
− β
λ
(
xTi α
µλi
− log µi
)
+
(yi − µi)µi
ϕiµ
2β
i (1− hii)
1
λ
(
xTi α
µλi
− log µi
)
+
1
2
(yi − µi)2
ϕiµ
2β
i (1− hii)2
[
2
β
λ
(
xTi α
µλi
− log µi
)
(1− hii)− ∂hii
∂λ
]
.
Hiermit und mit den obigen zentralen Momenten la¨sst sich Teil a) von Regularita¨ts-
bedingung (R1) zeigen:
E
{
∂
∂αp1
PLL(α, γ| yi)
}
= 0,
E
{
∂
∂γq1
PLL(α, γ| yi)
}
= 0.
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Die zweiten Ableitungen ergeben sich zu
∂2
∂αp1∂αp2
PLL(α, γ | yi)
=
{
1
2
µ1−λi
(1− hii)2
(
∂hii
∂µi
)2
+
1
2
µ1−λi
1− hii
∂2hii
∂µ2i
+
1
2
(1− λ) µ
−λ
i
1− hii
∂hii
∂µi
+λβµ−λ−1i −
µ1−λ−2βi
ϕi(1− hii)2
+
yi − µi
µ2βi ϕi(1− hii)2
[
µ−λi (1− λ− 4β)(1− hii) + 2µ1−λi
∂hii
∂µi
]
+
(yi − µi)2
µ2βi ϕi(1− hii)2
[
− λβµ−1−λi (1− hii)− 2β2µ−2λi (1− hii)
−1
2
(1− λ− 4β)µ−λi
∂hii
∂µi
+ 2µ1−λi (1− hii)−1
(
∂hii
∂µi
)2
− 1
2
µ1−λi
∂2hii
∂µ2i
]}
·µ1−λi xip1xip2
∂2
∂αp1∂γq1
PLL(α, γ | yi)
=
{
1
2
(1− hii)−2∂hii
∂ϕi
∂hii
∂µi
+
1
2
(1− hii)−1 ∂
2hii
∂µi∂ϕi
− yi − µi
ϕiµ
2β
i (1− hii)
[
(1− hii)−1∂hii
∂ϕi
− ϕ−1i
]
+
(yi − µi)2
ϕiµ
2β
i (1− hii)2
[
βµ−1i
∂hii
∂ϕi
− 1
2
∂2hii
∂µi∂ϕi
− βµ−1i (1− hii)
+
1
2
ϕ−1i
∂hii
∂µi
− (1− hii)−1∂hii
∂ϕi
∂hii
∂µi
]}
µ1−λi ϕixip1ziq1
∂2
∂γq1∂γq2
PLL(α, γ | yi)
=
{
1
2
(1− hii)−2
(
∂hii
∂ϕi
)2
+
1
2
(1− hii)−1∂
2hii
∂ϕ2i
+
1
2
ϕ−2i
−1
2
(yi − µi)2
µ2βi
[
2ϕ−3i (1− hii)−1 − 2ϕ−2i (1− hii)−2
∂hii
∂ϕi
+2ϕ−1i (1− hii)−3
(
∂hii
∂ϕi
)2
+ϕ−1i (1− hii)−2
∂2hii
∂ϕ2i
]}
ϕ2i ziq1ziq2
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Somit ist auch Teil b) von Regularita¨tsbedingung (R2) erfu¨llt, denn mit den zen-
tralen Momenten ergibt sich:
E
{
∂
∂αp1
PLL(α, γ | yi) · ∂
∂αp2
PLL(α, γ| yi)
}
= E
{
− ∂
2
∂αp1∂αp2
PLL(α, γ | yi)
}
=
[
1
2
1
(1− hii)2
(
∂hii
∂µi
)2
− 2βµ
−1
i
1− hii
∂hii
∂µi
+ 2β2µ−2i +
1
ϕiµ
2β
i (1− hii)
]
µ2−2λi xip1xip2
=
[
2(1− λ− β)2h2ii − 4(1− λ− β)βhii + 2β2 +
µ2i
ϕiµ
2β
i (1− hii)
]
µ−2λi xip1xip2
E
{
∂
∂αp1
PLL(α, γ | yi) · ∂
∂γq1
PLL(α, γ| yi)
}
= E
{
− ∂
2
∂αp1∂γq1
PLL(α, γ | yi)
}
=
[
1
2
1
(1− hii)2
∂hii
∂µi
∂hii
∂ϕi
− βµ
−1
i
1− hii
∂hii
∂ϕi
− 1
2
1
ϕi(1− hii)
∂hii
∂µi
+
β
µiϕi
]
µ1−λi ϕixip1ziq1
= [−(1− λ− β)h2ii − (1− λ− 2β)hii + β]µ−λi xip1ziq1
E
{
∂
∂γq1
PLL(α, γ | yi) · ∂
∂γq2
PLL(α, γ| yi)
}
= E
{
− ∂
2
∂γq1∂γq2
PLL(α, γ | yi)
}
=
{
1
2
(1− hii)−2
(
∂hii
∂ϕi
)2
− ϕ−1i (1− hii)−1
∂hii
∂ϕi
+
1
2
ϕ−2i
}
ϕ2i ziq1ziq2
= (
1
2
h2ii + hii +
1
2
)ziq1ziq2
Die Grenzwerte der Ableitungen und ihrer Erwartungswerte fu¨r λ→ 0 lassen sich
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durch folgende Grenzwertbetrachtungen, siehe Anhang B, bestimmen:
lim
λ→0
1
λ
(
xTi α
µλi
− log µi
)
= −1
2
(xTi α)
2
lim
λ→0
(
2
λ2
(
ηi
µλi
− log µi
)
+
1
λ
(
xTi α
µλi
)2)
= −2
3
(xTi α)
3 .
(R3) Es resultiert folgende Informationsmatrix
I(α, γ, λ, β) = −E
∂2PLL(α,γ | yi)∂α∂α ∂2PLL(α,γ | yi)∂α∂γ
∂2PLL(α,γ | yi)
∂γ∂α
∂2PLL(α,γ | yi)
∂γ∂γ
 .
E
(
∂2PLL(α, γ | yi)
∂α∂α
)
= XTM1
[
ML2 +2β
2In + 2(1− λ− β)2H21 − 4(1− λ− β)βH1
]
M1X
E
(
∂2PLL(α, γ | yi)
∂α∂γ
)
= E
(
∂2PLLi
∂γ∂α
)T
= XTM1
[
βIn − (1− λ− β)H21 − (1− λ− 2β)H1
]
Z
E
(
∂2PLL(α, γ | yi)
∂γ∂γ
)
= ZT
(
1
2
H21 +H1 +
1
2
In
)
Z
mit den Matrizen M1 = diag
(
µ−λi
)
und ML2 = diag
(
µ2i
ϕi µ
2β
i (1− hii)
)
sowie
H1 = diag(hii).
Fall 1: λ = 1− β bekannt
Im Fall, dass λ = 1−β bekannt reduziert sich die Informationsmatrix IL zu folgender
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Matrix
IL1 (α, γ)
=
XTM1[ML2 +2β2In]M1X β XTM1[In +H1]Z
β ZT[In +H1]M1X
1
2
ZT[H21 + 2H1 + In]Z

=
 Iα Iαγ
Iγα Iγ
 .
Laut Harville (1997), S.99, existiert die Inverse I−1(α, γ), wenn die Matrix Q :=
Iα − Iα,γI−1γ Iγ,α nichtsingula¨r ist. Fu¨r Q ergibt sich:
Q = XTM1[M
L
2 + 2β
2In]M1X
−βXTM1[In +H1] Z
[
1
2
ZT(H21 + 2H1 + In)Z
]−1
β ZT[In +H1]M1X
= XTM1[M
L
2 + 2β
2In]M1X
−2β2XTM1(H1 + In)Z
[
ZT(H1 + In)
T(H1 + In)Z
]−1
ZT(H1 + In)
TM1X
= XTM1[M
L
2 + 2β
2In]M1X− 2β2XTM1H˜ZM1X
= XTM1[M
L
2 + 2β
2(In − H˜Z)]M1X,
wobei H˜Z die Hat-Matrix von (H1 + In)Z ist, vorausgesetzt (H1 + In)Z besitzt
vollen Spaltenrang. Nun ist ML2 als Diagonalmatrix mit lauter positiven Eintra¨gen
positiv definit und (In− H˜Z) als orthogonaler Projektor nichtnegativ definit. Somit
ist ihre Summe positiv definit. Besitzt nun XTM1 vollen Spaltenrang, so ist Q nach
Harville (1997), S. 213, positiv definit.
Fall 2: λ, β bekannt und unabha¨ngig
Sind λ und β bekannt, aber gilt nicht zwingend, dass λ = 1 − β, so lautet die
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Informationsmatrix wie folgt:
IL2 (α, γ)
=
 Iα Iαγ
Iγα Iγ
 .
Dabei ist
Iα = XTM1
[
ML2 +2β
2In + 2(1− λ− β)2H21 − 4(1− λ− β)βH1
]
M1X
Iαγ = XTM1
[
βIn − (1− λ− 2β)H1 − (1− λ− β)H21
]
Z
Iγ = 1
2
ZT(H21 + 2H1 + In) Z.
In diesem Fall ergibt sich die Matrix Q zu:
Q = XTM1
[
ML2 + 2β
2In + 2(1− λ− β)2H21 − 4(1− λ− β)βH1
]
M1X
−XTM1
[
βIn − (1− λ− 2β)H1 − (1− λ− β)H21
]
Z
[
1
2
ZT(H21 + 2H1 + In) Z
]−1
β ZT
[
βIn − (1− λ− 2β)H1 − (1− λ− β)H21
]
M1X
= XTM1
[
ML2 + 2β
2In + 2(1− λ− β)2H21 − 4(1− λ− β)βH1
]
M1X
−2XTM1
[
βIn − (1− λ− β)H1
]
(H1 + In) Z
[
ZT(H1 + In)
T(H1 + In) Z
]−1
ZT(H1 + In)
T[βIn − (1− λ− β)H1]M1X
= XTM1
{
ML2 + 2
[
βIn − (1− λ− β)H1
]2}
M1X
−2XTM1
[
βIn − (1− λ− β)H1
]
H˜Z
[
βIn − (1− λ− β)H1
]
M1X
= XTM1
{
ML2 + 2
[
βIn − (1− λ− β)H1
]
(In − H˜Z)
[
βIn − (1− λ− β)H1
]}
M1X
ML2 ist positiv definit und der zweite Summand der eingeschachtelten Matrix ist
nichtnegativ definit, da (In− H˜Z) als orthogonaler Projektor nichtnegativ definit ist
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und die multiplizierenden Matrizen Vollrang besitzen, siehe Harville (1997) S. 216.
Somit ist Q, wenn M1X Vollrang besitzt nichtsingula¨r.
(R4) Mit (R1) existieren alle dritten Ableitungen und es ist leicht zu sehen, dass alle 2.
Ableitungen in der folgenden Form dargestellt werden ko¨nnen:
∂2
∂θj∂θk
PLL = (yi−µi)2Ajk(µi, ϕi, λ, β)+(yi−µi)Bjk(µi, ϕi, λ, β)+Cjk(µi, ϕi, λ, β).
Somit gilt fu¨r die dritten Ableitungen ∂
3
∂θj∂θk∂θl
PLL:
∂3
∂θj∂θk∂αp
PLLi
=
∂
∂µi
(
∂2
∂θj∂θk
PLLi
)
∂µi
∂ηi
∂ηi
∂αp
=
[
−2(yi − µi)µiAjk(µi, ϕi, λ, β) + (yi − µi)2 ∂
∂µi
Ajk(µi, ϕi, λ, β)
−Bjk(µi, ϕi, λ, β) + (yi − µi) ∂
∂µi
Bjk(µi, ϕi, λ, β)
+
∂
∂µi
Cjk(µi, ϕi, λ, β)
]
µ1−λi xip
= (yi − µi)2 ∂
∂µi
Ajk(µi, ϕi, λ, β)µ
1−λ
i xip︸ ︷︷ ︸
Ajkl(µi,ϕi,λ,β)
+(yi − µi)
(
∂
∂µi
Bjk(µi, ϕi, λ, β)− 2µiAjk(µi, ϕi, λ, β)
)
µ1−λi xip︸ ︷︷ ︸
Bjkl(µi,ϕi,λ,β)
+
(
∂
∂µi
Cjk(µi, ϕi, λ, β)−Bjk(µi, ϕi, λ, β)
)
µ1−λi xip︸ ︷︷ ︸
Cjkl(µi,ϕi,λ,β)
= (yi − µi)2Ajkl(µi, ϕi, λ, β) + (yi − µi)Bjkl(µi, ϕi, λ, β) + Cjkl(µi, ϕi, λ, β)
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∂3
∂θj∂θk∂γq
PLLi
=
∂
∂ϕi
(
∂2
∂θj∂θk
PLLi
)
∂ϕi
∂ξi
∂ξi
∂γq
= (yi − µi)2 ∂
∂ϕi
Ajk(µi, ϕi, λ, β)ϕiziq︸ ︷︷ ︸
Ajkl(µi,ϕi,λ,β)
+(yi − µi) ∂
∂γq
Bjk(µi, ϕi, λ, β)ϕiziq︸ ︷︷ ︸
Bjkl(µi,ϕi,λ,β)
+
∂
∂ϕi
Cjk(µi, ϕi, λ, β)ϕiziq︸ ︷︷ ︸
Cjkl(µi,ϕi,λ,β)
= (yi − µi)2Ajkl(µi, ϕi, λ, β) + (yi − µi)Bjkl(µi, ϕi, λ, β) + Cjkl(µi, ϕi, λ, β).
Anhang B
Grenzwertbestimmungen fu¨r λ→ 0
Im Folgenden werden die im Nachweis der Regularita¨tsbedingungen no¨tigen Grenzwerte
fu¨r λ→ 0 bestimmt.
Behauptung 8 Mit ηi = x
T
i α und µi 6= 0 gilt:
lim
λ→ 0
1
λ
(
ηi
µλi
− log µi
)
= −1
2
η2i (B.1)
Beweis:
Ohne Beschra¨nkung der Allgemeinheit gilt λ 6= 0. Also ist folgender Grenzwert zu betrachten:
lim
λ→ 0
1
λ
(
ηi
ηiλ+ 1
− 1
λ
log(ηiλ+ 1)
)
1. Fall: ηi = 0
lim
λ→ 0
1
λ
(
0
0 · λ+ 1 −
1
λ
log(0 · λ+ 1)
)
= lim
λ→ 0
1
λ
(0− 0) = 0− 0 = 1
2
η2i
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2. Fall: ηiv 6= 0
Es werden folgende Reihenentwicklung aus Bronstein (1993) benutzt:
(i) log(1 + x) =
∑∞
k=1(−1)k+1 x
k
k mit |x| < 1
(ii) 1a±x =
∑∞
k=0
(∓x)k
ak+1
Damit ist
lim
λ→ 0
1
λ
(
ηi
ηiλ+ 1
− 1
λ
log(ηiλ+ 1)
)
= lim
λ→ 0
1
λ
( ∞∑
k=0
(−1)kλkηk+1i −
1
λ
∞∑
k=1
(−1)k+1ηki λk
1
k
)
= lim
λ→ 0
1
λ
( ∞∑
k=1
(−1)k−1λk−1ηki −
∞∑
k=1
(−1)k+1ηki λk−1
1
k
)
= lim
λ→ 0
1
λ
( ∞∑
k=1
(−1)k+1λk−1ηki
(
1− 1
k
))
= lim
λ→ 0
∞∑
k=1
(−1)k+1λk−2ηki
(
1− 1
k
)
= lim
λ→ 0
(
(−1)2λ−1η1i (1− 1) +
∞∑
k=2
(−1)k+1λk−2ηki
(
1− 1
k
))
= lim
λ→ 0
∞∑
k=0
(−1)k+1λkηk+2i
(
1− 1
k + 2
)
= lim
λ→ 0
(
(−1)1λ0η2i (1−
1
2
) +
∞∑
k=1
(−1)k+1λkηk+2i
(
1− 1
k + 2
))
= lim
λ→ 0
(
−1
2
η2i +
∞∑
k=1
(−1)k+1λkηk+2i
(
1− 1
k + 2
))
= −1
2
η2i +
∞∑
k=1
lim
λ→ 0
(−1)k+1λkηk+2i
(
1− 1
k + 2
)
= −1
2
η2i
q.e.d.
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Behauptung 9 Mit ηi = x
T
i α und µi 6= 0 gilt:
lim
λ→ 0
(
2
λ2
(
ηi
µλi
− log µi
)
+
1
λ
(
ηi
µλi
)2)
= −2
3
η3i (B.2)
Beweis:
Ohne Beschra¨nkung der Allgemeinheit gilt λ 6= 0 und somit µi = (ηiλ+ 1) 1λ
lim
λ→ 0
(
2
λ2
(
ηi
µλi
− logµi
)
+
1
λ
(
ηi
µλi
)2)
= lim
λ→ 0
(
2
λ2
(
ηi
ηiλ+ 1
− 1
λ
log(ηiλ+ 1)
)
+
1
λ
(
ηi
ηiλ+ 1
)2)
1. Fall: ηi = 0
lim
λ→ 0
(
2
λ2
(
ηi
ηiλ+ 1
− 1
λ
log(ηiλ+ 1)
)
+
1
λ
(
ηi
ηiλ+ 1
)2)
= lim
λ→ 0
(
2
λ2
(
0
0 · λ+ 1 −
1
λ
log(0 · λ+ 1)
)
+
1
λ
(
0
0 · λ+ 1
)2)
= lim
λ→ 0
(
2
λ2
(0− 0) + 1
λ
· 0
)
= 0 = −2
3
η3i
2. Fall: ηi 6= 0
Zusa¨tzlich zu den Reihenentwicklungen (i) und (ii) aus dem Beweis von Behauptung B.1 wird
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noch folgende Reihenentwicklung beno¨tigt:
(iii)
(
ηi
ηiλ+ 1
)2
=
η2i
η2i λ
2 + 2ηiλ+ 1
=
1
λ2 + 2ληi +
1
η2i
=
(
1
η2i
)−1
(λ2η2i + 2ληi + 1)
−1
=
(
1
η2i
)−1 ∞∑
k=0
(−(λ2η2i + 2ληi))k siehe Bronstein (1993)
=
(
1
η2i
)−1 ∞∑
k=0
(−1)k(ληi)k(ληi + 2)k
=
∞∑
k=0
(−1)kλkηk+2i (ληi + 2)k
Hiermit gilt:
2
λ2
(
ηi
µλi
− logµi
)
+
1
λ
(
ηi
µλi
)2
=
2
λ2
(
ηi
ηiλ+ 1
− 1
λ
log(ηiλ+ 1)
)
+
1
λ
(
ηi
ηiλ+ 1
)2
=
2
λ2
(
1
λ+ 1ηi
− 1
λ
log(ηiλ+ 1)
)
+
1
λ
(
ηi
ηiλ+ 1
)2
=
2
λ2
( ∞∑
k=0
(−1)kλkηk+1i −
1
λ
∞∑
k=1
(−1)k+1ηki λk
1
k
)
+
1
λ
∞∑
k=0
(−1)kλkηk+2i (ληi + 2)k
= 2
( ∞∑
k=0
(−1)kλk−2ηk+1i −
∞∑
k=1
(−1)k+1ηki λk−3
1
k
)
+
∞∑
k=0
(−1)kλk−1ηk+2i (ληi + 2)k
= 2
( ∞∑
k=1
(−1)k+1λk−3ηki −
∞∑
k=1
(−1)k+1ηki λk−3
1
k
)
+
∞∑
k=2
(−1)kλk−3ηki (ληi + 2)k−2
= 2
( ∞∑
k=1
(−1)k+1λk−3ηki −
∞∑
k=1
(−1)k+1λk−3ηki
1
k
)
−
∞∑
k=1
(−1)k+1λk−3ηki (ληi + 2)k−2
+(−1)2λ−2η1i (ληi + 2)−1
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=
∞∑
k=1
(−1)k+1λk−3ηki
(
2− 2
k
− (ληi + 2)k−2
)
+
ηi
λ2
(ληi + 2)−1
=
∞∑
k=4
(−1)k+1λk−3ηki
(
2− 2
k
− (ληi + 2)k−2
)
+ λ−2ηi
(
2− 2− (ληi + 2)−1
)
−λ−1η2i
(
2− 1− (ληi + 2)0
)
+ λ0η3i
(
2− 2
3
− (ληi + 2)
)
+
ηi
λ2
(ληi + 2)−1
=
∞∑
k=0
(−1)k+1λk+1ηk+4i
(
2− 2
k + 4
− (ληi + 2)k+2
)
− ηiλ−2(ληi + 2)−1 − 0
+η3i
(
−2
3
− ληi
)
+ ηiλ−2(ληi + 2)−1
=
∞∑
k=0
(−1)k+1λk+1ηk+4i
(
2− 2
k + 4
− (ληi + 2)k+2
)
− 2
3
η3i − λη4i .
Somit gilt:
lim
λ→ 0
(
2
λ2
(
ηi
µλi
− logµi
)
+
1
λ
(
ηi
µλi
)2)
= lim
λ→ 0
( ∞∑
k=0
(−1)k+1λk+1ηk+4i
(
2− 2
k + 4
− (ληi + 2)k+2
)
− 2
3
η3i − λη4i
)
=
∞∑
k=0
lim
λ→ 0
(−1)k+1λk+1ηk+4i
(
2− 2
k + 4
− (ληi + 2)k+2
)
− 2
3
η3i − 0
= −2
3
η3i − 0
q.e.d.
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Anhang C
Tabellen und Grafiken
C.1 Tabellen
Tabelle C.1: simulierte lokale Quantile fu¨r die Lokationseffekte (10000 Datensa¨tze, 25-Design)
Anzahl DE (Niveau)
Anzahl 0 1 2
LE 0.8 0.9 0.95 0.8 0.9 0.95 0.8 0.9 0.95
0 1.7 2.9 4.1 2.0 3.3 4.6 2.1 3.5 5.1
1 1.8 3.1 4.5 2.0 3.3 4.7 2.2 3.6 5.3
2 1.8 3.0 4.4 2.1 3.5 4.9 2.4 3.9 5.4
3 1.8 3.1 4.5 2.2 3.6 5.3 2.6 4.3 6.0
4 1.8 3.2 4.7 2.5 4.1 5.7 2.9 4.7 6.7
5 1.8 3.3 4.8 2.7 4.6 6.5 3.4 5.7 7.9
6 1.9 3.4 5.0 2.7 4.4 6.1 3.3 5.5 7.6
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Tabelle C.2: simulierte globale Quantile fu¨r die Lokationseffekte (2000 Datensa¨tze, 24-Design)
Anzahl DE (Niveau)
Anzahl 0 1 2
LE 0.8 0.9 0.95 0.8 0.9 0.95 0.8 0.9 0.95
0 7.2 8.7 10.3 7.9 9.8 11.2 8.7 11.0 12.9
1 7.4 8.9 10.3 8.2 9.8 11.7 9.6 11.7 13.9
2 8.0 9.8 11.7 9.3 11.7 13.6 10.3 12.8 15.6
3 8.4 10.5 12.6 10.7 13.1 16.0 13.2 16.8 20.0
4 8.9 11.2 13.7 13.0 16.5 20.4 17.8 22.3 27.1
5 9.4 11.9 14.7 13.3 16.9 20.1 18.5 23.8 28.1
6 10.24 12.5 14.8 13.9 17.4 21.7 22.5 28.5 34.9
Tabelle C.3: simulierte globale Quantile fu¨r die Dispersionseffekte (2000 Datensa¨tze, 24-
Design)
Anzahl DE (Niveau)
Anzahl 0 1 2
LE 0.8 0.9 0.95 0.8 0.9 0.95 0.8 0.9 0.95
0 7.0 8.7 10.3 7.0 8.7 10.6 7.2 8.9 10.6
1 8.4 10.4 12.6 8.4 10.5 12.2 8.6 11.0 12.8
2 11.1 13.5 15.3 10.5 13.0 15.2 11.0 13.3 15.3
3 13.7 16.5 19.5 13.7 17.0 19.8 14.4 17.3 20.2
4 18.4 21.8 25.5 17.5 20.5 24.0 19.0 22.9 26.5
5 26.7 31.9 37.5 24.9 30.0 34.8 25.7 31.2 35.3
6 26.7 31.9 37.5 24.9 30.0 34.8 25.7 31.2 35.3
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C.2 Grafiken
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Abbildung C.1: Histogramm mit Dichtescha¨tzung (—) und Normalverteilungsdichte (- - -)
fu¨r α0
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Abbildung C.2: Histogramm mit Dichtescha¨tzung (—) und Normalverteilungsdichte (- - -)
fu¨r α1
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fu¨r α2
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Abbildung C.5: Histogramm mit Dichtescha¨tzung (—) und Normalverteilungsdichte (- - -)
fu¨r γ1
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