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Abstract
This paper explores the network simplification problem in the context of Gaussian Half-Duplex
(HD) diamond networks. Specifically, given an N -relay diamond network, this problem seeks to derive
fundamental guarantees on the capacity of the best k-relay subnetwork, as a function of the full network
capacity. The main focus of this work is on the case when k = N − 1 relays are selected out of the N
possible ones. First, a simple algorithm, which removes the relay with the minimum capacity (i.e., the
worst relay), is analyzed and it is shown that the remaining (N−1)-relay subnetwork has an approximate
(i.e., optimal up to a constant gap) HD capacity that is at least half of the approximate HD capacity
of the full network. This fraction guarantee is shown to be tight if only the single relay capacities are
known, i.e., there exists a class of Gaussian HD diamond networks with N relays where, by removing
the worst relay, the subnetwork of the remaining k = N−1 relays has an approximate capacity equal to
half of the approximate capacity of the full network. Next, this work proves a fundamental guarantee,
which improves over the previous fraction: there always exists a subnetwork of k = N − 1 relays
that achieves at least a fraction N−1
N
of the approximate capacity of the full network. This fraction
is proved to be tight and it is shown that any optimal schedule of the full network can be used by
at least one of the N subnetworks of N − 1 relays to achieve a worst-case performance guarantee
of N−1
N
. Additionally, these results are extended to derive lower bounds on the fraction guarantee for
general k ∈ [1 : N ]. The key steps in the proofs lie in the derivation of properties of submodular
functions, which provide a combinatorial handle on the network simplification problem in Gaussian HD
diamond networks. Finally, this work provides comparisons between the simplification problem for HD
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2and Full-Duplex (FD) networks that highlight their different natures. For instance, it is shown that in
HD, different from the FD counterpart, when k ∈ {1, 2} the fraction guarantee decreases as N increases.
I. INTRODUCTION
Consider a relay network where a (potentially large) number of relays assist the over-the-air
communication from a source to a destination. The wireless network simplification problem
seeks to answer the following question: can a significant fraction of the capacity of the full
network be achieved by operating only a subset of the available relays?
Wireless network simplification was pioneered by the authors in [1] in the context of Gaussian
Full-Duplex (FD) diamond networks1. The importance of this problem stems from the several
benefits it offers. For example, operating all the available relays might be computationally
expensive as the relays must coordinate for transmission and might incur a significant cost
in terms of consumed power. Network simplification represents a potential solution to these
limiting factors as it promises energy savings – since only the power of the active relays is used
to transmit information – and a complexity reduction in the synchronization problem – since only
the selected relays have to be synchronized for transmission – while ensuring that a significant
fraction of the capacity of the full network is achieved.
In this paper, we investigate the network simplification problem for Gaussian Half-Duplex
(HD) diamond networks withN relays. Our study is motivated by the fact that currently employed
relays operate in HD, unless sufficient isolation between the antennas can be guaranteed or
different bands are used for transmission and reception. Additionally, as recently announced in
3GPP Rel-13, HD is also expected to be employed in next generation Internet of Things networks
to enable low-cost communication modules for short-distance and infrequent data transmissions.
Studying the network simplification problem is more challenging when networks operate in
HD compared to FD. This is due to the intrinsic combinatorial nature of capacity characterization
in HD relay networks, as elaborated in the following summary of relevant related work.
1An N -relay diamond network is a two-hop relay network where the source communicates with the destination through N
non-interfering relays.
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3A. Related Work
The capacity characterization of the Gaussian HD relay network is a long-standing open
problem. The tightest upper bound on the capacity is the well-known cut-set upper bound [2]. A
number of schemes have been proposed [3], [4], [5], [6] that achieve the cut-set upper bound to
within a constant gap (independently of the channel parameters). To the best of our knowledge,
the tightest refinement of the achievable gap is 1.96(N + 2) bits/sec derived in [7]2, where N
is the number of relays in the network. Given these results, the cut-set bound evaluated with
independent inputs, is said to approximate the capacity (i.e., up to a gap that only depends on
N). In the rest of the paper, we refer to this bound as the approximate capacity. We also point
out that, although for some specific network topologies in FD – such as Gaussian FD diamond
networks [9], [10] – the constant gap has been shown to grow sub-linearly with N , for general
Gaussian relay networks a linear in N gap to the cut-set bound is fundamental [11], [12].
In general, the capacity characterization (or the evaluation of the approximate capacity) of HD
relay networks is more challenging than the FD counterpart since, in addition to the optimization
over the 2N cuts, it also requires an optimization over the 2N listen/transmit configuration states.
We refer to the states that suffice to characterize the approximate capacity by active states.
Recently, in [13] the authors proved a surprising result, which was first conjectured in [14]: at
most N +1 states (out of the 2N possible ones) are active in the simplest optimal schedule (one
with the least number of active states) for a class of HD relay networks, which includes the
practically relevant Gaussian noise network. This result generalizes those in [15], [16] and [17],
valid only for Gaussian HD relay networks with a diamond topology and limited network
sizes. The result in [13] is promising as it can lead to a significant operational complexity
reduction (from operating the network with an exponential number of states in N to linear in
N). Furthermore, this result might be leveraged to efficiently evaluate the approximate capacity,
as we recently showed in [18] in the context of Gaussian HD line networks. However, even
though we understand that such a schedule exists (with at most N +1 active states), to the best
of our knowledge, it is not yet known if we can find these states efficiently for general relay
networks. A similar thread of research [19] has focused on deriving capacity guarantees when
2The constant gap in [7] was derived by using the approach first proposed in [8]. The work in [8] showed that HD relay
networks can be studied within the framework of their FD counterparts, by expressing the channel inputs and outputs as functions
of the states of the relays. In particular, it was observed that information can be conveyed by randomly switching the relay
between transmit and receive modes. However, this only improves the capacity by a constant, at most 1 bit per relay.
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4each relay operates with its optimal schedule (computed as if the other relays were not there) and
is allowed to switch multiple times between listen and transmit modes of operation. For capacity
evaluation, the authors in [20] proposed an approach that, for certain network topologies – such
as the line network and a specific class of layered networks – outputs the approximate capacity
in polynomial time. This result is quite promising, but it relies on the simplified topology of
certain class of relay networks.
Different from the aforementioned thread of research, where the main objective is to provide a
low-complexity characterization of the network capacity when all the N relays are active, in this
work, we seek to understand what fraction can be guaranteed when only a subset of k ∈ [1 : N ]
relays is operated. This problem was first explored by the authors in [1] in the context of Gaussian
FD diamond networks. Specifically, the authors in [1] showed that, in any N-relay Gaussian FD
diamond network, there always exists a subnetwork of k relays that achieves at least a fraction
k
k+1
of the approximate capacity of the full network. This result, which is independent of N ,
is quite promising as it implies that a significant fraction of the approximate capacity can be
achieved by operating only k relays, out of the N possible ones. This fraction guarantee was
proved to be tight, i.e., there exist N-relay Gaussian FD diamond networks for which the best
k-relay subnetwork (i.e., the one with the largest approximate capacity) achieves this fraction of
the full network approximate FD capacity. A polynomial-time algorithm to discover these high-
capacity k-relay subnetworks was also proposed in [1]. Recently, in [21] the authors considered a
more general network, namely the Gaussian FD layered network and proved a worst-case fraction
guarantee for selecting the best path in the network. From the result in [1], it directly follows
that in Gaussian HD diamond networks, by selecting k relays, one can always achieve at least a
fraction k
2(k+1)
of the approximate HD capacity of the whole network. This is accomplished by
operating the k relays (selected as in FD) in only 2 states (out of the 2k possible ones) of equal
duration: the first where all the k relays listen and the second where all the k relays transmit.
Although providing a performance guarantee, this result might be too conservative. This is indeed
confirmed by the result in [22] where it was proved that, in any Gaussian HD diamond network,
there always exists a subnetwork of k = 2 relays that, when operated in complementary fashion
(i.e., when one relay transmits, the other listens and vice versa), achieves at least half of the
approximate capacity of the full network. In this paper, we do not restrict the selected k relays
to operate only in certain states as in [22], which leads to better performance guarantees in terms
of achievable fraction of the approximate capacity.
September 10, 2018 DRAFT
5B. Contributions
In this paper we seek to understand how much of the approximate HD capacity one can
achieve by smartly selecting a subset of k relays out of the N possible ones in a Gaussian
HD diamond network. In particular, our goal is to provide a worst-case performance guarantee
(in terms of achievable fraction) that holds universally (i.e., independently of the values of the
channel parameters). Our main contributions can be summarized as follows:
1) We first derive properties of Gaussian diamond networks and submodular functions, which
provide a combinatorial handle on the network simplification problem in Gaussian HD
diamond networks. For instance, we prove a result that we refer to as the partition lemma,
which states that if we partition the network into multiple subnetworks such that each
relay belongs to only one of such subnetworks, then the approximate capacity of the full
network is upper bounded by the sum of the approximate capacities of the subnetworks.
Beyond their utilization in the proofs of our main results, these properties might be of
independent interest.
2) We analyze a straightforward algorithm to select a subnetwork of k = N−1 relays, which
operates all the relays except the worst one. We say that, among the N relays, the i-th
relay is the worst if it has the smallest single approximate capacity, i.e., if the maximum
HD flow that can be routed through it is less than or equal to the other N − 1 flows
through each of the remaining N−1 relays. We prove that the algorithm outputs, in linear
time, a subnetwork whose approximate HD capacity is at least half of the approximate
HD capacity of the whole network. We also show that this fraction guarantee is tight if we
know only the single relay capacities, i.e., there exists a class of Gaussian HD diamond
networks with N relays where, by removing the worst relay, the remaining (N − 1)-relay
subnetwork has an approximate capacity that is half of the approximate capacity of the
full network. This guarantee might be too conservative and indeed a smarter choice leads
to a better performance, as described in the next point. However, an appealing feature of
this algorithm is that it only requires the knowledge of the N single capacities.
3) We prove that, in any N-relay Gaussian HD diamond network, there always exists a
subnetwork of k = N − 1 relays that achieves at least a fraction N−1
N
of the approximate
capacity of the full network. We also show that this fraction of N−1
N
is tight. This result
significantly improves over the fraction of half guaranteed by the algorithm described in
September 10, 2018 DRAFT
6the previous point. Moreover, this guarantee is fundamental, i.e., it is the largest fraction
that can be ensured when N − 1 relays are selected. In addition, we show a surprising
result: any optimal schedule of the full network can be used by at least one of the N
subnetworks of k = N − 1 relays to achieve the worst performance guarantee. This leads
to a complexity reduction in the scheduling problem; in fact, it implies that, in order
to select an (N − 1)-relay subnetwork that achieves a fraction N−1
N
of the approximate
capacity of the full network, there is no need to compute the optimal schedule for each
of the N subnetworks. It suffices to compute an optimal schedule of the full network.
4) We generalize the results described in the previous two points to generic values of k ∈ [1 :
N ]. In particular, we show that: (i) the straightforward algorithm that removes the N − k
worst relays and runs in O(N log(N)), ensures that the selected k-relay subnetwork has
an approximate capacity that is at least 2−(N−k) of the approximate capacity of the original
network with N relays; (ii) a fraction k
N
of the approximate capacity of the full network
can always be achieved by selecting k relays and operating them with an optimal schedule
of the full network. However, this last worst-case fraction guarantee does not appear to
be tight. This result suggests that, when k < N − 1, forcing the k-relay subnetworks to
operate with the optimal schedule of the full network is suboptimal.
5) We find significant differences between the wireless simplification problem for HD and
FD networks. For instance: (i) in HD, when k ∈ {1, 2} relays are selected, the fraction
of the achieved approximate capacity depends on N and decreases as N increases; (ii)
the worst-case networks in HD and FD are not necessarily the same; (iii) the best k-relay
subnetworks in HD and FD might be different. These results show that FD and HD relay
networks have a different nature. This might be due to the fact that in HD the schedule
plays a crucial role and hence removing some of the relays can change the schedule at
which the selected subnetwork should be optimally operated.
C. Paper Organization
Section II describes the N-relay Gaussian HD diamond network and summarizes known
capacity results. Section III derives properties of submodular functions and diamond networks.
Section IV studies the performance (in terms of achievable fraction) of a simple algorithm that
selects k ∈ [1 : N ] relays out of the N possible ones, by removing the worst N − k relays.
In particular, Section IV first considers the case k = N − 1 and then generalizes the result to
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7TABLE I: Quantities of interest used throughout the paper.
Quantity Definition
NK Network which contains only the relays in K ⊆ [1 : N ]
N¯i N[1:N]\{i}
CNK Approximate HD capacity of NK
R
λ
NK Approximate HD achievable rate of NK when operated with the schedule λ
C
FD
NK
Approximate FD capacity of NK
any k ∈ [1 : N ]. Section V provides a fundamental guarantee (in terms of achievable fraction)
when N − 1 relays are selected out of the N possible ones. Section V also generalizes the
lower bound on the fraction guarantee for k = N − 1 to general k ∈ [1 : N ]. Finally, Section VI
discusses some implications of the presented results, highlights differences between the selection
performances in HD and FD networks and concludes the paper. Some of the proofs can be found
in the Appendix.
D. Notation
In the rest of the paper, we use the following notation convention. We denote with [a : b]
the set of integers from a to b ≥ a. Y j is a vector of length j with components (Y1, . . . , Yj),
|z| is the component-wise absolute value of the vector z and zT is the transpose of the vector
z. For two sets A1,A2, A1 ⊆ A2 indicates that A1 is a subset of A2, A1 ∪ A2 represents the
union of A1 and A2, A1 ∩A2 represents the intersection of A1 and A2 and A1\A2 is the set of
elements that belong to A1 but not to A2. With |A| we indicate the cardinality of A, ∅ is the
empty set and E[·] indicates the expected value. For all x ∈ R, the ceiling and floor functions
are denoted by ⌈x⌉ and ⌊x⌋, respectively. The ℓ1-norm of a vector λ is represented by ‖λ‖1.
Table I summarizes and defines quantities that are frequently used throughout the paper.
II. SYSTEM MODEL AND KNOWN RESULTS
We consider the Gaussian HD diamond network N[1:N ] in Fig. 1 where a source node (node 0)
wishes to communicate with a destination (node N + 1) through N non-interfering relays
operating in HD. Specifically, the source has a message W uniformly distributed on
[
1 : 2KR
]
for the destination, where K ∈ N denotes the codeword length and R ∈ R+ is the transmission
rate in bits per channel use. At time t ∈ [1 : K], the source maps the message W into a channel
September 10, 2018
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Fig. 1: Gaussian diamond network with N relays.
input X0,t (W ) and the i-th relay, with i ∈ [1 : N ], if in transmission mode of operation, maps its
past channel observations into a channel input symbol Xi,t
(
Y t−1i
)
. At time K, the destination
outputs an estimate Wˆ of the message based on all its channel observations Y KN+1. A rate R
is said to be ǫ-achievable if there exists a sequence of codes indexed by the block length K
such that P
[
W 6= Wˆ
]
≤ ǫ for any ǫ > 0. The capacity is the largest nonnegative rate that is
ǫ-achievable for ǫ ∈ (0, 1).
The single-antenna static Gaussian HD diamond network N[1:N ], shown in Fig. 1, is defined
by the input/output relationship3
Yi = (1− Si)hisX0 + Zi, ∀i ∈ [1 : N ], (1a)
YN+1 =
N∑
i=1
SihdiXi + ZN+1, (1b)
where: (i) Si is the binary random variable that represents the state of the i-th relay, i.e., when
Si = 0 the i-th relay is receiving while when Si = 1 the i-th relay is transmitting; (ii) (his, hdi) ∈
C
2 represent the channel coefficients from the source to the i-th relay and from the i-th relay
to the destination, respectively; the channel gains are assumed to be constant for the whole
transmission duration and hence known to all nodes; (iii) the channel inputs are subject to a
unitary average power constraint, i.e., E [|Xk|
2] ≤ 1, k ∈ [0 : N ]; (iv) Zi, i ∈ [1 : N+1] indicates
the additive white Gaussian noise at the i-th node; noises are assumed to be independent and
3In the rest of the paper, we drop the dependence of the channel inputs and outputs on the time t in our expressions for ease
of notation.
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9identically distributed as CN (0, 1). We denote with ℓi and ri the individual link capacities,
namely
ℓi := log
(
1 + |his|
2
)
, ∀i ∈ [1 : N ], (2a)
ri := log
(
1 + |hdi|
2
)
, ∀i ∈ [1 : N ]. (2b)
The capacity of the Gaussian HD diamond network N[1:N ] described in (1) is not known in
general, but from the works in [3], [4], [5], [6], it follows that it can be approximated to within
a constant gap G = O(N) by
CN[1:N] = max
λ∈Λ
min
A⊆[1:N ]
∑
s∈[0:1]N
λs
(
max
i∈Ls∩A
ℓi + max
i∈Ts∩Ac
ri
)
, (3)
where: (i) Λ = {λ : λ ∈ R2
N
, λ ≥ 0, ‖λ‖1 = 1} is the set of all possible listen/transmit
configuration states, with λs = P
[
SN = s
]
∈ [0, 1]; (ii) Ls (respectively, Ts) represents the set
of indices of relays listening (respectively, transmitting) in the relaying state s ∈ [0 : 1]N , i.e.,
among the relays ‘on the side of the destination’ (in (3) indexed by A) only those in receive
mode matter, and similarly, among the relays ‘on the side of the source’ (in (3) indexed by
Ac = [1 : N ]\A) only those in transmit mode matter. For the particular case of N = 1, the
approximate capacity in (3) becomes
CN{1} =
ℓ1r1
ℓ1 + r1
(4)
and when N = 2 the authors in [15] derived CN[1:2] in (3) in closed form.
In what follows we say that the subnetwork NK with K ⊆ [1 : N ] operates with a ‘natural’
schedule derived from the schedule λ of N[1:N ] if the schedule of NK is constructed directly
from λ, as better explained through the following example.
Example. Consider a Gaussian HD diamond network N[1:N ] with N = 3. Let
λ = [λ000 λ001 λ010 λ011 λ100 λ101 λ110 λ111]
T
be a schedule for N[1:3]. Denote with λ(
N{2,3}) (respectively, λ(N{2})) the schedule that is derived
naturally from λ for the subnetwork N{2,3} (respectively, N{2}). With this, we have
λ(N{2,3}) = [λ000 + λ100 λ001 + λ101 λ010 + λ110 λ011 + λ111]
T
and similarly we get
λ(N{2}) = [λ000 + λ001 + λ100 + λ101 λ010 + λ011 + λ110 + λ111]
T .
September 10, 2018 DRAFT
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Thus, from the expression in (3), the approximate achievable rate RλNK of a subnetwork (for
example N{2,3}) when operating with the ‘natural’ schedule derived from λ is
R
λ
N{2,3}
= min
A⊆{2,3}
∑
s∈[0:1]2
λ
(N{2,3})
s
(
max
i∈A
ℓ′i,s + max
i∈{2,3}\A
r′i,s
)
= min
A⊆{2,3}
∑
s∈[0:1]3
λs
(
max
i∈A
ℓ′i,s + max
i∈{2,3}\A
r′i,s
)
, (5)
where
ℓ′i,s =

 ℓi if i ∈ Ls0 otherwise , r′i,s =

 ri if i ∈ Ts0 otherwise . (6)
III. DIAMOND NETWORKS AND SUBMODULARITY PROPERTIES
In this section we derive and discuss some properties of diamond networks and submodular
functions, which represent the main ingredient in the proof of our main results. It is worth noting
that, beyond their utilization in the proofs, these properties might be of independent interest.
A. A partition lemma for diamond networks
The first result that we derive provides an upper bound on the approximate HD rate that can
be achieved by the full network. This upper bound is stated in the following lemma – which we
refer to as the partition lemma – whose proof can be found in Appendix A.
Lemma 1 (Partition lemma). Let λ be a schedule for the N-relay Gaussian HD diamond
network N[1:N ]. Then, for any K ⊆ [1 : N ], we have
R
λ
N[1:N]
≤ RλNK + R
λ
N[1:N]\K
, (7)
where the subnetworks NK and N[1:N ]\K operate with the ‘natural’ schedule derived from λ.
The result in Lemma 1 has the following two consequences:
1) Let λ⋆ be an optimal schedule for the full network N[1:N ], i.e., Rλ
⋆
N[1:N]
= CN[1:N] . Since the
‘natural’ schedule constructed from λ⋆ might not be the optimal one for the subnetworks
NK and N[1:N ]\K, then R
λ⋆
NK
≤ CNK and similarly R
λ⋆
N[1:N]\K
≤ CN[1:N]\K . Hence, the result
in Lemma 1 straightforwardly implies that
CN[1:N] ≤ CNK + CN[1:N]\K . (8)
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For example, consider N[1:N ] with N = 3. The inequality above implies that
CN[1:3] ≤ CN{1,2} + CN{3} , CN[1:3] ≤ CN{1,3} + CN{2} ,
CN[1:3] ≤ CN{2,3} + CN{1} , CN[1:3] ≤
3∑
i=1
CN{i} .
2) The result in Lemma 1 can be used to answer the following question: if we remove a link
of capacity δ can we decrease the approximate capacity by more than δ? This question was
firstly formulated in the network coding domain [23], [24] where the authors sought to
understand whether removing a single edge of capacity δ can change the capacity region
of the network by more than δ in each dimension. This is an open problem in general and
the question has been answered only for some particular cases. The result in Lemma 1
implies that, for Gaussian HD diamond networks4, removing a link of capacity δ cannot
decrease the approximate capacity by more than δ. In fact, without loss of generality, let
δ = ℓi, for some i ∈ [1 : N ] (the same holds for δ = ri). Then, from (8), we have
CN[1:N] ≤ CN¯i + CN{i} =⇒ CN¯i ≥ CN[1:N] − CN{i}
(a)
≥ CN[1:N] −min {δ, ri} ≥ CN[1:N] − δ,
where the inequality in (a) follows since CN{i} ≤ C
FD
N{i}
= min {δ, ri}.
B. Submodular functions and cut properties
We now derive a property of submodular functions, which we next leverage to prove a property
on cuts in diamond networks.
Definition 1. For a finite set Ω, let f : 2Ω → R be a set function defined on Ω. The set function
f is submodular if
∀A,B ⊆ Ω, f(A) + f(B) ≥ f(A∪ B) + f(A ∩ B). (9)
Building on the definion in (9), we now prove a property for a general submodular function.
Lemma 2. Let f be a submodular set function defined on Ω. Then, for any group of n sets
Ai ⊆ Ω, i ∈ [1 : n],
n∑
i=1
f (Ai) ≥
n∑
j=1
f
(
E (n)j
)
,
4Thanks to the result in Lemma 11 in Appendix A, the same statement also holds for Gaussian FD diamond networks.
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where E (n)j is the set of elements that appear in at least j sets Ai, i ∈ [1 : n].
Proof: The proof relies on the definition of submodular functions and on some set-theoretic
properties. The detailed proof can be found in Appendix B.
To better understand what Lemma 2 implies, consider the following example.
Example. Let Ω = [1 : 7] and consider the subsets A1 = {1, 2, 5, 7}, A2 = {4, 5}, A3 =
{2, 4, 5, 6}. Lemma 2 proves that, for a submodular set function f defined over Ω, we get
f(
A1︷ ︸︸ ︷
{1, 2, 5, 7}) + f(
A2︷ ︸︸ ︷
{4, 5}) + f(
A3︷ ︸︸ ︷
{2, 4, 5, 6}) ≥ f({1, 2, 4, 5, 6, 7}︸ ︷︷ ︸
E
(3)
1
) + f({2, 4, 5}︸ ︷︷ ︸
E
(3)
2
) + f( {5}︸︷︷︸
E
(3)
3
).
(10)
Now, as an example, consider f(A) = max
i∈A
{i} for A ⊆ Ω, which is a submodular set function.
By evaluating both sides of (10) for our example function, we get
3∑
i=1
f(Ai) = 7 + 5 + 6 = 18,
3∑
i=1
f
(
E (3)j
)
= 7 + 5 + 5 =17
=⇒
3∑
i=1
f(Ai) ≥
3∑
i=1
f
(
E (3)j
)
.
Next, we use the result on submodular functions in Lemma 2 to prove the following result
for Gaussian diamond networks.
Lemma 3. Consider an N-relay Gaussian diamond network N[1:N ]. Then, for any collection of
sets Ai ⊆ [1 : N ]\{i}, there exists a collection of (N−1) sets AFj ⊆ [1 : N ], with j ∈ [1 : N−1]
such that
N∑
j=1
(
max
i∈Aj
ℓi + max
i∈([1:N ]\{j})\Aj
ri
)
≥
N−1∑
j=1
(
max
i∈AFj
ℓi + max
i∈[1:N ]\AFj
ri
)
. (11)
Moreover the sets AFj do not depend on the values (ℓi, ri).
Proof: The proof, which is based on the result in Lemma 2 and on simple counting
arguments, can be found in Appendix C.
We next provide a simple example that better explains the implication of Lemma 3.
Example. Consider a 3-relay Gaussian diamond network N[1:3]. With this, we have N¯1 = N{2,3},
N¯2 = N{1,3} and N¯3 = N{1,2}. Now for the subnetwork N¯i consider the following possible cut
Ai: (i) A1 = ∅ (i.e., in N¯1 relays 2 and 3 are ‘on the side of the source’); (ii) A2 = {3} (i.e.,
in N¯2 relay 1 is ‘on the side of the source’ and relay 3 is ‘on the side of the destination’); (iii)
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(i) A3 = {1, 2} (i.e., in N¯3 relays 1 and 2 are ‘on the side of the destination’). With this, by
evaluating the left-hand side of (11), we obtain
3∑
j=1
(
max
i∈Aj
ℓi + max
i∈([1:3]\{j})\Aj
ri
)
= max
i∈{2,3}
ri + ℓ3 + r1 + max
i∈{1,2}
ℓi
≥ max
i∈[1:3]
ℓi + max
i∈[1:3]
ri
=
2∑
j=1
(
max
i∈AFj
ℓi + max
i∈[1:3]\AFj
ri
)
,
where we let AF1 = ∅ and AF2 = [1 : 3]. In this example, we considered a specific choice of
Ai, i ∈ [1 : 3] in N¯i. By repeating the same reasoning, it is possible to show that, for any of the
2N(N−1) = 43 possible combinations of cuts Ai, there always exist two cuts AFj, j ∈ [1 : 2] in
the full network N[1:3] such that (11) holds.
Before concluding this section and going into the technical details of how to use these results
to prove our main results, we state a couple of remarks.
Remark 1. By considering the specific values of the link capacities (ℓi, ri) in a given network,
we could prove the inequality in Lemma 3 with a different construction than the one discussed
in Appendix C. The key property of the construction discussed in Appendix C is that it is
independent of (ℓi, ri). This becomes of fundamental importance when we consider HD cuts, as
we will see in Section V when we prove Theorem 6.
Remark 2. If the network and its subnetworks operate in FD, then Lemma 3 directly relates
cuts of the subnetworks N¯i to cuts of the full network N[1:N ] (see also the example above).
Furthermore, by choosing Ai to be the minimum FD cut of the subnetwork N¯i, we get
N max
i∈[1:N ]
C
FD
N¯i
≥
N∑
i=1
C
FD
N¯i
≥
N−1∑
j=1
(
max
i∈AFj
ℓi + max
i∈[1:N ]\AFj
ri
)
≥ (N − 1)CFD[1:N ].
This is a different way of proving the result in [1, Theorem 1] for k = N − 1.
IV. A SIMPLE SELECTION ALGORITHM
In this section, we investigate the performance (in terms of achievable fraction) of a simple
algorithm that selects a subnetwork of k = N−1 relays. In particular, the algorithm computes the
N single approximate capacities (see the expression in (4)) and removes the worst relay, i.e., the
one with the smallest single approximate capacity. Since computing the single relay approximate
September 10, 2018 DRAFT
14
capacities in a Gaussian HD diamond network with N relays requires O(N) operations, this
algorithm runs in linear time and outputs an (N − 1)-relay subnetwork whose performance
guarantee is provided in the following theorem.
Theorem 4. Consider a Gaussian HD diamond network N[1:N ]. Then, there always exists i ∈
[1 : N ] such that we can guarantee at least CN¯i ≥
1
2
CN[1:N] . Moreover, if only the single relay
approximate capacities are known5, then this bound is tight.
Proof: We argue the lower bound in Theorem 4 by contradiction. Without loss of generality,
let CN{N} ≤ mini∈[1:N ] CN{i} , i.e., the N-th relay is the worst. Assume that CN[1:N−1] <
1
2
CN[1:N] .
From the implication of Lemma 1 in (8), we have CN[1:N−1] + CN{N} ≥ CN[1:N] . This prop-
erty, together with the assumption that CN[1:N−1] <
1
2
CN[1:N] , implies that CN{N} ≥
1
2
CN[1:N] .
However, since the relay number N has the lowest approximate HD capacity, then ∀j ∈
[1 : N − 1], CN{j} ≥
1
2
CN[1:N] . Therefore, we finally have the following contradiction
∀j ∈ [1 : N − 1],
1
2
CN[1:N] ≤ CN{j} ≤ CN[1:N−1] <
1
2
CN[1:N] .
This concludes the proof of the lower bound in Theorem 4.
To prove that the bound in Theorem 4 is indeed tight it suffices to provide a network
construction where having the knowledge of only the single relay approximate capacities does
not guarantee that a subnetwork NK of N − 1 relays, with CNK strictly greater than
1
2
CN[1:N] ,
can be chosen deterministically. For N ≥ 2, let
ℓi =
1
2
, ri = L, ∀i ∈ [1 : N − 1], (12a)
ℓN = L, rN =
1
2
, (12b)
where L→∞. Note that for the network construction in (12) we have: (i) ∀i ∈ [1 : N ], CN{i} =
1
2
and (ii) the approximate HD capacity of the full network is CN[1:N] = 1. We now want to remove
the worst relay based only on the knowledge of the single relay approximate capacities. Since
these are all equal, then one can choose to remove one relay uniformly at random. If the N-th
relay is removed, then the remaining network has an approximate capacity of CN[1:N−1] =
1
2
,
which shows that the lower bound in Theorem 4 is indeed tight if the choice (of which relay to
remove) is based only on the single relay approximate capacities.
5With this, we mean that the algorithm only leverages the expression of CN{i} , ∀i ∈ [1 : N ] in (4), i.e., the algorithm is
unaware of the values of the single link capacities (ℓi, ri) in (2).
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The tightness argument in Theorem 4 implies that, for an algorithm that removes the worst
relay - by only computing the single relay approximate capacities - no higher worst-case guar-
antee can be provided. However, this result is pretty conservative. In fact, with reference to
the specific network construction in (12), if we are allowed to select N − 1 relays based on
the approximate capacities of the 2-relay subnetworks, then we would never remove the N-th
relay. This is because any 2-relay subnetwork which involves the N-th relay has an approximate
capacity of CN{N,i} = 1 = CN[1:N] , ∀i ∈ [1 : N − 1]. This simple example suggests that a smarter
choice (compared to the one based on removing the worst relay) of which N−1 relays to select
might lead to a higher worst-case achievable fraction, compared to the 1
2
in Theorem 4. In the
next section, we will formally prove that this observation is indeed true. Before concluding this
section, we next generalize the lower bound in Theorem 4 to generic values of k ∈ [1 : N ].
A. The general case k ∈ [1 : N ]
We now generalize the lower bound in Theorem 4 when k ∈ [1 : N ]. Towards this end, we
consider an algorithm that removes the worst N − k relays (i.e., those with the lowest single
relay approximate capacities) from the network of N relays. The algorithm first computes the
single relay approximate capacities – which requires O(N) operations. It then orders the relays
in descending order based on their single approximate capacities, i.e., in this new ordering the
first relay is the one for which CN{1} ≥ maxi∈[2:N ] CN{i} , the second relay is the one for which
CN{2} ≥ maxi∈[3:N ] CN{i} and so on till the N-th relay for which CN{N} = mini∈[1:N ] CN{i}; this
step requires O(N log(N)) operations. Finally, the algorithm discards the last N − k relays.
In other words, the algorithm runs in O(N log(N)) and outputs a k-relay subnetwork whose
performance guarantee is provided in the following lemma.
Lemma 5. Consider a Gaussian HD diamond network N[1:N ] where the relays are ordered in
descending order based on their single approximate capacities. By operating only the relays in
N[1:k], we can always guarantee at least CN[1:k] ≥ 2
−(N−k)
CN[1:N] .
Proof: Clearly, for the case k = N − 1 the lower bound in Lemma 5 is equivalent to the
one in Theorem 4. We now argue the lower bound in Lemma 5 by contradiction. Without loss of
generality, assume that instead of removing the last N − k relays all together (recall that relays
are ordered in descending order based on their single approximate capacities), we remove them
in N − k steps, i.e., at step i ∈ [1 : N − k] we remove the relay number N − i + 1. Assume
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that at step i we have that CN[1:N−i] <
1
2
CN[1:N−i+1] . From (8), we have CN[1:N−i] + CN{N−i+1} ≥
CN[1:N−i+1] . This property, together with the assumption that CN[1:N−i] <
1
2
CN[1:N−i+1] , implies that
CN{N−i+1} ≥
1
2
CN[1:N−i+1] . However, since the relay number N− i+1 has the lowest approximate
HD capacity at step i, then ∀j ∈ [1 : N − i], CN{j} ≥
1
2
CN[1:N−i+1] . Therefore, we finally have
the following contradiction
∀j ∈ [1 : N − i],
1
2
CN[1:N−i+1] ≤ CN{j} ≤ CN[1:N−i] <
1
2
CN[1:N−i+1] .
Thus, ∀i ∈ [1 : N − k], we have that CN[1:N−i] ≥
1
2
CN[1:N−i+1] . By recursively applying this
expression (N − k) times we are left with a k-relay subnetwork that achieves an approximate
capacity CN[1:k] ≥ 2
−(N−k)
CN[1:N] . This concludes the proof.
V. A FUNDAMENTAL GUARANTEE FOR SELECTING N − 1 RELAYS
In this section we derive a fundamental guarantee (in terms of achievable fraction) when N−1
relays are selected out of the N possible ones. We assert that this guarantee is fundamental
because it represents the highest worst-case fraction that can be guaranteed when N − 1 relays
are selected, independently of the actual values of the channel parameters. In particular, our main
result is stated in the following theorem.
Theorem 6. For any N-relay Gaussian HD diamond network N[1:N ], there always exists a
subnetwork NK, with |K| = N − 1, that achieves at least CNK ≥
N−1
N
CN[1:N] . Moreover, this
bound is tight.
Proof: In order to derive the lower bound in Theorem 6, we first state the following lemma,
whose proof is based on Lemma 3 and is delegated to Appendix D.
Lemma 7. Consider an arbitrary N-relay Gaussian HD diamond network N[1:N ] operated with
the schedule λ. Then,
N∑
i=1
R
λ
N¯i
≥ (N − 1)RλN[1:N]. (13)
The lower bound in Theorem 6 is a direct consequence of Lemma 7 as explained in what
follows. Let λ⋆ be an optimal schedule for the full network N[1:N ], i.e., R
λ⋆
N[1:N]
= CN[1:N] . Since
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the ‘natural’ schedule constructed from λ⋆ might not be the optimal one for the subnetwork N¯i,
then clearly we have Rλ
⋆
N¯i
≤ CN¯i, ∀i ∈ [1 : N ]. Using the result in Lemma 7 with λ
⋆, we get
(N − 1)CN[1:N] ≤
N∑
i=1
R
λ⋆
N¯i
≤
N∑
i=1
CN¯i ≤ N max
i∈[1:N ]
CN¯i.
Let i⋆ = argmax
{
CN¯i
}
. Then, by setting K = [1 : N ]\{i⋆}, we have that
CNK ≥
N − 1
N
CN[1:N] .
This completes the proof of the lower bound in Theorem 6.
To prove that the ratio in Theorem 6 is tight, it suffices to provide an example of an N-
relay network where the best (i.e., the one with the largest approximate capacity) subnetwork of
N − 1 relays achieves an approximate capacity, which is exactly the fraction of the full network
approximate capacity in Theorem 6. To this end, consider the following structure:
ℓi = ℓ⌊N2 ⌋+i
=
2i
N
, i ∈
[
1 :
⌊
N
2
⌋]
, (14a)
ri = r⌊N2 ⌋+i
=
N − 2i+ 2
N
, i ∈
[
1 :
⌊
N
2
⌋]
, (14b)
if N is odd: ℓN = L, rN =
1
N
, (14c)
where L→∞. Fig. 2 gives a representation of max
K⊆[1:N ]
CNK
CN[1:N]
for N ∈ [2 : 10] with |K| = N−1.
From Fig. 2 we observe that max
K⊆[1:N ]
CNK
CN[1:N]
=
N − 1
N
. This completes the proof.
Before concluding this section, we highlight some results, which are direct consequences of
Lemma 7 and Theorem 6.
Remark 3. Theorem 6 provides a performance guarantee that significantly improves over the
one in Theorem 4. In fact, for high values of N , Theorem 6 ensures that we can approach CN[1:N]
by operating only N − 1 relays, which is twice the guarantee of 1
2
CN[1:N] (independent of the
value of N) provided by Theorem 4.
Remark 4. The result in Theorem 6 implies that, for anyN-relay Gaussian HD diamond network,
smartly removing one relay can reduce the approximate HD capacity of the network by at most
1
N
of the full network approximate capacity. We also highlight that the removed relay may
not be the worst relay since in this case, as proved in Theorem 4, we can guarantee only
CN¯i ≥
1
2
CN[1:N] , where i ∈ [1 : N ] is the index of the worst relay. However, for the specific
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Fig. 2: max
K⊆[1:N ]
CNK
CN[1:N]
with |K| = N − 1 for the network in (14) for N ∈ [2 : 10].
network in (14) the full network has an approximate capacity of CN[1:N] = 1 (see Appendix E for
the detailed computation) and all the (N − 1)-relay subnetworks have an approximate capacity
of CNK =
N−1
N
, ∀K ⊆ [1 : N ], |K| = N − 1. Hence, for this particular network, by removing
any of the relays (i.e., the best or the worst), we always retain N−1
N
of the approximate capacity
of the full network.
Corollary 8. Let λ⋆ be an optimal schedule of the full network N[1:N ], then:
1) For any N-relay Gaussian HD diamond network, there exists a subnetwork NK, with
|K| = N − 1, such that, when operated with λ⋆, it satisfies that
R
λ⋆
NK
≥
N − 1
N
CN[1:N] .
2) There exist N-relay Gaussian HD diamond networks where λ⋆ can be used to naturally
construct the optimal schedule for each subnetwork of N − 1 relays (see for example, the
network in (14)).
Remark 5. Corollary 8 implies that, to select a subnetwork of N − 1 relays that guarantees the
performance in Theorem 6, it is sufficient to know an optimal schedule λ⋆ of the whole network
N[1:N ]. In other words, by knowing λ
⋆, there is no need to compute the optimal schedules for
each of the N subnetworks. This implies that, if λ⋆ can be used to construct a ‘natural’ schedule
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for all NK, with |K| = N − 1, in polynomial time, then a subnetwork NK that achieves the
guarantee in Theorem 6 can be discovered in polynomial time.
We next leverage the result in Theorem 6 to derive a lower bound for generic k ∈ [1 : N ].
A. The general case k ∈ [1 : N ]
In this subsection we generalize the lower bound derived in Theorem 6 when k ∈ [1 : N ]. In
particular, our result is stated in the following lemma.
Lemma 9. Consider an arbitrary N-relay Gaussian HD diamond network N[1:N ] operated with
the schedule λ. There always exists a subnetwork NK with |K| = k ∈ [1 : N ] that, when
operated with the ‘natural’ schedule derived from λ, achieves an approximate rate RλNK such
that RλNK ≥
k
N
R
λ
N[1:N]
.
Proof: We recursively apply the result in Lemma 7. We again let λ be a schedule (not
necessarily optimal) of the full N-relay network N[1:N ]. With this we obtain
∃ i1 ∈ [1 : N ] such that for S
(1) = N[1:N ]\{i1} : (15a)
R
λ
S(1) ≥
N − 1
N
R
λ
N[1:N]
, (15b)
∃ i2 ∈ S
(1) = N[1:N ]\{i1} such that for S
(2) = N[1:N ]\{i[1:2]} :
R
λ
S(2) ≥
N − 2
N − 1
R
λ
S(1)
(15b)
≥
N − 2
N
R
λ
N[1:N]
, (15c)
∃ i3 ∈ S
(2) = N[1:N ]\{i[1:2]} such that for S
(3) = N[1:N ]\{i[1:3]} :
R
λ
S(3) ≥
N − 3
N − 2
R
λ
S(2)
(15c)
≥
N − 3
N
R
λ
N[1:N]
, (15d)
...
∃ iN−k ∈ S
(N−k−1) such that for S(N−k) = N[1:N ]\{i[1:N−k]} :
R
λ
S(N−k) ≥
k
k + 1
R
λ
S(N−k−1)≥
k
N
R
λ
N[1:N]
, (15e)
which, since S(N−k) contains k relays, completes the proof.
Remark 6. Let λ⋆ be an optimal schedule for the full network N[1:N ], i.e., R
λ⋆
N[1:N]
= CN[1:N] .
Since the ‘natural’ schedule constructed from λ⋆ might not be the optimal one for the subnetwork
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NK, i.e., R
λ⋆
NK
≤ CNK , then Lemma 9 provides a different bound from the one in [22] and from
the k
2(k+1)
that is readily obtained from the result in [1]. These bounds can be combined as
CNK
CN[1:N]
≥


max
{
1
N
, 1
4
}
, k = 1
max
{
k
N
, 1
2
}
, N ≥ k ≥ 2
. (16)
From (16), we can see that in some cases (particularly when k > N/2), the new bound in
Lemma 9 gives a better guarantee than those available in the literature. Clearly, when k = N−1
the lower bound in (16) is equivalent to the one in Theorem 6. However, the lower bound in
Lemma 9 is not tight for general k ∈ [1 : N ]. Deriving tighter lower bounds is an interesting open
problem, which is object of current investigation. For instance, for the case k = 1, numerically
we could not find network examples for which the fraction guarantee is less than N
4(N−1)
.
Remark 7. The proof of Lemma 9 provides the blueprint for an algorithm that selects a
subnetwork of k relays that achieves the guarantee in the lemma. The algorithm operates
iteratively as follows. On the first iteration, given a network N (0) = N[1:N ] with N relays
and an operating schedule λ, we find a subnetwork N (1) with N − 1 relays such that N (1),
when operated with the ‘natural’ schedule derived from λ, satisfies the bound in Lemma 9 for
k = N − 1. We can repeat the previous iteration (N − k) times where on iteration i, we remove
one relay to select a subnetwork N (i) such that
R
λ
N (i) ≥
N − i
N − i+ 1
R
λ
N (i−1).
It is clear that after (N − k) iterations, we have a subnetwork N (N−k) that contains exactly k
relays and for which
R
λ
N (N−k) ≥
k
N
R
λ
N[1:N]
.
In [25] the authors showed that the problem of computing the approximate capacity of a Gaussian
FD relay network can be cast as a minimization problem of a submodular function, which can
be solved in polynomial time. Therefore, if the fixed schedule λ at which N[1:N ] is operated
can be used to construct a ‘natural’ schedule for N (1) in polynomial time, then the algorithm
described above runs in polynomial time and provides the fraction guarantee in Lemma 9.
VI. DISCUSSION AND CONCLUSIONS
In this section, we discuss some implications of the results derived in the previous sections
and highlight differences between the selection performances in HD and FD diamond networks.
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We believe that the reason for this different behavior is that in HD the schedule plays a key role,
i.e., removing some of the relays can change the optimal schedule of the remaining network.
1) In HD the guarantee on max
K⊆[1:N ]
CNK
CN[1:N]
for |K| = k ∈ [1 : 2] decreases as N increases.
We here show that in HD, for the case |K| = k ∈ [1 : 2], the worst case fraction max
K⊆[1:N ]
CNK
CN[1:N]
depends on N and decreases as N increases. This represents a surprising difference with respect
to FD (where the worst case ratio for a fixed value of k does not depend on N) and shows that
FD and HD relay networks have a different nature. In particular, from the result in Theorem 6
for |K| = k ∈ [1 : 2] and N = k+1, we have
CNK
CN[1:N]
≥ k
k+1
as in FD [1, Theorem 1]. However,
in the regime N ≫ 1, these values reduce to
CNK
CN[1:N]
≥ 1
4
for k = 1 and to
CNK
CN[1:N]
≥ 1
2
for
k = 2. Notice that these values coincide with the lower bounds: (i) of k
2(k+1)
for k = 1, which
is readily obtained from the result in [1] by letting the selected relay listen for half of the time
and transmit for the other half of the time; (ii) derived in [22] for the case k = 2, where the 2
selected relays operate in a complementary fashion. In particular, we have
Theorem 10. There exist Gaussian HD diamond networks for which, when N ≫ 1, the best
subnetwork NK gives
CNK
CN[1:N]
=


1
4
, |K| = 1
1
2
, |K| = 2
. (17)
Proof: Consider the network in (14). The best subnetwork NK with |K| = 1 achieves
CNK
CN[1:N]
=
N + 2
4N
,
which for N ≫ 1 gives
CNK
CN[1:N]
= 1
4
, while the best subnetwork NK with |K| = 2 relays achieves
CNK
CN[1:N]
=
N + 2
2N
,
which for N ≫ 1 gives
CNK
CN[1:N]
= 1
2
. We refer the reader to Appendix E for a detailed computation
of these values.
2) The best HD and FD subnetworks are not necessarily the same. We next provide a couple
of examples where we show that the best relay in HD and in FD might not be necessarily the
same. As a first example, consider a Gaussian 2-relay diamond network with ℓ1 = 1, ℓ2 =
2
5
,
r1 =
1
2
and r2 =
14
5
. It is not difficult to see that if the relays operate in FD, then the first relay
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is the best and it achieves CFDN{1} =
1
2
, while if the relays operate in HD then the second relay is
the best giving CN{2} =
7
20
(see the expression in (4)). As a second example consider a Gaussian
3-relay diamond network with ℓ[1:3] = r[1:2] = ℓ > 0 and r3 = L, with L→∞. When the N = 3
relays operate in FD, they all have the same single capacity given by CFDN{i} = ℓ, ∀i ∈ [1 : 3].
This means that, by selecting any of the relays (i.e., at random), we get the same performance
guarantee. Differently, when the N = 3 relays operate in HD, the third relay is better giving
CN{3} = ℓ. These two simple examples suggest that, when the relays operate in HD, choosing
the best subnetwork based on the FD capacities might not be a smart choice. For instance, in
the second example if we select either the first or the second relay (which in FD are optimal)
we would incur a loss of 50% in the approximate capacity (which is also the maximum loss
value) compared to selecting the third relay.
3) Worst-case networks in HD and FD are not necessarily the same. Consider the network
example in (14) and suppose we want to select N−1 relays. We already showed (see Section V)
that, by selecting any (N−1)-relay subnetwork NK with |K| = N−1, we get CNK =
N−1
N
CN[1:N] ,
i.e., the network in (14), when operated in HD, represents a worst-case scenario. Now, suppose
that we operate the network in (14) in FD. Then, it is not difficult to see that there always exists
an (N − 1)-relay subnetwork NK with |K| = N − 1, that guarantees CFDNK = C
FD
N[1:N]
, which
is greater than the worst-case ratio of N−1
N
proved in [1, Theorem 1]. This suggests that tight
network examples for HD with general values of k and N might not be the same as those in
FD; this adds an extra degree of complication in the study of the network simplification problem
in HD since the approximate capacity in HD (because of the required optimization over the 2N
listen/transmit configuration states) cannot be computed directly as in the FD counterpart.
In this paper, we investigated the network simplification problem in an N-relay Gaussian HD
diamond network. We proved that there always exists a subnetwork of k = N − 1 relays that
achieves at least a fraction N−1
N
of the approximate capacity of the full network. This result
was derived by showing that any optimal schedule of the full network can be used by at least
one of the N subnetworks of k = N − 1 relays to achieve the worst performance guarantee.
Moreover, we provided an example of a class of Gaussian HD diamond networks for which
this fraction is tight. Then, by leveraging the results obtained for k = N − 1, we derived lower
bounds on the fraction guarantee for general k ∈ [1 : N ], which are tighter than currently
available bounds when k > N
2
. Finally, we showed that, when we select k = 1 or k = 2
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relays, the fraction guarantee decreases as N increases; this is a surprising difference between
the network simplication problem in HD and FD. These results were obtained by leveraging
properties of submodular functions and diamond networks that were derived here and that might
be of independent interest for other applications.
APPENDIX A
PROOF OF LEMMA 1
In order to prove the result in Lemma 1, we make use of the following lemma, valid for
Gaussian FD diamond networks.
Lemma 11. For any Gaussian FD diamond network N[1:N ] and K ⊆ [1 : N ], we have that
C
FD
N[1:N]
≤ CFDNK + C
FD
N[1:N]\K
, (18)
where
C
FD
N[1:N]
= min
AF⊆[1:N ]
{
max
i∈AF
ℓi + max
i∈N[1:N]\AF
ri
}
C
FD
NMj
= min
Aj⊆Mj
{
max
i∈Aj
ℓi + max
i∈Mj\Aj
ri
}
, ∀j ∈ [1 : 2],
with M1 = K and M2 = [1 : N ]\K.
Proof: We have
max
i∈A1
ℓi +max
i∈A2
ℓi + max
i∈M1\A1
ri + max
i∈M2\A2
ri
≥ max
i∈A1∪A2
ℓi + max
i∈(M1\A1)∪(M2\A2)
ri
(a)
= max
i∈A1∪A2
ℓi + max
i∈(M1∪M2)\(A1∪A2)
ri
=max
i∈AF
ℓi + max
i∈[1:N ]\AF
ri
≥ min
AF⊆[1:N ]
{
max
i∈AF
ℓi + max
i∈[1:N ]\AF
ri
}
= CFDN[1:N] . (19)
The equality in (a) appeals to the following property (recall that M1 and M2 are disjoint and
Ai ⊆Mi, i ∈ [1 : 2])
(M1\A1) ∪ (M2\A2)
(b)
= (M1\ (A1 ∪ A2)) ∪ (M2\ (A1 ∪A2))
(c)
= (M1 ∪M2) \ (A1 ∪A2) ,
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where the equality in (b) follows since M1 ∩ A2 = ∅ and M2 ∩ A1 = ∅ and the equality in
(c) follows since (B\A) ∪ (C\A) = (B ∪ C) \A. The result in (19) is valid ∀A1 ⊆ M1 and
∀A2 ⊆M2, hence also for the minimum cuts of the networks NM1 and NM2 , i.e.,
C
FD
NM1
+ CFDNM2
= CFDNK + C
FD
N[1:N]\K
≥ CFDN[1:N].
We now show how the result in Lemma 11, valid for Gaussian FD diamond networks, extends
to the HD case. For a given schedule λ of the full network N[1:N ], we have from (5) that
R
λ
N[1:N]
= min
AF⊆[1:N ]
∑
s∈[0:1]N
λs
(
max
i∈AF
ℓ′i,s + max
i∈[1:N ]\AF
r′i,s
)
,
where ℓ′i,s and r
′
i,s are defined in (6). From the result in (19), ∀A1 ⊆M1 and ∀A2 ⊆M2, with
M1 = K and M2 = [1 : N ]\K, we have that∑
s∈[0:1]N
λs
[
max
i∈A1
ℓ′i,s +max
i∈A2
ℓ′i,s + max
i∈M1\A1
r′i,s + max
i∈M2\A2
r′i,s
]
≥
∑
s∈[0:1]N
λs
(
max
i∈AF
ℓ′i,s + max
i∈[1:N ]\AF
r′i,s
)
≥ RλN[1:N],
where AF = A1 ∪ A2. This implies
R
λ
N[1:N]
≤ RλNM1 + R
λ
NM2
= RλNK + R
λ
N[1:N]\K
.
This concludes the proof of Lemma 1.
APPENDIX B
PROOF OF LEMMA 2
Let f be a submodular set function defined on Ω (see Definition 1). We want to prove that
for any collection of n sets Ai ⊆ Ω,
n∑
i=1
f (Ai) ≥
n∑
j=1
f
(
E (n)j
)
,
where E (n)j is the set of elements that appear in at least j sets Ai, i ∈ [1 : n]. The proof is by
induction. For the base case (i.e., n = 1) we clearly have that f(A1) = f
(
E (1)1
)
. For the proof
of the induction step, we prove and use the following property of submodular functions.
September 10, 2018 DRAFT
25
Property 1. Let f be a submodular function. Then, ∀n > 0 and 0 ≤ k < n,
f

 ⋃
I⊆[1:n]
|I|=k
(
An+1
⋂
i∈I
Ai
)+ f

 ⋃
I⊆[1:n]
|I|=k+1
(⋂
i∈I
Ai
)
≥ f

 ⋃
I⊆[1:n+1]
|I|=k+1
(⋂
i∈I
Ai
) + f

 ⋃
I⊆[1:n]
|I|=k+1
(
An+1
⋂
i∈I
Ai
) . (20)
We now use Property 1, whose proof can be found at the end of this appendix, to prove the
induction step. Assume that for some n > 0, we have that
n∑
i=1
f (Ai) ≥
n∑
j=1
f
(
E (n)j
)
. (21)
Our goal is to prove that
n+1∑
i=1
f (Ai) ≥
n+1∑
j=1
f
(
E (n+1)j
)
.
From (21), by adding the positive quantity f (An+1) to both sides of the inequality, we have that
n∑
i=1
f (Ai) + f (An+1) ≥
n∑
j=1
f
(
E (n)j
)
+ f (An+1) ,
which can be equivalently rewritten as
n∑
i=1
f (Ai) + f (An+1) ≥ f (An+1) +
n−1∑
k=0
f

 ⋃
I⊆[1:n]
|I|=k+1
(⋂
i∈I
Ai
)
︸ ︷︷ ︸
f
(
E
(n)
k+1
)
= f (An+1) + f

 ⋃
I⊆[1:n]
|I|=1
(⋂
i∈I
Ai
)+ n−1∑
k=1
f

 ⋃
I⊆[1:n]
|I|=k+1
(⋂
i∈I
Ai
) .
The final step in the proof follows by inductively applying Property 1 on the underlined terms
with the appropriate k as shown in what follows,
f (An+1) + f

 ⋃
I⊆[1:n]
|I|=1
(⋂
i∈I
Ai
) + n−1∑
k=1
f

 ⋃
I⊆[1:n]
|I|=k+1
(⋂
i∈I
Ai
)
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(k=0)
≥ f

 ⋃
I⊆[1:n+1]
|I|=1
(⋂
i∈I
Ai
) + f

 ⋃
I⊆[1:n]
|I|=1
(
An+1
⋂
i∈I
Ai
)+ f

 ⋃
I⊆[1:n]
|I|=2
(⋂
i∈I
Ai
)
+
n−1∑
k=2
f

 ⋃
I⊆[1:n]
|I|=k+1
(⋂
i∈I
Ai
)
(k=1)
≥
2∑
ℓ=1
f

 ⋃
I⊆[1:n+1]
|I|=ℓ
(⋂
i∈I
Ai
)+ f

 ⋃
I⊆[1:n]
|I|=2
(
An+1
⋂
i∈I
Ai
) + f

 ⋃
I⊆[1:n]
|I|=3
(⋂
i∈I
Ai
)
+
n−1∑
k=3
f

 ⋃
I⊆[1:n]
|I|=k+1
(⋂
i∈I
Ai
)
...
(k=n−1)
≥
n∑
ℓ=1
f

 ⋃
I⊆[1:n+1]
|I|=ℓ
(⋂
i∈I
Ai
)+ f

 ⋃
I⊆[1:n]
|I|=n
(
An+1
⋂
i∈I
Ai
)
=
n+1∑
ℓ=1
f

 ⋃
I⊆[1:n+1]
|I|=ℓ
(⋂
i∈I
Ai
) = n+1∑
j=1
f
(
E (n+1)j
)
.
This concludes the proof of Lemma 2.
A. Proof of Property 1
By using properties of submodular functions and set operations we have
f

 ⋃
I⊆[1:n]
|I|=k
(
An+1
⋂
i∈I
Ai
) + f

 ⋃
I⊆[1:n]
|I|=k+1
(⋂
i∈I
Ai
)
(a)
≥f



 ⋃
I⊆[1:n]
|I|=k
(
An+1
⋂
i∈I
Ai
)⋃

 ⋃
I⊆[1:n]
|I|=k+1
(⋂
i∈I
Ai
)


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+ f



 ⋃
I⊆[1:n]
|I|=k
(
An+1
⋂
i∈I
Ai
)⋂

 ⋃
I⊆[1:n]
|I|=k+1
(⋂
i∈I
Ai
)


(b)
=f

 ⋃
I⊆[1:n+1]
|I|=k+1
(⋂
i∈I
Ai
)+ f



 ⋃
I⊆[1:n]
|I|=k
(
An+1
⋂
i∈I
Ai
)⋂

 ⋃
I⊆[1:n]
|I|=k+1
(⋂
i∈I
Ai
)


(c)
= f

 ⋃
I⊆[1:n+1]
|I|=k+1
(⋂
i∈I
Ai
)
︸ ︷︷ ︸
T1
+f


An+1
⋂

 ⋃
J⊆[1:n]
|J |=k
⋂
j∈J
Aj

⋂

 ⋃
I⊆[1:n]
|I|=k+1
⋂
i∈I
Ai


︸ ︷︷ ︸
S


,
where: (i) the inequality in (a) follows from the definition of submodular function (see Defini-
tion 1); (ii) the equality in (b) follows by combining the union in the first term of the inequality
in (a); (iii) the equality in (c) follows from the distributive property of intersection over unions.
Note that T1 is already the first term we need in the inequality. To arrive at the second term, we
shall prove that
S =
⋃
I⊆[1:n]
|I|=k+1
(
An+1
⋂
i∈I
Ai
)
. (22)
Towards this end, notice that the distributive property of intersection over unions gives
An+1
⋂

 ⋃
J⊆[1:n]
|J |=k
⋂
j∈J
Aj

⋂

 ⋃
I⊆[1:n]
|I|=k+1
⋂
i∈I
Ai


= An+1
⋂ ⋃
I⊆[1:n]
|I|=k+1


(⋂
i∈I
Ai
)⋂

 ⋃
J⊆[1:n]
|J |=k
⋂
j∈J
Aj



 . (23)
Now note that ∀I ⊆ [1 : n] with |I| = k+1, ∃ JI ⊂ I with |JI| = k. This observation implies
that, for each I, we have
(⋂
i∈JI
Ai
)⋂

 ⋃
J⊆[1:n]
|J |=k
⋂
j∈J
Aj

 =
(⋂
i∈JI
Ai
)⋂


(⋂
i∈JI
Ai
)⋃


⋃
L⊆[1:n]
L6=JI
|L|=k
⋂
ℓ∈L
Aℓ



 (c)=
⋂
i∈JI
Ai,
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where the equality in (c) follows since U ∩ (U ∪ V) = U . As a consequence, for each I, we
have (⋂
i∈I
Ai
)⋂

 ⋃
J⊆[1:n]
|J |=k
⋂
j∈J
Aj

 =

 ⋂
i∈I\JI
Ai

⋂(⋂
i∈JI
Ai
)⋂

 ⋃
J⊆[1:n]
|J |=k
⋂
j∈J
Aj


=

 ⋂
i∈I\JI
Ai

⋂(⋂
i∈JI
Ai
)
=
(⋂
i∈I
Ai
)
. (24)
Finally, by applying (24) for each I in (23), we get
S = An+1
⋂

 ⋃
J⊆[1:n]
|J |=k
⋂
j∈J
Aj

⋂

 ⋃
I⊆[1:n]
|I|=k+1
⋂
i∈I
Ai


= An+1
⋂ ⋃
I⊆[1:n]
|I|=k+1


(⋂
i∈I
Ai
)⋂

 ⋃
J⊆[1:n]
|J |=k
⋂
j∈J
Aj




= An+1
⋂

 ⋃
I⊆[1:n]
|I|=k+1
⋂
i∈I
Ai

 = ⋃
I⊆[1:n]
|I|=k+1
(
An+1
⋂
i∈I
Ai
)
,
where the last equality follows by using the distributive property of intersection over unions.
This proves (22) hence concluding the proof of Property 1.
APPENDIX C
PROOF OF LEMMA 3
From the statement of Lemma 3, recall that Ai ⊆ [1 : N ]\{i}. Throughout the proof, we
let Bi = ([1 : N ]\{i})\Ai, ∀i ∈ [1 : N ], f (A) = maxi∈A ℓi and g (A) = maxi∈A ri, with
A ⊆ [1 : N ]. It is not difficult to see that f and g are submodular functions. As a result, we
have
N∑
j=1
(
max
i∈Aj
ℓi + max
i∈([1:N ]\{j})\Aj
ri
)
=
N∑
j=1
[f (Aj) + g (Bj)]
(a)
≥
N∑
j=1
[
f
(
E (N)j
)
+ g
(
F (N)j
)]
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(b)
=
N−1∑
j=1
[
f
(
E (N)j
)
+ g
(
F (N)j
)]
(c)
=
N−1∑
j=1
[
f
(
E (N)j
)
+ g
(
F (N)N−j
)]
, (25)
where: (i) the inequality in (a) follows from Lemma 2 with E (N)j (respectively, F
(N)
j ) being the
set of elements that appear in at least j sets Ai, i ∈ [1 : N ] (respectively, Bi); (ii) the equality
in (b) follows because E (N)N = F
(N)
N = ∅ since
⋂N
i=1([1 : N ]\{i}) = ∅; (iii) the equality in (c)
follows by simply reordering the sum.
Note that ∀i ∈ [1 : N ], the element i ∈ [1 : N ]\{j}, with j 6= i, and Aj and Bj are by
definition disjoint ∀j ∈ [1 : N ]. Thus, the element i belongs to exactly (N − 1) sets Aj , Bj . We
now claim that [1 : N ]\E (N)j = F
(N)
N−j, j ∈ [1 : N − 1]. Consider an element x ∈ [1 : N ]; then:
1) Let x ∈ E (N)j , i.e., x appears in at least j sets Ai. Since x appears exactly (N−1) times in
Ai and Bi, this means that x appears in at most (N−1)−j sets Bi, i.e., x /∈ F
(N)
N−j . In other
words, x ∈ [1 : N ]\F (N)N−j . Since this is true ∀x ∈ E
(N)
j , it implies that E
(N)
j ⊆ [1 : N ]\F
(N)
N−j
and as a result [1 : N ]\E (N)j ⊇ F
(N)
N−j .
2) Let x /∈ E (N)j , i.e., x appears in at most (j − 1) sets Ai; since x in total appears exactly
(N −1) times in Ai and Bi, this means that x appears in at least (N −1)− (j−1) sets Bi,
i.e., x ∈ F (N)N−j . Since this is true ∀x ∈ [1 : N ]\E
(N)
j , it implies that [1 : N ]\E
(N)
j ⊆ F
(N)
N−j .
The points in 1) and 2) imply that [1 : N ]\E (N)j = F
(N)
N−j, ∀j ∈ [1 : N − 1]. Applying this
equality into (25), we obtain
N∑
j=1
(
max
i∈Aj
ℓi + max
i∈([1:N ]\{j})\Aj
ri
)
≥
N−1∑
j=1
[
f
(
E (N)j
)
+ g
(
F (N)N−j
)]
=
N−1∑
j=1
[
f
(
E (N)j
)
+ g
(
[1 : N ]\E (N)j
)]
=
N−1∑
j=1
(
max
i∈AFj
ℓi + max
i∈[1:N ]\AFj
ri
)
,
where we let AFj = E
(N)
j . Since throughout the proof we made no assumptions on the values
of (ℓi, ri), then the sets AFj do not depend on the values of (ℓi, ri). This concludes the proof
of Lemma 3.
APPENDIX D
PROOF OF LEMMA 7
Let λ be a schedule (non necessarily optimal) of the full network N[1:N ] with N relays. Denote
by A⋆j the minimum cut of the network N¯j when operated with the ‘natural’ schedule constructed
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from λ. Then, by following the same steps as in the example in Section II, from (5) we obtain
N∑
i=1
R
λ
N¯i
=
∑
s∈[0:1]N
λs
[
N∑
j=1
(
max
i∈A⋆j
ℓ′i,s + max
i∈([1:N ]\{j})\A⋆j
r′i,s
)]
,
where ℓ′i,s and r
′
i,s are defined in (6). From the result in Lemma 3 we know that ∃ {AFj} , j ∈
[1 : N − 1], such that for each s ∈ [0 : 1]N :
N∑
j=1
(
max
i∈A⋆j
ℓ′i,s + max
i∈([1:N ]\{j})\A⋆j
r′i,s
)
≥
N−1∑
j=1
(
max
i∈AFj
ℓ′i,s + max
i∈[1:N ]\AFj
r′i,s
)
,
where AFj ⊆ [1 : N ], ∀j ∈ [1 : N − 1]. Additionally, from Lemma 3 we have that AFj is
independent of (ℓ′i,s, r
′
i,s) and is therefore independent of (ℓi, ri) and of the relaying state s.
Hence
N∑
i=1
R
λ
N¯i
=
∑
s∈[0:1]N
λs
[
N∑
j=1
(
max
i∈A⋆j
ℓ′i,s + max
i∈([1:N ]\{j})\A⋆j
r′i,s
)]
≥
∑
s∈[0:1]N
λs
[
N−1∑
j=1
(
max
i∈AFj
ℓ′i,s + max
i∈[1:N ]\AFj
r′i,s
)]
=
N−1∑
j=1
∑
s∈[0:1]N
λs
(
max
i∈AFj
ℓ′i,s + max
i∈[1:N ]\AFj
r′i,s
)
≥ (N − 1) min
A⊆[1:N ]

 ∑
s∈[0:1]N
λs
(
max
i∈A
ℓ′i,s + max
i∈[1:N ]\A
r′i,s
)

= (N − 1)RλN[1:N] .
This completes the proof of Lemma 7.
APPENDIX E
DETAILED ANALYSIS FOR THE NETWORK IN (14)
In this section, we analyze in details the network in (14). We start by deriving an upper
bound and a lower bound on CN[1:N] for the network described in (14) and show they are both
equal to one, hence proving CN[1:N] = 1. A trivial upper bound on CN[1:N] is given by C
FD
N[1:N]
,
i.e., CN[1:N] ≤ C
FD
N[1:N]
. It is not difficult to see that, for the network in (14), CFDN[1:N] = 1, which
implies CN[1:N] ≤ 1.
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We now derive a lower bound on CN[1:N] . We start by considering even values for N . Let the
network in (14) operate only in 2 states with the same duration, namely,
λ00 . . . 0︸ ︷︷ ︸
N
2
11 . . . 1︸ ︷︷ ︸
N
2
= λ11 . . . 1︸ ︷︷ ︸
N
2
00 . . . 0︸ ︷︷ ︸
N
2
=
1
2
.
In other words, half of the time the first N
2
relays listen, while the remaining N
2
relays transmit and
half of the time the opposite occurs. Let REN[1:N] be the corresponding approximate achievable rate;
clearly we have CN[1:N] ≥ R
E
N[1:N]
. Let {M1,M2} be a partition of [1 : N ], whereM1 =
[
1 : N
2
]
.
With this we have
REN[1:N] = minA⊆[1:N ]
{
1
2
max
i∈A∩M1
ℓi +
1
2
max
i∈Ac∩M2
ri +
1
2
max
i∈A∩M2
ℓi +
1
2
max
i∈Ac∩M1
ri
}
=
1
2
min
A⊆[1:N ]
{[
max
i∈A∩M1
ℓi + max
i∈Ac∩M1
ri
]
+
[
max
i∈A∩M2
ℓi + max
i∈Ac∩M2
ri
]}
≥
1
2
[
min
A⊆[1:N ]
{
max
i∈A∩M1
ℓi + max
i∈Ac∩M1
ri
}
+ min
A⊆[1:N ]
{
max
i∈A∩M2
ℓi + max
i∈Ac∩M2
ri
}]
=
1
2
(
C
FD
N[1:N]
+ CFDN[1:N]
)
= 1.
Hence, for even values of N , we have CN[1:N] ≥ 1, which together with the upper bound CN[1:N] ≤
1, implies CN[1:N] = 1. We now consider odd values for N . Let the network in (14) operate only
in 2 states with the same duration, namely
λ00 . . . 0︸ ︷︷ ︸
N−1
2
11 . . . 1︸ ︷︷ ︸
N−1
2
1︸︷︷︸
1
= λ11 . . . 1︸ ︷︷ ︸
N−1
2
00 . . . 0︸ ︷︷ ︸
N−1
2
1︸︷︷︸
1
=
1
2
.
In other words, the N-th relay is always transmitting, while half of the time the first N−1
2
relays
listen, while the remaining N−1
2
relays transmit and half of the time the opposite occurs. Let
RON[1:N] be the corresponding approximate achievable rate; clearly we have CN[1:N] ≥ R
O
N[1:N]
. Let
M1 =
[
1 : N−1
2
]
and M2 =
[
N+1
2
: N − 1
]
. With this we have
RON[1:N] = minA⊆[1:N ]
{
1
2
max
i∈A∩M1
ℓi +
1
2
max
i∈Ac∩(M2∪{N})
ri +
1
2
max
i∈A∩M2
ℓi +
1
2
max
i∈Ac∩(M1∪{N})
ri
}
=
1
2
min
A⊆[1:N ]
{[
max
i∈A∩M1
ℓi + max
i∈Ac∩(M1∪{N})
ri
]
+
[
max
i∈A∩M2
ℓi + max
i∈Ac∩(M2∪{N})
ri
]}
≥
1
2
[
min
A⊆[1:N ]
{
max
i∈A∩M1
ℓi + max
i∈Ac∩(M1∪{N})
ri
}
+ min
A⊆[1:N ]
{
max
i∈A∩M2
ℓi + max
i∈Ac∩(M2∪{N})
ri
}]
(a)
=
1
2
[
min
A⊆[1:N ]
{
max
i∈A∩(M1∪{N})
ℓi + max
i∈Ac∩(M1∪{N})
ri
}
+ min
A⊆[1:N ]
{
max
i∈A∩(M2∪{N})
ℓi + max
i∈Ac∩(M2∪{N})
ri
}]
=
1
2
(
C
FD
N[1:N]
+ CFDN[1:N]
)
= 1,
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where the equality in (a) follows since the N-th relay is never in the minimum cut A as otherwise
the approximate capacity would be infinity (since from (14) we have ℓN →∞). Hence, also for
odd values of N we have CN[1:N] ≥ 1, which together with the upper bound CN[1:N] ≤ 1, implies
CN[1:N] = 1. This concludes the proof that CN[1:N] = 1 for the network in (14).
Now, assume that N = 4t − 2, where t ∈ N\{0} and with this suppose we want to select
the best subnetwork NK with |K| = 1 in the network N[1:N ] in (14), i.e., we want to select
the best relay. From (4) we obtain that the approximate single capacity of the i-th relay with
i ∈
[
1 :
⌊
N
2
⌋]
is given by
CN{i} = CN{⌊N/2⌋+i} =
ℓiri
ℓi + ri
=
2i (N − 2i+ 2)
N (N + 2)
, (26a)
if N is odd: CN{N} =
1
N
. (26b)
It is not difficult to see that the expression of CN{i} in (26) achieves its maximum value for
i⋆ =
N + 2
4
, (27)
for which
CN{i⋆} =
2N+2
4
(
N − 2N+2
4
+ 2
)
N (N + 2)
=
N+2
2
(
2N+4
4
)
N(N + 2)
=
N + 2
4N
=
t
4t− 2
, (28)
which for t→∞ gives
CN{i⋆}=
1
4
=⇒ CNK=
1
4
CN[1:N] , |K| = 1.
Now, for the same network, suppose we want to select the best subnetwork NK with |K| = 2,
i.e., we want to select the best 2-relay subnetwork. Clearly from Lemma 1 (partition lemma),
if we select relays number i ∈ [1 : N ] and j ∈ [1 : N ] with i 6= j a trivial upper bound on the
approximate capacity CN{i,j} is given by
CN{i,j} ≤ CN{i} + CN{j} ≤ 2CN{i⋆} .
Consider relays number i⋆ and j⋆ = i⋆ + N
2
, where i⋆ is defined in (27). By substituting j⋆
into (14) we obtain
ℓi⋆ = ℓj⋆ = ri⋆ = rj⋆ =
2N+2
4
N
,
which implies CN{i⋆} = CN{j⋆} , where CN{i⋆} is defined in (28) and from [15] we have
CN{i⋆,j⋆} = CN{i⋆} + CN{j⋆} = 2CN{i⋆} =
t
2t− 1
, (29)
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which for t→∞ gives
CN{i⋆,j⋆}=
1
2
=⇒ CNK=
1
2
CN[1:N] , |K| = 2.
So, the network in (14), for N = 4t−2, where t ∈ N\{0}, represents an example for the network
described in the statement of Theorem 10. This concludes the proof of Theorem 10.
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