We show that all direct methods for preserving a rst integral during the numerical integration of an ordinary di erential equation t into the uni ed framework of Discrete Gradient Methods. Using this framework we construct several new integralpreserving schemes.
Introduction
In the numerical analysis of dynamical systems there has been an increased emphasis in recent years on qualitative aspects 1, 2] . This has come about for two reasons. Firstly, the ever increasing power of computers that is making feasible the implementation of sophisticated algorithms, hitherto computationally too costly. Secondly, the discovery that certain qualitative features of ODE's can be preserved exactly in numerical integration schemes (while simultaneously quantitative features are not neglected) 2 . Examples of such qualitative features that can be preserved are: Hamiltonian structure 4], the presence of symmetries 5, 6] , conservation of phase space volume in source-free systems 7, 8] , the presence of attractors and other !-limit sets 1], and conservation of rst integrals 9]-19].
In this Letter we will concentrate on the preservation of a single rst integral 3 . More precisely, we will study a system of coupled autonomous rst-order ODE's dx dt = f(x); (1) where the vector eld f : R n ! R n is such that there exists a scalar integral I, i.e.
dI(x) dt = 0:
We want to nd a discrete approximation to (1):
such that the integral I is preserved exactly, i.e.
(In (3) and (4) and below, by a slight abuse of notation, x = x(n ) and x 0 = x((n + 1) ), where is the timestep).
Preserving rst integrals is important because of their physical relevance, e.g. in mechanics and astronomy, but also because they can ensure long-term stabilising e ects. They also play a signi cant role in determining which bifurcations generically occur. It is particularly important that a rst integral be preserved if the dimension of the system is low, if the integration time is very long, and if the integral-surface is compact.
To date, direct methods for preserving a rst integral have mostly fallen into three categories 4 :
2 These two points are exempli ed by the recent 100 million year integration of the equations of motion of the entire solar system, using a symplectic integrator 3]. 3 The case of more than 1 rst integral will be treated in 17]. 4 Some indirect methods are also given in 15,20].
1. Integrators that preserve quadratic integrals. Cooper 9] showed that the implicit midpoint rule 
(with Id the n=2-dimensional unit matrix), and the gradient is denoted by
Some Hamiltonian-preserving methods for (6) 
where S is some skew-symmetric matrix (i.e. S t = ?S).
Split the r.h.s. of (9) into 2D vector elds, each possessing the integral I. Integrate these 2D vector elds using an essentially 2D integral-preserving integrator.
Construct an n-dimensional integral-preserving integrator from the 2D integrators obtained in the previous step.
2. Necessary and su cient conditions for a dynamical system to possess a rst integral. 
It turns out that theorem 1 carries over to the discrete case:
Theorem 2. Let the \discrete gradient" I= x be any vector satisfying the crucial discrete analog of identity (14) 
Then the (implicit) mapping
has a rst integral I(x) if and only if (16) can (formally) be written as a discrete skew-gradient system
In (17),S is some skew-symmetric matrix
The proof is analogous to the proof of theorem 1, and will therefore be omitted. Note, though, that for a given integral the choice of discrete gradient satisfying (15) is not unique, and that for a given discrete gradient the matrixS is not unique (see below).
Discrete Gradient Methods as integral-preserving integrators.
Theorem 2 implies that the exact ow of an integral-possessing ODE is a discrete skew-gradient system. Combining theorems 1 and 2 then suggests the following 2-step method for constructing integral-preserving integrators (IPI's):
(i) Write the ODE in the skew-gradient form
(ii) Integrate (19) , using an integral-preserving Discrete Gradient Method 
(This is easily shown using f DI Dx = 0.) The choice of the vector eld a(x) is governed by our two con icting wishes that we want S to be as simple as possible, but preferably free from singularities. 
(iia) Choice of discrete gradient. Each discrete gradient must satisfy the discrete identity (6), and must be consistent: (45) The level surfaces of this integral are all compact. The three 4th order methods we used are: an explicit linear multi-step method (LM4), an explicit Runge-Kutta method (RK4), and one of our new implicit IPI's (QT4). Timesteps have been adjusted such that the amount of numerical work done by the three methods is identical.
LM4: This is the 4th-order Adams-Bashforth method. RK4: The standard 4th-order Runge-Kutta method de ned by the Butcher tableau: 
QT4 was obtained by rst constructing a 2nd-order IPI, using (17) with (31) and (43), and then applying Yoshida's method to get a 4th order IPI 22] . Numerical results are given in Figure 1 5. Reduction of Discrete Gradient Method to previous methods. 
and using (48) we see this reduces to the implicit midpoint rule (5 6. Concluding remark.
Associated with the continuous system (11) there is a bracket formulation 
