We show how to mechanise equational proofs about higher-order languages by using the primitive proof principles of first-order abstract syntax over one-sorted variable names. We illustrate the method here by proving (in Isabelle/HOL) a technical property which makes the method widely applicable for the λ-calculus: the residual theory of β is renaming-free up-to an initiality condition akin to the so-called Barendregt Variable Convention. We use our results to give a new diagram-based proof of the development part of the strong finite development property for the λ-calculus. The proof has the same equational implications (e.g., confluence) as the proof of the full property but without the need to prove SN. We account for two other uses of the proof method, as presented elsewhere. One has been mechanised in full in Isabelle/HOL.
Introduction
There is a de facto difference between pen-and-paper and mechanised proof practices for equational properties of higher-order languages, i.e., languages with binding (aka abstraction). The point of disagreement is one of syntactic representation rather than any specifics of proof methodologies. As for the pen-and-paper practices, first-order abstract syntax with one-sorted variable names is a rather simple formalism that is well-suited to focus a reader's attention on the sentiments or insights being communicated in a proof [6, 16, 17, 25] . This is partly so because the syntax comes equipped with particularly simple primitive induction and recursion principles [3] . Unfortunately, the variable names used to express binding can clash when reducing terms. Traditionally, one therefore renames offending binders when appropriate. This has a two-fold negative impact: (i) the notion 'sub-term of' on which structural induction depends is typically broken, 5 and (ii) as a term typically can reduce in several ways, the resulting name for a given abstraction cannot be pre-determined. Example 1.1 Consider, e.g., the following β-reduction divergence [13] :
(λy.λx.xy)y λx.xy (λx.(λy.λx.xy)x)y (λx.λz.zx)y λz.zy β β β β One branch requires the renaming of an x into, say, a z and, although the resulting terms are α-equivalent, they are not equal as first-order abstract syntax.
Side-Stepping the Problem
Standard informal practice in pen-and-paper proofs is simply to ignore variable names as epitomised in the Barendregt Variable Convention (BVC) [1] : "2.1.12. Terms that are α-[equivalent] are identified." "2.1.13. If M 1 , . . . , M n occur in a certain mathematical context, [their] bound variables are chosen to be different from the free variables." "2.1.14. Using 2.1.12/13 one can work with λ-terms the naive way."
In a formal setting, postfixed name-unification could be used to prove an equational property in the above example but the status of the obtained result will need some interpretation. Furthermore, the required technology is not easily managed in a theorem prover (see, for example, [23] where this has been accomplished for β-confluence by building on top of a proof for a de Bruijn language).
Formal Alternatives
In response to the long-since established and well-recognised difficulties with names and equational proofs over first-order abstract syntax with one-sorted variable names [7, 13, 22] , a large number of alternative formalisms have been proposed [7, 8, 9, 10, 11, 12, 14, 20] . The alternatives are motivated by formalist considerations and, generally speaking, seek to overcome the naming problems by native means. All the proposals mark a conceptual and formal departure from the naive qualities of the first-order set-up.
Consolidating the Established Pen-and-Paper Practices
We wish to argue that the informal pen-and-paper proof practices of the wider programming language theory community are formalisable -and feasibly so. The point is that while the informal proof practices certainly are not mechanisable in general, they can indeed be employed under suitable initial conditions. In particular, we show that the key lemmas of various equational properties typically can be established up-to an initiality condition which is essentially a formal variant of the BVC. Technically speaking, the proofs of the lemmas we consider here only require reduction of residuals (i.e., descendants of terms under reduction) to go through [4] . Informally, this means that the reductions being performed could have been made in the original term. By the initiality condition we use, variable conflicts between residuals of different subterms are not possible. Neither are they possible between residuals of the same subterm by Hyland's Disjointness Property, which simply says that such residuals are non-overlapping (if not, one would be inside the other and a newly created redex would have had to have been contracted) [18] .
The Remaining Proof Burden
Having established an appropriate conditional variant of the key lemma for an equational property, it remains to be seen that the lemma which is actually needed for the abstract reasoning to proceed can be obtained. To this end, we employ diagrammatic reasoning to compose commutativity lemmas for the involved relations. Although the proofs of the individual lemmas are fairly detailed (as formal proofs are), their statement as commutative diagrams and their subsequent composition are easily understood by a reader.
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The insights into equational properties that are communicated succinctly by the use of the 'right' definitions and abstract rewriting technology are thus not compromised in any way by our method [6, 16, 17, 25] . The only intuitive novelty is an administrative proof layer, dealing with naming issues. It serves to bridge and facilitate the formalisation of the two standard pen-and-paper practices (as listed at the start of the paragraph).
Context of Work
This work builds on Wells and the first author's [28] and the authors' [27] .
A Calculus of Linking
The basic techniques we use were pioneered mainly by Vestergaard for [28] . In there, we prove the strong finite development property (SFDP), cf. Section 6, for a calculus of linking with first-class primitive modules: the mcalculus. The m-calculus is noticeable from our current perspective in allowing mutually recursive binding amongst collections of elements. In our opinion, freely assuming the relevant notion of α-equivalence plus AC-equivalence over an inductively-defined list-representation of sets in the m-calculus would be questionable, even at the informal level.
Mechanisation
The proof method at hand is, among other things, substantiated as being amenable to mechanisation in [27] where we account for a mechanised β-confluence proof. The mechanisation specifics of the proof development are accounted for in the second author's Honours dissertation [2] .
Other Uses
The proof methodology has also been applied by the first author to prove βη-confluence, η-over-β postponement, and β-standardisation [26] . The first of these follows the pattern we account for here in being concerned with (horizontal) commutativity whereas the latter two are radically different in being concerned with distributivity, or vertical commutativity, of relations. 
This Paper
Section 2 presents the basics of first-order representations of higher-order languages. In Section 3, we establish that the residual theory of β in the λ-calculus is renaming-free up-to an initiality condition. This means that a host of key lemmas for equational properties (of the λ-calculus) can be established in suitably restricted forms by primitive means, only. Section 4 shows how to use this to prove the equational part of the SFDP. In Section 5, we show that the established property implies confluence in a non-standard way (i.e., without finiteness of developments). In Section 6, we account for two other uses of the proof method [27, 28] . Finally, in Section 7, we conclude.
Raw and Real Calculi
In order to reason about, say, the λ-calculus proper in a first-order manner, we enforce a distinction between raw and real calculi. The former are inductively defined structures (and we use dashed arrows to denote their reduction relations). The latter are obtained from the former by collapsing under an equivalence relation (and their relations are denoted by full-lined arrows). We detail the distinction in the following definition pertaining to Abstract Rewrite Systems (ARS) -an ARS is a collection of binary relations on the same domain.
Definition 2.1 Consider an ARS of the form:
s , c ⊆ A × A (the raw calculus). Its structural collapse is induced from c by factoring out the equivalence relation generated by s ; the new, real, relation is written −→ c :
To justify the construction, we present the following two results, essentially from [27] . Please consult Appendix A for details of our diagram notation. The first is a minimal requirement: the raw and real equational theories coincide.
Proposition 2.2 Consider an ARS
s , c ⊆ A × A and its structural collapse.
The second gives a sufficient criterion for the raw/real equivalence of not only equational theories but of the ultimate equational property: confluence.
Lemma 2.3 Consider an ARS
s , c ⊆ A×A and its structural collapse.
The confluence equivalence result is perhaps not too surprising as presented but we refer the interested reader to [27] for a comprehensive account of its negative variants and their implications. For example, standard pen-andpaper confluence proofs [1] can easily be established as incomplete.
Barendregt-Style Reasoning is Correct, Sometimes
In order to suggest the general applicability of our proof methodology, we will now prove that the residual theory of β-reduction in the (raw) λ-calculus is renaming-free up-to an initiality condition. The implication is that all equational reasoning about the relevant fragment of the residual theory of β can be undertaken with primitive proof principles. Residual theory is very low level from a proof-technology point-of-view and, as we shall see, often need not be considered independently when doing equational proofs. Residual theory FV(λy.e) = FV(e) \ {y} is relevant as the key lemmas of most equational properties respect residual theory in the sense that their proofs only require the contraction of residuals.
The results in this section have all been mechanised in Isabelle/HOL and the proof scripts are available from our homepages. The mechanisation took roughly a week for one person. The residual relations are given in Figure 2 with auxiliaries in Figure 1 .
Only marked redexes (denoted by "@") can be contracted. are introduced to prevent newly created redexes from being contracted. The disjointness of free and capturing variables is the smallest predicate ensuring that no (raw) β-reduction will result in a variable clash. 9 The relations we use are respectively the one-step residual and residual-completion relations. The latter contracts all marked redexes (if possible) without leaving any behind. It includes the lazy β-rule for technical reasons (without it, Lemma 4.8 requires an initiality condition). Substitutivity and Substitution Lemmas are non-trivial to prove formally. For our present purposes we will merely present one of each to give an indication of the style. For the following lemmas, we note that Capt x (e 1 )∩FV(e 2 ) = ∅ is the weakest predicate ensuring the correctness of substituting e 2 into e 1 for x. We refer the interested reader to the Isabelle/HOL proof development at our homepages for full details. The main result of this section is the following. The theorem states that any residual of a BCF is such that any marked redex in it (except, possibly, for those that are discarded by the lazy β-rule) can be contracted without resulting in a variable clash. We believe the lazy β-rule could be avoided for the purposes of the above result. The conclusion would then be that all marked redexes can be contracted. However, this would greatly complicate the proof of Lemma 3.4 as the transitive, reflexive induction no longer would be straightforward. The reason is that the considered property would need to be formulated with, say, BCF-initiality which is not preserved along the inducted relation. As it stands, the only enforced restriction is that β res must be well-defined in any non-trivial cases (of which there are some, cf. Lemma 3.3).
The results of this section are also substantial in a more traditional analysis as we show next.
Strong (Finite) Development and Consequences
In this section, we will lift the (raw) results of the previous section to the real level. The resulting property comprises the major part of the Strong Finite Development Property (SFDP) for the λ-calculus (see, e.g., [1, Theorem 11.
2.25]).
Definition 4.1 Let → be a residual relation, i.e., a relation which only contracts marked redexes (such as β res in Section 3).
• → → is said to be the corresponding development relation
• e → → e is said to be a development (of e)
• a development, e → → e , is said to be complete if unMarked(e ). Fig. 3 . The raw indexed α res -relation.
(ii) e → → e ⇒ (∃e .e → → e ∧ unMarked(e ))
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-developments can be completed (iii) (e → → e 1 ∧ e → → e 2 ∧ unMarked(e i )) ⇒ e 1 = e 2 -completions are unique
Intuitively, developments are finite because newly constructed redexes are not marked and thus cannot be contracted.
We call the result we prove the S(F)DP in that it excludes the finiteness of developments. In contrast to conventional wisdom, 12 we show that even without finiteness of developments, the SFDP (that is, the S(F)DP) can be used to conclude confluence. The proof method is a hybrid of the standard SFDP method and the Tait/Martin-Löf/Takahashi method which we review in Section 6. It seems to be combinatorially less complex than both of these because it relies on a 'weaker' β-commutativity lemma. On the other hand, it might also be a bit longer because it uses more auxiliary lemmas. The proof appears to be new.
We refer the interested reader to [15] for a comprehensive, mechanised account of the residual theory of the λ-calculus represented with de Bruijn terms. The aim of [15] is a theoretically robust and stand-alone treatment of residual theory which is essentially categorical. Informally, Huet's results are to ours as the original Tait/Martin-Löf confluence proof using parallel reduction is to Takahashi [25] , cf. Sections 5 and 6.2.
Structural/Computational Commutativity
A central part of our proposed proof methodology is the use of commutative diagrams to reduce general equational properties to conditional variants that can be proved by simple inductive methods. The main notion of commutativity we use is between computational relations proper (e.g., β res ) and relations which axiomatise structural equivalence. In the raw, marked λ-calculus, the relevant notion of structure is the α res -relation, cf. Figure 3 (which like most other formal statements in this section, are adapted from [27] ). The figure presents an indexed relation which is intended to smoothly facilitate the following definition. Figure 3, • let the α res -relation be: e α res e ⇔ ∃y.e y iα res e • let fresh-naming α res 0 be: e α res 0 e ⇔ ∃y.e y iα res e ∧ y ∈ Var(e) 13 We stress that the α res -equivalence relation induced from the above α resrelation is the standard notion (up-to the marks). With reference to Lemma 2.3, we then present the following result. The reason for presenting two α-relations is that a fully general commutativity result for α res and β res is not to be expected as there are side-conditions pertaining to variable names involved. On the other hand, it is to be expected that no α res 0 -step will block a β res -step. Proof. Intuitively the proof is straightforward -since the structure of both terms is the same, it suffices to rename the two α-equivalent terms with sufficiently many fresh names in the same order in order to arrive at the same term. Formally, the proof proceeds by transitive, reflexive induction (by Lemma 4.4, it suffices to induct over α res ) and then by rule induction in α res . The formal proof is complicated greatly by the need for explicit quantification over lists of variable names used for the reduction sequences. Substitutivity and Substitution Lemmas are also required. The proofs do not provide any insights and are omitted here; for a fuller exposition the reader is invited to consult [27] .
Definition 4.3 Following
2
The reason for the above asymmetry between α res and α res 0
is that not all terms can be the target (although they naturally can be the source) of a α res 0 -step, whereas some terms are not too difficult to target:
Proof. Intuitively, the property holds since renaming every λ-binder occurring in the term with a fresh name will yield a BCF term. To prove the result formally, we first prove the following property by structural induction on e 1 :
where # λ (e 1 ) is the number of λ-abstractions in e 1 . The inclusion of the variable name information is necessary in order to make the proof fully constructive.
With the relevant raw commutativity lemmas in place, we are now ready to prove properties at the real level.
The S(F)DP for the Real λ-Calculus
With a danger of causing confusion, we retain e as a meta-variable over real as opposed to raw terms (and occasionally use M and N for raw terms instead). We also use, e.g., the raw notion of unMarked(−) at the real level. On the other hand, we strictly distinguish raw and real relations by the use of dashed respectively full-coloured arrows. This convention disambiguates our notation. The following diagram outlines the proof of the definitional re-statement of the property at the raw level. 
(ii) e → β res e ⇒ unMarked(e ) -residual-completion leaves no marks
Proof. It essentially suffices to establish the properties at the raw level.
(i) The generating rules of the relation are mutually disjoint.
(ii) And, they contract all marked redexes without creating new ones.
(iii) By inspection (i.e., rule induction). We observe that an implication of the fact that developments complete is that the residual relation is weakly normalising.
Confluence from the S(F)DP
The original justification for considering residuals is the fact that developments (as opposed to unrectricted β-reduction) can be proved finite [4, 22] . By using Newman's Lemma, 14 the development relation can thus be proved confluent merely by proving it weakly confluent. In turn, this can be used to prove the λ-calculus proper confluent, as we will detail in Section 5.2.
As already stated, conventional wisdom has it that it is the finiteness of developments which is the main cause of confluence when considering residuals.
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In contrast to this, we will now show how to obtain confluence from the S(F)DP (which requires weak but not strong normalisation of the residual relation). We need a few simple ARS results (known, e.g., from the Tait/MartinLöf/Takahashi method for proving confluence, cf. Section 6).
Proof. A formalisation is provided in [21] and is re-used in [27] . Proof. Straightforward. A formalisation is provided in [27] following [25] . 2
Residual Confluence
We believe the proof of the following result is new. We let it speak for itself. 
Confluence Proper
This section uses standard techniques and is provided virtually uncommented. 
Other First-Order Equational Proofs
In this section we give an overview of the diagrammatic reasoning of [27, 28] . The (formats of the necessary) commutativity lemmas have already been presented. We stress that [28] introduces the m-calculus, a calculus of linking with first-class primitive modules. The m-calculus is vastly more expressive than the λ-calculus in terms of the computational paradigms in can simulate directly [28] . Among other things, it contains mutually recursive binding amongst sets of elements. For uniformity, we frame both results in terms of the λ-calculus.
The Strong Finite Development Property [28]
Apart from finiteness of developments, it suffices to prove a real residual relation weakly confluent to prove the SFDP and confluence. The latter step uses Newman's Lemma. The former is conducted at the raw level.
