In animal experiments, neuroscientists typically assess the effectiveness of interventions by comparing the average response of groups of treated and untreated animals. While providing useful insights, focusing only on group effects risks overemphasis of small, statistically significant but physiologically unimportant, differences. Such differences can be created by analytical variability or physiological within-individual variation, especially if the number of animals in each group is small enough that one or two outlier values can have considerable impact on the summary measures for the group. Physicians face a similar dilemma when comparing two results from the same patient. To determine whether the change between two values reflects disease progression or known analytical and physiological variation, the magnitude of the difference between two results is compared to the reference change value. These values are generated by quantifying analytical and within-individual variation, and differences between two results from the same patient are considered clinically meaningful only if they exceed the combined effect of these two sources of 'noise'. In this article, we describe how the reference change interval can be applied within neuroscience. This form of analysis provides a measure of outcome at an individual level that complements traditional group-level comparisons, and therefore, introduction of this technique into neuroscience can enrich interpretation of experimental data. It can also safeguard against some of the possible misinterpretations that may occur during analysis of the small experimental groups that are common in neuroscience and, by illuminating analytical error, may aid in design of more efficient experimental methods.
Introduction
The repeated failure of neuroscience to generate novel clinical therapies has been a source of unease for many years (Garner, 2014) , and this disquiet has peaked recently as deficiencies in experimental design and analysis have become more widely apparent (Begley, 2013; Button et al., 2013; The Academy of Medical Sciences, 2015; Steward, 2016) . Many remedies for methodological shortcomings are available, focusing on both animal model relevance and experimental design (Landis et al., 2012; Begley, 2013; Button et al., 2013; Bate & Clark, 2014a; Garner, 2014 ; The Academy of Medical Sciences, 2015; Steward, 2016; ARRIVE, 2017) . Here, we take another approach, by considering how data analysis strategies that are routinely used in hospital laboratories might complement traditional evaluation of neuroscience data.
In biomedical studies, it is important to consider the magnitude of an effect because interventions with greater effect will likely have greater impact in the clinic. Routinely, the effect is determined by assessing an outcome measure before and after the intervention (within animal) or by comparing treated versus untreated groups of animals. Such analyses imply comparison, usually by statistical tests, of the population distribution and its central tendency (i.e. mean and median) between groups. Unfortunately, while widely used, the derived P values provide only an estimate of the consistency of the data with the null hypothesis; they do not directly provide information on the magnitude of an intervention effect and are difficult to interpret without knowledge of pre-study power calculations (Shaver, 1993; Halsey et al., 2015) .
In part, these problems arise from the considerable variability in data distribution, and group-level analyses do not provide the complete picture. For instance, as highlighted previously in this journal, specific individuals may show changes in outcome that are not reflected in the summary mean or median values (Rousselet et al., 2016) . In addition, a commonly overlooked problem is that random sources of variation inherent in animal experiments, such as physiological variability and intrinsic measurement inaccuracies, may combine to produce outcome effects that might erroneously be attributed to the intervention itself, especially in the small sample populations typically used in neuroscience (Button et al., 2013) . Currently established statistical analyses in neuroscience do not always efficiently dissect the difference between inherent random sources of variation and the effects induced by an experimental intervention. Individual-level analysis, as described below, helps to guard against drawing inappropriate conclusions from underpowered studies.
A further aim in translational biomedical research is to identify interventions that will have real-life impact for each treated individual. While it is of course useful and important to show, as conventional group-level analysis can, that, on average, a treated individual will have a better outcome than a non-treated individual, it is also important to examine effects at an individual level, because each individual patient wants their life to be meaningfully enhanced. The two approaches are complementary: conventional group-level analysis can provide the information as to whether, on average, one treatment is better than another and provide an estimate of how much better. Individual-level analysis provides an estimate of the following: a) how many individuals attain a benefit that is greater than that which can be expected through variation attributable to experimental inaccuracy and physiological variation; and also, b) the extent that the improvement for each individual is beyond those limits. In this Technical Spotlight, we explain how an individual-level analysis can be derived and how it aids in dissecting intervention signal from experimental noise, thereby providing a complement to the more conventional group-level analyses.
Analysis of individual responses in clinical practice
In clinical medicine, the focus is on individual patients and there is frequently a need to determine whether a patient's condition is deteriorating or whether a treatment is having a beneficial effect. Such monitoring involves obtaining serial samples, which then raises the question as to how large the difference between a pair of samples obtained from the same individual has to be before it represents a meaningful change. In clinical pathology laboratories, this problem has been addressed by partitioning the various sources of variation and using this to derive boundaries that encompass all sources of extraneous variation. This can then be used to assess the results for each patient individually (Harris & Yasaka, 1983; Fraser & Harris, 1989; Walton, 2012) . By comparing the changes in an individual's laboratory test results to these boundaries, 'real change' can be inferred. Below we outline how the same concepts can be applied to experimental studies in neuroscience. The combination of group-and individual-level analysis together provides a more comprehensive examination of the data and may therefore aid in establishing which laboratory interventions are most likely to have sufficiently robust effects to translate into effective clinical therapy. This may also aid in design of appropriate pre-clinical functional tests.
What is meant by variation?
Variation refers to random fluctuations in repeated results generated for a particular sample or individual. This is distinct from systematic error, also termed bias, which describes consistent under-or overestimation of the true value (Theodorsson et al., 2014) . The standard deviation (SD) or the coefficient of variation (CV) (= SD/mean) provides summary measures of variation of the observed standard mean.
Sources of variation
In clinical pathology, when determining the value of a specific analyte, the various possible sources of variation are identified and partitioned. There are similar sources of variation in neuroscience.
Investigator-derived pre-analytical variation encompasses all the investigator-dependent sources of variation that influence the level of an analyte before measurements are made. For example, variation in how long, or in what conditions, a sample has been stored before testing may influence the final results of the experiment. In general, pre-analytical variation is not of interest to the experimenter, instead forming a source of 'noise' in data interpretation, and so should be eliminated as far as possible. In clinical pathology, investigatordependent pre-analytical variation is minimized by strict handling protocols for sample collection, handling and storage.
Analytical variation arises because every analytical technique has intrinsic sources of laboratory variability that can lead to variation in replicate results obtained from a single sample (this is also sometimes referred to as measurement, technical or instrumental error). For instance, small volume errors in loading a sample into an automated analyser or simple variation in reaction kinetics can produce different results. While analytical variation can be reduced, for example by instrument calibration or cleaning, it cannot be completely eliminated. Nevertheless, by performing multiple replicate analyses of each sample, or more generally by repeatedly measuring the same physical material, it can be quantified and this estimate used when deducing the sources of variation in the final results (see below).
Biological variation can be divided into intraindividual and interindividual variation. Both forms of biological variation include predictable sources of variation (e.g. variation in blood hormone concentration over the reproductive cycle of an individual or variation in blood hormone concentration between individuals at corresponding points in the reproductive cycle). Researchers typically already pay close attention to these known sources of variation and standardize where possible, but unknown sources of biological variation also have important implications for data interpretation.
Intraindividual variation arises because, as would be expected, there is some variation of analyte levels between samples obtained from the same individual at different times that are above and beyond analytical variability. For instance, blood cholesterol concentration varies (even at the same time each day) between one day and another, even in healthy individuals (Rotterdam et al., 1987) . The magnitude of this variation varies between analytes: there is much less intraindividual variation for some (e.g. chloride) than others (e.g. triglycerides: Nunes et al., 2010) .
Interindividual variation arises from the familiar biological observation that, even within a defined population, individuals vary. Indeed, this is the rationale for carrying out experiments using groups, summarizing the outcomes across all members of the group (s) and carrying out the statistical assessment at the population level. While this approach remains valid, in view of the other sources of variation outlined above, apparent intervention effects may be obscured -or magnified -by intra-or interindividual variation, as well as by analytical and pre-analytical variation. For example, for some analytes, the interindividual variation may be very much greater than the intraindividual variation, implying that what might appear to be only a subtle change when viewed in the context of the population as a whole may be critical to the health of a specific individual. For such analytes, it is critical to define limits of expected physiological change for each individual and not rely on group-level assessment. Additionally, the risk of drawing false conclusions is greatest when the number of experimental subjects within the groups is small, as is common in neuroscience. Also, because these random sources of variation may not be evenly distributed between groups, they may generate unreliable P-values that may give a false impression of the statistical significance of the overall difference between groups or between repeated measures within groups (Button et al., 2013 ) (see Fig. 1 , Table 1 ). The addition of an analysis of individual outcomes, as explained below, can help avoid this problem.
How variation is dealt with in clinical pathology laboratories
In clinical pathology laboratories, it is common for an individual patient to undergo repeated testing over time. The most useful approach for determining whether there has been a meaningful change between measurements made at two different time points in a single individual is to calculate a reference change interval (RCI), derived using the reference change value (RCV):
CV I is the intraindividual coefficient of variation, and CV A is the analytical coefficient of variation (Fraser, 2001) . The z-score in (2), z p , can be used to define how confident the experimenter wishes to be that the new result is really different from the previous value. Conventionally, a 5% false-positive rate is selected, corresponding to a z-score of 1.96. The reference change interval defines the boundaries (usually as a percentage change from a previous result) within which measurements of a single analyte might be expected to vary within a normal individual. By comparing pre-and post-intervention data, the reference change value can put the effect of an intervention into the context of normal biological variation for an individual, thereby allowing more individualized assessment of the magnitude of the effect.
Here, we show how the same approach can be applied to measures of neurologic function in laboratory animals.
Translating clinical pathology analytical methods into neuroscience research
Pre-analytical variation relating to study design First, pre-analytical variation should be eliminated as far as possible because its reduction will increase precision. For factors other than homeostatic variation, this can largely be achieved by following consistent protocols that should be fully reported and documented to aid transparency (ARRIVE guidelines, Kilkenny et al., 2012) . This is most straightforward when applied to familiar laboratory procedures such as immunohistochemistry, for which it is essential to use the same tissue handling techniques and the same batches of antibodies and other reagents between compared samples. The same concept can be applied to behavioural experiments. For instance, as noted elsewhere (National Center for 3Rs, 2017), behavioural tests should be carried out at the same time every day in the same environment with the same schedules and same experimenter. Although attempts should be made to completely eliminate all possible sources of pre-analytical variation (ARRIVE guidelines), it may be impossible (e.g. because of extreme weather events and fire alarms.), in which case undefined sources of pre-analytical variation will usually then be incorporated into other sources of variation (see below).
Derivation of analytical variation
Analytical, or technical, variation is usually estimated in clinical pathology by considering the random differences in the repeated measurements of the analyte level in one sample by splitting it into multiple aliquots. This approach can easily be applied to routine laboratory techniques such as ELISA or PCR, but is rarely appropriate in behavioural neuroscience because repeated examination of one individual may change measured outcomes through training.
Although not ideal, it may be possible to obtain a surrogate measure of inherent variation by viewing 'aliquots' of a single segment of video footage of the individual animals or repeatedly deriving values for kinematic variables from a single original source data set (and this process is illustrated in Example 1 below).
Quantification of analytical variation can be an extremely valuable exercise in itself, because it will often provide insights into how the technique and precision of measurements can be improved. However, not all tests in behavioural neuroscience are amenable to similar methods of estimating analytical variation as described above, implying that this source of variation cannot always be partitioned from that derived from intraindividual variation. Despite this apparent obstacle, the reference change value can still be calculated (see below) and, importantly, even when the analytical component cannot be explicitly estimated, the reference change interval can still be narrowed (and thus, its sensitivity to intervention-induced change increased) by taking steps to minimize analytical error. For example, eliminating any potential handling or environmental conditions that trigger 'freezing' of movement in mice (Gouveia & Hurst, 2013) reduces analytical error (and therefore the width of the reference change interval) for motor task outcomes.
Derivation of intraindividual and interindividual variation
Many experiments involve repeatedly measuring outcomes in a group, or groups, of animals. The inter-and intraindividual variation can be estimated using nested random effects ANOVA (Fraser & Harris, 1989) or repeated measures mixed models (Marchenko, 2006; Bate & Clark, 2014b) , which provide flexibility when modelling the correlation between repeated measurements taken on an individual. Typically, estimates of intra-and interanimal variation are derived from pre-intervention data because it is important that variability is estimated in individuals at a steady plateau of disease or function. Fortunately, experience in clinical pathology has indicated that, for most outcomes, patients with steady-state diseases or lesions have similar variability to normal individuals (Carmen et al., 2007) .
However, in experimental studies, an alternative approach might be feasible: instead of using control animals to define the intra-animal variability for all animals in an experiment, these measures could instead be derived for each individual. Thus, before making a lesion or implementing a therapeutic intervention, it would be possible, through repeated testing, to accumulate sufficient data to calculate the intra-animal variability for each individual animal, thus providing an individualized measure of the intervention effect (Safayi et al., 2015) . For instance, a z-score for each outcome can be derived for each animal by rearranging Eqn (2) so that
This can then be used to define the magnitude of intervention effect in each individual which is linked to its own biological variation. An intervention that has an effect considerably greater than biological variation is more likely to produce a meaningful improvement in an individual patient's quality of life than an intervention that has effects of similar magnitude to normal day-to-day fluctuations in performance.
Defining the boundaries of outcome that might result from experimental and biological variation alone . Note that the post-intervention result for each subject is within the reference change interval for that subject. Table 1 shows the results for each individual subject. [Colour figure can be viewed at wileyonlinelibrary.com].
pre-analytical, analytical and intraindividual variation alone. To determine whether this is the case, the previously derived values for CV A and CV I are combined to derive the reference change value, which can then be applied, as given in Eqn (2), to define reference change interval boundaries. In many neuroscience experiments, it may not be possible to derive (and therefore partition) the component of variability that contributes to CV A , in which case the analytical variation will become a component of CV I and Eqn (1) will reduce to as follows:
As before, the boundary values beyond which real change can be deduced to have occurred in an individual (the RCI) are calculated using Eqn (1).
Examples
Example 1
Derivation and use of measures of analytical (CV A ), intraindividual (CV I ) and interindividual (CV G ) variability
Here, we use data from an experiment to investigate the effect of a drug on the gait of sheep as they walked on a treadmill at constant velocity; the outcome of interest was hindlimb stride duration. Using the Nested Design Analysis module within InVivoStat (version 3.7; http://invivostat.co.uk/), the analytical, intra-and interanimal coefficients of variation, denoted by CV A , CV I and CV G , respectively, were estimated from serial measurements made on trained normal animals before drug administration (the raw data are available as Supplementary Material).
Sheep were trained to walk on a treadmill at a steady speed until they attained a plateau of proficiency. Stride duration was then measured repeatedly on each of 4 days, and on each of these days, a long recording segment (~4 min) was divided into four parts, with each part considered as a separate 'trial'. This is a nested design in which trials are nested within days and days are nested within sheep; the sources of variability were apportioned into analytical ('between-trial, within-day'), intraindividual ('between-day, withinsheep') and interindividual (between-sheep) to derive means and standard deviations which were used to derive the respective coefficients of variation.
Interindividual, intraindividual and analytical standard deviations were 0.039, 0.033 and 0.045, respectively, and the overall mean stride duration was 0.862, resulting in the following coefficients of variation: The reference change value was 17.9%, calculated using Eqn (1) above; therefore, any sheep in which the post-drug measurement was changed by more than 17.9% of the pre-drug value (i.e. outside the upper or lower boundary of the reference change interval) can be considered to have undergone 'real' change as a consequence of drug administration. It is of course possible that the intervention may have had an effect that produces an outcome that does not lie outside the reference change interval but such an effect can be inferred to be negligible in terms of biomedical meaning (and, in clinical medicine, a drug having an effect of such small magnitude would not likely be considered valuable).
To illustrate the different, and complementary, perspectives provided by population-level and RCV within-individual analysis, see Fig. 2 , which depicts the difference in stride duration in these same sheep before and after drug administration. A paired Student's t-test (on log-transformed data to satisfy the parametric assumptions) indicates a significant increase in stride duration following this intervention (P = 0.021).
When the complementary individual analysis is applied to the same data set (Table 2 ), in only three of eight sheep does the postdrug value exceed the upper boundary of the reference change interval and indicate a real difference from pre-drug values. Furthermore, the largest drug-induced change was a 27% change from baseline (Sheep 8). When applied in Eqn (3), this change corresponds to a z-score of 2.97, indicating a value that is in the top 0.3 percentile of the expected distribution of baseline values (see https://measuringu.com/pcalcz/). Therefore, although there is some evidence of an overall drug effect at the population level, this drug at this dose evoked a real (i.e. biomedically meaningful) change in less than 50% of subjects and the largest effect in any single individual was moderate (i.e. within the top 0.3 percentile of the range of values that could be attributed to biological and analytical variation). Despite the statistically significant result, there is evidence that the drug effect would require considerable augmentation to achieve a worthwhile benefit that would be discernible in a large proportion of subjects. Reporting both analyses alongside each other provides a more comprehensive picture of drug effect. Although tempting, we are not recommending comparison of the proportion of animals that respond to an intervention, because such analysis will inevitably have very low power (Snapinn & Jiang, 2007) and does not take account of the magnitude of effect beyond the reference change interval for each animal.
Example 2
This example concerns bladder function in dogs in a clinical trial of a putative therapy for chronic spinal cord injury. A parallel group study was performed with dogs randomized at time 0 to receive either percutaneous intraspinal chondroitinase injection or a sham injection in which the skin was pierced with a hypodermic needle. A bladder compliance index (change in pressure with increasing volume of urine) was measured by cystometry at baseline (before intervention) and at 1, 3 and 6 months after intervention (or sham). In this example, it is not possible to segregate analytical variation from the inter-and intra-animal variation (because it is not possible to repeatedly measure compliance on 1 day for each animal because this in itself would be expected to cause changes) and so this becomes incorporated into other sources of variability.
a) First, the data from the Control animals over the entire observation period were analysed using the Nested Design Analysis module in InVivoStat (version 3.7; http://invivostat.co.uk/) to estimate the intra-and interindividual variability (the raw data are available as Supplementary Material). With the mean compliance value, this was used to derive the intra-and interanimal coefficients of variation (CV I and CV G , respectively), where in this example,
b) The reference change value was then calculated from the CV I using Eqn (4)
This implies that, for each dog, for a post-intervention value to be considered beyond the threshold that could be attributed to variability caused by physiological and experimental measurement variability, it would have to be more than 159% different from baseline. c) We then applied this reference change value to the observed changes in dogs in the intervention group (Table 3) . There are two main findings from this analysis: i) Two dogs (of 21) showed a change in compliance index that was outside the reference change interval, and all of these were increases. Furthermore, their z-scores were high, lying within the highest 0.5 percentile of the expected distribution, suggesting that it was extremely probable that real change in compliance had occurred during this time period in these dogs. ii) No dog showed a reduction in compliance index. However, the analysis suggests that it is probable that this outcome measure is insensitive to that direction of change. The reference change value is large for this test (~159%) which indicates that real change can only be deduced with a large change from baseline. Many of the dogs have low values at baseline meaning that attaining values outside the lower boundary of the reference interval for those individuals is biologically extremely implausible. Therefore, this analysis also reveals a floor effect (limitation) in this outcome measure.
d) This individualized analysis can be compared with conventional group-level analysis: a paired Student's t-test produces a P value of 0.139, conventionally regarded as not statistically significantly different. The data from individual dogs are shown in Fig. 3 .
The interpretation of these data is therefore that there is no overall evidence of effect of the intervention at a group level, but there is evidence that some animals exhibit changes in bladder function that cannot reasonably be attributed to experimental noise (i.e. physiological variation and measurement inaccuracies) alone. This might suggest that there are specific individuals that respond to the intervention, which might prompt further investigation of the specific characteristics of these individuals, for instance, detailed investigation of the character of their spinal cord injuries. However, this individual-level analysis also reveals that there is considerable variability in this outcome measure, which might be a consequence of specific physiological attributes (intra-and interanimal variability) or of difficulties in making repeatable measurements P = 0.021 Fig. 2 . Hindlimb stride duration in a group of eight trained sheep walking on a treadmill before and after administration of drug X. Paired Student's t-test suggests a significant effect of drug X on stride duration (P = 0.021). [Colour figure can be viewed at wileyonlinelibrary.com]. For each sheep (columns), we show the duration of hindlimb stride before ('pre-drug') and after ('post-drug') administration of drug X. After calculating the reference change value, this has been used in conjunction with the pre-drug measurement to define the upper boundary of the reference change interval, see Eqn (2). In the bottom row, we ask whether the post-drug measurement exceeds the upper boundary of the reference change interval.
(analytical variation), each of which will limit the ability to detect real change. Furthermore, there is evidence of a floor effect, which limits the ability to detect reduction from baseline in all animals. Both these features might suggest the need to stratify animals for entry into a study on this outcome to increase the sensitivity of the experiment to physiologically important change.
Discussion: How can RCV-based analysis aid in neuroscience research?
In translational research
Confidence in neuroscience data has been eroded recently, mainly because of the problems that have become apparent in translating apparently positive laboratory results into the clinic but also because of widespread difficulties in reproducibility (Garner, 2014) . In order to make a successful transition from laboratory to clinic, an intervention needs to have a large enough effect to change an individual patient's life in some meaningful way but must also be effective in a suitably large proportion of treated individuals. The analysis strategy that we describe here can aid in overcoming this confidence gap because it provides a more detailed description of the magnitude of the intervention effect in each individual alongside defining the proportion of animals within a treated cohort that show a response beyond a pre-defined level.
In laboratory science
The partitioning of sources of variation can be helpful in redesigning pre-clinical outcome measures and defining good laboratory practice to minimize unnecessary variation. For instance, awareness of the concept of pre-analytical variation can aid in eliminating possible causes from laboratory testing procedures, such as those associated with experimenter-centred effects, such as the time of day at which tests are performed. A recent example of the importance of these effects is the recognition that the gender of the researcher can alter mouse behaviour (Sorge et al., 2014) . The large CV I we describe above for bladder compliance in spinal cord-injured dogs may partly be a result of an unidentified source of pre-analytical and, or, analytical variation, such as urinary tract infection or poor pre-trial management of bladder emptying. Analysis of the various sources of variation can also help in determining whether a functional test is sufficiently sensitive to detect a change in the outcome that is being measured. As we show, the CV I for bladder compliance in spinal cord-injured dogs is large, meaning that, at a group level, this outcome measure is relatively insensitive to intervention-evoked change. In clinical pathology, the aim is for tests on patients to have an analytical component of variation that is too small to have a major impact on clinical decision-making. Although the very small analytical errors required in clinical pathology may well be unattainable for functional tests in neuroscience, tests should be designed with the aim to improve precision where possible. Another problem with functional testing that may be revealed is the possibility of floor or ceiling boundaries on the responses that may limit the sensitivity of the assay for the outcome of interest. This was also apparent in the bladder compliance data (Example 2 above). Values shown in bold font indicate those for individuals in which 1 month outcomes lie outside the reference change interval. P = 0.139 
Limitations
Unfortunately, not all current outcome measures used in laboratory animals will be appropriate for the analysis strategy outlined in this article. For example, behavioural analytical methods that attribute numeric scores but are not truly numeric because the scores do not represent equally spaced intervals on a linear scale. This implies that calculation of standard deviation (and therefore the CV) and, consequently, the RCV can be problematic. Similarly, for some outcome measures, the data for computation of the RCV may not be normally distributed. Both of these obstacles can be circumvented. First, log transformation of positively skewed data allows application of the techniques we describe above, followed by anti-logging to convert the mathematical answer into the appropriate clinical units. Second, measurement of test-retest differences in a large population (>120) of individuals at a functional plateau can be used to derive the 95% reference change interval of data of any distribution through nonparametric analysis (Friedrichs et al., 2012) . In practice, this method would be difficult to apply because of the need for static functional status and large animal numbers but could be sufficiently valuable to be worthwhile for some commonly applied testing methods.
Conclusion
Analysis of sources of variation and application of reference change intervals in individual animals do not replace a conventional assessment of group-level outcomes, but can provide an additional layer of analysis that complements and extends such findings. Therefore, there would appear to be considerable merit in reporting both types of analysis alongside each other. Nevertheless, the clinical effectiveness of an intervention can be usefully estimated by determining the proportion of individual outcomes that fall, or are expected to fall, outside specific z-scores and, as we show above, the same analytical technique can aid in redesign of functional tests to maximize their precision. Although we have focused on application of this analytical technique to behavioural data, because these provide the most transparent examples, the same methods can be applied to many other types of quantitative or semiquantitative neuroscience data including analysis of cell activity or production of specific molecules.
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