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Abstract
Smoothed Particle Hydrodynamics (SPH) and Lattice Boltzmann Method
(LBM) are increasingly popular and attractive methods that propose efficient
multiphase formulations, each one with its own strengths and weaknesses. In
this context, when it comes to study a given multi-fluid problem, it is helpful
to rely on a quantitative comparison to decide which approach should be used
and in which context. In particular, the simulation of intermittent two-phase
flows in pipes such as slug flows is a complex problem involving moving and
intersecting interfaces for which both SPH and LBM could be considered. It is
a problem of interest in petroleum applications since the formation of slug flows
that can occur in submarine pipelines connecting the wells to the production fa-
cility can cause undesired behaviors with hazardous consequences. In this work,
we compare SPH and LBM multiphase formulations where surface tension ef-
fects are modeled respectively using the continuum surface force and the color
gradient approaches on a collection of standard test cases, and on the simula-
tion of intermittent flows in 2D. This paper aims to highlight the contributions
and limitations of SPH and LBM when applied to these problems. First, we
compare our implementations on static bubble problems with different density
and viscosity ratios. Then, we focus on gravity driven simulations of slug flows
in pipes for several Reynolds numbers. Finally, we conclude with simulations
of slug flows with inlet/outlet boundary conditions. According to the results
presented in this study, we confirm that the SPH approach is more robust and
versatile whereas the LBM formulation is more accurate and faster.
Keywords: SPH, LBM, multiphase, boundary conditions, slug
1. Introduction
Two-phase flows in pipes are encountered in various industrial applications
and research areas. For instance, gas-liquid flows are present in chemical and
heat transfer systems such as evaporators or refrigerators, but they can also be
found in the transportation of oil and gas through pipelines in the petroleum
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industry. In particular, intermittent flow patterns (also known as slug or plug
flow [1]) are undesirable in pipeline networks. Those slug patterns, that can
measure up to tens of meters, are known to damage facilities (separator flooding,
compressor starving, water hammer phenomenon, vibrations and fatigue) and
to reduce flow efficiency. Therefore, it is crucial to be able to predict whether
or not a slug flow regime will occur. If it does, the quantities of interest are the
size of slugs, their transit time and their frequency.
In this context, numerical simulations have emerged as a tool of choice [2, 3]
to understand the formation of intermittent flow patterns and to predict the
appearance of a slug flow regime. At the industrial level, the first simula-
tions [4, 5, 6] were done in the mid 80’s. Nowadays, in the oil and gas indus-
try, two commercial software products are competing for slugging simulation :
OLGA developed by SPT group [7] and LedaFlow, proposed by Kongsberg [8].
A detailed comparison of both codes [9] concludes that although performing
equally well on simple cases, they have trouble to simulate complex cases with a
dominant gas phase. From an academic perspective, different models and meth-
ods have been used for slug flow modeling, for example volume-of-fluid [10, 11],
level-set [12, 13], lattice Boltzmann method (LBM) [14], smoothed particle hy-
drodynamics (SPH) [15, 16] or phase field [17, 18], but these are applied on
microfluidic problems for the most part. In this work, we will focus on two of
them : SPH and LBM, because while they are very different numerical methods,
both in their origin and in their nature, they have shown a strong potential to
model multiphase flows [19, 20, 21].
SPH is a Lagrangian meshfree method introduced in the late 70’s for astro-
physics applications [22, 23] and later expanded to standard fluid mechanics.
SPH can be seen from two different perspectives. On one hand, it is a way to
discretize partial differential equations such as the Navier-Stokes equations. On
the other hand, it is a discrete Hamiltonian system composed of material points
of constant mass that are tracked in time. Its pure meshless nature allows to get
rid of many issues associated with meshing. However, it comes at some expenses
too. Since there is no connectivity between particles, a neighbor searching pro-
cedure has to be carried for every particle at every time step, which is a serious
bottleneck for code efficiency. Among the numerous applications of SPH, we can
mention astrophysics [24], hydrodynamics [25], geophysics [26, 27, 28, 29] and
computer graphics [30]. Some extensive reviews have been published [31, 32, 33].
LBM originates from two distinct approaches: the kinetic gas theory with
discrete velocities and the lattice gas cellular automata method (LGCA or
LGA [34]). In the late 80’s, probability density functions of particles were intro-
duced within LGCA, giving birth to LBM. It consists in solving the Boltzmann
equation in a discrete velocity space, which has been proven to be equivalent
to solving the Navier-Stokes equations in the limit of low Mach and Knudsen
numbers (as can be shown by a multiscale Chapman-Enskog expansion [35]). In
practice, LBM distinguishes itself from other methods for several reasons. First,
the LBM operates on an uniform lattice (mostly square or hexagonal lattices).
Then, LBM offers a local algorithm involving simple arithmetic operations with
no differential terms, which makes it short, fast and particularly well suited
for parallel execution [36]. Finally, traditional CFD methods are based on the
calculation of macroscopic variables (velocity, pressure, density) whereas LBM
tracks the evolution of probability distribution functions of particles [37]. LBM
has been used for decades for flow simulations in complex geometries, especially
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in porous media [38, 39, 40, 41].
Our goal here is to propose a comparison of the multiphase SPH formulation
presented in [42] and the color-gradient multiphase LBM formulation introduced
in [43], on a collection of standard 2D test cases and on the simulation of slug
flow regimes with periodic and inlet/outlet boundary conditions. To the best of
our knowledge, this the first time such a comparison is presented.
We first detail the multiphase LBM and SPH formulations used in this work
including surface tension models and boundary conditions. Then, we compare
both approaches on static bubble tests with different density and viscosity ra-
tios. Finally, we extend the comparison to two cases of slug flows, one induced
by gravity with periodic boundary conditions and the other one based on in-
let/outlet boundary conditions.
In addition, we provide in Appendix Appendix A a comparison of SPH
and LBM on two test cases where one is a single-phase flow and the other does
not involve surface tension : the lid-driven cavity flow and the Rayleigh-Taylor
instability problems.
2. LBM immiscible multiphase model
Four main multiphase formulations are available for LBM : the pseudo-
potential model [44], the free energy model [45], the mean field model [46]
and the color gradient model [47]. We recommend the reading of [48, 49] for
those looking for a detailed comparison of these techniques. In this work, we
choose to work with the color gradient model because among the diffuse in-
terface approaches, it is the one with a thin interface compared to the pseudo
potential approach for example. In addition, the pseudo-potential model is
cumbersome to use and to parametrize because there is coupling between the
basic parameters [49]. The free energy model requires solving a Poisson equa-
tion at every time step which is time consuming and the mean field approach
is limited to small density ratios [50]. Moreover, the color gradient model ben-
efits from the large body of verification and validation cases available in the
literature [51, 52, 53, 54, 55, 56, 49].
The present LBM approach is the two-phase model introduced in [43] and
completed with the improvements proposed in [52, 51] for the recoloring operator
and the color gradient. In addition, the contact angle ajustment is based on [56,
57] and the corrective procedure to properly recover Navier-Stokes equations is
borrowed from [58]. We work with 2 sets of distribution functions, one for each
fluid, moving on a D2Q9 lattice. The associated velocity vectors are ci with
i ∈ [0, 8]. As traditionally done in LBM, we set the lattice time step ∆t and
the lattice space step ∆x to 1. We can then define the 2D velocity vectors as
follows :
ci =

(0, 0), i = 0
[sin(θi), cos(θi)] , i = 1, 3, 5, 7
[sin(θi), cos(θi)]
√
2, i = 2, 4, 6, 8
, with θi =
pi
4
(4− i). (2.1)
The distribution functions for a fluid of color k (e.g. k = r for red and k = b
for blue) are denoted Nki (x, t), while Ni(x, t) = Nri (x, t) +N bi (x, t) is used for
the color-blind distribution function. In the rest of this section, the integer
subscript i is varying between [0, 8] while k is referring to the color blue b or
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red r of the fluid. The lattice Boltzmann equation that describes the evolution
of the system is then :
Nki (x+ ci, t+ 1) = N
k
i (x, t) + Ω
k
i
(
Nki (x, t)
)
, (2.2)
where the collision operator Ωki is the result of the combination of three sub
operators (as previously done in [59]) :
Ωki = (Ω
k
i )
(3)
[
(Ωki )
(1) + (Ωki )
(2)
]
. (2.3)
The Eq. (2.2) is solved using four consecutive steps which make use of the
following operators :
1. Single phase collision step (see Sec. 2.1) :
Nki (x, t∗) = (Ω
k
i )
(1)
(
Nki (x, t)
)
. (2.4)
2. Perturbation step (multiphase collision 1/2) (see Sec. 2.2) :
Nki (x, t∗∗) = (Ω
k
i )
(2)
(
Nki (x, t∗)
)
. (2.5)
3. Recoloring step (multiphase collision 2/2) (see Sec. 2.3) :
Nki (x, t∗∗∗) = (Ω
k
i )
(3)
(
Nki (x, t∗∗)
)
. (2.6)
4. Streaming step :
Nki (x+ ci, t+ 1) = N
k
i (x, t∗∗∗). (2.7)
We will now examine in detail these steps as well as the specific treatments
for the imposition of static contact angles and boundary conditions.
2.1. Single phase collision operators
2.1.1. BGK operator
The first sub operator, (Ωki )(1) of Eq. (2.4), is the usual BGK operator
for single phase LBM. The distribution functions are relaxed towards a local
equilibrium as follows :
(Ωki )
(1)(Nki ) = N
k
i − ωeff
(
Nki −Nk(e)i
)
, (2.8)
where ωeff is the effective relaxation rate. In practice, we first calculate the fluid
densities based on the 0th moment of the distribution functions :
ρk =
∑
i
Nki =
∑
i
N
k(e)
i , (2.9)
where Nk(e)i are the equilibrium distribution functions. The total fluid density is
given by ρ = ρr +ρb, while the total momentum is computed as the 1st moment
of the distribution functions :
ρu =
∑
i
∑
k
Nki ci =
∑
i
∑
k
N
k(e)
i ci, (2.10)
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where u is the density weighted arithmetic average velocity of the fluid. The
equilibrium distribution functions Nk(e)i are defined in [43] by :
N
k(e)
i (ρk,u, αk) = ρk
(
φki +Wi
[
3ci ·u+ 9
2
(ci ·u)2 − 3
2
(u)2
])
. (2.11)
These equilibrium distribution functions Nk(e)i are chosen to satisfy mass
and momentum conservation and are based on the Maxwell-Boltzmann distri-
bution. The weights Wi are those of a standard D2Q9 lattice while the values
φki depend on the density ratio. They are expressed as follows :
Wi =
 4/9, i = 01/9, i = 1, 3, 5, 7
1/36, i = 2, 4, 6, 8
φki =
 αk, i = 0(1− αk)/5, i = 1, 3, 5, 7
(1− αk)/20, i = 2, 4, 6, 8
.
As introduced in [60] for two-phase flows, the density ratio between red and
blue fluids is γ, and must be computed as follows to obtain a stable interface :
γ =
ρ0r
ρ0b
=
1− αr
1− αb , (2.12)
where the superscript 0 refers to the initial value of the density. Besides, the
pressure of the fluid of color k is :
pk =
3ρk(1− αk)
5
= ρk(c
k
s)
2. (2.13)
In Eq. (2.12), one of the αk is actually a free parameter. In practice, if we
assume that the least dense fluid is the blue one, we set a positive value for
αb > 0 (0.2 in this paper) and so we are certain that 0 < αb ≤ αr < 1 using
Eq. (2.12). These parameters define the value of the sound speed cks in each
fluid of color k [43].
The effective relaxation parameter ωeff is chosen so that the evolution Eq. (2.2)
allows to recover the macroscopic Navier-Stokes equations for a single-phase flow
in the single-phase areas. This parameter depends on the fluid kinematic vis-
cosity νk through the following formula: ωk = 1
/(
3νk +
1
2
)
. However, when the
viscosities of the fluids are different, the relaxation parameters are also different
and an interpolation procedure is needed to define an effective relaxation param-
eter ωeff at the interface. It is common to use a quadratic interpolation [43, 60].
In order to detect in which area we are located (pure red fluid, pure blue fluid
or interface), it is necessary to introduce a color field :
ψ =
(
ρr
ρ0r
− ρb
ρ0b
)/(
ρr
ρ0r
+
ρb
ρ0b
)
. (2.14)
The color field ψ lies between −1 and +1. Within an interface, the color
field is strictly between −1 and +1 whereas it is equal to −1 or +1 when located
in an area that contains respectively only red fluid or blue fluid. The relaxation
factor ωeff in Eq. (2.2) is then evaluated as follows :
ωeff =

ωr, ψ > δ
fr(ψ), δ ≥ ψ > 0
fb(ψ), 0 ≥ ψ ≥ −δ
ωb, ψ < −δ
, (2.15)
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in which δ is a free parameter and
fr(ψ) = χ+ ηψ + κψ
2,
fb(ψ) = χ+ λψ + νψ
2,
(2.16)
with :
χ = (2ωrωb)/(ωr + ωb) ,
η = (2(ωr − χ))/δ,
κ = −η/(2δ) ,
λ = (2(χ− ωb))/δ,
ν = λ/(2δ) .
(2.17)
The parameter δ influences the thickness of the interface when the fluid viscosi-
ties are different. The larger δ, the thicker the fluid interface. There is a trade
off to find between robustness and interface sharpness. It is set to 0.1 for all
simulations in this paper. If the fluid viscosities are identical, δ is ineffective,
because ωeff = ωr = ωb.
2.1.2. MRT operator
Alternatively, for the first sub operator, (Ωki )(1), one can use the Multiple
Relaxation Time (MRT) operator instead of the BGK operator. The MRT
approach is more stable than its BGK counterpart [61, 58]. It reads as follows
:
(Ωki )
(1)(Nki ) = N
k
i −M−1SM
(
Nki −Nk(e)i
)
, (2.18)
where S is a diagonal matrix given by :
S = diag (s0, s1, s2, s3, s4, s5, s6, s7, s8) . (2.19)
The elements si, i ∈ [0 . . . 8] are the relaxation parameters. Following [54],
∀i ∈ [0 . . . 6] , si = λωeff while s7 = s8 = ωeff. As in [54], we choose λ = 4/5.
Moreover, M is a linear orthogonal transformation matrix that projects the
distribution functions into the moment space. The discrete moment matrices
M and M−1 are explicitly given in Appendix Appendix B for a D2Q9 lattice.
2.1.3. Proper recovery of Navier-Stokes equations
It has been emphasized in several papers [62, 63, 53] that the color gradient
model does not fully recover the Navier-Stokes equations. An unwanted error
term arises in the momentum equations when the density ratio is not one. Dif-
ferent techniques have been proposed to attenuate this issue [53, 64, 63, 58]. In
the present work, we use the correction introduced in [58] for the MRT approach.
It consists in two additions. First, a modified equilibrium distribution functions
based on the 3rd order Hermite expansion of the Maxwellian distribution [65, 66]
is used instead of Eq. (2.11). It is expressed as follows :
N
k(e)
i (ρk,u, αk) = ρkφ
k
i +
ρkWi
([
3ci ·u
[
1 +
1
2
(
3(cks)
2 − 1) (3ci − 4)]+ 9
2
(ci ·u)2 − 3
2
(u)2
])
.
(2.20)
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Second, a source term Uk is added in Eq. (2.18). It reads :
Uk = M−1Ck, (2.21)
where Ck =
[
0, Ck1 , 0, 0, 0, 0, 0, C
k
7 , 0
]T . The components Ck1 and Ck7 are com-
puted as follows :
Ck1 = 3(1− s1/2)(∂xQkx + ∂yQky),
Ck7 = 3(1− ωeff/2)(∂xQkx + ∂yQky), with
Qkx = (1.8α
k − 0.8)ρkux,
Qky = (1.8α
k − 0.8)ρkuy. (2.22)
In particular, the derivatives are evaluated using a 9-point isotropic finite dif-
ference approximation described shortly afterwards in Eq. (2.24).
2.2. Perturbation operator
In the color gradient model, surface tension forces are introduced by means
of a perturbation operator shown in Eq. (2.5) [67, 43, 47]. To begin, it is needed
to introduce the color gradient F of the color field ψ (see Eq. (2.14)) that
approximates the fluid-fluid interface normal. It is written as :
F =∇ψ. (2.23)
In this work, a bi-dimensional S2I4 (spatial order S = 2, isotropic order I = 4)
discrete gradient operator is used [68]. As shown in [51], this kind of gradient
operator enhances the accuracy of the color-gradient model significantly while
having the advantage to only rest on the nearest neighboring nodes. It takes
the following form :
∇f(x) ≈
∑
i
ξicif(x+ ci), with ξi =
 0, i = 01/3, i = 1, 3, 5, 7
1/12, i = 2, 4, 6, 8
. (2.24)
The perturbation operator, for the fluid k, is defined by :
(Ωki )
(2)(Nki ) = N
k
i +
∑
l
l 6=k
A
2
|Fkl|
[
Wi
(F · ci)2
|F |2 −Bi
]
, (2.25)
where :
Bi =
 −4/27, i = 02/27, i = 1, 3, 5, 7
5/108, i = 2, 4, 6, 8
. (2.26)
The parameter A which can vary in space and time handles the coupling
between both fluids and is therefore linked with the surface tension coefficient
σ. It is possible to predict the surface tension σ between the two fluids using only
the basic parameters of the model. As explained in [52], knowing the form of the
expression describing the surface tension and performing simulations on planar
interfaces, one can derive an expression that links the surface tension across an
interface to the model parameters. For isotropic color gradients defined as in
Eq. (2.24), the surface tension is set as follows :
σ =
4
9
A
ωeff
. (2.27)
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If σ and ωeff are fixed, one can obtain the value of A. Note that Eq. (2.27) is
not universal and is susceptible to change if one uses a different color gradient
or a different gradient operator. It has been shown in [43] that the perturbation
operator allows to recover, within the macroscopic limit, the capillary stress
tensor responsible for the surface tension forces in the macroscopic two-phase
flow equations.
2.3. Recoloring operator
The recoloring operator (Ωki )(3) of Eq. (2.6) is used to maximize the amount
of fluid k at the interface that is sent to the k fluid region. It guarantees
the fluid’s immiscibility. It respects the principles of mass and momentum
conservation. The form of recoloring used in this paper is a combination of
ideas taken from [69] and [70] and fully developed in [52]. It reads :
(Ωri )
(3)(Nri ) =
ρr
ρ Ni + β
ρrρb
ρ2 cos(ϕi)
∑
kN
k(e)
i (ρk,0, αk),
(Ωbi )
(3)(N bi ) =
ρb
ρ Ni − β ρrρbρ2 cos(ϕi)
∑
kN
k(e)
i (ρk,0, αk),
(2.28)
where β ∈ [0 . . . 1] is a parameter controlling the interface thickness [69] that
will be set to 0.99 unless otherwise stated. cos(ϕi) = (ci ·F )/(|ci||F |) is the
cosine of the angle between the color gradient F and the lattice direction vector
ci. Note that for i = 0 or |F | = 0, there is a division by 0. In such a case, we
set the whole term equal to 0 to respect mass conservation.
2.4. Adjustment of the color gradient for static contact angles
Based on [56], the imposition of a contact angle is performed using the
method described in [57]. In order to properly describe the wetting boundary
conditions, we divide the lattice nodes in two categories Cf and Cs, each category
being also subdivided in two subcategories Cfs, Cff, Csf and Css.
- Cf : the set of fluid lattice nodes
– Cfs : fluid lattice nodes in contact with at least one solid lattice node
– Cff : fluid lattice nodes not in contact with any solid lattice node
- Cs : the set of solid lattice nodes
– Csf : solid lattice nodes in contact with at least one fluid lattice node
– Css : solid lattice nodes not in contact with any fluid lattice node
When computing the color gradient in the fluid (i.e. for lattice nodes ∈ Cf),
the knowledge of the color field at the boundary is required (i.e. for lattice nodes
∈ Csf) because Eq. (2.24) involves the neighboring lattice nodes. Therefore, we
need to extrapolate the color field to the boundary nodes, we do so using the
following expression :
∀x ∈ Csf, φ(x) =
∑
i
x+ci∈Cfs
Wiφ(x+ ci)ciα
/ ∑
i
x+ci∈Cfs
Wi. (2.29)
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It is now possible to evaluate the orientation of the color gradient in the fluid
using the expression hereafter :
n∗ =
∇φ(x)
|∇φ(x)| . (2.30)
In [57], they use an 8th order isotropic stencil to compute the surface normal
ns. In the subsequent simulations, boundary surfaces are flat and normals
are known so we directly input the exact value. The correct color gradient
orientation n depends on the prescribed contact angle θ and is evaluated as
follows :
n =
 n
1, if D1 < D2
n2, if D1 > D2
ns, if D1 = D2,
, (2.31)
where D1 and D2 are the Euclidean distances between the current unit normal
vector n∗ and the two possible theoretical unit normal vectors n1 and n2 of the
interface at the contact line and are given by :
D1 = |n∗ − n1|,
D2 = |n∗ − n2|, (2.32)
with :
n1 =
(
nsx cos θ − nsy sin θ,nsy cos θ + nsx sin θ
)
,
n2 =
(
nsx cos θ + n
s
y sin θ,n
s
y cos θ − nsx sin θ
)
.
(2.33)
Finally, once n is known, the corrected color gradient value is computed by
taking :
∇φ(x) = |∇φ(x)|n. (2.34)
2.5. Boundary conditions
An overview of the available techniques to impose boundary conditions for
single phase LBM can be found in [71]. For multiphase LBM, the literature
is less abundant. In particular, the case of inlet/outlet boundary conditions
is particularly difficult because specific treatments are needed to handle the
interface when the fluids are entering and/or leaving the domain. Being able to
have efficient inlet/outlet boundary conditions is attractive because it extends
the range of two-phase flow simulations that could be explored [72, 73, 74, 75, 76]
and is mandatory for open channels. Three kinds of boundary conditions are
used in this work :
1. No slip boundary conditions are imposed using full bounceback [77]. Then,
free slip boundary conditions are also imposed using full bounceback except that
the diagonally traveling distribution functions are sent forward along the wall
rather than reflected back the way they came. Finally, velocity and/or pressure
boundary conditions are imposed following [78].
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2. Periodic boundary conditions is a very useful tool in computational simula-
tions because it allows to reduce the size of the simulated domain. The im-
plementation of these boundary conditions consists in sending the distribution
functions that are leaving the domain on one end to the other end of the domain
as if the two sides of the domain were connected.
3. Inlet/outlet boundary conditions are achieved using a modified version of
Zou-He boundary conditions [78]. The approach detailed in this paper is very
similar to what is described for two-phase pressure boundary conditions in [74].
First, we will describe how we inject two phase flows with two different velocities
ubinlet and u
r
inlet from the north wall. The prescribed velocity fields v
b,in and vr,in
are designed so that vb,in = ubinlet on blue boundary lattice nodes and v
b,in = 0
on red boundary lattice nodes. Similarly, vr,in = urinlet on red boundary lattice
nodes and vr,in = 0 on blue boundary lattice nodes. It is then possible to
generate a color-blind prescribed velocity field vin = vb,in +vr,in. Following the
classic Zou-He procedure described in [78], we can then compute the modified
density and distribution functions. It reads :
ρin = 11+viny
(N0 +N1 +N3 + 2 (N2 +N5 +N6)) ,
N4 = N2 − 23ρinviny +H in,
N7 = N5 +
1
2 (N1 −N3)− 12ρinvinx − 16ρinviny − 12H in,
N8 = N6 +
1
2 (N3 −N1) + 12ρinvinx − 16ρinviny − 12H in,
(2.35)
where H in is a corrective term that depends if we use Eq. (2.11) or Eq. (2.20)
for the equilibrium. In practice, to derive Zou-He boundary conditions, one has
to solve a linear system where one term comes from the equilibrium distribution
function. If we use Eq. (2.20), we obtain extra terms compared to the classical
Zou-He approach due to the Hermite expansion. It is computed as follows :
H in =
0 if we use Eq. (2.11),[φ+1
2 3ρ
in(cbs)
2 +
(
1− φ+12
)
3ρin(crs)
2 − ρin
]
1
3v
in
y if we use Eq. (2.20).
(2.36)
It is then needed to redistribute these quantities in function of the color field
value :
ρb = φ+12 ρ
in, ρr =
(
1− φ+12
)
ρin,
N b4 =
φ+1
2 N4, N
r
4 =
(
1− φ+12
)
N4,
N b7 =
φ+1
2 N7, N
r
7 =
(
1− φ+12
)
N7,
N b8 =
φ+1
2 N8, N
r
8 =
(
1− φ+12
)
N8.
(2.37)
Second, we will describe how we impose a constant pressure pout at the outlet
located on the south wall. The corresponding prescribed densities are ρb,out =
pout
/
(cbs)
2 and ρr,out = pout
/
(crs)
2 . The color-blind prescribed density is then
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ρout = ρb,out + ρr,out. In addition, we also have :
voutx = 0
vouty =
1
ρout (N0 +N1 +N3 + 2 (N4 +N7 +N8)) ,
N2 = N4 +
2
3ρ
outvouty +H
out,
N5 = N7 − 12 (N1 −N3)− 12ρoutvoutx + 16ρoutvouty − 12Hout,
N6 = N8 − 12 (N3 −N1) + 12ρoutvoutx + 16ρoutvouty − 12Hout,
(2.38)
where Hout is evaluated as follows :
Hout =
0 if we use Eq. (2.11),− [φ+12 3ρout(cbs)2 + (1− φ+12 ) 3ρout(crs)2 − ρout] 13vouty if we use Eq. (2.20).
(2.39)
We can then redistribute these quantities similarly with what was done in
Eq. (2.37) :
ρb = φ+12 ρ
out, ρr =
(
1− φ+12
)
ρout,
N b2 =
φ+1
2 N2, N
r
2 =
(
1− φ+12
)
N2,
N b5 =
φ+1
2 N5, N
r
5 =
(
1− φ+12
)
N5,
N b6 =
φ+1
2 N6, N
r
6 =
(
1− φ+12
)
N6.
(2.40)
A test case has been setup to check the performance of these boundary
conditions. Initial and final configurations can be found in Fig. 1. In Fig. 2 is
shown the evolution of the inlet velocities and outlet pressure with the number
of iterations. Note that quantities have been averaged along the height of the
pipe. We can see that that we are recovering the prescribed values at the
inlet and at the outlet after a transient period with a maximum error ≤ 2%.
In Fig. 3, we see the distribution of the color field, the inlet velocity and the
outlet pressure along the height of the pipe. It is possible to observe a velocity
peak and a pressure peak located at the interface. This is likely due to the
fact that fluids are mixed at the interface resulting in governing equations not
being properly solved at this location. Moreover, slight discrepancies can be
seen at the walls due to boundary conditions. Overall, the previously described
boundary conditions are giving satisfactory results and will be used later in the
paper.
3. SPH immiscible multiphase model
In this section, we will describe in details the SPH immisible multiphase
model used in this work. This formulation and the associated open boundary
conditions are taken from [42, 16].
3.1. Governing equations
For an incompressible fluid with a constant viscosity, the mass and momen-
tum equation (completed with the equation of state) in a Lagrangian system
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Figure 1: (a) Initial configuration sketch. (b) Phases distribution after 50000 iterations.
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Figure 3: Variation of selected quantities along the height of the pipe at steady state
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are given as :
Dρ
Dt
= −ρ∇ ·u, (3.1)
Du
Dt
= −∇p
ρ
+ ν∇2u+ F
st
ρ
+ g, (3.2)
p =
c2ρ0
γ
[(
ρ
ρ0
)γ
− 1
]
+ p0, (3.3)
with u fluid velocity, ρ fluid density, µ the fluid viscosity, ν = µρ the kinematic
viscosity, p fluid pressure, µ fluid dynamic viscosity, g gravity, c fluid speed
of sound (here constant), γ fluid adiabatic index, ρ0 fluid initial density, p0
background pressure, F st is the surface tension force and D/Dt denotes the
material derivative following the motion.
The Tait’s equation of state (3.3) is added to Eqs. (3.1)-(3.2) to close the
system. In this work, γ will be set to 7.0 for all fluids considered in all subse-
quent simulations. This is the so-called Weakly Compressible SPH formulation
(WCSPH). Just like LBM, it is not a truly incompressible approach since the
density is allowed to vary. This artificial compressibility has to be as weak as
possible and is controlled by the speed of sound c. In this paper, given a refer-
ence length Lref and a reference speed Uref, we used the following formulas [79]
to set a value for c and p0 :
cα = max
(
Uref√
∆ρ
,
√
|g|Lref
∆ρ ,
√
σαβ
ρ0αLref
,
√
µαUref
ρ0αLref∆ρ
)
, ∀α ∈ {1, . . . , Nphases},
p0 = maxα∈{1,...,Nphases}
c2αρ0α
γα
,
(3.4)
with ∆ρ = 0.01 to enforce (not strictly) a maximum variation of 1% of the
density field and σαβ the surface tension coefficient between phases α and β.
The integer Nphases is the number of different phases.
In order to model surface tension between fluids, an interaction force F st is
added to the momentum Eq. (3.2). Following [80], the continuum surface stress
method introduces a surface tension force per unit volume that is expressed as
the divergence of the capillary pressure tensor :
F st = −∇ ·Π, (3.5)
with Π the capillary pressure tensor defined by :
Π =
∑
α,β|α<β
Παβ , (3.6)
where α, β ∈ {1, . . . , Nphases} and Παβ is expressed as :
Παβ = −σαβ (I − n˜αβ ⊗ n˜αβ) δαβ , (3.7)
with n˜αβ the unit normal vector from phase α to phase β, σαβ the surface
tension coefficient between phase α and phase β, δαβ a well-chosen surface delta
function and I the identity matrix. For example, in the case of a three-phase
system with a wetting phase s, a non-wetting phase n and a solid phase s, the
stress tensor reads Π = Πns + Πws + Πnw.
13
3.2. SPH formulation
The SPH formulation adopted for this paper is identical to the one used
in [16]. We will not here recall in detail the SPH discretization process and
will assume that the reader already has experience with SPH. For those who
are looking for an exhaustive description of this method, we recommend for
example the reading of [81].
An SPH discretization consists of a set of points with fixed mass, which
possess material properties and interact with its neighboring particles through
a weighting function (or smoothing kernel) [23]. A particle’s support domain,
Λ, is defined by its smoothing length, h, which is the radius of the smoothing
kernel W . In all simulations presented in this paper, h = 2∆r where ∆r is
the initial particle spacing. To obtain the value of a function at a given par-
ticle location, values of that function are found by taking a weighted (by the
smoothing function) interpolation from all particles within the given particle’s
support domain. An analytical differentiation of the smoothing kernel is used
to find gradients of this function.
The interpolated value of a function A at the position xa of particle a can
be expressed using SPH smoothing as :
A(xa) =
∑
b∈Λa
Ab
mb
ρb
W (xa − xb, h) =
∑
b∈Λa
Ab
mb
ρb
Wab, (3.8)
in which Ab = A(xb), mb and ρb are the mass and the density of neighboring
particle b. The set of particles Λa = {b ∈ N | |xa−xb| ≤ κh} contains neighbors
of particle a that lie within its defined support domain. The coefficient κ depends
on the choice of the kernel, it is equal to 2 for the 5th order C2 Wendland kernel
function [82, 83]) used in this paper. For the sake of clarity, W (xa − xb, h) has
been denoted Wab. In 2D, this kernel is expressed as follows :
W (q, h) =
7
4pih2
(
1− q
2
)4
+
(1 + 2q) , with q =
|xa − xb|
h
. (3.9)
Several multiphase formulations [84, 85, 86] have been proposed for SPH
throughout the years. In this work, the formalism presented in [42] has been
adopted. The density is directly evaluated through a kernel summation which
gives an exact solution to the continuity equation. It reads :
ρa = ma
∑
b∈Λa
Wab. (3.10)
Discrete gradient and divergence operators in this formalism are given by :
∇A(xa) =
∑
b∈Λa
(
Aa
Θ2a
+ Ab
Θ2b
)
Θa∇aWab,
∇ ·A(xa) =
∑
b∈Λa
(
Aa
Θ2a
+ Ab
Θ2b
)
Θa∇a ·Wab,
(3.11)
where Θa = ρa/ma . It follows that the full multiphase SPH formulation for a
particle a is :
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ρa = ma
∑
b∈ΛaWab,
Du
Dt = − 1ma
∑
b∈Λa
(
paI+Πa
Θ2a
+ pbI+Πb
Θ2b
)
∇aWab
+ 1ma
∑
b∈Λa
2µaµb
µa+µb
(
1
Θ2a
+ 1
Θ2b
)
xab ·∇aWab
|xab|2+η2 uab
+g,
pa =
c2aρ0a
γa
[(
ρa
ρ0a
)γa − 1]+ p0,
Dxa
Dt = ua,
(3.12)
where the viscous term ν∇2u has been discretized using the inter-particle av-
eraged shear stress [87] and η = 0.01h is a safety factor to avoid a division
by zero. Moreover, the evaluation of normal vectors is performed through the
computation of the gradient of a color function χ defined for a given particle a
and a given phase α as :
χαa =
{
1 if a ∈ phase α,
0 else.
(3.13)
The normal vector nαβa of particle a belonging to phase α to the interface αβ
is then evaluated by :
nαβa = ∇χαβa =
∑
b∈Λa
(
χβa
Θ2a
+
χβb
Θ2b
)
Θa∇aWab. (3.14)
The surface delta function δαβa is chosen to be equal to |nαβa | and n˜αβ =
nαβa
/|nαβa | for use in Eq. (3.7).
3.3. Corrective terms
Corrective terms are commonly used in SPH to remediate intrinsic issues
of this formulation such as particles disorder or micro-mixing at the interface.
Three different SPH corrections have been used in this work :
1. As suggested in [88], the kernel gradient is enhanced in order to restore
consistency. For a given particle a, it reads :
∇˜W ab = La∇Wab, (3.15)
where La =
(∑
b∈Λa
ma
ρa
∇Wab ⊗ (xb − xa)
)−1
. Note that the tilde notation
will be dropped in the rest of paper although the kernel gradient correction will
be always used.
2. In order to maintain a good spatial distribution of particles and ensure a
better accuracy, a shifting technique for multiphase flows has been used [89].
At the end of every timestep, all particles are shifted by a distance δrs from
their original position. This shifting distance of a particle a is implemented
through :
δrsa =
{ −Da∇Ca, if a ∈ light phase
−Da
(
∂Ca
∂s s+ αn
(
∂Ca
∂n n− βn
))
, if a ∈ heavy phase (3.16)
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where Ca =
∑
b∈Λa
ma
ρa
Wab is the particle concentration,∇Ca =
∑
b∈Λa
ma
ρa
(Cb−
Ca)∇Wab is the particle concentration gradient, Da is the diffusion coefficient, s
and n are respectively the tangent and normal vectors to the interface light/heavy
phase (with n oriented towards the light phase), βn is a reference concentra-
tion gradient (taken equal to its initial value) and αn is the normal diffusion
parameter set equal to 0.1. The diffusion coefficient Da is computed as follows
:
Da = As|ua|∆t, (3.17)
where As is a parameter set to 2, ua is the velocity of particle a, and ∆t is the
time step.
3. Multiphase SPH can suffer from sub-kernel micro-mixing phenomena as high-
lighted in numerous publications [84, 85, 90, 91]. Around the interface, within
a distance corresponding to the range of the smoothing length, particles tend
to mix. It is because there is no mechanism that guarantees phases immisci-
bility in the surface tension’s continuum surface stress model. As suggested by
the previously mentioned authors, we introduce a small repulsive force between
phases as follows :
F corra = ε
∑
b∈Λa,b/∈Ωa
(
1
Θ2a
+
1
Θ2b
)
∇aWab, (3.18)
where ε = Lref/h for all simulations as suggested in [92] and where Lref is a
reference length, typically the diameter of the pipe. The impact of this corrective
force on the simulation of intermittent flows is evaluated in [93].
3.4. Time discretization and integration
Concerning time integration in SPH, different schemes are eligible. Among
them, one can mention the Runge-Kutta, the Verlet or the Leapfrog schemes.
In this work, the Predictor-Corrector Leapfrog scheme was adopted. It is a
symplectic integrator which is recommended for SPH because of its conservative
nature [81]. Indeed, SPH generally requires very small time steps resulting in a
high number of iterations. The algorithm proceeds through the following steps.
For every particle a,
1. Predictor step :
un =
{
u0, if t = 0,
un−
1
2 + ∆t2
Du
Dt
n−1
, if t > 0.
2. Compute ρna and pna using the corresponding expressions in Eq. (3.12).
3. Evaluate DuDt
n using the momentum equation in Eq. (3.12).
4. Corrector step :
un+
1
2 =
{
un + ∆t2
Du
Dt
n
, if t = 0,
un−
1
2 + ∆tDuDt
n
, if t > 0,
xn+1 = xn + ∆tun+
1
2 .
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The constant time step ∆t has to respect the Courant-Friedrichs-Lewy (CFL)
criteria to ensure a stable evolution of the system, e.g.
∆t = min (∆tvisc,∆tgrav,∆tspeed,∆tst) , (3.19)
where, following [79], we have :
∆tvisc = 0.125 minα∈{1,...,Nphases}
h2ρ0α
µα
,
∆tgrav = 0.25
√
h
|g| ,
∆tspeed = 0.25 minα∈{1,...,Nphases}
h
cα
,
∆tst = 0.25 minα,β∈{1,...,Nphases}
√
h3ρ0α
2piσαβ
.
(3.20)
A recent article [94] proposes a detailed investigation on maximum admissi-
ble time steps for WCSPH.
3.5. Boundary conditions
Ωf
Ωg
Λg
Γfg
Figure 4: Schematic of a ghost particle g (in black) and its associated support domain Λg
(hatched area) intersecting with the fluid domain Ωf (gray particles) and the ghost domain
Ωg (white particles) separated by Γfg .
In the subsequent simulations, we used three types of boundary conditions
(BC): no-slip wall (superscript w), periodic and inlet/outlet (superscripts in
and out).
For no-slip wall BC, the ghost particle method has been used along with the
following prescribed values for the pressure pw, density ρw and velocity vw for
a given ghost particle g :
pwg =
1
Vga
∑
a∈Ωf∩Λg
pa
ma
ρa
Wga, (3.21)
ρwg =
1
Vga
∑
a∈Ωf∩Λg
ρa
ma
ρa
Wga, (3.22)
vwg =
−1
Vga
∑
a∈Ωf∩Λg
va
ma
ρa
Wga, (3.23)
with Vga =
∑
a∈Ωf∩Λg
ma
ρa
Wga, Ωf the set of fluid particles and Λg the set of
neighboring particles of ghost particle g. A schematic drawn in Fig. 4 helps to
visualize what is the intersection Ωf ∩Λg. Note that, for free-slip wall BC, one
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can use the same equations and change the sign of Eq. (3.23) for the direction
where the free slip is allowed. Additionally, for velocity wall BC, the term 2v0
(where v0 is the prescribed velocity) can be added to Eq. (3.23).
For periodic BC, different variants are available in the literature. In essence,
particles close to a periodic boundary are allowed to interact with particles near
an associated boundary. Quantities are exchanged both ways and if a particle
leaves the domain through one side, it reenters the domain from the other side.
For inlet/outlet BC, the method extensively described in [16] (combining
ideas from [95, 96]) has been used. The inlet and outlet boundaries are extended
with a buffer layer of size κh to ensure a full kernel support. At the inlet, the goal
is to inject particles with a prescribed velocity profile. At the outlet, particles
need to leave the domain smoothly while imposing a prescribed pressure profile
(or density since they are connected through Eq. (3.3)).
On one hand, a particle i in the inlet buffer is moving with a prescribed
velocity profile vp and it carries the following values of pressure pin, density ρin
and velocity vin :
pini =
1
Via
∑
a∈Ωf∩Λi
pa
ma
ρa
Wia, (3.24)
ρini =
1
Via
∑
a∈Ωf∩Λi
ρa
ma
ρa
Wia, (3.25)
vini = 2v
p − 1
Via
∑
a∈Ωf∩Λi
va
ma
ρa
Wia. (3.26)
with Via =
∑
a∈Ωf∩Λi
ma
ρa
Wia and Λi the set of neighboring particles of inlet
particle i.
On the other hand, at the outlet, a particle o in the buffer is moved according
to a smoothed convective velocity vconv. For example, if the outlet boundary is
vertical and the flow leaves along the x direction, it reads :
vout,convo =
1
V ′oa
∑
a∈Λo
va
ma
ρa
Woa, (3.27)
with V ′oa =
∑
a∈Λo
ma
ρa
Woa the set of neighboring particles of outlet particle
o. Note that in Eq. (3.27), the summation is over the full kernel support Λo
including fluid and outlet particles and not only over the intersection Ωf ∩ Λo.
Besides, particle o also carries the following values of pressure pout, density ρout
and velocity vout :
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pouto = 2p
p − 1
Voa
∑
a∈Ωf∩Λo
pa
ma
ρa
Woa, (3.28)
ρouto = 2ρ
p − 1
Voa
∑
a∈Ωf∩Λo
ρa
ma
ρa
Woa, (3.29)
vouto,x =
1
Voa
∑
a∈Ωf∩Λo
va,x
ma
ρa
Woa, (3.30)
vouto,y =
−1
Voa
∑
a∈Ωf∩Λo
va,y
ma
ρa
Woa, (3.31)
with Voa =
∑
a∈Ωf∩Λo
ma
ρa
Woa, pp and ρp the prescribed pressure and density.
Concerning the velocity, null cross velocities (here vy) are enforced to ensure
a divergence free velocity field at the outlet. An evaluation of these boundary
conditions on a collection of test cases can be found in [16].
4. Static bubble tests
In this section, the goal is to validate and compare the implementation of
LBM and SPH surface tension models respectively described in Secs. 2.2 and 3.1.
Square-to-droplet case.. The standard square-to-droplet test case is simulated
and when a steady state is reached, the pressure difference between the exterior
and the interior of the bubble is measured and compared to Laplace’s formula
:
∆P =
σ
R
=
σ
√
pi
a
, (4.1)
with ∆P the pressure difference, σ the surface tension coefficient, R the bubble’s
radius and a the lateral dimension of the initial square bubble. Simulations are
performed for three different resolutions : 60 × 60, 100 × 100 and 200 × 200
nodes/particles. Four different combinations of density and viscosity ratios were
tested : (ρheavyρlight ,
µheavy
µlight
) = (1, 1), (5, 2), (1000, 1000) and (1, 100). The surface
tension coefficient is σ = 1.88 N/m for SPH and σ = 0.01 l.u. for LBM (where
l.u. stands for lattice units). The whole domain is 1 m × 1 m and the lateral
size of the initial square droplet is a = 0.33 m. The time is normalized by
tσ =
√
ρa3/σ. Note that, following [55], parameter β in Eq.2.28 is adjusted
when the resolution is increased taking the lowest resolution as a reference i.e.
:
β = β60×60
(
∆x
∆x60×60
)5/8
, (4.2)
with β60×60 = 0.99.
Initially, when the density and viscosity ratios are set to one, one can observe
in Fig. 5 the deformation of an initial square bubble towards a circular bubble
under the influence of the surface tension. The Lagrangian/Eulerian difference
between SPH and LBM is magnified in Fig. 5. We clearly see that, in SPH,
particles of each phase move to form a circular bubble over time whereas in
LBM, nodes are fixed and they switch phase to form the expect circular bubble.
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Besides, when the circular bubble is stabilized, both methods present residual
velocities around the interface as shown in Fig. 6. However, those spurious cur-
rents are much more spread into the domain in SPH compared to LBM where
they are localized around the interface. Note that, in the LBM color gradi-
ent framework, it is possible to significantly reduce the amplitude of spurious
currents by choosing a more isotropic gradient operator [51] but, as it involves
second range neighbors, it is more computationally expensive. it leads to. For
SPH, Hu and Adams’ formulation [42] used in this paper has been reported to
generate stronger spurious currents than other formulations [97].
(a) t/tσ = 0.2 (b) t/tσ = 0.6 (c) t/tσ = 1.5
(d) t/tσ = 0.2 (e) t/tσ = 0.6 (f) t/tσ = 1.5
Figure 5: Evolution of the initial square bubble at selected timesteps. (a,b,c) SPH. (d,e,f)
LBM.
Figure 6: Normalized velocity field |v||vmax| for LBM (left) and SPH (right) at t/tσ = 1.5.
In Fig. 7, the pressure profiles at steady state for the different resolutions and
the different density and viscosity ratios considered are shown along with the
corresponding L2 error plots. First, one can clearly see that LBM is returning
incorrect pressure values at the interface. Indeed, LBM presents non-physical
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pressure peaks at the bubble’s interface that tend to grow with the number of
nodes. In fact, in the LBM color gradient method, the pressure is not well-
defined at the interface. The pressure formula of Eq. (2.13) does not make
sense at the interface where fluids are mixed and there is no mixture pressure
defined in the considered framework. Hence, summing the fluid pressures is
just an analytical construction that depends on the density profiles and the
interface width. Thus, if we look at the LBM L2 error along the whole horizontal
centerline, we do not have mesh convergence since the error is growing at the
interface. However, when we restrict the calculation of the L2 error inside the
bubble (i.e. when 0.4 m < X < 0.6 m), we do obtain a negative slope indicating
mesh convergence.
Next, analyzing the impact of the density and viscosity ratios, for the case
where (ρheavyρlight ,
µheavy
µlight
) = (1, 1) in Figs. 7a and 7b, we get approximately the
same order of convergence for both methods (0.718 and 0.838 for LBM and
SPH respectively) and the same error levels (≤ 1% at the bubble’s center)
even though SPH always has a slightly higher error level. Next, when the
density and viscosity ratios remains moderate (i.e. respectively up to 5 and 2 in
Figs. 7c and 7d), both methods are under 2.5% error compared to the reference
solution. Additionally, we see that LBM offers a better order of convergence
than SPH. In fact, LBM sees its order of convergence increased (from 0.718
to 1.577) compared to the previous case unlike SPH where it decreases (from
0.838 to 0.392). Moreover, LBM is less accurate than SPH for the two lowest
resolutions 60 × 60 and 100 × 100 but performs better for the 200 × 200 case
thanks to its higher order of convergence. Overall, although both methods
are returning satisfactory results for this case, we begin to observe a fall in
performance whether it is for the order of convergence (for SPH) or for the error
levels (for LBM and SPH) because gradients at stake are steeper. Then, for the
high density ratio case where (ρheavyρlight ,
µheavy
µlight
) = (1000, 1000) shown in Figs. 7e
and 7f, we can see that the order of convergence of SPH remains roughly the
same compared to the first case (0.838 vs 0.901). The maximum error level
is ≤ 6% i.e. higher than the first case. This tends to indicate that when the
density ratio increases, SPH is a quite robust and offers a reasonable accuracy
for the same order of convergence. On the other hand, LBM sees its order of
convergence strongly affected by the presence of this density ratio (0.438 vs
0.718) while maintaining approximately the same error level. Finally, we looked
at one last case, shown in Figs. 7g and 7h, where the density ratio is equal to
1 and the viscosity ratio increased up to 100. One can immediately note that,
for both methods, the pressure profiles are heavily impacted at the interface
(oscillations) in particular for the 60 × 60 case. However, when looking at the
pressure jump at the center of the bubble, LBM appears very robust to the
presence of such a strong viscosity ratio. Indeed, we see that the error levels are
of the same order than those of the first case and that the order of convergence
is even higher (0.718 vs 1.604). It shows that refining the lattice strongly helps
to stabilize the pressure field. On the contrary, SPH appears more affected.
The error levels are the highest of all four cases considered and the order of
convergence is inferior to the first case (0.838 vs 0.658). Moreover, the error
does not seem to decrease anymore exponentially with the number of particles
although more simulations would be needed to further check that statement.
To sum up, for limited density ratios and viscosity ratios, both methods are
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able to reproduce the pressure jump predicted by Eq. (4.1) with a good accuracy
and with steep and clean pressure/density profiles. When the the density ratio
increases up to 1000, SPH seems to be more resilient than LBM in the sense that
its order of convergence is not impacted by the presence of such a strong density
ratio. LBM seems less robust in the same situation. On the contrary, when the
viscosity ratio goes up to 100, both methods render perturbed pressure profiles.
However, it is SPH that appears to have more problem to handle a strong
viscosity ratio whereas LBM maintains its performance level.
Contact angle case.. In addition, we compared the ability of the previously de-
scribed implementations of SPH and LBM to prescribe a contact angle between
a wetting phase, a non-wetting phase and a solid phase. Simulations are done
with 100× 100 nodes/particles. The density and viscosity ratios are both equal
to one. The whole domain is 1 m× 1 m and the lateral dimensions of the initial
rectangular droplet is 0.33 m×0.165 m. For SPH, the surface tension coefficient
between the wetting and non-wetting phase is σnw = 1.88 N/m whereas the one
between the wetting and the solid phase is set to σsw = 0 N/m and the one
between the non-wetting and the solid phase σsn is adjusted to prescribed the
desired contact angle θprescribedc using the Young-Laplace equation θc =
σsw−σsn
σnw .
For LBM, we follow the procedure described in Sec. 2.4. The surface tension
coefficient is set to σ = 0.01 l.u.. At steady state, the observed contact angle
θobservedc is measured and reported in Fig. 8. The coefficient of determination
is ≥ 0.99 for both methods confirming that they can accurately reproduce a
prescribed contact angle. Finally, one can observe the normalized velocity field
at steady state for θprescribedc = 150◦. The same comments made before are still
valid, LBM spurious currents are less spread throughout the domain than in
SPH. This is likely due to the Lagrangian nature of SPH where particles have
to rearrange to match the simulated physics.
5. Intermittent two-phase flows in pipes
In the following section, we extend our comparative study to two cases of
intermittent two-phase flows in pipes for different Reynolds numbers. The first
one is periodic and gravity-driven while the second one is generated by a velocity
inlet and a pressure boundary condition respectively at the inlet and outlet of
the pipe.
5.1. Periodic case
In this section, we study the establishment of different periodic two-phase
flow patterns under the influence of gravity g starting from a given bubbly flow.
Following [15], the initial configuration is composed of 27.25% of light phase and
72.75% of heavy phase and is described in Fig. 10. All physical properties and
simulation properties are in Tab. 1. The heavy phase viscosity µl is adjusted
as function of the Reynolds number Re = gH
3
8ν2l
. The initial velocity field V is
V (x, y) = g2νl y(H − y). Viscosity values and dimensionless numbers for each
case are reported in Tabs. 2 and 3. No-slip boundary conditions are applied
to the walls. The simulations is done with 50000 nodes/particles for t = 30 s.
Four different Reynolds numbers were tested : Re = 10, 50, 100 and 500. The
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Figure 7: (a,c,e,g) Pressure profiles at steady state for different resolutions and different den-
sity and viscosity ratios. (b,d,f,h) Log-log L2 error plots as function of resolution (superposed
with linear regressions of slope S).
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Figure 8: Comparison between prescribed and observed contact angles for both SPH and LBM
(density and viscosity ratios are both equal to one).
Figure 9: Normalized velocity field for LBM (left) and SPH (right) for θprescribedc = 150◦.
L = 6H
H L/12
H/2
H/4
L/24
(periodic)
g
Figure 10: Initial configuration sketch. The large bubbles radius is R = 0.2H and the small
bubbles’ radius is R2 = R/3. The pipe height is H = 0.1 m.
Property Light Phase Heavy Phase Units
Density (ρ) 1.0 5.0 kg/m3
Viscosity (µ) µg = µl/2 µl Pa.s
Contact Angle (θc) 0 ◦
Surface Tension (σnw) 5.0968× 10−2 N/m
Gravity (gx) 1.0 m/s2
Space step (∆x) 1.09× 10−3 m
Domain size (Lx × Ly) 0.6× 0.1 m
(a) SPH
Light Phase Heavy Phase Units
1.0 5.0 l.u.
µg = µl/2 µl l.u.
0 ◦
2.11× 10−2 l.u.
5.0× 10−7 l.u.
1.09× 10−3 l.u.
551× 91 l.u.
(b) LBM
Table 1: Simulation parameters.
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Case µg (Pa.s) µl (Pa.s)
1 (Re = 10) 8.84× 10−3 1.77× 10−2
2 (Re = 50) 3.95× 10−3 7.91× 10−3
3 (Re = 100) 2.79× 10−3 5.59× 10−3
4 (Re = 500) 1.25× 10−2 2.50× 10−3
(a) SPH
µg (l.u.) µl (l.u.) τg τl
6.86× 10−2 3.43× 10−1 1.014 0.706
7.67× 10−2 1.53× 10−2 0.730 0.592
5.42× 10−2 1.08× 10−2 0.663 0.565
2.43× 10−2 4.85× 10−2 0.572 0.529
(b) LBM
Table 2: Viscosity values for each case.
Case Re = gL
3
y
8ν2l
La = σρl
µ2l
Bo =
∆ρgL2y
σ
1 10 82 0.7848
2 50 408 0.7848
3 100 816 0.7848
4 500 4077 0.7848
Table 3: Reynolds, Laplace and Bond numbers for each case.
Re = 10
Re = 50
Re = 100
Re = 500
Figure 11: Steady state for different Re. SPH and LBM results are on the left and right
columns respectively.
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phase distributions, pressure fields and velocity fields at final state are shown in
Figs. 11, 13 and 14 respectively.
In Fig. 11, it is possible to see that both methods reproduce the same flow
pattern for all four Re numbers considered. For 10 ≤ Re ≤ 100, we obtain a
bubbly flow composed of three different Taylor bubbles whereas for Re = 500,
we have an annular flow where the heavy phase is in contact with the pipe
and the light phase travels in the middle. For Re = 10, we observe that SPH
present a bubbly flow where one bubble is clearly smaller than the two others.
It is not the case in LBM where all bubbles are identical within each case.
Besides, for this case, we have heavy phase droplets than are captured inside
light phase bubbles. Note that these small bubbles are to be absorbed by the
main flow if the simulation lasted longer because they are moving slower than
their environment. For Re = 50 and Re = 100, we obtain in all cases the
same pattern made of three identical Taylor bubbles. Moreover, as shown in
Fig. 12, the bubbles’ shapes between SPH and LBM for 10 ≤ Re ≤ 100 are very
similar. Finally, as Re grows, the Taylor bubbles are getting slightly shorter
and higher in size. For Re = 500, we again see that LBM offers a perfectly
symmetric annular pattern. On the contrary, the bottom heavy phase layer in
SPH is thicker than the top one. In general, LBM provides more symmetric
results than SPH because of its Eulerian nature.
Re = 10 Re = 50 Re = 100
Figure 12: Superposition of bubbles’ shapes obtained with SPH (blue) and LBM (red) for
different Reynolds numbers.
In Fig. 13, we can see that for Re = 10, the pressure fields is dominated
by the captured droplets of heavy phase inside the bubbles. For Re = 50 and
100, the pressure field reaches a maximum for SPH inside the bubbles whereas
for LBM it is at the interface. Nevertheless, as predicted by Laplace’s law, the
pressure is higher inside the light phase’s bubbles than in the heavy phase bulk.
When looking at the velocity fields in Fig. 14, we see that they are also very
similar. The same patterns surrounding the bubbles can be observed. For the
annular case where Re = 500, it is possible to see that the no-slip condition on
the walls affects the flow more strongly in LBM than in SPH which results in a
flatter velocity profile for the latter.
For Re = 50 and Re = 100, where the SPH and LBM patterns are the
closest, we compared the density, velocity and pressure fields along the centerline
on Figs. 15 and 16. Note that because the bubbles do not have the exact same
position, we have shifted the LBM profiles from a fixed distance to be able to
superpose the profiles. On the density plots of Figs. 15a and 16a, the different
density treatment in both methods clearly appears. In LBM, the density is
smoothed at the interface whereas in SPH, thanks to its Lagrangian nature,
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Re = 10
Re = 50
Re = 100
Re = 500
Figure 13: Normalized pressure fields at steady state for different Re. SPH and LBM results
are on the left and right columns respectively. Pressure is normalized by the maximum pressure
inside the bubbles.
Re = 10
Re = 50
Re = 100
Re = 500
Figure 14: Normalized velocity fields at steady state for different Re. SPH and LBM results
are on the left and right columns respectively.
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there is no interface smoothing in the density field because a given particle
belongs to one phase or not, there is no intermediate state. Concerning the
pressure fields shown in Figs. 15b and 16b, we observe that LBM suffers from
the same overshoots at the interface that were described and explained in Sec. 4.
On the other hand, the SPH pressure field is polluted with noise. Despite these
discrepancies, both profiles are very close. Finally, in Figs. 15c and 16c, we see
the velocity profiles in both methods have the same shape. The bubbles are
moving at a much higher speed than the surrounding fluid (about 30% faster).
At each interface, the velocity reaches a local minimum. The only differences
between both profiles is that in certain areas, the SPH velocity peaks have a
smaller amplitude than in LBM. For example, the bubble velocity is the same
for all three bubbles in LBM for Re = 50 whereas for SPH the last bubble
travels about 10% faster than the other ones. One last comment is that in LBM
at the interface, the velocity field present non-physical oscillations due to the
fluids mixing at the interface. It is not the case in SPH because the pressure
field does not suffer from pressure overshoots and fluids are not mixed at the
interface.
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Figure 15: Case Re = 50. (a) Superposed densities. (b) Superposed normalized pressures. (c)
Superposed normalized velocities.
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Figure 16: Case Re = 100. (a) Superposed densities. (b) Superposed normalized pressures.
(c) Superposed normalized velocities.
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To conclude, we can add that SPH and LBM are both well capable of simu-
lating the transition from a given bubbly flow to a slug flow composed of Taylor
bubbles for Re ≤ 500. To further assess their relative performance, an extended
comparison with other methods or with experimental data would be of great
interest. Note that we have limited our study to Re ≤ 500 because, for higher
velocities and/or smaller viscosities, we lie outside LBM stability region whether
because the low Mach rule is violated or because the relaxation time is too close
from 0.5.
5.2. Open channel case (inlet/outlet)
In this section, we study the ability of both methods to simulate a predicted
intermittent flow regime. We consider an horizontal pipe of diameter D = 1 m
and length L = 10D. The light phase and heavy phase are denoted with a g and
l subscript respectively. The flow enters from the inlet (left) and is assumed to
be stratified with given volume fractions for each phase αg = 0.2 and αl = 0.8.
All the physical properties are summarized in Tab. 4. Using these properties, it
is possible to plot the flow regime map, see Fig. 181, and to pick an area to be
investigated in the intermittent region. In this area, we adjust the viscosity to
choose two cases that correspond to Re = 125 and Re = 312.5. Viscosity values
and dimensionless numbers for each case are reported in Tabs. 5 and 6. Both
cases were simulated in 2D with 25000 nodes/particles. The simulation time was
30 s. At the inlet, each phase is injected with a constant velocity corresponding
to its superficial velocity usg,l = αg,lug,l. At the outlet, a constant pressure
equal to the initial pressure p0 is prescribed. Free slip boundary conditions are
applied on the top and bottom walls (we were not able to generate a slug flow in
LBM with no-slip boundary conditions under the same conditions). The initial
setup is presented in Fig. 17. The phases distributions for each case are shown
in Fig. 19 along with the associated plots showing the volume fraction evolution
over time, the average pressure drop evolution over time, the heavy/light phase
velocity evolution over time respectively in Fig. 20, Fig. 22 and Fig. 23.
L = 10m
D = 1m
ug
ul p0
Light Fluid (αg)
Heavy Fluid (αl)
Figure 17: Initial configuration sketch.
In Fig. 19, one can see snapshots of the phases’ distribution for both methods
at selected timesteps. It is clear that both methods are able to generate a slug
flow as predicted by the flow map of Fig. 18. However, LBM produces a much
more regular intermittent flow pattern with a higher slug frequency than SPH.
This can also be seen in Figs. 20 and 21. For example, for Re = 312.5, the
LBM slug frequency at the outlet is approximately 4.85 Hz whereas for SPH it
is close to 1.52 Hz. The slug frequency seems to remain roughly stable or to
slightly increase (about +1 Hz for LBM and about +0.16 Hz for SPH for the
1In order to plot the map, one has to compute the Lockhart-Martelli [98] parameter which
depends on n, m, Cg and Cl. In this study, we used n = m = 2 and Cg = Cl = 0.042
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Property Light Phase Heavy Phase Units
Density (ρ) 1.0 5.0 kg/m3
Viscosity (µ) µg = µl/2 µl Pa.s
Sound speed (cs) 153.73 68.75 m/s
Surface Tension (σnw) 0.01 N/m
Contact Angle (θc) 90 ◦
Gravity (gz) 5.556 m/s2
Space step (∆x) 0.02 m
Time step (∆t) 6.53× 10−5 s
Domain size (Lx × Ly) 10× 1 m
Inlet velocity (u) 1.0416 6.25 m/s
(a) SPH
Light Phase Heavy Phase Units
1.0 5.0 l.u.
µg = µl/2 µl l.u.
0.5773503 l.u.
7.2× 10−5 l.u.
90 ◦
1.6× 10−5 l.u.
1.0× 10−2 l.u.
2.4× 10−4 l.u.
500× 50 l.u.
1.25× 10−2 7.5× 10−2 l.u.
(b) LBM
Table 4: Simulation parameters.
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Figure 18: Flow regime maps
Case µg (Pa.s) µl (Pa.s)
1 (Re = 125) 1.25× 10−1 2.5× 10−1
2 (Re = 312.5) 5× 10−2 1× 10−1
(a) SPH
µg (l.u.) µl (l.u.) τg τl
7.5× 10−2 1.5× 10−1 0.725 0.59
3.0× 10−2 6.0× 10−2 0.59 0.536
(b) LBM
Table 5: Viscosity values for each case.
Case Re = Lyulνl La =
σρl
µ2l
Bo =
∆ρgL2y
σ
1 125 0.8 2222
2 312.5 5 2222
Table 6: Reynolds, Laplace and Bond numbers for each case.
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(a) SPH - Re = 125 (b) LBM - Re = 125
(c) SPH - Re = 312.5 (d) LBM - Re = 312.5
Figure 19: (a, b) From top to bottom : snapshots at t = 4.7 s, 13.5 s, 25 s. (c, d) From top to
bottom : snapshots at t = 4.2 s, 16.4 s, 25.6 s.
highest peak) when Re changes from 125 to 312.5 although it is less obvious
in SPH periodograms due to the noise and composition of the signal. It is
expected that the slug frequency increases when Re increases but we could not
raise Re higher without making LBM simulations unstable (τ → 0 or Ma →
1). In addition, SPH periodograms are noisier with 3 to 4 major frequency
components unlike LBM where one frequency clearly emerges. It indicates that
SPH volume fraction signals are less regular and are composed of signals with
different frequencies. Moreover, we can observe in both methods that the point
where the first slug appears is in general closer from the pipe entry when Re is
smaller. This is expected since when velocities are smaller at the entry, the first
slug tends to form earlier in the pipe.
In Fig. 22, the raw and average pressure drops evolution over time for all the
different cases studied are shown. One can notice that in all cases, the pressure
drops are ≤ 0 on average (even though strong oscillations are observed). It
means that the average pressure along the pipe’s height is higher at the outlet
than at the inlet. This phenomenon was already seen in [16] and may be due to
several factors : the quality of the boundary conditions, the recirculation areas
at the entry that tend to lower the pressure and the averaging area chosen (i.e.
0.1 m (from the inlet) ×D). Nevertheless, we observed that both methods are
returning the same average pressure drop level around ≈ −0.05p0. SPH plots
present much stronger oscillations than LBM ones (up to 7 times the mean
value for SPH against 3 times the mean value for LBM). This is a known issue
in weakly compressible SPH where the particles spatial distribution is directly
linked to the density/pressure.
In Fig. 23, the evolution over time of the heavy phase and light phase veloc-
ities within the whole pipe are shown for all cases considered. After a transient
period of ≈ 4 s, the light and heavy phase velocities stabilize around a fixed
value when a periodic state is reached. The main difference between SPH and
LBM on this aspect is that the final velocity values are higher in LBM than
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Figure 20: Evolution of the volume fractions at the outlet over time.
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Figure 21: Periodograms of the heavy phase volume fraction time series (in blue in Fig. 20).
The mean has been removed from the signal before performing the Fourier transform to remove
the 0 Hz frequency component.
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(c) SPH - Re = 312.5
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(d) LBM - Re = 312.5
Figure 22: Evolution of the normalized pressure drops over time.
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Figure 23: Evolution of the normalized velocities over time.
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they are in SPH. Overall, the average velocity field in LBM is 5%vin higher
than in SPH. In our opinion, this is due to the wall boundary conditions that
are handled in a very different way in both methods (full bounce back approach
in LBM and interpolation-based approach in SPH) and to the wetting bound-
ary conditions that is also handled differently. Those can strongly affect the
flow, especially in dynamic cases like the ones considered in this section. From
a general point of view, one can add that the oscillations observed in Figs. 22
and 23 are gaining amplitude when Re increases in SPH whereas it is not the
case in LBM for which they tend to reduce.
In a nutshell, as predicted by Taitel and Dukler’s flow map, both methods are
capable to generate a slug flow pattern starting from the exact same simulation
setup. Nevertheless, unlike all previous test cases for which the results were
globally similar, we obtain significantly different flow patterns. Indeed, SPH
produces bigger bubbles and in a more irregular way compared to LBM. We
tend to believe that it is due to boundary conditions. In addition, we could not
extend our study to higher Re number because LBM was not stable anymore.
Although, we tend to think that LBM is entitled to propose the best solution,
in particular because of its superior accuracy, its narrow stability range may be
a serious drawback to simulate two-phase flows in pipes at realistic Re numbers.
One last point that has not been addressed yet is the computational efficiency
of both methods. On that aspect and despite very important progresses made
in the SPH community, LBM remains superior in terms of speed, thanks to its
local lattice-based algorithm that does not require a nearest neighbor search
at every time step. For this paper, we have implemented both methods in
the same framework in Fortran combined with an OpenMP library to handle
multi-threading. For a simulation involving 40000 nodes/particles, LBM was
about 4 times faster than SPH on a laptop equipped with a 2.9 GHz Intel
Core i7 processor with 4 cores and 16 Gb of RAM. This number is given as an
indicative number and should be taken with caution since the codes were not
fully optimized.
6. Conclusions
In this paper, we propose a 2D multiphase comparison of two particle meth-
ods, SPH and LBM, that are very different by nature. Despite these differences,
both methods have been extensively used to model multiphase flows with suc-
cess. We have chosen a multiphase formulation for each method among those
available in the literature : the continuum surface force technique for SPH and
the color gradient method for LBM. Then, we have simulated a collection of
static bubble tests with different density and viscosity ratios with both meth-
ods. Finally, we have prolonged the comparison to more realistic cases, i.e. to
the generation of slug flows in pipes. To this end, we have extended LBM Zou-
He boundary conditions to be able to handle velocity inlet and pressure outlet
conditions in a multiphase context.
From a general point of view, we have confirmed that LBM offers a better
order of convergence and a better accuracy than SPH although it suffers from a
more narrow stability range than SPH. In many situations for which the Mach
number is too high or the viscosity is too low, LBM will be unstable contrary
to SPH which is only controlled by the CFL condition. Note that research on
the extension of LBM to high Mach numbers is very active. In addition, SPH
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tends to generate pressure fields that are noisier than with LBM because of the
Lagrangian behavior of particles whose position is directly linked to pressure
through the density evaluation. This problem has been the subject of many
investigations and several treatments are available. Moreover, LBM is more
computationally efficient than SPH by construction.
On the multiphase aspects, both methods are very capable to simulate a
variety of dynamic incompressible multiphase flow problems with good precision
in the case of moderate density and viscosity ratios. However, we have noted
that, on one hand, SPH appears more robust for high density ratios than LBM
and, on the other hand, SPH has more trouble to handle high viscosity ratios
than LBM. Another difference is that, at the interface, the fluids are mixed
resulting in a diffuse interface whereas with SPH, particles are affected to one
phase or the other without any mixing. More specifically, both methods have
been able to simulate slug flows where expected but, due to boundary conditions,
there might be differences in slug frequency and/or slug sizes.
To conclude, according to the results presented in this paper, our recommen-
dation would be to use LBM when stability is not an issue and SPH otherwise.
In future works, we would like to extend our comparison to other methods,
experimental measurements and commercial software. This would help to char-
acterize more precisely which method is best adapted to a given situation.
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Appendix A. Additional test cases
For all the following additional test cases, no kernel gradient correction or
shifting or interface correction were used.
Appendix A.1. Lid-driven Cavity Flow
The goal of this section is to validate the implementation of SPH and LBM
for the single phase Navier-Stokes case. The test case chosen for this purpose is
the well-known 2D lid-driven cavity flow problem shown in Fig. A.24. This is
a common problem in the fluid mechanics community and numerous reference
solutions performed with different numerical methods are available in the liter-
ature. In this case, we use Ghia et al. solution as a reference [99]. Note that
Ghia’s solution is also numerical.
(0, 0)
(0, 1)
(1, 0)
(1, 1)
x
y
vx,vy = 0
vx,vy = 0
vx = Ulid,vy = 0
vx,vy = 0
Figure A.24: The 2D Lid-driven Cavity Flow problem
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The Reynolds number for this problem is defined as follows Re = UlidLν where
Ulid is the velocity of the imposed at the top boundary, ν is the kinematic
viscosity and L is the characteristic length of the problem. The simulations
were performed for Re = 100, 400, 1000 and 10000 and for 50 × 50 = 2500,
100 × 100 = 10000 and 200 × 200 = 40000 particles or nodes (respectively for
SPH and LBM). The density is set to 1000 kg/m3, the velocity of the lid is
Ulid = 0.1 l.u. for LBM and 1 m/s for SPH, the domain is Lx×Ly = 1 m× 1 m
and the viscosity ν is adjusted to reach the desired Reynolds number.
For LBM, due to stability issues, the MRT collision operator was used. The
standard set of relaxation times S defined in Eq. (2.19). In order to have stable
results for at least one lattice size for every Reynolds number, a specific setup
was used where indicated (referred as LBM∗). The relaxation times are the
following :
S∗ = diag(1.0, 1.0, 1.0, 1.0, 1.0, 1.0, 1.0, ωeff, ωeff) (A.1)
and the lid velocity is increased U∗lid = 0.4l.u..
The velocity boundary condition at the top boundary has been applied using
the procedure described in Sec. 3.5 for SPH and in Sec. 2.5 for LBM. For the
other boundaries, a no-slip boundary conditions has been applied. The simula-
tions are terminated when a steady state is reached (i.e.
√∑
a
|ρn+1a −ρna |
ρna
< 1e−2
or after 60 s of real simulated time).
Appendix A.1.1. Re = 100
50 × 50 - Velocity (left) - Streamlines (right)
100 × 100 - Velocity (left) - Streamlines (right)
200 × 200 - Velocity (left) - Streamlines (right)
Figure A.25: SPH results for Re = 100
50 × 50 - Velocity (left) - Streamlines (right)
100 × 100 - Velocity (left) - Streamlines (right)
200 × 200 - Velocity (left) - Streamlines (right)
Figure A.26: LBM results for Re = 100
When Re = 100, the MRT operator for LBM with the standard relaxation
times S is able to simulate the test case for all grid resolutions that were con-
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sidered. As shown in Fig. A.29, both LBM and SPH are able to reproduce the
velocity field more and more accurately as the lattice/particles resolution is in-
creased. However, LBM always present a higher order of convergence (≈ 2 times
faster). Moreover, LBM is the method that offers the best accuracy compared
with Ghia et al.’s solution with an L2 discrepancy of ≤ 0.025 for the 200× 200
lattice resolution. On the other hand, the SPH method shows a higher L2
discrepancy (at the boundaries in particular) with a maximum discrepancy of
. 0.06 for the 200× 200 particles resolution.
Concerning the spatial distribution of the flow shown in Figs. A.26 and A.25,
LBM shows the appearance of two vortexes at the two bottom corners of the
domain which is in accordance with the theory. On the contrary, SPH is not
able to reproduce those two vertexes but instead has flow perturbations in the
concerned areas.
In fact the two expected vertexes at the corners are appearing during the
SPH simulations but they are highly unstable. They keep forming (together
or independently) and vanishing as the simulation progresses. It indicates that
SPH captures an instability in the correct areas but fails to reach a steady state
thus the formation of spurious perturbations. Those vertexes being of small
intensity, their formation is probably affected by the boundary conditions.
50 × 50 - t = 2.48s 100 × 100 - t =
46.66s
200 × 200 - t =
54.31s
Figure A.27: SPH streamlines for Re = 100 at selected timesteps
In Fig. A.27, one can note that the two expected vertexes at the corners
are in fact appearing during the SPH simulations but they are highly unstable.
They keep forming (together or independently) and vanishing as the simulation
progresses. It indicates that SPH captures an instability in the correct areas
but fails to reach a steady state thus the formation of spurious perturbations.
Those vertexes being of small intensity, their formation is probably affected by
the boundary conditions.
LBM - 200 × 200 SPH - 200 × 200
Figure A.28: Density fields for Re = 100
The density fields of the two methods for Re = 100 in Fig. A.28 show that
LBM has a smoother density field compared with SPH. As expected, due to the
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choice to use the weakly compressible approach, SPH presents a noisy density
field. It is expected that an incompressible approach (ISPH) with a Poisson
solver would improve the quality of the density (and thus pressure) field. These
observations are valid for all four Reynolds numbers studied in this section.
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Figure A.29: Re = 100
Appendix A.1.2. Re = 400
ForRe = 400, the MRT operator for LBM with the standard relaxation times
S is able to simulate the test case for all grid resolutions that were considered.
The superiority of LBM in terms of accuracy is magnified in that case.
The LBM method shows more accurate results that SPH for all resolutions
considered as shown in Fig. A.33. The maximum discrepancy is always located
at the domain’s boundaries. As an example, for the 200× 200 resolution, both
LBM and SPH have a maximum difference with Ghia’s reference ≥ 8% at the
right boundary whereas it is ≤ 2% and ≤ 5% inside the domain for LBM and
SPH respectively.
Once again, LBM shows a better global accuracy for the same resolution and
a higher order of convergence than SPH as shown in Fig. A.33. In particular,
for the 200× 200 resolution, the LBM L2 discrepancy on Vx along the vertical
centerline is more than 3 times lower than the SPH one. For Vy along the
horizontal centerline, both methods have a comparable discrepancy.
The streamlines plots of Figs. A.31 and A.30 are showing that LBM correctly
reproduces the existence of two vertexes at the bottom corners of the domain.
For the 50 × 50 case, a spurious vertex appears at the top left corner of the
domain and is likely due to the combination of boundary conditions (bounceback
+ Zou-He) at this location as it is smoothed out when the resolution increases.
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50 × 50 - Velocity (left) - Streamlines (right)
100 × 100 - Velocity (left) - Streamlines (right)
200 × 200 - Velocity (left) - Streamlines (right)
Figure A.30: SPH results for Re = 400
50 × 50 - Velocity (left) - Streamlines (right)
100 × 100 - Velocity (left) - Streamlines (right)
200 × 200 - Velocity (left) - Streamlines (right)
Figure A.31: LBM results for Re = 400
On the other hand, the SPH results are not able to simulate an established
vertex pattern at the bottom corners. In the bottom right corner where the
vertex is the strongest, for the 50× 50 and 200× 200 cases, a vertex appears to
be growing but is either not at the correct location or not with the correct am-
plitude. In fact, when looking at earlier streamlines plots as shown in Fig. A.32,
one can see that SPH does generate vortexes in the correct areas at selected
instants during the simulation but they fail to stabilize and are continuously
appearing and disappearing.
50 × 50 - t = 31.6s 100 × 100 - t =
58.17s
200×200 - t = 52.6s
Figure A.32: SPH streamlines for Re = 400 at selected timesteps
Appendix A.1.3. Re = 1000
For Re = 1000, the MRT operator with the standard relaxation times S fails
to give stable results for the 50 × 50 resolution. However, when using another
set of relaxation times S∗, one can obtain a stable solution. The impact of
empirically adjusting the relaxation times to "make it work" remains to be
investigated.
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Figure A.33: Re = 400
50 × 50 - Velocity (left) - Streamlines (right)
100 × 100 - Velocity (left) - Streamlines (right)
200 × 200 - Velocity (left) - Streamlines (right)
Figure A.34: SPH results for Re = 1000
50 × 50 - Velocity (left) - Streamlines (right)
100 × 100 - Velocity (left) - Streamlines (right)
200 × 200 - Velocity (left) - Streamlines (right)
Figure A.35: LBM results for Re = 1000
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As in the previous cases, one can observe in Fig. A.38 that LBM exhibits a
better accuracy than SPH for almost all resolutions. For the highest resolution,
LBM has a maximum L2 discrepancy of ≈ 0.07. For the same resolution, SPH
gives a L2 discrepancy of ≈ 0.16. Besides, the LBM order of convergence is still
up to 2− 3 times higher than the SPH one.
For this Reynolds number, it can be seen in Figs. A.35 and A.34 that SPH
is capable of generating a vertex pattern at the bottom right corner for the
two highest resolutions but it is unstable for the smallest resolution. Moderate
deviations of the flow indicating a potential growing vortex can be seen at the
bottom left corner. When looking at the streamlines of the SPH simulations,
we observe that all three resolutions are generating vertexes in the correct spots
at selected instants but only the 200× 200 case manage to stabilize one at the
bottom right corner.
As previously said for the smaller Reynolds numbers, LBM is again showing
the appearance of the two vertexes at the correct locations. An instability is
growing at the top left corner but disappears at the highest resolution.
50 × 50 - t =
52.83s
100 × 100 - t =
50.50s
200 × 200 - t =
52.60s
Figure A.36: SPH streamlines for Re = 1000 at selected timesteps
For this Reynolds number, it can be seen in Figs. A.35 and A.34 that SPH
is capable of generating a vertex pattern at the bottom right corner for the
two highest resolutions but it is unstable for the smallest resolution. Moderate
deviations of the flow indicating a potential growing vortex can be seen at the
bottom left corner. When computing the streamlines for selected timesteps of
the SPH simulations as shown in Fig. A.37, it is seen that all three resolutions
are generating vertexes in the correct spots but only the 200× 200 case manage
to stabilize one at the bottom right corner.
As previously said for the smaller Reynolds numbers, LBM is again showing
the appearance of the two vertexes at the correct locations. An instability is
growing at the top left corner but disappears at the highest resolution.
50 × 50 - t =
52.83s
100 × 100 - t =
50.50s
200 × 200 - t =
52.60s
Figure A.37: SPH streamlines for Re = 1000 at selected timesteps
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Figure A.38: Re = 1000
Appendix A.1.4. Re = 10000
For Re = 10000, the MRT operator despite its superior stability properties
compared to BGK is unable to give stable results for none of the considered
lattice resolutions. Even using the set of relaxation times S∗, only the highest
lattice resolution 200× 200 prevents the simulation to blow up. In fact, Zou-he
boundary conditions are known to be unstable at high Re and this is likely to be
one the reasons the LBM simulations fail for the lowest resolutions considered. It
is possible to enhance the stability of the velocity boundary conditions, see [100]
for example.
For high Reynolds numbers, the flow is typically considered turbulent. Since
no LBM nor SPH models considered in this study include the effect of turbu-
lence, results are to be taken with caution. In consequence, both methods are
showing larger errors than in the previous cases where Re was much smaller.
Nevertheless, the pattern is the same. As observed in Fig. A.43, LBM always
offers a much better accuracy than SPH for the 200× 200 resolution.
In Fig. A.40, the LBM results are showing a high number of vertexes at the
bottom right corner (5 vertexes), the bottom left corner (3 vertexes) and the top
left corner (2 vertexes). This is not agreeing with the theory where only 1 vertex
is reported at the top left and bottom left corners and 2 vertexes at bottom right
corner. These spurious vertexes could be due to the use of the MRT operator
with relaxation times tuned based on a trial-and-error approach. The number
of vortexes is variable during the simulation as shown in Fig. A.42 where the
number of vortexes is correct. Extra vortexes keep appearing and disappearing
throughout the simulation. No steady state is reached by the LBM in this case.
The SPH streamlines plots of Fig. A.39 are not showing any vertex pattern
50
50 × 50 - Velocity (left) - Streamlines (right)
100 × 100 - Velocity (left) - Streamlines (right)
200 × 200 - Velocity (left) - Streamlines (right)
Figure A.39: SPH results for Re = 10000
200 × 200 - Velocity (left) - Streamlines (right)
Figure A.40: LBM results for Re = 10000
until the highest resolution is reached. For this 200 × 200 case, one can note
the appearance of a vertex at the top left corner, a small growing vertex at the
bottom left corner and a growing vertex next to two very small vertexes at the
bottom right corner. Those vertexes are stable through the simulation unlike
the one at the bottom left corner as suggested by Figs. A.41. Those figures also
show that at a smaller resolution, none of the expected vertexes are stable.
Appendix A.2. Rayleigh-Taylor Instability
The Rayleigh-Taylor instability is a well-known two-phase problem in which
a heavy fluid is placed on top of a light fluid with a given interface shape and
submitted to gravity. Several previous works have reproduced this case with
SPH or LBM, for example [85, 90, 101, 58]. The test case and its parameters
are borrowed from [85]. The computational domain is twice as high as long,
H × L with H = 2L and populated with 40000 nodes/particles. The density
ratio is 1.8 while the viscosity ratio is 1. Gravity is set g = 9.81 m/s−2 for
SPH and g = 1 × 10−4 l.u. and oriented downwards. Therefore, the viscosity
ν is adjusted to match the desired Reynolds number Re =
√
(H/2)3g
ν = 420.
No surface tension is used. No slip boundary conditions are applied to the
walls. The interface is initialized as follows : y = 1 − sin(2pix). Time t is
non-dimensionalized by tg = 1/
√
g/H. The distribution of the two phases is
shown at selected timesteps in Fig. A.44, superposed with results from [85].
Both methods are able to simulate the instability patterns as expected. Some
differences are observable when t/tg ≥ 3 in particular when the interface is
strongly distorted. LBM grows instabilities slightly faster than SPH and is closer
to the behavior of the superposed Level-Set interface. On the other hand, our
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50 × 50 - t =
59.5s
100 × 100 - t =
46.56s
200 × 200 - t =
51.05s
Figure A.41: SPH streamlines for Re =
10000 at selected timesteps
200× 200
Figure A.42: LBM streamlines for Re =
10000 at selected timestep
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Figure A.43: Re = 10000
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SPH results are naturally closer to the other SPH interface extracted from [85].
SPH appears to be more able than LBM (at the same resolution) to capture finer
structures such the ones at t/tg = 5 located on both ends of the mushroom-like
shapes, but at an higher computational cost.
(a) SPH (b) LBM
Figure A.44: Phase distribution of Rayleigh-Taylor instability at selected timesteps : t/tg = 1,
3 and 5. Superposed with SPH interface (in black) and with Level-Set interface (in red) both
extracted from [85].
Appendix B. Transformation matrices
M=

+1 +1 +1 +1 +1 +1 +1 +1 +1
−4 −1 −1 −1 −1 +2 +2 +2 +2
+4 −2 −2 −2 −2 +1 +1 +1 +1
+0 +1 +0 −1 +0 +1 −1 −1 +1
+0 −2 +0 +2 +0 +1 −1 −1 +1
+0 +0 +1 +0 −1 +1 +1 −1 −1
+0 +0 −2 +0 +2 +1 +1 −1 −1
+0 +1 −1 +1 −1 +0 +0 +0 +0
+0 +0 +0 +0 +0 +1 −1 +1 −1

, M−1= 136

+4 −4 +4 +0 +0 +0 +0 +0 +0
+4 −1 −2 +6 −6 +0 +0 +9 +0
+4 −1 −2 +0 +0 +6 −6 −9 +0
+4 −1 −2 −6 +6 +0 +0 +9 +0
+4 −1 −2 +0 +0 −6 +6 −9 +0
+4 +2 +1 +6 +3 +6 +3 +0 +9
+4 +2 +1 −6 −3 +6 +3 +0 −9
+4 +2 +1 −6 −3 −6 −3 +0 +9
+4 +2 +1 +6 +3 −6 −3 +0 −9

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