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We study estimation of multivariate densities p of the form p(x) =
h(g(x)) for x ∈ Rd and for a fixed monotone function h and an un-
known convex function g. The canonical example is h(y) = e−y for
y ∈R; in this case, the resulting class of densities
P(e−y) = {p= exp(−g) :g is convex}
is well known as the class of log-concave densities. Other functions h
allow for classes of densities with heavier tails than the log-concave
class.
We first investigate when the maximum likelihood estimator pˆ
exists for the class P(h) for various choices of monotone transfor-
mations h, including decreasing and increasing functions h. The re-
sulting models for increasing transformations h extend the classes of
log-convex densities studied previously in the econometrics literature,
corresponding to h(y) = exp(y).
We then establish consistency of the maximum likelihood esti-
mator for fairly general functions h, including the log-concave class
P(e−y) and many others. In a final section, we provide asymptotic
minimax lower bounds for the estimation of p and its vector of deriva-
tives at a fixed point x0 under natural smoothness hypotheses on h
and g. The proofs rely heavily on results from convex analysis.
1. Introduction and background.
1.1. Log-concave and r-concave densities. A probability density p on Rd
is called log-concave if it can be written as
p(x) = exp(−g(x))
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for some convex function g :Rd→ (−∞,∞]. We let P(e−y) denote the class
of all log-concave densities on Rd. As shown by Ibragimov (1956), a den-
sity function p on R is log-concave if and only if its convolution with any
unimodal density is again unimodal.
Log-concave densities have proven to be useful in a wide range of sta-
tistical problems; see Walther (2010) for a survey of recent developments
and statistical applications of log-concave densities on R and Rd, and see
Cule, Samworth and Stewart (2010) for several interesting applications of
estimators of such densities in Rd.
Because the class of multivariate log-concave densities contains the class of
multivariate normal densities and is preserved under a number of important
operations (such as convolution and marginalization), it serves as a valuable
nonparametric surrogate or replacement for the class of normal densities.
Further study of the class of log-concave densities from this perspective has
been undertaken by Schuhmacher, Hu¨sler and Duembgen (2009).
Log-concave densities have the slight drawback that the tails must be
decreasing exponentially, so a number of authors, including Koenker and
Mizera (2010), have proposed using generalizations of the log-concave family
involving r-concave densities, defined as follows. For a, b ∈ R, r ∈ R and
λ ∈ (0,1), define the generalized mean of order r, Mr(a, b;λ), for a, b≥ 0, by
Mr(a, b;λ) =


((1− λ)ar + λbr)1/r, r 6= 0, a, b > 0,
0, r < 0, ab= 0,
a1−λbλ, r= 0.
A density function p is then r-concave on C ⊂Rd if and only
p((1− λ)x+ λy)≥Mr(p(x), p(y);λ) for all x, y ∈C,λ ∈ (0,1).
We denote the class of all r-concave densities on C ⊂ Rd by P̂(y1/r+ ;C)
and write P̂(y1/r+ ) when C =Rd. As noted by Dharmadhikari and Joag-Dev
[(1988), page 86], for r ≤ 0, it suffices to consider P̂(y1/r+ ), and it is almost im-
mediate from the definitions that p ∈ P̂(y1/r+ ) if and only if p(x) = (g(x))1/r
for some convex function g from Rd to [0,∞). For r > 0, p ∈ P̂(y1/r+ ;C) if
and only if p(x) = (g(x))1/r , where g mapping C into (0,∞) is concave.
These results motivate definitions of the classes P(y−s+ ) = {p(x) = g(x)−s :g
is convex} for s ≥ 0 and, more generally, for a fixed monotone function h
from R to R,
P(h)≡ {h ◦ g :g convex}.
Such generalizations of log-concave densities and log-concave measures based
on means of order r have been introduced by a series of authors, some-
times with differing terminology, apparently starting with Avriel (1972), and
continuing with Borell (1975), Brascamp and Lieb (1976), Pre´kopa (1973),
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Rinott (1976) and Uhrin (1984). A nice summary of these connections is
given by Dharmadhikari and Joag-Dev (1988). These authors also present
results concerning the preservation of r-concavity under a variety of opera-
tions, including products, convolutions and marginalization.
Despite the longstanding and current rapid development of the properties
of such classes of densities on the probability side, very little has been done
from the standpoint of nonparametric estimation, especially when d≥ 2.
Nonparametric estimation of a log-concave density on Rd was initiated by
Cule, Samworth and Stewart (2010). These authors developed an algorithm
for computing their estimators and explored several interesting applications.
Koenker and Mizera (2010) developed a family of penalized criterion func-
tions related to the Re´nyi divergence measures and explored duality in the
optimization problems. They did not succeed in establishing consistency of
their estimators, but did investigate Fisher consistency. Recently, Cule and
Samworth (2010) have established consistency of the (nonparametric) max-
imum likelihood estimator of a log-concave density on Rd, even in a setting
of model misspecification: when the true density is not log-concave, the es-
timator converges to the closest log-concave density to the true density, in
the sense of Kullback–Leibler divergence.
In this paper, our goal is to investigate maximum likelihood estimation
in the classes P(h) corresponding to a fixed monotone (decreasing or in-
creasing) function h. In particular, for decreasing functions h, we handle all
of the r-concave classes P(y1/r+ ) with r = −1/s and r ≤ −1/d (or s ≥ d).
On the increasing side, we treat, in particular, the cases h(y) = y1[0,∞)(y)
and h(y) = ey with C =Rd+. The first of these corresponds to an interesting
class of models which can be thought of as multivariate generalizations of
the class of decreasing and convex densities on R+ treated by Groeneboom,
Jongbloed and Wellner (2001), while the second, h(y) = ey , corresponds to
multivariate versions of the log-convex families studied by An (1998). Note
that our increasing classes P(y1/r+ ,Rd+) with r > 0 are quite different from
the r-concave classes defined above and appear to be completely new, cor-
responding instead to r-convex densities on Rd+.
Here is an outline of the rest of the paper. All of our main results are pre-
sented in Section 2. Section 2.1 gives definitions and basic properties of the
transformations involved. Section 2.2 establishes existence of the maximum
likelihood estimators for both increasing and decreasing transformations h
under suitable conditions on the function h. In Section 2.3, we give state-
ments concerning consistency of the estimators, both in the Hellinger metric
and in uniform metrics under natural conditions. In Section 2.4, we present
asymptotic minimax lower bounds for estimation in these classes under nat-
ural curvature hypotheses. We conclude the section with a brief discussion of
conjectures concerning attainability of the minimax rates by the maximum
likelihood estimators. All of the proofs are given in Section 3.
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Supplementary material and some proofs omitted here are available in
Seregin and Wellner (2010). There, we also summarize a number of defini-
tions and key results from convex analysis in an Appendix, Section A. We
use standard notation from convex analysis; see “Notation” for a (partial)
list.
1.2. Convex-transformed density estimation. Now, let X1, . . . ,Xn be n
independent random variables distributed according to a probability density
p0 = h(g0(x)) on R
d, where h is a fixed monotone (increasing or decreasing)
function and g0 is an (unknown) convex function. The probability measure
on the Borel sets Bd corresponding to p0 is denoted by P0.
The maximum likelihood estimator (MLE) of a log-concave density on
R was introduced in Rufibach (2006) and Du¨mbgen and Rufibach (2009).
Algorithmic aspects were treated in Rufibach (2007) and, in a more general
framework, in Du¨mbgen, Hu¨sler and Rufibach (2007), while consistency with
respect to the Hellinger metric was established by Pal, Woodroofe and Meyer
(2007) and rates of convergence of fˆn and F̂n were established by Du¨mbgen
and Rufibach (2009). Asymptotic distribution theory for the MLE of a log-
concave density on R was established by Balabdaoui, Rufibach and Wellner
(2009).
If C denotes the class of all closed proper convex functions g :Rd→ (−∞,∞],
the estimator gˆn of g0 is the maximizer of the functional
Lng ≡
∫
(logh) ◦ g dPn
over the class G(h)⊂ C of all convex functions g such that h ◦ g is a density
and where Pn is the empirical measure of the observations. The maximum
likelihood estimator of the convex-transformed density p0 is then pˆn := h(gˆn)
when it exists and is unique. We investigate conditions for existence and
uniqueness in Section 2.
2. Main results.
2.1. Definitions and basic properties. To construct the classes of convex-
transformed densities of interest here, we first need to define two classes
of monotone transformations. An increasing transformation h is a nonde-
creasing function R→R+ such that h(−∞) = 0 and h(+∞) = +∞. We de-
fine the limit points y0 < y∞ of the increasing transformation h as follows:
y0 = inf{y :h(y)> 0}, y∞ = sup{y :h(y)<+∞}. We make the following as-
sumptions about the asymptotic behavior of the increasing transformation:
(I.1) the function h(y) is o(|y|−α) for some α > d as y→−∞;
(I.2) if y∞ <+∞, then h(y)≍ (y∞ − y)−β for some β > d as y ↑ y∞;
(I.3) the function h is continuously differentiable on the interval (y0, y∞).
Note that the assumption (I.1) is satisfied if y0 >−∞.
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Definition 2.1. For an increasing transformation h, an increasing class
of convex-transformed densities or simply an increasing model P(h) on Rd+
is the family of all bounded densities which have the form h ◦ g ≡ h(g(·)),
where g is a closed proper convex function with domg =Rd+.
Remark 2.2. Consider a density h ◦ g from an increasing model P(h).
Since h ◦ g is bounded, we have g < y∞. The function g˜ = max(g, y0) is
convex and h ◦ g˜ = h ◦ g. Thus, we can assume that g ≥ y0.
A decreasing transformation h is a nonincreasing function R→ R+ such
that h(−∞) = +∞ and h(+∞) = 0. We define the limit points y0 > y∞
of the decreasing transformation h as follows: y0 = sup{y :h(y) > 0}, y∞ =
inf{y :h(y) <+∞}. We make the following assumptions about the asymp-
totic behavior of the decreasing transformation:
(D.1) the function h(y) is o(y−α) for some α > d as y→+∞;
(D.2) if y∞ >−∞, then h(y)≍ (y − y∞)−β for some β > d as y ↓ y∞;
(D.3) if y∞ =−∞, then h(y)γh(−Cy) = o(1) for some γ,C > 0 as y→−∞;
(D.4) the function h is continuously differentiable on the interval (y∞, y0).
Note that the assumption (D.1) is satisfied if y0 < +∞. We now define
the decreasing class of densities P(h).
Definition 2.3. For a decreasing transformation h, a decreasing class
of convex-transformed densities or simply a decreasing model P(h) on Rd is
the family of all bounded densities which have the form h ◦ g, where g is a
closed proper convex function with dim(dom g) = d.
Remark 2.4. Consider a density h ◦ g from a decreasing model P(h).
Since h ◦ g is bounded, we have g > y∞. For the sublevel set C = levy0 g, the
function g˜ = g+ δ(·|C) is convex and h◦ g˜ = h◦g. Thus, we can assume that
levy0 g = domg.
For a monotone transformation h, we denote by G(h) the class of all closed
proper convex functions g such that h◦ g belongs to a monotone class P(h).
The following lemma allows us to compare models defined by increasing or
decreasing transformations h.
Lemma 2.5. Consider two decreasing (or increasing) models P(h1) and
P(h2). If h1 = h2 ◦ f for some convex function f , then P(h1)⊆P(h2).
Proof. The argument below is for a decreasing model. For an increasing
model, the proof is similar. If f(x)> f(y) for some x < y, then f is decreasing
on (−∞, x), f(−∞) =+∞ and therefore h2 is constant on (f(x),+∞), and
we can redefine f(y) = f(x) for all y < x. Thus, we can always assume that
f is nondecreasing.
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For any convex function g, the function f ◦ g is also convex. Therefore, if
p= h1 ◦ g ∈P(h1), then p= h2 ◦ f ◦ g ∈ P(h2). 
In this section, we discuss several examples of monotone models. The first
two families are based on increasing transformations h.
Example 2.6 (Log-convex densities). This increasing model is defined
by h(y) = ey . Limit points are y0 =−∞ and y∞ =∞. Assumption (I.1) holds
for any α > d. These classes of densities were considered by An (1998),
who established several useful preservation properties. In particular, log-
convexity is preserved under mixtures [An (1998), Proposition 3] and under
marginalization [An (1998), Remark 8, page 361].
Example 2.7 (r-convex densities). This family of increasing models is
defined by the transforms h(y) = max(y,0)s = ys+ with s > 0. Limit points
are y0 = 0 and y∞ =+∞. Assumption (I.1) holds for any α > d. As noted
in Section 1, the model P(y1/r+ ,Rd+) corresponds to the class of r-convex
densities, with r =∞ corresponding to the log-convex densities of the pre-
vious example. For r <∞, these classes appear not to have been previously
discussed or considered, except in special cases: the case r = 1 and d = 1
corresponds to the class of decreasing convex densities on R+ considered
by Groeneboom, Jongbloed and Wellner (2001). It follows from Lemma 2.5
that
P(ey ,Rd+)⊂P(ys2+ ,Rd+)⊂P(ys1+ ,Rd+) for 0< s1 < s2 <∞.(2.1)
We now consider some models based on decreasing transformations h.
Example 2.8 (Log-concave densities). This decreasing model is defined
by the transform h(y) = e−y . Limit points are y0 = +∞ and y∞ = −∞.
Assumption (D.1) holds for any α > d. Assumption (D.3) holds for any
γ > C > 0.
Many parametric models are subsets of this model: in particular, uniform,
Gaussian, gamma, beta, Gumbel, Fre´chet and logistic densities are all log-
concave.
Example 2.9 (r-concave densities and power-convex densities). This
family of decreasing models is defined by the transforms h(y) = y−s+ for
s > d. Limit points are y0 = +∞ and y∞ = 0. Assumption (D.1) holds for
any α ∈ (d, s). Assumption (D.2) holds for β = s. As noted in Section 1,
the model P(y1/r+ ) = P(y−s+ ) (with r =−1/s < 0) corresponds to the class of
r-concave densities. From Lemma 2.5, we have the following inclusion:
P(e−y)⊂P(y−s2+ )⊂P(y−s1+ ) for s1 < s2.(2.2)
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The models defined by power transformations include some parametric
models with heavier-than-exponential tails. Several examples, including the
multivariate generalizations of Pareto, Student-t, and F -distributions are
discussed in Borell (1975)—none of these families are log-concave; see John-
son and Kotz (1972) and Seregin and Wellner (2010) for explicit computa-
tions.
Borell (1975) developed a framework which unifies log-concave and power-
convex densities and gives an interesting characterization for these classes.
Here, we briefly state the main result.
Definition 2.10. Let C ⊆Rd be an open convex set and let s ∈R. We
then defineMs(C) as the family of all positive Radon measures µ on C such
that
µ∗(θA+ (1− θ)B)≥ [θµ∗(A)s + (1− θ)µ∗(B)s]1/s(2.3)
holds for all ∅ 6=A,B ⊆C and all θ ∈ (0,1). We defineM◦s(C) as a subfamily
of Ms(C) which consists of probability measures such that the affine hull
of its support has dimension d. Here, µ∗ is the inner measure corresponding
to µ and the cases s= 0,∞ are defined by continuity.
One of the main results of Borell (1975), Pre´kopa (1973) and Rinott (1976)
is as follows.
Theorem 2.11 (Borell, Prekopa, Rinott). For s < 0, the familyM◦s(Rd)
coincides with the power-convex family P(y−d+1/s+ ). For s = 0, the family
M◦0(Rd) coincides with the log-concave family P(e−y). This continues to
hold if (2.3) holds with θ = 1/2 for all compact (or open, or semi-open)
blocks A,B ⊆Ω (i.e., rectangles with sides parallel to the coordinate axes).
Theorem 2.11 provides a special case of what has come to be known as
the Borell–Brascamp–Lieb inequality; see, for example, Dharmadhikari and
Joag-Dev (1988) and Brascamp and Lieb (1976). The current terminology
is apparently due to Cordero-Erausquin, McCann and Schmuckenschla¨ger
(2001).
2.2. Existence of the maximum likelihood estimators. Now, suppose that
X1, . . . ,Xn are i.i.d. with density p0(x) = h(g0(x)) for a fixed monotone
transformation h and a convex function g0. As before, Pn = n
−1
∑n
i=1 δXi is
the empirical measure of the Xi’s and P0 is the probability measure corre-
sponding to p0. Then, Lng = Pn logh ◦ g is the log-likelihood function (di-
vided by n) and
pˆn ≡ argmax{Lng :h ◦ g ∈ P(h)}
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is the maximum likelihood estimator of p over the class P(h), assuming it
exists and is unique. We also write gˆn for the MLE of g. We first state our
main results concerning existence and uniqueness of the MLEs for the classes
P(h).
Theorem 2.12. Suppose that h is an increasing transformation satis-
fying assumptions (I.1)–(I.3). The MLE pˆn then exists almost surely for the
model P(h).
Theorem 2.13. Suppose that h is a decreasing transformation satisfy-
ing assumptions (D.1)–(D.4). The MLE pˆn then exists almost surely for the
model P(h) if
n≥ nd ≡ d+ dγ1{−∞}(y∞) +
βd2
α(β − d)1{y∞ >−∞}.
Uniqueness of the MLE is known for the log-concave model P(e−y); see,
for example, Du¨mbgen and Rufibach (2009) for d= 1 and Cule, Samworth
and Stewart (2010) for d≥ 1. For a brief further comment, see Section 2.5.
2.3. Consistency of the maximum likelihood estimators. Once existence
of the MLEs is ensured, our attention shifts to other properties of the es-
timators: our main concern in this subsection is consistency. While, for a
decreasing model, it is possible to prove consistency without any restric-
tions, for an increasing model, we need the following assumptions about the
true density h ◦ g0:
(I.4) the function g0 is bounded by some constant C < y∞;
(I.5) if d > 1, then we have, with V (x)≡∏dj=1 xj for x ∈Rd+,
Cg ≡
∫
R
d
+
log
(
1
V (x)∧ 1
)
dP0(x)<∞.
Remark 2.14. Note that for d = 1, the assumption (I.5) follows from
assumption (I.4) and integrability of log(1/x) at zero. This assumption is
also true if P has finite marginal densities.
(I.6) We have
∫
R
d
+
(h|logh|) ◦ g0(x)dx <∞.
Let H(p, q) denote the Hellinger distance between two probability mea-
sures with densities p and q with respect to Lebesgue measure on Rd:
H2(p, q)≡ 1
2
∫
Rd
(
√
p(x)−√q(x))2 dx= 1−
∫
Rd
√
p(x)q(x)dx.(2.4)
Our main results about increasing models are as follows.
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Theorem 2.15 (S.2.2). For an increasing model P(h), where h satis-
fies assumptions (I.1)–(I.3) and for the true density h ◦ g0 which satisfies
assumptions (I.4)–(I.6), the sequence of MLEs {pˆn = h ◦ gˆn} is Hellinger
consistent: H(pˆn, p0) =H(h ◦ gˆn, h ◦ g0)→a.s. 0.
Theorem 2.16. For an increasing model P(h), where h satisfies as-
sumptions (I.1)–(I.3), and for the true density h◦g0 which satisfies assump-
tions (I.4)–(I.6), the sequence of MLEs gˆn is pointwise consistent. That is,
gˆn(x)→a.s. g0(x) for x ∈ ri(Rd+) and convergence is uniform on compacta.
The results about decreasing models can be formulated in a similar way.
Theorem 2.17. For a decreasing model P(h), where h satisfies assump-
tions (D.1)–(D.4), the sequence of MLEs {pˆn = h ◦ gˆn} is Hellinger consis-
tent:
H(pˆn, p0) =H(h ◦ gˆn, h ◦ g0)→a.s. 0.
Theorem 2.18. For a decreasing model P(h) with h satisfying assump-
tions (D.1)–(D.4), the sequence of MLEs gˆn is pointwise consistent in the fol-
lowing sense. Define g∗0 = g0+δ(·|ri(dom g0)). Then, g∗0 = g0 a.e., gˆn→a.s. g∗0
and the convergence is uniform on compacta. Moreover, if domg0 =R
d, then
‖h ◦ gˆn − h ◦ g0‖∞→a.s. 0.
2.4. Local asymptotic minimax lower bounds. In this section, we estab-
lish local asymptotic minimax lower bounds for any estimator of several
functionals of interest on the family P(h) of convex-transformed densities.
We start with several general results following Jongbloed (2000) and then
apply them to estimation at a fixed point and to mode estimation.
First, we define minimax risk as in Donoho and Liu (1991).
Definition 2.19. Let P be a class of densities on Rd with respect to
Lebesgue measure and let T be a functional T :P → R. For an increasing
convex loss function l on R+, we define the minimax risk as
Rl(n;T,P) = inf
tn
sup
p∈P
Ep×nl(|tn(X1, . . . ,Xn)− Tp|),(2.5)
where tn ranges over all possible estimators of Tp based on X1, . . . ,Xn.
The main result (Theorem 1) in Jongbloed (2000) can be formulated as
follows.
Theorem 2.20 (Jongbloed). Let {pn} be a sequence of densities in P
such that lim supn→∞
√
nH(pn, p)≤ τ for some density p in P. Then,
lim inf
n→∞
Rl(n;T,{p, pn})
l((1/4)e−2τ2 |T (pn)− T (p)|)
≥ 1.(2.6)
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It will be convenient to reformulate this result in the following form.
Corollary 2.21. Suppose that for any ε > 0 small enough, there exists
pε ∈P such that for some r > 0, limε→0 ε−1|Tpε − Tp|= 1 and
lim sup
ε→0
ε−rH(pε, p)≤ c.
There then exists a sequence {pn} such that
lim inf
n→∞
n1/2rR1(n;T,{p, pn})≥ 1
4(2re)1/2r
c−1/r,(2.7)
where R1 is the risk which corresponds to l(x) = |x|.
Corollary 2.21 shows that for a fixed change in the value of the functional
T , a family pε which is closer to the true density p with respect to Hellinger
distance provides a sharper lower bound. This suggests that for the func-
tional T which depends only on the local structure of the density, we would
like our family {pε} to deviate from p also locally. Below, we formally define
such local deviations.
Definition 2.22. We call a family of measurable functions {pε} a de-
formation of a measurable function p if pε is defined for any ε > 0 small
enough, limε→0 ess sup |p− pε|= 0 and there exists a bounded family of real
numbers rε and a point x0 such that
µ[supp|pε(x)− p(x)|]> 0, supp|pε(x)− p(x)| ⊆B(x0, rε).
If, in addition, we have limε→0 rε = 0, then we say that {pε} is a local defor-
mation at x0.
Since, for a deformation pε, we have µ[supp|pε(x) − p(x)|] > 0 for every
ε > 0, there exists δ > 0 such that µ{x : |pε(x)− p(x)|> δ}> 0 and thus the
Lr-distance from pε to p is positive for all ε > 0. Note that this is always
true if p and pε are continuous at x0 and pε(x0) 6= p(x0).
We can now state our lower bound for estimation of the convex-transformed
density value at a fixed point x0. This result relies on the properties of
strongly convex functions, as described in Appendix S.A.4, and can be ap-
plied to both increasing and decreasing classes of convex-transformed den-
sities.
Theorem 2.23. Let h be a monotone transformation, let p = h ◦ g ∈
P(h) be a convex-transformed density and suppose that x0 is a point in
ri(dom g) such that h is continuously differentiable at g(x0), h ◦ g(x0)> 0,
h′ ◦ g(x0) 6= 0 and curvx0 g > 0. Then, for the functional T (h ◦ g) ≡ g(x0),
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there exists a sequence {pn} ⊂ P(h) such that
lim inf
n→∞
n2/(d+4)R1(n;T,{h ◦ g, pn})≥C(d)
[
h ◦ g(x0)2 curvx0 g
h′ ◦ g(x0)4
]1/(d+4)
,(2.8)
where the constant C(d) depends only on the dimension d.
Remark 2.24. If, in addition, g is twice continuously differentiable at x0
and ∇2g(x0) is positive definite, then, by Lemma S.A.22, we have curvx0 g =
det(∇2g(x0)).
In Jongbloed (2000), lower bounds were constructed for functionals with
values in R. However, it is easy to see that the proof does not change for
functionals with values in an arbitrary metric space (V, s) if, instead of
|Tp− Tpn|, we consider s(Tp,Tpn). We define
Rs(n;T,P) = inf
tn
sup
p∈P
Ep×ns(tn(X1, . . . ,Xn), T p)(2.9)
and the analog of Corollary 2.21 then has the following form.
Corollary 2.25. Suppose that for any ε > 0 small enough, there exists
pε ∈P such that for some r > 0,
lim
ε→0
ε−1s(Tpε, T p) = 1, lim sup
ε→0
ε−rH(pε, p)≤ c.
There then exists a sequence {pn} such that
lim inf
n→∞
n1/2rRs(n;T,{p, pn})≥ 1
4(2re)1/2r
c−1/r.(2.10)
We now consider estimation of the functional T (h ◦ g) = argmin(g) ∈Rd
for the density p= h◦ g ∈ P(h), assuming that the minimum is unique. This
is equivalent to estimation of the mode of p= h ◦ g.
The construction of a lower bound for the functional T is similar to the
procedure we presented for estimation of p = h ◦ g at a fixed point x0.
Again, we use two opposite deformations: one is local and changes the func-
tional value, the other is a convex combination with a fixed deformation
and negligible-in-Hellinger-distance computation. However, in this case, the
minimax rate also depends on the growth rate of g.
Theorem 2.26 (S.3.4). Let h be a decreasing transformation, h ◦ g ∈
P(h) be a convex-transformed density and a point x0 ∈ ri(dom g) be a unique
global minimum of g such that h is continuously differentiable at g(x0),
h′ ◦ g(x0) 6= 0 and curvx0 g > 0. In addition, let us assume that g is locally
Ho¨lder continuous at x0, that is, |g(x)− g(x0)| ≤ L‖x−x0‖γ with respect to
some norm ‖ · ‖. Then, for the functional T (h ◦ g)≡ argming, there exists
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a sequence {pn} ∈ P(h) such that
lim inf
n→∞
n2/(γ(d+4))Rs(n;T,{p, pn})
(2.11)
≥C(d)L−1/γ
[
h ◦ g(x0)2 curvx0 g
h′ ◦ g(x0)4
]1/(γ(d+4))
,
where the constant C(d) depends only on the dimension d, and the metric
s(x, y) is defined as ‖x− y‖.
Remark 2.27. If, in addition, g is twice continuously differentiable at x0
and ∇2g(x0) is positive definite, then, by Lemma S.A.22, we have curvx0 g =
det(∇2g(x0)) and g is locally Ho¨lder continuous at x0 with exponent γ = 2
and any constant L> ‖∇2g(x0)‖.
Remark 2.28. Since curvx0 g > 0, there exists a constant C such that
C‖x− x0‖2 ≤ |g(x)− g(x0)| and thus we have γ ∈ (0,2].
2.5. Conjectures concerning uniqueness of MLEs. There exist counterex-
amples to uniqueness for nonconvex transformations h which satisfy assump-
tions (D.1)–(D.4). They suggest that uniqueness of the MLE does not depend
on the tail behavior of the transformation h, but rather on the local prop-
erties of h in neighborhoods of the optimal values gˆn(Xi). We conjecture
that uniqueness holds for all monotone models if h is convex and h/|h′| is
nondecreasing convex. Further work on these uniqueness issues is needed.
2.6. Conjectures about rates of convergence for the MLEs. We conjecture
that the (optimal) rate of convergence n2/(d+4) appearing in Theorem 2.23
for estimation of f(x0) will be achieved by the MLE only for d = 2,3. For
d= 4, we conjecture that the MLE will come within a factor (logn)−γ (for
some γ > 0) of achieving the rate n1/4, but for d > 4, we conjecture that
the rate of convergence will be the suboptimal rate n1/d. This conjectured
rate-suboptimality raises several interesting further issues:
• Can we find alternative estimators (perhaps via penalization or sieve
methods) which achieve the optimal rates of convergence?
• For interesting subclasses, do maximum likelihood estimators remain rate-
optimal?
3. Proofs.
3.1. Preliminaries: Properties of decreasing transformations.
Lemma 3.1. Let h be a decreasing transformation and g be a closed
proper convex function such that
∫
Rd
h ◦ g dx = C <∞. The following are
then true:
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1. for y <+∞, the sublevel sets levy g are bounded and we have
µ[levy g]≤C/h(y);
2. the infimum of g is attained at some point x ∈Rd.
Proof. 1. We have
C =
∫
R
d
h ◦ g dx≥
∫
levy g
h ◦ g dx≥ h(y)µ[levy g],
µ[levy g]≤ C/h(y).
The sublevel set levy g has the same dimension as domg [Theorem 7.6 in
Rockafellar (1970)], which is d. By Lemma S.A.1, this set is bounded when
y < y0. Therefore, it is enough to prove that levy0 g is bounded for y0 <+∞.
Since h◦ g is a density, we have inf g < y0. If g is constant on domg, then,
for all y ∈ [inf g,+∞), we have levy g = levinf g h and it is therefore bounded.
Otherwise, we can choose inf h ≤ y1 < y2 < y0. Then, µ[levy2 g] <∞ and,
by Lemma S.A.3, we have µ[levy0 g]<∞. The argument above shows that
levy0 g is also bounded.
2. This follows from the fact that g is continuous and levy g is bounded
and nonempty for y > inf g. 
Lemma 3.2. Let h be a decreasing transformation, let g be a closed
proper convex function on Rd and let Q be a σ-finite Borel measure on Rd.
Then ∫
(leva g)c
h ◦ g dQ=−
∫ +∞
a
h′(y)Q[levy g ∩ (leva g)c]dy.
Proof. Using the Fubini–Tonelli theorem, we have, with Lca ≡ (leva g)c,∫
Lca
h ◦ g dQ=
∫
Lca
∫ h(a)
0
1{z ≤ h ◦ g(x)}dz dQ(x)
=
∫
Lca
∫ h(a)
0
1{h−1(z)≥ g(x)}dz dQ(x)
=−
∫
Lca
∫ ∞
a
h′(y)1{y ≥ g(x)}dy dQ(x)
=−
∫ ∞
a
h′(y)
∫
Lca
1{y ≥ g(x)}dQ(x)dy
=−
∫ ∞
a
h′(y)Q[levy g ∩Lca]dy. 
Lemma 3.3. Let h be a decreasing transformation and let g be a closed
proper convex function such that
∫
Rd
h ◦ g dx <∞. Then, inf g > y∞.
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Proof. Since g is proper, the statement is trivial for y∞ =−∞, so we
assume that y∞ > −∞. If, for x0, we have g(x0) = y∞, then there exists a
ball B ≡B(x; r) such that g < y∞ + ε on B. Consider the convex function
f defined as f(x) = y∞ + (ε/r)‖x− x0‖+ δ(x |B). Then, by convexity, f ≥
g and
∫
Rd
h ◦ g dx ≥ ∫
Rd
h ◦ f dx. We have µ[levy f ] = S(y − y∞)d for y ∈
[y∞, y∞+ ε], where S is the Lebesgue measure of a unit ball B(0; 1), and by
Lemma 3.2, we can compute∫
Rd
h ◦ f dx=−S
∫ y∞+ε
y∞
h′(y)(y − y∞)d dy.
The assumption (D.2) implies that
∫
Rd
h ◦ g dx ≥ ∫
Rd
h ◦ f dx =∞, which
proves the statement. 
Lemma 3.4. Let h be a decreasing transformation. Then, for any convex
function g such that h ◦ g belongs to the decreasing model P(h), we have∫
Rd
[h| logh|] ◦ g dx <∞.
Proof. By assumption (D.1), the function −[h logh](y) is decreasing
to zero as y → +∞ and we have 0 < −[h logh](y) < Cy−d−α′ for C large
enough and α′ ∈ (0, α) as y→+∞.
By Lemma 3.1, the level sets levy g are bounded and since h ◦ g ∈ P(h),
we have inf g > y∞. Therefore, the integral exists if and only if the integral∫
(leva g)c
[h logh] ◦ g dx >−∞
for some a > y∞. Choosing a large enough and using Lemma 3.2 for the
decreasing transformation h1(y) = y
−d−α′ , we obtain
0≥
∫
(leva g)c
[h logh] ◦ g dx
≥−C
∫
(leva g)c
h1 ◦ g dx≥C
∫ +∞
a
h′1(y)µ[levy g]dy
=−C(d+ α′)
∫ +∞
a
y−d−α
′−1µ[levy g]dy.
By Lemma S.A.3, we have µ(levy g) =O(y
d) and therefore the last integral
is finite. 
Lemma 3.5. Let h be a decreasing transformation and suppose that K ⊂
R
d is a compact set. There then exists a closed proper convex function g ∈
G(h) such that g < y0 on K.
Proof. Let B be a ball such that K ⊂ B. Let c be such that h(c) =
1/µ[B]. The function g ≡ c+ δ(· |B) then belongs to G(h). 
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3.2. Proofs for existence results. Before giving proofs of Theorems 2.12
and 2.13, we establish two auxiliary lemmas. A set of points x= {xi}ni=1 in
R
d is in general position if, for any subset x′ ⊆ x of size d+1, the Lebesgue
measure of conv(x′) is not zero. It follows from Okamoto (1973) that the
observations X are in general position with probability 1 if X1, . . . ,Xn are
i.i.d. p0 ∈ P(h). Thus, we may assume in the following that our observations
are in general position for every n. For an increasing model, we also assume
that all Xi belong to R
d
+.
If an MLE for the model P(h) exists, then it maximizes the functional
Lng ≡
∫
(logh) ◦ g dPn
over g ∈ G(h), where the last integral is over Rd+ for increasing h and over Rd
for decreasing models. The theorem below determines the form of the MLE
for an increasing model. We write evxf = (f(x1), . . . , f(xn)), x= (x1, . . . , xn)
with xi ∈Rd.
Lemma 3.6 (S.1.7). Consider an increasing transformation h. For any
convex function g with dom g =Rd+ such that
∫
R
d
+
h◦g dx≤ 1 and Lng >−∞,
there exists g˜ ∈ G(h) such that g˜ ≥ g and Lng˜ ≥ Lng. The function g˜ can be
chosen as a minimal element in ev−1X p˜, where p˜= evX g˜.
Theorem 3.7 (S.1.8). If an MLE gˆ0 exists for the increasing model
P(h), then there exists an MLE gˆ1 which is a minimal element in ev−1X q,
where q = evX gˆ0. In other words, gˆ1 is a polyhedral convex function such that
dom g1 =R
d
+ and the interior of each facet contains at least one element of
X. If h is strictly increasing on [y0, y∞], then gˆ0(x) = gˆ1(x) for all x such
that gˆ0(x)> y0 and thus defines the same density from P(h).
Here are the corresponding results for decreasing transformations h.
Lemma 3.8 (S.1.9). Consider a decreasing transformation h. For any
convex function g such that
∫
Rd
h ◦ g dx ≤ 1 and Lng > −∞, there exists
g˜ ∈ G(h) such that g˜ ≤ g and Lng˜ ≥ Lng. The function g˜ can be chosen as
the maximal element in ev−1X q˜, where q˜ = evX g˜.
Theorem 3.9 (S.1.10). If the MLE gˆ0 exists for the decreasing model
P(h), then there exists another MLE gˆ1 which is the maximal element in
ev−1X q, where q = evX gˆ0. In other words, gˆ1 is a polyhedral convex function
with the set of knots Kn ⊆X and domain dom gˆ1 = conv(X). If h is strictly
decreasing on [y∞, y0], then gˆ0(x) = gˆ1(x).
The bounds provided by the following key lemma are the remaining
preparatory work for proving existence of the MLE in the case of increasing
transformations.
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For an increasing model P(h), let us denote byN (h,X, ε), for ε >−∞, the
family of all convex functions g ∈ G(h) such that g is a minimal element in
ev−1X q, where q = evXg and Lng ≥ ε. By Lemma S.1.5, the family N (h,X, ε)
is not empty for ε >−∞ small enough. By construction, for g ∈N (h,X, ε),
we have g(Xi)> y0 for Xi ∈X .
Lemma 3.10. There exist constants c(x,X, ε) and C(x,X, ε)< y∞ which
depend only on x ∈ Rd+, the observations X and ε, such that for any g ∈
N (h,X, ε), we have
c(x,X, ε)≤ g(x)≤C(x,X, ε).
Proof. By Lemma S.1.1, we have h ◦ g(Xi)≤ d!ddV (Xi) , which gives the
upper bounds C(Xi,X, ε). By assumption, we have
(maxh ◦ g(Xi))n−1minh ◦ g(Xi)≥
∏
h ◦ g(Xi)≥ enε
and therefore
minh ◦ g(Xi)≥ e
nε
h(maxC(Xi,X, ε))n−1
,
which gives the uniform lower bound c(Xi,X, ε) for all Xi ∈X . Since, by
Lemma S.1.1, g(0)≥ g(Xi), we also obtain c(0,X, ε).
We now prove that there exist C(0,X, ε). Let l be a linear function
which defines any facet of g for which 0 is an element. By Lemma S.A.15,
there exists Xa ∈ X which belongs to this facet. Then, g(0) = l(0) and
g(Xa) = l(Xa). Let us denote by S the simplex {l = l(Xa)} ∩ Rd+, by S∗
the simplex {l≥ l(Xa)} ∩Rd+ and by l′ the linear function which is equal to
c≡min c(Xi,X, ε) on S and to g(0) at 0. By the inequality of arithmetic and
geometric means (as in the proof of Lemma S.1.1), we have µ[S∗]≥ ddV (Xa)d! .
We also have, for l≥ l′, 1 = ∫
R
d
+
h ◦ g dx≥ ∫S∗ h ◦ l′ dx. By Lemma S.1.2,∫
S∗
h ◦ l′ dx= µ[S∗]
∫ g(0)
c
h′(y)
(
g(0)− y
g(0)− c
)d
dy
≥ d
dV (Xa)
d!
∫ y∞
c
h′(y)1{y ≤ g(0)}
(
g(0)− y
g(0)− c
)d
dy.
Consider the function T (s) defined as
T (s) =
ddV (Xa)
d!
∫ y∞
c
h′(y)1{y ≤ s}
(
s− y
s− c
)d
dy.
If y∞ =+∞, then, for a fixed y ∈ (c,+∞), we have
h′(y)1{y ≤ s}
(
s− y
s− c
)d
↑ h′(y) as s→ y∞
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and, by monotone convergence, we have
T (s) ↑
∫ y∞
c
h′(y)dy =+∞ as s→ y∞.
If y∞ <+∞, then for a fixed y ∈ (c, y∞], we have
h′(y)1{y ≤ s}
(
s− y
s− c
)d
↑ h′(y)
(
y∞ − y
y∞ − c
)d
as s→ y∞
and, by monotone convergence, we have
T (s) ↑
∫ y∞
c
h′(y)
(
y∞ − y
y∞ − c
)d
dy =+∞ as s→ y∞,
by assumption (I.2).
Thus, there exists s0 ∈ (c, y∞) such that T (s0) > 1. This implies that
g(0)< s0. Since s0 depends only on Xa and min c(Xi,X, ε), this gives an
upper bound C(0,X, ε).
By Lemma S.1.1, for any x0 ∈Rd+, we can set C(x0,X, ε) =C(0,X, ε). Let
l(x) = aTx+ l(0) be a linear function which defines the facet of g to which x
belongs. By Lemma S.A.15, there exists Xa ∈X which belongs to this facet
and thus l(Xa) = g(Xa). By Lemma S.1.1, we have ak < 0 for all k and, by
definition, l(0)≤ g(0). We have
c(Xa,X, ε)≤ g(Xa) = l(Xa) = aTXa + l(0)≤ aTXa + g(0),
therefore
ak ≥ c(Xa,X, ε)−C(0,X, ε)
(Xa)k
and l(0)≥ c(Xa,X, ε).
Now,
g(x0) = l(x0)≥ c(Xa,X, ε)−C(0,X, ε)
(Xa)k
(x0)k + c(Xa,X, ε).
Since we have only a finite number of possible choices for Xa, we have
obtained c(x0,X, ε), which completes the proof. 
We are now ready for the proof of Theorem 2.12.
Proof of Theorem 2.12. By Lemma S.1.5, there exists ε small enough
such that the family N (h,X, ε) is not empty. Clearly, we can restrict MLE
candidates gˆ to functions in the familyN (h,X, ε). The setN = evXN (h,X, ε)
is bounded, by Lemma 3.10. Let us denote by q∗ a point in the closure N¯
of N which maximizes the continuous function
Ln(q) =
1
n
n∑
i=1
logh(qi).
Since q∗ ∈ N¯ , there exists a sequence of functions gk ∈ N (h,X, ε) such
that evXgk converges to q
∗. By Theorem 10.9 in Rockafellar (1970) and
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Lemma 3.10, there exists a finite convex function g∗ on Rd+ such that some
subsequence gl converges pointwise to g
∗. Therefore, we have evXg
∗ = q∗.
Since X ⊂Rd+, we can assume that g∗ is closed. By Fatou’s lemma, we have∫
R
d
+
h ◦ g∗ dx≤ 1. By Lemma 3.6, there exists g ∈ G(h) such that g ≥ g∗ and
Lng ≥ Lng∗ =Ln(q∗). By assumption, this implies that Lng = Lng∗. Hence,
g is the MLE. Finally, we have to add the “almost surely” clause since we
have assumed that the points Xi belong to R
d
+. 
Before proving existence of the MLE for a decreasing transformation fam-
ily, we need two lemmas.
Lemma 3.11 (S.1.11). Consider a decreasing model P(h). Let {gk} be
a sequence of convex functions from G(h) and let {nk} be a nondecreasing
sequence of positive integers nk ≥ nd such that for some ε >−∞ and ρ > 0,
the following is true:
1. Lnkgk ≥ ε;
2. if µ[levak gk] = ρ for some ak, then Pnk [levak gk]< d/nd.
There then exists m> y∞ such that gk ≥m for all k.
For a decreasing model P(h), let us denote by N (h,X, ε) for ε >−∞ the
family of all convex functions g ∈ G(h) such that g is a maximal element in
ev−1X q, where q = evXg and Lng ≥ ε. By Lemma 3.5, the family N (h,X, ε)
is not empty for ε >−∞ small enough. By construction, for g ∈N (h,X, ε),
we have g(Xi)< y0 for Xi ∈X .
Lemma 3.12. For given observations X = (X1, . . . ,Xn) such that n ≥
nd, there exist constants m > y∞ and M which depend only on observa-
tions X and ε such that for any g ∈ N (h,X, ε), we have m≤ g(x) ≤M on
conv(X).
Proof. Since, by assumption, the points X are in general position,
there exists ρ > 0 such that for any d-dimensional simplex S with vertices
from X , we have µ[S] ≥ ρ. Then, any convex set C ⊆ conv(X) such that
µ[C] = ρ cannot contain more than d points from X . Therefore, we have
Pn[C]≤ d/n≤ d/nd.
An arbitrary sequence of functions {gk} from N (h,X, ε) satisfies the con-
ditions of Lemma 3.11 with nk ≡ n and the same ε and ρ constructed above.
Therefore, the sequence {gk} is bounded below by some constant greater
than y∞. Thus, the family of functions N (h,X, ε) is uniformly bounded
below by some m> y∞.
Consider any g ∈ N (h,X, ε). Let Mg be the supremum of g on domh.
By Theorem 32.2 in Rockafellar (1970), the supremum is obtained at some
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XM ∈X and therefore Mg < y0. Let mg be the minimum of g on X . We
have h(mg)
n−1h(Mg)≥ enε and
h(Mg)≥ e
nε
h(mg)n−1
≥ e
nε
h(m)n−1
.
Thus, we have obtained an upper boundM which depends only onm and X .

We are now ready for the proof of Theorem 2.13.
Proof of Theorem 2.13. By Lemma 3.5, there exists ε small enough
such that the family N (h,X, ε) is not empty. Clearly, we can restrict MLE
candidates to the functions in the family N (h,X, ε). The set N = evXN (h,
X, ε) is bounded, by Lemma 3.12. Let us denote by q∗ a point in the closure
N¯ of N which maximizes the continuous function
Ln(q) =
1
n
n∑
i=1
logh(qi).
Since q∗ ∈ N¯ , there exists a sequence of functions gk ∈N (h,X, ε) such that
evXgk converges to q
∗. By Lemma 3.12, the functions fk = supl≥k gl are
finite convex functions on conv(X) and the sequence {fk(x)} is monotone
decreasing for each x ∈ conv(X) and bounded below. Therefore, fk ↓ g∗ for
some convex function g∗ and, by construction, evXg
∗ = q∗. We have∫
Rd
h ◦ fk dx≤
∫
Rd
h ◦ gk dx= 1
and thus, by Fatou’s lemma,
∫
Rd
h ◦ g∗ dx≤ 1. By Lemma 3.8, there exists
g ∈ G(h) such that g ≤ g∗ and Lng ≥ Lng∗ = Ln(q∗). By assumption, this
implies that Lng = Lng
∗. Thus, the function g is the MLE.
Finally, we have to add the “almost surely” clause since we assumed that
the points Xi are in general position. 
3.3. Proofs for consistency results. We begin with proofs for some tech-
nical results which we will use in the consistency arguments for both in-
creasing and decreasing models. The main argument for proving Hellinger
consistency proceeds along the lines of the proof given in the case of d= 1
by Pal, Woodroofe and Meyer (2007) and in the log-concave case for d > 1
by Schuhmacher and Duembgen (2010).
Lemma 3.13 (S.1.12). Consider a monotone model P(h). Suppose that
the true density h ◦ g0 and the sequence of MLEs {gˆn} have the following
properties: ∫
(h|logh|) ◦ g0(x)dx <∞
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and ∫
log[ε+ h ◦ gˆn(x)]d(Pn(x)−P0(x))→a.s. 0
for ε > 0 small enough. The sequence of the MLEs is then Hellinger consis-
tent: H(h ◦ gˆn, h ◦ g0)→a.s. 0.
The next lemma allows us to obtain pointwise consistency once Hellinger
consistency is proved.
Lemma 3.14. Suppose that, for a monotone model P(h), a sequence of
MLEs gˆn is Hellinger consistent. The sequence gˆn is then pointwise consis-
tent. In other words, gˆn(x)→a.s. g0(x) for x ∈ ri(dom g0) and convergence is
uniform on compacta.
Proof. Let us denote by L0a and L
k
a the sublevel sets L
0
a = leva g0 and
Lna = leva gˆn, respectively. Consider Ω0 such that Pr[Ω0] = 1 and H
2(h ◦
gˆωn , h ◦ g0)→ 0, where gˆωn is the MLE for ω ∈Ω0. For all ω ∈Ω0, we have∫
[
√
h ◦ g0 −
√
h ◦ gˆn]2 dx ≥
∫
L0a\L
n
a+ε
[
√
h ◦ g0 −
√
h ◦ gˆn]2 dx
≥ (
√
h(a)−
√
h(a+ ε))2µ(L0a \Lna+ε)
→ 0
and, by Lemma S.A.2, we have lim inf ri(L0a ∩ Lna+ε) = ri(L0a). Therefore,
lim sup gˆn(x) < a + ε for x ∈ ri(L0a). Since a and ε are arbitrary, we have
limsup gˆn ≤ g0 on ri(dom g0).
On the other hand, we have∫
[
√
h ◦ g0 −
√
h ◦ gˆn]2 dx ≥
∫
Lna−ε\L
0
a
[
√
h ◦ g0 −
√
h ◦ gˆn]2 dx
≥ (
√
h(a− ε)−
√
h(a))2µ(Lna−ε \L0a)
→ 0
and by Lemma S.A.2, we have limsupcl(Lna−ε ∪ L0a) = cl(L0a). Therefore,
lim inf gˆn(x)> a− ε for x such that g0(x)≥ a. Since a and ε are arbitrary,
we have lim inf gˆn ≥ g0 on domg0.
Thus, gˆn→ g0 almost surely on ri(dom g0). By Theorem 10.8 in Rockafel-
lar (1970), convergence is uniform on compacta K ⊂ ri(Rd+). 
We need a general property of the bracketing entropy numbers.
Lemma 3.15 (S.1.13). Let A be a class of sets in Rd such that class
A ∩ [−a, a]d has finite bracketing entropy with respect to Lebesgue mea-
sure µ for any a large enough: logN[](ε,A ∩ [−a, a]d,L1(µ)) < +∞ for ev-
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ery ε > 0. Then, for any Lebesgue absolutely continuous probability mea-
sure P with bounded density, we have that A is a Glivenko–Cantelli class:
‖Pn −P‖A→a.s. 0.
By Lemma S.1.1, we have ri(Rd+)⊆ domg0. Thus, Theorem 2.15 and Lem-
ma 3.14 imply Theorem 2.16.
Finally, we prove consistency for decreasing models. We need a general
property of convex sets.
Lemma 3.16. Let A be the class of closed convex sets A in Rd and
let P be a Lebesgue absolutely continuous probability measure with bounded
density. Then, ‖Pn −P‖A→a.s. 0.
Proof. Let D be a convex compact set. By Theorem 8.4.2 in Dudley
(1999), the class A ∩D has a finite set of ε-brackets. Since the class A is
invariant under rescaling, the result follows from Lemma 3.15. 
Lemma 3.17. For a decreasing model P(h), the sequence of MLEs gˆn is
almost surely uniformly bounded below.
Proof. We will apply Lemma 3.11 to the sequences gˆn and {n}. By the
strong law of large numbers and Lemma 3.4, we have
Lngˆn ≥ Lng0 →a.s.
∫
[h logh] ◦ g0 dx >−∞.
Therefore, the sequence {Lngˆn} is bounded away from −∞ and the first
condition of Lemma 3.11 is true.
Choose some a ∈ (0, d/nd). Then, for any set S such that µ[S] = ρ ≡
a/h(min g0), where ming0 is attained by Lemma 3.1, we have
P [S] =
∫
S
h ◦ g0 dx≤ µ[S]h(min g0) = a < d/nd.
Now, let An = levan gˆn be sets such that µ[An] = ρ. Then, by Lemma 3.16,
we have
|Pn[An]− P [An]| ≤ ‖Pn −P‖A→a.s. 0,
which implies that Pn[An]< d/nd almost surely for n large enough. There-
fore, the second condition of Lemma 3.11 is true and is applicable to the
sequence gˆn almost surely. 
Proof of Theorem 2.17. By Lemmas 3.4 and 3.13, it is enough to
show that ∫
log[ε+ h ◦ gˆn(x)]d(Pn(x)−P0(x))→a.s. 0.
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By Lemma 3.17, we have inf gˆn ≥A for some A> y∞. Therefore, by Lemma 3.2
applied to the decreasing transformation log[ε+h(y)]− log ε, it follows that∫
log[ε+ h ◦ gˆn(x)]d(Pn(x)− P0(x))
=
∫ +∞
A
[ −h′(z)
ε+ h(z)
]
(Pn − P0)(levz gˆn)dz
≤ ‖Pn −P0‖A
∫ +∞
A
[ −h′(z)
ε+ h(z)
]
dz
= ‖Pn −P0‖A log
[
ε+ h(A)
ε
]
→a.s. 0,
where the last limit follows from Lemma 3.16. 
Proof of Theorem 2.18. By Lemma 3.14, we have gˆn → g0 almost
surely on ri(dom g0). Functions g0 and g
∗
0 differ only on the boundary ∂ dom g0,
which has Lebesgue measure zero, by Lemma S.A.1. Since observations
Xi ∈ ri(dom g0) almost surely, we have gˆn = +∞ on ∂ domg0 and thus
gˆn→ g∗0 .
Now, we assume that domg0 = R
d. By Lemma 3.1, the function g0 has
bounded sublevel sets and therefore there exists x0 where g0 attains its
minimum m. Since h ◦ g0 is density, we have h(m)> 0 and by Lemma 3.3,
we have h(m)<∞. Fix ε > 0 such that h(m)> 3ε and consider a such that
h(a) < ε. The set A= leva g0 is bounded and, by continuity, g0 = a on ∂A.
Choose δ > 0 such that h(a− δ)< 2ε < h(m+ δ) and
sup
x∈[m,a+δ]
|h(x)− h(x− δ)| ≤ ε.
The closure A¯ is compact and thus, for n large enough, we have, with proba-
bility one, supA¯|gˆn−g0|< δ, which implies that supA¯|h◦ gˆn−h◦g0|< ε since
the range of values of g0 on A¯ is [m,a]. The set ∂A is compact and therefore
gˆn attains its minimum mn on this set at some point xn. By construction,
mn = gˆn(xn)> g0(xn)− δ = a− δ >m+ δ = g0(x0) + δ > gˆn(x0).
We have x0 ∈A∩ leva−δ gˆn and gˆn ≥mn > a− δ on ∂A. Thus, by convexity,
we have leva−δ gˆn ⊂A and for x /∈ A¯, we have
|h ◦ gˆn(x)− h ◦ g0(x)| ≤ h ◦ gˆn(x) + h ◦ g0(x)<h(a− δ) + h(a)< 3ε.
This shows that for any ε > 0 small enough, we will have
‖h ◦ gˆn − h ◦ g0‖∞ < 3ε
with probability one as n→∞. This concludes the proof. 
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3.4. Proofs for lower bound results. We will use the following lemma for
computing the Hellinger distance between a function and its local deforma-
tion.
Lemma 3.18 (S.3.1). Let {gε} be a local deformation of the function
g :Rd→R at the point x0 such that g is continuous at x0 and let the function
h :R→ R be continuously differentiable at the point g(x0). Then, for any
r > 0,
lim
ε→0
∫
Rd
|gε(x)− g(x)|r dx= 0,(3.1)
lim
ε→0
∫
Rd
|h ◦ gε(x)− h ◦ g(x)|r dx∫
Rd
|gε(x)− g(x)|r dx = |h
′ ◦ g(x0)|r.(3.2)
In order to apply Corollary 2.21, we need to construct deformations so
that they still belong to the class G. The following lemma provides a tech-
nique for constructing such deformations.
Lemma 3.19 (S.3.2). Let {gε} be a local deformation of the function
g :Rd→R at the point x0 such that g is continuous at x0 and let the function
h :R→R be continuously differentiable at the point g(x0) so that h′ ◦g(x0) 6=
0. Then, for any fixed δ > 0 small enough, the deformation gθ,δ = θgδ+(1−
θ)g and any r > 0, we have
lim sup
θ→0
θ−r
∫
Rd
|h ◦ gθ,δ(x)− h ◦ g(x)|r dx <∞,(3.3)
lim inf
θ→0
θ−r
∫
Rd
|h ◦ gθ,δ(x)− h ◦ g(x)|r dx > 0.(3.4)
Note that gθ,δ is not a local deformation of g.
Proof of Theorem 2.23. Our statement is nontrivial only if the cur-
vature curvx0 g > 0 or, equivalently, there exists a positive definite d × d
matrix G such that the function g is locally G-strongly convex. Then, by
Lemma S.A.17, this means that there exists a convex function q such that,
in some neighborhood O(x0) of x0, we have
g(x) = 12(x− x0)TG(x− x0) + q(x).(3.5)
The plan of the proof is as follows: we introduce families of functions
{Dε(g;x0, v)} and {D∗ε(g;x0)} and prove that these families are local de-
formations. Using these deformations as building blocks, we construct two
types of deformations, {h ◦ g+ε } and {h ◦ g−ε }, of the density h ◦ g, which
belong to P(h). These deformations represent positive and negative changes
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Fig. 1. Example of the deformation Dε(g;x0, v0).
in the value of the function g at the point x0. We then approximate the
Hellinger distances using Lemma 3.18. Finally, applying Corollary 2.21, we
obtain lower bounds which depend on G. We complete the proof by taking
the supremum of the obtained lower bounds over all G ∈ SC(g;x0). Under
the mild assumption of strong convexity of the function g, both deforma-
tions give the same rate and structure of the constant C(d). However, it is
possible to obtain a larger constant C(d) for the negative deformation if we
assume that g is twice differentiable. Note that, by the definition of P(h),
the function g is a closed proper convex function.
Let us define a function Dε(g;x0, v0) for a given ε > 0, x0 ∈ domg and
v0 ∈ ∂g(x0) as follows: Dε(g;x0, v0)(x) =max(g(x), l0(x)+ ε), where l0(x) =
〈v0, x − x0〉 + g(x0) is a support plane to g at x0 (see Figure 1). Since
l0 + ε is a support plane to g + ε, we have g ≤ Dε(g;x0, v0) ≤ g + ε and
thus domDε(g;x0, v0) = domg. As a maximum of two closed convex func-
tions, Dε(g;x0, v0) is a closed convex function. For a given x1, we have
Dε(g;x0, v0)(x1) = g(x1) if and only if
g(x1)− ε≥ 〈v0, x1 − x0〉+ g(x0).(3.6)
We also define a function D∗ε(g;x0) for a given ε > 0 and x0 ∈ domg as a
maximal convex minorant (Appendix S.A.1) of the function g˜ε, defined as
g˜ε(x) = g(x)1{x0}c(x) + (g(x0)− ε)1{x0}(x),
see Figure 2. Both functions Dε(g;x0, v0) and D
∗
ε(g;x0) are convex by con-
struction and, as the next lemma shows, have similar properties. However,
the argument for D∗ε(g;x0) is more complicated.
Lemma 3.20. Let g be a closed proper convex function, g∗ its convex
conjugate and x0 ∈ ri(domg). Then:
1. D∗ε(g;x0) is a closed proper convex function such that g−ε≤D∗ε(g;x0)≤
g and domD∗ε(g;x0) = dom g;
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Fig. 2. Example of the deformation D∗ε(g;x0).
2. for a given x1 ∈ ri(domg), we have D∗ε(g;x0)(x1) = g(x1) if and only if
there exists v ∈ ∂g(x1) such that
g(x1) + ε≤ 〈v,x1 − x0〉+ g(x0);(3.7)
3. if v0 ∈ ∂g(x0), then x0 ∈ ∂g∗(v0) and Dε(g;x0, v0) = (D∗ε(g∗;v0))∗.
Proof. Obviously, g˜ε ≥ g−ε. Since g−ε is a closed proper convex func-
tion, it is equal to the supremum of all linear functions l such that l≤ h− ε.
Thus, g−ε≤D∗ε(g;x0), which implies that D∗ε(g;x0) is a proper convex func-
tion and domD∗ε(g;x0)⊆ dom(g − ε) = domg. By Lemma S.A.10, we have
D∗ε(g;x0)≤ g and therefore domg ⊆ domDε(g;x0), which proves item 1.
If v ∈ ∂g(x1), then lv(x) = 〈v,x− x1〉+ g(x1) is a support plane to g(x)
and lv ≤ g. If inequality (3.7) holds true, then lv(x) is majorized by g˜ε and we
have Dε(g;x0)(x1)≤ g(x1) = lv(x1)≤Dε(g;x0)(x1). On the other hand, by
item 1, we have x1 ∈ ri(domDε(g;x0)), hence there exists v ∈ ∂Dε(g;x0)(x1)
and
g(x) ≥ g˜ε(x)≥Dε(g;x0)(x)≥ 〈v,x0 − x1〉+Dε(g;x0)(x1)
= 〈v,x0 − x1〉+ g(x1).
Therefore, v ∈ ∂g(x1). In particular,
g˜ε(x0) = g(x0)− ε≥Dε(g;x0)(x0)≥ 〈v,x0 − x1〉+Dε(g;x0)(x1)
= 〈v,x0 − x1〉+ g(x1),
which proves item 2.
We can represent D∗ε(g
∗;x0) as the maximal convex minorant of g defined
by g =min(g, g(x0)−ε+ δ(·|x0)). For x ∈ domg, by Lemma S.A.10, g∗(v0)+
g(x0) = 〈v0, x0〉. Thus,
(g(x0)− ε+ δ(·|x0))∗(y) = 〈x0, y〉 − g(x0) + ε= 〈x0, y− v〉+ ε
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for some v ∈ ∂g(x0). By Lemma S.A.7, we have
D∗ε(g
∗;x0)
∗ =max(g∗, l∗0), l
∗
0(y)≡ 〈x0, y − v〉+ ε,
which concludes the proof the lemma. 
Since the domain of the quadratic part of equation (3.5) is Rd, by Lem-
ma S.A.11, we have that for x0 ∈ dom g and v0 ∈ ∂g(x), there exists w0 ∈
∂q(x) such that
v0 =G(x− x0) +w0.(3.8)
Therefore, for the point x1 in the neighborhood O(x0) where the decompo-
sition (3.5) is true, condition (3.6) is equivalent to
1
2(x1 − x0)TG(x1 − x0) + q(x1)− ε≥ 〈w0, x1 − x0〉+ q(x0).
Since 〈w0, x1−x0〉+ q(x0) is a support plane to q(x), the inequality (3.6) is
satisfied if 2−1(x1−x0)TG(x1−x0)≥ ε, which is the complement of an open
ellipsoid BG(x0,
√
2ε) defined byG with center at x0. For ε small enough, this
ellipsoid will belong to the neighborhood O(x0). Since |Dε(g;x0, v0)−g| ≤ ε,
this proves that the family Dε(g;x0, v0) is a local deformation.
In the same way, the condition (3.7) is equivalent to
1
2(x1 − x0)TG(x1 − x0) + q(x1) + ε≤ 〈G(x1 − x0) +w1, x1 − x0〉+ q(x0)
or 2−1(x1 − x0)TG(x1 − x0) + q(x0) − ε ≥ 〈w1, x0 − x1〉 + q(x1), which is
satisfied if we have 2−1(x1 − x0)TG(x1 − x0)≥ ε. Since |D∗ε(g;x0)− g| ≤ ε,
this proves that the family D∗ε(g;x0) is also a local deformation. Thus, we
have proven the following.
Lemma 3.21. Let g be a closed proper convex function, locally G-strongly
convex at some x0 ∈ ridom g and v0 ∈ ∂g(x0). The families Dε(g;x0, v0)
and D∗ε(g;x0) are then local deformations for all ε > 0 small enough. More-
over, the condition 2−1(x−x0)TG(x−x0)≥ ε implies that Dε(g;x0, v0)(x) =
D∗ε(g;x0)(x) = g(x); equivalently, supp[Dε(g;x0, v0)−g] and supp[D∗ε(g;x0)−
g] are subsets of BG(x0,
√
2ε).
For r > 0 small enough, h′ ◦ g(x) is nonzero and the decomposition (3.5)
is true on B(x0; r). Let us fix some v0 ∈ ∂g(x0), some x1 ∈ B(x0; r) such
that x1 6= x0 and some y1 ∈ ∂g(x1). We fix δ such that equation (3.3) of
Lemma 3.19 is true for the transformation
√
h and r = 2, and also x0 /∈
BG(x1;
√
2δ). Then, by Lemma 3.21, for all ε > 0 small enough, the support
sets supp[Dε(g;x0, v0)− g] and supp[D∗δ (g;x1)− g] do not intersect; that is,
these two deformations do not interfere.
We can now prove Theorem 2.23. The argument below is identical for g+ε
and g−ε , so we will give the proof only for g
+
ε . We define deformations g
+
ε
and g−ε by means of the following lemma.
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Lemma 3.22 (S.3.3). For all ε > 0 small enough, there exist θ+ε , θ
−
ε ∈
(0,1) such that the functions g+ε and g
−
ε defined by
g+ε = (1− θ+ε )Dε(g;x0, v0) + θ+ε D∗δ (g;x1),
g−ε = (1− θ−ε )D∗ε(g;x0) + θ−ε Dδ(g;x1;v1)
belong to P(h).
Next, we will show that θ+ε goes to zero fast enough so that g
+
ε is very
close to Dε(g;x0, v0). Since supports do not intersect, we have
0 =
∫
(h ◦ g+ε − h ◦ g)dx
=
∫
(h ◦ ((1− θ+ε )Dε(g;x0, v0) + θ+ε g)− h ◦ g)dx
−
∫
(h ◦ g − h ◦ ((1− θ+ε )g+ θ+ε D∗δ (g;x1)))dx,
where both integrals have the same sign. For the first integral, by Lemma 3.18,
we have ∫
|h ◦ ((1− θ+ε )Dε(g;x0, v0) + θ+ε g)− h ◦ g|dx
≤
∫
|h ◦Dε(g;x0, v0)− h ◦ g|dx
≍
∫
(g−Dε(g;x0, v0))dx≤ εµ[BG(x0;
√
2ε)].
The second integral is monotone in θ+ε and, by Lemma 3.19, we have∫
(h ◦ g− h ◦ ((1− θ+ε )g + θ+ε D∗δ (g;x1)))dx≍ θ+ε .
Thus, we have θ+ε =O(ε
1+d/2) and
lim
ε→0
ε−1(g+ε (x0)− g(x0)) = lim
ε→0
(1− θ+ε ) = 1.
For Hellinger distance, we have
H(h ◦ g+ε , h ◦ g) =H(h ◦ ((1− θ+ε )Dε(g;x0, v0) + θ+ε g), h ◦ g)
+H(h ◦ ((1− θ+ε )g + θ+ε D∗δ (g;x1)), h ◦ g).
We can now apply Lemma 3.18:
H2(h ◦ ((1− θ+ε )Dε(g;x0, v0) + θ+ε g), h ◦ g)≤H2(h ◦Dε(g;x0, v0), h ◦ g),
lim
ε→0
H2(h ◦Dε(g;x0, v0), h ◦ g)∫
(Dε(g;x0, v0)− g)2 dx =
h′ ◦ g(x0)2
4h ◦ g(x0)
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and ∫
(Dε(g;x0, v0)− g)2 dx≤ ε2µ[BG(x0;
√
2ε)] = ε2+d/2
2d/2µ[S(0,1)]√
detG
.
This yields
lim sup
ε→0
ε−(d+4)/4H(h ◦ ((1− θ+ε )Dε(g;x0, v0) + θ+ε g), h ◦ g)
≤C(d)
(
h′ ◦ g(x0)4
h ◦ g(x0)2 detG
)1/4
,
where S(0,1) is the d-dimensional sphere of radius 1.
For the second part, by Lemma 3.19, we obtain
lim sup
ε→0
(θ+ε )
−2H2(h ◦ ((1− θ+ε )g + θ+ε D∗δ (g;x1)), h ◦ g)<∞
and
H(h ◦ ((1− θ+ε )g + θ+ε D∗δ (g;x1)), h ◦ g) =O(ε(d+2)/2).
Thus,
lim sup
ε→0
ε−(d+4)/4H(h ◦ g+ε , h ◦ g)≤C(d)
(
h′ ◦ g(x0)4
h ◦ g(x0)2 detG
)1/4
.
Finally, we apply Corollary 2.21:
lim inf
n→∞
n2/(d+4)R1(n;T,{g, gn})≥C(d)
[
h ◦ g(x0)2 detG
h′ ◦ g(x0)4
]1/(d+4)
.
Taking the supremum over all G ∈ SC(g;x0), we obtain the statement of the
theorem. 
3.5. Indications of proofs for conjectured rates. From Birge´ and Massart
(1993) and van der Vaart and Wellner (1996), we expect that the global
rate of convergence of the MLE pˆn of p0 = h ◦ g0 in the class P(h) will be
determined by the entropy of the class of convex and Lipschitz functions g
on convex bounded domains C, as given by Bronsˇte˘ın (1976) and Dudley
(1999): if FL,C is the class of all convex functions defined on a compact
convex set C ⊂ Rd such that |f(x)− f(y)| ≤ L‖x− y‖ for all x, y ∈C, then
the covering numbers for FL,C satisfy
logN(ǫ,FL,C ,‖ · ‖∞)≤K(1 +L)d/2ǫ−d/2(3.9)
for all (small) ǫ > 0, for a constant K depending only on C and d. Then,
after an argument to transfer this covering number bound to a bracketing
entropy bound for P(h) with respect to Hellinger distance H , it follows from
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oscillation bounds for empirical processes [cf. van der Vaart and Wellner
(1996), Theorems 3.4.1 and 3.4.4] that rates of convergence of pˆn with respect
to Hellinger distance are determined by r2nφ(1/rn)≍
√
n with
φ(δ)≡
∫ δ
cδ
√
1 + logN[](ǫ,P(h),H) dǫ.(3.10)
Assuming that the bound of (3.9) can be carried over to logN[](ǫ,P(h),H)
sufficiently closely, routine calculations show that the expected rates of con-
vergence of pˆn to p0 = h(g0) with respect to Hellinger distance H are
rn =


n2/(d+4), if d ∈ {1,2,3},
(n/(logn)2)1/4, if d= 4,
n1/d, if d > 4.
Based on these heuristics, we expect that the MLE pˆn will be rate efficient if
d≤ 3, but rate inefficient (not attaining the optimal rate n2/(d+4)) if d≥ 4.
Some details.
Case 1: d≤ 3. In this case, we find that
φ(δ) =
∫ δ
cδ2
√
1 + logN[](ǫ,FL,C ,‖ · ‖)dǫ
≍
∫ δ
cδ2
√
K(1 +L)d/2ǫd/4dǫ
≍M1δ1−d/4,
whereM1 ≡ (K(1+L)d/2)1/2/(1−d/4). Solving the relation r2nφ(1/rn)≍
√
n
for rn yields rn = n
2/(d+4) up to a constant.
Case 2: d= 4. In this case, we find that
φ(δ)≍M2 log
(
1
cδ
)
,
where M2 ≡ (K(1 + L)d/2)1/2. Solving the relation r2nφ(1/rn) ≍
√
n for rn
yields rn = (n/(logn)
2)1/4 up to a constant.
Case 3: d > 4. In this case, we calculate
φ(δ)≍M2δ2(1−d/4),
whereM3 ≡ (K(1+L)d/2)1/2/(d/4−1). Solving the relation r2nφ(1/rn)≍
√
n
for rn yields rn = n
1/d up to a constant.
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