In millimeter wave (mmWave) communication systems, beamforming with large antenna arrays is critical to overcome high path losses. Separating all-digital beamforming into analog and digital stages can provide the large reduction in power consumption needed for practical implementations with a tradeoff of a small loss in spectral efficiency. Developing algorithms with this favorable tradeoff is challenging due to the additional degrees of freedom in the analog stage and its accompanying hardware constraints. In hybrid beamforming systems, for example, channel estimation algorithms do not directly observe the channels, face a high channel count, and operate at low SNR before transmit-receive beam alignment. Since mmWave channels are sparse in time and beam domains, many compressed sensing (CS) channel estimation algorithms have been developed that randomly configure the analog beamformers, digital beamformers, and/or pilot symbols. In this paper, we propose to design deterministic beamformers and pilot symbols for open-loop channel estimation. We use CS approaches that rely on low coherence for their recovery guarantees, and hence seek to minimize the mutual coherence of the compressed sensing matrix. We also propose a precoder column ordering to design the pilot symbols. Simulation results show that our beamformer designs reduce channel estimation error over competing methods.
I. INTRODUCTION
Hybrid analog and digital beamforming architectures in millimeter wave (mmWave) communication systems have drawn a great amount of attention for multiple reasons. They can practically maintain achievable spectral efficiency as with all-digital MIMO architectures due to the sparse nature of mmWave channels [1] , [2] . Reducing the number of RF chains leads to almost proportional power consumption reduction. Hybrid beamforming architectures, however, demand even more complicated signal processing [3] because an analog stage has fewer degrees of freedom compared with an alldigital MIMO architecture; e.g., phase shifters are constrained to have a discrete phase on the unit circle. Channel estimation is not an exception in this signal processing complication.
MmWave channel measurement campaigns have revealed that the channels are sparse in both time and angular dimensions [4] , [5] . The sparsity finds compressed sensing (CS) algorithms suitable for mmWave channel estimation. For phase shifter based hybrid beamforming architecture, the adaptive CS was proposed in [6] to narrow beams by iteratively adapting precoders and combiners. Another popular approach found in many publications is to formulate a sparse channel estimation problem and apply well-known or modified CS algorithms [7] - [11] . For example, orthogonal matching pursuit (OMP) or its variants are used in [7] , [8] , and [9] compares different channel estimation algorithms that include OMP as a representative of CS algorithms. The adaptive dictionary generation algorithm proposed in [12] is useful to deal with common issues regarding the dimension deficiency.
The random configuration for the phase shifters has been widely used in those literatures since the generated sensing matrices are incoherent and satisfy the restricted isometry property condition with high probability. In contrast with the random configuration, a deterministic codebook and pilot design was considered in [13] . The approach taken in [13] is to obtain codebooks that provide the minimal total coherence (MTC) of the sensing matrix. However, it still contains randomness in beamformer column permutation.
In this paper, we propose a completely deterministic beamformer codebook and pilot design method for CS based openloop narrowband mmWave channel estimation. In practice, receivers should know about pilots and precoding schemes in order to properly perform channel estimation even with the random codebook. Therefore we design codebooks and pilots that can minimize mutual coherence of the resulting sensing matrix, which is of importance to CS algorithms. As suggested in [13] , random beamformer column permutation plays a critical role to reduce measurement time and instances. We propose a greedy algorithm to find the best column permutation of the obtained RF beamformer codebook. Simulation results show that codebooks obtained by the proposed method outperforms the random codebook, the MTC codebook, and the adaptive CS in practical situations.
II. SYSTEM MODEL
In the downlink, we assume a single base station (BS) and channel estimation is performed by each user. Both the BS and user equipment (UE) are equipped with the fully-connected phase shifter based hybrid beamforming architecture as shown in Fig 1. The BS has N t transmit antennas and L t transmit RF chains, and the UE has N r receive antennas and L r receive RF chains. The number of streams is assumed to be equal to L t . Assuming the channel is narrowband, the received signal after RF and baseband combining at the time instance m can be expressed as where ρ is the average transmit power, W m ∈ C Nr×Lr and F m ∈ C Nt×Lt denote the combiner and precoder matrices, respectively, x m ∈ C Lt denotes the pilot symbol vector, H ∈ C Nr×Nt is the channel matrix, and n m ∈ C Nr ∼ CN (0, σ 2 n I) denotes the additive noise. (·) H denotes the conjugate transpose. Both the precoder and combiner matrices are a product of RF and baseband ones, i.e., F m = F RF,m F BB,m and W m = W RF,m W BB,m . By vectorizing the right hand side in (1), it can be rewritten as
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and (·) T and ⊗ denote the matrix transpose and the Kronecker product. By stacking M instances of the received signal vectors, we can obtain
where y = [y T 1 , y T 2 , . . . , y T M ] T is the total received signal vector,
For the narrowband channel, we adopt the geometric channel model. Assuming N p clusters constitute the channel, the channel matrix can be given as
where α l ∼ CN (0, σ 2 α ) is the complex channel gain, a t (·) and a r (·) are, respectively, the transmit and receive array response vectors evaluated at the angles. θ and ϑ are the angle of arrival (AoA) and departure (AoD). In this paper, the employed antenna arrays are assumed to be uniform linear array with a half wavelength spacing. The transmit and receive array response vectors are then given as a t (ϑ) = 1 N t [1, e −jπ cos ϑ , . . . , e −jπ cos(Nt−1)ϑ ] T ∈ C Nt , a r (θ) = 1 N r [1, e −jπ cos θ , . . . , e −jπ cos(Nr−1)θ ] T ∈ C Nr , and the corresponding transmit and receive array response matrices can be constructed as
With the transmit and receive array response matrices, (3) can be rewritten as
where H d ∈ C Np×Np is a diagonal matrix with the scaled channel gains on its diagonal. Now we define the angle dictionary matrix for sparse formulation. The transmit and receive angle dictionary matrix, A t , is defined as
where G t is the size of transmit angle grid, and ν n ∈ Θ = {ν n = arccos φn π | φ n = n Gt − 1 2 , n = 0, 1, . . . , G t − 1} where G t ≥ N t . It it worth noting thatĀ tĀ H t = G Nt I Nt where I Nt is the N t × N t identity matrix. The receive angle dictionary matrix,Ā r , is also similarly defined with G r (≥ N r ). Then the channel matrix in (4) can be rewritten as
whereH d ∈ C Gr×Gt is the channel gain matrix which needs not be a diagonal matrix. Ignoring the grid quantization errors, vec(H d ) is an N p -sparse vector that will be estimated. By plugging (6) into (2), we can get
where Ψ =Ā * t ⊗Ā r ∈ C NtNr×GtGr is the dictionary matrix, and h = vec(H d ) ∈ C GtGr is the sparse channel gain vector. The product of the sensing matrix and the dictionary matrix is called the equivalent sensing matrix, i.e., ΦΨ. We assume that the channel gain vector is estimated by using CS algorithms.
III. COHERENCE MINIMIZING CODEBOOK
Recovery guarantees of CS algorithms can be assessed by mutual coherence of the equivalent sensing matrix, and the mutual coherence, µ, is defined by
where a i denotes the i-th column vector in the matrix A, and A ij denotes the element in the i-the row and j-th column of the matrix A. Therefore mutual coherence minimization can be achieved by minimizing all off-diagonal elements of A H A, i.e., min A H A − I 2 F . Plugging the equivalent sensing matrix, the optimization problem is given by
The objective function in (7) can be simplified as
where the first equality holds due to the fact that ΨΨ H = kI and k = GtGr NtNr can be ignored since it scales all columns of the equivalent sensing matrix and does not affect mutual coherence. Our goal, thus, is to find the sets of the pilots, precoders and combiners that minimize the objective function. Considering the fact that Φ m is s T m ⊗ W H m , the summation in the objective function can also be written as 
Since s * mt s T mt is a rank one matrix, and W mr W H mr can be up to a rank L r matrix, M t and M r must be at least N t and Nr Lr in order to make both s * mt s T mt and W mr W H mr become a full rank matrix. Being full rank matrices is a critical requirement for it to be the identity matrix. Then the solutions for making both terms the identity matrix can easily be found. We now set this as the baseline, and start to decrease M . As M is a product of M t and M r , either or both can be decreased to have a lower M value. A BS normally has far more antennas than UEs do (N t Nr Lr ), we target M t for 
where X = x * mx x T mx , the second equality holds if we use the same technique that is used for the transmitter and receiver separation, and M t = M f M x where M x and M f denote the number of pilot symbol vectors and precoders, respectively. In the ideal case, it is desired that both X and
are to be the identity matrix to obtain s * mt s T mt = I. Then M x should be L t , and accordingly M f becomes Nt Lt . Since we do not want to lose beamforming capability, we control M values by adjusting M x . The value of M x determines the rank of X. Then it boils down to the low rank approximation which can be expressed as
and its well known analytic solution is to exploit truncated singular value decomposition (SVD). It implies that the smaller rank naturally leads X to have greater deviation from the identity matrix. There exists infinite solutions; however, we have some criteria on choosing the solution. Firstly, all elements of all x mx should not be zero to take advantage of all possible beams. Secondly, all elements of x mx should have the identical magnitude to equally weight all beams. The L tpoint Discrete Fourier Transform (DFT) matrix satisfies these criteria, and any M x columns can be chosen from the DFT matrix and conclude the pilot codebook. The pilot codebook X can be expressed as
We have assumed that F * mt F T mt and W mr W H mr are the identity matrix. Taking into account the phase shifter based analog beamformers, M f = Nt Lt and M r = Nr Lr , the column partition of the proper size DFT matrices can compose the beamformer codebooks. Namely then can be expressed as
where F and W denote the precoder and combiner codebooks, respectively. Another advantage of a DFT matrix
Algorithm 1 Greedy Precoder Column Ordering
Input: L t ×L t pilot codebook X and N t -point DFT precoder matrix U Output: N t × N t ordered precoder matrix F 1: Initialization: Set F to an empty matrix. 2: for n = 1 to N t do Choose N t columns 3: for m = 1 to the number of columns left in U do 4: Go through a pool of possible columns 5:
7:
Calculate µ(Φ) m with S m by using (12) . Remove the found vector from the pool 12: end for 13: return F is that the required phase shifter resolution in bits is log 2 (number of antennas).
IV. PRECODER COLUMN PERMUTATION
With M x < L t , X is not the identity matrix, and neither is (9) . In this case, the column order in F = [F 1 , F 2 , . . . , F M f ] and x mt selection result in changes not only in S = s * mt s T mt , but also mutual coherence of Φ. In [13] , the columns are proposed to be randomly permutated; however, we want to find a deterministic order so that the codebook can practically be used. Note that column permutation does not affect the fact that F * mt F T mt = I. Since F has N t columns and N t is usually a large number, the exhaustive search for the best column order would not be feasible. With N t = 64, the number of permutations is 64! ≈ 1.27 × 10 89 . Therefore by adopting a greedy algorithm, we iteratively seek one column vector from the DFT matrix that achieves the lowest mutual coherence with the pre-selected vectors for the codebook. At the same time, Φ is a M L t × N t N r matrix, and calculating its mutual coherence directly from Φ is computationally expensive. Thus we first obtain a simplified formulation for mutual coherence of the sensing matrix. Mutual coherence can also be defined as
whereΦ is the column-wise normalized version of Φ which can also be expressed asΦ = ΦΣ − 1 2 where Σ = I NtNr • (Φ H Φ) and • denotes the Hadamard product. Then we havẽ
where the second equality comes from (8) and (10) , and (11) becomes
Here, S can be written in matrix form as F * (I N t L t ⊗ X)F T by simplifying (9) . In (12) , the matrix size is reduced by a factor of N r compared with (11) in both dimensions. The matrix inversion and square root are taken on a diagonal matrix.
For pilot codebook construction, M x column vectors are to be chosen from the L t -point DFT matrix. As L t is usually not a large value, we perform exhaustive search for this selection. However, the first column of the DFT matrix should always be included in selection. This is because the elements in the first row of F m are identical, and a sum of elements in the non-first column of the DFT matrix is zero. It leads to the first elements of s m = F m x m being a zero and the first N r columns in Φ m zeros. Not having the first column of the DFT matrix as a pilot vector eventually ends up with the first N r columns in Φ being zeros. It is also worth mentioning that the order of pilot vectors does not matter considering X is a sum of outer products of each pilot vector.
Taking into account all that is mentioned above, the greedy column ordering algorithm is given in Algorithm 1. U :,m denotes the m-th column of the matrix U. Since the complexity of the ordering algorithm is dominated by the matrix product in line 6 and the loops around it, the asymptotic complexity is O(N 5 t ). However, it can be performed in advance offline. As Algorithm 1 is for a given set of pilots, we perform the algorithm Lt−1 Mx−1 times to find the best pilot selection and precoder column order that achieves the lowest mutual coherence. As long as the predefined pilot and precoding vectors are used, selection and ordering can be done offline and be used online without additional processing.
The distribution of mutual coherence obtained by random column permutation and its mean value are provided in Fig. 2 along with one obtained by the proposed algorithm. For illustration, two different values (two and seven) are considered for M x . As shown in the figure for both cases, the mutual coherence of the proposed algorithm is lower than the mean of random permutation and is near the lowest value that random permutation can achieve. This observation can also be seen with all possible M x values, and the evaluated mutual coherence values from random permutation and the proposed algorithm are given in Table I . For all possible M x values, the proposed algorithm achieves lower mutual coherence than the mean of mutual coherence distribution of random permutation, and as M x increases, mutual coherence declines. When M x = L t (= 8 in this case), the mutual coherence converges to zero. It implies that higher M x values make the CS algorithms perform more accurate channel estimation. 
V. NUMERICAL RESULTS
In this section, we compare performance of the deterministic codebook obtained by the proposed algorithm with that of (i) the random phase shifter and pilot configuration, (ii) the MTC codebook with random precoder column permutation [13] and (iii) the adaptive CS [6] . For evaluation of the codebooks, OMP is employed except for the adaptive CS. The system parameters for simulation are as follows unless otherwise specified: N t = 64, N r = 16, L t = 8, L r = 4, G t = γN t , G r = γN r , b P S = 6 and N p = 6 where γ = 1.5(> 1) is the grid multiplier. For the adaptive CS, G t = G r = 96, which results in M = 864. The normalized mean squared error (NMSE) is defined as
where H andĤ are the true and the estimated channel Fig. 3 . NMSE vs. SNR with the proposed, random and MTC codebooks using OMP [13] along with the adaptive CS channel estimation [6] . matrix, respectively, SNR is defined as ρ/σ 2 , and (·) F denotes the Frobenius norm of a matrix. Multipath components of the channels, in simulations, have AoDs and AoAs that are not necessarily aligned with the grids of the dictionary. The complete source code is available [14] . Fig. 3 shows NMSE as a function of the transmit SNR, and the three codebooks and the adaptive CS are considered. The first observation is that NMSE decreases with SNR and the number of snapshots (M ). With an increase in M , the estimator can take more measurements, which improves performance of CS-based estimator. At the same time, however, higher M also requires a longer measurement time and more computation. Thus we have a performance versus time and power consumption trade-off.
Three values of M (= 64, 128, 256) are considered in Fig. 3 , and performance ranking of the codebooks changes depending on the value. The proposed codebook achieves the lowest NMSE among the three when M is either 128 or 256. With M = 256, its performance is the best together with the MTC, and M = 64 makes it the worst. It implies that the proposed algorithm works well when the number of snapshots is not too small. This is due to the fact that X deviates from the identity matrix with small M x . Different approaches may be explored to address this issue, which will be our future work.
The adaptive CS generally needs a large number of snapshots which is determined by the grid size. Even with more snapshots, estimation errors are greater than the considered codebooks including the proposed one. In Fig. 3 , the adaptive CS has M = 864, but the NMSE is higher than the proposed codebook with M = 256 across the SNR range and than that with M = 128 in medium and high SNR regimes.
To illustrate the relationship between performance and M x , Fig. 4 is provided where SNR is fixed at either 15 or 0 dB. The NMSE of the random codebook starts from a relatively low NMSE and gradually declines with M x . The other two codebooks, on the other hand, start from high NMSE, drop at low M x , and gradually decline in medium and high M x regimes. Due to the steep drops in the low M x regime, NMSE curves of the proposed and MTC codebooks cross that of random codebook. For 15 dB SNR, the crossover happens at M x = 4 with the proposed codebook which is earlier than M x = 5 with the MTC codebook. For 0 dB SNR, the it happens at M x = 4 for both codebooks. With system configurations such as one used in this simulation, thus, the proposed codebook is preferred when M x is greater than three as (i) it achieves NMSE that is lower or equal to that of the MTC codebook and (ii) is lower than that of the random codebook when M x > 3 and (iii) the proposed codebook has no randomness. The number of channel paths N p affects channel estimation performance as well since it is directly related to the sparsity of the channel vector being estimated. In Fig. 5 , SNR and M x are fixed at 15 dB and four, respectively. In this figure, the proposed codebook yields the lowest estimation error across the N p values. The order of the MTC and the random codebooks varies depending on N p . Since N p varies and is determined by the channel environment, the proposed codebook would be a good choice as it achieves the lowest channel estimation error regardless of the number of channel paths.
VI. CONCLUSION
In this paper, we proposed a codebook design method for mmWave channel estimation in hybrid beamforming commu-nication systems based on mutual coherence minimization. We first obtained the criteria for codebooks of pilots, precoders and combiners, and proposed the pilot selection and precoder column ordering algorithm for further mutual coherence reduction. The mutual coherence distribution of random column permutation was provided to show the proposed greedy precoder column ordering algorithm achieves lower mutual coherence than random permutation.
We also provided the channel estimation simulation results using OMP for performance comparison between the proposed, the random and the MTC codebooks. The proposed method provides the best tradeoff between channel estimation performance and measurement time, and has more accurate channel estimation vs. number of channel paths.
