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Abstract
It is very common with molecular dynamics and other simulation techniques to apply Lees-
Edwards periodic boundary conditions (PBCs) for the simulation of shear flow. However the
behavior of a complex liquid can be quite different under extensional flow. Simple deformation
of a simulation cell and its periodic images only allows for simulations of these flows with short
duration. For the simulation of planar extensional flow it was recognized that the PBCs of Kraynik
and Reinelt [Int. J. Multiphase Flow 18, 1045 (1992)] could be used to perform simulations of this
flow with arbitrary duration. However, a very common extensional flow in industrial applications
and experiment is uniaxial extensional flow. Kraynik and Reinelt found that their method could
not be directly generalized to this flow because of the lack of a lattice which reproduces itself
during uniaxial extension. PBCs are presented in this article which solve this problem, by finding
a lattice which is compatible with the flow, finding the reduced basis to the lattice at all times and
using this basis when calculating the position and separation of particles. Using these new PBCs
we perform nonequilibrium molecular dynamics simulations of a simple liquid and show that the
technique gives results which agree with those from simulations using simply deforming PBCs.
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In an extensional flow fluid deforms in such a way that it is stretched in at least one
direction and compressed in at least one other direction. Understanding the behavior of
complex fluids under extensional flow is of particular importance to their application in
industry, where, for example, their extrusion, fiber spinning and film blowing are affected
considerably by their extensional behavior [1]. Measuring properties of fluids under this
type of flow is also particularly difficult and consequently techniques to simulate fluids at a
microscopic scale under extensional flows have considerable value.
It is common to perform simulations of a fluid with periodic boundary conditions (PBCs)
to obtain accurate bulk properties of the fluid both at equilibrium and out of equilibrium.
There are several ways of describing PBCs mathematically and they can be applied to a
very wide range of models. However, in this article we will take a pragmatic approach and
describe them in a way common in the molecular dynamics literature.
When PBCs are applied [2] one keeps a primary cell of particles and calculates the forces
on the particles as if there were periodic images of the primary cell stacked around it (Fig.
1a). In this configuration a particle and its periodic images form a lattice. To perform
simulations of flow one can use similar techniques to provide PBCs which change with
the flow. For example for planar Couette flow one can use the Lees-Edwards PBCs [3] or
equivalently the Lagrangian-Rhomboid PBCs [4].
When applying PBCs to a system under uniaxial extensional flow (UEF), where the ve-
locity gradient of the fluid is given by ∇u = diag(˙,−˙/2,−˙/2), the only existing technique
FIG. 1: (a) An equilibrium simulation cell (blue) and a plane of its periodic images (green) in the
xy-plane. (b) The same simulation cell and periodic images deformed under uniaxial extensional
flow to a Hencky strain  = ln(4). After more extension particles interact with their periodic
images.
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is to take a simulation cell with periodic images and deform it in a way that is consistent with
the flow: stretching in the x-direction and compressing in both the y and z-directions. How-
ever, after some finite time the simulation cell becomes extremely long in the x-direction and
narrow in both the y and z-directions (Fig. 1b). This means that in the y and z-directions
particles will interact with their own periodic images and the simulation fails. This tech-
nique has been applied by several authors to perform nonequilibrium molecular dynamics
simulations (NEMD) of UEF up to a small extension [5–8]. We term these simple deforming
PBCs. When applied to a model of a complex fluid it may be that the relaxation time of the
fluid is too long for the fluid to reach a steady state and so this technique is not sufficient
to simulate these systems.
In the case of planar extensional flow, with ∇u = diag(˙,−˙, 0), using simple deforming
PBCs presents the same limitations. However, following a prior observation [9] and the
analysis of Adler and Brenner [10], Kraynik and Reinelt developed PBCs [11] which avoided
the problem. The technique was first applied to NEMD simulations by Todd and Daivis [12]
and Baranyai and Cummings [13]. In summary, the lattice corresponding to a particle and
its periodic images is rotated by a specific angle in such a way that a particle never comes
closer than some fixed finite distance to its periodic images. This property is given the
name compatibility. In addition, after some Hencky strain p = τp˙ the lattice is found to be
mapped back onto its original configuration, termed reproducibility. In effect, at t = τp the
particles can be mapped back to their original cell and the simulation continued indefinitely.
Kraynik and Reinelt show that no lattice exists which is reproduced under UEF and so an
exactly equivalent technique cannot be constructed for this flow. However, they comment
that Adler [14] establishes the existence of lattices which are compatible under UEF and
that strict compatibility may be established without the need for reproducibility. They also
suggest that lattices might be found which are compatible for long but finite times. To the
best of our knowledge, until now these points have not been utilized.
In this article we explicitly find a lattice which is strictly compatible under UEF and, in
agreement with the analysis of Kraynik and Reinelt, is not reproduced under the flow. We
then show how this lattice can be used to perform simulations of UEF up to a Hencky strain
of at least ˙t = 1000, the limit here being dependent on the numerical precision used during
the calculation of the lattice.
The remainder of the article is structured as follows. We begin by summarizing a well
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known technique for applying PBCs, thus simplifying the remaining analysis. We then find
a lattice which is compatible under UEF. Following this a lattice reduction algorithm is
developed which allows us to perform a mapping on the particles when required. With these
elements a PBC algorithm is developed and summarized. In the last section the algorithm
is applied to simulations of a simple liquid using nonequilibrium molecular dynamics.
I. PERIODIC BOUNDARY CONDITIONS
In the previous section we described how PBCs can be applied by having a primary
simulation cell surrounded by periodic images. We also noted that a particle and its periodic
images form a lattice. It is well known that the Wigner-Seitz cell of the lattice could be
used as the simulation cell [15]. However, there exists a very efficient algorithm using the
dual cell to the Wigner-Seitz cell [15, 16]. The dual cell is the parallelepiped constructed
from lattice vectors perpendicular to the faces of the Wigner-Seitz cell. These basis vectors
form the most compact basis of the lattice and are termed the reduced basis vectors of the
lattice.
The basis vectors of the lattice are conveniently represented by the rows of the matrix B
termed the basis matrix. As long as the minimum distance between the faces of the dual
cell is greater than twice the cut-off radius of the interatomic potential [16] the minimum
image vector between particles can be calculated as follows [15]: the components are written
in terms of the basis vectors of the lattice rij = ρij ·B so that ρij = rij ·B−1; subtracting
the integer part of ρij we obtain the minimum image separation ρ
min
ij = rij · B−1 − bρije
and finally rminij = ρ
min
ij ·B. The same transformations are also performed on the particles’
centers of mass. The following definitions have been used: bxe = bx + 1/2c is the nearest
integer to x and bxc is the floor of x.
II. COMPATIBILITY
During UEF the velocity gradient is given by ∇u = diag(˙,−˙/2,−˙/2). Under such a
flow the fluid has a deformation, r(t) = r(0) · et∇u = (x(0)e˙t, y(0)e−˙t/2, z(0)e−˙t/2) where ˙
is termed the Hencky strain rate. We see from this expression that any point beginning on
the surface |xyz| = K (Fig. 2) will remain on that surface throughout the flow, while points
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FIG. 2: The surface |xyz| = 1 together with those points of the lattice n1b1 + n2b2 + n3b3 which
lie on the surface in the range of the plot.
outside this surface will not cross it during the flow. The closest that a point could come to
the origin during the flow is dmin =
√
3 3
√
K. A lattice which, except for the origin, lies on
or outside this surface will be compatible with the flow.
If a primary particle sits at the origin then its periodic images form a lattice
rn(t) = n1b1(t) + n2b2(t) + n3b3(t) (1)
where n1, n2 and n3 are integers and b1(t),b2(t) and b3(t) are the basis of the lattice at
time t. If all points of the lattice except the origin lie on or outside the surface |xyz| = K
then during the flow all points will remain on or outside this surface.
We now produce a lattice with this property for K = 1. Following an argument explained
in Cassels [17] and originally from Davenport [18], we take the cubic equation
φ3 − 6φ2 + 5φ− 1 = 0 (2)
which has three positive real solutions
φ1 ≈ 5.0489, φ2 ≈ 0.6431, φ3 ≈ 0.3080. (3)
From these solutions we construct the basis vectors,
b1 = (1, 1, 1),b2 = (φ1, φ2, φ3),b3 = (φ
2
1, φ
2
2, φ
2
3). (4)
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With this choice, lattice points have the components
xn = n1 + n2φ1 + n3φ
2
1, (5)
yn = n1 + n2φ2 + n3φ
2
2, (6)
zn = n1 + n2φ3 + n3φ
2
3. (7)
The product of the components is an integer valued multinomial with ten terms:
|xnynzn| = |n31 + 6n21n2 + . . .+ 5n2n23 + n33|. (8)
If the product is zero then at least one of the three factors must be zero. However, since
these are quadratic polynomials in the solutions of an irreducible cubic equation the only
possible zero is with n1 = n2 = n3 = 0. The product |xnynzn| is therefore greater than
or equal to 1, except for the point at the origin, fulfilling our requirement. Any irreducible
cubic with integer coefficients and real solutions could have been used in this demonstration,
however it will be seen that the properties of the matrix with row vectors bi will be used in
the next section. The lattice with basis (4) has dmin =
√
3.
III. LATTICE REDUCTION
As mentioned above, to apply the PBCs we need to ensure that the height of the simu-
lation cell is greater than twice the cut-off radius of the interatomic potential [16]. To do
this we ensure that we have the reduced basis for the lattice which maximizes the minimum
distance between faces. To remain with a compatible lattice up to a large Hencky strain we
found that a combination of analytic factorisation and a numerical lattice reduction were
required.
If we have a basis matrix for the cell G then another equivalent basis matrix is given by
G′ = NG where N is a unimodular integer matrix. In our case the initial basis matrix B
is a Vandermonde matrix which obeys the relation BD = CB, where C is the companion
matrix
C =

0 1 0
0 0 1
1 −5 6
 (9)
6
and D = diag(φ1, φ2, φ3) [19]. The deformation tensor for uniaxial extension is, Λ(t) =
diag(e˙t, e−˙t/2, e−˙t/2). We can factor out D from Λ(t) to give,
Λ(t) = Dk3(t)∆(t) (10)
where,
∆(t) = diag(e(k1(t)−k3(t))lnφ1+δ1(t), e(k2(t)−k3(t))lnφ2+δ2(t), eδ3(t)) (11)
and k1(t) = b˙t/lnφ1c, k2(t) = −b˙t/(2lnφ2)c, k3(t) = −b˙t/(2lnφ3)c, and δ1(t) = ˙t −
k1(t)lnφ1, δ2(t) = −˙t/2−k2(t)lnφ2, δ3(t) = −˙t/2−k3(t)lnφ3. Note that our choice of φ1, φ2
and φ3 mean that for positive t, k1(t), k2(t) and k3(t) are positive integers. One can now
write,
BΛ(t) = BDk3(t)∆(t)
= Ck3(t)B∆(t). (12)
The matrix Ck3(t) is a unimodular integer matrix, so that the matrix B∆(t) provides a
more compact basis for the lattice. However, this is not necessarily the reduced basis for
the lattice. A further calculation is required to obtain the fully reduced basis. For this
a standard algorithm, the so called LLL algorithm, is used [20]. This algorithm gives the
reduced basis of a lattice having vectors with only integer components. To use the LLL
algorithm we scale B∆(t) by a very large factor g and round each element to its nearest
integer giving gB∆(t) ≈ bgB∆(t)e ≡ M. In our implementation we have used g = 10160.
Performing LLL reduction gives M′ = LLL(M) = QM where Q = M′M−1 is a unimodular
integer matrix. Q is applied to B∆(t) to obtain the reduced basis,
B′(t) = QB∆(t) (13)
In summary our algorithm for calculating B′(t) at each time step is as follows: (1) Calcu-
late ∆(t) using Eq. (11) and the definitions for ki(t) and δi(t). (2) Find M = bgB∆(t)e. (3)
Find the lattice reduced version of M using the LLL algorithm i.e. M′ = LLL(M) = QM
and calculate Q = M′M−1. (4) Lastly calculate B′(t) = QB∆(t).
At most time steps B′(t + δt) is simply the deformation of B′(t). However, there is a
true switch of the basis vectors on average after  = 0.17. The switching time is not exactly
periodic as it is for Kraynik-Reinelt PBCs. We find numerically that up to a Hencky strain
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of 1000 that the height has a minimum value hmin ≈ 1.442. It is important to note that
to get to large Hencky strains we need to use arbitrary precision arithmetic. The deformed
lattice given by B∆(t) can be rather stretched and so to have B′ remain on the hyperbolic
surface both B and ∆ should be calculated with some care. We have performed the lattice
calculation and the LLL reduction using Sage [21]. For a specific strain rate, the basis for
each time step is first written (with double precision) to a file which is then read by the
molecular dynamics code during a simulation. The basis from the file is scaled to give a
simulation cell with the correct volume. The arbitrary precision libraries used by [21] and
LLL libraries will be implemented in the future to avoid the need for the production of a file
with a time series of basis vectors. An article is in preparation which provides more details
of the algorithm [22].
It is possible to use the methods above for other three dimensional extensional flows,
including biaxial extensional flow. For the flow with the velocity gradient ∇u =
diag(lnφ1, lnφ2, lnφ3) the lattice is reproduced at time t = 1. We can also show that un-
der UEF that the individual x, y and z components of the basis vectors are reproduced at
incommensurate times, i.e. they are an integer linear combination of their original values.
This agrees with the finding [11] that there are no lattices which are reproduced after some
time under UEF.
IV. SIMULATIONS AND RESULTS
To test the algorithm we have performed NEMD simulations of UEF using the SLLOD
equations of motion [4, 23]
r˙i =
pi
mi
+ ri · ∇u, (14)
p˙i = Fi − pi · ∇u− αpi. (15)
Where α is the Nose´-Hoover thermostat satisfying
α˙ =
1
Q
[
N∑
i=1
p2i
mi
−NfkBT
]
(16)
with a damping factor Q = 10.0 and Nf the number of degrees of freedom in the simulation.
In addition to these equations of motion we have also had to periodically zero the centre
of mass momenta in a similar way done for the planar extensional flow [24] . A system of
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1728 atoms was simulated with the interatomic potential of Weeks, Chandler and Anderson
UWCA(r) = 4
[(
σ
r
)12 − (σ
r
)6]
+  for r ≤ 21/6σ and 0 for r > 21/6σ, we use reduced units
setting  and σ to unity. The systems were simulated at the Lennard-Jones triple point
ρ = 0.8442 and T = 0.722.
To test the new PBC algorithm we have performed simulations using the simple deforming
PBCs and the new technique. In the case of the simple deforming PBCs the initial basis
vectors of the lattice are the usual cartesian basis vectors scaled to give a simulation cell
with volume V = L3. The time dependent vectors are given by the rows of the matrix
Bold(t) = diag(Le
˙t, Le−˙t/2, Le−˙t/2).
The evolution of the diagonal components of the pressure tensor [4] of the system during
start-up of UEF at a Hencky strain rate of ˙ = 1.0 are shown in (Fig. 3(a)). In the period
up to a Hencky strain of 3.0 results from the old and new PBCs agree, after which the old
PBCs produce results which fluctuate significantly before the simulation stops. In contrast,
using the new PBCs the simulations were kept running at a steady-state up to a Hencky
strain of 30 and could have been kept running considerably longer.
The steady state components of the pressure tensor for various values of the strain rate are
given in (Fig.3(b)). These results can be compared with the results of Todd and Daivis [25]
who calculated extensional properties through direct simulations using the simple deforming
PBCs and by extrapolation of oscillatory extensional data on the same model liquid tested
here.
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FIG. 3: (a) The diagonal components of the pressure tensor during start-up and steady state
of uniaxial extensional flow with a Hencky strain rate ˙ = 1.0, using the simple deforming PBCs
(dashed lines) and new PBCs (full lines). (b) The diagonal components of the pressure tensor at
steady-state under a range of strain rates.
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