Nonclinical in vivo animal
INTRODUCTION
Techniques to construct confidence intervals for the AUC from 0 to the last observed time point t J (AUC 0−t J ) for the serial sacrifice design were presented in (1) and (2) . A method to construct confidence intervals for AUC 0 -t J for the batch design can be found in (3) . Formulas for confidence intervals for AUC 0−t J which are applicable to all three types of designs are presented in (4) .
In single bolus administrations it is desirable to construct a confidence interval for the AUC from 0 to infinity (AUC 0−∞ ). Yuan (5) presented a method to construct confidence intervals for AUC 0−∞ for the serial sacrifice design under the assumption of a single exponential course of the elimination phase and that the elimination rate is a known fixed and inalterable value identical for all animals. This paper also addresses the assumption of a single exponential course of the elimination phase and that an estimate and its variance of the elimination rate are known from a different independent study. However, in practical medical research, these assumptions are hardly fulfilled.
Here, we present an estimator and its variance for AUC 0−∞ in the serial sacrifice design in which the elimination rate does not need to be known in advance. We assume only a single exponential course of the elimination phase.
AREA ESTIMATION
In a serial sacrifice design, measurements are taken at J time points t j (1 ≤ j ≤ J ) and at each time point t j , blood is sampled from n j animals. Let x i j (1 ≤ i ≤ n j ) be the measured drug concentration from the i th animal at time
be the population mean and population variance at time point t j . To be physiological meaningful it is assumed that µ x j is so large compared with σ 2 x j that the range of x i j is effectively positive. The theoretical AUC 0−∞ can be defined as
where K is a fixed integer and µλ is the elimination rate constant representing the slope of a single exponential function (6) . Using the linear trapezoidal rule, the weights w j equal
This AUC 0−∞ can be estimated by
where β represent a constant for bias correction discussed later andx j is the arithmetic mean at time point t j with E x j = E x i j = µ x j and V x j = σ 2
j . In addition, letλ be the estimate of the elimination rate constant which is assessed on the last J − K time points and is therefore independent from AUC 0−t K .
Our representation of the theoretical AUC 0−∞ ensures the stochastically independence between K j=1 w jx j andλ which enables the straightforward derivation of the variance for AUC 0−∞ .
This variance for AUC 0−∞ can be used to construct a bootstrap-t confidence interval. Bootstrap-t confidence intervals work well on location parameter (7) and provide better coverage properties than bootstrap percentile confidence intervals for small sample sizes (8) . Furthermore, for one-sided inference, the bootstrap percentile method is only first-order accurate whereas the bootstrap-t method is second order accurate (9) .
ELIMINATION RATE
The estimateλ for the elimination rate constant µλ can be calculated using linear regression on the last J − K time points on the natural logarithm-concentration versus time curve and can be formulated aŝ
where
Note that y i j is a bias corrected representation of the log-transformed values to ensure an unbiased estimation of the elimination rate constant. The straightforward transformation using the delta method leads to E[ln( 
The arithmetic mean of the bias corrected log-transformed values at time point t j is denoted asȳ j with E[
j . The expected value and the variance of the elimination rate are
Moments of Areas
The expected value and variance for the AUC 0
The expected value of the remaining area without the bias correction β results by using the delta method in
showing a overestimation of
. Therefore we define the bias correction as
leading to
an unbiased estimate of this area. Hence the expected value and the variance for AUC 0−∞ are
VARIANCE ESTIMATION
The unknown variance of AUC 0−∞ presented in equation 19 can be estimated bŷ
The bias corrections in equations 5 and 15 can also be assessed by using these estimates for µ x j , µ y j , σ 2 
. . ,ȳ J ) with pairwise independent elements, and let E[T n
] = µ = µ x 1 , . . . , µ x K , ln µ x K +1 , . . . , ln µ x J and V [T n ] = 1 n .
By the multivariate central limit theorem the sequence √ n(T n − µ) converges in distribution to N (0, ). Let φ:R J →R 1 be defined as
with the partial derivatives at µ
Since {t j } is strictly monotone increasing and µ x j > 0 results in µλ > 0. All elements of φ µ are therefore continuous at µ and the sequence Z n = √ n(φ(T n ) − φ(µ)) converges in distribution to N 0, φ µ (φ µ ) t by the multivariate delta method which is a consequence of Taylor's theorem and Slutky's theorems (10) with
Note that under the Lindeberg-Levy conditions
and K j=1 w jx j +x Kλ −1 is therefore an asymptotically unbiased estimator for
λ as shown in the Lemma.
CONFIDENCE INTERVALS
A large sample approximation of the 1 − α confidence interval for AUC 0−∞ equals
where . In practice, this unknown variance can be assessed by using the corresponding estimates presented in equations 21 and 22.
Using the variance estimator presented in equation 20 leads to a bootstrap-t confidence interval without using the inefficient nested bootstrap. The following bootstrap-t confidence interval at level 1 − α is suggested for small sample sizes
where t * α 2
and t * 1− α 2 are the corresponding quantiles of the bootstrap distribution of the pivot statistic. It is clear that stratified bootstrapping has to be performed using the different time points as strata variables.
SIMULATIONS
We use the following very simple and artificial concentration data model
which leads to
To take care of the bias of the linear trapezoidal rule to approximate the integral, the true AUC 0−∞ was defined by equation 1 on µ x j = f (t/t = t j ) specified at baseline and at 10 fixed time points which is a typical number of time points in a serial sacrifice design.
Empirical coverage probabilities of the asymptotic and bootstrap-t confidence intervals were assessed by simulations. Within each simulation run, n random samples were drawn from the different time points using normal and log-normal distributed errors. We used a per time point variability of 20% for normal distributed errors and 5% for log-normal distributed errors (on the log-scale).
For the bootstrap-t confidence intervals, 1000 bootstrap replications were used. The empirical coverage probability are based on 5000 simulation runs and a nominal coverage probability of 1 − α = 0.95. The elimination rate was calculated based on the last 3 time points. Source code in R (11) for calculation of bootstrap-t and asymptotic confidence intervals can be obtained from the authors.
RESULTS
Simulation results were summarised in Table I . Simulations using sample size of 3 and 5 per time point which are typical sample sizes for this type of studies indicate better coverage probabilities using bootstrap-t confidence intervals for normal and log-normal distributed errors. Asymptotic confidence intervals based on the normal distribution are therefore not recommended for such small sample size due to the substantial lack of coverage. Using a theoretical sample size of 100 animals per time point, both the asymptotic and the bootstrap-t confidence intervals indicate sufficient coverage. For asymmetrically distributed statistics like AUC 0−∞ the bootstrapt sometimes performs poorly (12) . However, the bootstrap-t confidence interval indicate better coverage than the confidence interval based on the asymptotic normal distribution for a small sample size per time point.
Example
The female mice data (5) are used to calculate a 95% bootstrapt confidence interval for AUC 0−∞ using 1000 bootstrap replications per time point. The elimination rate is calculated using data from the last three time points. The estimates for different AUCs in µg×h×mL −1 are AUC 0−18h = 782, AUC 0−32h = 959 and AUC 0−∞ = 1030 whereβ = 6.27 andV [ AUC 0−∞ ] = 72.1 2 . Finally, the 95% bootstrap-t confidence interval for AUC 0−∞ ranges from 832 to 1233 µg×h×mL −1 whereas the 95% confidence interval using the asymptotic normal distribution ranges from 890 to 1171 µg×h×mL −1 .
DISCUSSION
The presented estimator and its variance depend heavily on the values observed at time point t K . The time point t K and the subsequent time points used to calculate the elimination rate should be therefore chosen with care. We suggest to chose t K to be greater than the minimum time to reach the maximum concentration (T max ).
