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Abstract
Let B(H) denote the algebra of operators on a Hilbert space H , and let φ ∈ B(B(H))
be the elementary operator defined by φ(X) = AXB + CXD. A necessary condition for
φ−1(0)⊕ φ(B(H)) = B(H) is that 0 is an isolated point of the spectrum σ(φ) of φ. We
prove a sufficient condition for φ−1(0)⊕ φ(B(H)) = B(H). Applied to the case in which the
hyponormal A, B∗ and normal C, D satisfy certain conditions, it is seen that the condition 0 ∈
σ(φ) is isolated in the set S = {αβ + γ δ : α ∈ σ(A), β ∈ σ(B), γ ∈ σ(C) and δ ∈ σ(D)} is
sufficient for φ−1(0)⊕ φ(B(H)) = B(H).
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1. Introduction
If M and N are subspaces of a Banach space V , then M is said to be orthogonal to
N in the sense of G. Birkhoff, M ⊥ N , if ‖m‖  ‖m+ n‖ for all m ∈ M and n ∈ N
[6]. This asymmetric definition of orthogonality agrees with the (usual) definition
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of orthogonality in the case in which V = H is a Hilbert space. Let B(V ) denote
the Banach algebra of bounded linear operators on V . Let T ∈ B(V ). It is then
straightforward to see that
T −1(0) ⊥ T (V ) ⇒ T −1(0) ∩ T (V ) = {0}
⇒ T −1(0) ∩ T (V ) = {0} ⇐⇒ asc(T ) = 1, (1)
where T (V ) denotes the closure of T (V ) and asc(T ) denotes the ascent of T (see
Section 2). A sufficient condition for the orthogonality T −1(0) ⊥ T (V ) is that 0
is an eigenvalue in the boundary of the numerical range (i.e., the boundary of the
closed convex hull of the spatial numerical range [6, Definition 9.1]) of T , and then
T −1(0)⊕ T (V ) is closed in V [24, Proposition 1]. However, T −1(0)⊕ T (V ) need
not equal V [24, Remarks 2]. (The interested reader is referred to [4,9,10,18,26,27]
for further results on range-kernel orthogonality results of this type.) Recall that
if the ascent asc(T ) of T equals one and the descent dsc(T ) of T is finite, then
asc(T ) = dsc(T ) = 1 and we have the implications
asc(T ) = dsc(T ) = 1 ⇐⇒ T −1(0)⊕ T (V ) = V ⇒ 0 ∈ iso σ(T ) (2)
([20, Proposition 4.10.6] and [19, Theorem 3.2]). Thus a necessary condition for the
operator T to have closed range complemented by T −1(0) is that 0 ∈ iso σ(T ) (i.e.,
0 is an isolated point of σ(T )). If 0 ∈ σ(T ) is in the boundary of the numerical range
of T , then a sufficient condition for T −1(0)⊕ T (V ) = V is that T (V ) be closed [24,
Proposition 3].
Let V = B(H) be the algebra of operators on a Hilbert space H , and let δAB ∈
B(B(H)) denote the generalized derivation δAB(X) = AX +XB. If A,B ∈ B(H)
are normal operators (or, more generally, scalar operators in the sense of Dunford
[7]), then a necessary and sufficient condition for δ−1AB(0)⊕ δAB(B(H)) = B(H)
is that 0 ∈ iso σ(δAB) (see [4,5]). This result extends to the elementary operator
AB ∈ B(B(H)), AB(X) = AXB +X: If either A,B ∈ B(H) are contractions
such that isolated points in the boundary of the spectra σ(A) and σ(B) are eigenval-
ues, or A,B∗ ∈ B(H) are hyponormal, then −1AB(0)⊕ AB(B(H)) = B(H)⇐⇒
0 ∈ iso σ(AB) (see [12, Theorems 2, 3 and Remark 5]). If φAB ∈ B(B(H)) is the
operator φAB(X)= AXA∗ +BXB∗, [A,B] = AB −BA = 0,A−1(0) ∩ B−1(0) =
{0} and A,B ∈ B(H) are normal, then (a necessary condition for φ−1AB(0)⊕ φAB
(B(H)) = B(H) is that 0 ∈ iso σ(φAB) and) a sufficient condition for φ−1AB(0)⊕
φAB(B(H)) = B(H) is that 0 ∈ σ(φAB) be isolated in the set {αβ + γ δ : α, β ∈
σ(A) and γ, δ¯ ∈ σ(B)} [12].
In this paper we consider the elementary operator φ ∈ B(B(H)), φ(X) = AXB +
CXD, where the operators A, B, C and D satisfy certain properties (in particu-
lar, A,B∗ ∈ B(H) are hyponormal and C,D ∈ B(H) are normal, [A,C] = 0 =
[B,D] and A−1(0) ∩ C−1(0) = {0} = B−1(0) ∩D−1(0)). A necessary condition
for φ−1(0)⊕ φ(B(H)) = B(H) is that 0 ∈ isoσ(φ): We prove that a sufficient con-
dition for φ−1(0)⊕ φ(B(H)) = B(H) is that 0 ∈ σ(φ) is isolated in the set
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S = {αβ + γ δ : α ∈ σ(A), β ∈ σ(B), γ ∈ σ(C) and δ ∈ σ(D)}. We prove that ifA,
B∗ are hyponormal and C, D are normal, and [A,C] = 0 = [B,D], then asc(φ) 
1, which implies that φ has SVEP (short for the single-valued extension property).
If an operator T ∈ B(V ) is such that both T and T ∗ have SVEP, in particular if T is
decomposable, then (we prove that) either T is not Kato type [1, Remark (2.2)(iii)]
or V = T −q(0)⊕ T q(V ) for some q ∈ N (=the set of natural numbers). For gen-
eralized scalar operators A,B ∈ B(H) this implies that if 0 ∈ iso σ(δAB), then
B(H) = δ−qAB(0)⊕ δqAB(B(H)) (see [7]). Restricting ourselves to the von Neumann-
Schatten p-classes Cp = Cp(H), 1 < p <∞ and H separable, it is proved that
if A,B,C,D ∈ B(H) are normal and [A,C] = [B,D] = 0, then Cp = φ−1(0)⊕
φ(Cp)⇐⇒ φ(Cp) is closed.
2. φ−1(0)⊕ φ(B(H)) = B(H)
Given a Banach space V and an operator T ∈ B(V ), the spectrum, the point
spectrum, the isolated points of the spectrum, the range and the kernel of T will
be denoted by σ(T ), σp(T ), isoσ(T ), T (V ) and T −1(0) (or ker T ), respectively.
The restriction of T to an invariant subspace M will be denoted by T |M , and the
commutator T1T2 − T2T1 of T1, T2 ∈ B(V ) will be denoted by [T1, T2]. The analytic
core K(T ) and the quasi-nilpotent part H0(T ) of T are the (generally non-closed)
subspaces
K(T ) = {v ∈ V : there exists a sequence {vn} ⊂ V and δ > 0 for which
v = v0, T vn+1 = vn and ‖vn‖  δn‖v‖ for every n ∈ N
}
and
H0(T ) =
{
v ∈ V : lim
n→∞‖T
nv‖ 1n = 0
}
.
It is easy to see that T −n(0) ⊆ H0(T ) for every n ∈ N and T (K(T )) = K(T ). The
ascent of an operator T , denoted asc(T ), is the least non-negative integer n such that
T −n(0) = T −(n+1)(0); the descent of T , denoted dsc(T ), is the least non-negative
integer n such that T n(V ) = T n+1(V ) (see [15,25]). If both asc(T ) and dsc(T ) are
finite, then asc(T ) = dsc(T ) (see [17, Proposition 38.3] and [25]). Recall from [1,
Theorem 1.10] that asc(T ) <∞ ⇒ T has SVEP at 0, where T is said to have
SVEP (short for single-valued extension property) at a point λo (in the complex plane
C) if for every open disc Dλo centered at λo the only analytic function f : Dλo → V
which satisfies the equation (λI − T )f (λ) = 0 for all λ ∈ Dλo is the function f ≡ 0.
We refer the reader to the monographs [7] and [20] for the definitions of scalar (in
the sense of Dunford), generalized scalar and decomposable operators.
The following known theorem, see [19,20,21], will play an important role in our
considerations.
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Theorem 2.1. Let T ∈ B(V ). Then 0 ∈ iso σ(T ) if and only if V decomposes into
the direct sum V =H0(T )⊕K(T ),whereH0(T ) /= {0} andK(T )⊆ T (V ) is closed.
Furthermore, if H0(T ) = T −1(0), then V = T −1(0)⊕ T (V ).
Let A ∈ B(H). The joint point spectrum, σjp(A), of A is defined to be the set of
those λ in the point spectrum σp(A) of A for which (A− λ)x = 0 ⇒ (A− λ)∗x =
0. (Thus σjp(A) consists of normal eigenvalues, i.e. eigenvalues for which the cor-
responding null space is reducing, of A.) We say that A,B ∈ B(H) doubly commute
if [A,B] = 0 = [A∗, B]. Let AB ∈ B(B(H)) and δAB ∈ B(B(H)) denote, respect-
ively, the elementary operator AB(X) = AXB +X and the generalized derivation
δAB(X) = AX +XB. Let dAB denote either of the operators AB and δAB . The
following lemma relates H0(dAB) to d−1AB(0).
Lemma 2.2. Let A,B ∈ B(H) be such that λ ∈ iso σ(A) ⇒ λ ∈ σjp(A) and λ ∈
isoσ(B) ⇒ λ ∈ σjp(B). If 0 ∈ isoσ(dAB), then H0(dAB) = d−1AB(0).
Proof. Let dAB = AB , and let 0 ∈ iso σ(AB). Since σ(AB) = {αβ + 1 : α ∈
σ(A) and β ∈ σ(B)} [13, Theorem 3.2], the sets “S1 = {α ∈ C : α ∈ σ(A)}, S2 =
{β ∈ C : β ∈ σ(B)}" such that αβ + 1 = 0 are finite sets: there exists an n ∈ N such
that S1 = {α1, α2, . . . , αn}, S2 = {β1, β2, . . . , βn}, αiβi + 1 = 0, αi ∈ iso σ(A) and
βi ∈ iso σ(B) for all 1  i  n. By hypothesis, the points αi and βi , 1  i  n, are
normal eigenvalues of A and B, respectively. Let
H1 =
∨
αi∈S1
ker(A− αi), H ′1 =
∨
βi∈S2
ker(B − βi),
H2 = H H1, H ′2 = H H ′1,
and let
A = A|H1 ⊕ A|H2 = A1 ⊕ A2 and B = B|H ′1 ⊕ B|H ′2 = B1 ⊕ B2.
Then σ(A1) = S1, σ(B1) = S2, and the operators A1, B1 are invertible normal.
Let X ∈ B(H), X : H ′1 ⊕H ′2 → H1 ⊕H2, have the matrix representation X =
[Xij ]2i,j=1. Then
H0(AB)=
{
X ∈ B(H) : lim
n→∞
∥∥nAB(X)∥∥ 1n = 0
}
=

X ∈ B(H) : limn→∞
∥∥∥∥
[
nA1B1(X11) 
n
A1B2
(X12)
nA2B1(X21) 
n
A2B2
(X22)
]∥∥∥∥
1
n
= 0


=
{
X ∈ B(H) : lim
n→∞
∥∥∥nAiBj (Xij )
∥∥∥ 1n = 0, 1  i, j  2} .
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It is clear from our definition of the operators Ai and Bi that 0 /∈ σ(AiBj ) for all
1  i, j  2 such that i, j /= 1; hence
lim
n→∞‖Xij‖
1
n = lim
n→∞
∥∥∥−nAiBjnAiBj (Xij )
∥∥∥ 1n
 ‖−1AiBj ‖ limn→∞
∥∥∥nAiBj (Xij )
∥∥∥ 1n = 0
⇒ Xij = 0 for all 1  i, j  2 such that i, j /= 1.
Consider next limn→∞ ‖nA1B1(X11)‖
1
n
. The operators A1, B1 being invertible nor-
mal
lim
n→∞
∥∥δn
A1B
−1
1
(X11)
∥∥ 1n = lim
n→∞
∥∥nA1B1(X11B−n1 )∥∥ 1n
 ‖B−1‖ lim
n→∞
∥∥nA1B1(X11)∥∥ 1n = 0,
and this, since{
X11 : lim
n→∞
∥∥∥∥δnA1B−11 (X11)
∥∥∥∥
1
n = 0
}
= δ−1
A1B
−1
1
(0)
for normal A1 and B−11 [22, Lemma 2], implies that H0(A1B1) = −1A1B1(0). Putting
everything together we have that H0(AB) = −1AB(0).
The case dAB = δAB is similarly proved: we leave the detail to the reader. 
Remark 2.3. Although we have stated Lemma 2.2 forA,B ∈ B(H) it equally holds
for operators A ∈ B(H1) and B ∈ B(H2), where H1 and H2 are Hilbert spaces,
and the operator dAB on the space B(B(H2), B(H1)) of all bounded operators from
B(H2)→ B(H1) is defined as before. We shall require this version of Lemma 2.2 in
the proof of our Lemma 2.5.
Remark 2.4. If we write d−1AB(0)⊥kdAB(B(H)) to mean
S ∈ d−1AB(0) ⇒ ‖S‖  k dist(S, dAB(B(H)))
for some constant k  1, then the case k = 1 corresponds to range-kernel orthogon-
ality (in the sense of Anderson [4]) of the operator dAB . The range-kernel orthogon-
ality of dAB , for various classes of operators A,B ∈ B(H), has been considered by
a number of authors (see [4,8,18,26] for further references). Lemma 2.2 says that
if 0 ∈ iso σ(dAB), then d−1AB(0)⊥kdAB(B(H)) for a large class of operators A,B ∈
B(H) (namely those for which λ ∈ iso σ(.) ⇒ λ ∈ σjp(·)). This is seen as fol-
lows. The conclusion H0(dAB) = d−1AB(0) of Lemma 2.2 when taken alongwith The-
orem 2.1 implies that B(H) = d−1AB(0)⊕ dAB(B(H))⇐⇒ asc(dAB) = dsc(dAB) =
1 [25] ⇐⇒ dAB is Drazin invertible [15] ⇐⇒ there exists an operator T and an n ∈
N such dnABT dAB = dnAB, T dABT = T and T dAB = dABT . Thus dnAB = T dn+1AB (so
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that, in the terminology of [15] and [16], (dnAB, dAB) is splitting left skew exact).
Consequently, ‖dnAB(·)‖  k1‖dn+1AB (·)‖ for some constant k1 > 0 and, since asc
(dAB)  1, d−1AB(0)⊥kdAB(B(H)) for k = 1 + k1‖dnAB‖ [16].
Before going on to state our next result, we introduce further notation and ter-
minology (which will help us state our first main result, Theorem (2.6), in a more
compact form). Given operators Ai , 1  i  4, we say that the quartet A = (A1, A2,
A3, A4) constitutes an amenable quartet of operators, in short A ∈A, if properties
P(1), P(2) and P(3) below are satisfied.
P(1). λ ∈ iso σ(Ai) ⇒ λ ∈ σjp(Ai).
P(2). A1 doubly commutes with A3, and A2 doubly commutes with A4.
Property P(2) ensures that every eigen-space Mi+2 of Ai+2 reduces Ai , and vice
versa. LetMi+2 be a reducing subspace ofAi andAi+2, i = 1, 2, such thatAi+2|Mi+2
is normal.
P(3). If Ai |Mi+2 (resp., Ai+2|Mi+2), i = 1, 2, is (boundedly) invertible, then
λ ∈ iso σ {(Ai |Mi+2)−1(Ai+2|Mi+2)} ⇒ λ ∈ σjp{(Ai |Mi+2)−1(Ai+2|Mi+2)}
(resp., λ ∈ iso σ {(Ai |Mi+2)(Ai+2|Mi+2)−1} ⇒ λ ∈ σjp{(Ai |Mi+2)(Ai+2|Mi+2)−1}).
Examples of amenable quartets A are not difficult to find. Thus, if A3 = A4 =
I (or, A2 = A3 = I ) and A1, A2 (resp., A1, A4) are hyponormal (A ∈ B(H) is
hyponormal if AA∗  A∗A) or injective paranormal (A ∈ B(H) is paranormal if
‖Ax‖2  ‖A2x‖‖x‖ for all x ∈ H ), then A ∈A. Again, if A3 and A4 are normal,
A1 and A2 are hyponormal (even, injective paranormal), and if [A1, A3] = 0 =
[A2, A4], then A ∈A. This is seen as follows. Recall from [14] that the isolated
points of the spectrum of a hyponormal or injective paranormal operators are normal
eigenvalues of the operator, the restriction of a hyponormal (or, paranormal) operator
to an invariant subspace is again hyponormal (resp., paranormal), and the inverse
of a hyponormal (or, paranormal) operator, whenever it exists, is again hyponor-
mal (resp., paranormal). It is a straightforward application of the Putnam–Fuglede
theorem to see that [A1, A3] = 0 = [A2, A4] ⇒ [A∗1, A3] = 0 = [A∗2, A4]. Finally,
since A1 hyponormal (resp., paranormal) and A3 normal implies A1A3 hyponormal
(resp., paranormal [23, p. 631]), it follows that properties P(1)− P(3) are satisfied.
Lemma 2.5. Let a quartet (A,B,C,D) ∈A. Suppose that both σ(C) and σ(D)
are finite sets and kerA ∩ kerC = {0} = kerB ∩ kerD. If 0 ∈ σ(φ) is an isolated
point of the set S = {αβ + λµ : α ∈ σ(A), β ∈ σ(B), λ ∈ σ(C) and µ ∈ σ(D)},
then H0(φ) = φ−1(0).
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Proof. Before starting with the proof proper, we note that the hypothesis σ(C) and
σ(D) are finite sets implies that C, D are normal operators with σ(C) = σp(C) and
σ(D) = σp(D). Since σ(φ) ⊆ S, the hypotheses 0 ∈ iso(S) implies that if 0 is in the
spectrum of either of the operators A,B and 0 ∈ σ(C)σ(D), then 0 ∈ σ(A)σ(B)
must be an isolated point of σ(A)σ(B) (also, σ(C)σ(D)), and this in turn implies
that 0 must be an isolated point of σ(A) and (or) σ(B). These observations will be
used in the proof below. We divide the proof of the lemma into the following cases:
(i) 0 /∈ σ(B) and 0 /∈ σ(C); (ii) 0 /∈ σ(B) and 0 ∈ σ(C);
(iii) 0 ∈ σ(B) and 0 /∈ σ(C); (iv) 0 ∈ σ(B) and 0 ∈ σ(C).
Case (i). If 0 /∈ σ(B) and 0 /∈ σ(C), then
φ(X) = C{C−1AX +XDB−1}B = Cδ(C−1A)(DB−1)(X)B,
where (C−1A, I, I,DB−1) ∈A. Since
0 ∈ iso (S) ⇒ 0 ∈ iso σ(δ(C−1A)(DB−1)),
it is seen from an application of Lemma 2.2 that H0(δ(C−1A)(DB−1)) = δ−1(C−1A)(DB−1)
(0). Hence
H0(φ)=
{
X ∈ B(H) : lim
n→∞‖φ
n(X)‖ 1n = 0
}
= H0(δ(C−1A)(DB−1)) = δ−1(C−1A)(DB−1)(0) = φ−1(0).
Case (ii). Suppose that 0 /∈ σ(B) and 0 ∈ σ(C). If 0 /∈ σ(A), then
φ(X) = A{X + A−1CXDB−1}B = A(A−1C)(DB−1)(X)B,
where (A−1C,DB−1, I, I ) ∈A and 0 ∈ isoσ((A−1C)(DB−1)). Applying Lemma
2.2 (and arguing as in Case(i)) it follows that H0(φ) = φ−1(0). If, instead, 0 ∈ σ(A),
then 0 ∈ iso σ(A) ⇒ 0 ∈ σp(A). We consider the cases 0 ∈ σ(D) and 0 /∈ σ(D)
separately. We start by considering the case 0 /∈ σ(D). Let µ ∈ σ(D); then µ ∈
σp(D) and D has a decomposition
D = D|ker(D−µ) ⊕D|ker⊥(D−µ) = D1 ⊕D2,
where both D1 and D2 are invertible. The hypothesis 0 ∈ σ(A) implies that
A = A|kerA ⊕ A|ker⊥ A = 0 ⊕ A2,
where A2 is invertible. The hypotheses [A,C] = 0 = [B,D] and kerA ∩ kerC =
{0} then imply that B and C have a decomposition
B = B|ker(D−µ) ⊕ B|ker⊥(D−µ) = B1 ⊕ B2
and
C = C|kerA ⊕ C|ker⊥ A = C1 ⊕ C2,
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whereC1 is invertible. LetX : ker(D − µ)⊕ ker⊥(D − µ)→ kerA⊕ ker⊥A have
the matrix representation X = [Xij ]2i,j=1. Then
φ(X)=
[
C1X11D1 C1X12D2
A2X21B1 + C2X21D1 A2X22B2 + C2X22D2
]
=
[
ϕC1D1(X11) ϕC1D2(X12)
A2δ(A−12 C2)(B1D
−1
1 )
(X21)D1 A2δ(A−12 C2)(B2D
−1
2 )
(X22)D2
]
,
where the operator ϕLM is defined by ϕLM(Z) = LZM . Since
lim
n→∞‖X11‖
1
n  ‖C−11 ‖‖D−11 ‖ limn→∞‖ϕ
n
C1D1
(X11)‖ 1n
and
lim
n→∞‖X12‖
1
n  ‖C−11 ‖‖D−12 ‖ limn→∞‖ϕ
n
C1D2
(X12)‖ 1n ,
X ∈ H0(φ) ⇒ X11 = X12 = 0. Let I1 denote the identity operator on ker(D −
µ)→ ker⊥A and I2 denote the identity operator on ker⊥(D − µ)→ ker⊥A. Then
both (A−12 C2, I1, I1, B1D
−1
1 ) and (A
−1
2 C2, I2, I2, B2D
−1
2 ) ∈A. Since 0 is an isol-
ated point of the spectrum of both δ
(A−12 C2)(B1D
−1
1 )
and δ
(A−12 C2)(B2D
−1
2 )
, it follows that
if X ∈ H0(φ), then X21 ∈ δ−1
(A−11 C1)(B1D
−1
1 )
(0) and X22 ∈ δ−1
(A−12 C2)(B2D
−1
2 )
(0). Hence
H0(φ) = φ−1(0). This leaves us with the case 0 ∈ σ(D).
If 0 ∈ σ(D), then D = 0 ⊕D2. (Just let µ = 0 in the above.) Decomposing A,
B, C and X as before it is seen that A2, B1, B2 and C1 are invertible, and
φ(X) =
[
0 ϕC1D2(X12)
ϕA2B1(X21) A2δ(A−12 C2)(D2B
−1
2 )
(X22)B2
]
.
As before, this implies that H0(φ) = φ−1(0).
Case (iii). The argument in the case in which 0 ∈ σ(B) and 0 /∈ σ(C) is similar
to that in case (ii). If 0 /∈ σ(D), then φ(X) = C{C−1AXBD−1 +X}D. If, instead
0 ∈ σ(D), then 0 ∈ σp(D), and one considers (for example) the cases 0 ∈ σ(A) and
0 /∈ σ(A) separately.
Case (iv). The argument in the case in which 0 ∈ σ(C) and 0 ∈ σ(B) is, once
again, similar. It is seen that A = A|kerC ⊕ A|ker⊥ C = A1 ⊕ A2, B = B|kerB ⊕
B|ker⊥ B = 0 ⊕ B2, C = C|kerC ⊕ C|ker⊥ C = 0 ⊕ C2 and D =D|kerB ⊕D|ker⊥ B =
D1 ⊕D2, where A1, B2, C2 and D1 are invertible. Also
φ(X) =
[
0 ϕA1B2(X12)
ϕC2D1(X21) A2δ(A−12 C2)(D2B
−1
2 )
(X22)B2
]
,
so that H0(φ) = φ−1(0). 
Let A, B, C and D ∈ B(H), and let (as before) φ(X) = AXB + CXD. Then
(compare with implications (1) of Section 1)
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φ−1(0)⊕ φ(B(H)) = B(H)
⇐⇒ asc(φ) = dsc(φ) = 1 [20, Proposition 4.10.6]
⇐⇒ 0 is a simple pole of the resolvent of φ [19, Theorem 3.4]
⇒ 0 ∈ iso σ(φ).
The following theorem shows that if (A,B,C,D) ∈A, then the condition 0 ∈ iso
σ(φ) is very near to being sufficient too.
Theorem 2.6. Suppose that (A,B,C,D) ∈A. Let S be the subset of the set of
complex numbers defined by
S = {αβ + γ δ : α ∈ σ(A), β ∈ σ(B), γ ∈ σ(C) and δ ∈ σ(D)}.
If ker(A) ∩ ker(C) = {0} = ker(B) ∩ ker(D), then:
0 ∈ σ(φ) is an isolated point of S ⇒ φ−1(0)⊕ φ(B(H)) = B(H).
Proof. We prove that H0(φ) = φ−1(0): the proof is then completed by appealing to
Theorem 2.1.
The set σ(φ) being a subset of S [13], 0 ∈ σ(φ) is isolated in S ⇐⇒ there exist
finite sequences {αi}, {βi}, {λi} and {µi}, 1  i  n, such that αiβi + λiµi = 0 for
all 1  i  n. (Here some of the terms in any particular sequence may be repeated.)
The complex numbers αi (similary, βi etc.) being isolated in σ(A) (resp., σ(B) etc.)
are normal eigenvalues of A (resp., B etc.). Let
H1 =
∨
1in
ker(λi − C), H ′1 =
∨
1in
ker(µi −D),
H2 = H H1, H ′2 = H H ′1.
The hypothesis A doubly commutes with C and B doubly commutes with D implies
that H1 reduces A and H ′1 reduces B. Then C1 and D1 are normal operators with
finite spectrum, and 0 is an isolated point of {αβ + λµ : α ∈ σ(A1), β ∈ σ(B1), λ ∈
σ(C1) and µ ∈ σ(D1)}. Let
A = A|H ′1 ⊕ A|H ′2 = A1 ⊕ A2, B = B|H ′1 ⊕ B|H ′2 = B1 ⊕ B2,
C = C|H1 ⊕ C|H2 = C1 ⊕ C2, D = D|H1 ⊕D|H2 = D1 ⊕D2.
Let X : H ′1 ⊕H ′2 → H1 ⊕H2 have the matrix representation X = [Xij ]2i,j=1, and
define φij by φij (Xij ) = AiXijBj + CiXijDj (1  i, j  2). Then
φn(X) =
[
φn11(X11) φ
n
12(X12)
φn21(X21) φ
n
22(X22)
]
for all integers n  1. The operators A1, B1, C1,D1 and φ11 satisfy the hypotheses
of Lemma 2.5. Hence H0(φ11) = φ−111 (0). Consider now φij ; i, j /= 1. Since either
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σ(Ci) = σ(C) \ {λ1, λ2, . . . , λn} or σ(Dj ) = σ(D) \ {µ1, µ2, . . . , µn} or both, and
since σ(φij ) ⊆ {αβ + λµ : α ∈ σ(Ai), β ∈ σ(Bj ), λ ∈ σ(Ci) and µ ∈ σ(Dj )}, 0 /=
αβ + λµ, i.e. 0 /∈ σ(φij ). Hence
lim
n→∞‖Xij‖
1
n = lim
n→∞‖φ
−n
ij φ
n
ij (Xij )‖
1
n  ‖φ−1ij ‖ limn→∞‖φ
n
ij (Xij )‖
1
n ,
which implies that if X ∈ H0(φ), then Xij = 0 for all i, j /= 1. Thus if X ∈ H0(φ),
then X = X11 ⊕ 0 ∈ φ−1(0), which implies that H0(φ) = φ−1(0). 
The following corollary is an immediate consequence of Theorem 2.6.
Corollary 2.7. Suppose that the operators A, B∗ are hyponormal, and the operat-
ors C, D are normal. Let S be the set defined in the statement of Theorem 2.6. If
[A,C] = 0 = [B,D] and ker(A) ∩ ker(C) = {0} = ker(B) ∩ ker(D), then
0 ∈ σ(φ) is an isolated point of S ⇒ φ−1(0)⊕ φ(B(H)) = B(H).
3. asc(φ)  1 : A,B∗ hyponormal and C, D normal
The conclusion H0(φ) = φ−1(0) of Lemma 2.5 implies that H0(φ) is closed
⇒ φ has SVEP [2]. Recall that the finite ascent property implies SVEP (one way
implication only). In the following we restrict ourselves to operators A,B∗ which
are hyponormal and operators C, D which are normal. It will be shown that if
[A,C] = 0 = [B,D] and (as before) φ(X) = AXB + CXD, then asc(φ)  1. It
is possible that asc(φ)  1 for more general A, B, C and D, but our technique
seemingly does not lend to such a generalisation.
Lemma 3.1. If A ∈ B(H) is hyponormal, then asc(AA∗)  1.
Proof. If A,B∗ ∈ B(H) are hyponormal operators, then δ−1AB(0) ⊆ δ−1A∗B∗(0) [22]
and this by [9, Theorem 2] implies that −1AB(0) ⊆ −1A∗B∗(0). Now let B = A and
apply [9, Lemma 4]. 
Lemma 3.2. Let ∈ B(B(H)) be defined by (X) = AXA∗ + BXB∗, where A ∈
B(H) is hyponormal, B ∈ B(H) is normal and [A,B] = 0. If B is invertible, then
asc()  1.
Proof. The hypotheses B is invertible and [A,B] = 0 imply that
(X) = B((AB−1)(AB−1)∗(X))B∗.
Since the hypothesis [A,B] = 0 ⇒ [A∗, B] = 0, (AB−1)(AB−1)∗ = AB−1∗B−1
A∗ = B−1∗AA∗B−1  (AB−1)∗(AB−1), i.e., AB−1 is hyponormal. Applying
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Lemma 3.1 it follows that asc
(
(AB−1)(AB−1)∗
)
 1. This, since −n(0) =
Bn
(
−n
(AB−1)(AB−1)∗(0)
)
B∗n = B(−1
(AB−1)(AB−1)∗(0)
)
B∗ = −1(0), implies that
asc()  1. 
Lemma 3.3. If A ∈ B(H) is hyponormal, B ∈ B(H) is normal, [A,B] = 0 and
 ∈ B(B(H)) is the operator (X) = AXA∗ + BXB∗, then asc()  1.
Proof. We divide the proof into the following four cases: (i) B−1(0) = {0}; (ii)
B−1(0) /= {0} and A−1(0) = {0}; (iii) B−1(0) /= {0}, A−1(0) /= {0} and B−1(0) /=
A−1(0); (iv) B−1(0) = A−1(0) /= {0}. Let, for convenience sake, n = T (1 < n ∈
N).
Case (i). Suppose B−1(0) = {0}. Let -n = {λ ∈ C : |λ|  1n } for some n ∈ N,
and let EB(-n) denote the corresponding spectral projector. Set Pn = I − EB(-n);
then Pn converges strongly to I . The hypothesis [A,B] = 0 ⇒ [A,B∗] = 0 (see
[9,22])⇒ PnH reduces bothA andB. DecomposeH byH = (I − Pn)H ⊕ PnH ;
then A and B have direct sum decompositions A = A1(n) ⊕ A2(n) and B = B1(n) ⊕
B2(n), where Ai(n), i = 1, 2, are hyponormal and B2(n) is invertible. Let L ∈ −1(0)
and X ∈ B(H) have the representations L = [Lij ]21,j=1 and X = [Xij ]2i,j=1. Then
Pn((X)+ L)Pn = Pn(AXA∗ + BXB∗ + L)Pn
= PnA(PnXPn)A∗Pn + PnB(PnXPn)B∗Pn + PnLPn
= A2(n)(PnXPn)A∗2(n) + B2(n)(PnXPn)B∗2(n) + PnLPn
and
‖(X)+ L‖ =
∥∥∥∥
[∗ ∗
∗ Pn((X)+ L)Pn
]∥∥∥∥
 ‖Pn((X)+ L)Pn‖.
Set A2(n)B−12(n) = Cn. Since [A2(n), B2(n)] = 0,
CnC
∗
n = A2(n)B−12(n)B∗
−1
2(n)A
∗
2(n) = A2(n)B∗
−1
2(n)B
−1
2(n)A
∗
2(n)
= B∗−12(n)A2(n)A∗2(n)B−12(n)  B∗
−1
2(n)A
∗
2(n)A2(n)B
−1
2(n) = C∗nCn,
i.e., Cn is hyponormal. Now let B2(n)PnXPnB∗
−1
2(n) = Zn and PnLPn = Ln; then
Pn((X)+ L)Pn = CnC∗n + Ln. Since CnC∗n (Ln) = CnLC∗n + Ln = B−12(n)(
A2(n)LnA
∗
2(n) + B2(n)LnB∗2(n)
)
B∗−12(n) = 0, Ln ∈ −1CnC∗n (0). Recall from [9, Corol-
lary 3] that ifC,D∗ ∈ B(H) are hyponormal operators and Y ∈ −1CD(0), then ‖Y‖ 
‖CD(X)+ Y‖ for all X ∈ B(H) (i.e., −1CD(0) ⊥ CD(B(H)). Hence
‖(X)+ L‖  ‖Pn((X)+ L)Pn‖  ‖Ln‖,
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which implies that supn ‖Ln‖  ‖(X)+ L‖ for L ∈ −1(0) and all X ∈ B(H).
Since Ln → L weakly (even, strongly), it follows that ‖L‖  ‖(X)+ L‖ ⇒
−1(0) ⊥ (B(H)) ⇒ asc() = 1.
Case (ii). If B−1(0) /= {0} and A−1(0) = {0}, then ( with respect to the decom-
position H = ker⊥ B ⊕ kerB of H ) A and B have the direct sum decompositions
A = A1 ⊕ A2 and B = B1 ⊕ 0, where A1, A2 and B1 are injective. Let X ∈ B(H)
have the matrix decomposition X = [Xij ]2i,j=1. If X ∈ T −1(0), then[
nA1B1(X11) ϕ
n
A1A
∗
2
(X12)
ϕn
A2A
∗
1
(X21) ϕ
n
A2A
∗
2
(X22)
]
= 0,
whereA1B1(X11) = A1X11A∗1 + B1X11B∗1 and where (as before) the operator ϕLM
is defined by ϕLM(Z) = LZM . The operators A1 and A2 being injective, it is seen
that X12 = X21 = X22 = 0. Also, since B1 is injective, Case (i) applied to nA1B1
(X11) implies that X11 ∈ −1A1B1(0). Hence X = X11 ⊕ 0 ∈ −1(0).
Case (iii). We may assume that B−1(0) ⊆ A−1(0). Let B = B1 ⊕ 0 and A =
A1 ⊕ A22 with respect to the decomposition H = ker⊥ B ⊕ kerB. Then, with re-
spect to the decomposition H = ker⊥ B ⊕ (kerB  kerA22)⊕ kerA22, A = A1 ⊕
A2 ⊕ 0 and B = B1 ⊕ 0 ⊕ 0, where A2 and B1 are injective. Let X ∈ T −1(0) have
the matrix representation X = [Xij ]3i,j=1. Then
TX =


nA1B1(X11) ϕ
n
A1A
∗
2
(X12) 0
ϕn
A2A
∗
1
(X21) ϕ
n
A2A
∗
2
(X22) 0
0 0 0

 = 0.
Since B1 is injective, case(ii) applied to nA1B1(X11) = 0 implies that A1B1(X11) =
0. Again, sinceA2 is injective andA1 is hyponormal, ϕnA1A∗2 (X12) = 0 ⇒ A
n
1X12 =
0 ⇒ A1X12 = 0 ⇒ A1X12A∗2 = 0, ϕnA2A∗1 (X21) = 0 ⇒ A
n
1X
∗
21 = 0 ⇒
A1X
∗
21 = 0 ⇒ A2X21A∗1 = 0, and ϕnA2A∗2 (X22) = 0 ⇒ X22 = 0. Consequently,
X ∈ −1(0).
Case (iv). If A−1(0) = B−1(0), then A = A1 ⊕ 0 and B = B1 ⊕ 0 with respect
to the decomposition H = ker⊥ B ⊕ kerB of H . Letting X = [Xij ]2i,j=1, it follows
that if X ∈ T −1(0), then
TX =
[
nA1B1(X11) 0
0 0
]
= 0,
which (since B1 is injective) implies that X11 ∈ −1A1B1(0) and X ∈ −1(0). 
Theorem 3.4. If A and B∗ ∈ B(H) are hyponormal, C and D ∈ B(H) are normal
and [A,C] = 0 = [B,D], then asc(φ)  1.
Proof. For A,B,C,D as given and X ∈ kerφ, define Aˆ, Bˆ and Xˆ (on Hˆ = H ⊕
H ) by
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Aˆ = A⊕ B∗, Bˆ = C ⊕D∗ and Xˆ =
(
0 X
0 0
)
.
Then Xˆ ∈ −n
AˆBˆ
(0)⇐⇒ X ∈ φ−n(0). 
Corollary 3.5. Let φ be the operator of Theorem 3.4. A necessary and sufficient
condition for φ(B(H)) to be closed is that φ(B(H))+ φ−1(0) is closed.
Proof. Since asc(φ)  1, the proof follows from an application of [20, Proposition
4.10.4]. 
Remark 3.6. The conclusion asc(φ)  1 of Theorem 3.4 implies that φ−1(0) ∩
φ(B(H)) = {0}: that the hypotheses of Theorem 3.4 actually imply φ−1(0)⊥k
φ(B(H)) is proved in [11, Theorem (2.7)]. (See Remark 2.4 for the definition of
φ−1(0)⊥kφ(B(H)).)
4. Decomposable operators and φ ∈ B(Cp)
A Banach space operator T ∈ B(V ) is said to be semi-regular if T (V ) is closed
and T −1(0) ⊂ T∞(V ). The operator T admits a generalized Kato decomposition,
or GKD, if there exists a pair of T -invariant closed subspaces (M,N) such that
V = M ⊕N , where T |M is quasi-nilpotent and T |N is semi-regular; T is said to be
of Kato type if T has GKD and T |M is nilpotent (see [1]). Let σkt (T ) denote the part
of σ(T ) defined by
σkt (T ) =
{
λ ∈ C : λI − T is not of Kato type}.
Then σkt (T ) is a closed subset of σ(T ) such that every non-isolated point of the
boundary of σ(T ) belongs to σkt (T ) [3]. If both (λI − T ) and (λI − T )∗ have SVEP
at a point λ ∈ accσ(T ) (=the set of accumulation points of σ(T )), then λ ∈ σkt (T ).
This follows from Theorems 2.6 and 2.9 of [1] as the following argument shows.
Assume that λI − T is Kato type at λ. Then, since both T and T ∗ have SVEP at
λ, both asc(λI − T ) and dsc(λI − T ) are finite, and hence equal. Consequently,
there exists an integer q  1 such thatB(V ) = (λI − T )−q(0)⊕ (λI − T )q(B(V )),
which implies that λ is isolated in σ(T ), a contradiction (see also [3].)
Theorem 4.1. If T ∈ B(V ) is such that both T and T ∗ have SVEP at 0 ∈ σ(T ),
then either 0 ∈ σkt (T ) or V = T −q(0)⊕ T q(V ) for some q ∈ N.
Proof. If 0 ∈ σ(T ) is such that 0 /∈ σkt (T ), then T is Kato type and 0 is an isolated
point in the boundary of σ(T ). Thus 0 is a pole of the resolvent of T [3, Theorem
2.9], and hence there exists a q ∈ N such that V = T −q(0)⊕ T q(V ). 
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Theorem 4.1 applies in particular to decomposable operators. Recall that ifA,B ∈
B(H) are generalized scalar operators, then δAB is a generalized scalar (hence de-
composable) operator such that H0(δAB) = δ−qAB(0) [7, pp. 112–114]. Thus 0 ∈ iso
σ(δAB) for such a δAB if and only if B(H) = δ−qAB(0)⊕ δqAB(B(H)). If instead
A,B are scalar operators (in the sense of Dunford [7]), then H0(δAB) = δ−1AB(0) [5,
Theorems 2.1], and 0 ∈ iso σ(δAB) if and only if B(H) = δ−1AB(0)⊕ δAB(B(H)).
Corollary 4.2 (cf. [5, Theorem 3.3]). If A,B ∈ B(H) are scalar operators (in the
sense of Dunford), in particular normal operators, then either 0 ∈ σkt (δAB) or
B(H) = δ−1AB(0)⊕ δAB(B(H)).
The case φ ∈ B(Cp), 1 < p <∞. Assuming our Hilbert space H to be separ-
able, let Cp = Cp(H) denote the von Neumann–Schatten p-class with norm
‖X‖p =


(∑∞
j=1 sj (X)p
) 1
p = (tr (X)p) 1p <∞, 1  p <∞;
s1(X), p = ∞,
where, for a compact operator X, s1(X)  s2(X)  · · · denote the singular values of
X. Let A, B, C and D ∈ B(H) be normal. Turnšek [27, Corollary 3.7] and Kecˇkic´
[18, Theorem 5] have proved that if ker(A) ∩ ker(C) = {0} = ker(B) ∩ ker(D) and
φ ∈ B(Cp), 1 < p <∞, then Cp = φ−1(0)⊕ φ(Cp). A similar result fails for the
case p = 1 [18, Theorems 6]. (Concerning the case p = ∞, see [18, Theorem 7 and
Remarks 9 and 10].) We prove in the following that (for normal A, B, C and D)
Cp = φ−1(0)⊕ φ(Cp), 1 < p <∞, if and only if φ(Cp) is closed. But before that
we note that the conjugate operator φ∗ ∈ B(Cp′) of φ ∈ B(Cp), 1p + 1p′ = 1, is the
operator φ∗(X) = BXA+DXC.
Theorem 4.3. If A, B, C and D ∈ B(H) are normal operators such that [A,C] =
0 = [B,D], and if 1 < p <∞, then
Cp = φ−1(0)⊕ φ(Cp)⇐⇒ φ(Cp) is closed.
Proof. Recall from Theorem 3.4 that asc(φ) 1. HenceCp = φ−1(0)⊕φ(Cp)⇒
φ(Cp) is closed [20, Proposition 4.10.4]. Suppose now that φ(Cp) is closed but
Cp /= φ−1(0)⊕ φ(Cp). Since Cp is reflexive with C∗p = Cp′ , 1 < p <∞, there
exists a bounded non-zero linear functional f ∈ Cp′ which is zero on φ−1(0)⊕
φ(Cp). φ(Cp) being closed in Cp, φ∗(Cp′) = φ∗(Cp′). Let φ(Cp)⊥ denote the
annihilator of φ(Cp). Since φ(Cp)⊥ = φ∗−1(0), φ∗(Cp′) = φ−1(0)⊥. Hence f ∈
φ∗(Cp′) ∩ φ∗−1(0). The operators A, B, C and D being normal (with [A,B] = 0 =
[C,D]), asc(φ∗)  1 (by Theorem 3.4) ⇒ φ∗(Cp′) ∩ φ∗−1(0) = {0} ⇒ f = 0.
This contradiction implies that Cp = φ−1(0)⊕ φ(Cp). 
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