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Diplomova´ pra´ce se zaby´va´ linea´rn´ı celocˇ´ıselnou optimalizac´ı v proble´mech organizace
vy´roby pomoc´ı matematicke´ho programova´n´ı. Tento na´stroj je pouzˇit pro hleda´n´ı op-
tima´ln´ıch rozvrh˚u vy´roby pro pr˚uchod v´ıce zaka´zek firmou s omezeny´mi zdroji. Pra´ce rˇesˇ´ı
proble´m ve spojen´ı s firmou TOSHULIN, a.s., ktera´ projevila o rˇesˇen´ı tohoto proble´mu
za´jem. Vy´sledkem je potom softwarove´ rˇesˇen´ı, jej´ımzˇ vy´stupem je tvorba Ganttova dia-
gramu.
Summary
The diploma thesis deals with linear integer optimization in production logistics via
mathematical programming. This tool is used for optimization of the time production
schedule with a number of various jobs performed by a company with limited resources.
The thesis solves the problem in conjunction with TOSHULIN, a.s. company, which is
interested in solving the problem. As a result is the software implementation in which
Gantt chart is created as its output.
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U´vod
Tato pra´ce se zameˇrˇuje na rˇesˇen´ı rea´lne´ho proble´mu firmy TOSHULIN, a.s. pomoc´ı ma-
tematicke´ho programova´n´ı. Jde o proble´my soubeˇzˇne´ho pr˚uchodu v´ıce zaka´zek firmou
s omezeny´mi zdroji. Podle povahy proble´mu jsou pouzˇity matematicke´ modely linea´rn´ıho
celocˇ´ıselne´ho programova´n´ı. C´ılem pra´ce je vytvorˇen´ı matematicke´ho modelu popisuj´ıc´ı
rea´lny´ proble´m, programova´ implementace pomoc´ı modelovac´ıho jazyku GAMS, p˚uvodn´ı
vizualizace vy´stupn´ıch dat pomoc´ı Ganttovy´ch diagramu˚ v MS EXCEL. Take´ je kladen
d˚uraz na prˇa´telske´ uzˇivatelske´ rozhran´ı pomoc´ı programovac´ıho jazyku Microsoft Visual
Basic, a pomoc´ı vza´jemne´ho propojen´ı programu˚ GAMS a MS EXCEL. Tento text se
skla´da´ ze sˇesti kapitol, jejichzˇ skladbu urcˇuje povaha proble´mu a vymezen´ı c´ıl˚u.
Prvn´ı kapitola kra´tce popisuje historii a soucˇasnost firmy TOSHULIN, a.s. Obsahuje
formulaci rea´lne´ho proble´mu a potrˇebu rˇesˇen´ı na matematicke´ u´rovni. Da´le popisuje his-
torii, podstatu Ganttovy´ch diagramu˚ a jejich hojne´ pouzˇit´ı v pr˚umyslove´ vy´robeˇ. Za´veˇr
kapitoly je veˇnova´n tvorbeˇ Ganttovy´ch diagramu˚ v prostrˇed´ı tabulkove´ho procesoru MS
EXCEL za pomoci programovac´ıho jazyku Microsoft Visual Basic.
Druha´ kapitola zarˇazuje proble´m mezi proble´my operacˇn´ıho vy´zkumu, konkre´tneˇ jako
proble´m pla´nova´n´ı a rozvrhova´n´ı vy´roby. Dı´ky tomu je zde uvedena kra´tka´ historie
operacˇn´ıho vy´zkumu a pla´nova´n´ı a rozvrhova´n´ı vy´roby. V dalˇs´ım kapitola vymez´ı za´kladn´ı
pojmy, ktere´ jsou pouzˇity v cele´ pra´ci. Strucˇneˇ jesˇteˇ uvede matematicke´ programova´n´ı jako
jednu z metod rˇesˇen´ı operacˇn´ıho vy´zkumu, kterou pouzˇ´ıva´ tato pra´ce.
V kapitole trˇet´ı formulujeme proble´m pr˚uchodu jedne´ zaka´zky firmou. V u´vodu kapi-
toly uvedeme modelovy´ prˇ´ıklad, na ktere´m bude budova´na matematicka´ teorie. Pomoc´ı
poznatk˚u z teorie graf˚u zavedeme pojem analy´za kriticke´ cesty. Budeme hledat rˇesˇen´ı
tohoto proble´mu pomoc´ı linea´rn´ıho programova´n´ı. Vytvorˇ´ıme obecny´ matematicky´ mo-
del a uka´zˇeme si jeho implementaci v programu GAMS. Vytvorˇ´ıme propojen´ı programu
GAMS a MS EXCEL a z vypocˇteny´ch dat sestroj´ıme Gantt˚uv diagram.
Cˇtvrta´ kapitola rozsˇiˇruje proble´m na pr˚uchod dvou zaka´zek firmou. Na modelove´m
prˇ´ıkladeˇ uka´zˇeme matematickou teorii. Matematicky´ model rozsˇ´ıˇr´ıme o indika´torovou
promeˇnnou a t´ım se dostaneme na proble´m celocˇ´ıselne´ho matematicke´ho programova´n´ı.
Prˇi jeho tvorˇen´ı uka´zˇeme postupy, ktere´ zachovaj´ı linearitu modelu. Za´rovenˇ si rˇekneme
jak rozsˇ´ıˇrit GAMS model a kapitolu uzavrˇe vy´sledny´ Gantt˚uv diagram.
V pa´te´ kapitole uka´zˇeme, jak bude vypadat situace, kdy zaka´zek procha´zej´ıc´ıch firmou
je libovolneˇ mnoho. Opeˇt v u´vodu kapitoly uka´zˇeme modelovy´ prˇ´ıklad. Na´sleduje u´prava
matematicke´ho modelu a GAMS modelu, ktery´ prˇ´ıklad spocˇ´ıta´. Kromeˇ toho budeme
hodnotit vy´sledky pouzˇit´ı r˚uzny´ch u´cˇelovy´ch funkc´ı. Posledn´ı cˇa´st kapitoly uka´zˇe fina´ln´ı
softwarove´ zpracova´n´ı proble´mu a pop´ıˇse jeho pouzˇ´ıva´n´ı.
Za´veˇrecˇna´ kapitola obsahuje pa´r mozˇny´ch smeˇr˚u vylepsˇen´ı modelu pro jeho rozsˇ´ıˇren´ı
a prˇibl´ızˇen´ı k realiteˇ.
3
Kapitola 1
Firma TOSHULIN, a.s., vybrane´
proble´my
1.1. Firma TOSHULIN, a.s.
Tradice firmy saha´ k roku 1949, kdy byla zaha´jena vy´stavba stroj´ırenske´ho za´vodu ve
meˇsteˇ Hul´ıneˇ, ktery´ se nacha´z´ı ve vy´chodn´ı cˇa´sti Cˇeske´ republiky. Po roce 1951 firma
zameˇrˇila svoji cˇinnost na vy´robu obra´beˇc´ıch stroj˚u, zejme´na svisly´ch soustruh˚u obra´zek
(1.2). Firma zacˇala jako jedna z prvn´ıch na sveˇteˇ vyra´beˇt generaci stroj˚u s plynuly´mi po-
suvy, NC pravou´hly´m rˇ´ızen´ım a kop´ırova´n´ım. Osveˇdcˇene´ svisle´ soustruhy s automatickou
vy´meˇnou na´stroj˚u z patna´ctipolohove´ho za´sobn´ıku byly vyra´beˇny jizˇ v roce 1974. Za dobu
sve´ existence dodala firma prˇes 13 000 obra´beˇc´ıch stroj˚u do 58 zemı´ sveˇta a jej´ım c´ılem je
i nada´le zachovat a rozv´ıjet spolupra´ci se zahranicˇn´ımi prodejci a za´kazn´ıky. Spolecˇnost
TOSHULIN, a.s. dnes vyra´b´ı osm za´kladn´ıch typ˚u svisly´ch soustruh˚u a take´ patrˇ´ı mezi
prˇedn´ı sveˇtove´ vy´robce svisly´ch soustruh˚u. V soucˇasne´ dobeˇ zameˇstna´va´ TOSHULIN, a.s.
370 odborn´ık˚u a napla´novana´ rocˇn´ı vy´roba je kolem 40-ti novy´ch stroj˚u. Vı´ce o firmeˇ lze
nale´zt na internetovy´ch stra´nka´ch firmy http://www.toshulin.cz.
Obra´zek 1.1: TOSHULIN, a.s.
Tak jako kazˇda´ firma, mus´ı i firma TOSHULIN, a.s. modernizovat svoji vy´robu a za-
va´deˇt nove´ inzˇeny´rske´ postupy, aby co nejle´pe uspokojila prˇa´n´ı a pozˇadavky za´kazn´ık˚u.
Proto TOSHULIN, a.s. sve´ postupy inovuje a spolupracuje s vysoky´mi sˇkolami, mezi ktere´
patrˇ´ı i Vysoke´ ucˇen´ı technicke´ v Brneˇ. Mu˚zˇeme naprˇ´ıklad citovat cˇla´nkny pana Doc. Dr.
Ing. Jiˇr´ıho Marka technicke´ho rˇeditele firmy TOSHULIN, a.s. [25],[26].
4
Obra´zek 1.2: Vybrane´ druhy soustruh˚u
1.2. Formulace proble´mu
TOSHULIN, a.s. vyra´b´ı v rezˇimu ”Projekt na zaka´zku”. Acˇkoliv je produkce zalozˇena
na standardn´ıch na´vrz´ıch a komponenta´ch, stroje jsou cˇasto upravova´ny konkre´tn´ım
za´kaznicky´m potrˇeba´m. Neˇkdy se stane, zˇe prˇi podepsa´n´ı smlouvy nahla´s´ı za´kazn´ık pouze
neˇkolik pozˇadavk˚u s detailn´ımi specifikacemi, ktere´ pozdeˇji rozpracuje ve spolupra´ci s kon-
strukcˇn´ım oddeˇlen´ım TOSHULIN, a.s. V d˚usledku toho se pracovn´ı zat´ızˇen´ı v podniku
hodneˇ meˇn´ı. Jak jizˇ bylo rˇecˇeno, firmou procha´z´ı rocˇneˇ kolem 40-ti novy´ch stroj˚u, ktere´
se rozdeˇluj´ı do osmi za´kladn´ıch typ˚u. Kazˇdy´ typ ma´ sva´ vy´robn´ı specifika, jak v oblasti
cˇasove´ na´rocˇnosti, tak v oblasti pouzˇite´ho materia´lu apod. Take´ kazˇdou z teˇchto zaka´zek
si mu˚zˇeme prˇedstavit jako soubor komponent, z nichzˇ se neˇktere´ mohou vyra´beˇt paralelneˇ,
dalˇs´ı mus´ı na svoji vy´robu cˇekat azˇ budou jine´ kompletn´ı. Komponenty mu˚zˇeme rozdeˇlit do
dvou skupin, na ty u ktery´ch je dokumentace zna´ma´ a na ty, ktere´ si za´kazn´ık upravil podle
potrˇeby a kde dokumentaci mus´ı firma vyrobit. Takovy´chto komponent mu˚zˇe by´t i kolem
dveˇ steˇ u jedne´ zaka´zky. Nav´ıc firma mus´ı stanovit prˇesne´ datum expedice stroje z firmy
jizˇ ve fa´zi objedna´vky stroje, nebot’ prˇekrocˇen´ı stanovene´ho data zp˚usobuje neprˇ´ıjemnosti
jak firmeˇ, ktera´ prˇicha´z´ı o zisk spojeny´ s opozˇdeˇn´ım zaka´zky, tak i za´kazn´ıkovi, ktery´ na
stroj cˇeka´ a mu˚zˇe tak prˇij´ıt o sv˚uj prˇ´ıpadny´ zisk jeho pouzˇ´ıva´n´ım.
Kdyzˇ se podrobneˇji pod´ıva´me na pr˚uchod jedne´ zaka´zky, naprˇ´ıklad ktera´ byla ob-
jedna´na k 1.1. a jej´ı expedice z firmy je napla´nova´na k 30.6.,
Obra´zek 1.3: Objedna´vka a expedice stroje z firmy TOSHULIN, a.s.
mus´ı takova´ zaka´zka proj´ıt fa´zemi jako je prodejn´ı u´sek, technologicky´ u´sek, technicky´
u´sek(konstrukce), vy´robou, monta´zˇ´ı a zkousˇen´ım viz obra´zek (1.4).
Obra´zek 1.4: Blokove´ sche´ma pr˚uchodu zaka´zky firmou
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Kazˇda´ z teˇchto fa´z´ı potrˇebuje cˇasovy´ vymezeny´ u´sek za´visly´ na druhu stroje. V pla´nu se
pak tyto u´seky vza´jemneˇ cˇasoveˇ prˇekry´vaj´ı z d˚uvodu nejistoty doby trva´n´ı v jednotlivy´ch
u´sec´ıch viz obra´zek (1.5).
Obra´zek 1.5: Cˇasove´ rozvrzˇen´ı zaka´zky
Kazˇdy´ z teˇchto u´sek˚u je nav´ıc kapacitneˇ omezen, at’ uzˇ lidskou silou, nebo vy´robn´ımi
prostory. Kdyby tyto u´seky takto omezeny nebyly, mohli bychom vyra´beˇt vsˇechny aktua´ln´ı
zaka´zky paralelneˇ a proble´m by byl vyrˇesˇen. Na druhou stranu na´klady na kapacitu
oddeˇlen´ı by prˇerostly zisk ze zaka´zky. Proto prˇi soubeˇzˇne´m pr˚uchodu v´ıce zaka´zek fir-
mou ve stejne´m obdob´ı, mus´ı by´t rozhodnuto o vhodne´m porˇad´ı. S teˇmito proble´my se
nesetka´va´ pouze firma TOSHULIN, a.s., jde o obecneˇ rozsˇ´ıˇreny´ proble´m mnoha firem.
V kapitole 2 budeme tento proble´m klasifikovat a v dalˇs´ıch kapitola´ch rˇesˇit.
1.3. Matematicke´ modely
Dosud vsˇechny tyto proble´my rˇesˇil lidsky´ faktor na za´kladeˇ historicky´ch firemn´ıch dat.
Pan Doc. Dr. Ing. Jiˇr´ı Marek technicky´ rˇeditel firmy TOSHULIN, a.s. nava´zal spolupra´ci
s vy´zkumny´m Centrem pro jakost a spolehlivost vy´roby Doc. RNDr. Zdenˇka Karp´ıˇska,
CSc. na Fakulteˇ strojn´ıho inzˇeny´rstv´ı Vysoke´ho ucˇen´ı technicke´ho v Brneˇ. Jeho prˇa´n´ı je
zmatematizovat pra´veˇ ten lidsky´ faktor, ktery´ rozhoduje o pla´nu a rozvrhu vy´roby. Di-
plomova´ pra´ce je soucˇa´st´ı rˇesˇen´ı projektu MSˇMT Cˇeske´ republiky cˇ´ıs. 1M06047 Centrum
pro jakost a spolehlivost vy´roby a projektu GA CˇR reg. cˇ´ıs. 103/08/1658.
Pra´ce se zaby´va´ rˇesˇen´ım proble´mu˚ pla´nova´n´ı a rozvrhova´n´ı vy´roby pomoc´ı matema-
ticky´ch model˚u. K rˇesˇen´ım teˇchto model˚u pouzˇ´ıva´ pocˇ´ıtacˇovy´ modelovac´ı jazyk GAMS.
Pro firmu je te´zˇ d˚ulezˇite´ typicke´ graficke´ zpracova´n´ı v podobeˇ Ganttova diagramu. Proto
si uka´zˇeme, jak lze tento diagram sestrojit v MS EXCELu pomoc´ı programovac´ıho jazyka
Microsoft Visual Basic. Take´ pomoc´ı tohoto jazyka a GAMS utility GDXXRW uka´zˇeme
propojen´ı programu MS EXCEL a programu GAMS.
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1.4. Rˇesˇen´ı a jeho vizualizace pomoc´ı Ganttovy´ch di-
agramu˚
Protozˇe Ganttovy diagramy jsou graficky´m rˇesˇen´ım ktere´ho chceme dosa´hnout a budou
na nich v cele´ pra´ci ukazova´ny modelove´ prˇ´ıklady, rˇekneme si o jejich historii a pouzˇit´ı
uzˇ nyn´ı. Matematicky´ model na´m mu˚zˇe poskytnout informaci o optima´ln´ım cˇasove´m
vy´sledku a o jednotlivy´ch doba´ch dokoncˇen´ı vsˇech zaka´zek a porˇad´ı jejich zpracova´n´ı.
Kromeˇ teˇchto cˇ´ıselny´ch u´daj˚u by byla vhodna´ i jejich vizualizace. V praxi se pro oblast
pla´nova´n´ı a rozhodova´n´ı pouzˇ´ıvaj´ı tzv. Ganttovy diagramy (angl. Gantt chart), podle
Henryho Laurence Gantta (1861 - 1990) strojn´ıho inzˇeny´ra, ktery´ tento diagram rozv´ıjel
a pouzˇ´ıval uzˇ kolem roku 1910 na za´kladeˇ analy´zy pracovn´ıch postup˚u v pr˚umyslove´
vy´robeˇ. Vı´ce v [15]. Na jeho pocˇest se take´ kazˇdorocˇneˇ udeˇluje cena Henryho Laurence
Gantta za vy´znamny´ u´speˇch v pr˚umyslu a sluzˇbu verˇejnosti.
Obra´zek 1.6: Henry Laurence Gantt
S vy´vojem modern´ıch na´stroj˚u pro pla´nova´n´ı a rˇ´ızen´ı projekt˚u dosˇlo k u´cˇelne´mu
rozsˇ´ıˇren´ı tohoto p˚uvodneˇ pruhove´ho diagramu zejme´na pro r˚uzne´ prezentace s´ıt’ovy´ch
graf˚u a hierarchicky´ch datovy´ch struktur.
Gantt˚uv diagram umozˇnˇuje prˇehledneˇ prezentovat aktua´ln´ı stav na projektu, smeˇrny´
a aktua´ln´ı pla´n, zejme´na u´daje cˇasove´ho rozvrhu, pra´ce, na´klad˚u, financova´n´ı a zisku
na projektu. K aktualizaci a prezentaci za´vislost´ı mezi u´koly poskytuje Gantt˚uv diagram
strukturu na cˇasove´ stupnici (ose), zejme´na ke zna´zorneˇn´ı d˚ulezˇity´ch termı´n˚u. Prezentace
souhrnny´ch u´kol˚u mohou poskytovat pozˇadovane´ sumarizace hodnot smeˇrny´ch, aktua´ln´ıch
a soucˇasny´ch pla´novany´ch ukazatel˚u podle rea´lne´ situace projektu. Uka´zka Ganttova di-
agramu je na obra´zku (1.7).
Na vertika´ln´ı ose jsou tedy zna´zorneˇny jednotlive´ stroje (mach01 - mach10 z angl.
machine), ktery´mi mus´ı zaka´zka proj´ıt a na vertika´ln´ı ose cˇas. Z diagramu je dobrˇe videˇt,
v jake´m cˇasove´m obdob´ı budou jednotlive´ stroje (zdroje) v necˇinne´m stavu, a kdy naopak
budou zaka´zky zpracova´vat. Snadno vid´ıme doby dokoncˇen´ı jednotlivy´ch zaka´zek a jejich
rozvrzˇen´ı. Podle takove´hoto diagramu potom mu˚zˇeme naprˇ´ıklad pla´novat pracovn´ı smeˇny,
na´klady na provoz stroj˚u, pla´n jejich u´drzˇby apod.
Hlavn´ı vy´hodou Ganttova diagramu je tedy prˇehlednost projektovy´ch ukazatel˚u na cˇasove´
ose, a prˇehlednost hierarchicke´ struktury projektu. Proto take´ v soucˇasne´ dobeˇ Gantt˚uv
diagram patrˇ´ı k nejpouzˇ´ıvaneˇjˇs´ım forma´m prezentace projektovy´ch model˚u pro pla´nova´n´ı
a rˇ´ızen´ı rozsa´hly´ch projekt˚u.
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Obra´zek 1.7: Gantt˚uv diagram pro dvacet zaka´zek a deset stroj˚u
Na diagramu z obra´zku (1.7) je dobrˇe videˇt doba dokoncˇen´ı zaka´zek, ktera´ je v tomto
prˇ´ıpadeˇ po dokoncˇen´ı zpracova´n´ı zaka´zky na stroji mach10. Hodnoty v obde´ln´ıc´ıch zname-
naj´ı cˇas zpracova´n´ı zaka´zky na jednotlivy´ch stroj´ıch. Naprˇ´ıklad prvn´ı dokoncˇena´ zaka´zka
je tedy zaka´zka, ktera´ je oznacˇena cˇerveneˇ.
1.5. Implementace v MS EXCEL
Protozˇe MS EXCEL neposkytuje ve svy´ch mozˇnostech tvorbu Ganttovy´ch diagramu˚,
uka´zˇeme, jak lze sestrojit tento diagram pomoc´ı makra, ktere´ vytvorˇ´ıme v programo-
vac´ım jazyce Microsoft Visual Basic (VBA). Pouzˇijeme k tomu skla´dany´ pruhovy´ graf, na
jehozˇ vy´robu budeme potrˇebovat data poskla´dat do specia´ln´ı tabulky, kterou vytvorˇ´ıme
opeˇt pomoc´ı VBA. Makro rozcˇlen´ıme podle pr˚ubeˇhu operac´ı a uka´zˇeme cˇa´sti ko´du, ktere´
jednotlive´ operace umozˇnˇuj´ı. Cely´ ko´d je potom v prˇ´ıloze (B.2.1). Na zacˇa´tku ma´me
tabulku dat, naprˇ´ıklad pro pr˚uchod dvou zaka´zek peˇti stroji











Tabulka 1.1: Tabukla cˇas˚u zpracova´n´ı zaka´zek
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Makro rozcˇlen´ıme podle pr˚ubeˇhu operac´ı
1. usporˇa´da´ vstupn´ı data podle cˇ´ısla stroje a podle cˇasu zacˇa´tku a konce aktivit,











Tabulka 1.2: Setrˇ´ıdeˇna´ tabukla cˇas˚u zpracova´n´ı zaka´zek
’\ {sort data}
With Worksheets("input").Range("U3").CurrentRegion ’{oblast dat}
.Sort Key1:="Machine", Key2:="Start Time", Header:=xlYes
vTimeData = .Value
’{usporˇa´da´nı´ podle cˇı´sla stroje a podle aktivit}
End With
2. vytvorˇ´ı tabulku dat pro tvorbu diagramu, kde prvn´ı sloupec obsahuje stroje
a v dalˇs´ıch se strˇ´ıdaj´ı sloupce cˇinnosti a necˇinnosti stroje,
machine Star time Used Not Used Used
mach01 0 12 0 11
mach05 12 1 13 9
mach03 13 12 10 9
mach04 25 13 6 5
mach05 38 11 0 5
’\ {create chart data worksheet}
With Worksheets("input").Range("O18").CurrentRegion ’{oblast dat}
vTimeData = .Value
Worksheets.Add
On Error Resume Next
Worksheets("ChartData").Delete ’{smaza´nı´ posledneˇ vytvorˇeny´h dat}
Charts("TimeChart").Delete ’{smaza´nı´ diagramu}
On Error GoTo 0






For i = 2 To UBound(vTimeData) ’{zapsa´nı´ dat do tabulky}
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If vTimeData(i, 1) <> Selection.EntireRow.Cells(1) Then
Selection.Offset(1).EntireRow.Cells(1).Select




Selection.Value = vTimeData(i, 2) - vLastEndTime
Selection.Offset(0, 1).Select
Selection.Value = vTimeData(i, 3) - vTimeData(i, 2)
vLastEndTime = vTimeData(i, 3)
Next i
With Selection.CurrentRegion ’{pojmenova´nı´ sloupcu˚}
.Offset(0, 1).NumberFormat = ""
.Columns(2).Cells(1) = "Start Time"
For i = 3 To .Columns.Count
If i Mod 2 <> 0 Then
.Columns(i).Cells(1) = "Used"
Else




3. vytvorˇen´ı diagramu, kde jsou vymaza´ny rˇady ze sloupc˚u, ktere´ byly oznacˇeny jako
necˇinne´,
Obra´zek 1.8: Diagram





Gallery:=xlBar, Format:=3, PlotBy:=xlColumns, CategoryLabels _
:=1, SeriesLabels:=1, HasLegend:=2 ’{tvar nastavenı´ diagramu}
’\ {box properties}
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For Each oSeries In ActiveChart.SeriesCollection
If oSeries.PlotOrder Mod 2 <> 0 Then ’{odstraneˇnı´ rˇad
z~oSeries.Border.LineStyle = xlNone necˇinny´ch sloupcu˚}
oSeries.Interior.ColorIndex = xlNone
Else




4. cˇasovy´ popis jednotlivy´ch u´sek˚u, jejich barevne´ oznacˇen´ı a nastaven´ı os.
Obra´zek 1.9: Kompletn´ı diagram
’\ box description
ActiveChart.ApplyDataLabels AutoText:=True, LegendKey:=False, _
HasLeaderLines:=False, ShowSeriesName:=False, ShowCategoryName:=False,_
ShowValue:=True, ShowPercentage:=False, ShowBubbleSize:=False
With Selection.Font ’{popsa´nı´ pruhu˚ vdiagramu hodnotami
.Name = "Arial" tedy dobou trva´nı´ operace}
.Size = 12
End With
cc = Sheets("input").Range("B4").FormulaR1C1 ’{nacˇtenı´ pocˇtu stroju˚}
bb = Sheets("input").Range("B3").FormulaR1C1 ’{nacˇtenı´ pocˇtu zaka´zek}
For j = 0 To bb - 1
ActiveChart.SeriesCollection(2 * j + 1).DataLabels.Select
Selection.Delete
Next j
Dim jj As Integer
’\ {box color}
For jj = 1 To bb
For j = 1 To cc
ActiveChart.SeriesCollection(2 * jj).Points(j).Select ’{nacˇtenı´ hodnoty
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Selection.Shadow = False barvy pro konkre´tnı´
Selection.InvertIfNegative = False pruh}
With Selection.Interior
.ColorIndex = Sheets("input")
.Range("W" + CStr(-bb + 3 + bb * j + jj)).FormulaR1C1












Vy´sledkem je tedy graficke´ zpracova´n´ı dat z tabulky (1.1). Zat´ımco tato data nebyla pro
orientaci prˇ´ıliˇs vhodna´, graficka´ podoba je na´zorna´ a lehce cˇitelna´. Prˇesneˇ z n´ı doka´zˇeme
urcˇit, kdy bude dany´ stroj zpracova´vat jakou zaka´zku, a kdy bude v necˇinne´m stavu.
Kompletn´ı zdrojovy´ ko´d je v prˇ´ıloze cˇ´ıslo (B.2.1). Dalˇs´ı modifikace lze sestrojit pomoc´ı
[12],[13],[14].
Uzˇ v´ıme, jak vytvorˇit Gantt˚uv diagram. Ota´zka ale zn´ı, jak z´ıskat data v u´vodn´ı




Modely operacˇn´ıho vy´zkumu pro
pla´nova´n´ı a rozvrhova´n´ı
Kapitola 1.2 popisovala rea´lny´ proble´m firmy TOSHULIN, a.s. Zat´ım bylo rˇecˇeno pouze
to, zˇe se jedna´ o velmi komplexn´ı proble´m, proto se nyn´ı pokus´ıme tento proble´m prˇesneˇ
klasifikovat a vymezit c´ıle te´to pra´ce. Ma´me zaka´zku na vy´robu stroje, ktera´ se skla´da´
z prˇedem zna´me´ho pocˇtu komponent, ze ktery´ch je tento stroj slozˇen. Tyto komponenty
jsou bud’ zna´me´, ve smyslu dokumentace a vy´robn´ıch cˇas˚u, nebo nezna´me´, kde nen´ı vyho-
tovena dokumentace a vy´robn´ı cˇasy se pouze odhaduj´ı na za´kladeˇ analogie z prˇedesˇly´ch let.
Vy´roba cˇa´sti komponent prob´ıha´ paralelneˇ, kde tyto komponenty vyra´b´ıme ve stejne´m
cˇase, dalˇs´ı cˇa´st komponent mus´ı pocˇkat na vy´robu prˇedchoz´ıch. Skutecˇnost na´vaznosti
operac´ı vy´roby jednotlivy´ch komponent bereme jako zna´mou a pocˇ´ıta´me s n´ı. Takovy´ch
zaka´zek ma´me v jednom cˇasove´m obdob´ı v´ıce. Nav´ıc ma´me omezene´ zdroje, jako jsou
lidska´ s´ıla, vy´robn´ı prostory apod., ktere´ znemozˇnˇuj´ı vy´robu vsˇech aktua´ln´ıch zaka´zek ve
stejne´m cˇase. Proto cha´peme rˇesˇen´ım proble´mu optima´ln´ı pla´n rozvrhu vy´roby, tedy pla´n,
prˇi jehozˇ plneˇn´ı dosa´hneme nejlepsˇ´ıch mozˇny´ch dob dokoncˇen´ı vsˇech zaka´zek. Jde tedy
o proble´m pla´nova´n´ı vy´roby r˚uzneˇ cˇasoveˇ na´rocˇny´ch zaka´zek za prˇ´ıpadne´ cˇasove´ nejistoty.
Dı´ky komplexnosti tohoto proble´mu se pra´ce soustrˇed´ı na deterministicky zadane´ vy´robn´ı
cˇasy, tedy na deterministicke´ modely, jejichzˇ rozsˇ´ıˇren´ı mu˚zˇe ve´st k pozˇadovane´mu c´ıli.
Dı´ky tomu nebude pouzˇito rea´lny´ch, ale pouze modelovy´ch dat, na ktery´ch bude demon-
strova´no rˇesˇen´ı proble´mu. Tato problematika podle literatury a prostrˇedk˚u rˇesˇen´ı patrˇ´ı do
metod operacˇn´ıho vy´zkumu, prˇesneˇji do oblasti pla´nova´n´ı a rozvrhova´n´ı (angl. Scheduling
problem) viz [5],[6]. Proto si prˇipomeneme strucˇnou historii.
Pla´nova´n´ı a rozvrhova´n´ı spada´ pod metody operacˇn´ıho vy´zkumu. Operacˇn´ı vy´zkum je
veˇdecka´ discipl´ına zaby´vaj´ıc´ı se analy´zou operac´ı spjaty´ch s rˇ´ızen´ım, fungova´n´ım a na-
vrhova´n´ım slozˇity´ch spolecˇensko-ekonomicko-technicky´ch syste´mu˚. Prˇ´ıkladem takove´ho
syste´mu mu˚zˇe by´t pr˚umyslovy´ podnik, ktery´koliv jeho provoz, syste´my dopravy apod.
Prvn´ı pra´ce, ktere´ by se daly zarˇadit do operacˇn´ıho vy´zkumu, se vyskytly uzˇ v roce
1909 a pocha´zely od da´nske´ho matematika Agnera Krarupa Erlanga (1878 - 1929). Byly
zameˇrˇeny na teorii hromadne´ obsluhy. Na neˇ potom ve dvaca´ty´ch letech navazovaly pra´ce
r˚uzny´ch autor˚u, kterˇ´ı aplikovali matematiku na oblast rˇ´ızen´ı za´sob. Na neˇ zacˇ´ına´ navazovat
tvorba dalˇs´ıch metod s uplatneˇn´ım na vojensky´ vy´zkum britske´ arma´dy. Zakladatelem
tohoto vy´zkumu byl Robert Watson-Watt (1892 - 1973) ze skupiny veˇdc˚u a technolog˚u,
zaby´vaj´ıc´ı se rozvojem radaru. Pra´veˇ tato skupina poprve´ v roce 1940 pouzˇila pro svoji
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cˇinnost na´zev Operacˇn´ı vy´zkum. Prvn´ı vy´sledky se tehdy uplatnily prˇi pla´nova´n´ı britsky´ch
odvetny´ch na´let˚u na Neˇmecko, rozmı´stneˇn´ı protivzdusˇne´ obrany Anglie, prˇi vy´pocˇtech
rozlozˇen´ı ponorkove´ho lod’stva, optima´ln´ı velikosti ochranne´ho doprovodu zˇeleznicˇn´ıch
transport˚u a optima´ln´ıho sledu prac´ı prˇi kladen´ı min.
Obra´zek 2.1: vlevo Agner Krarup Erlang a vpravo Robert Watson-Watt
V soucˇasne´ dobeˇ se operacˇn´ı vy´zkum pouzˇ´ıva´ i v rˇ´ızen´ı sta´tn´ı spra´vy, k rˇesˇen´ı vztahu
mezi ekonomicky´m r˚ustem a kvalitou zˇivotn´ıho prostrˇed´ı, a prˇi pomoci rozvojovy´m zemı´m.
Dostupnost metod operacˇn´ıho vy´zkumu roste zvla´sˇteˇ v posledn´ım desetilet´ı s rozvojem
vy´pocˇetn´ı a sdeˇlovac´ı techniky, cozˇ je spjato s tvorbou syste´m˚u na podporu rozhodova´n´ı.
Ty se naprˇ. v pr˚umyslovy´ch podnic´ıch pouzˇ´ıvaj´ı prˇi strategicke´m i operativn´ım pla´nova´n´ı,
ve vsˇech fa´z´ıch projektove´ho rˇ´ızen´ı, prˇi rˇ´ızen´ı vy´robn´ıch proces˚u apod. viz [1].
Proble´my operacˇn´ıho vy´zkumu, ktere´ se daj´ı klasifikovat jako proble´my rozvrhova´n´ı,
cha´peme nejcˇasteˇji ve smyslu rozvrhova´n´ı vy´robn´ıho procesu. Typicky´mi pla´novac´ımi
proble´my by´vaj´ı naprˇ´ıklad pla´nova´n´ı vy´roby a vy´robn´ıch postup˚u v tova´rna´ch, pla´nova´n´ı
rozvrh˚u pracovn´ıch smeˇn, tvorba pracovn´ıch rozvrh˚u, pla´nova´n´ı vyuzˇit´ı specializovany´ch
zarˇ´ızen´ı, pla´nova´n´ı provozu na letiˇst´ıch, pla´nova´n´ı slozˇity´ch vy´pocˇt˚u a experiment˚u, nebo
pla´nova´n´ım u´loh na pocˇ´ıtacˇovy´ch syste´mech. Teorie pla´nova´n´ı a rozvrhova´n´ı definovane´
pomoc´ı analy´zy kriticke´ cesty se zacˇ´ına´ vyv´ıjet od sˇedesa´ty´ch let dvaca´te´ho stolet´ı. V 1956-
1957 zacˇali James Kelly a Morgan Walker vy´vojem algoritmu˚ a metodologi´ı v rozvrhova´n´ı.
Vı´ce z historie pla´nova´n´ı a rozvrhova´n´ı lze nale´zt v ([27]).
2.1. Vymezen´ı pojmu˚
Obecneˇ se da´ rˇ´ıci, zˇe pla´nova´n´ı a rozvrhova´n´ı jsou procesy zaby´vaj´ıc´ı se rozvrzˇen´ım u´loh
nebo cˇinnost´ı v cˇase, jejichzˇ c´ılem je pouzˇit´ım matematicky´ch technik a heuristicky´ch me-
tod doc´ılit rozvrzˇen´ı potrˇebny´ch u´loh na limitovane´ zdroje. Toto rozvrzˇen´ı pak veˇtsˇinou
sleduje neˇjaky´ za´meˇr, jehozˇ u´cˇelem by´va´ minimalizace na´klad˚u, nebo maximalizace zisku.
Nejcˇasteˇji by´va´ snaha o minimalizaci na´klad˚u cˇasovy´ch, financˇn´ıch, materia´ln´ıch, energe-
ticky´ch cˇi lidsky´ch. Ziskem pak mu˚zˇeme rozumeˇt zvy´sˇen´ı financˇn´ıho profitu, zkvalitneˇn´ı
produkce, vysˇsˇ´ı produktivitu pra´ce, lepsˇ´ı ekologicke´ parametry a u´cˇinneˇjˇs´ı vyuzˇit´ı suro-
vin, lepsˇ´ı informace atd. Pojmy pla´nova´n´ı a rozvrhova´n´ı se cˇasto zameˇnˇuj´ı, proto uva´d´ıme
jejich obecne´ vymezen´ı.
• U´loha je objekt, ktery´ pla´nujeme. U´loha je charakterizova´na svy´mi vlastnostmi
a vnitrˇn´ı strukturou. Operace nebo take´ podu´loha je d´ılcˇ´ı cˇa´st´ı cele´ u´lohy. U´loha
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se skla´da´ z jedne´ nebo v´ıce operac´ı, jezˇ mohou by´t prova´deˇny na jednom nebo v´ıce
zdroj´ıch. Ve vy´robeˇ je potom u´loha cˇasto nazy´va´na zaka´zkou.
• Zdroj zpracova´va´ nebo prova´d´ı jednotlive´ operace, prˇ´ıpadneˇ je prostrˇedkem k rea-
lizaci operace. Zdroje by´vaj´ı v syste´mu omezene´.
• Pla´nova´n´ı je dlouhodoby´ proces vytva´rˇen´ı mnozˇiny vhodny´ch aktivit, aby bylo
dosazˇeno stanoveny´ch c´ıl˚u.
• Rozvrhova´n´ı je alokace zdroj˚u umı´steˇny´ch v cˇasoprostoru za dany´ch podmı´nek na
objekty (u´lohy) tak, aby se splnila zadana´ krite´ria, naprˇ´ıklad minimalizace cel-
kove´ ceny dany´ch zdroj˚u. Du˚raz je kladen na usporˇa´da´n´ı objektu v cˇase. Rozvrh je
vy´stupem procesu rozvrhova´n´ı. Jedna´ se o datovou strukturu obsahuj´ıc´ı informace
o umı´steˇn´ı objektu (u´loh) v cˇase na zdroj´ıch.
Tyto a dalˇs´ı pojmy lze nale´zt v [7].
2.2. Struktura u´lohy, omezen´ı u´loh a charakteristika
zdroj˚u
Struktura, parametry a omezen´ı u´loh mohou by´t r˚uzne´. Neˇktere´ u´lohy nebo jejich operace
mus´ı by´t provedeny v urcˇite´m porˇad´ı v za´vislosti na dany´ch precedencˇn´ıch podmı´nka´ch.
Tyto podmı´nky mohou vytva´rˇet linea´rn´ı posloupnost operac´ı, stromovou strukturu, obec-
ny´ orientovany´ acyklicky´ graf nazy´vany´ graf precedenc´ı. Pla´novac´ı proces mus´ı tuto sku-
tecˇnost respektovat a spra´vneˇ smeˇrˇovat jednotlive´ operace u´lohy ze zdroje na zdroj.
V nasˇem prˇ´ıpadeˇ nav´ıc mluv´ıme o multioperacˇn´ıch u´loha´ch, tedy u´loha´ch, ktere´ beˇzˇ´ı po-
stupneˇ na v´ıce zdroj´ıch. Typicky´m rozdeˇlen´ım v rozvrhovac´ıch proble´mech jsou u´lohy
preemptivn´ı (prˇerusˇitelne´), ktere´ lze beˇhem jejich zpracova´n´ı na zdroji prˇerusˇit a pote´
opeˇt po neˇjake´ dobeˇ spustit, a u´lohy nepreemptivn´ı (neprˇerusˇitelne´), ktere´ nelze prˇerusˇit
pote´, co je spusˇteˇno jejich prova´deˇn´ı a mus´ı dobeˇhnout azˇ do konce. Tato pra´ce se zaby´va´
nepreemptivn´ımi u´lohami.
Z vymezen´ı pojmu zdroje je zrˇejme´, zˇe se jedna´ o dosti obecny´ pojem. Vzhledem
k zameˇrˇen´ı te´to diplomove´ pra´ce bude v dalˇs´ım textu zdroj prˇedstavovat neˇjakou mnozˇinu
stroj˚u, ktere´ slouzˇ´ı ke zpracova´va´n´ı u´loh nebo poskytuj´ı neˇjake´ sluzˇby. Takovy´ zdroj pak
ma´ sve´ charakteristiky a omezen´ı. Podobneˇ struktura zdroje mu˚zˇe by´t r˚uzna´. Zdroj mu˚zˇe
by´t tvorˇen jedn´ım strojem nebo v´ıce stroji. Pokud jeden stroj cha´peme jako zdroj, jenzˇ
v dane´m cˇasove´m okamzˇiku mu˚zˇe zpracova´vat maxima´lneˇ jednu u´lohu, pak hovorˇ´ıme
o disjunktn´ım zdroji. Je-li zdroj tvorˇen v´ıce identicky´mi stroji, mluv´ıme o tzv. identicky´ch
paraleln´ıch stroj´ıch. Taky si mu˚zˇeme identicke´ paraleln´ı stroje prˇedstavit jako jeden zdroj,
ktery´ mu˚zˇe zpracova´vat v´ıce zaka´zek v jednom cˇasove´m okamzˇiku. Pocˇet teˇchto zaka´zek
je potom roven pocˇtu paraleln´ıch (stejny´ch) stroj˚u. Pokud tedy zdroje umozˇnˇuj´ı v jeden
cˇasovy´ okamzˇik zpracova´vat v´ıce u´loh, mluv´ıme o kumulativn´ıch zdroj´ıch. Na´sˇ syste´m
mu˚zˇe obsahovat jak disjunktn´ı zdroje, tak kumulativn´ı zdroje. Cozˇ je v praxi nejcˇasteˇjˇs´ı
situace.
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2.3. Za´kladn´ı rozvrhovac´ı proble´my
Proble´m rozvrhova´n´ı se deˇl´ı na neˇkolik podskupin, podle slozˇitosti syste´mu a na za´kladeˇ
povahy u´loh.
1. Pla´nova´n´ı na jednom zdroji prˇedstavuje situaci, kdy vesˇkere´ u´lohy jsou zpracova´ny
pra´veˇ jedn´ım zdrojem. Rozvrhem pak rozumı´me prˇiˇrazen´ı jednotlivy´ch u´loh tomuto
zdroji v cˇase.
2. Pla´nova´n´ı na v´ıce zdroj´ıch rˇesˇ´ı situaci, kdy je k dispozici v´ıce paralelneˇ pracuj´ıc´ıch
zdroj˚u, ktere´ mohou jednotlive´ u´lohy zpracova´vat. Rozvrhem pak rozumı´me prˇiˇra-
zen´ı jednotlivy´ch u´loh na konkre´tn´ı zdroje v cˇase.
Multi-operacˇn´ı (shop) proble´my prˇedstavuj´ı pla´nova´n´ı takovy´ch u´loh, kdy jedna u´loha
je postupneˇ zpracova´va´na na v´ıce stroj´ıch, tzn. skla´da´ se z jednotlivy´ch operac´ı. Rozliˇsu-
jeme na´sleduj´ıc´ı varianty.
1. Flow shop, prˇedstavuje situaci, kdy kazˇda´ u´loha mus´ı by´t prova´deˇna na vsˇech
stroj´ıch ve stejne´m porˇad´ı.
2. Flexible Flow Shop, jedna´ se o zobecneˇn´ı prˇedcha´zej´ıc´ıho prˇ´ıpadu. Jednotlive´ stroje
jsou vsˇak paraleln´ı a u´loha mus´ı by´t zpracova´va´na na kazˇde´m z nich. Na prˇ´ıslusˇne´m
paraleln´ım stroji pak mu˚zˇe by´t u´loha zpracova´va´na libovolny´m strojem.
3. Job shop, v te´to situaci mus´ı by´t u´loha prova´deˇna na vsˇech stroj´ıch podle prˇedem
dane´ho porˇad´ı. Tento typ je v praxi nejbeˇzˇneˇjˇs´ı.
4. Open shop, u´loha nemus´ı by´t prova´deˇna na vsˇech stroj´ıch. Porˇad´ı prova´deˇn´ı u´lohy
na stroj´ıch urcˇ´ı pla´novacˇ.
Ve spojitosti s prac´ı budeme pouzˇ´ıvat variantu Job shop viz [5],[6], protozˇe se nejle´pe
hod´ı k popisu nasˇeho proble´mu. Ma´me tedy definovany´ proble´m, v´ıme jaky´ ocˇeka´va´me
vy´sledek a chceme tohoto vy´sledku dosa´hnout pomoc´ı matematicke´ho zpracova´n´ı.
2.4. Matematicke´ programova´n´ı
Ve trˇica´ty´ch letech se zacˇ´ına´ rozv´ıjet matematicke´ programova´n´ı jako uceleny´ soubor op-
timalizacˇn´ıch metod, zameˇrˇeny´ na hleda´n´ı va´zany´ch extre´mu˚ funkc´ı v´ıce promeˇnny´ch.
Extre´my funkc´ı jsou popsa´ny v dodatku A.1 nebo v [16],[17].
Matematicky´ch metod na rˇesˇen´ı proble´mu˚ operacˇn´ıho vy´zkumu je neˇkolik. Na´s bu-
dou v te´to pra´ci zaj´ımat prˇedevsˇ´ım metody matematicke´ho programova´n´ı, jejichzˇ vznik
byl vyvola´n vy´skytem optimalizacˇn´ıch proble´mu˚ velke´ho rozsahu. Tvorba matematicke´ho
modelu zahrnuje prˇeveden´ı veˇcne´ho proble´mu do matematicke´ formulace. Jsou prˇitom vy-
mezeny za´visle´ a neza´visle´ promeˇnne´ modelu a relace, popisuj´ıc´ı jejich vza´jemny´ vztah.
Vy´sledkova´ promeˇnna´ je takova´ za´visla´ promeˇnna´, ktera´ charakterizuje u´rovenˇ efektivnosti
syste´mu. U´cˇelova´ funkce potom vyjadrˇuje vy´sledkovou promeˇnnou pomoc´ı neza´visly´ch
promeˇnny´ch. Rˇiditelna´ (rozhodovac´ı) promeˇnna´ je potom takova´ neza´visla´ promeˇnna´,
kterou mu˚zˇe ovlivnˇovat rˇesˇitel modelu. Je-li pro na´rocˇnost nutne´ zjednodusˇen´ı modelu,
nesmı´ toto zjednodusˇen´ı znemozˇnit ty prvky reality, ktere´ jsou pro rˇesˇen´ı proble´mu˚ pod-
statne´. Matematicke´ programova´n´ı jesˇteˇ mu˚zˇeme rozdeˇlit podle matematicke´ho za´pisu
na
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1. linea´rn´ı matematicke´ programova´n´ı, cozˇ je takove´, kde u´cˇelova´ funkce a omezuj´ıc´ı
podmı´nky maj´ı tvar linea´rn´ıch rovnic a nerovnost´ı,
2. nelinea´rn´ı matematicke´ programova´n´ı, kde se vyskytuje nelinea´rn´ı vy´raz bud’ v u´cˇe-
love´ funkci, nebo v neˇktere´ z omezuj´ıc´ıch podmı´nek,
3. celocˇ´ıselne´ matematicke´ programova´n´ı, kde alesponˇ jedna rozhodovac´ı promeˇnna´
naby´va´ pouze celocˇ´ıselny´ch hodnot.
Tato pra´ce matematicky rˇesˇ´ı proble´my linea´rn´ıho a celocˇ´ıselne´ho programova´n´ı. Obecnou
formulaci teˇchto u´loh naleznete v prˇ´ıloze (A.2), (A.3) nebo v [1],[2],[4]. V na´sleduj´ıc´ıch
kapitola´ch budeme vzˇdy uva´deˇt o jaky´ typ omezen´ı se v konkre´tn´ım prˇ´ıpadeˇ jedna´.
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Kapitola 3
Matematicky´ model pr˚uchodu jedne´
zaka´zky
Jak prˇedes´ıla´ na´zev kapitoly omez´ıme se nyn´ı na pr˚uchod jedne´ zaka´zky firmou. Na jej´ım
pr˚uchodu si uka´zˇeme matematickou realizaci na´slednosti operac´ı pomoc´ı linea´rn´ıho pro-
gramova´n´ı. Zaka´zku rozdeˇl´ıme na komponenty, ktere´ se zpracova´vaj´ı na r˚uzny´ch stroj´ıch.
Tato posloupnost operac´ı je pro firmu TOSHULIN, a.s. zna´ma, proto ji bereme jako
vstupn´ı u´daj proble´mu. C´ılem kapitoly bude potom urcˇit cˇas, potrˇebny´ k dokoncˇen´ı cele´
zaka´zky.
V u´vodu kapitoly si uka´zˇeme modelovy´ prˇ´ıklad, matematickou teorii, rˇesˇen´ı prˇ´ıkladu,
obecny´ matematicky´ model, softwarovou implementaci modelu a graficky´ vy´stup pomoc´ı
Ganttova diagramu.
Prˇ´ıklad 1: Prˇedstavme si zaka´zku, ktera´ se skla´da´ z osmi komponent (k1 - k8).
Vy´robn´ı doby teˇchto komponent jsou prˇedem zna´my a da´ny tabulkou (3.1).
k1 k2 k3 k4 k5 k6 k7 k8
cˇas zpracova´n´ı 4 12 7 2 10 5 3 4
Tabulka 3.1: Vy´robn´ı doby komponent
Prˇedpokla´da´me, zˇe kazˇda´ z teˇchto komponent se vyra´b´ı na jine´m stroji, a ma´me proto
osm stroj˚u (mach01 - mach08). Da´le tedy mı´sto oznacˇen´ı komponenta (k) budeme mluvit
o stroji (mach). V praxi to tak vsˇak platit nemus´ı, tedy jeden stroj mu˚zˇe zpracova´vat
v´ıce komponent. Na druhou stranu mu˚zˇeme bra´t komponenty, ktere´ by vyra´beˇl jeden
stroj jako celek a t´ım spln´ıme na´sˇ prˇedpoklad. Na´vaznost zdroj˚u dobrˇe popisuje acyklicky´
orientovany´ graf bez v´ıcena´sobny´ch hran. Proto si uvedeme pa´r za´kladn´ıch poznatk˚u
z teorie graf˚u a vysveˇtl´ıme pojem kriticka´ cesta v grafu, ktery´ budeme da´le pouzˇ´ıvat.
3.1. Analy´zy kriticke´ cesty
Definice 3.1 Graf G je usporˇa´dana´ dvojce G = (V,E), kde V je nepra´zdna´ mnozˇina
vrchol˚u a E je mnozˇina hran.
• Pro neorientovany´ graf E → V ⊗ V , kde V ⊗ V oznacˇuje mnozˇinu vsˇech neu-
sporˇa´dany´ch dvojic prvk˚u z mnozˇiny V.
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• Pro orientovany´ graf E → V × V , kde V × V oznacˇuje karte´zsky´ soucˇin mnozˇinu
vsˇech usporˇa´dany´ch dvojic prvk˚u z mnozˇiny V.
Obra´zek 3.1: Neorientovany´ a orientovany´ graf
Pozna´mka: Pokud se mezi dveˇma vrcholy u a v nacha´z´ı v´ıce hran, nazy´va´me tyto
hrany v´ıcena´sobne´.
Definice 3.2 Sled je posloupnost ne nutneˇ r˚uzny´ch vrchol˚u {v0, v1, . . . vn}, kde kazˇde´ dva
sousedn´ı jsou spojeny hranou, tedy vi ∈ V a {vi, vi+1} ∈ E.
Definice 3.3 Tah je sled, ve ktere´m se neopakuj´ı hrany, tedy {vi, vi+1} 6= {vj, vj+1} pro
i 6= j.
Definice 3.4 Cesta je tah, v neˇmzˇ se neopakuj´ı vrcholy, tedy vi 6= vj pro i 6= j.
Veˇta 3.1 Mezi dveˇma vrcholy existuje cesta, pra´veˇ tehdy kdyzˇ mezi nimi existuje tah,
a pra´veˇ tehdy kdyzˇ mezi nimi existuje sled.
Definice 3.5 Rˇekneme, zˇe graf G je souvisly´, jestliˇze mezi kazˇdy´mi jeho dveˇma vrcholy
existuje cesta.
Definice 3.6 Vzda´lenost´ı d(u, v) dvou uzl˚u u a v v souvisle´m grafu nazveme de´lku nej-
kratˇs´ı z cest mezi vrcholy u a v.
Tyto a dalˇs´ı poznatky lze nale´zt naprˇ´ıklad v [9],[10].
Kriticka´ cesta je nejdelˇs´ı cestou v grafu. Analy´za kriticke´ cesty (angl. critical path analy-
sis) je tedy vlastneˇ algoritmus pro hleda´n´ı nejdelˇs´ı mozˇne´ cesty. C´ılem vsˇech metod tohoto
typu je stanoven´ı doby trva´n´ı projektu na za´kladeˇ de´lky kriticke´ cesty. Svou de´lkou indi-
kuje minima´ln´ı dobu potrˇebnou k dokoncˇen´ı projektove´ho d´ıla. Nejdelˇs´ı cesteˇ se rˇ´ıka´ kri-
ticka´, protozˇe kazˇde´ zpozˇdeˇn´ı cˇinnost´ı na kriticke´ cesteˇ zp˚usob´ı zpozˇdeˇn´ı cele´ho projektu.
Kazˇdy´ projekt ma´ kritickou cestu. Existuj´ı rozd´ıly ve sledova´n´ı kriticky´ch a nekriticky´ch
u´kol˚u. Zat´ımco u´koly, ktere´ lezˇ´ı na kriticke´ cesteˇ, je trˇeba vyhodnocovat na ba´zi jednot-
livy´ch u´kol˚u, u´koly lezˇ´ıc´ı mimo tuto cestu postacˇ´ı z pohledu cˇasu sledovat podle mı´ry
cˇerpa´n´ı rezervy. Ta prˇedstavuje cˇas, ktery´ zby´va´ do okamzˇiku, nezˇ se z cesty nekriticke´
stane kriticka´. Kriticka´ cesta a jej´ı metody rˇesˇen´ı jsou naprˇ´ıklad v [11].
Pozna´mka: Proble´m kriticke´ cesty bude ale v nasˇem prˇ´ıpadeˇ pouze informac´ı o de´lce
trva´n´ı pra´ce a nebudeme se proto kritickou cestou zaby´vat ve smyslu sledova´n´ım cˇinnost´ı
na te´to cesteˇ a jejich optimalizova´n´ım.
Acyklicky´ orientovany´ graf v nasˇem prˇ´ıpadeˇ popisuje za´vislosti mezi cˇinnostmi projektu.
Hrany odpov´ıdaj´ı cˇinnostem a ohodnocen´ı hran dobeˇ, jak dlouho bude dana´ cˇinnost
prob´ıhat. Pro na´sˇ prˇ´ıpad pr˚uchodu zaka´zky firmou budeme jako uzel bra´t cˇasovy´ okamzˇik
a jako hranu stroj, ktery´ zaka´zku zpracova´va´. Zadan´ı prˇ´ıkladu mu˚zˇeme doplnit o graf
z obra´zku (3.2).
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Obra´zek 3.2: Graf na´vaznost´ı operac´ı pro prˇ´ıklad 1
Naprˇ´ıklad operace z uzlu 3 mu˚zˇe zacˇ´ıt, azˇ jsou vsˇechny operace, ktere´ do uzlu vcha´z´ı
dokoncˇene´. V zada´n´ı prˇ´ıkladu mluv´ıme o osmi stroj´ıch, ale hran je v grafu deveˇt. Hrana,
ktera´ vede z uzlu 5 do uzlu 4 ma´ cˇasove´ ohodnocen´ı 0 a je to tzv. fiktivn´ı cˇinnost (angl.
dummy activity), ktera´ uva´d´ı logicky´ vztah mezi uzlem 5 a 4 a rˇ´ıka´, zˇe mu˚zˇeme vyj´ıt
z uzlu 4 azˇ je hotove´ vsˇe v uzlu 5. Pokud takovy´ vztah maj´ı jake´koli dva uzly, vytvorˇ´ı se
fiktivn´ı hrana (stroj) ktera´ tyto uzly spojuje. Opeˇt tedy vid´ıme, zˇe pojem stroj je sp´ıˇse
intuitivn´ı. Vstupn´ım parametrem prˇ´ıkladu je tedy tabulka cˇas˚u operac´ı, kde mus´ıme take´
prˇipsat fiktivn´ı cˇinnost, a informace o na´vaznosti operac´ı.
mach1 mach2 mach3 mach4 mach5 mach6 mach7 mach8 mach9
t 4 12 7 2 10 0 5 3 4
3.2. Matematicky´ model
Matematicky´ model, jak uva´deˇla kapitola 2.4 bude vzˇdy obsahovat u´cˇelovou funkci, kterou
budeme minimalizovat a sadu omezen´ı. U´cˇelovou funkci oznacˇ´ıme z a promeˇnne´ v jednot-
livy´ch uzlech x1, x2, . . . , x7.
U´cˇelova´ funkce
V nasˇem prˇ´ıkladeˇ chceme aby byla zaka´zka co mozˇna´ nejdrˇ´ıve hotova´, tedy hodnota
v posledn´ım uzlu grafu co nejmensˇ´ı.
zmin = min x7
Omezen´ı
Zat´ımco rovnice u´cˇelove´ funkce byla zcela zrˇejma´, hlavn´ım krokem je matematicky´ za´pis
omezen´ı. Ty mus´ı popsat cestu grafem, tedy na´vaznosti operac´ı matematicky. Obra´zek
(3.3) popisuje situaci, kdy mus´ı zaka´zka proj´ıt dveˇma stroji. Zameˇrˇme se na stroj m2.
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Obra´zek 3.3: Digram pro na´slednost operac´ı jedne´ zaka´zky
Z diagramu je zrˇejme´, zˇe pokud k cˇasove´ hodnoteˇ x1 prˇipocˇ´ıta´me dobu tm2 dostaneme
hodnotu x2. Omezen´ı prˇesto mus´ıme napsat ve tvaru nerovnice, protozˇe v situaci, kdy
bude vstupovat do uzlu x2 dalˇs´ı hrana, bude hodnota x2 vzˇdy maximem teˇchto hodnot.
Kdyby ne, mohla by nastat situace nedodrzˇen´ı cˇekac´ı doby zacˇa´tku operace na prˇedchoz´ı,
cozˇ je hlavn´ım smyslem tohoto modelu. Podmı´nku pro stroj m2 tedy mu˚zˇeme napsat jako
−x1 + x2 ≥ tm2.
Omezen´ı je tedy tolik, kolik je hran v grafu. V nasˇem prˇ´ıpadeˇ to tedy bude na´sleduj´ıc´ıch
deveˇt nerovnic.
−x1 + x2 ≥ t1
−x1 + x4 ≥ t2
−x1 + x3 ≥ t3
−x2 + x3 ≥ t4
−x3 + x5 ≥ t5
−x5 + x4 ≥ t6
−x5 + x6 ≥ t7
−x4 + x6 ≥ t8
−x6 + x7 ≥ t9
Prˇedpokla´da´me, zˇe cˇas nemu˚zˇe naby´vat za´porny´ch hodnot, proto klademe pozˇadavek
na neza´pornost promeˇnny´ch.
x1, x2, . . . , x7 ≥ 0
Ma´me tedy u´cˇelovou funkci, deveˇt omezen´ı ze sedmi podmı´nkami neza´pornosti pro-
meˇnny´ch. I kdyzˇ proble´m na zacˇa´tku nevypadal prˇ´ıliˇs slozˇiteˇ, vyrˇesˇit ho pomoc´ı tuzˇky
a pap´ıru nen´ı jednoduche´. Tento model budeme rˇesˇit pomoc´ı matematicke´ho modelovac´ıho
jazyka GAMS. Psa´t ale pro kazˇdou sebemensˇ´ı zmeˇnu novy´ model je zbytecˇne´, proto si
nejdrˇ´ıve uka´zˇeme zobecneˇny´ matematicky´ model, ktery´ budeme v programu GAMS rˇesˇit
prˇi zada´n´ı vstupn´ıch dat z prˇ´ıkladu 1.
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3.3. Obecny´ matematicky´ model
Rovnice u´cˇelove´ funkce i vsˇech podmı´nek jsou linea´rn´ı. Pro stavbu matematicke´ho modelu
pouzˇijeme linea´rn´ı programova´n´ı. Konkre´tneˇ pouzˇijeme linea´rn´ı program ve tvaru
min
{
cTx | Ax ≥ b,x ≥ 0} ,
viz prˇ´ıloha (A.2.1) nebo [1],[2],[4].
Na´vaznost pomoc´ı grafu je sice na´zorna´, ale pro tvorbu obecne´ho matematicke´ho mo-
delu nevhodna´. Maticovy´ popis grafu vycha´z´ı ze dvou za´kladn´ıch vztah˚u v grafu. T´ım
prvn´ım je vztah mezi hranou a jej´ım koncovy´m uzlem, ktery´ se nazy´va´ vztah incidence
viz [9]. Ten popisuje matice incidence grafu. Druhy´m vztahem je sousednost uzl˚u viz
[9],[10]. Ten popisuje matice sousednosti grafu. Pro nasˇi soustavu rovnic se v´ıce hod´ı
prvn´ı z teˇchto vztah˚u, tedy budeme pouzˇ´ıvat incidencˇn´ı matici.
Definice 3.7 Incidencˇn´ı matice (incidence matrix) grafu G = (V,E, ε), kde V =
{v1, . . . , vn}, E = {e1, . . . , em} a ε indikuje jestliˇze existuje orientovana´ hrana
z uzl˚u v do u nebo z u do v, je n × m matice B = (bi,j), kde kazˇdy´ rˇa´dek odpov´ıda´
vrcholu, kazˇdy´ sloupec hraneˇ a
bi,j =

1, jestliˇze ∃u ∈ V : ε(ej) = (vi, u)
−1, jestliˇze ∃u ∈ V : ε(ej) = (u, vi)
0, jinak.
Pozna´mka: Tedy jinak rˇecˇeno bi,j = −1 pokud j-ta´ hrana vycha´z´ı z i-te´ho uzlu, bi,j = 1
pokud j-ta´ hrana vcha´z´ı do i-te´ho uzlu a bi,j = 0 pokud j-ta´ hrana nevycha´z´ı ani nevcha´z´ı
do i-te´ho uzlu. Pro na´sˇ konkre´tn´ı prˇ´ıklad ma´ incidencˇn´ı matice tvar
B =

−1 −1 −1 0 0 0 0 0 0
1 0 0 −1 0 0 0 0 0
0 1 0 0 0 1 −1 0 0
0 0 1 1 −1 0 0 0 0
0 0 0 0 1 −1 0 −1 0
0 0 0 0 0 0 1 1 −1
0 0 0 0 0 0 0 0 1

Zada´n´ı u´lohy je tedy urcˇeno dobou vy´roby jednotlivy´ch komponent a grafem na´vaznost´ı
operac´ı resp. incidencˇn´ı matic´ı.
Matematicky´ model obsahuje
• pocˇet stroj˚u j = 1, . . . ,m,
• pocˇet uzl˚u k = 1, . . . , q
• doba zpracova´n´ı zaka´zky na j-te´m stroji tj,
• doba kdy mu˚zˇe zaka´zka pokracˇovat z uzlu k xk,
• incidencˇn´ı matice B,
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• doba dokoncˇen´ı zaka´zky na posledn´ım stroji xq,
• u´cˇelova´ funkce z.
Tedy rozhodovac´ı neza´visle´ promeˇnne´ jsou x a za´visla´ promeˇnna´ je rea´lna´ promeˇnna´ z.
U´cˇelova´ funkce
U´cˇelovou funkci sta´le cha´peme jako minimalizaci hodnoty v posledn´ım uzlu grafu xq,
ktery´ cha´peme jako cˇasovy´ okamzˇik dokoncˇen´ı zaka´zky. U´cˇelovou funkci potom zap´ıˇseme
ve tvaru
zmin = min xq. (3.3.1)
V prˇ´ıkladeˇ 1 byl stanoven posledn´ı uzel x7 konkre´tneˇ. Mu˚zˇeme ho take´ stanovit obecneˇ
jako xq ≥ xk kde k = 1, . . . , q. Kdybychom toto zobecneˇn´ı neudeˇlali, museli bychom pro
kazˇdou zmeˇnu vstupn´ıch dat meˇnit tvar u´cˇelove´ funkce.
Omezen´ı
Omezen´ı je tedy tolik, kolik je hran v grafu (stroj˚u). Toto omezen´ı zobecn´ıme pro kazˇde´
dva uzly h a p, ktere´ v grafu spojuje hrana j
xh − xp ≥ tj. (3.3.2)
Omezen´ı mu˚zˇeme za pomoc´ı incidencˇn´ı matice B rovneˇzˇ napsat v maticove´m tvaru
xTB ≥ tT , (3.3.3)
tedy
(x1, . . . , xk, . . . , xq)
















Prˇedpokla´da´me, zˇe cˇas nemu˚zˇe naby´vat za´porny´ch hodnot, proto ma´me pozˇadavek na
neza´pornost promeˇnny´ch
xk ≥ 0. (3.3.4)
Spojen´ım (3.3.1), (3.3.2) nebo (3.3.3) a (3.3.4) dosta´va´me linea´rn´ı model pro pr˚uchod
jedne´ zaka´zky grafem.
zmin = min xq
xq ≥ xk k = 1, . . . , q
xh − xq ≥ tj j = 1 . . . ,m 1 ≤ p, h ≤ q
xk ≥ 0 k = 1, . . . , q
3.4. Implementace modelu v programu GAMS
Modelovac´ı jazyk GAMS (General Algebraic Modeling Syste´m), vytvorˇeny´ vy´vojovy´m
ty´mem Sveˇtove´ banky v osmdesa´ty´ch letech, je sˇiroce pouzˇ´ıva´n na mnohy´ch pocˇ´ıtacˇovy´ch
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platforma´ch a stal se sveˇtovy´m standardem ve vy´zkumu a aplikac´ıch. Byl navrzˇen zejme´na
pro u´lohy linea´rn´ıho, nelinea´rn´ıho a smı´ˇsene´ho celocˇ´ıselne´ho programova´n´ı, pro ktere´
nab´ız´ı sˇiroky´ vy´beˇr rˇesˇicˇ˚u. Syste´m byl naprogramova´n v PASCALu. Soubory vytvorˇene´
vneˇjˇs´ım editorem jsou zpracova´ny GAMSem v da´vkove´m rezˇimu. Vı´ce informac´ı lze nale´zt
na internetovy´ch stra´nka´ch http://www.gams.com/ nebo v [19].
Ve vy´voji optimalizacˇn´ıch programu˚ prˇedstavuje vyuzˇit´ı cˇa´stecˇneˇ cˇi u´plneˇ prˇedkompi-
lovany´ch procedur tzv. rˇesˇicˇ˚u. Uzˇivatel je vyuzˇ´ıva´, anizˇ by byl nucen zna´t implementacˇn´ı
detaily a mu˚zˇe se zaby´vat pouze jejich vstupem a vy´stupem. Tyto rˇesˇicˇe jsou vsˇak obvykle
dostupne´ v plne´ verzi na komercˇn´ı ba´zi. V te´to pra´ci pouzˇijeme jak na linea´rn´ı, tak na
celocˇ´ıselne´ programova´n´ı rˇesˇicˇ CPLEX. Tedy vzˇdy kdyzˇ budeme hovorˇit o vy´sledc´ıch
z programu GAMS, budeme hovorˇit o vy´sledc´ıch rˇesˇicˇe CPLEX. Tento rˇesˇicˇ pouzˇiva´ tzv.
Simplexovou metodu, ktera´ vycha´z´ı z Gaussovy eliminacˇn´ı metody a strucˇneˇ popsa´na
v prˇ´ıloze (A.2.2) nebo v [4].
Je dobre´ zd˚uraznit, zˇe GAMS je programovac´ı (modelovac´ı) jazyk a program mus´ı by´t
zapsa´n v jazyce, ktery´ pouzˇ´ıva´. Za´kladn´ı strukturu programu˚ mu˚zˇeme rozdeˇlit na
• mnozˇiny (staticke´, dynamicke´..),
• parametry (skala´ry, tabulky..),
• promeˇnne´ (celocˇ´ıselne´, rea´lne´..),
• rovnice (linea´rn´ı, nelinea´rn´ı..).
Konkre´tneˇ pro nasˇe hodnoty vypada´ GAMS model
$Title one_job *{jme´no modelu}
sets *{nastavenı´ mnozˇin}
n nodes /1*7/ *{mnozˇina uzlu˚}
m activities /mach1*mach9/ ; *{mnozˇina stroju˚}
parameter *{vstupnı´ parematry}
t(m) production time *{cˇas zpracova´nı´ zaka´zky}
/mach1 4,mach2 12,mach3 7,mach4 2,mach5 10,
mach6 0,mach7 5,mach8 3,mach9 4/;
table *{tabulka na´vaznostı´ (incidencˇnı´ matice)}
incidence_matrix(n,m)
mach1 mach2 mach3 mach4 mach5 mach6 mach7 mach8 mach9
1 -1 -1 -1 0 0 0 0 0 0
2 1 0 0 -1 0 0 0 0 0
3 0 1 0 0 0 1 -1 0 0
4 0 0 1 1 -1 0 0 0 0
5 0 0 0 0 1 -1 0 -1 0
6 0 0 0 0 0 0 1 1 -1




positive variable *{pozˇadavek na neza´pornost promeˇnne´}
x(n);
equations *{za´pis rovnic}
finish_time finish total time
balance balance equations;
finish_time .. z =e= x(’7’);
balance(m) .. sum(n,x(n)*incidence_matrix(n,m)) =g= t(m);
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model one_job one_job /all/ ;
solve one_job minimizing z using lp; *{zavola´nı´ vy´pocˇtu, minimalizace z}
display x.l; *{vy´pis promeˇnny´ch x}
Potom po kompilaci v rˇesˇicˇi CPLEX dostaneme vy´sledek
MODEL STATISTICS
BLOCKS OF EQUATIONS 2 SINGLE EQUATIONS 10
BLOCKS OF VARIABLES 2 SINGLE VARIABLES 8
NON ZERO ELEMENTS 20
GENERATION TIME = 0.000 SECONDS 4 Mb WIN225-148 May 29, 2007
EXECUTION TIME = 0.000 SECONDS 4 Mb WIN225-148 May 29, 2007
GAMS Rev 148 x86/MS Windows 05/08/08 09:57:59 Page 5
one_matrix
Solution Report SOLVE one_matrix Using LP From line 39
S~O~L V~E S~U~M M A~R Y
MODEL one_matrix OBJECTIVE
z~TYPE LP DIRECTION MINIMIZE
SOLVER CPLEX FROM LINE 39
**** SOLVER STATUS 1 NORMAL COMPLETION
**** MODEL STATUS 1 OPTIMAL
**** OBJECTIVE VALUE 26.0000 *{vy´sledna´ hodnota u´cˇelove´ funkce
(doba dokoncˇenı´ zaka´zky)}
RESOURCE USAGE, LIMIT 0.031 1000.000
ITERATION COUNT, LIMIT 0 10000
GAMS/Cplex Jun 1, 2007 WIN.CP.CP 22.5 034.037.041.VIS For Cplex 10.2
Cplex 10.2.0, GAMS Link 34
---- 40 VARIABLE x.L start time *{vypsane´ promeˇnne´ x}
2 4.000, 3 17.000, 4 7.000, 5 17.000, 6 22.000, 7 26.000
GAMS spocˇ´ıtal vy´sledek ktery´ rˇ´ıka´, zˇe zaka´zka bude hotova v cˇase 26, a uka´zal na´m
i pro jake´ hodnoty x tento vy´sledek nastane. Dı´ky tomu mu˚zˇeme spocˇ´ıtat prˇesne´ cˇasove´
vyt´ızˇen´ı jednotlivy´ch stroj˚u.
I kdyzˇ uzˇ ma´me vy´sledek, tento prˇ´ıklad jesˇteˇ nekoncˇ´ı. V minule´ kapitole bylo rˇecˇeno, zˇe
prˇijatelny´m vy´sledkem je Gantt˚uv diagram. Ten ma´me ovsˇem v programu MS EXCEL.
Prˇepisova´n´ı dat po kazˇde´m vy´pocˇtu je z uzˇivatelske´ho hlediska naprosto neprˇijatelne´.
Proto uka´zˇeme, jak se daj´ı pomeˇrneˇ snadno vypocˇtena´ data prˇeve´st z GAMSu do MS EX-
CELu. Stejneˇ tak pro cˇaste´ zmeˇny vstupn´ıch dat nen´ı GAMS prˇ´ıliˇs uzˇivatelsky prˇ´ıveˇtivy´,
proto si rovneˇzˇ uka´zˇeme, jak propojit GAMS a MS EXCEL v opacˇne´m smeˇru. Asi nej-
lepsˇ´ı varianta je zadat hodnoty v MS EXCELu, spustit v pozad´ı GAMS pomoc´ı makra
vytvorˇene´ho v Microsoft Visual Basicu a nechat po vy´pocˇtu zapsat automaticky vy´stupn´ı
data do MS EXCELu.
Doplnˇkem GAMSu jsou tzv. GDX (GAMS data exchange) prˇ´ıslusˇenstv´ı, ktera´ maj´ı
rˇadu prostrˇedk˚u na propojen´ı programu GAMS s jiny´mi platformami. Na´s konkre´tneˇ
zaj´ıma´ utilita GDXXRW kv˚uli mozˇnosti propojen´ı GAMSu s MS EXCELem. Pomoci
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n´ı mu˚zˇeme prˇena´sˇet mnozˇiny, parametry, promeˇnne´, rovnice, vy´stupn´ı u´daje apod. mezi
GAMSem a MS EXCELem. Rozbor tohoto proble´mu vsˇak prˇesahuje ra´mec pra´ce a v ma-
nua´lu k programu GAMS je napsana´ cela´ prˇ´ıloha, ktera´ se te´to problematiky ty´ka´, proto
se zde odkazujeme na [19]. Uka´zˇeme si rovnou jak mus´ıme GAMS model upravit.
$Title one_job_scheduling
$onecho > one_job_excel.txt *{zapı´sˇe do souboru .txt z jaky´ch buneˇk MS EXCEL
set=m rng=b12:j12 cdim=1 sesˇitu ma´ GAMS nacˇı´tat vstupnı´ parametry}
set=n rng=a13:a19 rdim=1
par=t rng=a2 rdim=1
par=incidence_matrix rng=a12 cdim=1 rdim=1
$offecho
$call gdxxrw.exe one_job_excel.xls @one_job_excel.txt *{zavola´nı´ utility GDXXRW}
$gdxin one_job_excel.gdx
















finish_time finish total time
balance balance equations;
finish_time .. z~=e= x(’6’);
balance(m) .. sum(n,x(n)*incidence_matrix(n,m)) =g= t(m);
model scheduling one_job_ /all/ ;
solve scheduling minimizing z~using lp;
display x.l;
execute_unload ’one_job_excel.gdx’,x z~; *{zapsa´nı´ hodnot do MS EXCEL}
execute ’gdxxrw.exe one_job_excel.gdx var=x.l rng=b23 var=z rng=b26’ ;
*{umı´steˇnı´ hodnot do MS EXCEL}
execute ’=shellexecute one_job_excel.xls’; *{zpusˇteˇnı´ MS EXCEL}
Pozˇadavek na vy´pocˇet v programu GAMS mu˚zˇeme take´ zavolat z prˇ´ıkazove´ho rˇa´dku,
nebo pomoc´ı makra i z MS EXCELu. Prˇ´ıkazy k vola´n´ı vy´pocˇtu jsou rovneˇzˇ napsa´ny
v prˇ´ıloze (B.2.2) nebo v [19]. Zde si uka´zˇeme pouze makro vytvorˇene´ v VBA pro toto
zavola´n´ı.
Sub GAMS_sum_xf() ’{jme´no makra}
ActiveWorkbook.Save ’{ulozˇenı´ zmeˇn}
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Path1 = Cells(2, "N").Value ’{nacˇtenı´ cesty ke GAMS adresa´rˇi
z~bunˇky N:2}
Path2 = Cells(2, "P").Value ’{nacˇtenı´ cesty k~licencˇnı´mu souboru
z~bunˇky P:2}
If Path2 = "" Then Path2 = "demo" ’{pokud nenı´ nic v~bunˇce P:2 je
spusˇteˇna demo verze GAMSu}
Path = Path1 + "\gams scheduling1.gms license =" + Path2
’{zavola´nı´ vy´pocˇtu v~programu GAMS}
ActiveWorkbook.Close ’{uzavrˇenı´ sesˇitu z~du˚vodu za´pisu dat}
End Sub ’{konec}
Prostrˇed´ı v MS EXCEL je zobrazeno na obra´zku (3.4). Makro, ktere´ nacˇte cestu
k programu GAMS, spousˇt´ıme pomoc´ı tlacˇ´ıtka GAMS!. Cesta mus´ı by´t napsa´na v bunˇce
B:32. Toto makro za´rovenˇ ukla´da´ zmeˇny a zav´ıra´ aktua´ln´ı sesˇit, protozˇe aby mohl zapsat
GAMS data do souboru .xls, nesmı´ tento soubor pouzˇ´ıvat jiny´ program v dobeˇ za´pisu
dat. Na druhou stranu posledn´ı prˇ´ıkaz v GAMS modelu (execute ’=shellexecute...) znovu
otevrˇe sesˇit v programu MS EXCEL.
Posledn´ım krokem je zaveden´ı Ganttova diagramu. Data mus´ı by´t ve tvaru doby
zacˇa´tku a doby konce operace na jednotlivy´ch stroj´ıch. Proto si nav´ıc zavedeme pomocne´
promeˇnne´, kde pro kazˇdy´ uzel a kazˇdou hranu ktere´ z neˇj vede, spocˇ´ıta´me dobu zacˇa´tku
operace x−j jako xk = x
−
j pro vsˇechny hrany j, ktere´ z uzlu vedou. Spocˇ´ıta´me take´ dobu
konce operace x+j jako xk+ tj = x
+
j pro vsˇechny hrany j, ktere´ do uzlu vcha´z´ı. Hodnot x
−
j
a x+j je tedy tolik, kolik je stroj˚u. Z takto poskla´dany´ch dat mu˚zˇeme sestrojit Gantt˚uv
diagram podle na´vodu z kapitoly 1.5.
Obra´zek 3.4: Prostrˇed´ı MS EXCEL
Ma´me tedy model, ktery´ pocˇ´ıta´ potrˇebnou dobu k zhotoven´ı zaka´zky, pro r˚uzna´
vstupn´ı data jako je cˇas operac´ı nebo tabulka na´vaznost´ı operac´ı. Kromeˇ vy´pocˇtu ma´-
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me i graficke´ zpracova´n´ı v podobeˇ Ganttova diagramu, cozˇ bylo hlavn´ım c´ılem tohoto
prˇ´ıkladu. Zdrojove´ ko´dy pro GAMS a pro MS EXCEL jsou v prˇ´ıloze (B.1),(B.2).
V dalˇs´ıch kapitola´ch proble´m obohat´ıme o pocˇet zaka´zek, nejdrˇ´ıve o dveˇ a potom obecneˇ
o libovolny´ pocˇet. Veˇci z te´to kapitoly jako jsou vymezene´ pojmy, rovnice pro hleda´n´ı kri-




Matematicky´ model pr˚uchodu dvou
zaka´zek
V te´to kapitole si uka´zˇeme jak se zmeˇn´ı na´sˇ model, kdyzˇ k neˇmu prˇibude nav´ıc dalˇs´ı
zaka´zka. Uka´zˇeme si matematickou realizaci rozvrzˇen´ı vy´roby pro dveˇ zaka´zky pomoc´ı
celocˇ´ıselne´ho programova´n´ı. Tato kapitola bude za´kladem pro kapitolu 5, kde teˇchto
zaka´zek bude libovolneˇ mnoho. Jak bylo rˇecˇeno v kapitole 1 a 2, zdroje (stroje) ktere´
zaka´zky zpracova´vaj´ı jsou omezene´ ve smyslu pocˇtu zaka´zek, ktere´ mohou zpracova´vat
za´rovenˇ. Mluv´ıme o proble´mu omezeny´ch zdroj˚u, ktere´ jsou rea´lny´m proble´mem jak firmy
TOSHULIN, a.s., tak i mnohy´ch dalˇs´ıch. V nasˇich u´vaha´ch prˇedpokla´da´me, zˇe jeden zdroj
mu˚zˇe zpracova´vat pra´veˇ jednu zaka´zku v cˇase. C´ılem te´to kapitoly je tedy tvorba op-
tima´ln´ıho rozvrhu pr˚uchodu dvou zaka´zek firmou a graficke´ zna´zorneˇn´ı pomoc´ı Ganttova
diagramu.
Uka´zˇeme si opeˇt modelovy´ prˇ´ıklad, matematickou teorii, matematicky´ model, softwa-
rovou implementaci modelu a graficky´ vy´stup pomoc´ı Ganttova diagramu.
Prˇ´ıklad 2: Budeme pokracˇovat v prˇ´ıkladu 1 s t´ım rozd´ılem, zˇe grafem posloup-
nost´ı operac´ı budou procha´zet dveˇ zaka´zky. Nasˇim u´kolem je rozhodnout o vhodne´m
porˇad´ı teˇchto zaka´zek na jednotlivy´ch stroj´ıch. Vy´robn´ı doby operac´ı jsou da´ny tabulkou
(4.1). Mezi vstupn´ı parametry prˇibyla nav´ıc mnozˇina zaka´zek, i kdyzˇ v tomto prˇ´ıpadeˇ
mach1 mach2 mach3 mach4 mach5 mach6 mach7 mach8 mach9
tj1 1 24 1 1 6 0 5 3 4
tj2 4 5 5 7 4 2 7 4 4
Tabulka 4.1: Vy´robn´ı doby operac´ı
dvoucˇlenna´. Graf na´vaznosti operac´ı budeme uvazˇovat stejny´ jako v prˇ´ıkladeˇ 1. Tedy
incidencˇn´ı matice ma´ tvar
B =

−1 −1 −1 0 0 0 0 0 0
1 0 0 −1 0 0 0 0 0
0 1 0 0 0 1 −1 0 0
0 0 1 1 −1 0 0 0 0
0 0 0 0 1 −1 0 −1 0
0 0 0 0 0 0 1 1 −1
0 0 0 0 0 0 0 0 1

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Mus´ıme vytvorˇit specia´ln´ı promeˇnnou, ktera´ bude urcˇovat, jaka´ zaka´zka bude zpra-
cova´na jako prvn´ı na j-te´m stroji a ktera´ bude muset na sve´ zpracova´n´ı pocˇkat. Takova´to
promeˇnna´ se nazy´va´ indika´torova´ promeˇnna´ (angl. indicator variable) a je specia´ln´ım
prˇ´ıpadem celocˇ´ıselne´ promeˇnne´. Proto v tomto prˇ´ıkladeˇ prˇejdeme na proble´m celocˇ´ıselne´ho
programova´n´ı viz prˇ´ıloha (A.3) nebo [1].
4.1. Indika´torove´ promeˇnne´
V ra´mci u´loh celocˇ´ıselne´ho programova´n´ı tvorˇ´ı specia´ln´ı skupinu u´lohy bivaletn´ıho (nula-
jednicˇkove´ho) programova´n´ı viz [1]. Ty se vyznacˇuj´ı t´ım, zˇe D ∈ {0, 1} , j = 1, 2, . . . , n.
Pro sve´ pouzˇit´ı se take´ teˇmto promeˇnny´m rˇ´ıka´ indika´torove´ promeˇnne´. Indikuj´ı naprˇ´ıklad
δ = 1 jestlizˇe stroj zpracova´va´ zaka´zku nebo δ = 0 pokud je volny´. Tyto promeˇnne´
nevystupuj´ı v modelech samostatneˇ, ale sp´ıˇse v u´loha´ch s rea´lny´mi promeˇnny´mi, tedy
v cˇa´stecˇneˇ celocˇ´ıselny´ch. Logicke´ operace s indika´torovy´mi promeˇnny´mi:
X1 ∨X2 je ekvivalentn´ı s δ1 + δ2 ≥ 1
X1 ∧X2 je ekvivalentn´ı s δ1 + δ2 = 2
¬X1 je ekvivalentn´ı s δ1 = 0
X1 → X2 je ekvivalentn´ı s δ1 − δ2 ≤ 0
X1 ↔ X2 je ekvivalentn´ı s δ1 − δ2 = 0
Vyuzˇit´ı indika´torovy´ch promeˇnny´ch pro modely pla´nova´n´ı a rozvrhova´n´ı vy´roby lze
nale´zt v cˇla´nc´ıch [20],[21],[22].
V ra´mci rozsahu rovnic p´ıˇseme matematicky´ model rovnou pro obecny´ prˇ´ıpad. Po
formulaci modelu uka´zˇeme zmeˇny pro p˚uvodn´ı GAMS model, ktery´ po dosazen´ı zadany´ch
dat zkompilujeme a zhodnot´ıme vy´sledek.
4.2. Matematicky´ model
Pro stavbu matematicke´ho modelu pouzˇijeme linea´rn´ı celocˇ´ıselny´ program ve tvaru
min
{
cTx | Ax ≥ b,x ∈ D} ,
kde D ⊆ Z resp. D ∈ {0, 1} viz prˇ´ıloha (A.3.1) nebo [1]. Kromeˇ sta´vaj´ıc´ıch linea´rn´ıch
rovnic omezen´ı vytvorˇ´ıme nove´ rovnice omezen´ı, ktere´ budou obsahovat celocˇ´ıselnou pro-
meˇnnou, konkre´tneˇ indika´torovou promeˇnnou. Tuto promeˇnnou oznacˇ´ıme δi,j pro i =
1, 2 a bude indikovat jakou zaka´zku dany´ stroj pra´veˇ zpracova´va´. Tato promeˇnna´ se da´
interpretovat jako δ1,j = 1 resp. δ2,j = 0 pokud zaka´zka 1 prˇedcha´z´ı zaka´zku 2 na j-te´m
stroji. Analogicky δ2,j = 1 resp. δ1,j = 0, kdyzˇ 2 prˇedcha´z´ı zaka´zku 1. U proble´mu jedne´
zaka´zky hodnota promeˇnne´ xk rˇ´ıkala, zˇe v tomto cˇase skoncˇila posledn´ı operace, ktera´
do uzlu k vcha´zela. Take´ to byla hodnota, ktera´ rovneˇzˇ uva´deˇla pocˇa´tecˇn´ı cˇas operac´ı,
ktere´ z uzlu k vycha´zely. V tomto prˇ´ıpadeˇ, ale necˇeka´ zpracova´n´ı zaka´zky na stroji j na
dobeˇ dokoncˇen´ı prˇedchoz´ıch operac´ı, ale i na dostupnosti stroje j. Mu˚zˇe totizˇ zpracova´vat
pouze jednu zaka´zku v cˇase. Mus´ıme proto zave´st pomocne´ promeˇnne´, ktere´ na´m rˇeknou
opravdovy´ pocˇa´tecˇn´ı a konecˇny´ cˇas zpracova´n´ı zaka´zky i na stroji j. Tyto promeˇnne´
oznacˇ´ıme x−i,j a x
+
i,j. Zat´ımco v minule´m prˇ´ıpadeˇ tyto promeˇnne´ byly pouze pomocne´ na
vytvorˇen´ı Ganttova diagramu, nyn´ı je mus´ıme zacˇlenit do matematicke´ho modelu a tedy
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i do modelu pro program GAMS.
Matematicky´ model obsahuje
• pocˇet zaka´zek i = 1, 2,
• pocˇet stroj˚u j = 1, . . . ,m,
• pocˇet uzl˚u k = 1, . . . , q
• doba zpracova´n´ı zaka´zky i na stroji j ti,j,
• doba kdy mu˚zˇe zaka´zka i pokracˇovat z uzlu k xi,k,
• doba zacˇa´tku zpracova´n´ı zaka´zky i na stroji j x−i,j,
• doba konce zpracova´n´ı zaka´zky i na stroji j x+i,j,
• incidencˇn´ı matice B,
• doba dokoncˇen´ı zaka´zky na posledn´ım stroji xi,q,
• indika´torova´ promeˇnna´ δi,j,
• u´cˇelova´ funkce z,
• velke´ kladne´ cˇ´ıslo G.
U´cˇelova´ funkce
Chceme aby soucˇet cˇas˚u dokoncˇen´ı zaka´zek byl minima´ln´ı. Proto p´ıˇseme u´cˇelovou funkci





kde stejneˇ jako u obecne´ho modelu jedne´ zaka´zky xi,q ≥ xi,k kde k = 1, . . . , q.
Omezen´ı
Linea´rn´ı omezen´ı (3.3.2) popisuj´ıc´ı na´vaznost operac´ı uprav´ıme pro pomocne´ promeˇnne´,
kde pro kazˇde´ dva uzly h, p, ktere´ v grafu spojuje hrana j.
x−i,j + ti,j = x
+
i,j (4.2.2)
xi,h ≤ x−i,j (4.2.3)
xi,p ≥ x+i,j (4.2.4)
Tyto rovnice jsou pro jednu zaka´zku ekvivalentn´ı s rovnic´ı (3.3.2). Dostali jsme sice trˇi
rovnice namı´sto jedne´, ale kdybychom tuto u´pravu neudeˇlali, mohlo by se v mnohy´ch
vy´pocˇtech sta´t, zˇe by zaka´zky zbytecˇneˇ cˇekaly i kdyzˇ uzˇ by mohly by´t zpracova´va´ny. Kdyzˇ
incidencˇn´ı matici B rozdeˇl´ıme na B− a B+, kde pro bkj > 0 p´ıˇseme b+kj = 1 a b
−
kj = 0, pro
bkj < 0 p´ıˇseme b
+
kj = 0 a b
−
kj = 1 a pro bkj = 0 p´ıˇseme b
+
kj = 0 a b
−
kj = 0, mu˚zˇeme napsat
rovnice v maticove´m tvaru
x−T + tT = x+T
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xTB− ≤ x−T




δi,j = 1 (4.2.5)
rˇ´ıka´, zˇe pokud zaka´zka cˇ´ıslo 1 prˇedcha´z´ı zaka´zku cˇ´ıslo 2 na stroji j, nemu˚zˇe na tomto
stroji za´rovenˇ zaka´zka cˇ´ıslo 2 prˇedcha´zet zaka´zce cˇ´ıslo 1. Tato podmı´nka se da´ nazvat
jako podmı´nka pro omezene´ zdroje a zarucˇuje zpracova´n´ı pouze jedne´ zaka´zky na stroji
j v dane´m cˇase.
Obra´zek 4.1: Digram pro porˇad´ı dvou zaka´zek na jednom stroji
Podle obra´zku 4.1 potrˇebujeme dalˇs´ı omezen´ı, ktere´ bude vyjadrˇovat na´vaznost zaka´-
zek na jednom stroji
δ1,j = 1↔ x+1,j ≤ x−2,j (4.2.6)
resp.
δ2,j = 1↔ x+2,j ≤ x−1,j, (4.2.7)
kdyzˇ δ1,j + δ2,j = 1 pro ∀j = 1, . . . ,m. To mu˚zˇeme zapsat jako nelinea´rn´ı podmı´nku ve
tvaru
(x+1,j − x−2,j)δ1,j ≤ 0. (4.2.8)
Pro δ1,j = 1 rovnice plat´ı a pro δ1,j = 0 nikoliv. Nelinea´rn´ı programova´n´ı je vsˇak vy´pocˇtoveˇ
mnohem na´rocˇneˇjˇs´ı nezˇ programova´n´ı linea´rn´ı. Existuje proto rˇada postup˚u, jak p˚uvodneˇ
nelinea´rn´ı omezen´ı korektneˇ upravit na linea´rn´ı, tedy tak, aby omezen´ı nebylo porusˇeno.
Uka´zˇeme si zde postupy, jak pomoc´ı linea´rn´ıho programova´n´ı za pouzˇit´ı indika´torovy´ch
promeˇnny´ch nahradit omezen´ı (4.2.8). Tyto postupy jsou uka´za´ny v [23].
Jedn´ım z nejjednodusˇsˇ´ıch prˇ´ıpad˚u pouzˇit´ı indika´torove´ promeˇnne´ mu˚zˇe by´t δ = 1
jestlizˇe x > 0. Jiny´mi slovy x > 0→ δ = 1, cozˇ potom mu˚zˇeme zapsat omezen´ım typu
x−Mδ ≤ 0, (4.2.9)
kde M je konstantn´ı koeficient reprezentuj´ıc´ı zna´mou horn´ı mez promeˇnne´ x. Vztah δ =
1 → x > 0, nemu˚zˇeme vyja´drˇit jako linea´rn´ı podmı´nku. Zvol´ıme proto spodn´ı hranici m
pro promeˇnnou x. Dostaneme δ = 1→ x ≥ 0 cozˇ mu˚zˇeme vyja´drˇit jako omezen´ı
x−mδ ≥ 0, (4.2.10)
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Podobneˇ mu˚zˇeme indika´torovou promeˇnnou pouzˇ´ıt pro nerovnost
∑
i aixi ≤ b. Nejdrˇ´ıve
si uka´zˇeme prˇ´ıklad δ = 1→∑i aixi ≤ b. To na´m umozˇn´ı omezen´ı∑
i
aixi +Mδ ≤M + b, (4.2.11)
kde M je horn´ı mez vy´razu
∑
i aixi − b.
Implikace
∑
i aixi ≤ b → δ = 1 je pouze jinak vyja´drˇeny´ vztah δ = 0 →
∑
i aixi > b.
Vy´raz
∑
i aixi > b uprav´ıme na
∑
i aixi ≥ b+ε, kde ε je mala´ tolerancˇn´ı hodnota. Omezen´ı
ma´ potom tvar ∑
i
aixi − (m− ε)δ ≥ b+ ε. (4.2.12)
Analogicky pro vy´raz
∑
i aixi ≥ b dostaneme pro prˇ´ıpad (4.2.11) a (4.2.12) omezen´ı∑
i
aixi +mδ ≥ m+ b, (4.2.13)
∑
i
aixi − (M − ε)δ ≤ b+ ε. (4.2.14)
Konecˇneˇ pro prˇ´ıpad δ = 1↔∑i aixi ≤ b mus´ı by´t pouzˇity obeˇ omezen´ı (4.2.11), (4.2.12)
a pro prˇ´ıpad δ = 1↔∑i aixi ≥ b omezen´ı (4.2.13) a (4.2.14).
Podle prˇedchoz´ıho postupu mu˚zˇeme vyja´drˇit omezen´ı (4.2.8) jako dveˇ linea´rn´ı omezen´ı.
Za ”vykoupen´ı” z nelinearity sice zaplat´ıme jedn´ım omezen´ım nav´ıc, na druhou stranu
bude i tak model le´pe vy´pocˇetneˇ rˇesˇitelny´. Na´hrada omezen´ı (4.2.8)
x+1,j − x−2,j ≤ G(1− δ1,j) (4.2.15)
x+1,j − x−2,j − (−G− 1)δ1,j ≥ 1. (4.2.16)
Kromeˇ jedne´ rovnice nav´ıc nese tato na´hrada jesˇteˇ jeden proble´m a to je vhodna´ volba
kladne´ho cˇ´ısla G, aby vyhovovalo vsˇem rovnic´ım. Meˇlo by by´t dostatecˇneˇ velke´, aby
rovnice kde bude G obsazˇeno nemeˇla z optima´ln´ıho hlediska smysl. Pojem velke´ cˇ´ıslo
je ale dosti neurcˇity´. Pokud se budou pohybovat doby operac´ı v des´ıtka´ch, bude stacˇit
kdyzˇ G ∼= 1000. Kdyzˇ ale budou jednotlive´ doby zpracova´n´ı operac´ı ve stovka´ch, hodnota
takove´ho G stacˇit nebude a budeme muset tuto hodnotu zvy´sˇit.
Promeˇnne´ prˇedstavuj´ı opeˇt cˇas, proto vyzˇadujeme podmı´nky neza´pornosti a nula-
jednicˇkovou podmı´nku pro indika´torovou promeˇnnou.
x−i,j ≥ 0, (4.2.17)
x+i,j ≥ 0, (4.2.18)
xi,k ≥ 0, (4.2.19)
δi,j ∈ {0, 1} . (4.2.20)
Spojen´ım u´cˇelove´ funkce (4.2.1), trˇ´ı typ˚u linea´rn´ıch omezen´ı (4.2.2-4), trˇ´ı typ˚u ce-
locˇ´ıselny´ch omezen´ı (4.2.5) a (4.2.15-16) s podmı´nkami neza´pornosti (4.2.17-19) a nula-





xi,q ≥ xi,k i = 1, 2 k = 1, . . . , q
x−i,j + ti,j = x
+
i,j i = 1, 2 j = 1, . . . ,m
xi,h ≤ x−i,j i = 1, 2 j = 1, . . . ,m
xi,p ≥ x+i,j i = 1, 2 j = 1, . . . ,m∑2
i=1 δi,j = 1 j = 1, . . . ,m
x+1,j − x−2,j ≤ G(1− δ1,j) j = 1, . . . ,m
x+1,j − x−2,j − (−G− 1)δ1,j ≥ 1 j = 1, . . . ,m
x−i,j ≥ 0 i = 1, 2 j = 1, . . . ,m
x+i,j ≥ 0 i = 1, 2 j = 1, . . . ,m
xi,k ≥ 0 i = 1, 2 j = 1, . . . ,m
δi,j ∈ {0, 1} i = 1, 2 j = 1, . . . ,m
4.3. Implementace modelu v programu GAMS
Model v jazyce GAMS se v tomto prˇ´ıpadeˇ rozrostl o mnozˇinu zaka´zek, parametr G (velke´
cˇ´ıslo), celocˇ´ıselnou promeˇnnou δ, promeˇnne´ ktere´ urcˇuj´ı dobu zacˇa´tku x− a dobu do-
koncˇen´ı operace x+ a o peˇt novy´ch nerovnost´ı. I v prˇ´ıpadeˇ celocˇ´ıselne´ho programova´n´ı
mu˚zˇeme vyuzˇ´ıt rˇesˇicˇe CPLEX, ktery´ rˇesˇ´ı celocˇ´ıselne´ programova´n´ı pomoc´ı metody veˇtv´ı
a mez´ı (Branch and bound) viz prˇ´ıloha (A.3.2). GAMS model pro dveˇ zaka´zky je mno-
hem obsa´hlejˇs´ı, proto je uveden pouze v prˇ´ıloze (B.1.2). Po kompilaci rˇesˇicˇem CPLEX
dostaneme tyto vy´sledky
MODEL STATISTICS
BLOCKS OF EQUATIONS 7 SINGLE EQUATIONS 100
BLOCKS OF VARIABLES 5 SINGLE VARIABLES 69
NON ZERO ELEMENTS 237 DISCRETE VARIABLES 18
GENERATION TIME = 0.016 SECONDS 4 Mb WIN225-148 May 29, 2007
EXECUTION TIME = 0.016 SECONDS 4 Mb WIN225-148 May 29, 2007
GAMS Rev 148 x86/MS Windows 05/08/08 13:26:49 Page 7
two_jobs_scheduling
Solution Report SOLVE scheduling Using MIP From line 121
S~O~L V~E S~U~M M A~R Y
MODEL scheduling OBJECTIVE
z~TYPE MIP DIRECTION MINIMIZE
SOLVER CPLEX FROM LINE 121
**** SOLVER STATUS 1 NORMAL COMPLETION
**** MODEL STATUS 1 OPTIMAL
**** OBJECTIVE VALUE 66.0000
RESOURCE USAGE, LIMIT 0.109 1000.000
ITERATION COUNT, LIMIT 49 10000
GAMS/Cplex Jun 1, 2007 WIN.CP.CP 22.5 034.037.041.VIS For Cplex 10.2
Cplex 10.2.0, GAMS Link 34
34
---- 122 VARIABLE y.L Indicator variable for job precedence
mach1 mach2 mach3 mach4 mach5 mach6
j1 1.000
j2 1.000 1.000 1.000 1.000 1.000
+ mach7 mach8 mach9
j2 1.000 1.000 1.000
zacˇa´tek mach1 mach2 mach3 mach4 mach5 mach6 mach7 mach8 mach9
j1 4 5 0 11 15 21 29 24 34
j2 0 0 1 4 11 15 17 20 24
konec mach1 mach2 mach3 mach4 mach5 mach6 mach7 mach8 mach9
j1 5 29 1 12 21 21 34 27 38
j2 4 5 6 11 15 17 24 24 28
Tabulka 4.2: Vy´sledne´ doby zacˇa´tk˚u a konce operac´ı na jednotlivy´ch stroj´ıch
Vy´sledna´ doba dokoncˇen´ı zaka´zky j1 je 38 a zaka´zky j2 28, cozˇ da´va´ soucˇet 66. Mu˚zˇeme
take´ videˇt podle vy´sledku indika´torove´ promeˇnne´, jaka´ zaka´zka je drˇ´ıve zpracova´na na
konkre´tn´ım stroji. Podle vy´sledk˚u je pouze u stroje mach3 zaka´zka j1 zpracova´va´na drˇ´ıve.
V prˇ´ıpadeˇ dvou zaka´zek je situace docela prˇehledna´, ale u veˇtsˇ´ıho pocˇtu zaka´zek uzˇ
tabulka indika´torovy´ch promeˇnny´ch p˚usob´ı velice neprˇehledny´m dojmem, proto zava´d´ıme
Gantt˚uva diagram. Pro prˇ´ıklad 2 je Gantt˚uv diagram na obra´zku (4.2).
Obra´zek 4.2: Gantt˚uv diagram k prˇ´ıkladu 2
Cˇerveneˇ je oznacˇena zaka´zka j1 a modrˇe zaka´zka j2. Gantt˚uv diagram vlastneˇ zobrazuje
tabulku (4.2). Oproti tabulce (4.2) ale mu˚zˇeme okamzˇiteˇ videˇt cˇasove´ u´seky v dobeˇ, kdy
na stroj´ıch neprob´ıhaj´ı zˇa´dne´ operace.
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Kapitola 5
Matematicky´ model pr˚uchodu v´ıce
zaka´zek
Prˇedesˇle´ dveˇ kapitoly prˇipravily potrˇebnou teorii k sestaven´ı modelu pro pr˚uchod libo-
volne´ho pocˇtu zaka´zek. Uka´zali jsme obecny´ matematicky´ model pro rˇesˇen´ı pr˚uchodu
dvou zaka´zek firmou, ktery´ v te´to kapitole zdokonal´ıme. Mnozˇina zaka´zek uzˇ nebude
obsahovat pouze dveˇ zaka´zky, ale libovolny´ pocˇet. Sta´le pozˇadujeme aby model pocˇ´ıtal
s na´vaznost´ı operac´ı a s omezeny´mi zdroji.
Uka´zˇeme si opeˇt modelovy´ prˇ´ıklad, matematicky´ model dopln´ıme o proble´m v´ıce
zaka´zek a s pouzˇitim softwarove´ implementace modelu prˇ´ıklad vyrˇesˇ´ıme. Samozrˇejmeˇ
uka´zˇeme i graficky´ vy´stup pomoc´ı Ganttova diagramu. Na za´veˇr prˇedstav´ıme kompletn´ı
softwarove´ rˇesˇen´ı proble´mu rozvrhova´n´ı vy´roby s na´vaznost´ı operac´ı a omezeny´mi zdroji
pomoc´ı tabulkove´ho editoru MS EXCEL a modelovac´ıho jazyka GAMS, ktere´ je doplneˇno
o uzˇivatelsky prˇ´ıjemneˇjˇs´ı prostrˇed´ı d´ıky programovac´ımu jazyku Microsoft Visual Basic.
Prˇ´ıklad 3: Prˇedstavme si 10 zaka´zek, ktere´ se zpracova´vaj´ı na dev´ıti stroj´ıch (mach1
- mach9). Vy´robn´ı doby jsou prˇedem zna´my a da´ny na´sleduj´ıc´ı tabulkou.
mach1 mach2 mach3 mach4 mach5 mach6 mach7 mach8 mach9
tj1 11 9 9 5 5 12 1 12 13
tj2 11 1 7 13 12 6 15 14 1
tj3 15 6 8 12 1 9 8 5 10
tj4 10 4 5 13 13 9 15 14 4
tj5 11 15 4 9 2 15 11 1 9
tj6 2 2 12 5 1 5 6 5 15
tj7 15 7 5 3 3 10 7 7 11
tj8 5 10 4 3 9 2 7 14 4
tj9 12 6 5 14 10 10 7 2 9
tj10 11 14 13 1 9 14 7 11 8
Graf na´vaznosti operac´ı budeme uvazˇovat stejny´ jako v prˇ´ıkladeˇ 1 a 2. Tedy incidencˇn´ı




−1 −1 −1 0 0 0 0 0 0
1 0 0 −1 0 0 0 0 0
0 1 0 0 0 1 −1 0 0
0 0 1 1 −1 0 0 0 0
0 0 0 0 1 −1 0 −1 0
0 0 0 0 0 0 1 1 −1
0 0 0 0 0 0 0 0 1

5.1. Matematicky´ model
Struktura linea´rn´ıch omezen´ı z˚ustane stejna´ jako u prˇedchoz´ıho modelu, ale mus´ıme upra-
vit indika´torovou promeˇnnou. Tato promeˇnna´ bude mı´t o jednu dimenzi v´ıce, protozˇe
zat´ım co v prˇedchoz´ı cˇa´sti uda´vala pouze jestli zaka´zka 1 prˇedcha´z´ı zaka´zku 2 pro dany´
stroj nebo nikoliv, ted’ bude muset indikovat za´vislost pro kazˇde´ dveˇ zaka´zky l, g na
kazˇde´m stroji j tak, zˇe 1 ≤ l, g ≤ n, l 6= g. Protozˇe se tato promeˇnna´ nacha´z´ı ve trˇech
rovnic´ıch vzroste pocˇet rovnic pocˇ´ıtany´ch GAMSem mnohona´sobneˇ a s t´ım i vy´pocˇtova´
na´rocˇnost modelu. Upravena´ indika´torova´ promeˇnna´ bude vypadat
δl,g,j =
{
1, jestlizˇe zaka´zka l prˇedcha´z´ı zaka´zce g na stroji j,
0, jinak.
Matematicky´ model obsahuje
• pocˇet zaka´zek i = 1, . . . , n,
• pocˇet stroj˚u j = 1, . . . ,m,
• pocˇet uzl˚u k = 1, . . . , q
• doba zpracova´n´ı zaka´zky i na stroji j ti,j,
• doba kdy mu˚zˇe zaka´zka i pokracˇovat z uzlu k xi,k,
• doba zacˇa´tku zpracova´n´ı zaka´zky i na stroji j x−i,j,
• doba konce zpracova´n´ı zaka´zky i na stroji j x+i,j,
• incidencˇn´ı matice B,
• doba dokoncˇen´ı zaka´zky na posledn´ım stroji xi,q,
• indika´torova´ promeˇnna´ δl,g,j,
• u´cˇelova´ funkce z,
• velke´ kladne´ cˇ´ıslo G.
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U´cˇelova´ funkce
V prˇedchoz´ıch modelech nebylo trˇeba sledovat druhy u´cˇelovy´ch funkc´ı, ale pro tento mo-
del mu˚zˇeme zaznamenat vy´razny´ rozd´ıl ve volbeˇ u´cˇelove´ funkce. Uka´zˇeme si dveˇ u´cˇelove´
funkce a na vy´sledc´ıch modelove´ho prˇ´ıkladu vysveˇtl´ıme jejich opodstatneˇn´ı pro konkre´tn´ı
proble´my. Dalˇs´ı druhy u´cˇelovy´ch funkc´ı, ktere´ se cˇasto v problematice pla´nova´n´ı a rozvr-








kde xi,q ≥ xi,k pro k = 1, . . . , q.
Omezen´ı
Linea´rn´ı omezen´ı maj´ı stejny´ tvar jako v prˇ´ıpadeˇ dvou zaka´zek s t´ım rozd´ılem, zˇe i =
1, . . . , n.





Celocˇ´ıselne´ omezen´ı (4.2.5) zmeˇn´ı sv˚uj tvar na
δl,g,j + δl,g,j = 1,
ktere´ rˇ´ıka´, zˇe pokud zaka´zka cˇ´ıslo l prˇedcha´z´ı zaka´zku cˇ´ıslo g na stroji j, nemu˚zˇe
na tomto stroji za´rovenˇ zaka´zka cˇ´ıslo g prˇedcha´zet zaka´zce cˇ´ıslo l. Tedy opeˇt podmı´nka
pro omezene´ zdroje ktera´ rˇ´ıka´, zˇe na jednom stroji lze zpracova´vat pouze jednu zaka´zku
v dane´m cˇase. Dalˇs´ı dveˇ omezen´ı jsou opeˇt analogi´ı rovnic (4.2.15-16) z modelu pro dveˇ
zaka´zky.
x+l,j − x−g,j ≤ G(1− δl,g,j)
x+l,j − x−g,j − (−G− 1)δl,g,j ≥ 1




δl,g,j ∈ {0, 1} .




i=1 xi,q(zmin = min(maxi xi,q))
xi,q ≥ xi,k i = 1, . . . , n k = 1, . . . , q
x−i,j + ti,j = x
+
i,j i = 1, . . . , n j = 1, . . . ,m
xi,h ≤ x−i,j i = 1, . . . , n j = 1, . . . ,m
xi,p ≥ x+i,j i = 1, . . . , n j = 1, . . . ,m
δl,g,j + δl,g,j = 1 j = 1, . . . ,m 1 ≤ l, g ≤ n, l 6= g
x+l,j − x−g,j ≤ G(1− δl,g,j) j = 1, . . . ,m 1 ≤ l, g ≤ n, l 6= g
x+l,j − x−g,j − (−G− 1)δl,g,j ≥ 1 j = 1, . . . ,m 1 ≤ l, g ≤ n, l 6= g
x−i,j ≥ 0 i = 1, . . . , n j = 1, . . . ,m
x+i,j ≥ 0 i = 1, . . . , n j = 1, . . . ,m
xi,k ≥ 0 i = 1, . . . , n j = 1, . . . ,m
δl,g,j ∈ {0, 1} j = 1, . . . ,m 1 ≤ l, g ≤ n, l 6= g
5.2. Implementace modelu v programu GAMS
Pra´veˇ t´ım, zˇe pouzˇ´ıva´me v modelu r˚uzne´ kombinace mnozˇiny zaka´zek, mus´ıme rovnice
zapsat v rezˇimu dynamicky´ch mnozˇin. Viz na´sleduj´ıc´ı uka´zka za´pisu mnozˇin a cˇa´sti rovnic




alias (j, p); *{nove´ pojmenova´nı´ mnozˇiny j kvu˚li dynamicke´mu za´pisu rovnic}
alias (j, k);
*-------------------------------------------------------------------------------------
binary_condition(m,k,p)$(not ord(k) ge ord(p)).. y(k,p,m) + y(p,k,m) =e= 1;
sequential4(m,k,p)$(not ord(k) eq ord(p))..uu(k,m) - u(p,m) =l= g*(1-y(k,p,m));
sequential5(m,k,p)$(not ord(k) eq ord(p))..uu(k,m) - u(p,m) - (-g-1)*(y(k,p,m)) =g= 1;
*{pouzˇitı´ dinamicky´ch rovnic za pomocı´ opera´toru $}
Vy´sledna´ doba po kompilaci modelu s u´cˇelovou funkc´ı (5.1.1) rˇesˇicˇem CPLEX je 941.











Tabulka 5.1: Tabulka cˇas˚u dokoncˇen´ı zaka´zek
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Vy´sledna´ tabulka indika´torovy´ch promeˇnny´ch je vlastneˇ trojdimenziona´ln´ı a v tomto
prˇ´ıpadeˇ obsahuje deveˇt sloupc˚u a devadesa´t rˇa´dk˚u. Z takove´ tabulky by opravdu rozvrh
asi nikdo neposkla´dal, zato prezentace pomoc´ı Ganttova diagramu z obra´zku (5.1) vypada´
zcela zrˇejmeˇ.
Obra´zek 5.1: Gantt˚uv diagram k prˇ´ıkladu 3 pomoc´ı u´cˇelove´ funkce (5.1.1)
Kdyzˇ ve stejne´m modelu prˇi pouzˇit´ı stejny´ch vstupn´ıch parametr˚u nahrad´ıme u´cˇelovou
funkci (5.1.1) u´cˇelovou funkc´ı (5.1.2) vy´sledek bude zcela odliˇsny´. Hodnota u´cˇelove´ funkce
ted’ neuda´va´ soucˇet, ale dobu dokoncˇen´ı posledn´ı zaka´zky, ta je 143. Abychom mohli
porovna´vat u´cˇelove´ funkce secˇteme doby dokoncˇen´ı vsˇech zaka´zek, ktere´ jsou v tabulce











Tabulka 5.2: Tabulka cˇas˚u dokoncˇen´ı zaka´zek
Jesˇteˇ vykresl´ıme Gantt˚uv diagram obra´zek (5.2), abychom mohli zaka´zky porovnat
i graficky.
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Obra´zek 5.2: Gantt˚uv diagram k prˇ´ıkladu 3 pomoc´ı u´cˇelove´ funkce (5.1.2)
Zhodnocen´ı vy´sledk˚u
• u´cˇelova´ funkce (5.1.1), dokoncˇen´ı posledn´ı zaka´zky 159, soucˇet dokoncˇen´ı zaka´zek
941,
• u´cˇelova´ funkce (5.1.2), dokoncˇen´ı posledn´ı zaka´zky 143, soucˇet dokoncˇen´ı zaka´zek
1055.
V druhe´m prˇ´ıpadeˇ jsme sice skoncˇili s vy´robou vsˇech zaka´zek o 114 cˇasovy´ch jednotek
drˇ´ıve. Na druhou stranu to zpozdilo zaka´zky, ktere´ uzˇ mohly by´t podle prvn´ıho pla´nu
hotovy. Co je tedy lepsˇ´ı? Vy´sledky nerˇ´ıkaj´ı, ktery´ model je lepsˇ´ı, pouze ukazuj´ı d˚ulezˇitost
vy´beˇru u´cˇelove´ funkce pro konkre´tn´ı prˇ´ıpad. V prvn´ım prˇ´ıpadeˇ se snazˇ´ıme udeˇlat vsˇechny
zaka´zky co nejrychleji (cˇ´ım drˇ´ıve opust´ı firmu t´ım le´pe). Druhy´ model zase popisuje
situaci, kdy se mus´ıme pokusit do neˇjake´ho urcˇite´ho data dokoncˇit vsˇechny zaka´zky,
prˇicˇemzˇ je jedno, jestli do tohoto data budou neˇjake´ hotovy drˇ´ıve nebo ne. Naprˇ´ıklad
kdybychom vyra´beˇli produkty, ktere´ mus´ıme koncem kazˇde´ho meˇs´ıce odeslat, bylo by
jedno, jestli neˇktere´ vyrob´ıme na zacˇa´tku, nebo azˇ na konci meˇs´ıce. Hlavneˇ aby byly
hotovy vsˇechny do konecˇne´ho termı´nu.
5.3. Dalˇs´ı uzˇivatelska´ vylepsˇen´ı a uzˇivatelsky´ prˇ´ıstup
Prostrˇed´ı MS EXCEL, zdrojovy´ ko´d k programu GAMS a zdrojove´ ko´dy maker vytvorˇene´
v VBA nazveme dohromady jako program SCHEDULING. Tento program doka´zˇe rˇesˇit u´lohy
rozvrhova´n´ı a pla´nova´n´ı, ktere´ byly v kapitola´ch 3-5. Byly v neˇm spocˇ´ıta´ny vsˇechny
prˇ´ıklady a jsou v neˇm vytvorˇeny vsˇechny Ganttovy diagramy v cele´ pra´ci. Tento pro-
gram se da´ prˇedstavit jako blokove´ sche´ma z obra´zku (5.3).
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Obra´zek 5.3: Blokove´ sche´ma programu SCHEDULING
Prvn´ı blok (MS EXCEL vstupn´ı data) prˇedstavuje soubor v MS EXCEL forma´tu
scheduling.xls, kde zada´va´me vstupn´ı u´daje o pocˇtu zaka´zek, stroj˚u, tabulku cˇas˚u apod.
Da´le je zprogramova´no makro (B.2.2), d´ıky ktere´mu mu˚zˇeme zavolat program GAMS.
Ten prˇevede pomoc´ı utility GDXXRW vstupn´ı data do souboru v GAMS forma´tu sche-
duling.gms (blok GAMS), kde je ve zdrojove´m ko´du napsa´n matematicky´ model (B.1.2).
Tento model se vstupn´ımi daty vyrˇesˇ´ı rˇesˇicˇ CPLEX a vy´sledek prˇeda´ GAMSu. Opeˇt
pomoc´ı utility GDXXRW prˇevede GAMS vy´sledky do souboru scheduling.xls (blok MS
EXCEL vy´stupn´ı data). Posledn´ı veˇc´ı je makro na tvorbu Ganttova diagramu (B.2.1). Je
dobre´ poznamenat, zˇe je vy´pocˇet prova´deˇn v pozad´ı, tedy uzˇivatel nemus´ı mı´t znalosti
o programu GAMS.
Da´le si uka´zˇeme pa´r drobny´ch vylepsˇen´ı v programu MS EXCEL, ktere´ program
SCHEDULING obsahuje pop´ıˇseme si ho z uzˇivatelske´ho hlediska. Obra´zek (5.4) ukazuje
posledn´ı verzi softwarove´ho rˇesˇen´ı proble´mu.
V bunˇka´ch B:3-5 sesˇitu Input uzˇivatel vypln´ı pocˇet zaka´zek, stroj˚u a uzl˚u. Z teˇchto
buneˇk cˇtou makra sve´ u´daje, proto je vyplneˇn´ı teˇchto bunˇek nezbytnost´ı. Tlacˇ´ıtko Verify
data podle teˇchto buneˇk oznacˇ´ı sloupce a rˇa´dky tabulek. Pokud se rozhodneme testovat
proble´m na na´hodny´ch cˇ´ıslech, da´ se pouzˇ´ıt tlacˇ´ıtko Generate data, ktere´ vypln´ı tabulku
na´hodny´mi cˇ´ısly v rozmez´ı hodnot nacˇteny´ch z buneˇk H:3 a H:4. Stejneˇ tak barevne´
oznacˇen´ı zaka´zek generuje tlacˇ´ıtko Generate color. Jak uva´deˇla kapitola, mohli jsme pouzˇ´ıt
k vy´pocˇtu dveˇ u´cˇelove´ funkce. Abychom nemuseli meˇnit u´daje v GAMS modelu, pouzˇijeme
tyto modely dva, liˇs´ıc´ı se pra´veˇ v u´cˇelove´ funkci. Na jejich zavola´n´ı jsou proto pouzˇita dveˇ
tlacˇ´ıtka oznacˇena´ pra´veˇ tvarem u´cˇelove´ funkce. Stejneˇ tak jako v prˇ´ıpadeˇ jedne´ zaka´zky
mus´ıme nacˇ´ıst cestu k hlavn´ımu GAMS adresa´rˇi. Za´rovenˇ nacˇ´ıta´me i cestu k licencˇn´ımu
souboru, ktery´ nemus´ı by´t umı´steˇn v hlavn´ım adresa´rˇi. Po kompilaci se znovu otevrˇe
sesˇit v programu MS EXCEL se zapsany´mi vy´sledky v sesˇitu Output. Posledn´ı tlacˇ´ıtko
s na´zvem GANTT CHART generuje Gantt˚uv diagram z vypocˇteny´ch hodnot.
Prostrˇed´ı MS EXCEL obsahuje cˇtyrˇi sesˇity. Input, kde zada´va´me vstupn´ı data, Out-
put, kde jsou po vy´pocˇtu vlozˇeny data vy´stupn´ı, ChartData, kde jsou usporˇa´da´na vy´stupn´ı
data pro tvorbu diagramu a GanttChart, kde je vykreslen Gantt˚uv diagram.
Kdyzˇ jsme mluvili o nacˇten´ı vstupn´ıch dat do programu GAMS, nevysveˇtlili jsme co
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Obra´zek 5.4: Prostrˇed´ı MS EXCEL
dosazujeme za parametr G. Pouze jsme zmı´nili, zˇe se jedna´ o velke´ cˇ´ıslo. Kdyby bylo
v GAMS ko´du konstantneˇ zadane´, prˇi rˇa´dove´ zmeˇneˇ dat by bylo potrˇeba tento parametr
zmeˇnit prˇ´ımo v GAMSu. Z uzˇivatelske´ho hlediska je proto lepsˇ´ı i hodnotu parametru G
necˇ´ıst z MS EXCELu. Pouzˇijeme k tomu sumu dob trva´n´ı operac´ı prˇes vsˇechny stroje
a vsˇechny zaka´zky z bunˇky L:28. Hodnota G potom vystihuje nejhorsˇ´ı mozˇny´ sce´na´rˇ,
ktery´ nema´ z optima´ln´ıho hlediska smysl pouzˇ´ıt.
Vsˇechny zdrojove´ ko´dy k programu GAMS a pouzˇity´ch maker vytvorˇeny´ch VBA jsou
v prˇ´ıloze (B.1),(B.2). Program SCHEDULING je potom na prˇilozˇene´m CD. K jeho spusˇteˇn´ı
je nutna´ verze MS EXCEL 2002 nebo vysˇsˇ´ı a GAMS 22.5 obsahuj´ıc´ı soubor gdxxrw.exe,




V te´to kapitole uvedeme dalˇs´ı mozˇne´ kroky pro prˇibl´ızˇen´ı matematicke´ho modelu k realiteˇ.
6.1. Vı´cekriteria´ln´ı u´lohy
Z praxe cˇasto mus´ıme rozhodovat soucˇasneˇ podle neˇkolika krite´ri´ı. Prˇi optimalizaci ve
vy´robn´ım podniku mu˚zˇeme cˇasto cht´ıt minimalizovat na´klady na vy´robu a prˇitom mini-
malizovat vy´robn´ı cˇasy zaka´zek z d˚uvodu dodrzˇen´ı termı´nu. Ma´me tedy mnozˇinu variant
a ma´me z n´ı vybrat takovou, ktera´ bude co mozˇna´ nejlepsˇ´ı vzhledem k mnozˇineˇ krite´ri´ı.
Uvazˇovana´ krite´ria by´vaj´ı obvykle konfliktn´ı v optima´ln´ım smyslu. Mus´ıme se proto spo-
kojit s neˇjaky´m kompromisem. Metody jsou v podstateˇ zalozˇeny na jednora´zove´m nebo
opakovane´m pouzˇit´ım metod pro jednokriteria´ln´ı optimalizaci viz [1].
Model se da´ pro prˇ´ıpady v´ıcekriteria´ln´ı optimalizace upravit tak, zˇe u´cˇelova´ funkce
bude obsahovat soucˇet v´ıce u´cˇelovy´ch funkc´ı, ktere´ bude na´sobit va´hova´ funkce. Potom
se da´ volbou te´to funkce zkoumat v´ıce sce´na´rˇ˚u a vybrat takovy´, ktery´ se pro danou
situaci hod´ı nejle´pe. Dalˇs´ı mozˇnost´ı, jak upravit model je vlozˇit u´cˇelovou funkci jako dalˇs´ı
omezen´ı, ktere´ se bude snazˇit drzˇet rˇesˇen´ı mezi hodnotami, ktere´ pozˇadujeme.
6.2. Heuristicke´ metody
Vy´pocˇtova´ na´rocˇnost metod operacˇn´ıho vy´zkumu je uvedena v prˇ´ıloze (A.5) nebo v [3],[7].
Proble´m pla´nova´n´ı a rozvrhova´n´ı vy´roby patrˇ´ı mezi NP-u´plne´ proble´my. Proto na´sˇ model
nebude pro komplexn´ı proble´my schopen nale´zt rˇesˇen´ı v rozumne´m cˇase.
Pojem heuristika je odvozen z rˇecke´ho slova heuriskein, cozˇ znamena´ nale´zt, objevit.
Prˇ´ıkladem jednoduche´ho heuristicke´ho prˇ´ıstupu je rˇesˇen´ı proble´mu ”od oka”. V operacˇn´ım
vy´zkumu je heuristicka´ metoda charakterizova´na jako metoda pro hleda´n´ı ”dobry´ch”
rˇesˇen´ı (tj. rˇesˇen´ı bl´ızky´ch k optima´ln´ımu) pomoc´ı intuitivn´ıho prˇ´ıstupu. Z toho tedy
vyply´va´, zˇe heuristicka´ metoda nemu˚zˇe zarucˇit nalezen´ı globa´ln´ıho optima a obvykle
ani stanovit, jak bl´ızko k optimu se jej´ı prˇ´ıpustne´ rˇesˇen´ı nacha´z´ı. Vznik heuristicky´ch
metod a rozvoj za´jmu o neˇ ma´ rˇadu prˇ´ıcˇin. Je to zaprˇ´ıcˇineˇno prˇedevsˇ´ım na´rocˇnost´ı
exaktn´ıch metod a jejich pouzˇit´ım na u´lohy komplikovane´ svy´m rozmeˇrem, nebo struk-
turou. Dalˇs´ım argumentem pro pouzˇ´ıva´n´ı heuristicky´ch metod je skutecˇnost, zˇe nerˇesˇ´ıme
skutecˇny´ proble´m, ale pouze jeho model a nen´ı zˇa´dna´ za´ruka toho, zˇe optima´ln´ı rˇesˇen´ı
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modelu bude take´ optima´ln´ım rˇesˇen´ım skutecˇne´ho proble´mu. Proto take´ mu˚zˇeme v po-
sledn´ıch letech pozorovat vy´voj a zefektivnˇova´n´ı modern´ıch heuristicky´ch metod. Mezi
nejzna´meˇjˇs´ı heuristicke´ metody patrˇ´ı
• Loka´ln´ı hleda´n´ı (angl. Local search), ktere´ je za´kladn´ı jednoduchou metodou. Pocˇa´-
tecˇn´ım stavem je na´hodne´ zvolen´ı prˇ´ıpustne´ho rˇesˇen´ı. V dalˇs´ım kroku se vyb´ıra´ sou-
sedn´ı ”lepsˇ´ı” rˇesˇen´ı obvykle metodou nejstrmeˇjˇs´ıho, nebo na´hodne´ho spa´du. V te´to
metodeˇ nen´ı rˇesˇen´ım obvykle globa´ln´ı optimum, ale loka´ln´ı. K prˇekona´n´ı tohoto ne-
dostatku se naprˇ´ıklad metoda v´ıcekra´t opakuje od zacˇa´tku a je sˇance nale´zt alesponˇ
lepsˇ´ı loka´ln´ı optimum.
• Simulovane´ zˇ´ıha´n´ı, bylo p˚uvodneˇ zavedeno jako analogie termodynamicky´ch pro-
ces˚u. Tento algoritmus je podstateˇ vylepsˇen´ım prˇedesˇle´ metody, kde jsou povo-
leny i heuristicke´ kroky smeˇrˇuj´ıc´ı k horsˇ´ımu rˇesˇen´ı. Nab´ız´ı se tak mozˇnost prˇekonat
barie´ru loka´ln´ıho optima.
• Tabu prohleda´va´n´ı (angl. Tabu search) obsahuje trˇ´ıdu technik loka´ln´ıho prohleda´va´n´ı
a zvysˇuje jejich efektivitu pouzˇ´ıva´n´ım pameˇt’ovy´ch struktur. Jizˇ navsˇt´ıvene´ rˇesˇen´ı
je oznacˇeno jako ”tabu” a algoritmus toto rˇesˇen´ı znovu nenavsˇt´ıv´ı.
• Geneticke´ algoritmy pocha´z´ı od analogie mezi reprezentac´ı slozˇite´ struktury pomoc´ı
vektoru slozˇek a genetickou strukturou chromozo´mu. Za´kladn´ı mysˇlenka tohoto al-
goritmu stoj´ı na hleda´n´ı lepsˇ´ıch rˇesˇen´ı pomoc´ı kombinac´ı cˇa´st´ı existuj´ıc´ıch rˇesˇen´ı.
Zmı´neˇn´ı heuristicky´ch metod je pro tuto pra´ci pouze okrajove´, v´ıce lze nale´zt v [1]. Prˇesto
pro budouc´ı rozv´ıjen´ı te´to pra´ce jsou heuristicke´ algoritmy nepostradatelnou soucˇa´st´ı.
Proble´my pla´nova´n´ı a rozvrhova´n´ı za pomoc´ı geneticky´ch algoritmu˚ jsou naprˇ´ıklad rˇesˇeny
v [18]. Do nasˇeho modelu by se dala take´ zahrnout heuristika, naprˇ´ıklad kdybychom za
neˇktere´ indika´torove´ promeˇnne´ pevneˇ dosadili konstantu. T´ım by se sn´ızˇila vy´pocˇtova´
na´rocˇnost proble´mu a mohli bychom potom vypocˇ´ıtat r˚uzne´ sce´na´rˇe pro r˚uznou volbu
parametr˚u. Z nich da´le vybrat pro na´s ten nejlepsˇ´ı.
6.3. Dynamicke´ programova´n´ı a dynamicke´ pla´nova´n´ı
Rˇesˇen´ı proble´mu dynamicky´m programova´n´ım rozumı´me rˇesˇen´ı d´ılcˇ´ıch proble´mu˚ a ty po
jejich vyrˇesˇen´ı spojit dohromady. Tento pojem byl poprve´ pouzˇit v padesa´ty´ch letech
dvaca´te´ho stolet´ı Richardem Bellmanem. Postup nasˇel uplatneˇn´ı v syste´move´m rˇ´ızen´ı
a inzˇeny´rsky´ch ota´zka´ch. Nacha´z´ı take´ uplatneˇn´ı v matematicke´m programova´n´ı.
Prˇi dynamicke´m pla´nova´n´ı nejsou na rozd´ıl od staticke´ho zna´my vsˇechny u´lohy, ome-
zen´ı a zdroje prˇed zacˇa´tkem tvorby rozvrhu. V dynamicke´m pla´nova´n´ı se naopak snazˇ´ıme
rˇesˇit tu skutecˇnost, zˇe v rea´lny´ch aplikac´ıch jsou ma´lokdy doprˇedu zna´my a dostupne´
vsˇechny u´lohy, pro ktere´ se ma´ stanovit rozvrh. Dynamicke´ pla´nova´n´ı pak usiluje o nale-
zen´ı rozvrhu pro dynamicky prˇiby´vaj´ıc´ı u´lohy v dynamicky se meˇn´ıc´ım prostrˇed´ı. Kromeˇ
prˇiby´va´n´ı u´loh mu˚zˇe docha´zet i ke ztra´teˇ cˇi zneplatneˇn´ı neˇktery´ch u´loh, prˇ´ıpadneˇ vy´pad-
k˚um, nebo prˇiby´va´n´ı zdroj˚u a t´ım k modifikac´ım v rozvrhu. Pote´ je nutne´ prˇistoupit k tzv.
on-line pla´nova´n´ı a rˇesˇit noveˇ vzniklou situaci.
On-line pla´nova´n´ı prˇedstavuje proces tvorby rozvrhu beˇhem prova´deˇn´ı u´loh na zdro-
j´ıch, tedy za beˇhu syste´mu. Rozvrh je tedy tvorˇen inkrementa´lneˇ v cˇase. Cˇasty´m pozˇa-
davkem by´va´ dostatecˇna´ rychlost on-line pla´nova´n´ı.
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Dalˇs´ı neprˇ´ıjemnou skutecˇnost prˇedstavuje fakt, zˇe v dynamicky meˇn´ıc´ım se prostrˇed´ı
nelze zarucˇit optimalitu rozvrhu a jeho robustnost, nebot’ ta je garantova´na pouze pokud
se syste´m a prostrˇed´ı nemeˇn´ı. Situace, ktere´ veˇtsˇinou narusˇ´ı rozvrh, jsou troj´ıho typu.
Prvn´ı z nich je zmeˇna mnozˇiny pla´novany´ch aktivit, zejme´na tedy prˇ´ıchod nove´ u´lohy
k napla´nova´n´ı. Dalˇs´ı je zmeˇna mnozˇiny dostupny´ch zdroj˚u a posledn´ım faktorem pak
by´vaj´ı cˇasove´ zmeˇny, naprˇ. zpozˇdeˇn´ı u´loh, ktere´ zp˚usob´ı nekonzistenci rozvrhu.
Zp˚usoby, jaky´mi se s on-line pla´nova´n´ım algoritmy vyrovna´vaj´ı, jsou r˚uzne´. Prvn´ı
zp˚usob spocˇ´ıva´ v tom, zˇe pro kazˇdou novou u´lohu v syste´mu, nebo pro jinou zmeˇnu je
cely´ algoritmus spusˇteˇn znovu pro vsˇechny rozvrhovane´ u´lohy. Toto rˇesˇen´ı neby´va´ cˇaste´,
nebot’ je cˇasoveˇ na´rocˇne´ a ztra´c´ı se prˇi neˇm dosazˇene´ znalosti z prˇedchoz´ıho rozvrhu.
Druhy´ zp˚usob spocˇ´ıva´ ve snaze uplatnit jizˇ spocˇteny´ rozvrh a prova´deˇt pouze loka´ln´ı
zmeˇny v jizˇ hotove´m rozvrhu, anizˇ by bylo nutne´ cely´ proble´m rˇesˇit od zacˇa´tku. Lze take´
proble´m dekomponovat na subproble´my a ty vyrˇesˇit zvla´sˇt’ a pokusit se z nich sestavit
konzistentn´ı rˇesˇen´ı. Vı´ce o dynamicke´m programova´n´ı a pla´nova´n´ı v [1],[7].
6.4. Stochasticke´ programova´n´ı
Prakticky ve vsˇech rea´lny´ch proble´mech vystupuj´ı cˇleny (parametry), ktere´ jsou svy´m
chova´n´ım na´hodne´. V neˇktery´ch proble´mech se daj´ı tyto parametry zanedbat bez veˇtsˇ´ıch
proble´mu˚. Neˇkdy jsou ale velice d˚ulezˇite´ a jejich zanedba´n´ı by vedlo k porusˇen´ı reality
modelu a vy´sledek takove´ho modelu by byl bezcenny´.
Jizˇ v u´vodu kdyzˇ byl formulova´n proble´m firmy TOSHULIN, sˇlo o proble´m s vel-
kou u´cˇast´ı na´hodnosti. Tato na´hodnost byla prezentova´na jako cˇasova´ neurcˇitost doby
zpracova´n´ı zaka´zek. Kv˚uli komplexnosti samotne´ho proble´mu byla rˇesˇena pouze verze
s deterministicky´mi cˇasem. Proto by meˇlo by´t dalˇs´ım rozsˇ´ıˇren´ım modelu smeˇr k stochas-
ticke´mu programova´n´ı. Definice stochasticke´ho programova´n´ı a dalˇs´ı informace lze nele´zt
naprˇ´ıklad v [8].
Slozˇitost rea´lne´ho proble´mu ukazuje zlomek rea´lny´ch historicky´ch dat na obra´zku (6.1),
ktere´ popisuj´ı pr˚uchod zaka´zek jedn´ım oddeˇlen´ım firmy. Diagram ukazuje rozvrzˇen´ı zaka´-
zek, ktere´ jsou rozliˇseny barevneˇ, beˇhem osmimeˇs´ıcˇn´ıho obdob´ı. Z diagramu je naprˇ´ıklad
videˇt postupne´ prˇiby´va´n´ı zaka´zek cozˇ vyzˇaduje dynamicke´ pla´nova´n´ı. Nav´ıc optima´ln´ı
pla´n mus´ı by´t optima´ln´ı ve smyslu pr˚uchodu vsˇemi oddeˇlen´ımi a ne pouze jedn´ım cˇ´ımzˇ
opeˇt vzroste slozˇitost proble´mu. Vy´robn´ı cˇasy neˇktery´ch komponent nejsou prˇedem zna´my
a proble´m se bude muset rˇesˇit pomoc´ı stochasticke´ho programova´n´ı.
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Obra´zek 6.1: Uka´zka rea´lny´ch dat
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Za´veˇr
C´ılem pra´ce bylo prˇedstavit rea´lny´ proble´m firmy TOSHULIN, a.s. a pomoc´ı optima-
lizacˇn´ıch metod tento proble´m rˇesˇit. Dı´ky komplexnosti proble´mu byla pra´ce zameˇrˇena
na proble´my deterministicke´ho charakteru, konkre´tneˇ na paraleln´ı pr˚uchod v´ıce zaka´zek
firmou s omezeny´mi zdroji. C´ıl pra´ce tedy mu˚zˇeme rozdeˇlit na tvorbu matematicke´ho
modelu, na vytvorˇen´ı p˚uvodn´ıho programove´ho zpracova´n´ı modelu v modelovac´ım jazyce
GAMS a na graficky´ vy´stup v podobeˇ Ganttovy´ch diagramu˚, ktere´ jsou velice rozsˇ´ıˇrene´
v pr˚umyslove´ vy´robeˇ.
Pra´ce potom ukazovala na jednoduchy´ch modelovy´ch prˇ´ıkladech matematickou te-
orii a postupneˇ vybudova´vala obecny´ matematicky´ model. Tento model byl zpracova´n
v p˚uvodn´ı implementaci modelovac´ım jazykem GAMS. Na tvorbu Ganttovy´ch diagramu˚
byl pouzˇit programovac´ı jazyk Microsoft Visual Basic v prostrˇed´ı MS EXCEL. Pro uzˇi-
vatelsky prˇ´ıjemne´ prostrˇed´ı byl nav´ıc propojen program GAMS a MS EXCEL.
Pra´ce uka´zala, zˇe tvorba optima´ln´ıho rozvrhu vy´roby bez pouzˇity´ch metod mate-
maticke´ho programova´n´ı je i pro jednodusˇsˇ´ı prˇ´ıklady velice obt´ızˇna´ azˇ nemozˇna´. Prˇesto
optima´ln´ı rozvrh mu˚zˇe firmeˇ usˇetrˇit nemale´ na´klady. Pra´veˇ proto se v oblasti pla´nova´n´ı
a rozvrhova´n´ı vy´roby sta´le vyv´ıj´ı nove´ a u´cˇinneˇjˇs´ı metody.
Soucˇasneˇ je trˇeba poznamenat, zˇe vzhledem k na´rocˇnosti rea´lne´ho proble´mu je pra´ce
prvn´ım krokem a mu˚zˇe slouzˇit jako za´kladn´ı ka´men rˇesˇen´ı proble´mu. Vhodny´m rozsˇ´ıˇren´ım
modelu je nahrazen´ı fixn´ı a doprˇedu zna´me´ vy´pocˇetn´ı de´lky u´loh, kterou ve skutecˇnosti
veˇtsˇinou prˇesneˇ nezna´me. Model potom mu˚zˇe by´t prˇeformulova´n na proble´m stochasticke´
optimalizace. Vy´pocˇet bude slozˇiteˇjˇs´ı a mu˚zˇou nastat komplikace s cˇasovou na´rocˇnost´ı
vy´pocˇtu. Pokud se ale spokoj´ıme s dobry´m, ne vsˇak nutneˇ s optima´ln´ım rˇesˇen´ım, mu˚zˇe
pra´ce smeˇrˇovat na implementaci heuristicky´ch metod. Konkre´tneˇ se pro tyto proble´my
pouzˇ´ıvaj´ı geneticke´ algoritmy.
Za´veˇrem jesˇteˇ znovu podoty´ka´me, zˇe diplomova´ pra´ce je soucˇa´st´ı rˇesˇen´ı projektu
MSˇMT Cˇeske´ republiky cˇ´ıs. 1M06047 Centrum pro jakost a spolehlivost vy´roby a pro-
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A.1. U´cˇelova´ funkce a jej´ı extre´my
Mı´rou dosazˇen´ı c´ıle je v modelech operacˇn´ıho vy´zkumu u´cˇelova´ (kriteria´ln´ı) funkce. Rˇesˇen´ı
proble´mu cˇasto spocˇ´ıva´ v nalezen´ı extre´mu te´to funkce. V nejjednodusˇsˇ´ım prˇ´ıpadeˇ se jedna´
o maximalizaci zisku ze syste´mu, nebo o minimalizaci na´klad˚u na syste´m. V prˇ´ıpadeˇ,
kdy existuje v´ıce rozhodovac´ıch krite´ri´ı mluv´ıme o v´ıcekriteria´ln´ı u´cˇelove´ funkci. Bohuzˇel
jenom vy´jimecˇneˇ se extre´my pro jednotliva´ krite´ria shoduj´ı. Snaha o minimalizaci na´kladu
v jedne´ oblasti jde cˇasto proti snaze minimalizovat na´klady v oblasti druhe´. Proto cˇasto
vol´ıme mezi teˇmito oblastmi vhodny´ kompromis. Samotnou existenci a deˇlen´ı extre´mu˚ na
loka´ln´ı a globa´ln´ı, vysveˇtluj´ı na´sleduj´ıc´ı definice a veˇty.
Veˇta A.1 (1. Weierstrassova) Necht’ f je spojita´ funkce na uzavrˇene´m intervalu 〈a, b〉,
pak f je omezena´ na tomto intervalu.
Veˇta A.2 (2. Weierstrassova) Necht’ f je spojita´ funkce na uzavrˇene´m intervalu 〈a, b〉,
pak f naby´va´ na tomto intervalu sve´ho maxima a minima.
Du˚kaz teˇchto veˇt lze nale´zt naprˇ. v [16].
Pozna´mka: V dalˇs´ı definici znamena´ D(f) definicˇn´ı obor funkce, cozˇ je mnozˇina vsˇech
hodnot, pro ktere´ je funkce f definova´na.
Obra´zek A.1: 2. Weierstrassova veˇta, existence minima a maxima funkce
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Definice A.1 Rˇekneme, zˇe funkce f ma´ v bodeˇ x0 ∈ R loka´ln´ı maximum (resp. mini-
mum) pra´veˇ kdyzˇ existuje ryz´ı okol´ı O(x0)−{x0} takove´ zˇe O(x0)−{x0} ∈ D(f) a za´rovenˇ
pro ∀x ∈ O(x0)− {x0} plat´ı f(x) ≤ f(x0) (resp. f(x) ≥ f(x0)).
Definice A.2 Necht’ f(x) je funkce a M ∈ D(f). Jestliˇze existuje bod x0 ∈ M tak, zˇe
pro vsˇechna x ∈M plat´ı f(x) ≤ f(x0) (resp. f(x) ≥ f(x0)), pak rˇekneme, zˇe funkce f(x)
naby´va´ v bodeˇ x0 globa´ln´ıho maxima (resp. globa´ln´ıho minima) na mnozˇineˇ M .
Pozna´mka: Globa´ln´ı extre´m mu˚zˇe by´t na mnozˇineˇ M v´ıce nezˇ jeden. Loka´ln´ı minima
a maxima funkce f se nazy´vaj´ı loka´ln´ı extre´my a globa´ln´ı minima a maxima funkce f se
nazy´vaj´ı globa´ln´ı extre´my.
Obra´zek A.2: Extre´my funkce jedne´ promeˇnne´
Omezuj´ıc´ı podmı´nky, ktere´ mus´ı syste´m prˇi dosahova´n´ı c´ıle respektovat, jsou v mo-
delech vyja´drˇeny pomoc´ı nerovnost´ı nebo rovnic. Extre´m funkce, ktery´ mus´ı vyhovovat
dodatecˇny´m podmı´nka´m zadany´ch rovnicemi nebo nerovnostmi, oznacˇujeme jako extre´m
va´zany´. Hleda´me tedy extre´my funkce z = f(x, y), prˇicˇemzˇ tyto extre´my mus´ı vyhovovat
dodatecˇne´ podmı´nce zadane´ rovnic´ı g(x, y) = 0.
Definice A.3 Pokud v okol´ı bodu [x0, y0] plat´ı f(x, y) ≤ f(x0, y0) a soucˇasneˇ g(x0, y0) =
0, pak se v bodeˇ [x0, y0] nacha´z´ı va´zane´ loka´ln´ı maximum funkce f . Pokud v okol´ı bodu
[x0, y0] plat´ı f(x, y) ≥ f(x0, y0) a soucˇasneˇ g(x0, y0) = 0, pak se v bodeˇ [x0, y0] nacha´z´ı
va´zane´ loka´ln´ı minimum funkce f .
Definice plat´ı analogicky i v prˇ´ıpadeˇ funkc´ı v´ıce promeˇnny´ch, lze ji a dalˇs´ı matematic-
kou teorii o extre´mech funkce jedne´ nebo v´ıce promeˇnny´ch nale´zt [16],[17].
A.2. Linea´rn´ı programova´n´ı
Linea´rn´ı programova´n´ı se zaby´va´ proble´my souvisej´ıc´ımi s hleda´n´ım va´zany´ch extre´mu˚
linea´rn´ıch funkc´ı v´ıce promeˇnny´ch, jejichzˇ omezuj´ıc´ı podmı´nky maj´ı tvar linea´rn´ıch rovnic
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a nerovnost´ı. Tyto proble´my rˇesˇil nejprve teoreticky´ fyzik J. B. J. Fourier v letech 1826-
1888 v souvislosti s analytickou mechanikou a teori´ı pravdeˇpodobnosti. V trˇica´ty´ch letech
dvaca´te´ho stolet´ı byly rˇesˇeny linea´rn´ı optimalizacˇn´ı proble´my v ekonomice, ve cˇtyrˇica´ty´ch
potom dopravn´ı proble´my. Rozvoj efektivn´ıch linea´rn´ıch metod dovrsˇil G. B. Dantzig,
ktery´ vytvorˇil tzv. simplexovou metodu. V soucˇasne´ dobeˇ neusta´va´ snaho o dalˇs´ı zefek-
tivnˇova´n´ı, prˇedevsˇ´ım ve spojen´ı s rozvojem vy´pocˇetn´ı techniky.
A.2.1. Obecna´ formulace u´lohy linea´rn´ıho programova´n´ı
Proble´m linea´rn´ı programova´n´ı mu˚zˇeme definovat jako proble´m maximalizova´n´ı nebo mi-
nimalizova´n´ı linea´rn´ı funkce podmı´neˇne´ linea´rn´ımi omezen´ımi viz [1],[2],[4].
Definice A.4 Definujeme linea´rn´ı maximalizacˇn´ı program ve tvaru
max
{
cTx | Ax ≤ b,x ≥ 0} . (A.2.1)
Kde c,x ∈ Rn,A ∈ Rm×n, b ∈ Rm.
Linea´rn´ı maximalizacˇn´ı u´lohu m˚uzˇeme napsat ve tvaru (A.2.1), kde ai,j, bi, cj, pro i =
1, 2, . . . ,m a j = 1, 2, . . . , n, jsou dana´ rea´lna´ cˇ´ısla a necht’ I1 ⊂ I = {1, 2, . . . ,m} , J1 ⊂
J = {1, 2, . . . , n}.
n∑
j=1
cjxj = c1x1 + c2x2 + · · ·+ cnxn, (A.2.2)
na mnozˇineˇ rˇesˇen´ı soustavy linea´rn´ıch rovnic a nerovnost´ı
n∑
j=1
ai,jxj ≤ bi i ∈ I1 (A.2.3)
n∑
j=1
ai,jxj = bi i ∈ I − I1 (A.2.4)
xj ≥ 0 j ∈ J1. (A.2.5)
U´lohu nazy´va´me maximalizacˇn´ı u´lohou linea´rn´ıho programova´n´ı ve smı´ˇsene´m tvaru,
jestliˇze I 6= ∅,I1 6= I nebo J1 6= J . V prˇ´ıpadeˇ linea´rn´ıho programova´n´ı pro I 6= ∅ a J1 = J ,
odpadnou podmı´nky typu (A.2.3) a maximalizacˇn´ı u´lohu nazy´va´me maximalizacˇn´ı u´lohou
linea´rn´ıho programova´n´ı v rovnicove´m tvaru.
max
{
cTx | Ax = b,x ≥ 0} . (A.2.6)
V prˇ´ıpadeˇ I1 = I a J1 = J odpada´ podmı´nka typu (A.2.4) a maximalizacˇn´ı u´lohu nazy´va´me
maximalizacˇn´ı u´lohou linea´rn´ıho programova´n´ı ve tvaru nerovnost´ı. Koeficienty ai,j se ob-
vykle nazy´vaj´ı struktura´ln´ı koeficienty, koeficienty bi nazy´va´me kapacitn´ı limity a koefici-
enty cj cenovy´mi koeficienty.
Kazˇdou u´lohu linea´rn´ıho programova´n´ı ve smı´ˇsene´m tvaru nebo ve tvaru nerovnost´ı









ai,jxj + xn+i = bi xn+i ≥ 0 i ∈ I1,
vymezuj´ı stejnou mnozˇinu n-rozmeˇrny´ch vektor˚u o slozˇka´ch x1, x2, . . . , xn. Zave-
deme promeˇnne´ xn+i pro vsˇechny nerovnosti (A.2.3), ktere´ nazy´va´me doplnˇkove´
promeˇnne´. Doplnˇkove´ promeˇnne´ maj´ı v kriteria´ln´ı funkci (A.2.2) koeficienty cn+i, i ∈
I1.
2. Kazˇdou promeˇnnou xj pro j /∈ J1 mu˚zˇeme zapsat ve tvaru
xj = x
+
j − x−j ,
kde x+j ≥ 0, x−j ≥ 0. Pro j /∈ J1 dosad´ıme promeˇnnou xj rozd´ıl dvou neza´porny´ch
promeˇnny´ch x+j − x−j do podmı´nek (A.2.3), (A.2.4) i do kriteria´ln´ı funkce (A.2.2).
I kdyzˇ v tomto prˇ´ıpadeˇ nen´ı vztah mezi p˚uvodn´ı promeˇnnou xj a promeˇnny´mi
x+j − x−j vza´jemneˇ jednoznacˇny´, nen´ı to na prˇeka´zˇku rˇesˇen´ı u´lohy.
Podobneˇ mu˚zˇeme promeˇnnou xj v prˇ´ıpadeˇ I1 6= I vyja´drˇit pomoc´ı jedne´ z rovnic
(A.2.4) a toto jej´ı vyja´drˇen´ı dosadit do vsˇech ostatn´ıch podmı´nek i do u´cˇelove´ funkce.
Dostaneme tak u´lohu linea´rn´ıho programova´n´ı s n-1 promeˇnny´mi a m-1 omezen´ımi.
Definice A.5 Mnozˇinu M = {x ∈ Rn | Ax ≤ b,x ≥ 0} nazveme mnozˇinou prˇ´ıpustny´ch
rˇesˇen´ı, jej´ı prvky pak prˇ´ıpustny´mi rˇesˇen´ımi u´lohy (A.2.1).
Pozna´mka: Definice 1.2 plat´ı i pro maximalizacˇn´ı u´lohou linea´rn´ıho programova´n´ı
v rovnicove´m tvaru (A.2.6).
Definice A.6 Prˇ´ıpustne´ rˇesˇen´ı x∗ ∈ M nazveme optima´ln´ım rˇesˇen´ım u´lohy (A.2.1)
jestliˇze
cTx∗ ≥ cTx ∀x ∈M.
Pozna´mka: Kromeˇ existence a stanoven´ı maxima´ln´ı hodnoty u´cˇelove´ funkce na´s take´
zaj´ıma´ existence, vlastnosti a vy´pocˇet hodnot vektoru xT = (x1, x2, . . . , xn), ve ktery´ch
maximum nasta´va´.






Pokud extre´m existuje m˚uzˇeme prˇeve´st maximalizacˇn´ı u´lohu na minimalizacˇn´ı u´lohu




uprav´ıme vyna´soben´ım cˇ´ıslem -1.
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Obra´zek A.3: Maximalizace a minimalizace funkce
Da´le uvedena´ teorie slouzˇ´ı ke konstrukci metod rˇesˇen´ı linea´rn´ıho programova´n´ı. Veˇty
jsou uvedeny bez d˚ukazu, ty lze nale´zt naprˇ´ıklad v [2].
Definice A.7 Rˇekneme, zˇe mnozˇina S ⊂ Rn je konvexn´ı, pokud s kazˇdy´mi dveˇmi body
x, y ∈ M obsahuje i celou u´secˇku spojuj´ıc´ı body x a y. Jiny´mi slovy jsou-li x, y ∈ M
a λ ∈ 〈0, 1〉 tak i λx+ (1− λ)y ∈M .
Definice A.8 Konvexn´ı polyedricka´ mnozˇina M ⊂ Rn je takova´ mnozˇina, kterou lze
vyja´drˇit jako pr˚unik konecˇne´ho pocˇtu uzavrˇeny´ch poloprostor˚u.
Veˇta A.4 Mnozˇina prˇ´ıpustny´ch rˇesˇen´ı u´lohy linea´rn´ıho programova´n´ı ve tvaru nerov-
nost´ı i ve smı´ˇsene´m nebo rovnicove´m tvaru je konvexn´ı polyedricka´ mnozˇina.
Veˇta A.5 Mnozˇina M∗ optima´ln´ıch rˇesˇen´ı u´lohy
max
{
cTx | Ax = b,x ≥ 0}
je konvexn´ı polyedricka´ mnozˇina.
Definice A.9 Necht’ S ⊂ Rn je libovolna´ mnozˇina. Bod s ∈ S nazveme krajn´ım bodem
mnozˇiny S, jestliˇze neexistuj´ı body x, y ∈ S a cˇ´ıslo λ ∈ (0, 1) tak, zˇe x 6= y a s =
λx+ (1− λ)y.
Veˇta A.6 Konvexn´ı polyedricka´ mnozˇina ma´ konecˇny´ pocˇet krajn´ıch bod˚u.
Definice A.10 Prˇ´ıpustne´ rˇesˇen´ı x ∈ M = {x ∈ Rn | Ax = b,x ≥ 0} nazveme za´klad-
n´ım rˇesˇen´ım u´lohy linea´rn´ıho programova´n´ı v rovnicove´m tvaru, jestliˇze jsou sloupce ma-
tice A s indexy odpov´ıdaj´ıc´ımi nenulovy´m slozˇka´m x linea´rneˇ neza´visle´.
Definice A.11 Bod x ∈ M = {x ∈ Rn | Ax = b,x ≥ 0} je krajn´ım bodem mnozˇiny M
pra´veˇ tehdy, je-li za´kladn´ım rˇesˇen´ım.
Veˇta A.7 (za´kladn´ı veˇta linea´rn´ıho programova´n´ı) Pro u´lohu linea´rn´ıho programova´-
n´ı maximalizovat cTx na mnozˇineˇ M = {x ∈ Rn | Ax = b,x ≥ 0} plat´ı jedna ze trˇ´ı
mozˇnost´ı:
1. M = ∅,
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2. M 6= 0 ∧ supx∈M cTx = +∞
(tj. M∗ =
{
x ∈M | cTx∗ = maxx∈M cTx
}
= ∅),
3. M∗ 6= ∅
Kromeˇ toho plat´ı:
1. Je-li M 6= ∅, pak existuje za´kladn´ı prˇ´ıpustne´ rˇesˇen´ı,
2. Je-li M∗ 6= ∅, pak existuje za´kladn´ı optima´ln´ı rˇesˇen´ı.
Pozna´mka: Pro optima´ln´ı rˇesˇen´ı z prˇedesˇle´ veˇty plyne, zˇe ma´-li linea´rn´ı programova´n´ı
optima´ln´ı rˇesˇen´ı, pak lze toto optima´ln´ı rˇesˇen´ı naj´ıt mezi za´kladn´ımi rˇesˇen´ımi. Jinak
rˇecˇeno, jestlizˇe existuj´ı optima´ln´ı rˇesˇen´ı, pak mezi nimi existuje alesponˇ jeden krajn´ı bod.
A.2.2. Za´kladn´ı idea simplexove´ metody
Tuto metodu vyuzˇil G. B. Dantzig s vyuzˇit´ım mysˇlenek Jordanovi modifikace Gaussovy
eliminacˇn´ı metody pro rˇesˇen´ı soustav linea´rn´ıch algebraicky´ch rovnic. Lze ji snadno popsat
geometricky. Prˇedpokla´dejme, zˇe zna´me krajn´ı bod x0 mnozˇiny prˇ´ıstupny´ch rˇesˇen´ı M .
Z tohoto krajn´ıho bodu vycha´z´ı konecˇne´ mnozˇstv´ı hran mnozˇiny M , z nichzˇ kazˇda´ bud’
obsahuje jediny´ dalˇs´ı krajn´ı bod mnozˇiny M , nebo je neomezena´. Jestlizˇe na neˇktere´
neomezene´ hraneˇ existuje bod, pro ktery´ je hodnota u´cˇelove´ funkce mensˇ´ı nezˇ cTx0, nema´
u´loha optima´ln´ı rˇesˇen´ı a postup koncˇ´ı. V opacˇne´m prˇ´ıpadeˇ je hleda´n sousedn´ı krajn´ı bod,
pro ktery´ je hodnota u´cˇelove´ funkce mensˇ´ı nezˇ cTx0. Necht’ je to krajn´ı bod x1. Pokud
neexistuje krajn´ı bod x s vlastnost´ı cTx < cTx0, je hledany´m optima´ln´ım rˇesˇen´ım.
A.3. Celocˇ´ıselne´ programova´n´ı
Celocˇ´ıselne´ programova´n´ı je takove´ matematicke´ programova´n´ı, kde alesponˇ jedna roz-
hodovac´ı promeˇnna´ naby´va´ pouze celocˇ´ıselny´ch hodnot. Tyto proble´my zaznamenaly
vy´razny´ rozvoj od zacˇa´tku devadesa´ty´ch let dvaca´te´ho stolet´ı. Z prakticky´ch d˚uvod˚u cˇasto
potrˇebujeme celocˇ´ıselne´ hodnoty rozhodovac´ıch promeˇnny´ch. Je to prˇedevsˇ´ım z d˚uvodu, zˇe
za´kladn´ı jednotky teˇchto promeˇnny´ch jsou fyzicky nedeˇlitelne´. Celocˇ´ıselne´ programova´n´ı
ma´ ale dobre´ vyuzˇit´ı prˇi jiny´ch proble´mech, naprˇ´ıklad pro kombinatoricke´ proble´my. Kla-
sicky´m prˇ´ıkladem kombinatoricky´ch u´loh je tzv. Proble´m obchodn´ıho cestuj´ıc´ıho, nebo
u´lohy rozvrhova´n´ı vy´roby.
A.3.1. Obecna´ formulace u´lohy celocˇ´ıselne´ho programova´n´ı
Definice A.12 Definujeme celocˇ´ıselny´ matematicky´ program ve tvaru
minimalizovat f(x1, x2, . . . xn)
za podmı´nek
g(x1, x2, . . . xn) ≤ 0 i = 1, 2, . . .m
xj ∈ Dj ⊆ Z j ∈ J,
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kde J 6= ∅ a Z je mnozˇina cely´ch cˇ´ısel. Pokud jsou podmı´nkou celocˇ´ıselnosti va´za´ny vsˇechny
promeˇnne´, jedne´ se o u´plneˇ (ryze) celocˇ´ıselnou u´lohu. Jestliˇze se podmı´nka na celocˇ´ıselnost
ty´ka´ pouze neˇktery´ch promeˇnny´ch, hovorˇ´ıme o cˇa´stecˇneˇ (smı´ˇsene´) celocˇ´ıselne´ u´loze. Da´le
cˇlen´ıme celocˇ´ıselne´ programova´n´ı podle charakteru funkc´ı f, g1, g2, . . . , gm na linea´rn´ı a ne-
linea´rn´ı.




cTx | Ax ≤ b,x ∈ D} ,
kde D ⊆ Z.
A.3.2. Za´kladn´ı idea metody veˇtv´ı a mez´ı
Je interacˇn´ı metoda pro nalezen´ı globa´ln´ıho extre´mu funkce f(x1, x2, . . . , xn) na mnozˇineˇ
prˇ´ıpustny´ch rˇesˇen´ı M . Tato metoda je zalozˇena na opakovane´m sledu dvou operac´ı
• veˇtven´ı - zprvu se mnozˇina M a na´sledneˇ jej´ı vybrana´ podmnozˇina rozkla´da´ na po
dvou disjunktn´ı podmnozˇiny,
• omezova´n´ı - pro kazˇdou podmnozˇinu z´ıskanou prˇedchoz´ı operac´ı urcˇuje doln´ı (prˇi
minimalizaci), resp. horn´ı (prˇi maximalizaci) mez hodnot funkce f(x1, x2, . . . , xn)
na te´to podmnozˇineˇ.
Pro dalˇs´ı rozklad se vol´ı podmnozˇina z nejnizˇsˇ´ı doln´ı, resp. nevysˇsˇ´ı horn´ı mez´ı. C´ılem je
naj´ıt takove´ prˇ´ıpustne´ rˇesˇen´ı, pro neˇzˇ hodnota u´cˇelove´ funkce nen´ı veˇtsˇ´ı nezˇ doln´ı meze,
resp. nen´ı mensˇ´ı nezˇ horn´ı meze u vsˇech dosud nerozlozˇeny´ch podmnozˇin, nebot’ takove´
rˇesˇen´ı je optima´ln´ı.
A.4. Optimalizacˇn´ı krite´ria
zaka´zka j = 1, . . . n
rozvrh S
cˇas dokoncˇen´ı zaka´zky Cj(S)
zˇa´dany´ cˇas dokoncˇen´ı zaka´zky (due date) dj, po jehozˇ prˇekrocˇen´ı mu˚zˇe na´sledovat pena-
lizace
posledn´ı termı´n dokoncˇen´ı zaka´zky (deadline) Dj, jehozˇ prˇekrocˇen´ı nemu˚zˇe nastat
va´ha wj, ktera´ urcˇuje d˚ulezˇitost zaka´zky
cˇas prˇipusˇteˇn´ı rj, prˇed ktery´m nen´ı zaka´zka k dispozici
Prˇi pla´nova´n´ı u´loh na zdroje pouzˇ´ıva´me pro rozhodova´n´ı tzv. optimalizacˇn´ı krite´ria. Tato
krite´ria na´m umozˇnˇuj´ı stanovit kvalitu dosazˇene´ho rˇesˇen´ı a porovnat jej s ostatn´ımi ge-
nerovany´mi rozvrhy. Tato krite´ria se deˇl´ı do skupin podle toho, ktere´ parametry chceme
optimalizovat.
• Maxima´ln´ı cˇas konce u´loh (makespan), Cmax = max {C1, . . . , Cn}. Minimalizace
makespan cˇasto maximalizuje vy´kon a zajiˇst’uje rovnomeˇrne´ zat´ızˇen´ı stroj˚u.
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• Zpozˇdeˇn´ı (lateness), Lj = Cj−dj, minimalizace zpozˇdeˇn´ı snizˇuje makespan a zvysˇuje
vy´kon.
• Neza´porne´ zpozˇdeˇn´ı (tardiness), Tj = max {Cj − dj, 0}, minimalizace maxima´ln´ı-
ho neza´porne´ho zpozˇdeˇn´ı je cˇasty´m optimalizacˇn´ım krite´riem pro u´lohy s termı´ny
dostupnosti a dokoncˇen´ı.
• Smluvn´ı pokuta Uj = 1 jestlizˇe Cj ≥ dj, Uj = 1 = 0 jinak.
• ∑nj=1 Tj celkove´ zpozˇdeˇn´ı u´loh prˇedstavuje krite´rium, kdy je snahou minimalizovat
celkove´ neza´porne´ zpozˇdeˇn´ı u´loh.
• ∑nj=1wjTj va´zˇene´ zpozˇdeˇn´ı u´loh zohlednˇuje va´hy u´loh prˇi minimalizaci celkove´ho
neza´porne´ho zpozˇdeˇn´ı.
• ∑nj=1Cj soucˇet cˇasu dokoncˇen´ı u´loh prˇedstavuje minimalizaci soucˇtu cˇas˚u konce
vsˇech u´loh.
• ∑nj=1wjCj va´zˇeny´ soucˇet cˇas˚u dokoncˇen´ı u´loh zohlednˇuje va´hy u´loh prˇi minimalizaci
soucˇtu cˇasu konce u´loh.
• ∑nj=1wjUj va´zˇeny´ pocˇet zpozˇdeˇny´ch zaka´zek
Vı´ce optimalizacˇn´ıch krite´rii lze nale´zt naprˇ. v [24].
A.5. Vy´pocˇtova´ na´rocˇnost u´loh operacˇn´ıho vy´zkumu
S rozvojem vy´pocˇetn´ı techniky byl spojen velky´ rozvoj u´loh operacˇn´ıho vy´zkumu. Rˇesˇen´ı
teˇchto u´loh se rozdeˇluje do dvou zp˚usob˚u, a to jednak exaktn´ı matematicke´ metody, jed-
nak heuristicke´ metody. Zat´ım co exaktn´ı matematicke´ metody hledaj´ı optima´ln´ı rˇesˇen´ı
(globa´ln´ı optimum), metody heuristicke´ se snazˇ´ı hledat dobre´, ne vzˇdy optima´ln´ı rˇesˇen´ı
(loka´ln´ı optimum). Je to da´no prˇedevsˇ´ım podle cˇasove´ na´rocˇnost´ı vy´pocˇt˚u proble´mu˚.
Proto existuje na´rocˇnostn´ı rozdeˇlen´ı proble´mu˚ operacˇn´ıho vy´zkumu. Za´kladem te´to te-
orie byl cˇla´nek S. Cooka v roce 1971. Je doka´za´no, zˇe urcˇite´ prˇesneˇ definovane´ mate-
maticke´ proble´my jsou nerozhodnutelne´ a tud´ızˇ principia´lneˇ nemu˚zˇe existovat algorit-
mus schopny´ rˇesˇit vsˇechny prˇ´ıpady teˇchto proble´mu˚. Cook analyzoval trˇ´ıdy jednotlivy´ch
proble´mu˚, ktere´ se dnes oznacˇuj´ı jako P a NP. Trˇ´ıda P obsahuje vsˇechny proble´my, ktere´
lze rˇesˇit v rea´lne´m cˇase a trˇ´ıda NP obsahuje vsˇechny proble´my, pro ktere´ v rea´lne´m cˇase
rˇesˇen´ı nale´zt nelze. Naprˇ. proble´my pla´nova´n´ı a rozvrhova´n´ı patrˇ´ı obecneˇ mezi NP-u´plne´
proble´my, cozˇ znamena´, zˇe prˇesne´ optimalizacˇn´ı metody jsou prakticky pouzˇitelne´ pouze
pro u´lohy omezene´ho rozsahu.
Pro tuto pra´ci je zaj´ımava´ vy´pocˇetn´ı na´rocˇnost exaktn´ıch matematicky´ch metod v pro-
ble´mech linea´rn´ıho a celocˇ´ıselne´ho matematicke´ho programova´n´ı. Pro linea´rn´ı progra-
mova´n´ı efektivn´ı software mu˚zˇe vyrˇesˇit proble´my s v´ıce nezˇ 1 000 000 promeˇnny´mi
a omezen´ımi. Pro celocˇ´ıselne´ programova´n´ı mu˚zˇeme v rozumne´m cˇase vyrˇesˇit proble´my





B.1.1. Pr˚uchod jedne´ zaka´zky firmou
$Title one_job_scheduling





par=incidence_matrix rng=a12 cdim=1 rdim=1
$offecho


















finish_time finish total time
balance balance equations;
===================================MATEMATICKY´ MODEL====================================
finish_time .. z~=e= x(’6’);
balance(m) .. sum(n,x(n)*incidence_matrix(n,m)) =g= t(m);
====================================ZALOVA´NI´ VY´POCˇTU====================================
model scheduling one_job_ /all/ ;
solve scheduling minimizing z~using lp;
display x.l;
=======================NACˇTENI´ DAT DO MS EXCELU A~OTEVRˇENI´ SESˇITU=======================
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execute_unload ’one_job_excel.gdx’,x z~;
execute ’gdxxrw.exe one_job_excel.gdx var=x.l rng=b23 var=z rng=b26’ ;
execute ’=shellexecute one_job_excel.xls’;
B.1.2. Pr˚uchod v´ıce zaka´zek firmou
$Title scheduling





par=t rng=Input!b7:l27 cdim=1 rdim=1
par=incidence_matrix1 rng=Input!b29 cdim=1 rdim=1
par=g rng=Input!L28 Dim=0
$offecho









$load n m j
display m,n,j;
parameter t(j,m) activity time
incidence_matrix1(n,m) from_node-to_node
g largenumber ;
$LOAD t incidence_matrix1 g




incidence_matrix2(n,m)$(incidence_matrix1(n,m) > 0) = 1 ;




incidence_matrix3(n,m)$( incidence_matrix1(n,m) < 0) = 1 ;
incidence_matrix3(n,m)$(incidence_matrix1(n,m) >= 0) = 0 ;
Display incidence_matrix3;
variable z~total lead time(makespan)
x(j,n) max complete time of job j in node n
xx(j) finish time of job j
y(k,p,m) indicator variable for job precedence
u(j,m) start procesing time on machine x











total_time total lead time(makespan) - objective function
finish_time finish time of job j
binary_condition condition for binary variables
sequential1 sequential operations on different machines
sequential2 sequential operations on different machines
sequential3 sequential operations on different machines
sequential4 sequential operations on one machine
sequential5 sequential operations on one machine;
====================================MATEMATICKY´ MODEL====================================
total_time .. z~=e= sum(j,xx(j));
finish_time(j,n) .. xx(j) =g= x(j,n);
*------------------------------------------------------------------------------------------------
sequential1(m,j).. u(j,m) + t(j,m) =e= uu(j,m);
sequential2(m,j).. sum(n,x(j,n)*incidence_matrix3(n,m)) =l= u(j,m);
sequential3(m,j).. sum(n,x(j,n)*incidence_matrix2(n,m)) =g= uu(j,m);
*------------------------------------------------------------------------------------------------
binary_condition(m,k,p)$(not ord(k) ge ord(p)).. y(k,p,m) + y(p,k,m) =e= 1 ;
*------------------------------------------------------------------------------------------------
sequential4(m,k,p)$(not ord(k) eq ord(p)).. uu(k,m) - u(p,m) =l= g*(1-y(k,p,m));
sequential5(m,k,p)$(not ord(k) eq ord(p)).. uu(k,m) - u(p,m) - (-g-1)*(y(k,p,m)) =g= 1 ;
*------------------------------------------------------------------------------------------------
====================================NASTAVENI´ VY´POCˇTU====================================





model scheduling n_jobs /all/ ;
option mip = cplex;
solve scheduling minimizing z~using mip;
display x.l,u.l,uu.l,y.l,xx.l,scheduling.resusd,scheduling.iterusd,scheduling.numnz;
=======================NACˇTENI´ DAT DO MS EXCELU A~OTEVRˇENI´ SESˇITU=======================
execute_unload ’scheduling.gdx’,x u~uu y z~xx;
execute ’gdxxrw.exe scheduling.gdx SQ=N var=x.l rng=Output!b4 var=u.l rng=Output!b26 var=uu.l
rng=Output!b48 var=y rng=Output!o2 var=z rng=Output!b2 var=u.l rng=Input!T4 cdim=0 var=uu.l
rng=Input!X4 cdim=0 var=xx.l rng=Output!b71 cdim=0 ’;
execute ’=shellexecute scheduling.xls’;





j = Cells(3, "B").Value
m = Cells(4, "B").Value
For jjj = 1 To j
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For mm = 1 To m
x = jjj * m - m
Range("W" + CStr(3 + x + mm)).Select
ActiveCell.FormulaR1C1 = Sheets("input").Range("M" + CStr(7 + jjj)).FormulaR1C1
Next mm
Next jjj
j = Cells(3, "B").Value
m = Cells(4, "B").Value






















Selection.AutoFill Destination:=Range("Q19:Q" + CStr(18 + c)), Type:=xlFillDefault



































Dim vTimeData As Variant
Dim i As Integer
Dim sRoom As String
Dim vLastEndTime As Variant










.Sort Key1:="Machine", Key2:="end Time", Header:=xlYes
vTimeData = .Value
End With




On Error Resume Next
Worksheets("ChartData").Delete
Charts("TimeChart").Delete






For i = 2 To UBound(vTimeData)
If vTimeData(i, 1) <> Selection.EntireRow.Cells(1) Then
Selection.Offset(1).EntireRow.Cells(1).Select




Selection.Value = vTimeData(i, 2) - vLastEndTime
Selection.Offset(0, 1).Select
Selection.Value = vTimeData(i, 3) - vTimeData(i, 2)
vLastEndTime = vTimeData(i, 3)
Next i
With Selection.CurrentRegion
.Offset(0, 1).NumberFormat = ""
.Columns(2).Cells(1) = "Start Time"
For i = 3 To .Columns.Count
If i Mod 2 <> 0 Then
.Columns(i).Cells(1) = "Used"
Else









Gallery:=xlBar, Format:=3, PlotBy:=xlColumns, CategoryLabels _
:=1, SeriesLabels:=1, HasLegend:=2
’\ box properties
For Each oSeries In ActiveChart.SeriesCollection









ActiveChart.ApplyDataLabels AutoText:=True, LegendKey:=False, _








For j = 0 To bb - 1
ActiveChart.SeriesCollection(2 * j + 1).DataLabels.Select
Selection.Delete
Next j
Dim jj As Integer
’\ box color
For jj = 1 To bb































B.2.2. Vola´n´ı GAMS z MS EXCEL
Sub GAMS_sum_xf()
ActiveWorkbook.Save
Path1 = Cells(2, "N").Value
Path2 = Cells(2, "P").Value
If Path2 = "" Then Path2 = "demo"
Path = Path1 + "\gams scheduling1.gms license =" + Path2
Ret = Shell(Path, 3)
ActiveWorkbook.Close
End Sub
B.2.3. Potvrzen´ı vstupn´ıch dat
Sub Verify_data()
j = Cells(3, "B").Value
m = Cells(4, "B").Value
n = Cells(5, "B").Value
If j < 1 Then j = 1
If j > 20 Then j = 20
If m < 1 Then m = 1
If m > 10 Then m = 10
If n < 2 Then n = 2
If n > 11 Then n = 11
If n > m + 1 Then n = m + 1






















ActiveCell.FormulaR1C1 = "Start time"
Range("Q18").Select











ActiveCell.FormulaR1C1 = "End time"
If j > 1 Then
Range("B8").Select
Selection.AutoFill Destination:=Range("B8:B" + CStr(7 + j)), Type:=xlFillDefault
End If
If m > 1 Then
Range("C7").Select
Selection.AutoFill Destination:=Range("C7:" + Chr(mm) + CStr(7)), Type:=xlFillDefault
End If
If m > 1 Then
Range("C29").Select
Selection.AutoFill Destination:=Range("C29:" + Chr(mm) + CStr(29)), Type:=xlFillDefault
End If
If n > 2 Then
Range("B30:B31").Select
















lo = Cells(3, "H").Value
up = Cells(4, "H").Value
j = Cells(3, "B").Value
m = Cells(4, "B").Value
mm = m + 66
For jj = 0 To j - 1
For mmm = 0 To m - 1
Range(Chr(67 + mmm) + CStr(8 + jj)).Select
ActiveCell.FormulaR1C1 = Int((up - lo + 1) * Rnd + lo)















lo = Cells(3, "L").Value
up = Cells(4, "L").Value
j = Cells(3, "B").Value
’ Range("M8").Select
’ ActiveCell.FormulaR1C1 = Int((up - lo + 1) * Rnd + lo)
Dim x As Boolean
For jj = 0 To j - 1
Do
x = True
Range("M" + CStr(8 + jj)).Select
ActiveCell.FormulaR1C1 = Int((up - lo + 1) * Rnd + lo)
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