Abstract. We present an adaptive finite element method for approximating solutions to the Laplace-Beltrami equation on surfaces in R 3 which may be implicitly represented as level sets of smooth functions. Residual-type a posteriori error bounds which show that the error may be split into a "residual part" and a "geometric part" are established. In addition, implementation issues are discussed and several computational examples are given.
1. Introduction. In this paper we derive residual-based a posteriori error estimates for piecewise linear finite element approximations to solutions of the LaplaceBeltrami equation
Here Γ is a connected two-dimensional surface embedded in R 3 and −∆ Γ is the Laplace-Beltrami operator on Γ. ∂Γ is required to be "piecewise curvilinear" in a sense which we will make precise below. We also allow ∂Γ = ∅, in which case the conditions Γ f dσ = Γ u dσ = 0 are required to guarantee existence and uniqueness of u. Here dσ is surface measure on Γ.
A finite element method for (1.1) was introduced in [Dz88] . Let Γ h be a polyhedral approximation to Γ having triangular faces, and let S h be the continuous functions which are affine on each face of Γ h . We then let u h ∈ S h solve
(1.2)
Here ∇ Γ h is the tangential derivative on Γ h , σ h is surface measure on Γ h , and f h is an approximation to f on Γ h . As above, we require the side conditions
A key feature of our theoretical development is that Γ is represented as the 0 level set of a signed distance function d with |d(x)| = dist(x, Γ). Our approach requires access to the derivatives of d (the normal vector and curvature tensor), and also requires that Γ h lie in a strip about Γ on which a unique orthogonal projection a(x) onto Γ is defined. This projection is instrumental in suitably defining the discrete data f h and also in carrying out both a priori and a posteriori error analysis. Also, if ∂Γ is nonempty we shall require that ∂Γ = a(∂Γ h ) so that ∂Γ is in a sense "piecewise curvilinear". This is similar to requiring polygonal boundaries when performing finite element calculations on domains in R n in that it rules out "variational crimes" resulting from boundary approximations.
In practice, Γ often is defined as a level set of a function ζ which is not a distance function. In this situation one must approximate the projection a(x) numerically, and the other necessary geometric information may then be computed in a straightforward fashion. In practical terms, the resulting finite element code requires the user to supply the data f , the level set function ζ and its first and second derivatives, and an initial mesh which lies in a sufficiently narrow strip about Γ to guarantee that the projection a is a bijection between Γ h and Γ. In the sequel we shall discuss some details of our implementation in addition to providing a posteriori error estimates.
Optimal-order H 1 (Γ) and L 2 (Γ) a priori estimates for the method (1.2) were proved in [Dz88] . Roughly speaking, the finite element error may be broken into an almost-best-approximation term typical of finite element methods in R n , a geometric error term which is due to the discretization of Γ, and a data approximation term due to the approximation of f on Γ by f h on Γ h . On a mesh whose elements have diameter h, the latter two terms are of order h 2 for typical choices of f h and are thus of higher order when the error is measured in the H 1 norm.
In this paper we provide a posteriori error control in the H 1 (Γ) norm via residualtype estimators. As in the a priori analysis, the error is split into three terms: a residual indicator term, a geometric error term, and a data approximation term. Computation of these error terms requires pointwise access to geometric information, in particular to the projection a and the normal vector and curvature tensor on Γ. However, the asymptotically dominant term requires no explicit geometric quantities except those which are necessary to compute the discrete data f h .
A relatively simple setting is assumed here in order to concentrate on effects arising from the discretization of Γ. In particular, we do not consider problems with nonconstant coefficients, the case where a(Γ h ) = Γ, lower-order terms, or nonhomogeneous Dirichlet or Neumann boundary conditions. These additional complexities may be handled in much the same way as for problems on polygonal domains in R 2 , so we refer for example to the works [DR98] , [DW00] , [BCD04] , [MN05] , and [AO00] where many of these issues are considered. Under suitable assumptions, our development also holds largely unchanged for surfaces of codimension 1 which are immersed in R n , n ≥ 2.
In order to conclude the introduction, we briefly describe other strategies for performing adaptive finite element calculations on surfaces. One possibility is the use of a global parametrization to represent Γ and define a suitable mesh. This approach was taken in [AP05] to perform adaptive finite element calculations on the sphere. The key to this method is a global parametrization which maps a triangulated planar domain onto the sphere in such a way that the resulting curved "triangles" are isotropic (shape-regular). A more general approach using local parametrizations (charts) to represent 2-and 3-manifolds is described in [Ho01] .
The technique we present here has several advantages when compared with the two described above. Extending the use of global parametrizations to surfaces other than the sphere is relatively difficult because a new parametrization must be found for every surface on which computations are to be performed. In addition, the analysis of the Clemént-type interpolant used to prove reliability of a posteriori estimates in [AP05] is specific to the sphere and would have to be redone for other surfaces. In contrast, implementation of our method is quite straightforward for the sphere and may be carried out in a fairly general way for a large class of surfaces. The analysis we give here also is not restricted to any particular surface. The use of local parametrizations described in [Ho01] provides a framework for computations on manifolds which is in some ways more general than that which we propose here. However, the use of overlapping local charts adds to the complexity of both the resulting finite element code and the theoretical analysis. Indeed, the issue of approximation theory when using local charts is not addressed rigorously in [Ho01] . A final advantage of our approach is that it provides rigorous theoretical background for adaptive methods in certain situations in which no parametrization is available, such as implicit computations of surfaces evolving for example by mean curvature flow (cf. [Dz91] , [BMN05] , [CDDRR04] ).
The paper is organized as follows. In §2 we give a number of preliminaries and assumptions necessary for our theoretical development. In §3 we then prove global a posteriori upper bounds and local lower bounds. In §4 our implementation is described. In §5, we demonstrate the flexibility of our approach by describing computational experiments on three different surfaces: a spherical subdomain with nonempty boundary, a torus (which is nonconvex and has a topological type different than that of the sphere), and an ellipsoid (which requires numerical approximation of the distance function).
Preliminaries and Assumptions.
2.1. The continuous surface Γ. We assume that Γ is a connected C 2 compact hypersurface which is the zero level set of a signed distance function |d(x)| = dist(x, Γ) defined on an open subset U 0 of R 3 . If ∂Γ = ∅ we also assume for simplicity that d < 0 on the interior of Γ and d > 0 on the exterior. ν = ∇d is then the outward-pointing unit normal on Γ. Note that | ν| = 1 wherever d is defined. Let also H :
be the Weingarten map defined by
, and let κ i (x), i = 1, 2, and 0 be the eigenvalues of H(x). For x ∈ Γ, κ 1 and κ 2 are the principal curvatures.
Next we define the projection
We then let U ⊂ R 3 be a strip of width δ about Γ, where δ > 0 is sufficiently small to ensure that the decomposition
is unique for x ∈ U . We require that
For x ∈ U , we also note the useful formula
for the curvature of parallel surfaces; cf. Lemma 14.17 of [GT98] .
The condition (2.4) is sufficient to ensure that the decomposition (2.3) is locally unique (cf. [GT98] , §14.6), but we require that it be globally unique. This global requirement is a simplifying assumption which restricts our presentation to embedded surfaces. Immersed surfaces (including surfaces with self-intersections) could also be considered with slight changes to our presentation.
We may uniquely extend a function ψ defined on Γ to U by
where ⊗ is the tensor or outer product a ⊗ b = a b T (vectors here are in column form). We then define the tangential gradient
for ψ defined on Γ and extended to U via (2.6). Note that ∇ Γ ψ depends only on the values of ψ on Γ even though its definition formally involves the extension of ψ to Γ.
2.2. The discrete surface Γ h and mesh T h . Let Γ h ⊂ U be a polyhedron consisting of a set T h of triangular faces, that is, Γ h = ∪ T ∈T h T . Let also ν h denote the (piecewise constant) unit outer normal on Γ h and let N denote the set of nodes of triangles in T h . We assume that a : Γ h → Γ is bijective and that ν · ν h > 0 everywhere on Γ h . We note that it is often simplest to define Γ h so that N ⊂ Γ, but this is not theoretically required in any way. Also denote by h T the diameter of T ∈ T h . Given z ∈ N , we define the patch ω z = interior(∪ T ∋z T ) and let h z = max T ⊂ωz h T . Also, let E denote the set of edges of triangles in T h . Finally, ϕ z ∈ S h denotes the canonical basis function associated to z, that is, ϕ zi (z j ) = δ ij for z i , z j ∈ N .
Analyses of a posteriori estimates for finite element methods on domains in R n typically assume that the underlying mesh is shape-regular, that is, all elements in T h have bounded aspect ratio. Under this assumption, constants depending on the aspect ratio of the elements of the mesh are then bounded and may be absorbed into a global constant of moderate size. This approach is reasonable because typical mesh refinement algorithms preserve shape regularity. The situation is somewhat more complicated in the current context of finite element methods on surfaces. The first issue which arises is that the mesh is perturbed after each refinement by projecting newly created nodes onto the continuous surface Γ via a. While these perturbations are asymptotically negligible, we are not aware of a proof that the refinement/perturbation procedure described here maintains shape regularity beginning from an arbitrary shape regular mesh with nodes on Γ and lying in U . A second problem is that in contrast to the situation in R n , shape regularity does not automatically imply that the number of triangles sharing a given node is bounded. However, if the number of elements in the patches of the initial coarse mesh used to begin the refinement algorithm is bounded, we may guarantee that such a bound will hold for all subsequent meshes by applying a suitable refinement algorithm. This is in particular the case for the newest-node subdivision algorithm.
As we have not been able to theoretically guarantee that a family of meshes maintains shape regularity under mesh refinement, we take the following approach.
We first prove a posteriori bounds which do not assume shape regularity. In these estimates, lack of shape regularity is penalized by a single factor. In our computational examples we do not include this penalty factor in our estimator, but instead monitor it to ensure that mesh quality remains acceptable. In our examples, the penalty term remains of moderate size when refining meshes which initially lie within U .
Lifts and extensions of functions.
Given a function v h defined on Γ h , we define the liftṽ h by v h (x) =ṽ h (a(x)) for x ∈ Γ h . We may then extendṽ h to U by (2.6). For v h defined on Γ h and x ∈ U , we thus define
(2.9)
The overall effect of (2.9) is to extend v h defined on Γ h to U . Formally, however, this operation consists of a lift to Γ followed by extension to U . We emphasize that all extentions of functions to U referred to in this paper are constant along normals to Γ. Thus for our purposes extensions of functions defined on Γ and of functions defined on Γ h have essentially the same properties. Letting ν h denote the normal on Γ h , we define for
so that for V defined on U and x ∈ Γ h ,
We see from (2.2) and (2.9) that for x ∈ Γ h and v h defined on Γ h ,
Since ν · ν ≡ 1, we have νH = H ν = 0 and PH = HP = H, so that for
(2.14) Correspondingly, for ψ ∈ H 1 (Γ) (2.6) yields
The invertibility of [(I − dH)(x)] on U may be derived from (2.4) and (2.5). Indeed, if e 1 and e 2 are the eigenvectors of H corresponding to κ 1 (x) and κ 2 (x), then
In such cases we initially have access only to the tangential derivative ∇ Γ h v h and not to ∇v ℓ h , which according to (2.16) is necessary to compute
and for
Combining (2.16) and (2.18), we thus find that for x ∈ Γ h ,
Next we state an integral equality which we shall use repeatedly. For x ∈ Γ h , let
and also let
Then from (2.14) and (2.15), we have
Note that this equality holds without regard to the original domain of definition of v h and ψ, that is, we may for example replace ψ h and ψ ℓ h with ψ ℓ and ψ, respectively, where ψ ∈ H 1 (Γ). We also emphasize that the quantities d and H in (2.21) are always evaluated on the discrete surface Γ h , even though A ℓ h often appears in integrals over the continuous surface Γ.
Finally we give an explicit formula for the quantity µ h defined above. The proof of this formula is tedious but elementary, and we sketch it in Appendix A.
Proposition 2.1. Assume that x ∈ Γ h . Then
2.4. Interpolation and Poincaré inequality. In this section we define an interpolant and prove error bounds for it. Given ψ ∈ L 1 (Γ) and z ∈ N , we let
and define
A similar interpolant is used for example in [FV06] to prove a posteriori bounds on a domain in R 2 . Noting that {ϕ z } z∈N is a partition of unity, we then have the following relationship:
Let m z be the number of elements sharing the node z, and letω z be the lift of the patch ω z onto Γ . Then for each z ∈ N ,
Let also z ∈ e ∈ E. Then
Here A h ℓ2,L∞(ωz) = A h ℓ2→ℓ2 L∞(ωz) where · ℓ2→ℓ2 is the standard matrix 2-norm, and C does not depend on any essential quantities. Remark 2.3. The terms in (2.27) and (2.28) may be classified as follows. In shape-regular meshes the quantities max T ⊂ωz |T | and |e| may be reduced to h z and h 1/2 z , respectively, where h z is the maximum element diameter in ω z . The factor m z accounts for the number of elements sharing the vertex z if this number is not known to be bounded, and the factor max T ⊂ωz h T / |T | accounts for the aspect ratio of T . If T h is shape regular and m z is bounded, we thus have
where C does not depend on essential quantities. Proof. We first show that I h is locally L 2 -stable independent of mesh properties. Note first that
If z is an interior node, we letω z be a regular m z -gon with vertices lying on the unit circle. If z is a boundary node, then we letω z be a half of a regular 2m z -gon with vertices lying on the unit circle. In either case the reference domainω z is convex and may be broken into m z congruent triangles with the origin being a vertex of each.
There is a natural piecewise-affine transformation F z :ω z → ω z . We denote byT the inverse image of T ⊂ ω z and byû the inverse image of u ∈ H 1 (Γ h ) under this transformation. For p = 1 or p = 2 and anyT ⊂ω z ,
2 , which when combined with (2.31) and (2.32) yields
Thus for any K ∈ R,
(2.35)
Here C P is the Poincaré constant forω z . It is not hard to compute that
where C does not depend on any essential quantities. Combining (2.34), (2.35), and (2.36) and finally applying (2.22) yields (2.27). The proof of (2.28) is accomplished by employing a trace inequality and slightly modifying the preceding proof. Assume that e ⊂ T ⊂ ω z . LetŤ be the unit simplex in R 2 (note that this is not the same as the reference element employed above), witĥ e denoting the transformation of e toŤ . LettingF T denote the affine transformation ofŤ to T , we note that F T ℓ2→ℓ2 ≤ h T . Employing a trace inequality onŤ then yields
(2.37)
is clearly bounded by the right hand side of (2.28), so we must only consider the first term in the last line above.
LettingT ,ω z , and K be as defined as before, we first procede as in (2.35) to find that
(2.38)
Proceeding as in (2.31) through (2.34), we next find that
Combining (2.39) and (2.35) yields
, combining (2.37), (2.38), and (2.40) with (2.22) completes the proof of (2.28).
3. The estimator. In this section we develop a computable and reliable estimator for ∇ Γ (u − u 
2) Combining (3.1) and (3.2), we find that
Next we note that
where ∆ Γ h u h is a piecewise polynomial and n is the conormal vector to the triangle T (that is, n· ν h = 0). In the current situation ∆ Γ h u h is identically 0, but we include it to make clear how the corresponding term would appear in other situations. Also, let e be an edge shared by elements T 1 and T 2 which have normals n 1 and n 2 , respectively.
is the jump in the normal derivative across e. If e ⊂ ∂Γ h we set ∇ Γ h u h | e = 0. Note that n 1 lies in the plane of T 1 and n 2 lies in the plane of T 2 , so in contrast to the situation which arises on domains in R n we generally have n 1 = − n 2 Finally, we insert (3.4) into (3.3) to find
(3.5)
A posteriori upper bound (reliability)
and let {R z } z∈N be constants. Recalling that {ϕ z } z∈N is a partition of unity, recalling (2.25) and (2.26), and applying Lemma 2.2, we then have
Next we turn to bounding the term II. Applying Lemma 2.2, we find
Combining (3.6) and (3.7) and noting that each element T has only three nodes, we thus find that
where C does not depend on T h or any other essential quantities. In order to bound the term III, we use (2.19) to compute
(3.10)
and recalling that z∈N ϕ z = z∈N ϕ ℓ z ≡ 1, we finally compute
Finally we bound the term IV . First we note that for z ∈ N and with ψ ℓ z defined as in (2.24),
(3.13)
Since ψ ∈ H 1 0 (Γ) has either vanishing trace on ∂Ω or vanishing mean value over Ω, we may apply (3.13) and a Poincaré inequality to compute
(3.14)
Making the substitution
) dσ if ∂Γ = ∅ while combining (3.3), (3.12), and (3.14) yields 
where
) as in (3.8), the constants R z in η z may be freely chosen, and C does not depend on T h or Γ.
We make a few brief remarks concerning Proposition 3.1, beginning with the residual term R. First we note that if the nodes of Γ h lie on Γ, then [(P−A h )(x)] ℓ2→ℓ2 ≤ Ch 2 T for x ∈ T (cf. [Dz88] ). Thus up to a higher-order term, R is bounded by C( z∈N η 2 z ) 1/2 . Next we consider the geometric error term G. Note first that unlike the residual term R, it contains no unknown constants. Secondly, G is heuristically of higher order since B h ℓ2→ℓ2 ≤ C P − A h ℓ2→ℓ2 ≤ Ch 2 T . The data approximation term D is 0 if we let f h = µ h f ℓ and assume exact quadrature, both of which we shall do in our numerical tests.
This choice has the advantage of not requiring the computation of the ratio µ h of the continuous to the discrete measure and still leads to optimal-order H 1 and L 2 estimates. However, computation of R and G requires access to µ h in any case, so we shall use the definition f h = µ h f ℓ and thereby exclude D. A final note concerning D is that it includes the global Poincaré constant C P (Γ). In contrast to the terms R and G, D is thus not entirely built up of quantities which are locally determined.
Finally we note that the dominant term in (3.16) does not depend explicitly on geometric information about Γ.
Finally, as shown in [Dz88] , D is of higher order even if the choice
Thus the dominant part of the a posteriori upper bound is
1/2 , exactly as for problems in planar domains. The estimator given in Theorem 3.1 could in principle be implemented, but it is possible to define a more convenient estimator for practical use. Recalling the comments of §2.2, we may simplify it by assuming shape-regularity. In addition, residual estimators are typically calculated elementwise instead of patchwise, so we define an alternate estimator which allows mostly elementwise calculations (the only exception is the term involving A h , which must be patch-based). In our computations we shall apply the estimator naturally derived from the following proposition.
Corollary 3.2. Assume that f h = µ h f ℓ , that T h is shape regular, and that m z is bounded. Then
(3.20)
, and C depends on max z∈N m z and the minimum angle over all elements of T h .
The proof of Corollary 3.2 follows by setting R z = 0 in (3.8) and noting that under the assumptions that T h is shape regular and m z is bounded, h T is equivalent to h z for all vertices z of T and to |e| for all e ⊂ ∂T .
A posteriori lower bound (efficiency).
In this section we prove a local a posteriori lower bound which is a counterpart to the upper bound in Corollary 3.2. Such lower bounds verify (up to higher-order terms) that the stated a posteriori estimate does not overestimate the actual error and also are an essential ingredient in proving the convergence of adaptive methods; cf. [MNS02] .
Proposition 3.3. Assume that f h = µ h f ℓ , that T h is shape regular, and that m z is bounded. Then for T ∈ T h ,
(3.21)
Here C depends on max z∈N :z∈T m z and the minimum angle of the elements in ω T , and R T is an arbitrary piecewise linear function. Proof. We shall follow the well-known proof of Verfürth (cf. [Ver89] ). First let z ∈ N and T ⊂ ω z . Letting z i , 1 ≤ i ≤ 3, be the nodes of T , we define the bubble function φ T = Π 3 i=1 ϕ zi . In addition, let R T be an arbitrary piecewise linear approximation to R on T . Let alsoT denote the natural lift of T to Γ. Then using (3.5) with ψ = R ℓ T φ ℓ T and ψ h = 0 and noting that φ T = 0 on ∂T , we have
Since R T φ T is a polynomial, we may apply an inverse inequality to find
(3.23)
where C depends only on the shape regularity of T . Thus
(3.24)
Applying Theorem 2.2 of [AO00], we next note that
Combining the previous inequalities, we thus find
(3.27)
Next we bound the edge residual ∇ Γ h u h L2(∂T ) . Let e be an edge which is shared by elements T 1 = T and T 2 and whose closure contains the nodes z 1 and z 2 . Let λ i,j , i, j = 1, 2, be the barycentric coordinate on triangle i corresponding to the vertex z j , and define φ e | Ti = λ i,1 λ i,2 . Thus φ e ∈ H 1 0 (T 1 ∪ T 2 ), and φ e > 0 on e. Then
(3.28)
Noting that ∇ Γ h u h | e is a constant, we employ (3.5) with
A simple scaling argument yields φ e L2(T1∪T2) ≤ Ch T and ∇ Γ h φ e L2(T1∪T2) ≤ C, so that
(3.30)
Combining the previous three inequalities, we find that
(3.31) Summing (3.31) over the three edges of T and combining (3.31) with (3.27) completes the proof of (3.21).
4. Implementation details. In this section we provide some details concerning implementation.
Computation of geometric quantities.
We assume that Γ = {x ∈ R 3 : ζ(x) = 0}, where ζ is sufficiently smooth with nonzero gradient in a large enough neighborhood of Γ. In addition, we assume that ζ, its gradient, and its Hessian matrix are available, and that for x ∈ U we can approximate a(x) with sufficient accuracy. In the next subsection we describe a simple approach for approximating a(x).
First we note that if x ∈ Γ, ν(x) = ∇ζ |∇ζ| . Thus for x ∈ U ,
In addition, we have for
For the sake of concreteness, we note that ∇ ∇ζ(x) |∇ζ(x)| is not necessarily symmetric,and that [∇ |∇ζ| . The eigenvalues κ 1 and κ 2 of H in the directions orthogonal to ν may then be approximated numerically. We also recall the relationship κ i (x) = κi(a(x)) 1+d(x)κi(a(x)) from (2.5). Finally, we emphasize that d is the signed distance function, that is,
The above information is sufficient to implement the adaptive method described above. In particular, for x ∈ Γ h we use (2.23) to define the discrete data
Here ν(x) is computed via (4.1), κ 1 and κ 2 are computed via (2.5), and ν h must be computed from mesh information. Next we note that
and
(4.5)
The expressions on the right hand sides of (4.4) and (4.5) may be computed using (4.1) and (2.5) as before. Since P− A h and B h are of higher order, using the above approximations for the norms of A h and B h should lead to at most a slight overestimation of the overall error while yielding nontrivial computational savings.
Computation of d and a.
The efficient computation of the projection a and distance function d are central to implementing the finite element method and a posteriori estimators described here. In a very few cases, d is available explicitly (for example, d(x) = |x| − r for a sphere of radius r). Even for relatively simple surfaces such as ellipsoids, however, an explicit expression for d is not available, and a and d must be approximated. Since d is assumed to be smooth and we only need to be concerned about starting points sufficiently close to Γ, standard methods of nonlinear optimization are in principle applicable.
We have tested two different algorithms for computing a, one being Newton's method and the other being an ad hoc first-order method. Before describing the methods we note a relationship which we shall use in our algorithms. For
Next we describe our implementation of Newton's method. Assume that x 0 ∈ U , and that we wish to compute a(x 0 ). In order to employ Newton's method, we seek a stationary point of the function F (x, λ) = |x − x 0 | + λζ(x). Note that ∇F (x, λ) = (2(x − x 0 ) + λ∇ζ(x), ζ(x)). Thus ∇F (x, λ) = 0 implies that x ∈ Γ and (x − x 0 ) is parallel to ∇ζ(x), that is, x = a(x 0 ). In order to choose a starting point, we note that 2(x − x 0 ) + λ∇ζ(x) = 0 implies that λ = 2d(x 0 )/|∇ζ(x)|. Using (4.6), we thus choose the starting value (x 0 , λ 0 ) = (x 0 , 2φ(x 0 )/|∇φ(x 0 )| 2 ) for Newton's method. Given a tolerance tol, we iterate Newton's method until
Fulfillment of this stopping criteria guarantees that the returned value x ≈ a(x 0 ) lies in the correct direction from x 0 to within tol and that because of (4.6), d(x) < tol up to higher-order terms. The first-order algorithm which we employed may be described as follows. Since a(x) = x − d(x) ν(x), we may use (4.6) and ν(x) ≈ ∇ζ(x) |∇ζ(x)| to approximate a by a(x) ≈ x− ζ(x)∇ζ(x) |∇ζ(x)| 2 . Iterating this relationship leads to an algorithm which converges to some point on Γ, but not generally to a(x). We thus correct the direction x − x 0 at each step, yielding the following algorithm.
1. Stipulate tol and x 0 , and initialize x = x 0 . 2. While (4.7) is not satisfied, iterate the following steps:
In practice, the second of the two algorithms was more efficient than Newton's method. While Newton's method converged in less steps as one would expect, each step is relatively expensive. We also note that we have not rigorously analyzed the error in either of these methods which results from using the stopping criterion (4.7). A more rigorous analysis of robust algorithms for approximating a would thus be desirable.
Computational examples.
In this section we describe several computational examples. All computations were performed using the finite element toolbox ALBERTA ( [SS05] ), and graphics were processed using the software GMV [Or05] . Also, the constant C appearing in the estimator Θ in (3.20) was taken to 0.25 in all calculations.
5.1. Example 1: Computation on a spherical subdomain. In our first test we consider a problem which was used as an example in the paper [AP05] . This problem demonstrates the ease with which our method handles problems in which the distance function is explicitly available and also provides a convenient place to consider surfaces with boundary.
Let S 2 be the unit sphere with angular spherical coordinates (φ, θ), where φ (0 ≤ φ < 2π) is the azimuthal angle in the xy-plane and θ = cos −1 z (0 ≤ θ ≤ π) is the polar angle from the z-axis. Following [AP05], we let Γ consist of points in S 2 such that 0 ≤ φ ≤ 5π 3 , and let u(φ, θ) = (sin θ) λ sin λφ for λ = .6. Then u satisfies −∆ Γ u = f in Γ and u = 0 on ∂Γ with f = λ(λ + 1)(sin θ) λ sin λφ. Note that u is singular at the poles, so we may expect an adaptive algorithm to refine more heavily there.
Computation of the geometric quantities necessary to implement our method is quite straightforward. We employ the distance function d(x) = |x| − 1 for the sphere (note that we do not actually require access to the distance function for Γ here). In addition, we may easily compute that ν(x) = is justified for this example. Also, the error ∇ Γ (u − u ℓ h ) L2(Ω) and residual estimator Θ converge with optimal order and appear to have a constant ratio as the mesh is refined. Finally, the quantities B h |∇ Γ h u h | L2(Γ h ) and 1−A h L∞(Γ h ) are plotted and show second-order convergence, confirming experimentally our theoretical observation that these geometric contributions to the error are of higher order. It is worth noting here that the quantity A h appears in the estimator as a multiplicative factor. Since it converges to 1, it would thus be reasonable and computationally more efficient to omit it entirely once A h L∞(Γ h ) is observed to reach a given tolerance. 
Example 2:
Computation on a torus. In our second test we performed a computation on a torus. d(x) = (r 0 − x 2 + y 2 ) 2 + z 2 − r 1 is the signed distance function for a torus whose axis of revolution is the z-axis, whose radius of revolution is r 0 , and which has thickness 2r 1 . The other necessary geometric quantities may be computed from this formula. We took r 0 = 1 and r 0 = 0.25. As a test solution we took the function u(x, y, z) = e 1 1.85−x 2 sin y, (5.1) which has exponential peaks on the outer portions of the torus which lie near the x-axis. In Figure 5 .4 we display A h on the the initial 24-node mesh; note that here A h is about 5 on the outer edge of the torus, so it enters into the calculation in a significant way. Also displayed in Figure 5 .4 is a refined mesh having 1248 nodes and displaying the discrete solution u h . In Figure 5 .5 we display the local H 1 error contributions along with the three components A h , η T , and B h |∇ Γ h u h | of the estimator Θ. The local residual indicator η T reflects reasonably well the local error distribution, while the contributions from A h and B h |∇ Γ h u h | are relatively insignificant. Also, the maximum ratio h T / |T | observed during this calculation was 5.28. This relatively large number reflects the fact that the triangles in the initial mesh displayed in Figure 5 .4 already have relatively high aspect ratios. 
Example 3:
Computation on an ellipsoid. In our third computational example we let Γ be an ellipsoid satisfying the level set equation As a test solution we took u(x, y, z) = sin y so that u and its derivatives were of moderate size.
In Figure 5 .6 we display the local residual contribution η T and the local geometric error B h |∇ Γ h u h | on an adaptively refined mesh having 10383 nodes. Note that the maximum values of η T and B h |∇ Γ h u h | are approximately equal. Thus the geometric error plays a role in the marking of some elements even on a refined mesh. As in Figure  5 .3, however, the overall geometric error B h |∇ Γ h | L2(Γ h ) declines approximately as DOF −1 , while the residual error ( T ∈T h η 2 T ) 1/2 declines as DOF −1/2 (we do not display a chart for the current situation as it is entirely analogous to Figure 5.3) . Finally, the maximum ratio h T / |T | observed in this adaptive calculation (up 64521 degrees of freedom) was 3.41, so that mesh quality remained reasonable.
Appendix. Proof of Proposition 2.1. Proposition 2.1 is potentially of interest in other situations (e.g., when Γ h is a higher-order polynomial approximation to Γ), so we begin by stating a more general version.
Proposition A.1. LetT be the unit simplex in R 2 , and suppose that F :T → U is a C 1 mapping whose gradient has two nonzero singular values at each point inT . Suppose x ∈ T := F (T ), let ν h be the normal to T at x, and let dσ h be surface measure on T . Assume also that ν · ν h > 0. Letting dσ h (x)µ h (x) = dσ(x), we then have
(A.1)
Proof. We fix a pointx ∈T and let x = F (x) and R 3×2 ∋ A = ∇F (x). Let { e 1 , e 2 }, { u 1 , u 2 }, and { v 1 , v 2 } be orthonormal bases for R 2 and the tangent spaces to Γ h and Γ at x and a(x), respectively. We assume also that { v 1 , v 2 , ν} are the eigenvectors of (I − dH)(x) corresponding to the eigenvalues λ 1 = 1 − d(x)κ 1 (x), λ 2 = 1 − d(x)κ 2 (x), and λ 3 = 1. Letting × denote the cross product, we have Recalling that dσ h = |A e 1 × A e 2 | dx completes the proof.
