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CENTRAL LIMIT THEOREM FOR HOTELLING’S T 2 STATISTIC
UNDER LARGE DIMENSION
By G. M. Pan1 and W. Zhou2
Nanyang Technological University and National University of Singapore
Dedicated to Z. D. Bai on the occasion of his 65th birthday
In this paper we prove the central limit theorem for Hotelling’s
T 2 statistic when the dimension of the random vectors is proportional
to the sample size.
1. Introduction and main results. Since the famous Marcˇenko and Pas-
tur law was found in [16], the theory of large sample covariance matrices
has been further developed. Among others, we mention Jonsson [14], Yin
[24], Silverstein [18], Watcher [22], Yin, Bai and Krishanaiah [25]. Lately,
Johnstone [13] discovered the law of the largest eigenvalue of the Wishart
matrix, Bai and Silverstein [5] established the central limit theorems (CLT)
of linear spectral statistics and Bai, Miao and Pan [3] derived CLT for func-
tionals of the eigenvalues and eigenvectors. We also refer to [9, 12, 21] for
CLT on linear statistics of eigenvalues of other classes of random matrices.
The sample covariance matrix is defined by
S =
1
n
n∑
j=1
(sj − s¯)(sj − s¯)T ,
where s¯ = n−1
∑n
j=1 sj and sj = (X1j , . . . ,Xpj)
T . Here {Xij}, i, j = · · · , is
a double array of independent and identically distributed (i.i.d.) real r.v.’s
with EX11 = 0 and EX
2
11 = 1. However, in the large random matrices theory
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(RMT) the commonly used sample covariance matrix is
S=
1
n
n∑
j=1
sjs
T
j =
1
n
XnX
T
n ,
where Xn = (s1, . . . , sn).
Note that S = S− s¯s¯T and thus, by the rank inequality, there is no dif-
ference when one is only concerned with the limiting empirical spectral dis-
tribution (ESD) of the eigenvalues in large random matrices. Therefore, the
limiting ESD of S is Marcˇenko and Pastur’s law Fc(x) (see [14] and [16])
when lim pn = c > 0 which has a density function
pc(x) =
{
(2picx)−1
√
(b− x)(x− a), a≤ x≤ b,
0, otherwise,
and has point mass 1− c−1 at the origin if c > 1, where a= (1−√c)2 and
b = (1 +
√
c)2. The Stieljes transform m(z) of Fc(x) satisfies the equation
(see [20])
m(z) =
1
1− c− czm(z)− z ,(1.1)
where the Stieljes transform for any function G(x) is defined by
mG(z) =
∫
1
λ− z dG(λ), z ∈C
+ ≡ {z ∈C, v =ℑz > 0}.
Observe that the spectra of n−1XnXTn and n−1XTnXn are identical except
for zero eigenvalues. This leads to the equality
mSn(z) =−
1− p/n
z
+
p
n
mSn(z)(1.2)
and therefore,
z =− 1
m(z)
+
c
1 +m(z)
,(1.3)
where mSn(z) and m
S
n(z) denote, respectively, the Stieljes transform of the
ESD of n−1XnXTn and n−1XTnXn and, correspondingly, m(z) is the limit of
mSn(z).
Sample covariance matrices are also of essential importance in multivari-
ate statistical analysis because many test statistics involve their eigenvalues
and/or eigenvectors. The typical example is T 2 statistic which was proposed
by Hotelling [10]. We refer to [1] and [15] for various uses of the T 2 statistic.
The T 2 statistic, which is the origin of multivariate linear hypothesis tests
and the associated confidence sets, is defined by
T 2 = n(s¯−µ0)TS−1(s¯−µ0),(1.4)
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whose distribution is invariant if each sj is replaced by Σ
1/2sj with Σ any
nonsingular p by p matrix when µ0 = 0. If {s1, . . . , sn} is a sample from
the p-dimensional population N(µ,Σ), then [T 2/(n− 1)][(n− p)/p] follows
a noncentral F distribution and moreover, the F distribution is central if
µ = µ0. When p is fixed, the limiting distribution of T
2 for µ = µ0 is the
χ2-distribution even if the parent distribution is not normal.
In the recent three or four decades in many research areas, including signal
processing, network security, image processing, genetics, stock marketing
and other economic problems, people are interested in the case where p is
quite large or proportional to the sample size. Thus, it will be desirable if one
can obtain the asymptotic distribution of the famous Hotelling T 2 statistic
when the dimension of the random vectors is proportional to the sample
size. It is the aim of this work. In addition, we would like to point out that
some discussions about the two-sample T 2 statistic under the assumption
that the underlying r.v.’s are normal were presented in [2].
The main results are presented in the following theorems.
Theorem 1. Suppose that:
(1) for each n Xij =X
n
ij , i, j = 1,2, . . . , are i.i.d. real r.v.’s with EX11 =
µ,EX211 = 1 and EX
4
11 <∞.
(2) p≤ n, cn = p/n→ c ∈ (0,1) as n→∞.
Then, when µ0 = (µ, . . . , µ)
T ,
√
n√
2cn(1− cn)−3
(
T 2
n
− cn(1− cn)−1
)
D−→N(0,1),
where Fcn(x) denotes Fc(x) by substituting cn for c.
Remark 1. When Xij ∼N(0,1), it is well known that (n− p)T 2/(np)
follows F distribution with degrees of freedom p and n− p, respectively. As
n→∞ and p/n→ c, it follows from strong law of large numbers and CLT
that
(n− p)T 2/(np)− 1√
2/p+ 2/(n− p) −→N(0,1).
This is consistent with Theorem 1.
Remark 2. Since
∫
x−1 dFc(x) = (1−c)−1 and
∫
x−2 dFc(x) = (1−c)−3
which are derived through differentiating the following identity [the Stieljes
transform m(z) of Fc(x)],∫
(x− z)−1pc(x)dx= −(z + c− 1) + (z + c− 1)
√
1− 4zc(z + c− 1)−2
2cz
,
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we actually prove that
√
n√
2cn
∫
x−2 dFcn(x)
(
T 2
n
− cn
∫
dFcn(x)
x
)
D−→N(0,1).
One typical application of Theorem 1 lies in making inference on the
large-dimensional mean vector of the multivariate model
Zj = Γsj +µ, Esj = 0, j = 1, . . . , n,
where Γ is an m by p matrix, m≤ p. This model means that each Zj is a
linear transformation of some p-variate random vector sj . It can generate
a rich collection of Zj from sj with the given covariance matrix Σ = ΓΓ
T .
Most important, it includes the multivariate normal model.
We will prove Theorem 1 by establishing Theorem 2 which presents asymp-
totic distributions of random quadratic forms involving sample means and
sample covariance matrices.
For any analytic function f(·), define
f(S) =UT diag(f(λ1), . . . , f(λp))U,
where UT diag(λ1, . . . , λp)U denotes the spectral decomposition of the ma-
trix S.
Theorem 2. In addition to the assumption (1) of Theorem 1, suppose
that cn = p/n→ c > 0, EX11 = 0, g(x) is a function with a continuous first
derivative in a neighborhood of c and f(x) is analytic on an open region
containing the interval
[I(0,1)(c)(1−
√
c)2, (1 +
√
c)2].(1.5)
Then,(√
n
[
s¯T f(S)s¯
‖s¯‖2 −
∫
f(x)dFcn(x)
]
,
√
n(g(s¯T s¯)− g(cn))
)
D−→ (X,Y ),
where Y ∼N(0,2c(g′(c))2), which is independent of X, a Gaussian r.v. with
EX = 0 and
Var(X) =
2
c
(∫
f2(x)dFc(x)−
(∫
f(x)dFc(x)
)2)
.(1.6)
Remark 3. Let xn = (xn1, . . . , xnp)
T ∈Rp, ‖xn‖= 1 where ‖ · ‖ denotes
the Euclidean norm. Note that, when maxi xni→ 0 (see [17], (1.16), or [19]),
√
n
[
xTnf(S)xn −
∫
f(x)dFcn(x)
]
D−→X.(1.7)
This suggests that s¯/‖s¯‖ can be viewed as a fixed unit vector xn when dealing
with s¯T f(S)s¯/‖s¯‖2 even if s¯ is not independent of S.
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Fig. 1. Contour C when c < 1.
Theorem 2 relies on Lemma 1 below which deals with the asymptotic joint
distribution of
Xn(z) =
√
n
[
s¯T (S − zI)−1s¯
‖s¯‖2 −mn(z)
]
, Yn =
√
n(g(s¯T s¯)− g(cn)),
where mn(z) =
∫
(x− z)−1 dFcn(x). The stochastic process Xn(z) is defined
on a contour C, given below. Let v0 > 0 be arbitrary and set Cu = {u+iv0, u ∈
[ul, ur]}, where ul is any negative number if the left endpoint of (1.5) is zero,
otherwise ul is any positive number smaller than the left endpoint of (1.5)
and ur any number larger than the right endpoint of (1.5). Then define
C+ = {ul + iv :v ∈ [0, v0]} ∪ Cu ∪ {ur + iv :v ∈ [0, v0]}
and let C− be the symmetric part of C+ about the real axis. Then set
C = C+ ∪ C−. See Figures 1 and 2 for a picture of the contour C when c < 1
and c≥ 1, respectively.
Let A−1(z) = (S− zI)−1. Since it is difficult to control the spectral norm
of (S − zI)−1 or A−1(z) on the whole contour C, especially for v = 0, we
Fig. 2. Contour C when c≥ 1.
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further define Xˆn(z), a truncated version ofXn(z), as in [5]. Select a sequence
of positive numbers ρn satisfying for some β ∈ (0,1),
ρn ↓ 0, ρn ≥ n−β.(1.8)
Let
Cl =
{
{ul + iv :v ∈ [n−1ρn, v0]}, if ul > 0,
{ul + iv :v ∈ [0, v0]}, if ul < 0,
and
Cr = {ur + iv :v ∈ [n−1ρn, v0]}.
Write C+n = Cl ∪ Cu ∪ Cr. We can now define the truncated process for z =
u+ iv ∈ C by
Xˆn(z) =

Xn(z), if z ∈ C+n ∪ C−n ,
nv+ ρn
2ρn
Xn(zr1) +
ρn − nv
2ρn
Xn(zr2),
if u= ur, v ∈ [−n−1ρn, n−1ρn],
nv+ ρn
2ρn
Xn(zl1) +
ρn − nv
2ρn
Xn(zl2),
if u= ul > 0, v ∈ [−n−1ρn, n−1ρn],
(1.9)
where zr1 = ur+in
−1ρn, zr2 = ur−in−1ρn, zl1 = ul+in−1ρn, zl2 = ul−in−1ρn
and C−n denotes the symmetric part of C+n about the real axis. A picture of
C+n ∪ C−n is the rectangle in Figure 1 with the dash line removed. The ad-
vantage of Xˆn(z) over Xn(z) is that the spectral norm of A
−1(z) involved
in Xˆn(z) may be well controlled on the contour C. Indeed, loosely speaking,
all eigenvalues of S are located inside the interval (1.5) with a high proba-
bility. Therefore, the spectral norm of A−1(z) corresponding to this case is
bounded on C. If some eigenvalues run outside of the interval (1.5) then, at
least, we will still have an upper bound nρ−1n for the spectral norm of A−1(z)
on C. But, the probability that some eigenvalues run outside of the interval
(1.5) is very small, which can offset nρ−1n and even more. This is crucial to
establish tightness of Xˆn(z) on the contour C. On the other hand, such a
truncation does not change the weak limit given in Theorem 2 because the
truncation has been made only at the intervals of the length 2ρn/n.
Note that Xˆn(z) may be viewed as a random element in the metric space
C(C,R2) of continuous functions from C to R2. We are now in a position to
state Lemma 1.
Lemma 1. Under the assumptions of Theorem 2, we have for z ∈ C,
(Xˆn(z), Yn)
D−→ (X(z), Y ),
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where Y ∼N(0,2c(g′(c))2), which is independent of X(z), a Gaussian stochas-
tic process with mean zero and covariance function Cov(X(z1),X(z2)) equal
to
2
cz1z2[(1 +m(z1))(1 +m(z2))− cm(z1)m(z2)] −
2m(z1)m(z2)
c
.(1.10)
Remark 4. Also, note that X(z) is exactly the weak limit of the stochas-
tic process
√
n(xTn (S− zI)−1)xn−mn(z)) when maxi xni→ 0, whose covari-
ance function is
Cov(X(z1),X(z2)) =
2(z2m(z2)− z1m(z1))2
c2z1z2(z1 − z2)(m(z1)−m(z2))
(see [3] and [17]).
We conclude this section by presenting the structure of this work. In
Section 2, we present a simulation study to identify when the asymptotic
normality “kicks in.” Then we turn to the proof. To transfer Lemma 1 to
Theorem 2 we introduce a new empirical distribution function
FS2 (x) =
p∑
i=1
t2i I(λi ≤ x),(1.11)
where t = (t1, . . . , tn)
T = Us¯/‖s¯‖ and U is the eigenvector matrix of S .
It turns out that FS2 (x) and the ESD of S have the same limit, that is,
FS2 (x)
i.p.−→ Fc(x). Thus, by analyticity of f(x), s¯T f(S)s¯/‖s¯‖2 in Theorem 2
is transferred to the Stieljes transform of FS2 (x), s¯
T (S − zI)−1s¯/‖s¯‖2. More-
over, note that
s¯TA−1(z)s¯
1− s¯TA−1(z)s¯ = s¯
T (S − zI)−1s¯.(1.12)
Indeed, this is from the identity (see [20], (2.1))
rT (B+ arrT )−1 =
rTB−1
1 + arTB−1r
,(1.13)
where B and B+arrT are both invertible, r ∈Rp and a ∈R. The stochastic
process Xn(z) in Lemma 1 is then transferred to the stochastic process
Mn(z), where
Mn(z) =
√
n
(
s¯TA−1(z)s¯− cnmn(z)
1 + cnmn(z)
)
.
The convergence of the stochastic process Mn(z) is given in Sections 3 and
4. The proofs of Theorems 1 and 2, Lemma 1 and Remark 4 are included
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in Section 5. The last section picks up the truncation of the underlying
r.v.’s and some useful lemmas. At this point we would like to point out that
both this paper and [5] deal with Stieljes transform of random variables
of interest and use martingale method to establish CLT. But the random
variable of interest in this paper is a kind of random quadratic forms while
[5] is concerned with the trace of random matrices.
Throughout this paper, to save notation, M may denote different con-
stants on different occasions.
2. Simulation study. In this section, we provide a simulation study to
investigate the performance of normal approximations in Theorem 1. We
consider three different populations, the standard normal distribution, the
exponential distribution with parameter 1 and the Poisson distribution with
parameter 1. From each population we generate 5000 samples of order 100×
200, 200× 400 and 400× 800 matrices, respectively, by routines in R. Each
p×nmatrix can be regarded as a collection of n observations of p-dimensional
vectors s, so we can calculate T 2 for each matrix. Based on 5000 samples,
we have 5000 observed T 2 which give us an estimator of the probability
P
( √
n√
2cn(1− cn)−3
(
T 2
n
− cn(1− cn)−1
)
≤ x
)
by
5000−1
∑
I
( √
n√
2cn(1− cn)−3
(
T 2
n
− cn(1− cn)−1
)
≤ x
)
.
In Figures 3–11, there are nine curves. In each figure the horizontal axis
means theoretical quantiles of the standard normal distribution and the
vertical axis indicates sample quantiles of the normalized Hotelling’s T 2
statistics. Every curve represents the quantile-quantile plot for each sampled
matrix. From these pictures we see that the quantiles of T 2 get closer to the
standard normal one as the sample size and the dimension increase. Actually,
when p= 100 and n= 200, normal distributions already “kick in.”
3. Weak convergence of the finite-dimensional distributions. For z ∈ C+n ,
let Mn(z) =M
(1)
n (z) +M
(2)
n (z), where
M (1)n (z) =
√
n(s¯TA−1(z)s¯−Es¯TA−1(z)s¯)
and
M (2)n (z) =
√
n
(
Es¯TA−1(z)s¯− cnmn(z)
1 + cnmn(z)
)
.
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Fig. 3. Q–Q plot for normal data when p= 100.
Fig. 4. Q–Q plot for normal data when p= 200.
In this section the aim is to prove that for any positive integer r and complex
numbers a1, . . . , ar,
r∑
i=1
aiM
(1)
n (zi), ℑzi 6= 0,
converges in distribution to a Gaussian r.v. and to derive the asymptotic
covariance function. Before proceeding, r.v.’s need to be truncated. How-
ever, we shall postpone the truncation of r.v.’s until the last section. As a
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Fig. 5. Q–Q plot for normal data when p= 400.
Fig. 6. Q–Q plot for exponential data when p= 100.
consequence of Lemma 7, we assume that the underlying r.v.’s satisfy
|Xij | ≤ εn
√
n, EX11 = 0, E|X11|2 = 1, E|X11|4 <∞,(3.1)
where εn is a positive sequence which converges to zero as n goes to infinity.
3.1. Outline of the argument. The underlying idea is to write M
(1)
n (z)
as a sum of martingale difference sequences and to apply Lemma 3, CLT
for martingale. Define the σ-field Fj = σ(s1, . . . , sj) and let Ej(·) = E(·|Fj)
and E0(·) be the unconditional expectation. We first simplify the martingale
HOTELLING’S T 2 STATISTIC 11
Fig. 7. Q–Q plot for exponential data when p= 200.
Fig. 8. Q–Q plot for exponential data when p= 400.
representation of M
(1)
n (z) as
∑n
j=1Yj(z) + op(1), where Yj(z) =−2zm(z)×
Ej(
1√
n
sTj A
−1
j (z)s¯j) + zm(z)
√
nEj(αj(z)) and αj(z) and s¯j are defined in
the next subsection. Condition (ii) in Lemma 3 is relatively easy to verify.
Subsequently, to identify the asymptotic covariance function of M
(1)
n (z), the
following limits in probability need to be determined:
1
n
n∑
j=1
Ej−1[Ej(sTj A
−1
j (z1)s¯j)Ej(s¯
T
j A
−1
j (z2)sj)],(3.2)
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Fig. 9. Q–Q plot for Poisson data when p= 100.
Fig. 10. Q–Q plot for Poisson data when p= 200.
n∑
j=1
Ej−1[Ej(sTj A
−1
j (z1)s¯j)Ej(αj(z2))],(3.3)
n
n∑
j=1
Ej−1[Ej(αj(z1))Ej(αj(z2))].(3.4)
As for (3.2), note that
Ej−1[Ej(sTj A
−1
j (z1)s¯j)Ej(s¯
T
j A
−1
j (z2)sj)] =Ej(s¯
T
j A
−1
j (z2))Ej(A
−1
j (z1)s¯j)
HOTELLING’S T 2 STATISTIC 13
Fig. 11. Q–Q plot for Poisson data when p= 400.
and s¯j is an average value of all s1, . . . , sn without sj . Intuitively, the product
of two conditional expectations in the right-hand side of the above formula
should be a multiple of 1n tr[Ej(A
−1
j (z1))Ej(A
−1
j (z2))]. This turns out to be
true. For (3.4), a direct calculation indicates that Ej−1[Ej(αj(z1))Ej(αj(z2))]
involves tr[Ej(Dj(z1))Ej(Dj(z2))] [Dj(z) is defined in the next subsection].
Then our aim is to transfer it to [Ej(s¯
T
j A
−1
j (z2))Ej(A
−1
j (z1)s¯j)]
2 so that the
limit of (3.2) may be used. Essentially, we expect that (3.2) and (3.4) could
be reduced to something like
1
n
n∑
j=1
h
(
j − 1
n
)
for some function h(x). Finally, since the number of sj involved in (3.3) is
odd and sj is independent of s¯j we expect that (3.3)
i.p.→ 0.
3.2. Notation and estimates. We first introduce some notation. Let
A−1j (z) = (S− n−1sjsTj − zI)−1,
A−1ij (z) = (S− n−1sisTi − n−1sjsTj − zI)−1,
s¯j = s¯− n−1sj ,
Dj(z) =A
−1
j (z)s¯j s¯
T
j A
−1
j (z),
βj(z) =
1
1+ (1/n)sTj A
−1
j (z)sj
,
βtrj (z) =
1
1+ (1/n) trA−1j (z)
,
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b1(z) =
1
1+ (1/n)E trA−11 (z)
,
γj(z) =
1
n
sTj A
−1
j (z)sj −
1
n
trA−1j (z),
ξj(z) =
1
n
sTj A
−1
j (z)sj −
1
n
E trA−1j (z),
αj(z) =
1
n
sTj A
−1
j (z)s¯j s¯
T
j A
−1
j (z)sj −
1
n
s¯Tj A
−2
j (z)s¯j ,
βij(z) =
1
1+ (1/n)sTi A
−1
ij (z)si
,
βtrij (z) =
1
1+ (1/n) trA−1ij (z)
,
b12(z) =
1
1+ (1/n)E trA−112 (z)
and
ξij(z) =
1
n
sTi A
−1
ij (z)si −
1
n
E trA−112 (z),
γij(z) =
1
n
sTi A
−1
ij (z)si − (1/n) trA−1ij (z).
We next list some results to be used later. A direct calculation indicates
that the following equalities are true:
E(sT1As1 − trA)(sT1Bs1 − trB) = (EX411 − |EX211|2 − 2)
p∑
i=1
aiibii
(3.5)
+ |EX211|2 trABT + trAB;
E[(sT1As1 − trA)sT1Br] =EX311
p∑
i=1
aiie
T
i Br,(3.6)
where B = (bij)p×p and A = (aij)p×p are deterministic complex matrices
and r is a deterministic vector. Here ei is the vector with the ith ele-
ment being 1 and zero otherwise. In what follows, to facilitate the anal-
ysis in the subsequent subsections, we shall assume v = ℑz > 0. Note that
βj(z), β
tr
j (z), βij(z), β
tr
ij (z), b1(z), b12(z) are bounded in absolute value by |z|/v
[see [4], (3.4)]. From (1.13) we have
A−1(z)−A−1j (z) =A−1(z)(Aj(z)−A(z))A−1j (z)
(3.7)
=− 1
n
A˜j(z)βj(z),
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where A˜j(z) =A
−1
j (z)sjs
T
j A
−1
j (z). From Lemma 2.10 of [4], for any matrix
B,
|tr[(A−1(z)−A−1j (z))B]| ≤
‖B‖
v
,(3.8)
where ‖ · ‖ denotes the spectral norm of a matrix. Moreover, Section 4 in [4]
shows that
n−kE|trA−11 (z)−E trA−11 (z)|k =O(n−k/2), k ≥ 2.(3.9)
One should also note that (3.9) is still true when A−11 (z) is replaced by
A−112 (z).
From now on, we calculate estimates. To simplify the statements, assume
that the spectral norms of nonrandom B,Bi,Ai,C involved in the equalities
(3.10)–(3.18) below are all bounded above by a constant. For k ≥ 2, it follows
from Lemma 4, (3.1) and (3.9) that
n−kE|sT1Bs1 − trB|k =O(ε2k−4n n−1),
(3.10)
E|ξ1(z)|k =O(ε2k−4n n−1)
and that
n−kE|sT1BeieTj Cs1|k
≤Mn−k[E|sT1BeieTj Cs1 − tr(BeieTj C)|k +E|eTj CBei|k](3.11)
=O(ε2k−4n n
−2).
We shall establish the estimates (3.12)–(3.14) below:
E|sT1Bs¯1|k =O(n(k/2−2)εk−4n ), k ≥ 4,
(3.12)
E|α1(z)|k =O(n−2ε2k−4n ), k ≥ 2,
E|sT1Bs2|k =O(nk−2εk−4n ), k ≥ 4,(3.13)
and for m≥ 0, q ≥ 1,0≤ r≤ 2,
E
∣∣∣∣∣
m∏
i=1
1
n
sT1Ais1
q∏
j=1
1
n
(sT1Bjs1 − trBj)(sT1Cls¯1)r
∣∣∣∣∣=O(n−1/2ε(q−2)∨0n ).(3.14)
One should note that (3.12) and (3.13) also give the estimates for k = 2. For
example,
E|sT1Bs¯1|2 ≤ (E|sT1Bs¯1|4)1/2 =O(1).(3.15)
In addition, from (3.10) and (3.13) we also conclude that
E|n−1sT1Bs1sT1Cs2|4 ≤ME|n−1(sT1Bs1 − trB)sT1Cs2|4
+ME|sT1Cs2|4(3.16)
=O(n5/2).
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Consider (3.12) first. Note that for k ≥ 4
E|s¯T1 s¯1|k ≤
M
n2k
[
E
∣∣∣∣∣
n∑
i=2
sTi si
∣∣∣∣∣
k
+E
∣∣∣∣ ∑
i1 6=i2,i1>1,i2>1
sTi1si2
∣∣∣∣k
]
(3.17)
=O(1).
Indeed, applying Lemma 2 twice gives
E
∣∣∣∣∣
n∑
i=2
sTi si
∣∣∣∣∣
k
≤ME
∣∣∣∣∣
n∑
i=2
(sTi si −E(sTi si))
∣∣∣∣∣
k
+M
∣∣∣∣∣
n∑
i=2
E(sTi si)
∣∣∣∣∣
k
≤M
(
n∑
i=2
E(sTi si −E(sTi si))2
)k/2
+M
n∑
i=2
E|sTi si −E(sTi si)|k +Mn2k
≤Mnk +Mn
[(
p∑
m=1
E(X2m2 − 1)2
)k/2
+
p∑
m=1
E|X2m2 − 1|k
]
+Mn2k
≤Mn2k,
while using Lemma 2 three times we obtain
E
∣∣∣∣ ∑
i1 6=i2,i1>1,i2>1
sTi1si2
∣∣∣∣k ≤ nk−1∑
i1>1
E
∣∣∣∣ ∑
i2>1,i1 6=i2
sTi1si2
∣∣∣∣k ≤ nkE
∣∣∣∣∣
n∑
i=3
sT2 si
∣∣∣∣∣
k
≤MnkE
∣∣∣∣∣
n∑
i=3
E[(sT2 si)
2|Gi−1]
∣∣∣∣∣
k/2
+Mnk
n∑
i=3
E|sT2 si|k
≤M[n(3/2)kE|sT2 s2 −EsT2 s2|k/2 + n2k + nk+1E|sT2 s3|k]
=O(n2k),
where Gi = σ(s2, . . . , si). It follows from (3.17) that for k ≥ 4
E|s¯T1Bs¯1|k =E‖s¯T1Bs¯1‖k ≤E(‖s¯T1 ‖‖B‖‖s¯1‖)k ≤ME|s¯T1 s¯1|k ≤M,(3.18)
where ‖ · ‖ denotes the spectral norm of a matrix. This, together with Lemma
4, ensures that for k ≥ 4
E|sT1Bs¯1|k = E|sT1Bs¯1s¯T1B∗s1|k/2
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≤ME|sT1Bs¯1s¯T1B∗s1 − s¯T1B∗Bs¯1|k/2 +ME|s¯T1B∗Bs¯1|k/2
≤ [Mnk/2−2εk−4n +M]E|s¯T1B∗Bs¯1|k/2 +M
≤Mnk/2−2εk−4n ,
which gives the first estimate in (3.12) as well as the order of E|α1(z)|k.
Second, consider (3.13). Let y= (y1, . . . , yp)
T =Bs2 and then, by Lemma
2 and (3.10), for k ≥ 4,
E|sT1 y|k ≤ME
(
p∑
m=1
|ym|2
)k/2
+M
p∑
m=1
E|Xm1|kE|ym|k
≤ME|y∗y|k/2 +Mnk/2−2εk−4n E|y∗y|k/2
≤M(1 + nk/2−2εk−4n )E|sT2B∗Bs2 − tr(B∗B)|k/2(3.19)
+Mnk/2 +Mnk−2εk−4n
=O(nk−2εk−4n ),
where we also use the fact that for k ≥ 4∑
m
|ym|k ≤
(∑
m
|ym|2
)k/2
.
As for (3.14), if m= 0 and r = 0, then (3.14) directly follows from (3.10)
and the Ho¨lder inequality. If m≥ 1 and r = 0, then by induction on m we
have
E
∣∣∣∣∣
m∏
i=1
1
n
sT1Ais1
q∏
j=1
1
n
(sT1Bjs1 − trBj)
∣∣∣∣∣
≤E
∣∣∣∣∣
m−1∏
i=1
1
n
sT1Ais1
1
n
(sT1Ams1 − trAm)
q∏
j=1
1
n
(sT1Bjs1 − trBj)
∣∣∣∣∣
+ME
∣∣∣∣∣
m−1∏
i=1
1
n
trAi
q∏
j=1
1
n
(sT1Bjs1 − trBj)
∣∣∣∣∣
=O(n−1/2ε(q−2)∨0n ).
Repeating the argument above gives
E
∣∣∣∣∣
m∏
i=1
1
n
sT1Ais1
q∏
j=1
1
n
(sT1Bjs1 − trBj)
∣∣∣∣∣
2
=O(n−1ε(2q−4)∨0n )
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[m = 0 by (3.10) and m ≥ 1 by induction]. Thus, for the case m ≥ 1 and
2≥ r ≥ 1, by (3.12) we obtain
E
∣∣∣∣∣
m∏
i=1
1
n
sT1Ais1
q∏
j=1
1
n
(sT1Bjs1 − trBj)(sT1C1s¯1)r
∣∣∣∣∣
≤
(
E
∣∣∣∣∣
m∏
i=1
1
n
sT1Ais1
q∏
j=1
1
n
(sT1Bjs1 − trBj)
∣∣∣∣∣
2
E|sT1C1s¯1|2r
)1/2
=O(n−1/2ε(q−2)∨0n ).
When m= 0 and 2≥ r ≥ 1, (3.14) can be obtained similarly. Thus, we have
proved (3.14).
3.3. The simplification of M
(1)
n (z). To develop CLT forM
(1)
n (z), we write
it as a sum of martingale difference sequences. When simplifying such a
martingale representation, a well-known trick is to use the fact that
Ej [h(trA
−1
j (z))] =Ej−1[h(trA
−1
j (z))],(3.20)
where h(x) is some function. For example, when h(x) = 1/(1+n−1x), (3.20)
becomes Ej(β
tr
j ) =Ej−1(β
tr
j ).
Notice that Ej(s¯
T
j A
−1
j (z)s¯j) =Ej−1(s¯
T
j A
−1
j (z)s¯j). We then write
M (1)n (z) =
√
n
n∑
j=1
[Ej(s¯
TA−1(z)s¯)−Ej−1(s¯TA−1(z)s¯)]
=
√
n
n∑
j=1
[Ej(s¯
TA−1(z)s¯− s¯Tj A−1j (z)s¯j)
(3.21)
−Ej−1(s¯TA−1(z)s¯− s¯Tj A−1j (z)s¯j)]
=
√
n
n∑
j=1
[(Ej −Ej−1)(an1 + an2 + an3)],
where
an1 = (s¯− s¯j)TA−1(z)s¯, an2 = s¯Tj (A−1(z)−A−1j (z))s¯,
an3 = s¯
T
j A
−1
j (z)(s¯− s¯j).
The above sum involving an1 and an2 will be further simplified below.
First, splitting A−1(z) into the sum of A−1(z)−A−1j (z) and A−1j (z) and
splitting s¯ into the sum of s¯j and sj/n, by (3.7) we then have
an1 = a
(1)
n1 + a
(2)
n1 + a
(3)
n1 + a
(4)
n1 ,(3.22)
HOTELLING’S T 2 STATISTIC 19
where
a
(1)
n1 =−
1
n3
(sTj A
−1
j (z)sj)
2βj(z), a
(2)
n1 =−
1
n2
sTj A˜j(z)s¯jβj(z)
and
a
(3)
n1 =
1
n2
sTj A
−1
j (z)sj , a
(4)
n1 =
1
n
sTj A
−1
j (z)s¯j .
Using (3.20) and
βj(z) = β
tr
j (z)− βj(z)βtrj (z)γj(z),(3.23)
we have
(Ej −Ej−1)(a(1)n1 )
= (Ej −Ej−1)
[
1
n3
(sTj A
−1
j (z)sj)
2βtrj (z)
]
− ςn
= (Ej −Ej−1)
[
1
n
γ2j (z)β
tr
j (z)
]
+ (Ej −Ej−1)
[
2
n2
γj(z)β
tr
j (z) trA
−1
j (z)
]
− ςn,
where ςn = (Ej−Ej−1) 1n3 (sTj A−1j (z)sj)2βj(z)βtrj (z)γj(z). This, together with
(3.14), shows that
E
∣∣∣∣∣√n
n∑
j=1
(Ej −Ej−1)(a(1)n1 )
∣∣∣∣∣
2
= n
n∑
j=1
E|(Ej −Ej−1)(a(1)n1 )|2
≤ME|γ1(z)|4 +E|γ1(z)|2 +ME
∣∣∣∣γ1(z) 1n2 (sT1A−11 (z)s1)2
∣∣∣∣2
=O(n−1/2),
which gives
√
n
n∑
j=1
(Ej −Ej−1)(a(1)n1 )
i.p.−→ 0.
By (3.10) it is a simple matter to verify that
√
n
n∑
j=1
(Ej −Ej−1)(a(3)n1 )
i.p.−→ 0.
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Appealing to (3.14) we have
E
∣∣∣∣∣
n∑
j=1
(Ej −Ej−1)γj(z) 1√
n
sTj A
−1
j (z)s¯jβ
tr
j (z)
∣∣∣∣∣
2
=O(n−1/2)
and
E
∣∣∣∣∣√n
n∑
j=1
(Ej −Ej−1) 1
n2
sTj A˜j(z)s¯jβj(z)γj(z)β
tr
j (z)
∣∣∣∣∣
2
=O(n−1/2),
which, together with (3.23), leads to
√
n
n∑
j=1
(Ej −Ej−1)(a(2)n1 )
=−
n∑
j=1
Ej
[
(1− βtrj (z))
1√
n
sTj A
−1
j (z)s¯j
]
+ op(1).
This ensures that
√
n
n∑
j=1
(Ej −Ej−1)(an1)
=
n∑
j=1
Ej
(
βtrj (z)
1√
n
sTj A
−1
j (z)s¯j
)
+ op(1)(3.24)
=−zm(z)
n∑
j=1
Ej
(
1√
n
sTj A
−1
j (z)s¯j
)
+ op(1),
because, by (2.17) in [5], (3.9) and (3.12),
E|(βtrj (z) + zm(z))sTj A−1j (z)s¯j |2 = o(1).(3.25)
Second, splitting s¯ into the sum of s¯j and sj/n further gives
an2 =− 1
n2
s¯Tj A˜j(z)sjβj(z)−
1
n
s¯Tj A˜j(z)s¯jβj(z)
and thus, as in treating a
(2)
n1 , we have
√
n
n∑
j=1
(Ej −Ej−1)(an2)
=−
n∑
j=1
(Ej −Ej−1)
[
(1− βtrj (z))
1√
n
s¯Tj A
−1
j (z)sj
]
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− 1√
n
n∑
j=1
(Ej −Ej−1)[s¯Tj A˜j(z)s¯jβtrj (z)] + op(1)
=−(1 + zm(z))
n∑
j=1
Ej
(
1√
n
s¯Tj A
−1
j (z)sj
)
+ zm(z)
n∑
j=1
√
nEj(αj(z)) + op(1),
where in the last step we also use the estimate
E|(βtrj (z) + zm(z))αj(z)|2 = E[E(|(βtrj (z) + zm(z))αj(z)|2|σ(si, i 6= j))]
= E[|βtrj (z) + zm(z)|2E(|αj(z)|2|σ(si, i 6= j))]
= o(n−2),
which is from (2.17) in [5], (3.9) and (3.12).
Recalling Yj(z) = −2zm(z)Ej( 1√nsTj A−1j (z)s¯j) + zm(z)
√
nEj(αj(z)), so
far we have proved
M (1)n (z) =
n∑
j=1
Yj(z) + op(1).
Consequently, for finite dimension convergence of M
(1)
n (z), we need consider
only the sum
r∑
i=1
ai
n∑
j=1
Yj(zi) =
n∑
j=1
r∑
i=1
aiYj(zi).(3.26)
Next we verify condition (ii) of Lemma 3. RecallingDj(z) =A
−1
j (z)s¯j s¯
T
j ×
A−1j (z), write
αj(z) = α
(1)
j (z) +α
(2)
j (z) +α
(3)
j (z),
where
α
(3)
j (z) =
1
n
∑
h 6=l
eThDj(z)elXhjXlj ,
α
(2)
j (z) =
1
n
p∑
h=1
eThDj(z)eh[X
2
hjI(|Xhj | ≤ logn)−EX2hjI(|Xhj | ≤ logn)]
and
α
(1)
j (z) =
1
n
p∑
h=1
eThDj(z)eh[X
2
hjI(|Xhj |> logn)−EX2hjI(|Xhj |> logn)].
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Lemma 5 and (3.18) show that E|α(3)j (z)|4 =O(n−4). Lemma 2 and (3.18)
give E|α(2)j (z)|4 =O(n−4(logn)4) because
n∑
h=1
|eThDj(z)eh|k ≤
∣∣∣∣∣
n∑
h=1
s¯Tj A
−1
j (z¯)ehe
T
hA
−1
j (z)s¯j
∣∣∣∣∣
k
(3.27)
= (s¯Tj A
−1
j (z¯)A
−1
j (z)s¯j)
k,
where k = 2 or 4 and A−1j (z¯) denotes the complex conjugate of A
−1
j (z).
We conclude from (3.27) and EX411I(|X11| > logn)→ 0 that E|α(1)j (z)|2 =
o(n−2). Therefore, we obtain
n∑
j=1
E
∣∣∣∣∣
r∑
i=1
aiYj(zi)
∣∣∣∣∣
2
I
(∣∣∣∣∣
r∑
i=1
aiYj(zi)
∣∣∣∣∣≥ ε
)
≤ 4
n∑
j=1
4∑
h=1
E
∣∣∣∣∣
r∑
i=1
aiY
(h)
j (zi)
∣∣∣∣∣
2
I
(∣∣∣∣∣
r∑
i=1
aiY
(h)
j (zi)
∣∣∣∣∣≥ ε/4
)
≤ M
ε2
n∑
j=1
4∑
h=2
E
∣∣∣∣∣
r∑
i=1
aiY
(h)
j (zi)
∣∣∣∣∣
4
+4
n∑
j=1
E
∣∣∣∣∣
r∑
i=1
aiY
(1)
j (zi)
∣∣∣∣∣
2
→ 0,
where Y
(h)
j (z) = zm(z)
√
nEj(α
(h)
j (z)), h = 1,2,3 and Y
(4)
j (z) = −2zm(z) ×
Ej(
1√
n
sTj A
−1
j (z)s¯j). Here we also use E|Y (4)j (z)|4 =O(n−2) by (3.12). Thus,
the condition (ii) of Lemma 3 is satisfied. Hence, the next task is to find, for
z1, z2 ∈C \R, the limit in probability of
n∑
j=1
Ej−1(Yj(z1)Yj(z2)).(3.28)
To this end, it is enough to find the limits in probability for (3.2), (3.3) and
(3.4).
The limits of (3.2)–(3.4) and finally (3.28) will be determined in the sub-
sequent subsections.
3.4. The limit of (3.2). Our aim is to prove that
(3.2) =
z1z2m(z1)m(z2)
n
n∑
j=1
j − 1
n2
tr(Ej(A
−1
j (z2))Ej(A
−1
j (z1)))
(3.29)
+ op(1).
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The strategy is to first replace s¯j by
1
n
∑n
i 6=j si, then replace the resulting
quadratic forms in terms of si by its corresponding trace and βij(z2) by its
corresponding limit.
To this end, introduce A−1j (z) and s¯j like A
−1
j (z) and s¯j , respectively,
but A−1j (z) and s¯j are now defined by s1, . . . , sj−1, sj+1, . . . , sn instead of
s1, . . . , sj−1, sj+1, . . . , sn. Here {sj+1, . . . , sn} are i.i.d. copies of s1 and inde-
pendent of {sj , j = 1, . . . , n}. Therefore, (3.2) is equal to
1
n
n∑
j=1
tr[Ej(A
−1
j (z1)s¯j)Ej(s¯
T
j A
−1
j (z2))] =
1
n
n∑
j=1
Ej [s¯
T
j A
−1
j (z2)A
−1
j (z1)s¯j ].
Applying s¯j =
1
n
∑n
i 6=j si and (1.13) further gives
Ej [s¯
T
j A
−1
j (z2)A
−1
j (z1)s¯j ] =
1
n
n∑
i 6=j
Ej[βij(z2)s
T
i A
−1
ij (z2)A
−1
j (z1)s¯j].(3.30)
The next aim is to replace βij(z2) in the equality above by β
tr
ij (z2). To
this end, consider the case i > j first. By (3.14)
E|Ej[(βij(z2)− βtrij (z2))sTi A−1ij (z2)A−1j (z1)s¯j ]|=O(n−1/2).(3.31)
Second, when i < j, break A−1j (z1) into the sum of A
−1
ij (z1) and A
−1
j (z1)−
A−1ij (z1), s¯j into the sum of s¯ ij and s¯j − s¯ ij , where A ij(z1) = Aj(z1) −
n−1sisTi and s¯ ij = s¯j − si/n. Then, when i < j, with notation
β
ij
(z) =
1
1+ (1/n)sTi A
−1
ij (z)si
,
we have
Ej [(βij(z2)− βtrij (z2))sTi A−1ij (z2)A−1j (z1)s¯j] = cn1 + cn2 + cn3 + cn4,(3.32)
where
cn1 = Ej[(βij(z2)− βtrij (z2))sTi A−1ij (z2)A−1ij (z1)s¯ ij ],
cn2 =
1
n
Ej [(βij(z2)− βtrij (z2))sTi A−1ij (z2)A−1ij (z1)si],
cn3 =− 1
n
Ej [(βij(z2)− βtrij (z2))sTi A−1ij (z2)A−1ij (z1)sisTi A−1ij (z1)β ij(z1)s¯ ij ]
and
cn4 =− 1
n2
Ej [(βij(z2)− βtrij (z2))sTi A−1ij (z2)A−1ij (z1)sisTi A−1ij (z1)β ij(z1)si].
It follows from (3.14) that E|cnj | ≤Mn−1/2, j = 1,2,3,4. Thus, βij(z2) in
(3.30) can be replaced by βtrij (z2), as expected.
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In what follows we use the notation oL1(1) to denote convergence to zero
in L1. Moreover, note that Ej[β
tr
ij (z2)s
T
i A
−1
ij (z2)A
−1
j (z1)s¯j ] = 0 when i > j.
This, together with (3.31) and (3.32), implies that
Ej [s¯
T
j A
−1
j (z2)A
−1
j (z1)s¯j ]
=
1
n
n∑
i 6=j
Ej[β
tr
ij (z2)s
T
i A
−1
ij (z2)A
−1
j (z1)s¯j ] + oL1(1)
(3.33)
=
1
n
∑
i<j
Ej[β
tr
ij (z2)s
T
i A
−1
ij (z2)A
−1
j (z1)s¯j ] + oL1(1)
= dn1 + dn2 + dn3 + oL1(1),
where
dn1 =
1
n2
∑
i<j
Ej [β
tr
ij (z2)s
T
i A
−1
ij (z2)A
−1
ij (z1)siβ ij(z1)],
dn2 =
1
n
∑
i<j
Ej[β
tr
ij (z2)s
T
i A
−1
ij (z2)A
−1
ij (z1)s¯ij ]
and
dn3 =− 1
n2
∑
i<j
Ej[β
tr
ij (z2)s
T
i A
−1
ij (z2)A
−1
ij (z1)sis
T
i A
−1
ij (z1)βij(z1)s¯ij ].
Here, in the last step, we apply s¯j = si/n + s¯ij first, then use (1.13) and
finally split A−1j (z1) into two parts as before.
We claim that the terms dn2 and dn3 are both negligible. To see this, we
first prove the following estimate:
E
∣∣∣∣ 1n∑
i<j
sTi A
−1
ij (z2)A
−1
ij (z1)s¯ij
∣∣∣∣2 = o(1).(3.34)
Indeed, the left-hand side of (3.34) may be expanded as
1
n2
∑
i1<j,i2<j
E(sTi1A
−1
i1j
(z2)A
−1
i1j
(z1)s¯i1js
T
i2A
−1
i2j
(z¯2)A
−1
i2j
(z¯1)s¯i2j).(3.35)
From (3.12), the term corresponding to i1 = i2 in (3.35) is bounded by
1
n2
∑
i1<j
E|sTi1A−1i1j(z2)A−1i1j(z1)s¯i1j|2 =O
(
1
n
)
.
To treat the case i1 6= i2, we need to further split A−1i1j(z2) as the sum of
A−1i1i2j(z2) and A
−1
i1j
(z2)−A−1i1i2j(z2), whereAi1i2j(z2) =Ai1j(z2)−n−1si2sTi2 .
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Moreover, both A−1i1j(z1) and s¯i1j are also needed to be similarly split. To
simplify notation, define
βi1i2j(z) =
1
1+ (1/n)sTi2A
−1
i1i2j
(z)si2
,
β
i1i2j
(z) =
1
1+ (1/n)sTi2A
−1
i1i2j
(z)si2
and
Ai1i2j(z) =Ai1j(z)− si2sTi2 , s¯i1i2j = s¯i1j −
si2
n
,
ζi2j = s
T
i2A
−1
i2j
(z¯2)A
−1
i2j
(z¯1)s¯i2j.
By (1.13), (3.12), (3.13) and (3.16) we have
1
n
|E(sTi1A−1i1j(z2)A−1i1j(z1)si2ζi2j)|
=
1
n
|E(sTi1A−1i1j(z2)A−1i1i2j(z1)βi1i2j(z1)si2ζi2j)|
≤ M
n
|E(sTi1A−1i1i2j(z2)A−1i1i2j(z1)βi1i2j(z1)si2ζi2j)|
+
M
n2
|E(sTi1A−1i1i2j(z2)si2sTi2A−1i1i2j(z2)βi1i2j(z2)
×A−1i1i2j(z1)βi1i2j(z1)si2ζi2j)|
≤ M
n
(E|sTi1A−1i1i2j(z2)A−1i1i2j(z1)si2 |2E|ζi2j|2)1/2
+
M
n2
(E|sTi1A−1i1i2j(z2)si2sTi2A−1i1i2j(z2)A−1i1i2j(z1)si2 |2E|ζi2j |2)1/2
=O(n−3/8);
1
n
|E(sTi1A−1i1i2j(z2)si2sTi2βi1i2j(z2)A−1i1i2j(z2)A−1i1i2j(z1)s¯i1i2jζi2j)|
≤ M
n
(E|sTi1A−1i1i2j(z2)si2 |4E|sTi2A−1i1i2j(z2)A−1i1i2j(z1)s¯i1i2j |4)1/4(E|ζi2j |2)1/2
=O(n−1/2);
1
n
|E(sTi1A−1i1i2j(z2)A−1i1i2j(z1)si2sTi2βi1i2j(z1)A
−1
i1i2j
(z1)s¯i1i2jζi2j)|
≤ M
n
(E|sTi1A−1i1i2j(z2)A−1i1i2j(z1)si2 |4E|sTi2A−1i1i2j(z1)s¯i1i2j |4)1/4(E|ζi2j |2)1/2
=O(n−1/2);
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1
n2
|E(sTi1A−1i1i2j(z2)si2sTi2βi1i2j(z2)A−1i1i2j(z2)
×A−1i1i2j(z1)si2sTi2A−1i1i2j(z1)βi1i2j(z1)s¯i1i2jζi2j)|
≤ M
n2
(E|sTi1A−1i1i2j(z2)si2sTi2A−1i1i2j(z2)A−1i1i2j(z1)si2 |4E|sTi2A−1i1i2j(z1)s¯i1i2j |4)1/4
× (E|ζi2j |2)1/2 =O(n−3/8).
The above four estimates, together with the fact that
E(sTi1A
−1
i1i2j
(z2)A
−1
i1i2j
(z1)× s¯i1i2jζi2j) = 0, i1 6= i2,
imply that all terms in (3.35) corresponding to i1 6= i2 are bounded in abso-
lute value by Mn−3/8, which ensures (3.34).
Consider the term dn2 now. In view of (3.9) and (3.14) we may substitute
b12(z2) for β
tr
ij (z2) in the term dn2 first and then apply (3.34) to conclude
that E|dn2|= o(1). As for the term dn3, it follows from (3.9) and (3.14) that
βtrij (z2), β ij(z1) and s
T
i A
−1
ij (z2)A
−1
ij (z1)si can be replaced by b12(z2), b12(z1)
and 1n trA
−1
ij (z2)A
−1
ij (z1), respectively, where
b12(z) =
1
1+ (1/n)E trA−112 (z)
[note: b12(z) = b12(z)]. Moreover, by an inequality similar to (3.8) we have∣∣∣∣Ej[sTi A−1ij (z1)s¯ ij 1n(tr(A−1ij (z2)A−1ij (z1))− tr(A−1j (z2)A−1j (z1)))
]∣∣∣∣
≤MEj |s
T
i A
−1
ij (z1)s¯ ij|
n
.
Therefore, from (3.12) we obtain
dn3 =−b12(z2)b12(z1)
n2
Ej
[
tr(A−1j (z2)A
−1
j (z1))
∑
i<j
sTi A
−1
ij (z1)s¯ ij
]
+ oL1(1).
As in (3.34) we may prove that (even simpler)
E
∣∣∣∣ 1n∑
i<j
sTi A
−1
ij (z1)s¯ ij
∣∣∣∣2 = o(1),(3.36)
which then implies that E|dn3|= o(1).
As for dn1, we conclude from (3.9), (3.14) and (3.8) that
dn1 =
b12(z2)b12(z1)
n2
∑
i<j
trEj [A
−1
ij (z2)A
−1
ij (z1)] + oL1(1)
=
b12(z2)b12(z1)
n2
(j − 1) tr[Ej(A−1j (z2))Ej(A−1j (z1))] + oL1(1).
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Summarizing the above, we have thus proved that
Ej(s¯
T
j A
−1
j (z2))Ej(A
−1
j (z1)s¯j)
=
j − 1
n2
b12(z2)b12(z1) tr[Ej(A
−1
j (z2))Ej(A
−1
j (z1))] + oL1(1)(3.37)
=
j − 1
n2
z1z2m(z1)m(z2) tr[Ej(A
−1
j (z2))Ej(A
−1
j (z1))] + oL1(1),
using the fact that, by (2.17) in [5] and (3.8),
b12(z)→−zm(z).(3.38)
This implies (3.29).
3.5. The limit of (3.3). Our goal is to show that
(3.3)
i.p.−→ 0.(3.39)
In view of (3.6) we have
(3.3) =
EX311
n
n∑
j=1
p∑
i=1
[Ej(Dj(z2))]ii[Ej(e
T
i A
−1
j (z1)s¯j)].(3.40)
We first prove that eTi A
−1
j (z1)s¯j above may be replaced by E(e
T
i A
−1
j (z1)s¯j).
Using martingale decompositions as in (3.21) and the fact that eTi A
−1
j (z)s¯j =
s¯Tj A
−1
j (z)ei, we obtain that
s¯Tj A
−1
j (z2)eiEj [θij(z1)]
= [s¯Tj A
−1
j (z2)ei −E(s¯Tj A−1j (z2)ei)]Ej [θij(z1)]
(3.41)
+E(s¯Tj A
−1
j (z2)ei)Ej [θij(z1)]
= θij(z2)×Ej [θij(z1)] +E(s¯Tj A−1j (z2)ei)Ej [θij(z1)],
where
θij(z) = e
T
i A
−1
j (z)s¯j −E(eTi A−1j (z)s¯j) =
n∑
m6=j
(Em −Em−1)(θijm(z))
and
θijm(z) = e
T
i A
−1
j (z)s¯j − eTi A−1jm(z)s¯jm
=
[
− 1
n2
eTi A
−1
jm(z1)sms
T
mA
−1
jm(z)βmj(z)sm
− 1
n
eTi A
−1
jm(z)sms
T
mA
−1
jm(z)βmj(z)s¯jm +
1
n
eTi A
−1
jm(z)sm
]
.
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As in (3.19), one can verify that
E|n−1eTi A−1jm(z)sm|k =O(n−k), k = 2 or 4,
(3.42)
E|n−1eTi A−1jm(z)sm|8 =O(n−6).
Thus, for k = 2 or 4, via (3.12),
E
∣∣∣∣ 1neTi A−1jm(z)smsTmA−1jm(z)s¯jm
∣∣∣∣k =O(n−2εk−2n )
and, via (3.10),
E
∣∣∣∣ 1n2eTi A−1jm(z1)smsTmA−1jm(z)sm
∣∣∣∣k =O(n−2−3(k−2)/4).
These yield that E|θijm(z)|2 =O(n−2), E|θijm(z)|4 =O(n−2εn) and then
E|θij(z)|2 =O(n−1),
(3.43)
E|θij(z)|4 =O(n−1εn).
Therefore,[
E
p∑
i=1
|[Ej(Dj(z2))]iiEj(θij(z1))|
]2
≤
p∑
i=1
E|eTi A−1j (z2)s¯j |2
p∑
i=1
E|s¯Tj A−1j (z2)eiEj(θij(z1))|2
≤M
p∑
i=1
[E|θij(z2)|4E|θij(z1)|4]1/2(3.44)
+M
p∑
i=1
|E(s¯Tj A−1j (z2)ei)|2E|θij(z1)|2
=O(εn).
Here, by (3.18)
p∑
i=1
|E(s¯Tj A−1j (z2)ei)|2E|θij(z2)|2 ≤
M
n
p∑
i=1
|E(s¯Tj A−1j (z2)ei)|2
≤ M
n
E(s¯Tj A
−1
j (z2)A
−1
j (z¯2)s¯j)
≤ M
n
.
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Thus, eTi A
−1
j (z1)s¯j involved in (3.40) may be replaced by E(e
T
i A
−1
j (z1)s¯j),
as expected.
In addition, by (3.18) and (A.2)
E
p∑
i=1
|[Ej(Dj(z2))]iiE(eTi A−1j (z1)s¯j)|
≤E
p∑
i=1
[Ej(A
−1
j (z¯2)s¯j s¯
T
j A
−1
j (z2))]ii|E(eTi A−1j (z1)s¯j)|(3.45)
≤max
i
|E(eTi A−11 (z1)s¯1)|E(s¯Tj A−1j (z2)A−1j (z¯2)s¯j)→ 0.
It follows from (3.44) and (3.45) that
E
p∑
i=1
|[Ej(Dj(z2))]iiEj(eTi A−1j (z1)s¯j)| → 0,(3.46)
which then ensures (3.39).
3.6. The limit of (3.4). The goal in this section is to prove that
(3.4) =
2z21z
2
2m
2(z1)m
2(z2)
n
(3.47)
×
n∑
j=1
(j − 1)2
n4
[tr(Ej(A
−1
j (z2))Ej(A
−1
j (z1)))]
2 + op(1).
First, (3.5) shows that (3.4) is equal to
E|X11|4 − 3
n
n∑
j=1
p∑
i=1
Ej(Dj(z1))iiEj(Dj(z2))ii
(3.48)
+
2
n
n∑
j=1
tr[Ej(Dj(z1))Ej(Dj(z2))].
To prove (3.47), the strategy is to substitute Ej(s¯
T
j A
−1
j (z)) for each s¯
T
j A
−1
j (z)
involved in Ej(Dj(z)) by a martingale method. As we shall see, the above
first term converges to zero in probability and the second term has a close
connection with (3.2).
Consider the second term of (3.48) first. Write
tr[Ej(Dj(z1))Ej(Dj(z2))]
=Ej [s¯
T
j A
−1
j (z1)A
−1
j (z2)s¯j s¯
T
j A
−1
j (z2)A
−1
j (z1)s¯j ](3.49)
=Ej [s¯
T
j A
−1
j (z1)A
−1
j (z2)s¯j s¯
T
j A
−1
j (z2)Ej(A
−1
j (z1)s¯j)] + fn,
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where
fn =Ej [s¯
T
j A
−1
j (z1)A
−1
j (z2)s¯j s¯
T
j A
−1
j (z2)(A
−1
j (z1)s¯j −Ej(A−1j (z1)s¯j))].
We claim that
E|fn|= o(1).(3.50)
To see this, let E ij =E(·|s1, . . . , si, sj+1, . . . , sn). Then, recalling the defini-
tions of A−1j (z) and s¯j as before, we obtain a martingale decomposition
s¯Tj A
−1
j (z2)(A
−1
j (z1)s¯j −Ejj(A−1j (z1)s¯j))
=
n∑
i=j+1
(E ij [s¯
T
j A
−1
j (z2)A
−1
j (z1)s¯j ]−E(i−1)j [s¯Tj A−1j (z2)A−1j (z1)s¯j ])
=
n∑
i=j+1
(E ij −E(i−1)j)[s¯Tj A−1j (z2)A−1j (z1)s¯j − s¯Tj A−1j (z2)A−1ij (z1)s¯ij ]
= fn1+ fn2,
where
fn1 =
1
n
n∑
i=j+1
(E ij −E(i−1)j)[s¯Tj A−1j (z2)A−1ij (z1)siβij(z1)]
and
fn2 =− 1
n
n∑
i=j+1
(E ij −E(i−1)j)[s¯Tj A−1j (z2)A−1ij (z1)sisTi A−1ij (z1)s¯ijβij(z1)].
Note that s¯j is independent of si for i > j. Then applying (3.12) yields
E|fn1|2 ≤ M
n2
n∑
i=j+1
E|s¯Tj A−1j (z2)A−1ij (z1)si|2 =O
(
1
n
)
and
E|fn2|2 ≤ M
n2
n∑
i=j+1
E|s¯Tj A−1j (z2)A−1ij (z1)sisTi A−1ij (z1)s¯ij |2
≤ M
n2
n∑
i=j+1
(E|s¯Tj A−1j (z2)A−1ij (z1)si|4E|sTi A−1ij (z1)s¯ij |4)1/2
=O
(
1
n
)
,
which ensures that
E|s¯Tj A−1j (z2)(A−1j (z1)s¯j −Ejj(A−1j (z1)s¯j))|2 =O
(
1
n
)
.
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So (3.50) follows from the above estimate and
E|s¯Tj A−1j (z1)A−1j (z2)s¯j|2 =O(1),
which may be obtained immediately by checking the argument of (3.18).
As in (3.50) we may also prove that
E|Ej [s¯Tj A−1j (z1)A−1j (z2)
(3.51)
× s¯j(s¯Tj A−1j (z2)−Ej(s¯Tj A−1j (z2)))Ej(A−1j (z1)s¯j)]|= o(1).
Therefore, combining (3.49)–(3.51) with (3.37) we have
tr[Ej(Dj(z1))Ej(Dj(z2))]
=Ej[s¯
T
j A
−1
j (z1)A
−1
j (z2)s¯jEj(s¯
T
j A
−1
j (z2))Ej(A
−1
j (z1)s¯j)]
+ oL1(1)
=Ej(s¯
T
j A
−1
j (z1))Ej(A
−1
j (z2)s¯j)Ej(s¯
T
j A
−1
j (z2))Ej(A
−1
j (z1)s¯j)(3.52)
+ oL1(1)
=
(j − 1)2
n4
z21z
2
2m
2(z1)m
2(z2)[tr(Ej(A
−1
j (z2))EjA
−1
j (z1))]
2
+ oL1(1).
We now turn to the first term in (3.48) and claim that
1
n
n∑
j=1
p∑
i=1
Ej(Dj(z1))iiEj(Dj(z2))ii
i.p.−→ 0.(3.53)
Indeed, it follows from (3.41) that
E
∣∣∣∣∣
p∑
i=1
Ej(Dj(z2))iiEj(θij(z1)s¯
T
j A
−1
j (z1)ei)
∣∣∣∣∣
≤
p∑
i=1
E|Ej(Dj(z2))iiEj(θij(z1))2|
+
p∑
i=1
E|Ej(Dj(z2))iiEj(θij(z1))E(s¯Tj A−1j (z1)ei)|.
The second term above is not greater than
max
i
|E(s¯Tj A−1j (z1)ei)|
p∑
i=1
E|Ej(Dj(z2))iiEj(θij(z1))|,
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which converges to zero by (3.44) and (A.2). Moreover, by (3.18) and (3.43)(
p∑
i=1
E|Ej(Dj(z2))iiEj(θij(z1))2|
)2
≤
p∑
i=1
E|(Dj(z2))ii|2
p∑
i=1
E|θij(z1)|4
≤E
(
p∑
i=1
s¯Tj A
−1
j (z¯1)eie
T
i A
−1
j (z1)s¯j
)2 p∑
i=1
E|θij(z1)|4
=O(εn).
In addition, it follows from Lemma 6 and (3.46) that
E
∣∣∣∣∣
p∑
i=1
Ej(Dj(z2))iiE(e
T
i A
−1
j (z1)s¯j)Ej(s¯
T
j A
−1
j (z1)ei)
∣∣∣∣∣
≤max
i
|E(eTi A−11 (z1)s¯1)|
p∑
i=1
E|Ej(Dj(z2))iiEj(s¯Tj A−1j (z1)ei)| → 0.
Consequently, the proof of (3.53) is complete. Thus, (3.47) follows from
(3.52), (3.53) and (3.48).
3.7. The limit of (3.28). Note that (see [5], (2.18))
tr(Ej(A
−1
j (z2))Ej(A
−1
j (z1)))
[
1− (j − 1)p
n2
mn(z1)mn(z2)
(1 +mn(z1))(1 +mn(z2))
]
(3.54)
=
p
z1z2(1 +mn(z1))(1 +mn(z2))
+ ln,
where E|ln| ≤M
√
n and mn(z) is defined like mn(z), but corresponding to
m(z). Obviously, mn(z)→m(z). This implies that
(j − 1)z1z2m(z1)m(z2)
n2
tr(Ej(A
−1
j (z2))Ej(A
−1
j (z1)))
=
z1z2(1 +m(z1))(1 +m(z2))
p
tr(Ej(A
−1
j (z2))Ej(A
−1
j (z1)))
− 1 + oL1(1),
which, together with (3.37) and (3.52), leads to
4 tr[Ej(A
−1
j (z1)s¯j)Ej(s¯
T
j A
−1
j (z2))] + 2 tr(Ej(Dj(z1))Ej(Dj(z2)))
=
4(j − 1)z1z2m(z1)m(z2)
n2
tr(Ej(A
−1
j (z2))Ej(A
−1
j (z1)))
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+
2(j − 1)2z21z22m2(z1)m2(z2)
n4
[tr(Ej(A
−1
j (z2))Ej(A
−1
j (z1)))]
2
+ oL1(1)
=−2+ 2z21z22(1 +m(z1))2(1 +m(z2))2
[tr(Ej(A
−1
j (z2))Ej(A
−1
j (z1)))]
2
p2
+ oL1(1).
Further, we conclude from (3.54) that
1
np2
n∑
j=1
[tr(Ej(A
−1
j (z1))Ej(A
−1
j (z2)))]
2
=
1
z21z
2
2(1 +m(z1))
2(1 +m(z2))2
× 1
n
n∑
j=1
1
(1− (j − 1)p/n2(m(z1)m(z2)/((1 +m(z1))(1 +m(z2)))))2
+ op(1)
i.p.−→ 1
z21z
2
2(1 +m(z1))
2(1 +m(z2))2
×
∫ 1
0
dx
(1− x(cm(z1)m(z2)/((1 +m(z1))(1 +m(z2)))))2
=
1
z21z
2
2(1 +m(z1))(1 +m(z2))[(1 +m(z1))(1 +m(z2))− cm(z1)m(z2)]
.
It follows that
(3.28) = z1z2m(z1)m(z2)
1
n
n∑
j=1
[4 tr[Ej(A
−1
j (z1)s¯j)Ej(s¯
T
j A
−1
j (z2))]
+ 2 tr[Ej(Dj(z1))Ej(Dj(z2))]]
(3.55)
+ op(1)
i.p.−→ 2cz1z2m
2(z1)m
2(z2)
(1 +m(z1))(1 +m(z2))− cm(z1)m(z2) .
4. Tightness of Mˆ (1)
n
(z) and convergence ofM (2)
n
(z). First, we proceed
to prove the tightness of Mˆ
(1)
n (z) for z ∈ C, which is a truncated version of
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Mn(z) as in (1.9). By (3.12) we have
E
∣∣∣∣∣
m∑
i=1
ai
n∑
j=1
Yj(zi)
∣∣∣∣∣
2
=
n∑
j=1
E
∣∣∣∣∣
m∑
i=1
aiYj(zi)
∣∣∣∣∣
2
≤M, v0 =ℑzi,
which ensures that condition (i) of Theorem 12.3 in [6] is satisfied, as pointed
out in [5]. Here Yj(z) is defined in (3.26). Condition (ii) of Theorem 12.3 in
[6] will be verified if the following holds:
E
|M (1)n (z1)−M (1)n (z2)|2
|z1 − z2|2 ≤M for z1, z2 ∈ C
+
n ∪ C−n .(4.1)
In the sequel, since C+n and C−n are symmetric, we shall prove the above
inequality on C+n only. Throughout this section, all bounds including O(·)
and o(·) expressions hold uniformly for z ∈ C+n .
In view of our truncation steps, (1.9a) and (1.9b) in [5] apply to our case
as well, that is, for any η1 > (1 +
√
c)2, 0< η2 < I(0,1)(c)(1−
√
c)2 and any
positive l
P (‖S‖ ≥ η1) = o(n−l), P (λmin(S)≤ η2) = o(n−l).(4.2)
Note that when either z ∈ Cu or z ∈ Cl and ul < 0, ‖A−1j (z)‖ is bounded in
n. But this is not the case for z ∈ Cr or z ∈ Cl and ul > 0. In general, for
z ∈ C+n , we have
‖A−1j (z)‖ ≤M + v−1I(‖Aj‖ ≥ hr or λmin(Aj)≤ hl).(4.3)
Here, Aj = S− sjsTj , hr ∈ ((1 +
√
c)2, ur) and hl ∈ (ul, (1−
√
c)2).
Note that A−1(z1)−A−1(z2) = (z2 − z1)A−1(z1)A−1(z2). As in Section
3.3, we then write
M
(1)
n (z1)−M (1)n (z2)
z1 − z2
=−√n
n∑
j=1
(Ej −Ej−1)[s¯TA−1(z1)A−1(z2)s¯(4.4)
− s¯Tj A−1j (z1)A−1j (z2)s¯j ].
Moreover, expanding the above difference we get
s¯TA−1(z1)A−1(z2)s¯− s¯Tj A−1j (z1)A−1j (z2)s¯j = qn1 + qn2 + qn3,
where
qn1 = (s¯
T − s¯Tj )A−1(z1)A−1(z2)s¯,
qn2 = s¯
T
j (A
−1(z1)A−1(z2)−A−1j (z1)A−1j (z2))s¯
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and
qn3 = s¯
T
j A
−1
j (z1)A
−1
j (z2)(s¯− s¯j).
It follows from (1.8), (3.12), (4.3) and (4.2) that
E
∣∣∣∣∣√n
n∑
j=1
(Ej −Ej−1)qn3
∣∣∣∣∣
2
≤ 1
n
n∑
j=1
E|s¯Tj A−1j (z1)A−1j (z2)sj |2
≤M+Mn8ρ−4n P (‖A1‖ ≥ hr or λmin(A1)≤ hl)
≤M,
where we use, on the event (‖Aj‖ ≥ hr or λmin(Aj)≤ hl), by (3.1),
|s¯Tj A−1j (z1)A−1j (z2)sj | ≤ ‖s¯j‖‖sj‖‖A−1j (z1)A−1j (z2)‖
(4.5)
≤Mv−2n2 ≤Mn4ρ−2n .
For qn2, expanding its difference term by term we have
qn2 = q
(1)
n2 + · · ·+ q(6)n2 ,
where
q
(1)
n2 =
1
n2
s¯Tj βj(z1)βj(z2)A˜j(z1)A˜j(z2)s¯j ,
q
(2)
n2 =−
1
n
s¯Tj βj(z1)A˜j(z1)A
−1
j (z2)s¯j ,
q
(3)
n2 =−
1
n
s¯Tj βj(z2)A
−1
j (z1)A˜j(z2)s¯j ,
q
(4)
n2 =
1
n3
s¯Tj βj(z1)βj(z2)A˜j(z1)A˜j(z2)sj
and
q
(5)
n2 =−
1
n2
s¯Tj βj(z1)A˜j(z1)A
−1
j (z2)sj ,
q
(6)
n2 =−
1
n2
s¯Tj βj(z2)A
−1
j (z1)A˜j(z2)sj .
We conclude from (3.14), (4.2), (4.3) and (4.5) that
E
∣∣∣∣∣√n
n∑
j=1
(Ej−Ej−1)q(6)n2
∣∣∣∣∣
2
≤M+Mv−8n8P (‖S‖ ≥ hr or λmin(A1)≤ hl)≤M,
where we use, on the event (‖S‖ ≥ hr or λmin(A1)≤ hl),
|βj(z)|= |1− n−1sTj A−1(z)sj | ≤ 1 + n−1v−1‖sj‖2 ≤Mv−1n(4.6)
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by (3.7). Similar argument shows that
E
∣∣∣∣∣√n
n∑
j=1
(Ej −Ej−1)q(6)n2
∣∣∣∣∣
2
=O(1), j = 2, . . . ,5.
Moreover, write qn1 = q
(1)
n1 + q
(2)
n1 + q
(3)
n1 , where
q
(1)
n1 =
1
n2
βj(z1)βj(z2)s
T
j A
−1
j (z1)A
−1
j (z2)sj ,
q
(2)
n1 =
1
n
βj(z1)s
T
j A
−1
j (z1)A
−1
j (z2)s¯j
and
q
(3)
n1 =−
1
n2
βj(z1)βj(z2)s
T
j A
−1
j (z1)A˜j(z2)s¯j .
The argument for q
(6)
n2 also works for q
(j)
n1 , j = 1,2,3, and thus,
E
∣∣∣∣∣√n
n∑
j=1
(Ej −Ej−1)qn1
∣∣∣∣∣
2
≤M.
The proof of (4.1) is complete.
Next, considerM
(2)
n (z). By s¯= n−1
∑n
i=1 si, (1.13) and an equality similar
to (A.3) we obtain
√
nE(s¯TA−1(z)s¯) =
1√
n
n∑
i=1
E(βi(z)s
T
i A
−1
i (z)s¯)
=
1√
n
n∑
i=1
E(βi(z)s
T
i A
−1
i (z)s¯i)
+
1
n3/2
n∑
i=1
E(βi(z)s
T
i A
−1
i (z)si)
=
b1(z)√
n
E(trA−11 (z)) + b1(z)tn1 + b1(z)tn2,
where
tn1 =−
√
nE(β1(z)ξ1(z)s
T
1A
−1
1 (z)s¯1),
tn2 =− 1√
n
E(β1(z)ξ1(z)s
T
1A
−1
1 (z)s1).
Again, using an equality similar to (A.3) further gives
tn1 = t
(1)
n1 + t
(2)
n1 , tn2 = t
(1)
n2 + t
(2)
n2 ,
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where
t
(1)
n1 =−
√
nb1(z)E(ξ1(z)s
T
1A
−1
1 (z)s¯1),
t
(2)
n1 =
√
nb1(z)E(β1(z)ξ
2
1(z)s
T
1A
−1
1 (z)s¯1)
and
t
(1)
n2 =−
b1(z)√
n
E(ξ1(z)s
T
1A
−1
1 (z)s1),
t
(2)
n2 =
b1(z)√
n
E(β1(z)ξ
2
1(z)s
T
1A
−1
1 (z)s1).
Note that |b1(z)| ≤M for z ∈ Cn (see [5], three lines below (3.6)). It follows
from (3.9), (3.10), (3.12), (4.2), (4.3) and (4.6) that
|t(2)n1 | ≤Mεn +Mn10ρ−4n P (‖S‖ ≥ hr or λmin(A1)≤ hl)≤Mεn,
because |βi(z)ξ2i (z)sTi A−1i (z)s¯i| ≤ n5v−4 on the event (‖S‖ ≥ hr or λmin(A1)≤
hl). This argument clearly applies to t
(2)
n2 as well and so |t(2)n2 | ≤Mεn. Notice
that 1nE[tr(A
−1
1 (z))] =E[e
T
mA
−1
1 (z)em]. This and (3.6) show that
|t(1)n1 |=
∣∣∣∣∣−b1(z)EX311√n
p∑
m=1
E(eTmA
−1
1 (z)eme
T
mA
−1
1 (z)s¯1)
∣∣∣∣∣
=
∣∣∣∣∣−b1(z)EX311(1/n)E tr(A−11 (z))√n
p∑
m=1
E(eTmA
−1
1 (z)s¯1)
∣∣∣∣∣+ o(1)
≤M
∣∣∣∣b1(z)EX311 1nE tr(A−11 (z))
∣∣∣∣maxm √n|E(eTmA−11 (z)s¯1)|+ o(1)
= o(1),
where we make use of the facts that by (A.2), (4.2) and (4.3),
max
m
√
n|E(eTmA−11 (z)s¯1)|= o(1),
1
n
E tr(A−11 (z)) =O(1)
and that by (A.7), (3.43), (4.2) and (4.3),
E|(eTmA−11 (z)em −E(eTmA−11 (z)em))(eTmA−11 (z)s¯1 −E(eTmA−11 (z)s¯1))|
≤Mn−1 +Mv−2nP (‖A1‖ ≥ hr or λmin(A1)≤ hl) =O(n−1).
Note that n−1E(ξi(z)sTi A
−1
i (z)si) =Eγ
2
i (z)+n
−2E(trA−1i (z)−E trA−1i (z))2
and then applying (3.9), (3.10), (4.2) and (4.3) gives t
(1)
n2 =O(n
−1/2).
Summarizing the above we obtain
√
nE(s¯TA−1(z)s¯) =
b1(z)
n1/2
E(trA−11 (z)) + o(1).
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Moreover, it is proven in [5], Section 4, that n(E trA−1(z)/n− cnmn(z)) is
bounded for z ∈ Cn. In addition, by (3.8), (4.2) and (4.3) we have
√
n
∣∣∣∣E trA−11 (z)n − E trA−1(z)n
∣∣∣∣≤ M√n.
It follows that n(E trA−11 (z)/n− cnmn(z)) is bounded. This, together with
the boundedness of b1(z), shows that
sup
z∈Cn
√
n
(
Es¯TA−1(z)s¯− cnmn(z)
1 + cnmn(z)
)
→ 0.
5. Proofs of Lemma 1, Theorems 1 and 2.
Proof of Lemma 1. To finish Lemma 1, s¯T s¯− cn needs to be written
as a sum of martingale difference sequence so that we can get a CLT for
s¯T s¯− cn and, more importantly, obtain the asymptotic covariance between
s¯T s¯− cn and s¯TA−1(z)s¯.
Thus, write
√
n(s¯T s¯− cn) =
√
n
n∑
j=1
(Ej −Ej−1)(s¯T s¯)
=
√
n
n∑
j=1
(Ej −Ej−1)(s¯T s¯− s¯Tj s¯j)
(5.1)
=
√
n
n∑
j=1
(Ej −Ej−1)
(
2
s¯Tj sj
n
+
sTj sj
n2
)
=
2√
n
n∑
j=1
Ej(s¯
T
j sj) + op(1),
because
E
∣∣∣∣∣√n
n∑
j=1
(Ej −Ej−1)
(
sTj sj
n2
)∣∣∣∣∣
2
=
1
n3
n∑
j=1
E|Ej(sTj sj)− p|2 =O
(
1
n
)
.
From (3.12) we have
n∑
j=1
E
∣∣∣∣ 1√nEj(s¯Tj sj)
∣∣∣∣2I( 1√nEj(s¯Tj sj)≥ ε
)
≤ 1
ε2
n∑
j=1
E
∣∣∣∣ 1√nEj(s¯Tj sj)
∣∣∣∣4
=O(n−1),
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which implies condition (ii) of Lemma 3. Look at condition (i) of Lemma 3
next. It is easily seen that
Ej−1[Ej(s¯Tj sj)]
2 =Ej(s¯
T
j )Ej(s¯j) =
1
n2
∑
k1<j,k2<j
sTk1sk2 .
Furthermore, for the term corresponding to k1 = k2, we have
E
∣∣∣∣ 1n2 ∑
k1<j
[sTk1sk1 −E(sTk1sk1)]
∣∣∣∣2 = 1n4 ∑
k1<j
E|sTk1sk1 −E(sTk1sk1)|2 =O
(
1
n2
)
.
On the other hand, when k1 6= k2,
E
∣∣∣∣ 1n2 ∑
k1 6=k2
sTk1sk2
∣∣∣∣2 = 1n4 ∑
k1 6=k2,h1 6=h2
E[sTk1sk2s
T
h1sh2 ]
=
2
n4
∑
k1 6=k2
E(sTk1sk2)
2 =O
(
1
n
)
.
It follows that
4
n
n∑
j=1
Ej−1[Ej(s¯Tj sj)]
2 =
4
n
n∑
j=1
c(j − 1)
n
+ op(1)
i.p.−→ 4c
∫ 1
0
xdx= 2c.(5.2)
Therefore, by Lemma 3
√
n(s¯T s¯− cn) D−→N(0,2c).(5.3)
We conclude from Sections 2 and 3 that Mˆn(z) converges weakly to a
Gaussian process on C. Moreover, mn(z)→m(z) uniformly on C by (4.2) in
[5] and (1.2). These, together with (1.12), (5.3), (3.26) and (5.1), give, for
any constants a1 and a2,
a1Xn(z) + a2
√
n(g(‖s¯‖2)− g(cn))
= a˜1(z)
√
n
[
s¯TA−1(z)s¯− cnmn(z)
1 + cnmn(z)
]
(5.4)
+ a˜2(z)
√
n(‖s¯‖2 − cn) + op(1)
=
n∑
j=1
lj(z) + op(1),
where a˜1(z) = a1(1 + cm(z))
2/c, a˜2(z) = a2g
′(cn)− a1m(z)/c and
lj(z) = a˜1(z)Yj(z) + a˜2(z)
2√
n
Ej(s¯
T
j sj).
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Here, the first op(1) denotes convergence in probability to zero in the C
space and in the first step we use the fact that g(x) = g(cn)+ g
′(a)(x− cn)+
o(|x− cn|) as x→ cn. Thus, tightness of Xˆn(z) is from that of Mˆn(z).
Since b1(z)→ 1/(1+ cm(z)) and b1(z)→−zm(z) by (2.17) in [5], we have
1/(1 + cm(z)) =−zm(z).(5.5)
Moreover, we assume for the moment that
n∑
j=1
Ej−1
[
Yj(z)
2√
n
Ej(s¯
T
j sj)
]
i.p.−→ 2cm(z)
(1 + cm(z))2
.(5.6)
It follows from (3.55), (5.2), (5.6) and (5.5) that
n∑
j=1
Ej−1[lj(z1)lj(z2)]
= a˜1(z1)a˜1(z2)
2cz1z2m
2(z1)m
2(z2)
(1 +m(z1))(1 +m(z2))− cm(z1)m(z2)
+ 2ca˜2(z1)a˜2(z2) + a˜1(z1)a˜2(z2)
2cm(z1)
(1 + cm(z1))2
+ a˜1(z2)a˜2(z1)
2cm(z2)
(1 + cm(z2))2
+ op(1)
= a21 × (1.10) + a22 × 2c(g′(c))2 + op(1).
Thus, Lemma 1 follows from the above argument, Lemma 3 and Crame´r–
Wold’s device.
Now consider (5.6). Write
Ej−1[Ej(sTj A
−1
j (z)s¯j)Ej(s¯
T
j sj)]
=Ej(s¯
T
j )Ej(A
−1
j (z)s¯j) =
1
n
∑
i<j
Ej(s
T
i A
−1
ij (z)s¯jβij(z))
=
1
n2
∑
i<j
Ej(s
T
i A
−1
ij (z)siβij(z)) +
1
n
∑
i<j
Ej(s
T
i A
−1
ij (z)s¯ijβij(z)),
where we use s¯j = 1/n
∑
i 6=j si in the second step and s¯j = s¯ij + si/n in the
last step. By (3.9), (3.12) and (3.10)
E
∣∣∣∣ 1n∑
i<j
Ej(s
T
i A
−1
ij (z)s¯ij(βij(z))− b12(z))
∣∣∣∣=O( 1√n
)
,
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which, together with (3.36), yields
E
∣∣∣∣ 1n∑
i<j
Ej(s
T
i A
−1
ij (z)s¯ijβij(z))
∣∣∣∣= o(1).
On the other hand, appealing to (3.8), (3.9) and (3.10) ensures that
1
n2
∑
i<j
Ej(s
T
i A
−1
ij (z)siβij(z)) =
j − 1
n
n−1E trA−1(z)
1 + n−1E trA−1(z)
+ oL1(1).
Therefore, we obtain
1
n
n∑
j=1
Ej−1[Ej(sTj A
−1
j (z)s¯j)Ej(s¯
T
j sj)]
=
n−1E trA−1(z)
1 + n−1E trA−1(z)
1
n
n∑
j=1
j − 1
n
+ oL1(1)(5.7)
i.p.−→ cm(z)
2(1 + cm(z))
.
Next, by the Markov inequality and the Doob inequality
P
(
max
i,j
1
n
∣∣∣∣∑
k<j
vik
∣∣∣∣≥ ε)≤
∑n
i=1E(maxj(1/n)|
∑
k<j v1k|)4
ε4
≤ MnE((1/n)|
∑
k<j vik|)4
ε4
≤ M
n
,
which implies
max
i,j
∣∣∣∣ 1n∑
k<j
vik
∣∣∣∣ i.p.−→ 0.
This and (3.6) ensure that
n∑
j=1
Ej−1[Ejαj(z)Ej(s¯Tj sj)]
=
EX311
n
n∑
j=1
p∑
i=1
[EjDj(z2)]ii[Ej(e
T
i s¯j)]
≤max
i,j
∣∣∣∣ 1n∑
k<j
vik
∣∣∣∣Mn
n∑
j=1
p∑
i=1
[Ej(A
−1
j (z2)s¯j s¯
T
j A
−1
j (z¯2))]ii(5.8)
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≤max
i,j
∣∣∣∣ 1n∑
k<j
vik
∣∣∣∣Mn
n∑
j=1
Ej(s¯
T
j A
−1
j (z¯2)A
−1
j (z2)s¯j)
i.p.−→ 0,
because (3.18) implies that n−1
∑n
j=1Ej(s¯
T
j A
−1
j (z¯2)A
−1
j (z2)s¯j) is uniformly
integrable. Based on (5.8) and (5.7) we have (5.6). 
Proof of Remark 4. By (1.3) we get
m(z1)−m(z2)
(z1 − z2) =
m(z1)m(z2)(1 +m(z1))(1 +m(z2))
(1 +m(z1))(1 +m(z2))− cm(z1)m(z2) .(5.9)
Then
2
cz1z2[(1 +m(z1))(1 +m(z2))− cm(z1)m(z2)]
=
2(m(z1)−m(z2))
cz1z2(z1 − z2)m(z1)m(z2)(1 +m(z1))(1 +m(z2))
=
2(m(z1)−m(z2))
z1z2(z1 − z2)(1 +m(z1))2(1 +m(z2))2
+
2(m(z1)−m(z2))
cz1z2(z1 − z2)(1 +m(z1))(1 +m(z2))
×
[
1
m(z1)m(z2)
− c
(1 +m(z1))(1 +m(z2))
]
=
2(m(z1)−m(z2))
z1z2(z1 − z2)(1 +m(z1))2(1 +m(z2))2
+
2
cz1z2(1 +m(z1))(1 +m(z2))
=
2(m(z1)−m(z2))
z1z2(z1 − z2)(1 +m(z1))2(1 +m(z2))2
+
2m(z1)m(z2)
c
,
where in the first step and the third step we use (5.9) and in the last step
we use (5.5). On the other hand, via (1.3) one can verify that
2(m(z1)−m(z2))
z1z2(z1 − z2)(1 +m(z1))2(1 +m(z2))2 =
2(z2m(z2)− z1m(z1))2
c2z1z2(z1 − z2)(m(z1)−m(z2)) ,
which is exactly the covariance function in Lemma 2 of [3]. Therefore, Re-
mark 4 holds. 
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Proof of Theorem 2. The idea from Lemma 1 to Theorem 2 is similar
to that in [5]. First, by the Cauchy formula we have∫
f(x)dG(x) =− 1
2pii
∮
f(z)mG(z)d(z),
where the contour contains the support of G(x) on which f(x) is analytic.
Then, with probability one, we have∫
f(x)dGn(x) =− 1
2pii
∮
f(z)Xn(z)d(z)
for all n large, where the complex integral is over C and
Gn(x) =
√
n(FS2 (x)− Fcn(x)).
Further,∣∣∣∣∫ f(z)(Xn(z)−Xˆn(z))dz∣∣∣∣≤ Mρn√n(ur − λmax(S)) + Mρn√n(λmin(S)− ul) a.s.−→ 0,
where, with probability one, λmax(S)→ (1 +
√
c)2 by [11] and λmin(S)→
(1−√c)2 by [23]. Second, note that for any constants a1 and a2
(Xˆn(z), Yn)→ a1
∮
f(z)Xˆn(z)dz + a2Yn
is a continuous mapping. Therefore, the right-hand side above converges in
distribution by Lemma 1. Moreover, Remark 4 shows that (1.6) follows from
(1.12) and (1.15) in [3]. 
Proof of Theorem 1. By taking f(x) = x−1 and g(x) = x in Theorem
2 and noting that cn→ c as n→∞, we can complete the proof. 
APPENDIX
A.1. Some lemmas. We collect some results needed to prove Lemma 1.
Lemma 2 (Burkholder [8]). Let {Yi} be a complex martingale difference
sequence with respect to the increasing σ-field {Fi}. Then for k ≥ 2
E
∣∣∣∣∑
i
Yi
∣∣∣∣k ≤MkE(∑
i
E(|Yi|2|Fi−1)
)k/2
+MkE
(∑
i
|Yi|k
)
.
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Lemma 3 (Theorem 35.12 of Billingsley [7]). Suppose for each n, Yn,1, Yn,2,
. . . , Yn,rn is a real martingale difference sequence with respect to the increas-
ing σ-field {Fn,j} having second moments. If as n→∞
(i)
rn∑
j=1
E(Y 2n,j|Fn,j−1)
i .p.→ σ2,
(ii)
rn∑
j=1
E(Y 2n,jI(|Yn,j |≥ε)) → 0,
where σ2 is a positive constant and ε is an arbitrary positive number, then
rn∑
j=1
Yn,j
D→N(0, σ2).
Lemma 4 ([4], Lemma 2.7). Let Y = (Y1, . . . , Yp)
T , where Yi’s are i.i.d.
real r.v.’s with mean 0 and variance 1. Let B = (bij)p×p, a deterministic
complex matrix. Then for any k ≥ 2, we have
E|Y TBY − trB|k ≤Mk(EY 41 trBB∗)k/2 +MkE(Y1)2k tr(BB∗)k/2,
where B∗ denotes the complex conjugate transpose of B.
Lemma 5. Let C= (cij)p×p be a deterministic complex matrix with cjj =
0 and Y= (Y1, . . . , Yp)
T , defined in Lemma 4. Then for any k ≥ 2,
E|Y TCY |k ≤Mk(E|Y1|k)2(trCC∗)k/2.(A.1)
Lemma 5 directly follows from the argument of Lemma A.1 in [4].
Lemma 6. Under the assumptions of Theorem 1, as n→∞,
max
i
√
n|E(eTi A−11 (z)s¯1)| → 0.(A.2)
Proof. We first prove that for i 6= j, supi,j
√
n|E(eTj A−11 (z)ei)| → 0. To
this end, write
A1(z) + zI=
1
n
n∑
m=2
sms
T
m.
Multiplying by A−11 (z) from the right on both sides of the above equality
gives
I+ zA−11 (z) =
1
n
n∑
m=2
sms
T
mA
−1
m1(z)βm1(z).
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Using
βm1(z) = b12(z)− βm1(z)b12(z)ξm1(z)(A.3)
we obtain
I+ zA−11 (z) =
b12(z)
n
n∑
m=2
sms
T
mA
−1
m1(z)
(A.4)
− b12(z)
n
n∑
m=2
sms
T
mA
−1
m1(z)βm1(z)ξm1(z).
It follows that for i 6= j
z
√
nE(eTj A
−1
1 (z)ei)
=
b12(z)√
n
(
n∑
m=2
E(eTj A
−1
m1(z)ei)−
n∑
m=2
E(eTj sms
T
mA
−1
m1(z)βm1(z)ξm1(z)ei)
)
(A.5)
= b12(z)
√
n(E(eTj A
−1
21 (z)ei)−E(eTj s2sT2A−121 (z)β21(z)ξ21(z)ei)).
As in (3.10), by Lemma 4 and (3.9),
E|ξ21(z)|k =O(ε2k−4n n−1), k ≥ 2.(A.6)
Here and in what follows (in this lemma) O(ε2k−4n n−1) and other bounds
are independent of i and j.
We conclude from (3.11) that
b12(z)
√
nE(eTj A
−1
21 (z)ei)
= b12(z)
√
n
[
E(eTj A
−1
1 (z)ei) +E
(
eTj A
−1
21 (z)
s2s
T
2
n
A−121 (z)eiβ21(z)
)]
= b12(z)
√
nE(eTj A
−1
1 (z)ei) +O(n
−1/2).
For the second term in (A.5), first, by a martingale method similar to (3.21)
and (3.11) we have, for el = ei or ej ,
E|eTl A−121 (z1)ej −E(eTl A−121 (z1)ej)|2
=E
∣∣∣∣∣
n∑
m=3
(Em −Em−1)[eTl (A−121 (z1)−A−1m21(z1))ej ]
∣∣∣∣∣
2
(A.7)
≤ M
n2
n∑
m=3
E|sTmA−1m21(z1)ejeTl A−1m21(z1)sm|2 =O(n−1).
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This and (3.9) ensure that∣∣∣∣ 1nE[eTj A−121 (z)ei(trA−121 (z)−E trA−121 (z))]
∣∣∣∣
=
∣∣∣∣ 1nE[(eTj A−121 (z)ei −EeTj A−121 (z)ei)(trA−121 (z)−E trA−121 (z))]
∣∣∣∣
≤ M
n
(E|eTj A−121 (z)ei −EeTj A−121 (z)ei|2E| trA−121 (z)−E trA−121 (z)|2)1/2
≤ M
n
.
Second, appealing to (3.5) gives
E(eTj s2s
T
2A
−1
21 (z)eiγ21(z))
=E((sT2A
−1
21 (z)eie
T
j s2 − eTj A−121 (z)ei)γ21(z))
=
EX411 − 3
n
E(eTj A
−1
21 (z)eie
T
j A
−1
21 (z)ej) +
2
n
E(eTj A
−2
21 (z)ei).
It follows that
√
nE(eTj s2s
T
2A
−1
21 (z)eiξ21(z))
=
√
nE(eTj s2s
T
2A
−1
21 (z)eiγ21(z))
+
√
nE
[
eTj A
−1
21 (z)ei
1
n
(trA−121 (z)−E trA−121 (z))
]
=O(n−1/2).
On the other hand, in view of (3.11) and (A.6) we obtain
√
nE(eTj s2s
T
2A
−1
2 (z)eiβ21(z)ξ
2
21(z)) =O(εn).
Therefore, by (A.3) we find
√
nE(eTj s2s
T
2A
−1
21 (z)β21(z)ξ21(z)ei)
=
√
nb12(z)[E(e
T
j s2s
T
2A
−1
21 (z)eiξ21(z))−E(eTj s2sT2A−12 (z)eiβ21(z)ξ221(z))]
=O(εn).
Therefore, combining the above argument with (3.38), we have
sup
i 6=j
|√nE(eTj A−11 (z)ei)| → 0.(A.8)
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Next, applying (A.3) two times gives
E(eTi A
−1
1 (z1)s¯1)
=
1
n
n∑
m=2
E(eTi A
−1
m1(z1)smβm1(z1))
=
b212(z1)(n− 1)
n
[−E(eTi A−121 (z1)s2ξ21(z1))
+E(eTi A
−1
21 (z1)s2β21(z1)ξ
2
21(z1))].
Obviously, we conclude from (A.6), (3.11) and Ho¨lder’s inequality that∣∣∣∣n− 1n E(eTi A−121 (z1)s2β21(z1)ξ221(z1))
∣∣∣∣=O(n−1/2εn),
while (3.6), (3.8) and (A.8) yield
max
i
∣∣∣∣n− 1n E(eTi A−121 (z1)s2ξ21(z1))
∣∣∣∣
=max
i
∣∣∣∣∣EX311(n− 1)n2
p∑
j=1
E[eTi A
−1
21 (z1)ej(A
−1
21 (z1))jj ]
∣∣∣∣∣
≤ |EX
3
11|
n
max
i
p∑
j 6=i
|E[eTi A−11 (z1)ej(A−11 (z1))jj ]|+
M
n
≤M
∣∣∣∣EX311E 1n trA−11 (z1)
∣∣∣∣maxi 6=j |E(eTi A−11 (z1)ej)|+ Mn
= o(n−1/2).
Here we also use the estimate, via (A.7),
E|(eTi A−11 (z1)ej−E(eTi A−11 (z1)ej))((A−1(z1))jj−E(A−1(z1))jj)|=O(n−1).
Thus, the proof of (A.2) is complete. 
A.2. Truncation of the underlying random variables. To guarantee the
results holding under the fourth moment, it is necessary to truncate and
centralize the underlying r.v.’s at an appropriate rate. As in [5], (1.8), one
may select a positive sequence εn so that
εn→ 0 and ε−4n EX411I(|X11| ≥ εn
√
n)→ 0.(A.9)
Set X̂ij =XijI(|Xij | ≤ εn
√
n)−EXijI(|Xij | ≤ εn
√
n) and X˜n =Xn− X̂n =
(X˜ij) with X̂n = (Xˆij). Let σn =
√
E|Xˆ11|2, Sˇn = (nσ2n)−1X̂nX̂Tn and Aˇ−1(z) =
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(Sˇn− zI)−1. Moreover, introduce ¯ˇs= 1n
∑n
j=1 sˇj , where sˇj is the jth column
of the matrix (σn)
−1X̂n.
Lemma 7. Assume that Xij , i= 1, . . . , p, j = 1, . . . , n are i.i.d. with EX11 =
0,E|X11|2 = 1 and E|X11|4 <∞, for z ∈ C+n , we have then
√
n(s¯TA−1(z)s¯− ¯ˇsT Aˇ−1(z)¯ˇs) i .p.−→ 0,(A.10)
where the convergence in probability holds uniformly for z ∈ C+n . Moreover,
√
n(s¯T s¯− ¯ˇsT ¯ˇs) i .p.−→ 0.(A.11)
Proof. Write
√
n(s¯TA−1(z)s¯− ¯ˇsT Aˇ−1(z)¯ˇs) = un1 + un2 + un3,
where
un1 =
√
n[(s¯− ¯ˇs)TA−1(z)s¯], un2 =
√
n[¯ˇsT (A−1(z)− Aˇ−1(z))s¯]
and
un3 =
√
n[¯ˇsT Aˇ−1(z)(s¯− ¯ˇs)].
Consider un1 on the Cu first. It is observed that
|un1| ≤
√
n‖(s¯− ¯ˇs)T ‖‖A−1(z)‖‖s¯‖ ≤
√
n
v0
‖(s¯− ¯ˇs)T ‖‖s¯‖
(A.12)
≤
√
n
v0
∣∣∣∣1− 1σn
∣∣∣∣‖s¯‖2 + √nv0 1σn ‖¯˜s‖‖s¯‖,
since s¯− ¯ˇs= (1− 1σn )s¯+ 1σn ¯˜s with ¯˜s=
∑n
j=1 s˜j/n and s˜j being the jth column
of X˜n. Moreover, it follows from (A.9) that
1−σ2n ≤ 2EX211I(|X11| ≥ εn
√
n)≤ 2ε−2n n−1EX411I(|X11| ≥ εn
√
n) = o(ε2nn
−1),
which implies that
√
n(1− 1/σn) =
√
n(σ2n − 1)/[σn(1 + σn)] = o(n−1/2).(A.13)
On the other hand,
E‖¯˜s‖2 =E
[
p∑
i=1
∣∣∣∣∣ 1n
n∑
j=1
X˜ij
∣∣∣∣∣
2]
=
1
n2
p∑
i=1
n∑
j=1
EX˜2ij ≤
M
nε2n
EX411I(|X11| ≥ εn
√
n),
which, via (A.9), gives that
√
n‖¯˜s‖ i.p.−→ 0.(A.14)
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In addition, ‖s¯‖2 is uniformly integrable because (3.17) remains true for k =
2 without truncation by a careful check on its argument. This, together with
(A.12)–(A.14), ensures that un1 converges in probability to zero uniformly
on Cu.
Analyze un2 next. Since Xn − σ−1n X̂n = (1− σ−1n )Xn + σ−1n X˜n, we have
|un2| ≤
√
n‖¯ˇsT ‖‖A−1(z)− Aˇ−1(z)‖‖s¯‖ ≤
√
n
v20
‖¯ˇsT ‖‖A(z)− Aˇ(z)‖‖s¯‖
≤ 1
v20
√
n
‖¯ˇsT ‖‖s¯‖[‖Xn − σ−1n X̂n‖‖XTn‖+ ‖σ−1n X̂n‖‖XTn − σ−1n X̂Tn‖]
≤ 1
v20
√
n
‖¯ˇsT ‖‖s¯‖[(1− σ−1n )‖Xn‖‖XTn‖+ σ−1n ‖X˜n‖‖XTn‖
+ ‖σ−1n X̂n‖(1− σ−1n )‖XTn‖+ ‖σ−1n X̂n‖σ−1n ‖X˜Tn‖].
As before, ‖¯ˇs‖ and ‖s¯‖ are uniformly integrable. Moreover, the spectral
norms ‖XTn‖/
√
n and ‖σ−1n X̂n‖/
√
n both converge to (1+
√
c)2 with proba-
bility one by [25]. In addition, ‖X˜Tn‖/
√
nEX˜211 converges to (1 +
√
c)2 with
probability one. From (A.9) we have
nEX˜211 ≤ 2ε−2n EX411I(|X11| ≥ εn
√
n) =O(ε2n),
which, together with (A.13), yields that un2 converges in probability to zero
uniformly on Cu.
Clearly, the argument for un1 works for un3 as well. Moreover, note that
‖A−1(z)‖ is bounded for z ∈ Cl, ul < 0. As for z ∈ Cl, ul > 0 or z ∈ Cr, by [25]
we have
lim
n→∞min(ur − λmax(A), λmin(A)− ul)> 0, a.s.
and
lim
n→∞min(ur − λmax(Aˇ), λmin(Aˇ)− ul)> 0, a.s.
Therefore, the above argument for unj, j = 1,2,3 for z ∈ Cu of course applies
to the cases (1) z ∈ Cl, ul < 0; (2) z ∈ Cl, ul > 0; (3) z ∈ Cr. Thus, (A.10)
holds.
Finally, the above argument for (A.10) certainly works for (A.11). Thus,
the proof is complete. 
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