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INTRODUCTION 
In 1967 Lasota and Opial [l] proved the following Theorem concerning 
the second order equation 
Y” = f(X, y, y’). (0) 
THEOREM. With regard to Eq. (0) assume that the following conditions 
are satisfied: 
(i) f (x, y, y’) is continuous on (a, b) x R2, 
(ii) solutions of initial value problems fw (0) are unique and all solutions 
extend throughout (a, b), 
(iii) for any a < x1 < x2 < b and any y1 , ya E R the solution of the 
boundary value problem 
Y” = f 65 YY Y’) 
YW = Y19 Y&J = Yz 9 
when it exists, is unique. Then all boundary value problems of the type indicated 
in (iii) do have solutions. 
Subsequently the assumption of uniqueness of solutions of initial value 
problems was removed and various other extensions and modifications of the 
Theorem obtained; see, for example, [2-4]. In this paper we show that the 
Theorem of Lasota and Opial, without the assumption of uniqueness of 
solutions of initial value problems, extends to equations of order three. 
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THIRD ORDER DWFEREN TIAL EQUATIONS 
Throughout this paper with regard to the equation 
y”I = f(X, Y, Y’, Y”) 
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(1) 
we make the following assumptions: 
(4 f(x, Y, Y’, Y”) is continuous on (a, b) x R3, 
(B) for any a < x1 < xs < x3 < b and any y, , ya , y3 E R the solution 
of the boundary value problem 
YI” = f(X, Y, Y’, Y”) 
YW = Yl 9 Y@2) = Yz 9 Yk3) = Y3 9 
when it exists, is unique on [x1 , x3], 
(C) all solutions of all initial value problems for (1) extend throughout 
(a, 4. 
In the first section we prove the following theorem concerning the com- 
pactness of a uniformly bounded collection of solutions of (1). 
THEOREM 1. Assume that Eq. (1) sutisJies conditions (A), (B), and (C). 
Let [c, d] be a compact subinter& of (a, b) and let {y&r)} be a sequence of 
solutions of (1) such that 1 m(x)1 < M on [c, d] for some M > 0 and all n >, 1. 
Then {m(x)} contains a subsequence {m,(x)} such that {yz$x)} conwerges 
uniformly on [c, d] f OY i = 0, 1,2. It follows that z(x) = lim m,(x) is a solution 
of (1) on [c, 4. 
In the second section Theorem 1 is used to prove the existence of solutions 
of all two-point and all three-point boundary value problems for (1). 
Specifically the following two theorems are proven: 
THEOREM 2. Assume that (1) satisfies conditions (A), (B), and (C). Then, 
for any a < x, < x, < b and any y1 , yz , y3 E R, each of the boundary value 
probZems 
YW =f(x,r,r',r") 
Y@l) = Yl > Y’W = Yz 9 Y(X2) = Y3 9 
Y”’ = f CT Y, Y’s Y”> 
Y(Xl) = Yl 3 Y(X2) = Y2 9 Y’(X2) = Y3 
bus a solution. 
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THEOREM 3. Assume that (1) satis$es conditions (A), (B), and (C). Then, 
given any a < x1 < x2 < x, < b and any y1 , yz , y3 E R, the boundary 
value problem 
YfU =f(x,r,r’,r”> 
Y@l) = Yl 9 Y(X2) =Y2 9 Y(X3) = Y3 9 
(4) 
has a solution. 
1. COMPACTNESS OF BOUNDED SETS OF SOLUTIONS 
In this section after some preliminary results concerning solutions of 
two-point boundary value problems and convergence of sequences of solutions 
we prove Theorem 1. 
LEMMA 1. Assume that (1) satis$es conditions (A), (B), and (C). If 
Q < x1 < x2 < b and if y(x) and z(x) are solutions of (1) such that either 
~(4 = .+J, ~'6-4 = 4x1), and&,) = 4x2), ory(xJ = 4x1), y(x2) = 4x2), 
and y’(x2) = z’(x2), then y(x) = z(x) on [x1 , x2]. 
This result was proven in [5] with solutions of initial value problems 
assumed to be unique and proven in [6] with conditions (A), (B), and (C). 
LEMMA 2. Let (1) satisfy conditions (A), (B), and (C). Then, givev a 
compact interval [c, d] C (a, b) and given an M > 0, there exists a S(M) > 0 
such that for any [x1 , x2] C [c, d] with x2 - x1 < S(M) and any real 01 with 
1 OL 1 < M each of the two-point boundary value problems 
YU' = f (3, y, Y', Y") 
Ybl) =Yb2) = 019 Y’(Xl) = 0 
and 
Y”I = f (x, y, Y’, Y”) 
Y(%) = Y(X2) = % Y'b2) = 0 
has a solution. Furthermore, for any such solution 1 y’(x)1 < 1 and 1 y”(x)\ < 1 
0% [x1 ,x21- 
The proof consists of a standard application of the Schauder-Tychonoff 
Fixed Point Theorem. 
LEMMA 3. Let y(x) E U2)[ar, fi] und assume j y(x)1 < M on [Q?, /3]. There 
is a K > 0 depending on M and /3 - 01 such that, if max{I y’(~)l, 1 y”(~)l} > K 
for all OL < x < /3, then y’(x,,) = 0 for some x0 with OL < x,, < j?. 
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The proof which is elementary will be left to the reader. 
LEMMA 4. Assume that (1) satisJies conditions (A) and (C). Let {ym(x)}rz’=l 
be a sequence of solutions of (1) such that there exists a sequence {xla}~=r C (a, b) 
with lim x, = x,, E (u, a), limy,(x,) = yl, limy,‘(x,) = yz, and limy,“(x,) = ya. 
Then there is a solution z(x) of the initial value problem. 
Y’ll = f (% y, Y’, Y”) 
Y(Xll) = Yl 3 YYXO) = Y-2 3 Y%lJ = Y3 
and a subsequence {ysj(x)} of (y,(x)> such that 
lim y!(x) = P(x) 123 
un;formly on each compact subinterval of (a, b) for i = 0, 1,2. 
Proof. This is a special form of a more general convergence theorem 
[7, p. 141. 
Proof of Theorem 1. Assume the assertion is false. Then, since 1 yn(x)I < M 
on [c, d] for n 3 1, it follows from Lemma 4 that 1 m’(x)] + 1 y:(x)1 + +co 
uniformly on [c, d]. Let c < x1 < xa < x3 < x, < d be such that 
xq - x1 < S(M) where 6(M) is as defined in Lemma 2. By Lemma 3 there is 
a K > 0 such that, if max{i yn’(x)], I yi(x)l} > K for each x E [c, d], then 
y,‘(x) has a zero on (x1 , x,), on (xZ , x3), and on (x3, xq). Furthermore, we 
can assume that K > 1. From the fact that I m’(x)\ + 1 y;(x)1 --+ +co 
uniformly on [c, d] we can conclude that there is a positive integer n, such 
that 
n-4 r&(x)L I rF&)ll > K 
on [c, d]. Let x1 < t, < x2 < t, < x3 < t, < xq be such that yk,(tJ = 0 
for i = 1, 2, 3. Then / y;E,(tJ > K > 1 for i = 1, 2, 3. 
There are two cases to consider. First, if yn,(ti) = yn,(tj) with ti < tj , 
then m,(t) is the solution of the two-point boundary value problem 
Y”’ = f (x, Y, Y’, Y”) 
Y(h) = Y(4) = Yno(ti)9 y’(Q) = 0. 
Since ti - ti < S(M), it follows from Lemma 2 that j y;,(x)1 < 1 and 
I y:,(x)1 < 1 on [ti , tj] which is a contradiction of I yi,(tJl > K > 1. If 
yn,(ti) f y,JtJ for ti f tj , then it suffices to assume 
Y9&1> < Y&J < Y&3) 
505/9/~-4 
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since the same argument applies to the other possible orderings of the values 
of ynO(ti), i = 1, 2, 3. If ygO(ta) > K, there is a ~~ , t, < r1 < t, , such that 
~,(TJ = y,,(tJ. If y&(t2) < -K, there is a TV , t, < ~a < t, , such that 
yn,(~J = yno(t2). In either case Lemma 2 is again applied to obtain a 
contradiction. 
We conclude that {y,(x)> contains a subsequence converging uniformly on 
[c, d] along with its first and second derivative sequences. 
COROLLARY. Let(y,(x)} b e a sequence of solutions of (1) which converges for 
each x in an interval I C (a, 6). Th e12 z(X) = lim m(x) is a solution of (1) on I. 
Proof. It follows from an application of the Baire Category Theorem, for 
example [8, p. 1081, that there is an M > 0 and a compact interval [c, d] C I 
such that / m(x)\ < M on [c, d] for all 12 > 1. It then follows from Theorem 1 
and Lemma 4 that (m(x)} contains a subsequence which converges uniformly 
on each compact subinterval of (a, b) to a solution of (1). Hence, z(x) is a 
solution of (1) on I. 
2. EXISTENCE OF SOLUTIONS OF BOUNDARY VALUE PROBLEMS 
We now use the results of Section 1 to establish the existence of solutions of 
boundary value problems for (1). 
LEMMA 5. Assume that (1) satisfies conditions (A), (B), and (C). Let 
x1 E (a, 6) be$xed and let y1 andy, be$xed real numbers. For x2 E (a, b), x2 # x1 , 
and s real let JS be the set of all real numbers r such that y(xp) = r and y(x) is 
a solution of the initial value problem 
ym = f (x, y, Y', y”) 
Y(Xl) = Yl , Y’k) = Yz 9 y”(xl) = s. 
Then for any interval I C R, J(I) = u{JS 1 s E I} is an interval. 
Proof. The proof follows easily from Kneser’s Theorem and the 
assumptions made concerning Eq. (1). 
LEMMA 6. Assume that (1) satisfies conditions (A), (B), and (C). Let 
a < x1 < x2 < x3 < b and let u(x) and v(x) be solutions of (1) with u(x) > v(x) 
on [x1 , x2) ad u(x) < v(x) 071 (x2 , x3]. Then there exist solutions y,(x), ya(x) 
of (1) such that y&r) = ti(xr), y1(x2) = u(+J = v(xa), rl(x2) = V(G) and 
y2(x1) = v(x,), y2(x2) = u(x2), yz(x3) = u(x3). Furthermore for i = 1, 2, 
v(X) G Yi(x) G U(X) on [XI , 2 x1 and 44 < Y&) d ~(4 on h ,d. 
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Proof. We consider only the existence of the solution yl(x) since the 
arguments for the existence of ya(x) are similar. 
First, if Io(xs) = w’(xa), then because of the assumed inequalities between 
U(X) and W(X) it follows that #“(~a) = I”. In this case U(X) and W(X) are 
solutions of the same initial value problem at x = x2 and y,(x) defined by 
n(x) = 
1 
w 
for xi < x < x2 
44 for x2 < x < x3 
is the desired solution. 
Now assume u’(xs) < w’(xJ and let m be any fixed number satisfying 
I’ < m < ~‘(3s). We claim that for sufficiently large n there is a solution 
z(x;n) of the initial value problem 
Y”’ = f(X9 Y, Y’, YP) 
Y&J = 4%), Y’(4 = m, YW = * 
(%a 
with z(xa; n) > w(xJ and for sufficiently small n there is a solution z(x; n) of 
(5), with z(xa; n) < w(xJ. First assume that for each integer n > 1 there is 
a solution z(x; n) of (5), with z(xs; rr) < w(xJ. Then, since m < w/(x2), it 
would follow from (B) and Lemma 1 that z(x; 1) < z(x; n) < w(x) on 
Lx a , xs] for all n > 1. However, since z”(xa; n) = n for each rr > 1, this 
leads to a contradiction of Theorem 1. Thus there is an n, and a solution 
a(x; n,) such that a(~,; n,) > w(xs). If 11’(xJ < m < w/(x2) we can use the 
same kind of argument to conclude that there is an n2 < tlr and a solution 
z(x; n,) such that z(xs; n,) < I < w(xa). If m = u’(xs), then for any 
n < r/(x2) we have z(x,; n) < #(x3) < w(xa) for all solutions of (5), . Thus 
for each u’(x.J < m < w’(xJ there exist KQ < n, and solutions z(x; n,), z(x; n,) 
of the corresponding problems (5),z and (5),1 such that 2(x3; %) < w(x,J and 
z(xs; n,) > w(xa). It follows from Lemma 5 that for each z/(x2) < m < w’(xz) 
there is a solution y(x; m) of the boundary value problem 
Y’” = f(X, Y, Y’, Y”) 
YW = 4x2), y’(xJ = m, YW = +J* 
(6>m 
For m = w/(x2) the solution of (6)m is w(x). Thus for each I’ < m < a'(.~) 
the problem (6), has a solution y(x; m) and by Lemma 1 this solution is 
unique. Furthermore, it follows from (B) and Lemma 1 that, if I’ < 
m, < m2 < w’(x2), then 
44 < y(x; ml) < y(x; m,) < w(x) 
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on [~a , xs]. Similarly, for each u’(xa) < m < I’ the boundary value 
problem 
YIP = f(X, y, Y’, Y”> 
YW = 4%h y’(xd = m, Y(4 = 4%) 
(7)vn 
has a unique solution w(x; m) and, if u’(xJ < m, < mz < ZI’(X& then 
$4 < 4~; 4 < 4~; ml> < 44 
on [xi , xs]. It follows that 
and 
yH(x2; w’(xz)) = w”(xJ < w”(x,; w’(xJ) 
Let 
y”(x2; u’(x‘J) 2 u”(xz) = wp2; u’(x2)). 
m, = inf{m E [u’(xs), o’(xs)] 1 y”(xa; r) < w”(xs; r) for m < r < w’(x,)}. 
By applying Theorem 1 to sequences {y(x; m,)} and {w(z; m,)} with m, -+ mO 
we conclude that y”(xs; mO) = P/(X,; mO). Hence, yr(~) defined by 
is a solution of (1) with yr(xJ = u(xJ, yr(xs) = u(xa), and yi(xs) = $~a). 
Proof of Theorem 2. It suffices to consider only problem (2) since the 
argument for problem (3) is essentially the same. 
We consider solutions y(x; r) of the initial value problems 
Ylrr = f (x, y, Y’, Y”) 
YW = Yl 9 Y’(%> = Yz 9 y”(q) = r. 
Let J7 = (t 1 y(xa; r) = t for solutions y(x; r) of (S),.}. Then by Lemma 5, 
J = J(R) = u{JT 1 r E R} is an interval. To establish the existence of 
solutions of (2) for all ys we must show that J = R and for this it suffices 
to show that J is neither bounded above nor bounded below. Because of the 
similarities in the arguments we shall show only that J is not bounded above. 
On the contrary assume J is bounded above and let p be an upper bound 
for J. Let z(x) be a fixed solution of the initial value problem 
Y’O = f (x9 y, Y’, Y”) 
Y(%) = I% y’(x2) = y”(XJ = 0. 
There are two possibilities to be considered: either %(x1) > yr or x(x1) < yi . 
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Assume first that x(x1) 3 yr . To deal with this case we consider two 
subcases. The first of these is that y(x; Y) < X(X) on [x1 , xa] for all Y E R and 
all solutions y(x; r) of (8), . Then, if for each n 3 ly(x; n) is a particular 
solution of (8)n , we have y(x; 1) < y(x; n) < Z(X) on [x1 , xa] for n > 1. 
This contradicts Theorem 1 since y”(q; n) = 71 for each n 3 1. The second 
subcase is that y(x; r,,) > X(X) at some points in (x1 , x.J for some r,, E R and 
some solution y(x; rO) of (8)r0 . Then for all r > r,, and all solutions y(x; r) of 
(8),y(x; r) > z(x) at some points in (x1, x2). Since y(xr; Y) = yr < z(xJ 
and y(xa; r) < j3 = z(xJ, it follows from condition (B) that y(x; r) < x(x) 
on [x2 , b) for all solutions of (8), with r > rO . Thus for all Y > rO we have 
y(x; r,,) < y(x; r) < x(x) on [~a, b). We can again apply Theorem 1 and 
Lemma 4 to conclude that this is impossible. This establishes that z(q) > yr 
is not possible. 
Now assume x(q) < yr . Let y(x; 1) be a fixed solution of (8), . Then 
Y(S 1) = y1 > 44 and Y( x,; 1) < /3 = z(xJ. It follows readily from 
condition (B), Lemma 1, and the definition of j3 that there is an xa , 
x1 < xa < x2 , such that z(x) < y(x; 1) on [x1 , ~a) and z(x) > y(x; 1) on 
@ a, ~a]. By Lemma 6 there is a solution U(X) of (1) with u(q) = y(xr; l), 
u(xJ = y(xa; 1) = z(xa), and u(xa) = z(q) = fi. Furthermore, U(X) < y(x; 1) 
on [xi , ~a]. It follows that for each 7 > 1 and each solution y(x; r) of (8)r we 
have y(x2; r) = y1 = u(xJ, y(x; r) > u(x) on (x1, x3], and y(x2; r) < /3 = 
I. Hence, for each r > 1 and each solution y(x; Y) or (8),. we have 
y(x; Y) = U(X) for some x in (x, , xJ which implies by (B) that y(x; r) < u(x) 
on [xa , b) for r > 1. Thus for r > 1 y(x; 1) < y(x; r) < u(x) on [xa , b) 
which as observed earlier is impossible. From this final contradiction we 
conclude that J is not bounded above. 
In a similar way it is proven that J is not bounded below and therefore that 
all problems (2) have solutions. 
Proof of Theorem 3. By Theorem 2 the boundary value problem 
Y”’ = f (x9 y, Y’, Y”> 
YW = Yl 9 Y’(X1) = 0, Y(X3) = Y3 
has a solution z(x). If z(xa) = ya , then z(x) is a solution of (4). If z(xa) + ya , 
we consider only the case .z(~a) > yz since the case z(x.J < yz is dealt with 
in a similar way. By Theorem 2 each of the boundary value problems 
Y”I = f 6, Y, Y’, Y”) 
YW = Yl 9 Y(%) = Yz 9 Y’(4 = r 
has a solution u(x; Y). Now there is an Y, and a solution U(X; TJ such that 
4x3; To) > Y3 * For, if u(x3; r) < y3 = x(x3) for all r and all solutions 
54 JACKSON AND SCHRADER 
u(x; r), then by (B) and Lemma 1 U(X; 1) < u(x; r) < z(x) on [x2, x3] for 
all r > 1. This is impossible by Theorem 1, hence, there is an rs and a 
solution U(X; rs) such that u(x,; r,,) > ya . 
Similarly, there is an yl and a solution v(x; rl) of the boundary value problem 
ym = f(% y, Y’, Y”) 
Y(X2) = Y2 > Y’(X2) = Yl, Y(%) = Y3 
such that w(x,; YJ > y1 . It follows from (B) and Lemma 1 that either 
w’(x,; rl) < u’(x2; Y& w(x; rl) > u(x; Y,,) on [x1 , x2), and V(X; YJ < U(X; 1s) 
on (x2, x3] or w’(xa; rl) = u’(x,; yo) and ““(x2; rl) = u”(x2; YJ. In the first 
case it follows from Lemma 6 that (4) h as a solution. In the second case y(x) 
defined by 
u(x) = I 4~; yo) on [x1, x21 4~ 5) on [x2 94 
is a solution of (4). 
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