Deformable models AE IVUS AE Border detection 1. Introduction Intravascular Ultrasound (IVUS) is a catheter-based medical imaging technique. IVUS not only provides a quantitative assessment of the vessels' wall but also introduces information about the nature of atherosclerotic lesions as well as the plaque shape and size. Several algorithms for lumen and media-adventitia contours detection have been reported in the past decade. Recent approaches are mostly based on the active contours together with minimizing an energy or cost function which guides a snake towards the vessel borders. The active contours used in the previous approaches are mostly based on a kind of parametric deformable model. The non-parametric models (also referred to as geometric deformable models) are used for boundary detection. These models are based on the curve evolution theory and the level set method.
Introduction
Intravascular Ultrasound (IVUS) is a catheter-based medical imaging technique. IVUS not only provides a quantitative assessment of the vessels' wall but also introduces information about the nature of atherosclerotic lesions as well as the plaque shape and size. Several algorithms for lumen and media-adventitia contours detection have been reported in the past decade. Recent approaches are mostly based on the active contours together with minimizing an energy or cost function which guides a snake towards the vessel borders. The active contours used in the previous approaches are mostly based on a kind of parametric deformable model. The non-parametric models (also referred to as geometric deformable models) are used for boundary detection. These models are based on the curve evolution theory and the level set method.
Method
While IVUS images are noisy and the actual boundaries of regions of interest are difficult to be identified in many cases, it is essential to perform a denoising method before any edge detection algorithm. As a first step, IVUS image enhancement by means of Independent Component Analysis (ICA) is carried out. Compared to the commonly used methods of median or mean filtering, ICA based speckle removing method of this article produces less blurring effect. In this work, we have focused on the development and validation of an automated method based on non-parametric deformable models for accurate IVUS image segmentation. The non-parametric models (also referred to as geometric deformable models) are used for boundary detection. These models are based on the curve evolution theory and the level set method. It provides an elegant solution to address the above mentioned primary limitation of the parametric deformable models.
Results
The proposed method is evaluated using 50 IVUS frames from 10 different patients. The level set based method was applied to each frame to detect intimia layer by defining a circle of radius 1.5 times larger than radius of the catheter located at the centre of the image and can be located easily due to its clearly different contrast with the surrounding region.
Conclusions
The proposed algorithm detects the Intimia and Medial-adventitial borders. The inner and outer arterial wall boundaries generated by our segmentation algorithm are close to those manually identified by an IVUS expert. Keywords DSA AE Enhancement AE Diffusion AE LUT-based optimal strategy 1. Introduction Digital Subtraction Angiography (DSA) helps interventional clinicians make decisions in analyzing vascular diseases. Though, there is a clear motivation to improve the image quality for these procedures, it suffers from challenges like system X-ray noise and motion artifacts. The algorithm in this paper uses two different fundamental methods: nonlinear and piecewise to primarily suppress the background and improve the edge effects of blood vessels. For further improving the quality of these images, our system incorporates pixel-based diffusion for the background region. The implementation infrastructure uses Intel IPP library with the Look-Up Table ( LUT) methods, where the diffusion and enhancement methods are implemented by three different LUTs. This brings a considerable improvement in speed thereby providing a possible real-time application to Eigen's DSA system.
Method
Using the conventional DSA image as input, the system further improves image quality by the following two steps: (1) reduce noise through anisotropic diffusion technique; in this step, diffusion technique can effectively remove the background noise without destroying the vessels and translucency of the contents inside the vessels. Then after noise reduction, (2) enhance the blood vessel thereby suppressing the background through nonlinear normalization and piecewise normalization techniques. The algorithms in the paper were implemented as LUT tables where the output pixel intensity is a function of input pixel intensity and the system achieves real time.
Results
The clinical dataset used here was collected from 73 patients and includes DSA images of Carotid, Renal and Brain. We demonstrate an improvement of 95.25 and 54.24%, for diffusion embedded nonlinear enhancement method and diffusion embedded piecewise enhancement method, respectively, when compared to conventional DSA in terms of SNR measurement. Compared with non-LUT based enhancement, our LUT-based optimal strategy shows an improvement in speed by approximately four times (from 17.1 to 4.8 s). We validate our algorithms using GE's PMMA phantoms. The system runs on a PC-based workstation using C++ in Windows environment.
Conclusions
In this paper, we presented the effect of embedding an anisotropic diffusion in DSA enhancement framework. As an optimal strategy, the implementation infrastructure is based on Intel IPP POSTER SESSION CAR library utilizing the LUT method. Compared with non-LUT based enhancement, our LUT-based optimal strategy brings a considerable improvement in speed while still preserves image quality. Computed tomography angiography (CTA) and rotational angiography (RA) systems are producing high quality 3D data, often for use during interventional procedures. While software for manipulating the 3D data for visualization and interpretation is available, the results of the manipulation are often not available for further off-line analysis. We developed a user interface which provides much of the standard functionality and which outputs data required for various analyses.
System for rapid definition of structures of interest in rotational CT

Methods
The interface was designed using Fast Light ToolKit (FLTK) and consists of two primary components: a maximum intensity projection (MIP) display with a 3D projection eraser (3DPE) and a 3D surface display based on Visualization ToolKit (VTK). The tomographic data can be displayed in axial, coronal, or saggital planes and in an MIP window and is mapped into an MIP array. For visualization and real-time manipulation, thresholds are used to determine regions of the volume for ray casting through the MIP data. The 3DPE operates on the data in the MIP array removing all voxels in the eraser's projection path defined by the displayed projection. The MIP resulting from erasing can be rotated for viewing at additional angles and additional erasing. At any stage in the erasing process, region-growing can be initiated to generate a 3D rendered version of the vasculature of interest. The segmented vasculature can be output as a 3D volume or as an STL file or swapped back into the MIP array for further refinement.
Results
Previous isolation technology (volume of interest and clipping planes) required approximately 4 h to isolate vascular structures; the current interface requires less than 15 min. The MIP generation occurs in real time, allowing easy and rapid viewing at arbitrary angles. The swap capability provides additional improvements in speed. The STL output capability now provides seamless transfer from the clinic to computational fluid dynamics (CFD) calculations.
Conclusions
We have developed a user-friendly and analysis-friendly interface for more complete analysis of the vascular structures of interest in tomographic angiography data sets. The speed and ease of use will impact dramatically on our CFD and other analysis capabilities. 
Introduction
For prostate cancer diagnosis and image-guided therapy, the needs for segmentation are very important. Considering the emerging role of MR imaging in radiotherapy treatment planning and the absence of a complete solution to assist physicians in target (prostate, bladder and rectum) delineation, we propose an automatic segmentation tool.
Methods
Prostate segmentation is performed using a 3D model-based method. The model was trained from a base of 15 prostates manually segmented by an expert. Principal Component Analysis is used to extract the model's shape and the most important modes of deformation from the training set. Segmentation begins with an interactive initialisation to position the model over the target in the image data then an optimisation process is driven by the simulating annealing algorithm. For bladder and rectum delineation, a seeded region growing method was used. Evaluation of the tool was performed by comparing the results to manual segmentations achieved by a senior physician on images of 12 patients. The following parameters were measured: volume ratio (VR) (automatic/manual), volume overlap (VO) (percent ratio of the volume of intersection to the volume of union), correctly delineated volume (VC) (percent ratio of the volume of intersection to the manual defined volume).
Results
For prostate, the VR, VO and VC were 1.15 (±0.09), 0.78 (±0.05) and 94.42 (±3.3), respectively. For rectum, the VR, VO and VC were 0.98 (±0.11), 0.78 (±0.07) and 86.04 (±6.6), respectively. VR, VO and VC were 0.94 (±0.04), 0.88 (±0.03) and 91.11 (±3.08) for bladder, respectively.
Conclusion
We have found good accuracy but also robustness of our algorithms. However automatic delineation could be compared to contours made by a panel of experts, on a large image base, to definitely confirm its reproducibility and reliability. Software developments are ongoing to further reduce the process time calculation allowing a daily routine use. It is probably of importance to evaluate the influence of this new automated delineation on inter-observer delineation variability and dosimetry. We present a system based on real-time imaging techniques for the automatic detection of patient motions during external beam radiotherapy sessions. The main objective of this system is to assist the therapist during the radiation delivery by automatically checking online the position of the patient. Our approach is noninvasive as it does not need any prior preparation of the patient, like placing markers or any other artefacts. The system makes use of images of the patient acquired during a training period. The current prototype is being validated in the radiotherapy treatment room of an oncological hospital.
Methods
Our system has been designed as an open platform where the number and disposition of the optical sensors may vary in every installation. This flexibility allows us to test different camera configurations, either position, orientation or focal length, in order to get the maximum accuracy and robustness. The motion estimation detection is carried out by processing filters that perform background subtraction techniques on the acquired images to detect areas of movement. The detected movement regions can be generated by either the breathing and unpredictable movements of the patient or by the movements of the gantry. The current filters are able to identify the nature of the movement and therefore to take the right decision accordingly.
Results
The use of different cameras with different focal lengths and position/orientation inside the treatment room allows the system to check several patient areas with different magnification factors. Although the cameras were never directly exposed to irradiation, an increasing number of pixels of the CCD chip of the cameras became irresponsive over the course of time due to radiation damage. By applying a median filter to the images, this effect was almost completely suppressed. We are currently measuring the degradation of the image along the time, in order to estimate the time life of a CCD before it becomes completely unusable.
Conclusion
The outcome of the experimental application of video technology confirms its potential as a tool for automatic detection of patient movements caused either by breathing or other unpredictable movements. The real-time feedback on the patient's position given by the system provides operators with appropriate visual indices and allows them to take suitable countermeasures in case of severe movements.
Image-guided robotic system for gynecologic GeneSeed brachytherapy R. Stenzel (1) limited tumor dose due to nearby critical structures (e.g., rectal wall), and (2) errors in the location of implanted sources caused by manual guidance. Our collaborators in Radiation Medicine have addressed the first problem by developing radiosensitizing gene vectors packaged into metallic cylinders (GeneSeeds), which have the same size and form factor as conventional low dose rate therapy seeds. The payload in the GeneSeeds disrupts the radiation resistance mechanisms in cancer cells, effectively increasing the tumor dose. We are developing an imageguided robotic system for accurate and precise GeneSeed implantation, to enable more conformal dose distribution and effective therapies.
Methods
Our platform includes a small 4-DOF robot (B-RobII, ARC Seibersdorf Research GmbH, Vienna, Austria), an instrument guide with integrated fiducials as the robot's end-effector, and software partly based on the Image-guided Surgery Toolkit (http://www.igstk.org). We plan to use interventional cone-beam CT (Siemens DynaCT) to register the robot to the patient before the procedure. The workflow is as follows.
1. Place robot at perineum. A vaginal applicator may be used to facilitate access. 2. Obtain DynaCT images of the pelvis.
3. Indicate treatment volume by selecting ROIs of arbitrary shape using a GUI. 4. Register image space to robot space. 5. Allow the user to virtually place seeds. 6. Generate a dose distribution plan. 7. Select area for skin entry points at the vaginal canal or percutaneous access. 8. Automatically generate appropriate needle trajectories. 9. Automatically position the robot for insertion of a hollow needle through which seeds will be placed. The insertion depth will be under manual control. 10. Place seeds and update the delivered dose distribution.
The dose distribution is based on the function yðxÞ ¼ 77% 1 þ exp 1:9 Â ðx À 3 mmÞ ½ þ 5%;
where x is the distance from the seed and y(x) is the percentage of cells in which the gene vector has been copied and expressed. This function was derived from experimental studies and is sigmoidshaped rather than exponential as is the case for photon-emitting radioactive seeds.
Results and conclusions
We have developed an image-guided robotic system for precision placement of gene therapy to treat cervical cancer. This platform is easy to set up, portable, and can be easily integrated into clinical environments. The system achieved a translational error of 0.87 mm and a rotational error of 1.46°in initial testing. , P. Geyer 1 1. Introduction The topic deals with margin reduction for prostate cancer irradiation and some specific quality assurance requirements for medical imaging devices. Out of the question for this paper are phenomena due to organ shifts. We investigated 44 patients with prostate cancer.
Methods
In our department the Flat panel versus ExacTrac-Xray versus CT on rails versus MV cone beam CT system are all used at the same accelerator system. On account of the small dose for the image generation it's possible to take images from each system and compare the accuracy of them at the same treatment machine, for the same set-up, at the same time and for the same patient. In addition to we initiated several quality checks for verification of the taken images. We extract the displacements in the image contents by using Fourier-invariants. Two-dimensional Fourier analysis indicate deviations in the cross correlated image of two fourier transformed field verification images. The displacement from the intensity maximum corresponding directly with the patient displacement or in the case of using the XOR-filter you can see the deviations directly.
Results
The determined systematically setup error S of the 44 patient population controlled by the ExacTrac-Xray system amounts 3.4 mm in longitudinal, 2.2 mm in lateral and 3.7 mm in vertical direction. The accuracy of the stochastically setup error r setup amounts 2.0 mm in longitudinal, 2.4 mm in lateral and 3.1 mm in vertical direction. The inaccuracy due to penumbra r pen for a 10 · 10 cm field in 10 cm amounts 6.6 mm and the whole stochastically error r1. Introduction Transcranial ultrasound investigation of brain tissue is usually integrated in various neurological diagnostics. An extension of this diagnostic technique to neurosurgical patients with intracranial pathologies (e.g. brain tumors) may be of value for a better planning of surgery and also for a postoperative follow up. The aim was to develop a navigation based training module as a helpful tool for transtemporal ultrasound scanning and identification of intracranial structures and pathologies.
Methods
A setup was configured consisting of a commercial ultrasound scanner (Siemens Sonoline Antares, equipped with a navigational tracked phased array (PX4-1) with center frequency of 2.5 MHz), a tracking system for navigation (NDI Polaris Optical Tracking Camera System) and a PC with custom-made software. To achieve an ultrasound reference volume data set of a brain, a young, healthy, female volunteer with superior bone window was investigated transtemporally using ultrasound B-mode and an ultrasound volume dataset was reconstructed from multiple images. Furthermore, a high resolution MRI volume data set was acquired from the same female volunteer. Using fiducials both volume data sets were registered. For transcranial ultrasound imaging of patients or probands these volume sets were used as references. During investigations the ultrasound plane was displayed on the Antares. In addition, both the equivalent ultrasound image and the corresponding MRI slice of the reference data set of the volunteer were displayed on a monitor beside with correct angulations and orientation.
Results
To evaluate the handling and the accuracy of the system five probands have been investigated. The reference data sets of the female volunteer were displayed beside, e.g. sonographical corresponding plane and MRI with same orientation. Investigators were able to detect and to display the structures as requested even in probands with thick temporal bone. Overall the investigation and handling of the ultrasound system improved when using the training system beside.
Conclusion
First tests show that identification of intracranial structures becomes much easier and therefore this newly designed system could be very helpful in sonographical brain investigation. Future work will concentrate on an integration of this system into neurosurgical practice. Georgetown University, Washington, DC, USA b Washington University, St. Louis, MO, USA Keywords RMSI AE PIDS AE WS/PIDS AE PIX AE IHE AE Web services 1. Introduction A research master subject index (RMSI) is analogous to an enterprise master patient index (EMPI); however, an RMSI must also deal with the complex issues of isolating subject populations across clinical trials and maintaining subject anonymization. This RMSI, to be used in a state-of-the-art research imaging environment is based on WS/PIDS, a semantically equivalent web-service rendering of the CORBA-defined Person Identification Service-PIDS. WS/PIDS can support the main actors of the patient identifier cross-referencing (PIX) IHE profile. Both PIDS and PIX are silent about the management of patient identification domains and about approaches for achieving cross-referencing of patient identifiers, leaving these details up to particular implementations. Our work provides a specification and implementation details for adding the Patient Identification Domain management and maintenance as well as facilities to support the inter-domain correlation of anonymized identities.
Methods
WS/PIDS has extended its specification to include the additional domain maintenance (DM) Interface. It provides for Web Services supporting: (a) creation and maintenance of Patient Identification Domains, (b) maintenance of state information of the attached domains, (c) multi-step correlation with temporary and persistent storage of correlated information. Persistent storage of correlated data makes use of the ''link'' (or ''unlink'') operations, which are initially established by a human (client) decision as the first step in relating two IDs in different domains. The ''link'' or ''unlink'' operations are further supported and performed automatically on the WS/PIDS server side, to maintain database consistency and to reduce overhead on the client side.
Results
We have incorporated domain management into a reference WS/ PIDS implementation, and have utilized this reference implementation to create a RMSI system at a state-of-the-art research imaging environment. The RMSI manages and correlates anonymized clinical trial subject IDs across multiple clinical trials. The study coordinator, who is aware of the correlation between the real and anonymized IDs, explicitly links the anonymized trialspecific IDs with the real IDs in the master patient identification domain. The study coordinator may also use the unlink DM function to unmerge IDs that were incorrectly linked together. The resulting RMSI facilitates the future mining of data collected across multiple trials.
Conclusion
The WS/PIDS-based RMSI implementation proves the feasibility of managing domain specifications that are database independent by providing for a specific multi-step correlation design that keeps correlation knowledge on the client side while the WS/PIDS design stays agnostic yet flexible in its correlation support. Acknowledgments This work was performed for the ''Project Sentinel Collaboratory'' supported by contract N01-LM-3-3506 from the National Library of Medicine at the National Institutes of Health.
Euler-histogram controlled image restoration of low-dose CT images for computer-aided quantification applications Rafael Wiemker, Vladimir Pekar Philips Research Europe, Hamburg, Germany Keywords Image restoration AE Low-dose CT AE Emphysema AE Computer aided quantification AE Euler number 1. Introduction: noise suppression for low-dose CT images To reduce X-ray exposure of patients, increased use is made of low-dose or even ultra-low-dose CT imaging (5-25 mAs). Because of the high noise level of these images, automatic computer aided quantification of clinical parameters such as pulmonary emphysema quantification and interstitial disease (parenchymal texture analysis) require prior image restoration in order to make the quantitative results comparable between CT scans of different noise levels. A variety of noise-suppression filters for image restoration is well known, e.g. Gaussian smoothing, median filtering, mean-shift-filtering, anisotropic diffusion, anisotropic smoothing with steerable filters, local noise weighted filtering, etc. However, the degree of how strong such a noise suppression filter should be applied, without over-doing it, is usually unknown, since the degree may be specific for each individual image dataset. The restoration filter strength will critically influence the outcome of the computer aided quantification of clinical parameters from the image (e.g. distribution of bullae size of pulmonary low attenuation areas).
Noise level estimation using Euler histograms (Euler curves)
We propose a simple and efficient method how to automatically control the steering parameters of any given noise suppression algorithm such that it delivers restored images with a pre-defined noise level, or which best resemble a given standard-dose reference image. We suggest to measure the effect of an image restoration method by means of Euler curves (or Euler histograms). By Euler curve we mean the series of Euler numbers for all binary images which can be generated by thresholding the input gray value image with a whole range of threshold values T. The Euler curve inherently describes the noise present in all gray levels of an image. The underlying concept is that in a binary image resulting from thresholding, strong noise will manifest itself as a large number of tiny holes and tiny speckles, yielding high positive or negative Euler numbers. The charm of the method is that the Euler curve can be computed using a simple histogram-based algorithm which allows an efficient computation of the Euler curve for all thresholds T simultaneously in a single raster scan of the image, essentially as cheap as the normal histogram. The method is applicable in two as well as in three dimensions. The global Euler number for threshold T can be computed by summation of all local Euler numbers in the 2 · 2 · 2 voxel neighborhoods, updating a histogram with the number of vertices, edges, faces, and octants arising for each threshold T, and a final cumulation of the histogram H such that Euler(T) = H cum [ 
Validation using mean-shift-filtering on ultra-low-dose CT images
The technique was applied to a series of corresponding standarddose and ultra-low-dose CT scans from the Charite´Hospital Berlin. The measured Euler histogram peak heights as a function of the filter kernel size allow to determine for each dataset specifically which degree of noise reduction is necessary and sufficient. 
is the time at which the front reaches the point x, F(x) is the propagation speed in the normal direction with respect to the front and the propagation is only outwards or inwards, but not both. The focus of this work is a speed function that copes with strongly variable contrasts on the front's perimeter.
Methods
We rewrite the Eikonal equation: |ÑT(x)| = B(x), and work with a function B(x) = 1/F(x):
f(x) is the image intensity, d(x) is the mono-dimensional derivative of |Ñf(x)| in the front's normal direction, and a, b, respectively, are shift and sharpness parameters in
Seeing |Ñf(x)| as a mountain range: the speed decreases when the ''altitude'' increases and on the negative slope (d(x) < 0) after passing the ridge (a 1 = 0, b 1 = 100). Since the slow down may be insufficient in poorly contrasted zones, the remaining two factors were devised to slow down the front when it moves beyond the typical range [175,420] of luminal intensities in CT images. Thus, a 2 = 175 and b 2 = 1 (sharp slope). By analogy, a 3 was thought to be 420, with b 3 = -1, but better results were obtained with a lower a 3 and less sharp slope. The propagation is stopped when the shape and perimeter of the front change abruptly. Then backtracking is performed, in order to determine the time T for which the mean of |Ñf(x)| on the front's perimeter is maximum.
Results
The algorithm was applied to images of phantoms (more than 300 slices) and of carotid arteries (56 slices). Careful visual inspection of all level-sets constructed during the propagation showed that there was always one of them correctly fitting the boundary. However, in several cases either the propagation stopped too early or backtracking failed in finding the best contour.
Conclusion
The speed function proposed exploits prior knowledge of the CT image characteristics, in order to guarantee the existence of a time T at which the fast-marching front fits the actual luminal boundary. However the stopping criterion needs to be improved. 
=240;
where x i ¼ ðx iÀ1 ; x i ; x iþ1 ; x iþ2 Þ: Similarly are defined y i ; z i ; u i ; v i ; w i : Here (x i , y i , z i ) are coordinates of the ith object cross-section centroid and (u i , v i , w i ) are coordinates of vector, orthogonal to the ith cross-section and having the length equal to the object area in the cross-section. Another approach proposed for object surface interpolation and its volume evaluation utilizes simplex meshes. External force generation for object reconstruction from several cross-sections is based on modified gradient vector flow field. After object surface reconstruction object volume is estimated by the volume bounded by simplex mesh facets as in the case of polygonally represented objects.
Results
It turned out that 6-8 cross-sections used by spline algorithm were sufficient for quite accurate volume estimation. Therefore 6-8 crosssections were used for comparison of object volumes calculated by the algorithms described here. Average difference in volumes estimated by spline and simplex mesh-based algorithms was 4.6% for thyroid gland lobes and 1.9% for physical phantoms. 
Methods
The pharmacokinetic model KM, here proposed, consists of three parameters, the first one (A) takes into account the initial amount of contrast agent around the particular voxel under examination, the second one (K1) is the constant describing the velocity with which the gadolinium enters the extra-vascular extra-cellular compartment of the voxel, the last one (K2) is the constant describing the decay of the gadolinium in the voxel due to the clearance of contrast agent carried out by the kidneys. Via curve-fitting procedure, in house software returns a map for each parameter, an extra map is filled up as well, with the index indicating the goodness of the fitting procedure. The coefficient of determination (R 2 ) is used for this purpose, and represents the percent of the data that is closest to the line of the best fit. The maps are then processed in order to display only those pixels showing a fitting goodness better than an assigned threshold (75%).
Results
It was found that there is a good matching between the KM and the experimental data, in fact on the lesion the R 2 index is higher than 75% for a vast quantity of pixel. The model failed to match the data on a small percent of pixels within the lesions. A more accurate analysis of Gadolinium concentration curves on lesions showed that the pixels where the KM model failed correspond to areas with very low or no contrast uptake.
Conclusion
In the present study a Kinetic Model was applied to the analysis of breast DCE-MRI data to overcome the problem of supplying an input function that for such a kind of dataset, cannot be measured. The results of this preliminary study suggest that the KM can explain more than the 75% of data variation, for this reason the KM is eligible for quantitative analysis of breast DCE-MRI data. Additional studies are required to gain further support to early results.
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Int J CARS (2007) 2 (Suppl 1):S445-S478 Modern dynamic image acquisition techniques-like dynamic magnetic resonance (Cine MRT)-allow for a non-invasive imaging of the beating heart. Functional analysis, especially the analysis of myocardial function, is important for the diagnosis of heart diseases, the planning of therapy and the understanding of the effect of cardiac drugs on regional function. It is even more promising when putting the heart cycle under stress because the heart circulates three to four time as much as in resting state.
Methods
This paper proposes an approach for the 4D registration of two different Cine MRT Data of the same patient to combine datasets in rest with those under the influence of Dobutamin. After temporally matching the two datasets, the different time steps were registered to each other using mutual information and fused to visualize each point in the cardiac cycle parallel. The temporal adaptation allows to obtain volumes representing the heart at the same point in the cardiac cycle. Based on the end diastole as corresponding point, a new virtual Cine MRT dataset is created from the one including less time steps using Level Sets. The original image sequence A i , i = 0, …, N consisting of N time steps is transformed into the virtual Cine MRT A˜j, j = 0, …, M, which has M phases over the cardiac cycle. Using a sequential order for the registration, all deformation fields
and D (N,0) are calculated. Based on these generated deformation fields the new virtual Cine MRT data are determined (warped). One has to consider the following two cases for all j = 0, …, M:
A˜j then is calculated by applying the scaled deformation field D (i,i + 1) (scaling factor S = j/m -i/N) to A i .After creating the new Cine MRT, the registration of each corresponding point in the cardiac cycle is performed using mutual information. The results are then fused for visual verification.
Results
Based on the outcome of the registration one dataset is reformatted and fused with the other. The spatial registration revealed that it is not necessary to perform the registration for each step separately, but the transformation has to be calculated once and then transferred to the other points of the cardiac cycle.
Conclusion
We have presented a 4D registration of dynamic Cine MRT data. The experimental results presented in this paper show that the 4D registration of Cine MRT data is possible and features extracted from both datasets can be fused into a single representation. Herewith functional analysis of the left ventricle can be improved. 
Introduction
This paper presents a method for extracting lymph node regions from 3-D abdominal CT images by using 3-D minimum directional difference filter. Recent progress of medical imaging devices including multi-detector CT scanners has enabled us to take very precise volumetric images of a human in very short time. In the case of surgery of colonic cancer, resection of metastasis lesions is performed with resection of primary lesions. Lymph nodes are primary route of metastasis and are quite important for deciding resection area. The purpose of this paper is to show an automated method for detecting lymph nodes from 3-D abdominal CT images. There is no method that detects lymph nodes directly from 3D images by employing a filter enhancing blob structure.
Method
Inputs of the proposed methods are contrasted 3D abdominal CT images. Normal lymph nodes are quite small. It is quite difficult to find these normal lymph nodes on 3D CT images. On the other hand, metastasis lymph nodes are enlarged and show spherical shape on 3D CT images. To enhance blob structure regions, we utilize a 3-D minimum directional difference filter called the 3-D Min-DD filter and the extended 3-D Min-DD filter. The proposed method consist of nine steps: (a) pre-processing, (b) extraction of blob structure, (c) region growing, (d) FP reduction by size, (e) integration of results by detected by filters of different filter sizes, (f) FP reduction using blood vessel information, (g) FP reduction using air region information, (h) removal of small connected components, and (i) FP reductions by degree of sphere.
Results
We have applied the proposed method to three cases of 3-D abdominal CT images. The extraction results are validated by collaborating radiologists. True lymph nodes are specified on CT images. The average TP rate was 73.8% and the average number of FP regions was 15 per case. Many FP regions are also extracted by the 3-D Min-DD filter and the extended 3-D Min-DD filter (260 regions per case) as lymph node candidates. However, the FP reduction process worked effectively in reduction of FPs by using information of size, blood vessel, air, and degree of sphere. The proposed method can detect lymph nodes only from CT images. This is main advantage of the proposed method against other methods.
Conclusion
This paper presented a method for extracting lymph node regions from 3-D abdominal CT images by using 3-D minimum directional difference filter. In liver surgery planning, the patient-individual anatomy of intrahepatic vasculature has an important impact on the evaluation of resectability and the decision-making about the optimal surgical strategy. Moreover, the detailed analysis of vascular branching patterns allows the computation of individual vascular territories that serve as the basis for virtual resection planning and computer-assisted risk analysis.
Methods
Since optimal results for vascular segmentation and analysis cannot be achieved by a fully automatic computer algorithm only, we developed a multi-step workflow with the necessity for minimal user input at critical processing steps and the possibility for manual corrections to increase accuracy at the cost of additional time and effort:
• Preprocessing: Reduction of image perturbances by adaptive filtering, reducing inhomogenities and noise while enhancing vascular type structures.
• Interactive region-growing: Rough estimation of an initial segmentation mask.
• Automatic refinement for extraction of peripheral vascular branches: Vessel leaves are detected by means of graph analysis. Allowing threshold adaption according to local intensity distributions and refinement by a pattern based search algorithm for tubular structures to expand the segmented structures (2D).
• Semi-automatic refinement by optimal path detection: Alignment of unconnected vessel parts or extraction of possible vessel paths' by optimal path detection in analogy to a 3D Live-Wire. Costs for path optimization are calculated from image intensities and gradients directly.
• Vascular tree analysis: Vessel separation and analysis of vascular branching patterns for liver territory calculations.
Results
The presented methods are embedded in a standalone software assistant (MeVisLab prototype) allowing further clinical testing. Processing time for vessel extraction ranges from 1 to 15 min on a standard desktop PC depending on data quality and desired accuracy.
Conclusions
The proposed software assistance allows evaluation of hepatic vascular anatomy beyond the diagnostic possibilities offered by standard clinical workstations. Vessels small in diameter or low in contrast are difficult to be examined by direct volume rendering. Therefore further effort for vessel extraction may have an important clinical impact justifying the extra in effort and time for data preparation. Moreover, detailed vascular analysis is a prerequisite for calculation of liver territories, virtual resection planning and computer-assisted risk analysis. Keywords Biplanar X-rays AE Spine AE 3D reconstruction AE Longitudinal inferences 1. Introduction Biplanar X-rays based methods allow the 3D reconstruction of the spine of patients in standing position with a low radiation dose compared to CT-scan. Nevertheless these methods still require a tedious identification of anatomical landmarks in the radiographic projections. The purpose of this work is to propose an accurate fast 3D reconstruction method of the spine from biplanar X-rays using transversal and longitudinal inferences.
Methods
The 3D reconstruction process is composed of four steps: 1. The operator is asked to identify some anatomical elements in the biplanar X-rays.
2. Descriptors parameters of the spine are statistically estimated from the elements identified at the step 1 using a longitudinal inference technique on an in vivo database. A highly detailed 2,000 points model is then statistically estimated for each vertebra using a transversal inference technique on an in vitro database. This second step provides a first estimate of a parametric model of the spine. 3. The operator is asked to adjust the vertebral position and the shape of the vertebral bodies and pedicles of some vertebrae. As soon as the vertebrae are adjusted, this information is taken into account to statistically improve the whole spine using the longitudinal inference technique. 4. The operator is finally asked to adjust the posterior arch of the vertebrae. The vertebral shape accuracy was evaluated on 40 thoracic and lumbar vertebrae from 11 patients. Three-dimensional reconstructions from biplanar X-rays (low dose digital X-rays device EOS TM , Biospace med, Paris) were compared to CT-scan 3D reconstructions (1 mm slices). The reconstruction time of the inference method was evaluated on 57 subjects (healthy, moderate and severe scoliosis) reconstructed from biplanar X-rays (EOS TM ).
Results
The results of the shape accuracy evaluation were: mean value (2RMS) 1.0 mm (2.8 mm) for the whole vertebrae, 0.9 mm (2.6 mm) for the vertebral body + pedicles and 1.1 mm (3.0 mm) for the posterior arch. The mean reconstruction time for the inference method whole process was 10 min (6-13 min) and was divided by three compared with our previous reconstruction method.
Conclusion
The presented method allowed to avoid the tedious identifications of anatomical landmarks in the X-rays thanks to a parametric model using automatic self-correction by longitudinal and transversal inferences which requires only very few adjusting from the operator. This method appears efficient enough for routine clinical use.
A new approach for automatic curvature determination from a frontal X-ray image of a scoliotic patient
The determination of the spinal curvature is very important for the orthopaedic surgeon to evaluate curve progression especially for severe cases of scoliosis. For this purpose, the modified charged-particle model (CPM) could give a contribution for determine the curvature. The modified CPM is a new approach of a deformable model based on the CPM. We modified the CPM by putting springs between the positively charged particles to prevent the particles from moving away and to keep the movement of the particles in the appropriate distance without reducing their flexibility. The X-ray image is charged negatively according to the
edge-map or gradient-magnitude image. The particles are attracted towards the contour of the object of interest, because this contour is very dark, thus charged very negatively. The results of the implementation show the effectiveness of the modified CPM for spine segmentation on X-ray images.
Methods
A total of 50 frontal X-ray images of scoliotic patients were first improved by morphological image pre-processing methods, especially to eliminate an uneven background, which usually appears on X-ray images and to boost the thoracic part which is less visible due to overprojection of the sternum. Two observers were involved in the manual curvature determination on spinal X-ray images. The equation of the total force for every particle is i is the damping factor or viscous factor. The horizontal, vertical and diagonal spring lengths were automatically determined based on the initial particle position.
Results
The inter-observer error in placing manual landmarks is 1,45 pixels. The average error between the particle positions and the manual landmarks on original images is 3,20 pixels. By using the pre-processing method the error was decreased to 2,71.
Conclusion
With the modified CPM, the spine segmentation of a spinal X-ray image of a scoliotic patient can be determined, even though there are many cluttered features. Polish Telemedicine Society Keywords Pectus excavatus AE Thoracic deformity AE Telediagnostics AE 3D evaluation 1. Introduction Pectus excavatum is the most common thoracic wall deformation. The aim of the study was to present recently developed system for chest telediagnostic screening/assessment.
Methods
Six patients, males with identified pectus excavatum were examined utilizing Haller (pectus) index and other features of the funnel chest. Deformation and shape of the thorax were measured utilizing new method based on structured light technique with digital sine patterns and Gray codes. Measurement utilizing Algorithms of Directional Merging and Conversion (3D MADMAC) system was used to achieve complete functionality connected with the requirements of posture analysis. Imaging data were prepared for mobile transmission via GPRS/EDGE/UMTS protocol to database.
The pectus excavatum cases were well documented through paired examination of patient pictures and CT scans.
Results
Six patients, 16.86 years old averagely, were examined in our preliminary series. The average pectus index was 3.91. Pectus and external thoracic indexes presented tendencies to close correlations.
Conclusion
The pilot study depicts new approach to thoracic deformity accurate 3D telediagnostic evaluation utilizing structured light technique. The computer vision system uses the symmetry of fringes analysis (3D MADMAC optometric system). The new concept of chest and posture telescreening not only becomes concurrent to systems mostly based on moire´method but opens the method to cohort, EBM studies.
Development of a computer-aided diagnostic system for Alzheimer's disease using magnetic resonance imaging K. The purpose of this study was to develop a computer-aided diagnostic system for AD using magnetic resonance imaging (MRI), which is based on automatic volumetry of segmented brain images and generation of three-dimensional cortical thickness images.
Methods
A subject's MR image was first mached to the anterior commissure-posterior commissure plane of a digital phantom in standard Montreal Neurological Institute space using the Statistical Parametric Mapping 99 (SPM99) software. Next, the aligned MR image was segmented into the gray matter (GM), white matter (WM), and cerebrospinal fluid (CSF) with SPM99. The intarcranial area and hippocampus of the subject were determined using the obtained normalization parameters from a deformed volume of interest (VOI) template, which was defined on a standardized stereotactic space and transformed to the subject's space. The hippocampal volume was obtained from the transformed VOI template. Total intracranial volume (TIV) was measured as summation of the segmented GM, WM, and CSF volumes in the transformed VOI template. Whole brain volume (WBV) was also measured as summation of the segmented GM and WM volumes in the transformed VOI template. The cortcial thickness was calculated using an Eulerian partial differential equation (PDE) approach from the segmented GW, WM, and CSF images. The three-dimensional image of the cortical thickness was generated.
Prior to clinical application, we investigated the accuracy of the Eulerian PDE approach using numerical phantoms.
Results
The TIVs, WBVs and hippocampal volumes obtained by our method correlated well with those measured by the manual method (r = 0.910, 0.902, and 0.918 for TIVs, WBVs, and hippocampal volume, respectively). There was an excellent correlation between the actually measured thickness and the thickness calculated using the PDE approach (r = 0.995). When applied to clinical data, the cortical thinning due to brain atrophy was clearly demonstrated in patients with AD. The three-dimensional display of the cortical thickness could visualize the extent of cortical thinning.
Conclusion
Our system appears to be useful for the diagnosis of Alzheimer's disease, because it allows us to automatically evaluate the extent of atrophy and cortical thinning in a three-dimensional manner.
Development of a system for measuring wall shear stress in blood vessels using magnetic resonance imaging and computational fluid dynamics K. Murase The occurrence of atherosclerosis is closely linked to local hemodynamic factors in the blood vessel. Shear stress acting on the endothelium as a result of blood flow is thought to play a critical role in the development of endothelial dysfunction and atherosclerosis. The purpose of this study was to develop a system for measuring wall shear stress (WSS) in blood vessels using magnetic resonance imaging (MRI) and computational fluid dynamics (CFD).
Methods
The equations governing the behavior of blood flow in the blood vessel are the continuity and time-dependent NavierStokes equations for an incompressible Newtonian fluid. These equations were solved using a commercially available CFD software (COMSOL, COMSOL Inc., MA, USA) based on the finite element method in a coupled manner. To perform numerical analysis, we first generated tetrahedral unstructured meshes. To validate the method, we generated simple cylidrical blood vessel models with various radii. We also generated the blood vessel models with stenosis to investigate the influences of stenosis on the downstream flow pattern. Then, we applied this method to carotid arteries obtained from normal volunteers using a 3.0 T MRI system (GE Signa EXCITE). The timedependent velociy at the center of the blood vessel was measured using phase-contrast MRI and was used as an initial condition. The geometry of the blood vessel was measured using time-of-flight MR angiography (MRA). The blood vessels were segmented from the MRA images and converted into the stereolithography format. They were used as boundary conditions.
Results
The WSS measured in a simple cylindrical blood vessel model agreed well with the theoretical value. We could successfully demonstrate the spatial distribution of the WSS in a threedimensional manner in both cylindrical blood vessel models and carotid arteries obtained from human subjects. The vortex due to the secondary blood flow in the carotid arterial sinus was clearly observed. Furthermore, we found that the sign of the WSS in the carotid arterial sinus was reversed due to the secondary blood flow.
Conclusion
The system developed in this study appears to be useful for measuring wall shear stress and will be useful for analysing the cause of atherosclerosis and evaluating the extent of atherosclerosis.
Development of a cardiac evaluation method using a dynamic flat-panel detector (FPD) system: a feasibility study using a Circulation dynamics are reflected on dynamic chest radiographs as changes in pixel values. The present study investigated the feasibility of cardiac evaluation with a dynamic FPD, based on changes in pixel values during cardiac pumping. Furthermore, the optimal imaging rate and need for contrast media were assessed. We also attempted to develop computerized methods of quantifying and visualizing the results similar to perfusion images.
Methods
Sequential radiographs of a self-produced cardiac motion phantom were obtained using a modified FPD system, in various combinations of cardiac output (50, 75, 100 ml) and cardiac rate [24, 36, 48, 60, 72, 84 beats per minute (bpm)], with and without contrast media. Ventricular area and summation of pixel values in the ventricles were measured in sequential radiographs, and the changes during cardiac pumping were then calculated. We then calculated ventricular EF using the changes in area and summation of pixel values (EF area and EF pv ), for each cardiac output and rate. To visualize slight changes in pixel values as blood flow, inter-frame differences were obtained using all frames of sequential radiographs. Perfusion images were then created by superimposing difference values on original images in the form of a color display using a color table.
Results
There was a strong correlation between cardiac output and changes in ventricular area, and changes in summation of pixel value, r = 0.83 and r = 0.99, respectively. There was no significant difference between the findings with and without contrast media, indicating that contrast media was not necessary in the present method. When the cardiac rate was greater than 60 bpm, EF area and EF pv were further underestimated. Assuming that 6 fps was sufficient for imaging a patient with a cardiac rate of 48 bpm, it is necessary for a patient with cardiac rate from 60 to 84 bpm to be examined at an imaging rate between 7.5 and 10 fps at least. We succeeded in visualizing changes in pixel value as perfusion images, which were very useful for interpreting slight changes in pixel values. We could evaluate blood flow velocities during each cardiac phase.
Conclusion
The present method had the potential to evaluate cardiac output and EF without contrast media. Since FPD is expected to become more widely available soon, the present method is expected to be a rapid and simple method for evaluating cardiac function, as an additional examination in conventional chest radiography. In this paper, we present the complete construction process of a digitized 3D anatomical brain atlas. A hybrid 3D segmentation algorithm and a multistage meshing method are proposed on the generation of the 3D models, where both the quality and appearance of the models are significantly improved. In addition, software for navigation of the atlas is introduced.
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Methods
There are two main steps: Semi-automated segmentation: A supervised segmentation of MR images was performed to define distinct tissue classes. First, we reduce the connectivity between regions of interests (ROIs) and the neighbouring tissues by recursively eroding operation. Then, a pixel was selected as the seed; the fast marching method was employed to quickly propagate the user-defined seed to a position close to the boundary. Next, taking the output of the previous step as the initial seed, morphological reconstruction was used to refine the initial contour. At last, recovered the lost data elements from first step via recursive dilation method, where the number of iterations was the same as the times of recursive eroding operation in the first step.
Multistage meshing: In order to generate surface models with sufficient quality, the process was divided into three steps. First, a 3D Gaussian smoothing was employed on the pseudo-grey-scale volume data, which was the output of segmentation. Then surface models were generated by using the marching cubes algorithm, and each ROI had a single file of its triangular mesh data. Finally, a triangle smoothing algorithm was used to improve the appearance of the models.
Result
The brain atlas clearly indicates the dependencies, relationships, and positions of cortical and subcortical regions, as well as other brain structures. Both surface models and triangular mesh models have been constructed, where names of these structures can be illustrated interactively. Many other functions are provided for users to interact with the atlas.
Conclusion
This digitized human brain anatomical atlas can be used as a powerful teaching tool for medical students. It also has the potential to provide important and reliable reference information for planning and training of surgical procedures. In addition, this atlas can serve as a template for model driven segmentation.
A simple and robust threshold selection for wavelet noise reduction H. Kubota, M. Katagiri Graduate School of Health Science, Suzuka University of Medical Science, Suzuka, Japan Keywords Wavelet denoising AE Threshold selection AE Histogram shape 1. Introduction For wavelet denoising, Donoho's threshold is widely known. It gives an optimal threshold but the calculation requires noise power information. In almost case, the noise information contained in a medical image is unknown. On the contrary, the GCV approach of Jansen et al. is able to calculate an optimal threshold without noise power information. But the machine time is required for the calculation of GCV value which is an indicator for threshold selection. Our purpose is to find the noise reduction method without noise power information and without machine time. As a preliminary experiment for a noise-added digital chest X-ray image, we found no remarkable difference in the histogram shapes of wavelet coefficients for the resolution levels and components. But some common features for the histogram shapes were found. In this study, we used the information of the histogram shape to select an optimal threshold.
Methods
White Gaussian noise was added to the noise-free image (a digital chest X-ray image) varying its signal-to-noise ratio (SNR) from -5 to 60 dB. Wavelet coefficients of noise-added image were calculated. In this calculation, we applied a Daubechies' wavelet of the sequence length 4. Wavelet components were obtained up to resolution levels -3. We treated all wavelet components (vertical, horizontal and diagonal for all resolution levels) separately, and obtained all histograms of the components. The bin width of histogram was determined by Sturges's rule. To obtain the optimal threshold, linear approximation was applied in the part of the histogram where the absolute value of wavelet coefficients was close to zero. After the threshold selection, shrinkages have been done by soft threshold. In order to investigate the performance of our method, we also compared with the case of Donoho's method. The performance of noise reduction was indicated by SNR (dB).
Results and conclusion
By our method, some improvements were found for the noised image of 25 dB or less (noisy image). For example, 4.5 dB improvement was obtained for a 10 dB noised image, 0.4 dB improvement for a 30 dB noised image, and 1.2 dB for a 50 dB noised image when the resolution level was up to -3. For the noised image of 20 dB or less, the improvement of SNR was almost the same by our method and Donoho's threshold. When the SNR of noised image exceeded 35 dB, the SNR of denoised image was decreased for Donoho's threshold (about -7 dB for 50 dB noised image). For wavelet noise reduction for a chest digital X-ray image, the effectiveness of our threshold selection method was confirmed experimentally. Unlike Donoho's threshold, our threshold is able to calculate without the noise power information of an image. Furthermore, our threshold was effective over the wide range SNR of noised image. Although there is a risk by Donoho's threshold to the noised image of more than 35 dB, our threshold is robust.
Approximated center point of lung expansion with full inspiration and expiration CT data using non-linear optimization method Namkug Kim The study was conducted to develop a simple model for more robust lung registration of volumetric CT data, which is essential for various clinical lung analysis applications, including the lung nodule matching in follow up CT studies, semi-quantitative assessment of lung perfusion, and etc. The purpose of this study is to find the most effective reference point and geometric model based on the lung motion analysis from the CT data sets obtained in full inspiration (In.) and expiration (Ex.).
Methods
Ten pairs of CT data sets in normal subjects obtained in full In. and Ex. were used in this study. Two radiologists were requested to draw 20 points representing the subpleural point of the central axis in each segment. The apex, hilar point, and center of inertia (COI) of each unilateral lung were proposed as the reference point. To evaluate optimal expansion point, non-linear optimization without constraints was employed. The objective function is sum of distances from the line, consist of the corresponding points between In. and Ex. to the optimal point x. By using the non-linear optimization, the optimal points was evaluated and compared between reference points. Tukey's pair-wise comparison of the length between the evaluated optimal point and the reference point was performed among three models.
Results
Measured length ± SD of curtain model was 96.92 ± 29.19, 61.55 ± 14.56 in half-balloon model, and 22.42 ± 13.34 in balloon model. Tukey's pair-wise comparison (p < 0.0001) revealed that the balloon model was significantly lower than that of halfballoon model and curtain model.
Conclusion
The average distance between the optimal point and each line segment revealed that the balloon model was more suitable to explain the lung expansion model. This lung motion analysis based on vector analysis and non-linear optimization shows that balloon model centered on the center of inertia of lung is most effective geometric model to explain lung expansion by breathing. In this paper, we propose a novel method to keep required objects rigid while performing non-rigid registration. This is achieved by modifying the free-form deformations (FFD) to get a rigid constraint.
Non-rigid registration using a rigidity transform constraint
Methods
Our registration framework is based on the papers of Ruckert et al, where the metric is NMI, and the regular gradient decent algorithm is used as the optimization. The transform is modified using a rigid constraint which will be discussed as below. In this method, only transformation is changed and other parts of registration will not be modified. The new Transformation has four steps: 1. Divide the control points into three parts: rigid parts, nonrigid parts and composite parts. 2. Perform rigid transformation to the control points whose coefficient is not 0.0 and local coefficients displacement to the control points whose coefficient is not 1.0. 3. Employ local parameter and rigid parameters from step 2 to calculate the coefficients of the resulted control points. 4. Use B-spline formulation and the control points' coefficients to perform standard transformation.
Results
The system is developed on the Win-XP Professional operation system and is programmed under Visual Studio 2003. Hardware environment is: Intel P4 2.4G (Hyper thread support), 512 M memory. 2D synthetic example and 2D CT follow-up slices of the thorax which has tumour growth in different times were employed with this system. From the experiment, the result grid shows that the proposed method is effective in the registration with rigid constraint.
Conclusion
In this paper, we introduced a novel rigidity transformation constraint, which penalizes non-rigid deformations at locations where it is required. The effectiveness of the proposed transform is demonstrated on 2D synthetic examples and 2D CT follow-up slices of the thorax. From the result, this transform is shown to be a feasible way to keep certain parts rigid while performing nonrigid registration.
Effect of the minicolumnar disturbance on the morphometry of white matter in dyslexic brains Noha Youssry El-Zehiry 1. Introduction Minicolumnar disturbance is a common feature to both dyslexic and autistic brains. This paper is motivated by the persistent need to investigate the effect of minicolumnar disturbance on the magnetic resonance images of the brain, which will serve as a preliminary step for developing a non-invasive methodology to discriminate between the diseases based on the MRI findings. Our goal is to try to find a certain collection of features that serves as a signature for each brain developmental disease. In a previous study we have proved that the minicolumnar disturbance reflects in a direct way to the volume of the outer shell of the white matter and we can consider it the first MRI discriminatory feature between dyslexic brains and typically developed ones. In this paper, we propose to use local shape descriptors to investigate the effect of minicolumnar disturbance on the shape of the cortex of the dyslexic brains. The shape is being represented by a one dimensional probability density function for each shape parameter.
Methods
Basically, some image preprocessing tools will be used to extract the brain and segment the white matter. Then, for the shape analysis, we propose to quantify the geometry of the white matter surface by four parameters: the mean curvature, Gaussian curvature, curvedness and shape index on the surface points of the segmented white matter volume and investigate whether the variability of these parameters between the normal and dyslexic cases can be considered of a discriminatory nature. The reason behind choosing these parameters is the need to find a representation for the shape independent of the volume or orientation of the object such that the images can be used without applying any transformation that might adjust the volume and orientation but distort the shape. Moreover, when analyzing the shape, we need to be able to determine the location that is affected by a certain phenomenon. Therefore, we found these local shape descriptors ideal for such application. The procedure that we are proposing for analysis consists of the following steps: 1. We randomly select eight normal control cases and eight dyslexic cases and generate a shape template for each group. 2. From each shape template we calculate the shape parameters (curvatures, shape index and curvedness) over the surface and generate the pdf for each of the shape parameters. The geometry of objects can be characterized by p(z) where z is the feature of interest. In this manner, the shape of the whole volume can be represented by a one dimensional probability density function. Therefore, we will generate the pdf of each of the extracted features and test the hypothesis that p((z)|dys-lexic) = p((z)|Normal). Using the generated pdfs we can judge whether the minicolumn disturbance affects the geometrical structure or not.
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Results and conclusion
The result of the test p((z)|dyslexic) = p((z)|Normal) was positive. We have concluded that these parameters are not able to provide a unique description of the brain or a signature of each of the brain types. This therefore disproves the hypothesis postulated in the beginning of the paper. Although the results here will not help in designing a computer aided diagnosis system that discriminates between normal and dyslexic cases, the results are still useful in ending the debate over whether or not the local shape descriptors can be used to discriminate between the different individuals. 
Methods
Anisotropy is incorporated into our unsupervised statistical segmentation framework by either considering image gradients or intensity distances within predefined voxel neighborhoods similar to anisotropic diffusion filtering. An initial segmentation of the brain soft tissue into different tissue classes is obtained by K-Means clustering and skull stripping on one of the 3D input sequences. Subsequently, the initial segmentation is refined using anisotropic versions of an HMRF-EM segmentation framework that operates on multi-spectral input data. Finally one of the detected compartments can be chosen semi-automatically by the operator for further processing. For evaluation purposes the performance of both the newly proposed anisotropic methods is compared to standard approaches on physiologic phantom MRI data as well as on pathologic clinical MRI data using the Dice metric and expert annotated ground-truth.
Results
Experiments show that both the anisotropic approaches perform better in classification of cerebral gray and white matter on multispectral simulated MRI data in terms of the Dice metric under typical MR imaging conditions. Segmentation results on clinical MR data show that the proposed methods are more sensitive to small structures within the images.
Conclusion
The two methods discussed in our contribution try to overcome the problem of over smoothing small anatomical structures in the context of HMRF-EM brain tissue segmentation by means of anisotropic HMRF models. Future work will involve further assessment and refinement of the proposed methods and investigation of more sophisticated approaches to incorporate anisotropy into HMRF modeling. In order to educate students at a medical doctor or a nurse-midwifery training school for checking both the situation and the distance between a uterine ostium and a head of fetus visually, we have developed a computer assisted training system using virtual reality techniques and a manikin of the uterine ostium and the vagina. In this paper, we explain our system overview, hardware requirements, and results.
Method
First, we measured and scanned a manikin of pelvis and baby manufactured by Koken Ltd., and we created the virtual model in the computer. The skin was made by vinyl chloride, and the bone and head of fetus are created by silicon and poly-urethane. The geometry model of skins and a head of fetus of several stages were created by CAD system interactively. The physical model of bone of uterine ostium was scanned by 3D CT, and we generated the iso-surfaces and stored them in STL (STereoLithography) data format. In order to get position and rotation information of two fingers, we utilize two miniBIRDs, which are magnetic sensors of Ascension Technology Corporation. The miniBIRD is a 6 df measuring device that measures the position and orientation of a small body-mounted sensor. The sensors are attached to the head of two fingers, in order to catch the position of them. We have also developed a real time display system of 3D models by using OpenGL, and the 3D model consists of two fingers, a baby head, a pelvis, a skin of pelvis, and so on.
Results
We conduct a survey of eight students at our university, and make inquiries for our system, and evaluate it in several ways. In the lecture of an internal examination, first we teach an internal examination in the classical method using a manikin only. Next, we teach them by using our system and make inquiries for our system with unregistered style. We check understanding of the students for several questions before and after looking images in our system. The understanding of the students is improved by our system. Especially, the position and rotation of ischial spine and fetal head (baby head) are clearly recognized by all students.
Conclusion
Our approach utilizes the physical model of a manikin of pelvis and baby manufactured by Koken Ltd., and the virtual model of the physical model was precisely constructed by 3D CAD modeller and 3D CT scan device. By monitoring the position and rotation of two fingers, teacher can advise correctly. Students can understand easily how to diagnose the status of delivery. The results of inquiries for eight students show the effectiveness of our system. The RFA needle is than placed into the tumours under ultrasound guidance. The major task of laparoscopic RFA is the accurate needle placement according to the preoperative planning data to achieve complete tumour ablation. This experiments investigate the value of an image-guided surgery system to accomplish this task.
Methods
An image-guided surgery system for laparoscopic liver treatments (LapAssistent) based on an electromagnetic tracking system was developed. A LUS probe and a RFA needle could be navigated.
The navigation view features a virtual scene consisting of preoperative planning data, navigated LUS and a navigated model of the RFA needle. A module for documentation of ablated tumours as well as the possibility to update the preoperative planning with new intraoperative findings is also available. The system was studied using a perfused tumour-mimic-model of a porcine liver. The planning model was adapted by marking another injected tumour in the ultrasound B-scan image. Navigating the RFA needle, the tumours were ablated.
Results
The system enables the surgeon to intraoperatively update the threedimensional planning data in case of new findings. The RFA needle could be placed accurately in a targeted tumour, even out of the ultrasound plane. In case of multiple tumours lying in close spatial relationship, the documentation module helps to keep track of the already ablated tumours and those that still need to be treated.
Conclusion
The system adds benefit to laparoscopic RFA enabling the surgeon to place the needle accurately inside the targeted tumours using the navigation scene. A manual alignment of the preoperative data to the physical space produces a feasible result for a restricted region. A precise measurements of the accuracy of this process has to be done. The possibility to update the three-dimensional model with new intraoperative findings enables the surgeon to adapt to a new intraoperative situation. Furthermore the possibility to mark ablated tumours helps to keep track of the operation plan. For surgery planning and simulation, we need to build accurate patient specific 3D models from available patient-specific data such as CT and MR scans. Numerous methods have been proposed for automatic, semi-automatic or interactive image segmentation. However, the existing methods have disadvantages that limit their applicability to medical images in a clinical setting.
For building anatomical models with lower user interactivity and higher accuracy, we develop a model-based interactive approach.
Methods
To build a model of a structure in a given 3D image, we first segment the structure in a few slices using 2D model-based automatic segmentation, and automatically build its initial 3D volumetric model from the segmented slices using shape-based interpolation. Then we segment the entire structure by deforming the model automatically to fit its corresponding structure in the image. Finally, we refine the result by warping the deformed model using a radial base function. We have proposed a statistic method to automatically select slices for segmentation. Usually, the first slice is selected as one where the structure branches or has no clear boundary. To reduce user interaction, the inter-slice distances of the selected slices should be large, while to build a good initial model roughly fitting the structure in the image, the shape variation between two consecutive selected slices should be small enough. To segment the structure in a 2D slice, a contour is first manually constructed to roughly delineate the structure in the slice, and then a 2D model-based automatic segmentation procedure is applied to automatically find the exact boundary of the structure in the slice.
Results
The proposed approach has been used to model orbital structures, including seven bones from a CT scan, seven muscles and the optical nerve from a MR scan. Only 1 or 2 min are enough for each structure with 3-5 slices to be roughly delineated. Compared to manual segmentation, its Dice Similarity Coefficient is around 97%.
Conclusion
Our interactive approach combines shape interpolation, automatic model-based segmentation and radial base function-based warping. User interaction is adopted to cope with large shape variation in a low scale space, which can not be modeled by a general model. On the contrary, automatic model-based segmentation is employed to capture small but complex shape variation in a high scale space, which is time consuming if manually delineated. Experiments show that the presented approach is fast and accurate. A basic implementation using the proposed techniques is presented in the following.
Methods
GPU-based skeleton method is organized in the following steps. Firstly, In order to improve segmentation results the image data is processed by using a nonlinear edge-preserving image smoothing operator based on an anisotropic diffusion. Then an optimal threshold is defined by a histogram analysis. In the third step, distance transform is implemented on the binary 3D volume data, which labels each voxel with the number of erosions that had been performed before it disappeared. The result of the transform is a S458 Int J CARS (2007) 2 (Suppl 1):S445-S478 grey level volume data showing the distance to the closest boundary from each point, and the skeleton is extracted to detect the longest connected features, which is supposed to be the desired tree structure. In this way, the region not belong to it should be restrained and the tree structure can be reconstructed from its skeleton. At last, GPU-based volume rendering is employed to visualize the result. The distance transforming algorithm is considered most expensive during the procedure, and it can be speeded up by GPU computing.
Results
The experiment employs a NVIDIA GeForce6800 GPU and is programmed under a Visual studio.net environment on a Windows XP operation, where the GPU programs are coded with CG language. The OpenGL libraries are used in the software. One MRA cerebral aneurysm data set was employed, which have size of 576 · 576 · 118. The distance transform can be finished in 176 ms in GPU compared to 1,357 ms in CPU and the volume rendering can be finished in 33 ms in GPU compared to 2,800 ms in CPU.
Conclusion
In this paper, we presented a novel GPU-based algorithm: skeleton reconstruction. By storing the volume data in 3D texture and using flexible programming model of GeForce6800 pixel shader, we built up a new data pipeline to implement skeleton algorithm and volume rendering completely in GPU. So both time and the memories are reduced. This algorithm requires less computing cost, however, it has the limitation that it can only used in branchshaped organ such as lung and the blood vessel. When classifying the raw volume rendering, the algorithm employed a pre-classification method to classify voxels before interpolation. Since this must be done in CPU, it still costs much time. The future work will address this problem by moving classification operation into GPU to get even quicker interactive speed.
GPU-based high performance volume data segmentation Ce Zhang a , Lixu Gu a a Department of Computer Science, Shanghai Jiao Tong University, Shanghai, People's Republic of China Keywords GPU segmentation AE Volume data AE Pixel shader 1. Introduction In this paper, our research is presented into porting a region based segmentation technique, which is suitable for GPU-based high performance segmentation of volume data. New techniques to determine region equivalence in an image or volume are discussed. A basic implementation using some of the proposed techniques is presented.
Methods
Our segment algorithm is organized in the following four steps: 1. Load CT dataset and create a slice of 2D texture in GPU; 2. Histogram analysis to define a suitable threshold grey level to the texture; 3. GPU based region labelling to separate the structures of the texture; 4. Select the region which the user is interested in, and visualize them by ray casting algorithm based on GPU. Where, step (2) and step (3) computation are running in Pixel Shader on GPU. In step (2), for each pixel, if the luminance is not in the pre-defined range, the output color is set to black. Otherwise, the GB channel values of the output color is set to the X, Y coordinates of the pixel in the dataset. The Z-position equals to 16 · A + R, where the AR channel values are set to the number of row and column in 2D texture. In step (3), for each pixel, if the current pixel is null, skip with our processed. Otherwise, compare the ARGB value of current pixel, respectively, with that of its six-connected-neighbour pixels and set the current pixel value to the maxim value of the pixels. The ARGB value of each pixel is set with XYZ position (G, B, A · 16 + R) according to the ARGB value of current pixel. Repeat until the values of all the pixels are stable. The volume data thus can be segmented into several regions signed with the key value of the same colour.
Results
The experiment is implemented on Win-XP Professional operation system and is programmed under Visual Studio 2003, Microsoft DirectX SDK (October 2006). Hardware environment is: Intel P4 2.6 G (Hyper thread support), 1 Gb memory of DDR533, NVIDIA GeForce7900 GS graphic card. We have tested our method on two datasets with the size of 256 · 256 · 256 and 512 · 512 · 256. The segmentation for 256 · 256 · 256 dataset can be finished in 2.798 S, include transfer data from memory to graphic memory, render for segmentation, and transfer the result back to memory. The segmentation for 512 · 512 · 256 dataset can be finished in 10.453 S.
Conclusion
In this paper, a novel GPU-based high performance volume data segmentation algorithm is proposed. The experimental results show that the algorithm can segment large volume data in near real time. This approach can be widely used in CT/MR medical Image processing for fast diagnoses. The idea of this paper can be further expanded to support GPU based complex segmentation algorithms. We are developing a Geant4-based simulator including an irradiation system for radiotherapy (http://www.g4med.kek.jp/). Calculated dose distributions on the simulation of proton therapy agreed well with the measured dose distributions for both the Bragg peak and the SOBP. We have developed a DICOM data modeling tool for the simulation. It makes the use of DICOM data as an input in the Geant4 simulation. The Geant4 toolkit includes some graphics systems to render simulated geometrical definitions and simulated particle trajectories. However, since it has no function of volume rendering, it is not suitable for displaying a complex patient data such as a CT data. Therefore, we have developed a visualization tool as a part of the simulator, which is named gMocren. It provides a volume rendering capability for displaying a complex patient data and calculated dose distributions simultaneously. We can make use of it to verify the calculated dose distributions easily and intuitively.
Function overview
The appearance of gMocren is composed of one 3D image, three 2D images, two setting histograms and tool buttons. The tool buttons are assigned to the image saving, the contrast tuning of 2D images, the resolution tuning of the 3D image and the illumination tuning of the 3D image. To make the 3D image, we adopted the ray-casting method that is one of volume rendering techniques and an early ray termination method for accelerating the rendering. Both the patient data and the dose distribution are visualized accurately and simultaneously. It is also possible to move, rotate and zoom in or out the object in the 3D image. Three 2D images consist of three sections parallel to x-y, y-z and z-x planes with MPR (Multi-Planer Reformat). By pointing the dose distribution image with the mouse the dose value is displayed on the image. Additionally, the 3D image can be adjusted the opacities and the colors by using the setting histograms so as to obtain intuitive information visually. It is necessary to store the simulation result to a dedicated format data file for the purpose of displaying the calculated dose distribution in gMocren. We have prepared a class library that retrieve/ store data from/to the dedicated format data file.
Conclusions and future work
We have developed gMocren that is a visualization tool for Geant4-based medical physics applications. It provides the volume rendering capability to display not only complex patient data but also dose distributions calculated through Geant4 simulation. gMocren supports a PC on which Linux or Windows 2000/XP operation system works. We have released gMocren freely available at http://www.geant4.kek.jp/gMocren/. We plan to add a function of hardware volume rendering using GPU or VolumePro to gMocren for the purpose of the high-speed rendering of large size patient data. The relevance of determination of bone mineralisation in childhood increased significantly within the last decade due to an increasing number of children suffering from several chronic diseases with better therapeutic strategies. It can be expected, that less sports activity and more obesity cause reduced elasticity of bone and reduced bone mineralization. The fact that conventional radiographs can be used to assess the skeletal mineralization spurred the development of digital radiogrammetry which became more clinically available within the last few years (DXR).
Comparison of BMD-calculation using DXR-technology based on analogue and digital calculation
Methods
The X-ray of the forearm, hand or midhand obtained initially after adequate trauma verifying a fracture of patients aged 6-18 years were analyzed and matched to images of age-and sex-matched children and adolescents having had the same imaging after similar trauma without fracture. The images were analyzed using three different digital radiogrammetry options (Sectra, Sweden): scanning of printouts (group 1), digital analysis of digital images with edge enhancement (group 2); digital analysis of digital images without edge enhancement (group 3). Control groups consisted of 320 analyses (group 1), 148 cases (group 2) and 52 cases (group 3). Automated placement of the region of interest within MC 2-4 was done by the system without any operator activity required nor possible to influence size or location of the ROI. Cortical thickness of the metacarpals was estimated. Based on the mean bone volume per area and the estimated porosity of the cortical bone BMD as well as MCI was computed. A questionaire on related diseases and living conditions was given to the parents to be answered.
Results
Children younger than 6 years of age could not be analyzed in any of the three options. About 15% of all other images remained without a BMD-calculation. 48/123 BMD-calculations (group 1), 27/98 (group 2) and 7/26 (group 3) had a reduced BMD < 1 SD (39.0, 27.6 and 26.9%). Mean Z-score was -0.31, -0.30 and -0.l9, respectively. Correlation coefficient (group 2/3) was r = 0.997, p < 0.01); correlation coefficient of group 1/2 was r = 0.34 (p < 0.05) only. MCI-correlation coefficient of group 1/2 and group 2/3 were r = 0.97 both. A total of 35% of the children were obese ( >97 weight percentile). In the mean patients practised sports 3-4 h a week including obligate school-sports. Normative values will be displayed at the poster for each option of BMD.
Conclusions
There is a tendency towards reduced values of BMD in children/ adolescents being associated with obesity and less sportive activity. A relevant number of peripheral fractures in childhood is, despite adequate trauma, at least in parts caused by lowered bone mineralization obtainable by DXR. Nonetheless about 15% of all cases during childhood and adolescents revealed no BMD-calculation due to technical reasons. It seems not to be necessary to analyze non edge enhanced images if related reference values are available using similar image postprocessing and edge enhancement on digital images. The DXR-analysis of hard copies, however, is significantly different from the digital analyses, normative values vary significantly. MCI-calculation is very similar, suggesting, that the determination of other aspects as porosity induce these differences. The basal ganglia are large collections of nuclei which play an important role in movement control and in higher cognitive functions. Morphometric analysis of the basal ganglia in vivo enables exploration of their relation to certain diseases, including Alzheimer's disease, Huntingon's disease, attention deficit hyperactivity disorder, schizophrenia and tardive dyskinesia, bipolar affective disorder, and dementia associated with human immunodeficiency virus. Thus, segmentation of the basal ganglia from brain MR images is very essential. However, the inter-and intrapersonal variability inherent in the anatomical structures, the limited resolution of MR images and the inhomogeneous intensities make it difficult to segment the basal ganglia. We propose a segmentation method that uses active appearance models and shape-based interpolation.
Methods
First, all volume data for the training set are transformed into the Talairach coordinate system by means of the Fast Talairach Transformation (FTT) respectively. Then, six key slices which can properly show main shape features of the basal ganglia are chosen from each volume data in the same plane in the Talairach coordinate system, and six corresponding Active Appearance Models (AAMs) of the basal ganglia are established. In the experiment, the volume data under segmentation is transformed into the Talairach coordinate system with FTT, and each AAM is matched to the corresponding slice automatically to delineate the contours of the basal ganglia in the slice. Finally, with the shape-based interpolation, 3D shapes of the basal ganglia were generated from these contours.
Results
The proposed method is evaluated on 18 real MR scans from the Internet Brain Segmentation Repository (IBSR: http:// www.cma.mgh.harvard.edu/ibsr). In the experiment, the strategy of leave-one-out is adopted. Compared with the ground truth established in the IBSR, our segmentation is visually acceptable.
Conclusion
To avoid the complexities in generating 3D AAM and compensate against the drawbacks of 2D AAM, a compromise method is proposed to combine a set of 2D AAMs with shape-based interpolation. The AAM is adopted to incorporate global shape and intensity feature of each structure, while the shape-based interpolation is used to generate 3D models from the segmented slices. The proposed method reduces the workload for establishing training set and avoids the troubles in localizing the landmark points in the 3D space. The study was conducted to improve the classification accuracy and reduce computational cost by sorting out features using genetic algorithm (GA) based feature selection for the differentiation among obstructive lung diseases based on the features from shape analysis on HRCT images. To compare the performance of GA based feature selection method to typical feature selection methods, five different types of typical feature selection methods were tested and compared based on the classification performance and clinical applicability.
Methods
The images were selected from HRCT obtained in 17 healthy subjects (NL, n = 66), 26 patients with bronchiolitis obliterans (BO, n = 69), 28 patients with mild centrilobular emphysema (CLE, n = 64), and 21 patients with panlobular emphysema or severe centrilobular emphysema (PLE, n = 62). Every 265 ROI was selected just one at each half lung for avoidance of the redundancy of images. All patients were recruited at the department of radiology, Asan Medical Center. We employed the SVM to demonstrate the contribution of shape feature for improving classification performance. Each data set has twenty four features. As texture features, Histogram features (mean, SD, skewness, and kurtosis), gradient features (mean, and SD), run length encoding (short and long primitive emphasis), and co-occurrence matrix (angular second moment, contrast, correlation, entropy, and inverse difference momentum) were employed. For shape analysis, the size of LAA (mean, and SD) and number of emphysema clusters, and mean and SD of objects of subtraction image from white and black tophat transformation result to original image were used.
Results
GA feature selection chose only eight powerful features. Overall accuracy using only eight power features shows 93.89%, while overall accuracy using all features data set shows 94.72%. We reduced 66% of feature number and keep 98.99% of accuracy compared with all features data set.
Conclusion
Among typical feature selection methods, especially, SFFS show its plateau type graph and robustness which give users good advantage that can terminate the algorithm earlier without accuracy lost. However, the GA based method selected only eight power features by GA feature selection shows 93.89% accuracy, which is better than any other classical feature selection methods. 
Methods
Two state-of-the-art algorithms (livewire and interactive graph cuts) were implemented and extended to a powerful combination, which we call the ''ribbon'' method. This yields a total of three major modes for semiautomatic segmentation including some sub modes and parameter tunings plus a manual segmentation mode. For almost any anatomical structure in our 3D MR images, the user is provided a suitable method for efficient segmentation. The software supports image structures with disjoint parts by supporting splitting and merging of contours in an arbitrary way using constructive solid geometry (CSG). After working through the entire volume, the segmentation result may seem adequate considering each slice itself, but there still may be inconsistencies or staircase effects. The software tool provides three ways of general improvement to overcome staircase effects and segmentation inconsistencies from one slice to another: A surface snake algorithm, an anti aliasing algorithm and another method, which is an extension of the ''ribbon'' method for 2-manifolds.
Results
We evaluated our software tool by performing segmentations of human livers from abdominal MR images with a T1 weighted FLASH-3D-VIBE sequence. We were able to reduce the time needed by an expert for the segmentation of the livers from the image data to one third.
Conclusion
The segmentation software has shown to be an improvement in quality and efficiency of semiautomatic segmentation of 3D MR images. Combining the strengths of the livewire and graph cut paradigms provides the user with a powerful collection of efficient segmentation modes for almost any anatomical structure at different image contrasts. Usage of the software tool, with the assumption of some knowledge of the basic algorithms, is intuitive and can be learned by any skilled person Keywords Microvascular architecture AE Spleen AE Synchrotron radiation AE SPring-8 1. Introduction Partial splenic embolization is a minimally invasive technique for splenomegaly (hypersplenism) caused by liver cirrhosis. To quantitatively explore 3-D microvascular architecture of the spleen is clinically important for proper choice of embolization agents. Using a synchrotron radiation CT (SRCT) system developed for structural studies of the biological specimens, we have tried to provide quantitative 3-D reconstruction of the microvascular architecture of the pig spleen.
Methods
The samples were prepared as follows: First, barium was infused from the main trunk of the splenic artery. Then, contact radiography was obtained to confirm proper filling into the periphery. Subsequently, they have been fixed by formalin for 2 weeks. Finally, they were cut down to the sample specimens to be filled into a cylindrical tube (20 mm in diameter). The SRCT system has been constructed in the bending magnet beamline BL20B2 in the 8.0 GeV electron storage ring (SPring-8, Hyogo, Japan). This system allows the non-destructive acquisition of ultra-high resolution 3-D volumetric data with an isotropic voxel size of 12 · 12 · 12 lm 3 . For the volumetric data, quantitative 3-D analysis of microvascular architecture has been performed as follows: First, microvascular structure has been segmented with use of seeded-region growing algorithm. To cope with spatial nonuniformity of the pixel density, segmentation is based on statistical analysis of the local neighborhood. Then, voxel coding with single-seeded and boundary-seeded approaches were applied to the segmented vasculature for the subsequent volume thinning to yield the center curvature. Finally, local diameters of the microvasculature along the center curvature have been calculated.
Results
Three-dimensional displays of the microvascular architecture of the pig spleen were successfully obtained. Mean diameter of the microvasculature was obtained as a function of the distance along the center curvature from the initial point (placed at the major trunk of the splenic artery within this sample). Diameters at the most distant, end arterioles are ranging from 24 to 35 lm in our study.
Conclusions
To quantitatively explore 3-D microvascular architecture of the spleen using an SR microtomography with ultra-high resolution would offer new approach to establish theoretical basis of partial splenic embolization. of the knee joint are updated iteratively. In this paper, we propose two techniques in this 2D/3D registration: one is a technique for giving a good initial setting for the parameters of motion and the other is a technique for improving the stability of iteration.
Method 2.1 Initial value setting
The fluoroscopy image is a moving picture and includes many frames. Way to set the initial values depends on if the frame is the first frame or the other ones. For the first frame, initial value setting of six registration parameters for each bone is a timeconsuming task. We developed the following setting technique based on markers. We propose to put markers made of a small metallic ball at some proper positions on the skin surface of the knee joint. Then the CT image of the knee joint is acquired and also the fluoroscope images are acquired. From the fluoroscope images, the markers are extracted and their three-dimensional positions are estimated. Makers in the CT image are also extracted. Finally, the transformation matrix is determined in order that the markers estimated from fluoroscope are registered to the markers in the CT image.
First searching direction in the Powell method
After an initial guess is given, an iteration algorithm is applied to get optimum parameters for each frame data. In our previous method, the conventional Powell method was used. However, this method sometimes failed in obtaining accurate transformation parameters. In this paper, we propose that the first searching direction in the Powell method is set by the principal component analysis of the transformation parameters of the previous frames. It is in general supposed that the lower order of principal components represent the main direction of the motion and the use of them as first searching direction leas to effective and stable estimation.
Results and conclusion
Image acquisition experiments with X-ray CT and bi-plane fluoroscopy were carried for two volunteers with normal knee movement. We could confirm that the use of the four or five markers for each bone made the initial setting of parameters very easy. We also confirmed that searching direction setting based on PCA can provide better stability through both computer simulation and the experiment. The purpose of this study was to evaluate the value of PACS storage and post-processing of digitalized CT datasets using different software in patients treated for thoracic aortic disease by means of endovascular repair (EVR).
Methods
Since January 1996, 127 patients were treated for different thoracic aortic diseases. Follow up was performed at 6 and 12 months and yearly thereafter and included CT scan and clinical examination. Routinely, an additional unenhanced helical CT scan before obtaining the enhanced CT scan was performed, the so called ''Stent-Protocol'' (1.25 mm collimation, the High Quality Mode (pitch 3), a 1.25 mm reconstructed slice thickness, a reconstruction interval of 0.8 mm, and the standard reconstruction kernel). Raw data were stored in the PACS system and, if necessary, transferred to a workstation (Sun Ultra 60, Sun Microsystems, Mountain View, CA) running the Advantage Windows software (AW 4.0, GE Medical Systems, Milwaukee, WI). Three-dimensional VR and 3D MIP/MPV reconstructions were performed of the stent-graft and the aorta. In addition, interactive reformatting on the workstation with interactive generation of reconstructions of the source image in all planes (including coronar, sagital, and curved reconstructions) were performed. Also volumetric measurements were performed.
Results
Using the vessel analysis software, interactive evaluation of the aorta and the stent-graft was possible and exact causes of primary and secondary endoleaks type I-III could be evaluated in 95% of the patients with this complication. By performing adequate 3D VR-reconstructions from the stent, migration or distortion of the stent-graft could be displayed and studied in all patients. It was possible to delineate the struts clearly. Relevant changes were observed in 9% of the patients. Volume measurements in patients treated for dissections Stanford type B revealed optimal outcome in the area of the stent-graft with increase of the true lumen (p < 0.001) and a decrease of the false lumen (p = 0.002). Results of volumetric analysis in the aortic region distal to the prosthesis proved to be of more concern. Volumetric analysis of the aneurysm showed significant better results for patients in whom complete exclusion of the aneurysm was achieved as compared to patients with an endoleak (p = 0.002). Different stent-graft designs showed different complications. Using the different reconstructions, planning of secondary interventional repair was possible if necessary.
Conclusion
Digitalization and PACS storage of CT datasets is of great value in the follow-up of patients after EVR for thoracic aortic disease. Different software allows for exact radiological work-up of these patients and enables optimal visualization of different pathologies and complications. Transverse image viewing is inefficient and less accurate than viewing reformatted images. Registration is important for ensuring that the same region is analyzed in both the baseline and the follow-up magnetic resonance (MR) images in longitudinal studies which investigate bone quality by characterizing trabecular bone. When imaging trabecular bone in osteoporosis, there are inherent regional variations in trabecular structure and follow-up images registered to the baseline scans would have a profound impact on the quantitative evaluation of trabecular bone parameters. The purpose of this work was to asses the effects of retrospective mutual information (MI) registration and compare results to prospective MI registration and manual registration for the tibia.
Methods
The right distal tibia of five volunteers was scanned on a 3T GE Signa MRI scanner with a FIESTA-C sequence and using a 4-element phased array coil. Both baseline and follow-up exams were acquired on the same day with patient repositioning. Each exam consisted of one low resolution scan (0.313 · 0.313 · 0.5 mm 3 and 3 min scan time), and one high resolution scan (0.156 · 0.156 · 0.5 mm 3 and~16 min scan time). The prospective registration utilized a MI rigid registration algorithm (ITK) to determine the translation and rotation required to scan the followup image aligned to the baseline image. Multi-scale MI rigid registration with a conjugate gradient descent optimizer, three levels, and a nearest neighbour interpolator was then applied off-line retrospectively to register the normal follow-up images to their corresponding baselines. The normal high resolution follow-up images were also manually registered to the baselines by visually matching corresponding slices. A volume of interest (VOI) which included only trabecular bone and bone marrow, consisted of twenty axial slices and was manually defined using a graphics cursor on a slice by slice basis. Previously established methods were then used to compute the apparent trabecular bone structural parameters: App.BV/ TV, App.Tb.Sp., App.Tb.Th., and App.Tb.N. Data was compared and analyzed using repeated measures of analysis of variance and the Bonferroni t test.
Results
Follow-up trabecular bone parameters were not significantly different (p > 0.05) from baseline when determined from prospectively, multi-scale retrospectively, or manual retrospectively registered images. Difference between the prospective registration output and the multi-scale retrospective registration were within the resolution of slice thickness (0.5 mm) for translation and within one degree for rotation.
Conclusion
The study of the progression of bone diseases or the efficacy of a treatment based on MRI requires the proper analysis of corresponding regions of interest in the baseline and follow-up scans. In this work, we have confirmed the feasibility of using a MI based method which requires no segmentation to prospectively register or retrospectively register longitudinal MR images of the tibia. The advantage of prospective registration is that alignment can be ensured on-line, just prior to scanning the patient. Statistical shape analysis of 3D anatomical structures is a powerful tool to quantitatively locate pathological changes. Spherical harmonic (SPHARM) description is commonly used to represent anatomical surfaces. Mathematically, the spherical harmonics are the angular portion of orthogonal solutions to the Laplace equation in the spherical coordinate system. However, for human organs that do not have near-spherical boundaries (actually, most human organs do not have spherical appearance), using spherical harmonic to model these structures with a certain precision requirement may involve a high degree of expansion, which is less effective and efficient.
Methods
We propose to use the ellipsoidal harmonic (ELPHARM) expansion instead of the spherical one to approximate anatomical surfaces. To represent non-spherical shapes like the lateral ventricle in human brain, ELPHARM requires a smaller degree of expansion than SPHARM to approximate the structure with the same requirement on the accuracy. Actually, the ELPHARM generalizes the traditional SPHARM since the ellipsoid components can degenerate to the sphere ones.
Results
The ELPHARM is applied to represent the brain structures with various morphologies. The first data we used is the lateral ventricle surface segmented from brain MRI volumetric data. We derived an ellipsoidal harmonic expansion of degree 7 of the lateral ventricle using the ELPHARM modelling, while the spherical harmonic expansion degree in the SPHARM modelling is as high as 16 to achieve the same approximation accuracy (i.e. the mean square distance is around 0.1). These experiments also demonstrate the strong potential of ELPHARM to smoothly represent a shape and to compress the information carried by the seemingly complex surface structures.
Conclusion
Theoretically, the introduction of ellipsoidal harmonics greatly reduces the volume of possible divergence in SPHARM. In statistical morphometry problems, ELPHARM can be used to accurately and efficiently represent the anatomical surfaces to a certain degree of details for population comparison and shape compression. In an attempt to image the human spine of a volunteer, an ultrasound volume was obtained. In the volume, the vertebral parts should have higher intensity than the surrounding tissues since these parts, as other bony structures, have high sound impedance. However, muscles and other parts give echoes of the same strength. By enhancing the vertebral parts, the localization of these parts can be done easier. Such an enhancement method should consider the non-smoothness of ultrasound images. It is caused by the nature of ultrasound images and the results of the interpolation process of empty parts. The empty parts represented the parts that were not scanned which usually are present in the image using a freehand 3D ultrasound system. This paper describes the work to enhance the vertebral S464 Int J CARS (2007) 2 (Suppl 1):S445-S478 parts that appeared in ultrasound images using a so-called length attribute filter.
Methods
The volume was represented as max-tree, a tree representation of a 3D grey level image based on the intensity and voxels connectivity or spatial relationship. Each node of the max-tree stores a 3D region and its longitudinal length. Vertebral parts and nonvertebral parts (muscles and skin) were expected to be separable and to have a different length in longitudinal direction. The nonvertebral parts form elongated structures while the vertebral parts are shorter in this direction. The enhancement was done to the max-tree by inspecting all nodes and comparing their attribute (longitudinal length) with the length threshold range. The nodes which had a longitudinal length within the range were preserved. Otherwise, the nodes were deleted.
Results
The small structures and the elongated parts were filtered away from the ultrasound volume. As a result, the vertebral parts were enhanced. Quantitative evaluation delivered that the range of 6-11 mm was the optimal range of the length threshold.
Conclusion
Enhancing the bony parts, especially the vertebral parts in a 3D ultrasound image of human spine can be performed using a length-attribute filter. The elongated parts in the longitudinal direction such as skin and muscles can be removed by the length attribute filter. The results of the enhancement procedure make it easier to localise vertebral features. The study was conducted to find number of type of similar clusters, which may mean steps of COPD, using unsupervised Fuzzy C-means clustering and 2D low attenuation area (LAA) analysis for the differentiation among obstructive lung diseases based on the features from shape analysis using High Resolution Computerized Tomography (HRCT) images. For a correct diagnosis and treatment, it is important to know patient's current state. Therefore, there were many researches to prove about generation and progress of COPD. There, however, is not much that is known about COPD. To find out the progress step of COPD, we used unsupervised fuzzy c-means clustering with lung LAA which is extracted by watershed method.
Methods
The images were selected from HRCT obtained in 17 healthy subjects (NL, n = 66), 26 patients with bronchiolitis obliterans (BO, n = 69), 28 patients with mild centrilobular emphysema (CLE, n = 64), and 21 patients with panlobular emphysema or severe centrilobular emphysema (PLE, n = 62). Every 265 ROIs were selected just one at each half lung for avoidance of the redundancy of images. We used Fuzzy c-Means Algorithm for the unsupervised clustering. It minimizes the following objective function with respect to fuzzy membership and cluster centroid. For the evaluation of unsupervised clustering, Xie and Beni's (XB) index was used. XB index quantify the ratio of the total variation within clusters and the separation of clusters 3. Results The progress step of COPD with lung LAA was evaluated by XB index, used for determination of the number of cluster. From this analysis, the number of cluster (means steps of COPD) is seven. The determined cluster number was used for clustering new HRCT images. From the clustering results, we made LAA clustered color mapping image.
Conclusion
In this study, we presented a new method for identifying steps of COPD through unsupervised learning and generating LAA clustered color mapped image. By the ROIs classified in consensus by two thoracic radiologists, we examined these LAA clustered results. As a result, the LAAs on ROI of different class are displayed on different color, which means that this unsupervised classification scheme conform to the clinical knowledge and characteristics of the progress of COPD.
Surface based 3D modeling of neurovascular compression syndromes P. Drapikowski a a Poznan University of Technology, Institute of Control and Information Engineering Keywords Image segmentation and registration AE MRI AE Surface 3D models 1. Introduction Combining information obtained from different kinds of tests, such as CT and MRI, along with using various ways of imaging within the MRI itself enable increasing the chance of diagnosis, better preoperative planning, and more precise modelling of tissues, which can be used in intra-operative navigation. The aim of this study is to build a 3D model and spatial visualisation of mutual localisation of the vascular and nervous systems in a condition called Neurovascular Compression Syndromes (NCS).
Methods
Processing of MRI images starts from segmentation of vessels from SPoiled Gradient Recalled-Time Of Flight (SPGR-TOF) protocol and Fast Imaging Employing STeady-state Acquisition (FIESTA) series and nerves from FIESTA series. The segmentation algorithm is based on the region growing with two seed points. Before the segmentation a blur filter is used to remove noise. The blur is performed with the use of a filter tracking curvature flow, which to a large extent preserves the borders of regions, despite the blur. Then, binary images of the vessels of both series are registered. Monomodal registration with mean squares metric and linear interpolation was chosen as the registration method. A rigid transformation was assumed to decrease the number of parameters during optimisation, which was performed with the use of the method based on the regular step gradient descent algorithm. Transformation parameters, determined in the process of registration, are used to compute the localisation and orientation of the nerves in the FIESTA series in relation to the set of coordinates of the vessels in the SPGR-TOF series. Three-dimensional reconstruction of the binary images of the vessels and nerves is performed with the use of the Marching Cubes method.
Results
The tests were performed on image material coming from the MRI tests of seven patients suffering from NCS. Good or very good results were achieved for five of them. In two cases the results were unsatisfactory. In both cases the process of recording of the tests was successful, but the obtained model of the vessels in the NCS region was incomplete.
Conclusion
After performing the tests and achieving satisfactory results, the applied method of segmentation and recording of images can be considered a good basis for further studies in the scope of preoperative simulations of NCS, and other pathological states, in which combination of information from various series of images and their spatial visualisation are necessary.
Automated lung segmentation in computed tomography images based on discrete wavelet transformation Omid Talakoub 1. Introduction With the advance of computer technology, medical image processing is increasingly of research interest. Fully automated Computer-Aided Diagnosis (CAD) schemes are currently being developed to provide second opinions for physicians. The first step in examining any organ in a study is its appropriate segmentation from a series of images. Image segmentation is concerned with the partition of pixels into regions of uniform properties. In the simplest case, it allows one distinguish objects from backgrounds. Segmentation accuracy highly affects CAD system performance since any segmentation error may lead to misdiagnosis. Our proposed algorithm proved advantageous in applications where a large number of images must be processed and where processing speed is important. 3D region growing, marker-based watershed, and our proposed method are compared in course of speed and accuracy in our study.
Edge detection
Points of sharp variation are often among the most important features for analyzing the properties of transient signals or images. Significant discontinuities in thoracic images occur along lung and body borders because of the normally large difference in HU values between two border sides. Conventional edge detection algorithms are typically based on differential operators including Sobel, Prewitt, and Roberts operators. Traditional differential operators work well with edge detection of noiseless images; however, in the presence of noise may miss the edges or detect false edges due to their high level of sensitivity to noise and existence of tiny intensity discontinuities in medical images. Wavelets are families of functions generated from a single base wavelet, called mother wavelet by dilations and translations. In our study the mother wavelet is designed as first derivative of a smoothing function. Sharp transitions are depicted extremely well in wavelet expansions whereas discontinuities diminish through the scales. The wavelet transform contents at several adjacent scales were used to accurately detect the locations of edges. Maxima of the transformation in these scales and their continuity are combined to detect the actual edges and eliminate the false inflections.
Conclusion
We implemented an algorithm to evaluate low dose CT images in this study. Comparison between the segmentation results and manual segmentation, done by an experienced radiologist, showed that the proposed algorithm is capable of segmenting lung in pulmonary CT images with a high level of accuracy. Extracted borders matched with manual segmentation except where the lung border had fuzzy edges; even in these cases the difference was less than three pixels. However, the lack of robust initialization or any form of estimation of the underlying class means may result in non-convergence or incomplete bias field removal. What is missing is a method of parameter estimation that ideally should be adaptive to each restoration step of the image. This is the topic and contribution of this paper.
Methods
To overcome manual initialization of the tissue class means, we use the Tree Structure k-means (TSKM) or the ISODATA algorithm, depending on whether the number of true tissue classes is known or not. We then modify the Styner et al. algorithm by introducing the essential feature of Wells' et al. algorithm: an expectation maximization (EM) update of the class means at each iteration and we overcome the heavy computational cost by choosing a representative pixel intensity within each of the bins of a partitioned histogram, resulting in a modified EM framework. We achieve an objective initialization of user independent tissue class parameters and a modified EMupdate of these parameters at each step of the algorithm. The method is fully automatic.
Results and conclusion
The new method is compared against the original method of Styner et al.
[1] on identical coronal breast slices, where it demonstrates its improved performance in accuracy with a reasonable additional computational cost under the same conditions. Current and future research examines the performance of each method in 3D data sets with the aim to develop a fully automatic segmentation toolkit for breast MR and investigates its application to other organs. of the location, the size and the shape of a liver tumor and its topographic relationship to liver vessels.
Methods
The goal is to localize the small and vague malignant tissue areas and to estimate size and shape of a liver tumor and its topographic relationship to liver vessels. For this purpose we have used four types of image data sets (pre-contrast, early arterial, a portal venous and a late venous images). We developed the methodology and a set of algorithms for segmentation of small and vague malignant areas. It consists of: (1) noise estimation and its filtration, by exploiting parameters of 1D and 2D histograms and some statistics of conditional spatial distributions; (2) efficiency estimation of filtration by comparing image complexity measure before and after filtering; (3) segmentation based on the crosscorrelation technique and by the adaptive thresholding using the discriminant criterion; (4) shape estimation of malignant tissue areas on the base of morphological operations, estimation of the structural element form and size, monitoring the effectiveness of optimal size of a structural element; (5) calculation of the geometrical parameters of the evaluated malignant tissue areas; (6) tumors volume modeling and visualization.
Results
The main results include geometrical parameters of the estimated primary malignant tissue areas, which provide a physician with information on the needle location and the amount of energy needed to carry out the radio frequency ablation procedure. We have constructed the visualization software for volume analysis of the malignant areas to help physician to plan the ablation procedure.
Conclusion
The cross correlation technique applied for the detection of primary malignant tissue areas considerably depends on the template. It cannot be chosen as a part of a malignant tissue area because of a noise component on it. The noise considerably reduces a value of the cross correlation criterion and the possibility to fix its location. Segmentation based on discriminant criterion for a threshold selection has been successfully applied for extracting distinct and big malignant tissue areas, though it does not suite for vague and small malignant tissue areas. In this case adaptive thresholding technique has been used by evaluating a threshold value depending of its location. CT-guided interventional procedures are best performed when a needle is viewed within a single axial slice. However, some targets are located such that the safest needle path is not in the axial plane. This abstract describes the development of a navigation system that will aid an interventional radiologist in performing ''out-of-plane'' image-guided interventions.
Methods
The Open Source software framework The SIGN (http:// www.ncigt.org/sign) was used to implement the navigation application. For automatic registration, fiducial markers were attached rigidly to a dynamic reference frame affixed to the phantom. The positions of these markers were recorded using a trackable probe. In the acquired CT image, the markers are detected by a combination of thresholding and connected component filtering, followed by computing the center of mass for each fiducial. Automatic registration is performed using a Singular Value Decomposition algorithm. Image navigation consists of calculating the position in each CT slice at which the tracked needle trajectory intersects that slice, and superimposing a virtual instrument on that CT slice. Different colors are used for the needle, the tip of the needle, and the projected extension of the needle.
Results
The partly automated workflow allows the user to be able to start needle insertion on average 43 s after the navigation is started (for a 512 · 512 · 242 data set, voxel size 0.7 mm x 0.7 mm x 0.6 mm).
A total of 28 s of this time are spent on loading the volume. Automatic registration was performed with a root mean squared error (RMSE) of 1.97 mm for a data set with four Beekley CT markers. For another data set (voxel size 0.43 mm x 0.43 mm x 1.25 mm) using seven tantalum beads, the RMSE was 0.47 mm.
Conclusion
The advantages of the presented system over ordinary CT-guided interventions are: no tedious registration is required, the image guidance is immediately clear to an experienced interventional radiologist, and the software is easy to use and will not require a specially trained technologist to assist the radiologist, as do many guidance systems. This system will not provide accurate guidance in the presence of respiratory motion, but it will provide out-ofplane guidance to a location close to the target. Final adjustments can then be made using CT-fluoroscopy images. We expect that motion correction will be a subsequent topic of research. Abdominal aortic aneurysm (AAA) affects mostly elderly males with a prevalence of 5% in men over 50. Rupture is the main complication of AAA with 50% associated mortality. In the United States, approximately 15,000 deaths are attributed to AAA. The main predictors of rupture risk are the maximal diameter (Dmax) and the expansion rate of the aneurysm. Follow up of the AAA is necessary to determine when an intervention is warranted. Dmax is therefore a crucial measure to obtain as it will be an indicator of clinical intervention. To challenge this problem, we developed appropriate software that combines a rapid supervised segmentation method with a simultaneous quality control and an interactive correction process for final adjustment.
Method
The first step of our method is the automatic extraction of a minimum curvature path inside the lumen from user-specified start and end points. Cross-sectional images are interpolated along this path in order to form a transformed 3D image space. Two-dimensional images are extracted along the path at specific angular position around it. These images are used, at step 2, to segment the outer aneurysm wall by an active contour method. At the same time, the user can control the quality of the segmented wall boundaries on the axial cross-section images and easily edit the contours if needed. Once the segmentation is validated, a 3D model of the aneurysm is generated and back projected in the original image space. The real aneurysm centreline is computed and Dmax values are calculated at each 3D point of the aneurysm wall boundary. A comparative study was done between Dmax values generated by our software and the one obtained by manual validation of 3 clinical experts on 34 patients with 2 consecutive examinations (68 CT-scan) fulfilling specific criteria.
Results
The experts' validation show that the best interclass correlation (0.978) was obtained on the Dmax measured on double oblique reformation. These values were compared with the Dmax generated by our software and show a correlation value of 0.984. The mean time for the manual method is 15 min and only 3 min for the CAD solution.
Conclusion
The sofware that we have developed is able to perform rapid, accurate, and reproducible segmentation of AAA without human time consuming intervention. The 3D segmentation of AAA opens the door to volumetric and geometric measurements which can be important. Moreover, it provides complementary information for patient follow-up and AAA rupture risk prediction. Biological tissues can be studied with high spatial and spectral detail using fast electronic controlled liquid crystal tunable filters. The data set of the multi-spectral image is sequentially acquired by capturing all wavelengths separately and therefore consists of more than spectral filtered 100 monochrome pictures. The acquisition usually takes place in about 30 s due to tuning and exposure time of the spectral camera. During imaging of patients, misalignments of the spectral pictures easily arise when uncontrollable movements occur like breathing or involuntary muscle movements. Image realignment is also required when images are compared which were taken at different moments in time, e.g. for monitoring wound healing or the effectiveness of a treatment. Skin misalignments not only consist of translations and rotations of the tissue of interest, but also of local elastic deformations. 2. Method: fast interactive and two-dimensional image registration A special software package was developed to register multispectral images in an interactive way. The images are drawn as Direct3D textures to speed up the rendering and registration process. After loading the reference data set and the floating data set, the user selects the reference wavelength to which all other spectral slices are registered. The user can pick up the floating image and align it crudely with the reference image. As a helping tool, the subtraction image of the reference and floating image can be shown in real-time. Then, an affine registration step is applied where the floating image is moved, rotated and eventually magnified or slanted to improve the correspondence with the reference image. Finally, elastic registration is performed where the computer adjusts the positions of local control points. The user can continuously monitor the registration progress and is allowed to interact when the registration process goes wrong. At the end, the floating image is resampled to the reference image space. The time to register two high resolution spectral images of 1.4 MP each is about 40 s. After registering one spectral slice, the next spectral slice can be registered using the result from the previous slice as a starting position. When the shift between slices is small, the deformation is be interpolated from neighboring spectral slices.
Intelligent image registration in dermatology
Results and conclusions
The interactive registration algorithm has been successfully applied on images acquired with a multi-spectral dermatoscope. Involuntary breathing movement of the belly could accurately be corrected, where conventional automatic elastic registration algorithms failed for a large part. Also, the laser treatment of a spider nevus could be followed over a year, where it become apparent that the micro-and macro-vascular pattern in the skin remained remarkably constant over time. Only where the laser pulse had been so intense that the skin had to regenerate, the vascular micro-pattern had changed completely. The registration algorithm was also able to realign medical color photographs taken with different camera positions, light conditions and white balance settings. All these results together offer the dermatologist a new accurate, time dimension in investigating the development of and the efficacy of treatment of skin abnormalities. For image reconstruction of the SPECT, filtered back projection (FBP) method has been applied as a mainstream, having advantage of rapid data processing. However, FBP has some disadvantages for myocardial SPECT. In myocardial SPECT, the FBP suffers from low contrast, since the data of an opposite position are averaged, and data from a back side are low c-ray counts. Moreover, reconstructed images are somewhat distorted in the direction of the dorsal side where real data lacks in 180°acqui-sition. To improve SPECT image quality generated by FBP, we applied an ''limited area filtered back projection method (LBP)'', in which FPB was only applied in the area where collimator was near the myocardium with high c counts, and the FPB was not used in the area where collimator was distant.
Methods
The limited area is outside of the circle whose center is located midway between the focal point and the center of rotation. The projection method multiplies back projection data by linear weight function, and it adds to a reconstruction area. About a weight function, the nearest area on the surface of a collimator is 1.0, and the area passing through the rotation center parallel to a collimator is 0.5. If this adds with the weight function from the S468 Int J CARS (2007) 2 (Suppl 1):S445-S478 opposite side, it will be created so that it may become 1.0 in every position. It doubles in order to make it almost equal to the total count of the conventional FBP finally. This method can be thought to be equal to the ensemble of the reconstructed data using the best 180°rotation data set. The SPECT system used was a triple headed gamma camera system, GCA-9300A/UI (Toshiba Medical Systems, Tochigi, Japan) equipped with one cardiac fan beam collimator and two parallel beam collimators.
Results
Each visualization of Hot rods by the difference in the number of samplings was better in the LBP method. The rate of an improvement of contrast was so large that there were few samplings. And, LBP360 and FBP180 were better in myocardial SPECT at contrast. However, although FBP180 accepted the artefacts, it did not accept it in LBP. 4. Conclusion A limited area back projection method is considered to be the image reconstruction method which could reduce the influence by the data of an area distant from a collimator, has improved contrast, and was better. The scattered radiation has a negative effect on image quality and the quantification accuracy of positron emission tomography (PET). Scatter itself depends on a multitude of parameters like phantom geometry, phantom material and others. The scatter fraction (SF) is a parameter that describes the sensitivity of the system to scattered radiation. The construction of the system, the imaging mode (2D or 3D) and the chosen energy window affects the SF. The amount of scatter in the dataset could not be measured directly, so different numerical methods are used to estimate the SF. The aim of this study is to analyze the accuracy and stability of the different scatter estimation methods applied on different high-resolution PET systems.
Methods
The Monte Carlo package GATE was used to simulate the different scanners. Beside the ClearPET Neuro three small animal scanners from the microPET series were modelled. The geometrical configuration of the detector modules affects the sensitivity of the scanner. In this study six different scatter estimation methods were used to calculate the SF of these scanners. These methods are based on the procedure described in the NEMA NU 2-2001 standard. The different methods use the shape of a projection from a scatter phantom measurement to distinguish between scattered and unscattered coincidences. The methods use different approaches to estimate the SF in the raw dataset. Using the SF values directly obtained from the Monte Carlo simulations the accuracy and the stability of the different estimation methods can be analyzed.
Results
The results of the Monte Carlo simulations showed, that the geometrical sensitivity of the different systems affects the estimated SF. Due to a high sensitivity the systems also have a high probability to detect scattered photons. The SF directly obtained from the Monte Carlo data varied about 2%. The variance and the stability of the different estimation methods were analyzed. In the system, 1.75· magnified images are acquired using a small focal spot, and then reduced to the real object's size by image processing. PCM images show edges of objects as enhanced, and it has been reported that this probably occurs because of refraction of X-rays.
Methods
We measured response functions to objects of PCM and conventional mammography in the spatial frequency domain, to compare sharpness of both systems. Photostimulable phosphor plates with a sampling pitch of 43.75 lm were used as image detectors. An acrylic plate and an acrylic rod were used as the objects. 1.75· magnified images were obtained as PCM images, while contact images were obtained as conventional mammography images. We also obtained images whose magnifications were between 1.75 and 2.6 putting the objects on compression paddle. Response functions were calculated by Fourier transform of differentiated data of X-ray intensities of profiles of acquired images.
Response functions of magnified images were adjusted by multiplying the spatial frequency by each magnification so that the image size became the same as the contact image size. We also simulated image profiles that are obtained if the behavior of X-rays had followed the theory of refraction and total reflection. The simulation was performed under the assumption that monochromatic X-rays of 15.5 keV were used, and that an acrylic plate and an acrylic rod were used as the objects.
Results
The response functions of PCM were higher than those of conventional mammography. The response functions using the acrylic plate were higher than those using the acrylic rod. As magnification was increased, peak of the response function was also increased.
In the simulation, enhanced profiles on edges of objects were obtained. However, the forms of the profiles using the acrylic plate differed from those of profiles actually obtained in radiography.
The forms of the profiles using the acrylic rod were similar to those profiles obtained in radiography.
Conclusion
We confirmed that sharpness of PCM was better than those of conventional mammography. However, it is possible that higher magnification would be more suitable for digital mammography than magnification of commercialized system. We found possibility that edge enhancements of PCM images were based on refraction of X-rays, although the results obtained when the acrylic plate was used did not agree with those of radiography. Freehand three-dimensional (3D) ultrasound imaging is a technique for reconstruction of a 3D image from a series of tracked 2D images. However, the 3D reconstruction is very time consuming, which may limit the use of the technique in surgical intervention. Especially when the ultrasound volume needs to be processed for visualization, segmentation or registration, additional waiting time is introduced. It is therefore, necessary to enhance the speed of 3D freehand imaging.
Methods
Two speed enhancements are presented: incremental transformation and parallel computing. They are evaluated using a 3D reconstruction algorithm based on distance weighting interpolation.
The most computationally expensive procedure in the reconstruction algorithms is voxel transformation between the coordinate systems of the 3D volume and the 2D scans. The standard technique for transforming a voxel is to use matrix multiplication. Since both the 3D volume and the 2D images are structured grids, transformations can be carried out incrementally. Therefore, matrix multiplications can be replaced by vector additions, which can significantly reduce computation time.
The second speed improvement is achieved by parallel computing. The improvement is based on the observation that the gray value of every voxel can be determined independently, allowing the reconstruction algorithm to be easily parallelized. The 3D volume is first divided into a number of small blocks. Each block is reconstructed within a self-contained thread that runs with a single processor. The only data shared by all these threads are the 2D images. Since no write operation is performed on the shared data, synchronization is not needed between threads. The 3D reconstruction is completed after all the threads stop.
Results
The reconstruction speed is increased by approximately a factor of two using incremental transformation. The enhancement of parallel computing depends on the number of independent processors of the reconstruction computer. Generally speaking, the reconstruction is K times faster using a computer with K processors. Hyper-Threading (HT) technology has no significant impact on the reconstruction time. Using the above two enhancements, a workstation with two 3.7 GHz Dual Core Intel Ò Xeon Ò CPUs can construct a 154 · 151 · 169 volume from 144 2D images in about 2 s.
Conclusion
With the development of multi-processor technology, we envision that freehand 3D ultrasound can be obtained in real-time in the near future. The ability to perform real-time construction can enable real-time image visualization, eliminate the waiting time for image processing and expand the use of freehand ultrasound. more different from original profile. In the study of the profile of reconstruction image, the wider artifact area and higher pixel value in the sphere was made with a bigger included angle. These phenomena are due to an excessive/insufficient filtering.
We proposed the new concept cone-beam CT system. Its reconstructed image had some artifact, but we expect that the artifact problem can be solved with the study of filter kernel. By using this system, the field of view (FOV) can be opened outside during CT scanning. So, it is expected to acquire CT images easily without the movement of operating table during the surgery of a patient. CT scan speed can be higher, because the weight of gantry is light. The application of volume rendering visualization in virtual colonoscopy is still a challenging problem, mainly due to the large size of the CT-datasets. Our study has shown that the number of voxels contributing to the final image of the rendered colonic mucosa is around 15-20% of the total number of voxels contained in the dataset. Based on this fact, the proposed algorithm uses segmentation and a spatial data structure (octree) to minimize the amount of GPU memory needed for rendering the colonic mucosa.
Methods
An automatic segmentation method is first used to detect colon voxels. The detected voxels include air voxels inside the colon and part of the voxels of the colonic mucosa. The rest of the CTdataset is masked as background. After the colon voxels have been detected, an octree is used to efficiently upload the data to the GPU memory. Together with the coordinates, each octree cell contains information about the minimum and maximum intensity values inside the data it includes. Before rendering, each cell is first checked against the viewing frustum. All cells that are totally or partially inside the viewing frustum are marked for rendering. Depending on the transfer function applied to the data, a number of cells inside the viewing frustum do not contribute to the final result of the rendered colonic mucosa because they contain only ''transparent'' voxels. In order to skip them, minimum and maximum intensity values are checked for each cell marked for rendering, and if they fall in the ''transparent'' range, the cell is eliminated from the rendering pipeline. The method has been evaluated with 20 datasets with an intraslice resolution of 0.6-0.7 mm (matrix size 512 · 512) and a slice thickness of 0.6-1.25 mm.
Results
Results of the algorithm have been evaluated considering the fraction of CT-dataset voxels actually uploaded to the GPU memory. The average percentage of uploaded voxels is around 30% (range 25-45%), which is around 150 MB for an initial 512 · 512 · 512 dataset, if pre-calculated gradient (32 bits per voxel) is used.
Conclusion
Application of segmentation and octree structure allows to significantly reduce the amount of GPU memory needed to perform the volume rendering of the colonic mucosa in virtual colonoscopy. Fitting the whole dataset into the texture memory also allows increasing the rendering speed, since the expensive data transfer in rendering process is eliminated. Diffusion tensor magnetic resonance imaging (DTI) is a newly emerged imaging protocol of MRI, which makes it possible for man to investigation the diffusivity of the water and thus the physiological and structural properties of tissues in vivo. Spatial normalization of diffusion tensor images is required to assist clinical studies of the variation of diffusion properties over population groups. The purpose of this paper is to spatially register and then to average inter-subject DTI data sets for clinical data analysis.
Methods
We choose to use the rotationally invariant property of factional anisotropy (FA) images as the co-registration images to balance the computational cost and accuracy. A global affine transformation, found by maximizing the mutual information (MI) between the fixed and moving images, is first applied to the moving image, which is a 12-freedom (representing rotation, scaling, shearing and translation) transformation preserving the parallelity of parallel lines. For deformable registration, we choose to use Thirion's demons algorithm with a complete grid of demons, which computes a displacement field describing a warp of one image to align with another similar image. A histogram matching of the fixed and moving images needs to be done beforehand since demons algorithm is intensity based. For the global affine transformation, the tensor reorientation matrix is estimated using the small strain assumption. The reorientation matrix of nonlinear warping is estimated locally from the Jacobian matrix of the displacement field. The LogEuclidean metrics is used to average the spatially matched diffusion tensor images.
Results
With the methods described above, we normalised 5 DTI data sets of healthy male volunteers collected with a GE Signa HDx3.0 T system. The registration accuracy was viewed through 2D images and 3D surface renderings over scalar images and FA images. Checker board views showed that not only the borders of the brain, but also the inner structures were satisfactorily matched. The major eigen-vector coded FA images show that both similar structure shapes and colouring patterns are achieved suggesting that the tensors at each voxel are well orientated and bear similar principle directions. Fiber tracking results shows that the diversity of single diffusion tensor images has been got rid of to a large extent, and at the same time, more common structures over a group of populations have been preserved.
Conclusion
We have spatially normalized DTI data sets and calculated the mean of diffusion tensor images under Log-Euclidean metrics. The registration accuracy and time complexity are quite acceptable on ordinary PC platforms.
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Int J CARS (2007) 2 (Suppl 1):S445-S478 Although a hydrophone or schlieren device is commonly used in measuring the ultrasonic irradiated field, it is far difficult for both methods to measure the irradiated field in deep area of biological tissue. Since noninvasive estimation of the irradiated field in deep tissue helps correct the phase aberration in aperture synthesis of ultrasonic array probe, it is expected that the ablation area in high-intensity focused ultrasound (HIFU) therapy is accurately determined, or the ultrasonic image quality is improved. The magnetic resonance imaging (MRI) is sensitive to motion and capable of observing deep tissue areas noninvasively. Therefore, there is a possibility that the spatial tissue vibration due to ultrasound at deep area is detected by MRI. In this study, a method for estimating the ultrasonic irradiated field using MRI is investigated.
Methods
In this study, it is assumed that the acoustic radiation force due to longitudinal wave induces the signal intensity variation of proton and dephasing, like blood flow phenomenon. In order to induce these phenomena, tissue displacements due to the radiation force are applied during readout time in a specific pulse sequence. As an example, when the signal intensity changes periodically with ultrasound frequency, the reconstructed MR image is theoretically obtained by shifting the original irradiated area image to positive and negative directions and adding these two images, and has two peaks. Therefore, the irradiated area is restored by shifting the reconstructed MR image to negative and positive directions again and combining these shifted images. On the other hand, when the dephasing is induced by the longitudinal wave, the irradiated field is estimated based on the phase components of reconstructed MR image.
Results
As the feasibility study on this method, simulation and experiment were conducted under almost the same conditions. The ultrasonic pulses with a center frequency of 5 MHz were emitted to the target during readout time in a spin echo pulse sequence, and then the reconstructed MR image was obtained. As the imaging conditions, field of view (FOV), matrix size, magnetic field gradient intensity and readout duration were 80 · 80 mm, 128 · 128, 100 mT/m, and 2.5 ms, respectively. In the experiment, a MR imaging equipment (Bruker BIOSPEC 20/30, 2 Tesla) and a cylindrical agar phantom as the imaging target were used. As these results, the irradiated field estimated by experiment coincided well with the irradiated field estimated by theoretical simulation. These results showed the possibility that the irradiated field was estimated based on the assumption of this method.
Conclusion
Simulation and experimental results showed the possibility of ultrasonic irradiated field estimation using MRI. In future work, the effective pulse sequence for visualizing the irradiated field and 3-D ultrasonic irradiated field estimation will be investigated. For evaluation of CAS-Systems accuracy is a widespread assessment criterion. However, the question of decreasing mental strain and emotional stress for the user appears just as important. The goal of this study is to answer the following question: What is the practical use of automation for experts and novices using a navigated controlled (NC) drill in petrosal bone surgery considering physiological, subjective and mental parameters.
Methods
This controlled randomized study examines 16 test persons (8 novices/8 experts) for stress and individual strain during a navigated controlled mastoidectomy. Therefore, an exchangeable petrosal bone model (ICCAS Elephant) is used. For evaluating stress and strain, physiological (Heart rate variability-HRV, respiration rate, electrodermal activity), endocrinological (saliva cortisol) and subjective parameters (NASA-TLX questionnaire) are monitored. In addition a secondary task must be solved. The test persons are prepared using a pictured tutorial and one training cycle. During the task a photo of a finished mastoidectomy is presented. The task is to outline the facial nerve with the drill once with navigated control and once without automatic shut off. This process is evaluated with the ElePhant electronically, by expert rating and recognizing the number of task steps (ICCAS-Workflow analysis). During the intervention the test persons must solve a secondary task (pressing a switch every minute). The HRV and respiration rate are monitored permanently. Before, every 2 min during and after the intervention, salival probes are taken for measuring the cortisol. The electrodermal activity is registered with three sticking electrodes on the foot. At the end the test persons are asked to answer the NASA-TLX questionnaire.
Results
Results are divided into novices and experts. Novices: With NC the error rate decreased. Also the HRV-Baseline was significantly lower. As parameters for stress it was noticed a decrease in saliva cortisol, respiration rate and electro dermal activity when using NC. Experts: The results for experts tended in the same direction; however the difference between drilling with NC and without NC had a lower range.
Conclusion
When drilling with navigated control, the test persons show less symptoms of cognitive, physiological and emotional strain. The benefit of automation for experts and novices is a relief of strain.
Method
The software verification can provide objective evidence that the designed system meets the specified requirements. We include specific strategies for major functions in the system, such as subtraction function, averaging function, nonlinear normalization enhancement function and piecewise normalization function. Purpose of this article is to find out factors which could be included in safety culture and also the influence they have to the patient dose management in digital radiography and teleradiology.
Materials and methods
To find out the features of the radiation safety culture, several studies in different areas were analyzed concerning radiation safety officers in diagnostic departments, performance of the workstations and patient doses as well as studies of the quality of work stations and environment were the images are analyzed.
Results
Regulatory and organizational environment, management styles, worker as well as work/technology characteristics were the main factors affecting the safety culture of safety officers. The dose study of pediatric reflux patients showed that about 6. 9 examinations/patient were made up to the age of 16 years. Average effective dose was 4.3 mSv and maximum dose about 11 mSv. Accepting the higher noise but still reliable diagnosis the dose could be decrease by up to 80%. In the study of newborn premature babies showed that they are exposed a lot (even 64 images during first living months). Most of the examinations were chest and abdomen examinations. The effective dose varied between 0.15-0.45 mSv. The study of radiological examinations made for young accident patients showed that average number of examinations varied between 9-59 and effective dose varied between 5.3 and 33.9 mSv. The study of pregnant woman examinations showed that there was no common practice on how to exclude the possibility of pregnancy. The dose to a foetus was not calculated either before or after the pelvic X-ray examination of an expectant mother. The study about the performance of X-ray work station monitors in Finland showed that the quality of image was verified to a small extent in approximately one half of the radiological clinics.
Conclusions
Images are analyzed by radiologists via teleradiology systems and also by clinicians. Optimization of image quality and patient dose allows the patient dose to be decreased by more than 50% in many patient groups, especially with child examinations. The use of PACS systems give possibility to reduce patient dose because the images are seen also in other hospitals. The telemedicine network can be used in teleradiology for clinical and technical quality assurance (QA). It can also be used for educational purposes when new methods are adopted. This trend will be increasing in near future. The next step could be the establishment of safety culture, which takes into account the attitudes, behavior and other human factors, which have effect on safety.
