We present several fast, practical linear-complexity scheduling algorithms that enable provision of various quality-of-service (QoS) guarantees in an input-queued switch with no speedup. Specically, our algorithms provide per-virtual-circuit transmission rate and cell delay guarantees using a credit-based bandwidth reservation scheme. Our algorithms also provide approximate max-min-fair sharing of unreserved switch capacity.
Introduction and Motivation
Traditional switches and routers usually employ output-queueing { when packets arrive at an input port, they are immediately transferred by a high-speed switching fabric to the correct output port. Data are then stored in output queues, and various queue management policies have been considered, e.g., virtual clock algorithms 25], de cit round robin 24], weighted fair queueing or generalized processor sharing 26], and many variations (see 27] for an excellent survey). These output-queue management policies aim at controlling more precisely the time of departure of packets belonging to di erent virtual circuits (VCs) or ows or sessions, thus providing various quality-ofservice (QoS) features such as delay, bandwidth and fairness guarantees.
However, for this pure output-queueing scheme to work, the speed of the switching fabric and output bu er memory is required to be N times the input line speed (or sum of the line speeds if they are not equal), where N is the number of input lines. This is because all input lines could have incoming data at the same time and they all need to be transferred, potentially to the same output port. As line speeds increase to the Gb/s range and as routers have more input ports, the required fabric speed becomes infeasible unless very expensive technologies are used. For a discussion of the technology trends in relation to this problem, see e.g., 3, 23] .
To overcome this problem, switches that employ input-queueing are being considered (e.g., 23, 9, 10, 22] ). In this scheme, incoming data are rst stored in queues at the input side. Then a slower fabric would transfer some of them to the output side, where they might be sent along an output line immediately, or queued again for further resource management 2 . The decision of which packets to transfer across the fabric is made by a scheduling algorithm. The ratio of the fabric speed to the input speed is called the \speedup." An output queued switch essentially has a speedup of N (whereupon input queues become unnecessary), whereas an input-queued switch typically has a much lower speedup, as low as the minimum value of 1 (i.e., no speedup). The main advantage of input queueing with low speedup is that the slower fabric speed makes such a switch more feasible and scalable, in terms of current technology and cost. For this reason there are also recent interest in switches with multiple slow crossbars acting in parallel, e.g., 17, 18] . The main disadvantage is that packets will be temporarily delayed in the input queues, especially by other packets at the same input but destined to di erent outputs { in contrast, with output-queueing a packet is never a ected by others going to di erent outputs. This additional input-side queueing delay must be understood or quanti ed in order for an input-queued switch to provide similar kinds of QoS guarantees as an output-queued switch.
This paper aims at studying the e ect of this additional input-side delay in various settings, concentrating on its impact on three QoS features { bandwidth reservations, cell delay guarantees, and fair sharing of unreserved switch capacity. We will present scheduling algorithms that achieve very good results with respect to these QoS requirements with no speedup. 2 Some authors 6, 7] have employed the term \combined input output queueing" to describe systems which have queues at both sides. Most of this paper (except section 4.11) only considers the problem from the viewpoint of designing an e cient scheduling algorithm to manage input queues, so whether there are also output queues is irrelevant.
The rest of this paper is organized as follows: Section 2 states our assumptions and problem model. Section 3 reviews some relevant previous works and explains the speci c contributions of this paper in that context. Sections 4 and 5 present our algorithms and simulation results. These sections also list several theoretical results. Concluding remarks are given in section 6.
Problem Model and Assumptions
Timeslotted, cell-based transmissions. We assume that packets are transferred across the switch fabric in xed sized cells, and that time is slotted so that an input can transfer one cell to an output in one timeslot. Even if incoming packets have di erent sizes, they can be broken down into smaller, xed size cells for easier handling and then re-assembled later.
Crossbar switch and matchings. The switch fabric studied here is a crossbar (or any functional equivalent). Abstractly, a crossbar is completely characterized by its transmission constraints { that at any given time, any input port can only be transmitting to one output port (or none at all), and any output port can only be receiving from one input port (or none at all).
No speedup. In this paper we assume the switch has the minimum speedup of 1, i.e., the fabric speed is equal to the input speed. The motivation is that lower speedup makes the switch more feasible and scalable in terms of current technology and costs. A speedup of 1 also provides the most stringent testing condition for our algorithms in simulations. Note that at a speedup of 1, output bu ers become unnecessary. In section 4.11 we will brie y consider using our algorithms in switches with speedup > 1, where output bu ers are necessary; we will mainly study the problem of providing bounds on the output queue length in that scenario.
Per-VC queueing. Since we intend to provide bandwidth and delay guarantees to each individual VC, we assume each VC has its own queue. (This additional hardware also completely solves the head-of-line blocking problem 19, 20, 21] .)
The Abstract Problem Statement { Matchings
Under the above assumptions, the abstract problem can be stated as follows: We want to design a scheduling algorithm that will choose a set of cells to transfer at each time slot. The choice is based on various parameters associated with each VC's queue. The main goals are supporting bandwidth reservations and cell delay guarantees.
The usual abstract picture of a crossbar switch depicts it as a bipartite graph G = (U; V; E). The input ports are nodes U and output ports are nodes V , and the edges E represent possible transmissions. The crossbar transmission constraints specify that a set of transmissions can occur at the same time if and only if it corresponds to a matching { a subset of edges M E such that each node has at most one connecting edge in M. Most scheduling algorithms, including ours, associate a priority or weight w(e) to the each edge e 2 E; thus most scheduling algorithms are characterized by two separate choices { deciding what to use as edge weights/priorities w(e), and computing a matching given the weighted graph (G; w).
Previous Work
As mentioned before, most scheduling algorithms can be classi ed by what are used as edge weights, and what algorithm is used to compute a matching. Since matchings have been studied for a long time as combinatorial algorithm problems, it is not surprising that most previous work utilize existing matching algorithms or simple modi cations. Our main contributions derive from judicious choices of edge weights, and what performance can be proved (theoretically) or demonstrated (in simulations).
Previous theoretical work with no speedup
In 4], an early theoretical result, the scheduling algorithm uses the queue lengths as edge weights and chooses the matching with the maximum total weight at each time slot. It is proved that with i.i.d. tra c streams, the expected queue lengths are bounded, assuming of course that no input or output port is overbooked. This is true even if the tra c pattern is non-uniform, and even if any or all ports are loaded arbitrarily close to 100%. Hence, this maximum weighted matching algorithm (with queue lengths as weights) achieves 100% throughput. This result is later independently discovered by 6]. No speedup is required for this result. The main drawback preventing the immediate practical application of this theoretical result is that maximum weighted matching algorithms are complex and slow, not suitable for implementation in high-speed switches.
(For an overview of the maximum weighted matching problem, see e.g., 33]. Most algorithms have O(N 3 ) or comparable complexity, and large overhead.)
To overcome this problem, very recently new and faster algorithms 5, 8] have also been proved to achieve the same result of bounding expected queue lengths. 8] still uses maximum weighted matchings, but the weights are \port occupancies" de ned by w(e ij ) = sum of queue lengths of all VCs at input port i and all VCs destined to output port j. The novelty is that using these as edge weights, a faster O(N 2:5 ) complexity algorithm can be used to nd maximum weighted matchings. 5] goes one step further and shows that, with the original queue lengths as edge weights, expected queue lengths can be bounded by a large class of randomized algorithms. Moreover, some of these algorithms have O(N 2 ) complexity. Following 5] we will call these algorithms \linear complexity" { linear in the number of edges (i.e., linear in input size).
In other generalizations, 7] and 16] both use a maximum weighted matching algorithm on edge weights which are, respectively, waiting times (i.e., the waiting time of the oldest cell in each queue), and queue lengths normalized by the arrival rates. Both prove that expected edge weights are bounded (which implies bounded expected queue lengths) and both can be considered solutions that provide better delay or fairness properties than the original algorithm 4, 6] based on queue length alone.
In our previous work 1], we applied some of the algorithms in this paper to a wavelengthdivision-multiplexed (WDM) optical network, and proved that some of our algorithms can support bandwidth reservations of 50% of switch capacity, with constant delay bounds. These theoretical results are also applicable to the switching problem of this paper, and will be discussed in more detail when we present our algorithms. A particular note of interest is that although only 50% bandwidth reservation can be guaranteed, the simulation results indicate that up to 90% bandwidth reservations can be supported.
All of these results are based on Lyapunov stability analysis, and consequently, all the theoretically established bounds are very loose. While the algorithm of 4, 6] exhibits relatively small bounds in simulations (see 9]), the sample randomized algorithm given in 5], which is the only \linear-complexity" algorithm above, still exhibits very large bounds in simulations. To the best of our knowledge, no linear-complexity algorithm has been shown to have small bounds in simulations and also provide some kind of theoretical guarantee.
Previous theoretical work with speedup
Very recently, there are several new works dealing with QoS guarantees with speedup 11, 12, 13, 14, 15] . The earliest of these, 11], provides an algorithm that, with a speedup of 4 (or more), allows an input-queued switch to exactly emulate an output-queued switch with FIFO queues. In other words, given any cell arrival pattern, the output patterns in the two switches are identical. 14, 15] strengthen this result in two ways: rst, their algorithms require only a speedup of 2, and second, their algorithms allow emulation of other output-queueing disciplines besides FIFO (e.g., 14] can emulate any monotonic, work-conserving output queueing discipline). These results can therefore be used with many of the common output fair queueing schemes that have known QoS guarantees (see 27] for survey). 12, 13] present several new algorithms that are not emulation-based but provide QoS guarantees that are comparable to those achievable in well-known output-queueing schemes, e.g., delay bounds independent of switch size N are obtained with speedup of 6, delay bounds dependent on N are obtained with speedup of 4, and 100% throughput can be guaranteed with speedup of 2.
Unlike the results cited in the previous section which are based on maximum weighted matchings and Lyapunov analysis, the results cited in this section are based on stable marriage matchings or maximal matchings (or variations) and combinatorial analysis. Consequently, they typically have lower complexity (many of these algorithms have linear complexity) and much tighter theoretical bounds. However, they all require speedup of 2 or more.
Previous simulation studies
While theoretical studies have concentrated on the goals of bounding expected queue lengths and waiting times, various simulation studies 9, 23, 28, 29, 30, 31] have been carried out to investigate other aspects as well, such as average delay, packet loss or blocking probabilities, etc. Some of these studies also investigated the advantage of having a small speedup of about 2-5 (much smaller than N). As in the theoretical works cited above, the scheduling algorithms used are based on matching algorithms which are not completely new, including: maximum weighted matching, maximum size (unweighted) matching, stable marriage matchings, randomized matchings, etc..
Contribution of this work
This paper focuses on three QoS features, bandwidth reservations, cell delay guarantees, and fair sharing of unreserved switch capacity in an input-queued switch with no speedup. We present several fast and practical scheduling algorithms that, in simulations, support large amounts of bandwidth reservation (90% of switch capacity) with low delay, facilitate approximate max-minfair sharing of unreserved capacity, and achieve close to 100% throughput.
Some of the algorithms also provide a theoretical guarantee: they can support bandwidth reservations of 50% switch capacity with bounded delay. Note that the theoretical guarantee is therefore weaker than the simulation results. These theoretical results are proved in our previous paper 1] (which applies some of our algorithms to a WDM optical network) and we will only present the statements of the theorems in this paper. In contrast to 1], this paper also considers several new algorithms based on waiting times and mixture of waiting times and queue lengths and credits. The latter provides heterogeneous QoS guarantees to di erent tra c classes. Finally, in this paper we also derive theoretical upper bounds on the minimal bu er requirement in the output queues necessary to prevent bu er over ow when our algorithms are used in combined input-output queued switches with speedup larger than one.
Like many previous works, our novelty comes from choosing suitable parameters as edge weights to achieve our speci c goals of bandwidth and delay guarantees. Also like most previous works, our scheduling algorithm is a variation of an existing matching algorithm { in our case, a variation of stable marriage matching.
A preliminary version of this paper was presented at ICNP 98 2].
Bandwidth and Delay Guarantees
There are several questions that must be answered for a more precise understanding of the meaning of bandwidth reservations. The rst question is how bandwidth reservations can be made. We envision a scheme where, at setup time, each VC (or ow, or session) negotiates during an admission control process about its guaranteed transmission rate. The network decides to grant or deny or modify the requests based on external factors such as priority, billing, etc., in addition to current congestion level. In this paper we do not consider how admission control makes this decision; we only assume that the network will not overbook any resource. Once agreed, a VC's guaranteed rate typically does not change (although our algorithms do not assume this fact).
The second question is what it means to have bandwidth \reserved" for a VC. Two extreme cases are clear: First, if the VC sends a smooth stream of cells below its guaranteed rate, then the cells should be transmitted with very little delay. Second, if the VC is extremely busy and constantly has a large backlog of cells queued up, then its average transmission rate should be at least its guarantee rate. Unfortunately, it is less clear what should happen when the VC is very bursty and sometimes transmits at a very high peak rate and sometimes becomes idle, even though its average rate is comparable to its guaranteed rate. Typical tra c is indeed bursty and some burstiness must be tolerated, but it is very di cult to design an algorithm to tolerate arbitrary amounts of burstiness { a compromise must be sought. As in services supported over ATM, we propose to clarify this issue by providing contracts with our algorithms. Each VC (or user) can understand exactly what service it can expect from our algorithms.
Terminology
Let v denote a typical VC. Here are some parameters associated with v. 
Intuitively, a VC gains (fractional) credits at a steady rate equal to its guaranteed rate g v , and spends one credit whenever it transmits a cell. An equivalent view is that C v (t) = t g v ? P t =1 S v ( ), i.e., its guaranteed number of transmissions up to time t, minus its actual number of transmissions up to time t. All of our algorithms actually use the integral part bC v (t)c as an approximation to the real number C v (t). The di erence is negligible and we will use C v (t) even when we mean bC v (t)c from now on.
7. v = 1 gv denotes the number of timeslots it takes for a VC to accrue one unit of credit. Since we make the integer approximation of C v (t) bC v (t)c in our algorithms, credits increase one by one (no fractional increases) and v is the period between credit increments.
In practice it is likely that several VCs have the same input-output pair; in this case each VC will have its own guaranteed rate. However, for the sake of simplicity we will temporarily assume that each VC has a distinct input-output pair. This restriction will be lifted in section 4.10. Given this assumption, we can write g ij ; L ij (t), etc., when we mean g v ; L v (t) where v is the unique VC that goes from input i to output j.
The total guaranteed rate using input port i (respectively, output port j) is P j g ij (respectively, P i g ij ). Since an input or output port can only handle 1 cell per timeslot, admission control must avoid overbooking and make sure that: 8i; 
that is, the highest load of all input and output ports. , linear in input size) randomized algorithms are used instead of a maximum weighted matching algorithm. Our algorithms are designed according to the same general principle { some edge weights are chosen, and we hope that a matching algorithm will make them bounded. Our algorithms use edge weights which are functions of L v ; W v ; C v , i.e., w(e) = f(L v (t); W v (t); C v (t)). The function f( ) is chosen carefully such that a bound for E w( )] corresponds to a precise bandwidth reservation contract. Moreover, the contract can be understood in practical and intuitive terms.
General principle of our algorithms
Instead of using slow maximum weighted matching algorithms, we use fast stable marriage matching algorithms (and variations). Because such algorithms run faster and are suboptimal for our task, we are only able to establish a theorem of boundedness in certain cases when the bandwidth reservations make up at most 50% of the switch capacity. However, in simulations, edge weights w = f(L; W; C) are observed to be bounded by small constants at much higher loading, even when 90% of the switch capacity is reserved.
Since all our scheduling algorithms just use di erent edge weights but the same matching algorithm, we will explain the matching algorithm rst. After that, the di erent edge weights will be introduced in successive sections in order of increasing conceptual and implementational complexity.
Stable marriage matching algorithm
The combinatorial problem of stable marriage matchings have been studied for several decades 32]. In this original context, there are N men and N women, and each person has a preference list ranking all persons of the opposite sex in order of preference for marriage. A stable marriage is a complete pairing of all men and all women, such that one cannot nd a man and a woman, not married to each other, who would prefer each other to his or her current mate. The idea is that if such a pair exists, they would \run away" and the marriages would not be \stable".
In the context of input-queued switch scheduling, stable marriage matchings have been considered before, e.g., 9, 11, 12, 13, 14] . In this context, each input i ranks all outputs according to the weights w(e ij ) for all j, and similarly each output ranks all inputs. These constitute the preference lists. 3 Ties in edge weights can be broken by lexicographical order or left unbroken (as a slight generalization of the original problem setting). In this context, the following de nition of stable marriage matching can be used:
De nition 1 { stable marriage matchings: Given a weighted bipartite graph (U; V; E; w), a matching M E is a stable marriage matching if: for any edge e = 2 M; there is an edge e M 2 M such that they share a common node and w(e M ) w(e). 4 As de ned, stable marriage matchings seem to have not much in common with the maximum weighted matchings used in the theoretical results of 4, 6, 7, 8] in no-speedup scenarios { indeed, a stable marriage matching may or may not have the maximum weight, and a maximum weight matching may or may not be a stable marriage. In 1] we proved a new theoretical result relating these two types of matchings: Given a weighted bipartite graph with non-negative weights, any stable marriage matching 5 has at least half the total weight of a maximum weighted matching. This result, combined with the Lyapunov analysis techniques of 4, 6] allows us to prove 1] that some of our algorithms can support bandwidth reservations of up to 50% ( 1 2 ) of switch capacity, with constant delay bounds.
There are several algorithms for computing stable marriage matchings. In the original algorithm of 32], each man (input) proposes to his most preferred woman (output). Each woman accepts her most preferred proposal so far, and the two are now \engaged". Each unmatched man goes on to propose to his next most preferred woman, etc. A woman always accepts her most preferred proposal so far, breaking a previous engagement if necessary (in which case her previous man becomes unmatched again). This is known as \back-tracking. " 32] shows that the algorithm terminates with a stable marriage.
For our simulations we designed a new, slightly faster algorithm which works on all edge weights together, instead of treating them as preference lists. This Central Queue (CQ) algorithm starts 3 Note that while it is possible to transform N 2 edge weights into preference lists in this way, the reverse is not always possible { i.e., some sets of preference lists may not correspond to any set of edge weights. 4 This de nition is similar to an unweighted maximal matching, i.e., a matching for which it is not possible to add another edge. More precisely, in such a matching, 8e = 2 M; 9eM 2 M such that they share a common node. Thus our de nition of a stable marriage matching merely adds the requirement that w(eM) w(e).
from an empty matching M, and examines each edge in decreasing order of weight. On examining an edge e, it is added to M if possible, i.e., if M e is still a matching, otherwise e is discarded. The algorithm stops when M has reached its maximum possible size of N edges, or when all the edges have been examined. The CQ algorithm is thus a greedy algorithm with no back-tracking. A correctness proof is given in 1].
Algorithm complexity: The complexity of both algorithms is the same and equal to O(N 2 ) (i.e., linear in the number of edges) once the edge weights are sorted / preference lists are prepared. In general, sorting would increase the complexity to O(N 2 log N). However, there are two signi cant opportunities for lowering the sorting complexity.
1. Some of the edge weights we use have an additional property that, from one timeslot to the next, they change by at most a small constant amount (usually they change by at most 1). With this property we can maintain the edges in sorted order and use a linear, one-pass process to update the sorting from one timeslot to the next. More precisely, we keep a doublylinked list of \bags," where each \bag" holds all edges of the same weight. Increasing an edge weight by 1 simply means taking the edge from its current bag (eliminating the bag if this is the last edge) and putting it in the next bag with a weight which is 1 higher (creating this bag and inserting it into the doubly-linked list if necessary). Increasing or decreasing an edge weight by any small constant amount therefore takes only small constant time, and sorting can be maintained in linear O(N 2 ) time.
2. In our simulations, edge weights are found to be bounded by small integer constants. While we cannot give a theoretical proof of boundedness for all algorithms 6 this nevertherless suggests using bin-sorting in all cases, with as many bins as the bound (or twice the bound, to be safe). Edge weights which exceed the number of bins must still be sorted by a general sorting and so worst-case complexity is still O(N 2 log N), but actual complexity will usually be linear O(N 2 ).
Note that for the original algorithm of 32], each input/output can maintain its own sorted doublylinked list of bags or its own array of bins. In simulations we found that the central queue algorithm is slightly faster than the algorithm of 32], probably because the former operates in one pass while the latter requires back-tracking. However, the algorithm of 32] may be more easily parallelizable in hardware.
Optimization: The update rule. Following 5] , we also implemented a very simple optimization in our algorithms. At each timeslot, a stable marriage matching M is computed. Then it is compared to the matching M 0 used in the previous timeslot, and whichever one has the larger total edge weight is the one actually used in the current timeslot. Thus it is possible that when a particularly high-weight matching is found in one timeslot (say, due to lucky tie-breaking when choosing equal weighted edges) then it will be used in several subsequent timeslots if the edge 6 Even previous theoretical proofs 4, 5, 6, 7, 8] only bound expected values of edge weights. Absolute, worst-case edge weight bounds for random tra c are likely either impossible or too loose to be meaningful. weights change only slowly over time. In simulations we found that this optimization improved performance slightly.
Simulation Methods
A brief description of our simulation methods is in order before the actual algorithms (i.e., choices of edge weights) are presented.
Our algorithms for bandwidth and delay guarantees are all based on credits, i.e., the edge weights are quantities derived from credits. As a design choice, in our simulator a VC is not allowed to transmit if its credit is zero (i.e., zero-weight edges are dropped from the stable marriage matching), even if some resources (switch fabric bandwidth) are not used as a result. In other words, the simulated algorithms are not \work-conserving" in the usual sense. In real life such a choice would be unnecessarily wasteful. However, we make this choice in our simulator for two reasons: First, this represents a more stringent test on our algorithms { if they perform well in this scenario, they must perform even better in the non-wasteful scenario. Second, in some sense a VC without credit has already used up its reserved share of the bandwidth; therefore, allowing zero-credit VCs to transmit amounts to letting them use unreserved bandwidth. We consider the sharing of unreserved bandwidth as a fairness issue and will give a more careful treatment in section 5.
Nevertheless, it is reasonable to ask whether our algorithms can exhibit high total throughput. The answer is yes { when augmented with option to allow zero-credit VCs to transmit, all our algorithms have a total throughput of at least 92% (in one or two cases) and usually 97-100% (in the vast majority of cases) in simulations. Now that the throughput question is settled, in all the simulations reported in the next few sections, zero-credit VCs are not allowed to transmit and excess bandwidth is simply wasted in order to create a more stringent test condition.
In our simulations, we use a 32x32 switch (i.e., N = 32). To control the amount and distribution of guaranteed rates g ij , we used two simulation parameters { maximum guaranteed rate g max and loading factor (i.e., the highest load of any input or output). Random generation of VCs and their guaranteed rates is described in the appendix in more details. Our simulator loads every input-output (i; j) combination with a guaranteed rate from 0 to g max . The loading is highly nonuniform among di erent input-output pairs, and the total reserved rate of the entire switch is close to the upper limit of N.
Our simulations use three kinds of stochastic tra c models:
1. Constantly backlogged tra c { all VCs are assumed to have queued cells at all times. 3. 2-state tra c { each VC is regulated by a 2-state Markov chain that represents \bursting" and \resting" states of the underlying VC; this type of tra c is more bursty than Bernoulli tra c. The average burst length is 5 cells.
Further descriptions are given in the appendix. In both non-backlogged cases, the average arrival rate is chosen to equal the guaranteed rate, for these reasons: if the arrival rate were higher, the VC will eventually become almost constantly backlogged, whereas if the arrival rate were lower, this represents over-reservation or under-utilization and therefore may not be a very stringent test case for our algorithms. All tra c streams are independent.
While most of our simulations concentrate on the e ects of varying g max , load and the tra c type, section 4.12 will discuss the e ect of varying other simulation parameters such as average burst length and switch size.
Using credits as edge weights
The credit-weighted algorithm simply uses credits as edge weights w = C v (t) and computes a stable marriage matching for transmission in each timeslot. Edge weights do not depend on other factors such as queue lengths { except that VCs with empty queues must be ignored by the algorithm. This explains the very simple algorithm completely. We found that the algorithm as described su ered from a hogging problem when used with non-backlogged tra c. When a VC becomes temporarily idle (by entering the idle state in 2-state tra c or by chance in Bernoulli tra c), it simply collects credits, increasing C v (t) as long as it stays idle, without limit. As long as it is idle (and ignored by the algorithm), it does not actually hurt other VCs. However, when cells arrive at this VC it suddenly will have a much higher edge weight w(e v ) = C v (t) compared to others, and thus it will hog its input and output ports for a long time, transmitting every timeslot until its credit drops to a lower level comparable to other VCs.
This hogging problem can be solved explicitly. More precisely, each VC during setup time negotiates a parameter B v called credit bucket size in addition to its guaranteed rate g v . Whenever the VC has an empty queue, if its credit exceeds its bucket size, it no longer receives any credits. In other words credits are updated as follows:
Note that VCs with non-empty queues still receive g v credits as before even if that would exceed its credit bucket size. After all, if a VC is busy and yet its credit exceeds its bucket size, that probably shows the scheduling algorithm has not been serving this VC e ciently. Such a VC must not be further penalized by not receiving credits. Mathematically, an in nite bucket is equivalent to having no bucket size restrictions. The idea of credit buckets have been used in other settings before, e.g., 34, 35, 36, 37] . However, our bucket sizes only restrict idle VCs. For simplicity, in our simulations every VC has the same bucket size. The algorithm obviously does not require this and indeed, we envision both g v and B v to be negotiable parameters during VC setup { if a VC can negotiate a larger B v , the scheduling algorithm will tolerate a higher degree of burstiness from this VC.
Our simulation results are shown in 
Intuitively, this is the number of cells of VC v that have existing corresponding credits \earmarked" for them already. We will use the term validated cells to describe them. These cells are a sort of priority customers: they are not waiting for transmission due to lack of credit { they already have credits and are waiting for transmission simply because of scheduling con icts in the switch fabric.
The bound LC max in table 1 shows the maximum value of LC v (t) across all VCs and all timeslots, and this bound can be interpreted as the credit bound for busy VCs, speci cally, those which have a long queue (L v (t) > C v (t)).
Now by de nition, the outstanding credit C v (t) is the VC's number of reserved transmission (up to time t) minus its total number of transmissions (up to time t). Simularly the value of LC v (t) can be viewed as the credits for \usually busy" VCs. Bounds on these two quantities can be translated into the following contract:
Credit-weighted algorithm Contract:
1. Any VC v will have its credit bounded C v (t) C max for all time t. In other words, at any time t, the total number of transmissions will lag behind its reserved share (t g v ? missed credits) by at most a small constant number of cells, equal to C max . 2. Moreover, any VC v will have LC v (t), its number of validated cells, bounded by LC max .
The usefulness of the contract depends entirely on the bounds C max and LC max { the smaller the bounds, the stronger and more useful the contract. The practicality of the credit-weighted algorithm derives from the fact that the bounds are very small constants.
Algorithm complexity: Since the edge weights change by at most 1 (increment or decrement) every timeslot, the sort order can be maintained from one timeslot to the next with a one-pass linear updating procedure. Complexity is therefore O(N 2 ).
7
For each di erent choice of simulation parameters we run the experiment 10 times and report the overall upperbound gure. The 10 di erent bounds measured from the 10 trials are typically within about 20% of the overall upperbound reported here. The measured values already exhibit almost no change (about 1-5%) after 50000 timeslots.
Theoretical Guarantee: In 1], we prove that if the loading factor < 1 2 and each VC has a nite bucket size, then there exists a constant C max (dependent on N) such that all VCs, both busy ones and idle ones, have C v (t) bounded by C max at all times (which also implies boundedness of LC v (t)). In other words, while idle VCs have credits bounded by the bucket size, busy VCs also have credits bounded because the algorithm schedule them frequently enough. This is true for arbitrary cell arrival patterns, i.e., including VCs that are constantly backlogged, VCs that have extremely large bursts, VCs with a slow arrival stream, or even \malicious" streams in some sense etc., and any mixture thereof. In other words, this algorithm supports any loading pattern that does not load any input or output to more than 50%. The proof is based on Lyapunov (i.e., potential function) techniques very similar to 4, 6] but unlike those works, our bounds are deterministic hard bounds because we are bounding a deterministic stream of credits (as opposed to a stochastic stream of arrivals).
Unfortunately, the theoretically provable hard bound is very loose compared to typically observed C max values. Thus, the theory { loose bounds at 50% loading { is much weaker than the observed performance, which exhibits tight bounds even at = 90% switch capacity. This discrepancy is most likely due to the inherent \looseness" of the Lyapunov proof technique, and the unavailability of combinatorial proof techniques for our no-speedup scenario.
The proof can be easily modi ed 8 to show that the contract is also satis ed for < 1, i.e., 100% loading, provided the speedup is 2 or more.
Important Footnote to any QoS Contract { soft versus hard bounds:
The bound C max is obtained by simulation, and is not a theoretical bound. One may have reservations about using such a bound in a \contract" or for VC admission control. However, for no-speedup scenarios, Lyapunov analysis often yields loose bounds and no useful combinatorial proof technique is known yet. 9 Therefore, a soft bound obtained by simulations can be considered good enough for practical purposes, especially if the VC/user recognizes the bound is obtained by simulations. Also, in today's networks there is a large proportion of legacy, best-e ort tra c that requires no bandwidth reservation. Therefore < 1 2 might be a realistic assumption. In that case \stability" in the sense of bounded edge weights is guaranteed by theory, and the fact that observed bounds are much smaller than the theoretical bounds can be considered a fortunate bonus.
4.6 Using credits as a tra c shaping reference to wait till the VC accrues the next 9 credits before it can be validated { the rst 8 of these go to validate cells ahead of c, and the 9th one validates c. Depending on the exact arrival time in relation to the credit stream, the validation time will fall between t a + 8 v and t a + 9 v , where v = 1 gv is the time it takes to accrue one credit. An alternative view of validation is to imagine that each cell has to go through a kind of tra c shaping module before it reaches the input ports of the switch ( 38, 39] ). The tra c shaper keeps track of credits. A cell rst arrives at the shaper and if there is a credit for it then it is validated and goes on to the input queues of the switch immediately. However, if there is no credit for it, then the cell is detained by the tra c shaper (in a separate queue which is not the input queues of the switch) until a credit arrives for its validation. (We assume cells belonging to the same VC are served in order.) Given this tra c shaping pre-processing step, the actual arrival process at the input ports (i.e., at the switch) will be distorted and di erent from the actual arrival process at the lter { in our simulations, the arrival process at the input ports will be neither Bernoulli nor 2-state but a sort of \capped" or \truncated" version of them. However, the resulting input port queue length is exactly the number of validated cells LC v (t) and the time of arrival at the input port is exactly the validation time. Thus the bookkeeping tricks known as \validation" can simply be viewed as (virtual) tra c shaping which distorts the actual arrival to better suit our purpose of providing bandwidth reservations.
We In some systems, cells are time-stamped on actual arrival and it is a nuisance to keep a separate time-stamp for each cell's validation time. In such systems the following equivalent de nition is perhaps computationally more useful:
where T c v (t) is the age (waiting time) of the oldest credit of the VC. The equation holds because the oldest credit is automatically earmarked for the oldest cell, so the validated waiting time is the more recent (minimum) of the oldest cell's waiting time W v and the oldest credit's waiting time T c v . Since credits arrive in a smooth stream, the quantity T c v (t) is easy to calculate. E.g., if g v = 1 5 then credits arrive every 5 timeslots, in fact, at timeslots t = 5; 10; 15; ::: So if the current time is t = 43 and C v (t) = 3, the three outstanding credits must have arrived at times t = 40; 35 and 30 (the oldest credit).
The relation between credits and validated delays is captured in the following observation: Any (theoretical or experimental) credit bound C max provided by our algorithms implies a (theoretical 
LC-weighted algorithm
In this section we consider using the number of validated cells LC v as the edge weight. There are no bucket sizes in this scheme. 10 Bucket sizes can still be added to the LC-weighted algorithm since how to manage credits and what to use as edge weights are two independent issues. However, based on the simulation results for the LC-weighted algorithm with no bucket size, the utility of adding bucket sizes seem doubtful.
If the VC has a large queue (L v (t) > LC max ) then its credits must be bounded (C v (t) LC max ). In other words its total number of transmissions lags behind its reserved share of t g v cells by at most a small constant number of cells LC max ;
the VC is already transmitting at very close to full reserved rate. Such a VC can be considered to be \overloading" since L v (t) > C v (t). 2. On the other hand, if the VC has a lot of credits (C v (t) > LC max ) then its queue size is guaranteed to be small (L v (t) LC max ). So, its total number of transmissions lags behind its total number of cells (which is, of course, the maximum number of transmissions possible) by at most a small constant LC max . Such a VC can be considered to be \underloading" since L v (t) < C v (t).
In short, \overloading" VCs have few unspent credits, and \underloading" VCs have short bounded queues. Both of these cases represent practical, useful contracts. Table 2 also lists the maximum queue size L max and maximum credit size C max . Even though L max is relatively large, scenario 1 above implies these VCs are already transmitting at full reserved speed. Also, even though C max is relatively large, such VCs must have very short queues by scenario 2. Note that in the original credit-weighted algorithm without credits, such VCs are the ones that hog input/output ports and create trouble. In the LC-weighted algorithm, they still have small edge weights and do not cause any trouble at all.
We conjecture that, if < 1 2 , then the contract is satis ed, i.e., all VCs (both busy ones and A starvation problem for edge weights based on queue lengths: The LC-weighted algorithm, and other algorithms based on queue lengths including 4, 5, 6], all su er from an undesirable starvation problem. Suppose a VC has no arrivals during a prolonged period between t = T 1 and t = T 2 . The last cell that arrive right before t = T 1 will experience long delay because eventually it will become the only queued cell for this VC and so the edge weight will be stuck at the low value of 1. In actual implementations, a possible x is to have an exception handling mechanism kick in when the waiting time is too large. Another implementational trick might be to have \phantom" cells arrive to ush out the real cells during long idle periods { i.e., to increment L v (t) even though there are no real arrivals. One last way is not to use queue lengths at all, and instead use waiting times explicitly. This is the approach of our next algorithm. Again, the contract can be explained in more customary and intuitive terms without the concept of validation, as follows:
Validated-waiting-time algorithm Contract (rephrased): At any time t, for any VC v, consider the oldest cell c still in the input queues. Suppose this is the k th cell of this VC ever to arrive, and let t a be its actual arrival time (thus t a t). In short, \underloading" VCs have small bounds on actual delays, and \overloading" VCs have each credit spent very soon and thereby follows its guaranteed transmission schedule closely. Both of these cases represent practical, useful contracts. Algorithm complexity: If a cell is not transmitted, its edge weight will increase by 1 in the next timeslot. If a cell is transmitted, however, the next cell's waiting time can be arbitrarily smaller (depending on the inter-arrival duration). Thus, edge weights can change by arbitrary amounts every timeslot. The stable marriage matching algorithms will require a sorting pre-processing step and complexity is therefore O(N 2 log N).
Rescaling and mixing weights
In the algorithms presented so far, each VC on startup negotiate only a guaranteed rate g v , and possibly a bucket size B v . Typically, however, VCs also have di ering tolerances for delay. In the most general case, some VCs (e.g., priority le transfer, leased line) might have only rate guarantees, while other VCs (e.g. voice, video) might have rate and delay guarantees which are independent or decoupled. None of the above algorithms are exible enough in this respect { the credit-weighted algorithm guarantees a bound on V W v (t) equal to Cmax gv and therefore couples each VC's delay bound to its rate, whereas the V W-weighted algorithm bounds every VC's V W v (t) by the same bound V W max .
One way to handle such heterogeneous tra c is to use some kind of weighted round-robin on the di erent classes. Similar approaches are used in many current (input-queued and output-queued) switches, e.g., for di erent ATM classes. Our fabric scheduler algorithm, however, can be modi ed to handle all classes together without additional round-robin or other forms of prioritizing. The simple observation is that each VC can choose di erent methods to determine its weight, and the matching algorithm simply treats all weights as numbers and nd a stable matching.
Since the weights are in essentially di erent \units" and yet the matching algorithm treats them all as numbers, we decided to rescale the weights into similar \units." Intuitively, as credits arrive in a smooth stream, measuring waiting time (since validation) in multiples of credit intervals ( v = 1 gv ) is in some sense similar to measuring number of outstanding credits. We used this as the For credit-weighted VCs, those with higher P v will have proportionally fewer unspent credits or shorter queues (for LC-weighted \underloading" VCs), and for V W-weighted VCs, those with higher P v will have proportionally shorter actual delay (for \underloading" VCs) or each credit will be spent proportionally sooner (for \overloading" VCs). However, every VC's guaranteed rate is still the original g v . Table 4 shows some representative simulation results. In these simulations, half of the VCs use C v as weights and the other half use V W v as weights. The bucket size B v only a ects those C v -weighted VCs. Each VC's priority P v takes one of the values 1, 2 and 4 with equal probability. The bound for each priority class (di erent P v value) is measured separately and in the table the superscript denotes the priority level. LC max and C max are measured only for C v -weighted VCs, and for each row and each priority class, C max is reported (in parentheses) only if it is di erent from the corresponding LC max . Similarly, NV W max is measured only for V W v -weighted VCs.
The main observation from the table is that priority matters, but only \sub-proportionally," i.e., VCs with priority 4 obtain better but not 4 times better performance compared with VCs with priority 1.
Another way to normalize the weights would be to put both credits and waiting times in timeslot units { V W v are unmodi ed, but credits are rescaled as C v v . A third way is not to rescale anything a-priori but just use priorities P v to take care of everything. We are currently investigating these and other variations.
A special case of possible practical interest is when each VC's weight is NV
i.e., the network management does not negotiate rate and delay guarantees separately but instead mandates that slower VCs (small g v ) must tolerate proportionally larger delay. Simulations show that an algorithm using these weights performs similarly to the LC-weighted algorithm, in terms of observed bounds C max ; LC max ; V C max , etc. However, using V W v g v confers an important advantage { it does not su er from the starvation problem of the LC algorithm (or any queue length based algorithm) mentioned in section 4.7. The tradeo is that waiting-time based algorithms run slower by a factor of logN because of the sorting required.
Multiple VCs per input-output pair
In practice it is likely that several VCs have the same input-output pair. In this case each VC will have its own guaranteed rate. Moreover, providing rate and delay guarantees to each individual VC means that per-VC queueing is required. One might be tempted to let the scheduling algorithm lump all such VCs together as one \super" VC with a combined guaranteed rate. However, among these VCs, the scheduling algorithm must then devise some separate round-robin or priority scheme to ensure each VC obtain its own rate and/or delay guarantee.
A better way is to have the scheduling algorithm keep track of each VC separately { separate C v ; L v ; LC v ; W v ; V W v ; U v and whatever other parameters the scheduling algorithm requires. Furthermore, conceptually the bipartite graph becomes a multi-graph where there may be di erent edges (each representing a di erent VC) going between the same two nodes/ports. However, since our reservation algorithms are greedy and only interested in choosing high edge weights, a simple preprocessing can trim the multi-graph into a normal graph by choosing the edge of highest weight between any input-output pair. (Similarly, our fairness algorithms can trim the multi-graph by keeping only the edge of lowest weight between any input-output pair.) Depending on the implementation details, this preprocessing step may require O(#V Cs) time, which is higher than O(N 2 log N). However, this preprocessing step is likely to be very fast in practice.
We have performed additional simulations where multiple VCs are allowed per input-output pair. In these simulations, the total number of VCs (counting only those with positive g v ) is approximately equal to that of previous reported simulations. The most \crowded" input-output pair typically has about 3-10 VCs. We found very little change (about 5-10%) in the simulation results in terms of various measured bounds and therefore we do not report these results in detail due to the page limit.
Tra c Shaping E ects and Minimum Output Bu er Requirements
In this section we will show that the credit-weighted algorithm (with or without buckets), in addition to providing provable bandwidth and (validated) waiting time guarantees, also acts as a tra c shaping mechanism.
Consider a particular VC v, with guaranteed rate g v , being served by the credit-weighted algorithm. Let S accum v (t) be the VC's total number of transmissions (across the switch fabric) up to time t (inclusive), and let C accum v (t) be the total number of credits received up to time t (inclusive), i.e., C accum 
C max + C accum
= C max + number of credits received during the interval (14) C max + (t 2 ? t 1 ) g v (15) In other words, during the interval, the VC can only transmit at most C max cells more than its reserved share of (t 2 ? t What are the consequences of this tra c shaping? In the conceptually simplest case, there is no output bu er in the switch, and cells transferred across the fabric exit via an output line immediately. In this case, the downstream node now faces shaped tra c. Each VC is individually shaped (which implies the aggregate is also shaped). This has various consequences for the performance bounds of the downstream scheduler 27].
In actual switches, there may be output bu ers for various reasons. For example, if the switch speedup is larger than 1 (unlike the assumption used in most of this paper), then the output line speed is slower than the fabric speed and output bu ers are mandatory. For another example, bu ering may be required for re-assembly of variable-length packets which have been broken up into xed sized cells during the switch fabric crossbar scheduling.
Consider a particular output bu er and let fv k g k=1;2;:::K be the set of VCs destined for it. The fact that each VC is shaped implies a bound on the queue length in the output bu er, under a simple assumption { the output bu er must be \work-conserving" in the sense that cells are being released at a constant rate of R out cells per timeslot as long as the output bu er is non-empty, and R out P K k=1 g v k , the total rate entering the output bu er. Under this assumption, the output bu er length is bounded by the sum of all burst sizes P K k=1 v k , which equals K C max in our scenario. 11 This provides a minimum output bu er length requirement which will prevent any bu er over ow. Note that this result is essentially a simple observation on ( ; )-shaped tra c, which happens to be the output tra c pattern of the credit weighted algorithm.
As an interesting and practical example, suppose the speedup is 2, in which case the credit weighted algorithm guarantees that unspent credits are bounded even at 100% loading. Now, by the assumption that network management does not overbook any resource, the total guaranteed rate into any output port is at most equal to the output line speed. If we further assume that the output queue is work conserving at the output line speed, then the above discussion gives a bound on the output queue length.
Since the input tra c entering the switch is not pre-regulated but the output is regulated, this means the crossbar scheduler has pushed any possible congestion to the input queues. Therefore, it is probably a good idea to implement any packet discarding algorithms (if applicable) at the input side while allocating enough memory for the output queues to prevent any over ow.
The above observations are only valid for the credit-weighted algorithm. Even though the LCweighted or validated-waiting-time algorithms exhibit edge weight bounds at up to 90% loading in simulations, these bounds do not translate into ( ; )-shaping of output tra c. The chief reason is that the concept of validated cells, as described in previous sections, emulates a pure rate-based, (12)- (15) show that for the modi ed LC-weighted algorithm with an observed edge weight bound of LC max , we have out v = in v + LC max . Here, the output rate and input rate are both equal to g v , but the output burst size will be larger than the input burst size. Once the output tra c can be proved to be shaped, output queue lengths can be bounded as before.
11
A simple proof: Consider any time t2 and let t1 be the most recent time (t1 t2) at which the output bu er is empty. During the interval (t1; t2], the total number of cells \arriving" at the output bu er is bounded by P K k=1 gv k (t2 ? t1) + K Cmax, and because the output bu er is non-empty during the entire interval, the total number of cells released from the bu er is at least Rout (t2 ? t1). Since Rout P K k=1 gv k the di erence, which is the queue length at the arbitrarily chosen time t2, is at most K Cmax. Table 6 : E ect of burst size on LC-weighted algorithm (N = 32, 2-state tra c) 4 .12 E ects of other simulation parameters
In the simulations reported so far, the switch size is xed at N = 32 and the average burst size is xed at 5 timeslots. Tables 5-7 brie y investigate the e ects of changing these parameters. We have chosen a di erent algorithm for each table; however, the resulting trends are similar for other algorithms not represented here.
Fair Sharing of Unreserved Switch Capacity
By design, our bandwidth reservation algorithms only serve a VC when it can pay the required credit. Since reserved bandwidth usually does not make up 100% of network capacity, the algorithms are not \work-conserving" and will lead to under-utilization. Although the main objectives of this paper are providing bandwidth and delay guarantees, for the sake of completeness we now investigate the remaining question: how should the unreserved capacity of the network be used? This section presents algorithms which achieve near-maximum utilization and fair sharing of the unreserved capacity.
In this paper we apply the notion of max-min fairness (see e.g., 40] p.527) to the unreserved capacity of the network resources. The resources required to support bandwidth reservations are exempted from fairness considerations, but the leftover resources must be shared fairly by all VCs. Max-min fairness is a rate-based notion, and does not take into account individual cell delays. We will use the term \excess rate" to denote a VC's transmission rate in excess of its guaranteed rate (if any).
De nition 2 { Max-min fairness: A set of VC excess rates (measured in cells/timeslot) is max-min fair if and only if every VC has one (or more) bottleneck resource. A resource is a bottleneck resource for a particular VC if (a) that resource is fully utilized, and (b) that VC has at least as high an excess rate as any other VC using that resource.
As an example, gure 1 shows ve VCs in an N = 3 switch. Each VC has a di erent inputoutput combination, corresponding to its row (input) and column (output) in each matrix. All numbers are transmission rates in cells/timeslot. The rst matrix shows the guaranteed rates granted to the VCs. Two of the ve VCs have g v = 0 and they represent best-e ort tra c. Input port 1 (row 1), which can support a maximum rate of 1 cell/timeslot, must use 0.5 of that capacity to support the guaranteed transmissions of the two 1st row VCs, and therefore only has an excess rate of 0.5 cells/timeslot available for fair sharing. Similarly, output port 2 (column 2) must use 0.4 of its rate of 1 cell/timeslot to support guaranteed tra c, leaving only 0.6 for sharing. Using these excess rates, the max-min fair shares of the excess rates are shown in the second matrix { the VCs in the 2nd column have an output bottleneck and are limited to an excess rate of 0:6 3 = 0:2 each, while the other two VCs are limited by their respective inputs as bottlenecks. The total rate of each VC is its guaranteed rate plus its fair share of excess bandwidth, shown in the third matrix.
Two phase Usage Weighted Algorithm
We now present an algorithm that operates in two phases in each timeslot. In the rst phase, the algorithm runs any of the bandwidth reservation algorithms of the previous sections to produce a matching X. The VCs in X have their credits decremented as usual. Then, if jXj < N, i.e., if The intuitive idea is that to be fair, VCs which have few previous excess transmissions (small U v ) should be considered rst in the sharing of excess resources. Our second phase Usage Weighted
Algorithm implements this intuition directly as follows: the algorithm considers each VC in increasing U v order, trying to add it to the matching X if possible, skipping it otherwise with no backtracking. This is identical to the central queue (CQ) algorithm except the weights U v are sorted in increasing order, and the initial matching is computed by the rst phase (instead of an empty matching).
Usage-Credit Weighted Algorithm
The credit weighted algorithm and the usage-weighted algorithm can be combined into a single algorithm, which we call the Usage-Credit Weighted Algorithm. In this algorithm, all VCs are sorted by the di erence UC v = U v ? C v . Intuitively, subtracting C v from U v means that credits can be \retroactively" applied to previous excess transmissions, which are now accounted for as guaranteed transmissions. The edge weights UC v measure the number of excess transmissions under this accounting scheme.
The new algorithm considers all VCs in increasing UC v order in a single pass, dealing with bandwidth reservations and fair sharing together. When a VC transmits a cell, its C v is decremented if C v > 0 originally, otherwise its U v is incremented. In either case, its UC v will therefore be increased by one in the next timeslot. As a practical optimization, the algorithm can just keep track of one variable, U v , per VC { this variable is incremented when a cell is sent, and decreased when credits are received. 12 Since VCs are considered in increasing UC v order, those VCs with negative UC v are considered rst. For these VCs, ?UC v = C v ? U v is positive and represents the amount of unspent credits.
Thus the rst part of the usage-credit weighted algorithm, using CQ to choose VCs in increasing UC v order with most negative UC v rst, is equivalent to the credit weighted algorithm, using CQ to choose VCs in decreasing C v order. A more careful proof (omitted for length consideration) shows that the new algorithm still bounds credits for 50% loading (both with or without bucket size restrictions for temporarily idle VCs). Table 8 shows the performance of the UC-weighted algorithm. The total number of VCs shown in the table include those with positive bandwidth guarantee, and those with no bandwidth guarantee. The latter represents best-e ort tra c. A detailed description of the simulation can be found in appendix. Backlogged tra c represents an overloading scenario where all VCs are constantly backlogged. In our simulations, when Bernoulli tra c is used the total arrival rate of all VCs (with or without GBW) equals N cells/timeslot, which is the highest possible throughput of the switch.
This represents an exact loading scenario.
The table shows that total switch throughput is usually very high. (For Bernoulli tra c at exact loading, the throughput is a ected by the arrival processes and therefore not very meaningful.) The algorithm's performance regarding fairness is measured by the parameter v , de ned as the ratio of a VC's excess transmission rate over its fair excess rate (computed o ine). VCs getting less than its fair share will have v < 1 and VCs getting more will have v > 1. The table shows the distribution of all v values and also the minimum value. It shows that many VCs (at least 85% of them) obtain at least 95% of their fair shares. However, a small fraction of VCs might be treated very unfairly (small v ) under some settings. The simulation results are similar for the two phase algorithm. In practice, the one-phase usage-credit weighted algorihtm might be preferable to the two phase algorithm because of its simpler implementation and resulting faster running time.
Comparisons and Conclusions
We have described several algorithms for bandwidth reservations and cell delay guarantees. As mentioned in section 4.2, they all follow the same general principle. They all use stable marriage matchings and only di er by what they use as edge weights w. They all try to bound edge weights. Each algorithm's contract simply states the consequences of bounded edge weights in more practical, customary and intuitive terms. In simulations all the algorithms exhibit small edge weight bounds at loading of = 90%. = max(max i X j g ij ; max j X i g ij ) (16) that is, the highest load of all input and output ports.
Random generation of VCs and their guaranteed rates is done as follows: the simulator considers each di erent (i; j) pair (81 i; j N) in random order. Each (i; j) pair is considered exactly once and when it is being considered, the simulator generates g ij as a uniform random variable between 0.01 and g max . If the g ij so generated (in conjunction with other g i 0 j 0 already generated) will increase the loading factor beyond , then it is decreased as much as necessary to keep the loading factor exactly . (Some VCs therefore might have g v = 0.) This method can be viewed as a very simple admission control { VCs arrive at random and request a random amount of bandwidth guarantee, while the admission control maintains each input/output port's loading to or less.
In most of our simulations, we found that this method usually loads every input and output port evenly and close to the loading factor, i.e., Consequently, the total reserved rate of the switch N: (17) Note that although each port is almost uniformly loaded, this is very di erent from \uniform loading" which means each input-output combination is uniformly loaded, i.e., each g ij = N . Our simulations in fact load each (i; j) pair very non-uniformly.
We have done additional simulations (not reported here) where the load on each input (or output) port also vary signi cantly from almost 0 to . (Note that the total throughput is necessarily much smaller than N in such cases.) Our algorithms seem to perform a little better at this uneven, but on average lower loading.
Random Cell Arrival Process
We use two kinds of non-backlogged tra c: Bernoulli (memoryless) tra c and 2-state tra c. These two kinds of tra c share several common features: di erent VCs are completely probabilistically independent; the number of arrivals A v (t) is always either 0 or 1; and the average arrival rate v is exactly the guaranteed rate g v . We choose v = g v for two reasons: if the average arrival rate were higher, the VC would eventually accumulate a large backlog (a situation already studied in the previous section), whereas if the average arrival rate were lower, the reservations will be larger than the actual tra c that needs to be transmitted and the algorithm's job is correspondingly easier.
Therefore, v = g v represents the most stringent test case for non-backlogged tra c.
In Bernoulli tra c, 8t; Prob(A v (t) = 1) = g v (and so Prob(A v (t) = 0) = 1?g v ). 2-state tra c is more bursty: at each t the VC can be in busy or idle state. In busy state Prob(A v (t) = 1jbusy) = 2g v whereas in idle state Prob(A v (t) = 1jidle) = 0. 13 State transition (toggling between the busy and idle states) happen with probability 0.2 in each timeslot; thus lengths of busy or idle periods are exponentially distributed with an average length of 5 timeslots.
Measured Parameters
Here is a list of parameters measured during our simulations: time during the length of the simulation. For instance, C max = max v max t C v (t) and similarly for LC max , etc.
For a given algorithm, and a given choice of g max ; , tra c type, bucket size (if applicable), the simulation is run at least 10 times. Each of these 10 or more runs typically consists of 10000-100000 timeslots, and the bounds of interest are recorded. Then overall upperbound gures are reported.
Fairness Simulations
VC generation is handled slightly di erently for fairness simulations, because of the need to generate best-e ort VCs with no bandwidth guarantee. A total number of VCs is chosen before hand. Each VC is considered in sequence and given random input and output ports, both chosen uniformly among the N = 32 ports. The generation of each VC's guaranteed rate is done as before, subject to the same simple \admission control" of not loading any input or output beyond . By choosing a large total number of VCs and using this generation method, we ensure that those VCs considered earlier will have their bandwidth reservation requests granted while those considered later will have no guarantee, i.e., they act as best-e ort tra c in our simulation. Cell arrival for non-backlogged tra c is handled exactly as before, with one exception: each VC's arrival rate equals its guaranteed rate (possibly zero) plus a small constant. In each test case the small constant is adjusted so that the total arrival rate of all VCs equals N cells/timeslot, which is the highest possible throughput of the switch. This represents an exact loading scenario.
The algorithm's performance regarding fairness is measured by the parameter v , de ned as the ratio of a VC's excess transmission rate over its fair excess rate (computed o ine). When non-backlogged tra c is used, the fair excess rate used in this calculation must upperbounded by the actual total number of cell arrivals. VCs getting less than its fair share will have v < 1 and VCs getting more will have v > 1. We report both the distribution of all v values (among all VCs, aggregating all 10 or more runs) and also the minimum v value (minimized over all VCs and over all 10 or more runs).
