ABSTRACT. The motion of two contiguous incompressible and viscous fluids is described within the diffuse interface theory by the so-called Model H. The system consists of the Navier-Stokes equations, which are coupled with the Cahn-Hilliard equation associated to the Ginzburg-Landau free energy with physically relevant logarithmic potential. This model is studied in bounded smooth domains in R d , d = 2 and d = 3, and is supplemented with a no-slip condition for the velocity, homogeneous Neumann boundary conditions for the order parameter and the chemical potential, and suitable initial conditions. We study uniqueness and regularity of weak and strong solutions. In a two-dimensional domain, we show the uniqueness of weak solutions and the existence and uniqueness of global strong solutions originating from an initial velocity u 0 ∈ V σ , namely u 0 ∈ H 1 0 (Ω) such that div u 0 = 0. In addition, we prove further regularity properties and the validity of the instantaneous separation property. In a three-dimensional domain we show the existence and uniqueness of local strong solutions with initial velocity u 0 ∈ V σ .
INTRODUCTION
In the diffuse interface theory, the motion of two incompressible and viscous fluids and the evolution of the interface that separates them are described by the Model H. The domain Ω of R d , d = 2 or d = 3 is filled with a mixture of two fluids with the same density; the concentrations of the fluids are ϕ i , i = 1, 2, where ϕ i ∈ [0, 1] and ϕ 1 + ϕ 2 = 1. The physics of the Model H is such that the interface between the two fluids is assumed to be a narrow region with finite thickness. The concentrations are uniform (equal to 0 or 1) in subregions of Ω, and vary steeply but continuously across the thin interface layer. This formulation allows large interface deformations and topological changes of the interfaces in the mixture. After the seminal work [44] on critical points of single and binary fluids, a detailed derivation of the Model H was proposed in [42] and [65] for the flow driven by capillarity forces. The model is based on the balance of mass and momentum which are combined with constitutive laws compatible with a version of the second law of thermodynamics. Model H has been employed in several numerical studies for concrete applications. Relevant examples are interface stretching during mixing [25] , thermocapillary flows [45] , droplet formation and collision, moving contact lines and large-deformation flows [46, 53] . For a review on these topics we refer the reader to [10] and the references therein. Further generalizations of the Model H have been discussed for fluid mixtures with different densities in [8, 11, 18, 27, 54] , and for contact angle problems and ternary fluids in [19, 49] and the references therein.
Assuming that density differences are negligible, we consider two state variables: the volumeaveraged fluid velocity u = u(x, t) and the difference of the fluids concentrations (order parameter) ϕ = ϕ(x, t), equal to ϕ 1 − ϕ 2 in the notation above, where
Ω being a bounded domain with smooth boundary ∂Ω, and t the time. The evolution of the two state variables is governed by the Navier-Stokes-Cahn-Hilliard (NSCH) system, which reads in dimensionless form:          ∂ t u + (u · ∇)u − div (ν(ϕ)Du) + ∇π = µ∇ϕ, div u = 0, ∂ t ϕ + u · ∇ϕ = ∆µ, µ = −∆ϕ + Ψ ′ (ϕ),
in Ω × (0, T ), (1.1) subject to the boundary and initial conditions u = 0, ∂ n µ = ∂ n ϕ = 0, on ∂Ω × (0, T ), u(·, 0) = u 0 , ϕ(·, 0) = ϕ 0 ,
in Ω.
Here n is the unit outward normal vector to the boundary ∂Ω, Du = 1 2 ∇u + t (∇u) is the symmetric gradient, π = π(x, t) is the pressure and µ = µ(x, t) is the so-called chemical potential.
The potential Ψ is the physically relevant homogeneous free energy density introduced in [22] and defined as
where θ and θ 0 are related to the absolute temperature of the mixture and the critical temperature, respectively. These two constant parameters satisfy the physical relations 0 < θ < θ 0 . This condition implies the double-well form to the potential (1.3). The mathematical analysis of (1.1)-(1.2) may lead to a solution ϕ with arbitrary values in R whatever the potential Ψ, but we have to keep in mind that, by its very definition, −1 ≤ ϕ ≤ 1 (±1 represent the pure concentrations) and we call these physical solutions. Now, assuming that ν 1 and ν 2 are the viscosities of the two homogeneous fluids, the viscosity of the mixture is modelled by the concentration dependent term ν = ν(ϕ). In the unmatched viscosity case (ν 1 = ν 2 ), a typical form for ν is the linear combination (see, e.g., [49] )
The particular case ν 1 = ν 2 is called matched viscosity case and ν is a positive constant. In the literature, the NSCH system has been widely studied by considering regular approximations of the logarithmic potential (1.3) . Typical examples are polynomial-like functions, such as Ψ 0 (z) = κ 4 (z 2 − β 2 ) 2 , where κ > 0 is related to θ and θ 0 and ±β are the two minima of Ψ. In the matched viscosity case, the mathematical analysis of problem (1.1)-(1.2) with regular potentials is now well established, at least for classical boundary conditions. We refer the reader to [15, 17, 33, 35, 36] (see also [16, 23, 38] for the analysis of similar systems). In the unmatched viscosity case, the author in [17] proved the global existence of weak solutions and the existence and uniqueness of strong solutions (global if d = 2, local if d = 3). Concerning the longtime behavior, the existence of the trajectory attractor is showed in [35] , while the convergence to equilibrium is established in [71] for periodic boundary conditions. However, in the case of polynomial potentials, it is worth recalling that it is not possible to guarantee the existence of physical solutions, that is solutions for which −1 ≤ ϕ(x, t) ≤ 1, for almost every x ∈ Ω and t > 0.
On the other hand, few results are available for the original Model H with logarithmic potential (1.3). The NSCH system with unmatched viscosities and logarithmic potential has been only studied in [1] , where existence of global weak (physical) solutions and existence and uniqueness of strong solutions (global if d = 2, local if d = 3) are shown (see [1, Theorem 1 and 2] ). In particular, in two dimensions, assuming u 0 ∈ V 1+r 2 (Ω) for r > 0, where V 1+r 2 (Ω) = (V σ , W σ ) r,2 is an interpolation space, and V σ and W σ are defined below in Section 2, and assuming a natural higher-order condition on ϕ 0 (cf. Theorem 4.1 below), the corresponding strong solution (u, ϕ) is global in time and unique. In three dimensions, the local existence and uniqueness of strong solutions is achieved provided that the initial velocity u 0 belongs to V 1+r 2 (Ω) with r > 1 2 . The restriction on the initial velocity in V 1+r 2 (r¿0 if d = 2 and r > 1 2 if d = 3) is due to the uniqueness result [1, Proposition 1] , which requires that u ∈ L ∞ (0, T ; W 1,q (Ω)), with q > 2 if d = 2 and q = 3 if d = 3, being not true for classical strong solutions of the Navier-Stokes equations for an initial velocity u 0 ∈ V σ . In addition, the author in [1] shows that any weak solution is more regular on the interval [T, ∞), for some T > 0 which is not explicitly estimated. It satisfies the so-called asymptotic separation property (see [1, Lemma 12] ), namely
This is a key property in order to show that any single trajectory converges to an equilibrium [1, Theorem 3] . We also mention the results in [6, 37, 56] , where the global existence of weak solutions to similar systems has been established. In [6] the author considers a version of the NSCH system for non-Newtonian fluids, in [37] the authors study the NSCH system with boundary conditions that account for a moving contact line slip velocity, whereas in [56] the authors consider the NavierStokes-Cahn-Hilliard-Oono system. For the sake of completeness, we refer the interested reader to [2] [3] [4] [5] 7] for the analysis of the NSCH system with different densities. Finally, we mention [12, 13, 30, 31, 39, 43, 47, 48, 50, 53, 60-63, 66, 69, 70] for the numerical analysis and numerical simulations of the NSCH system. At this stage we note that to date some important issues are still unsolved, such as the uniqueness of weak solutions of the NSCH in dimension two as well as the uniqueness of strong solutions with initial velocity in V σ in both two and three dimensions. It is not even known whether such properties hold in the simpler case with matched viscosities. Besides, uniqueness of weak solutions in dimension two is an open question even for the NSCH system with regular potential and unmatched viscosities. The aim of this work is to answer positively to the above mentioned open questions. Our main results for the NSCH system with unmatched viscosities are the following:
1. If d = 2, we show the uniqueness of weak (physical) solutions.
2.
If d = 2, we prove the global existence and uniqueness of strong solutions when u 0 ∈ V σ . 3. If d = 2, we show that any (weak or strong) solution becomes instantaneously more regular (that is on [τ, ∞) for any τ > 0), and it satisfies the instantaneous separation property, namely
4. If d = 3, we prove the local existence and uniqueness of strong solutions when u 0 ∈ V σ .
We observe that the technique here employed to prove the uniqueness of weak solutions in dimension two can be applied to show the same result for the following two cases: logarithmic potential and matched viscosities, and regular potentials and unmatched viscosities (see Remark 3.2 and 3.3). It is worth mentioning that, in the former case, our method not only entails the uniqueness of weak solutions in dimension two, but also a continuous dependence estimate on the initial data.
The mathematical analysis presented in this paper may be employed to investigate other diffuse interface models with logarithmic potential (1.3), also in connection with the study of optimal control problems and the analysis of numerical schemes. Among several models, we mention those systems that involve different laws for the velocity field, such as the Hele-Shaw and Brinkman approximations [26, 41] or regularized family of the Navier-Stokes equations [38] (see, also, [23] ). It would be interesting as well to analyze modified equations of the Cahn-Hilliard type [19, 40, 55, 56] or the Allen-Cahn equation (see, e.g., [34] ). A further important issue would be to extend the analysis to the non-isothermal version of the Model H introduced in [28, 29] and to the Model H with mass transfer and chemotaxis presented in [51] .
Plan of the paper. In Section 2 we introduce the functions spaces, the main assumptions of the paper and we report a result of existence of weak solutions. In Section 3 we discuss the uniqueness of weak solutions in two dimensions. Section 4 is devoted to analysis of strong solutions, the instantaneous regularization of weak solutions and the separation property in space dimension two,. Section 5 is devoted to the study of strong solutions in space dimension three. We report in Appendixes A and B some mathematical tools regarding the Neumann and Stokes problems.
PRELIMINARIES
2.1. Notation and Functions Spaces. Let X be a (real) Banach or Hilbert space with norm denoted by · X . The boldface letter X stands for the vectorial space X d (d is the spatial dimension), which consists of vector-valued functions u with all components belonging to X, with norm · X .
Let Ω be a bounded domain in R d , where d = 2 or d = 3, with smooth boundary ∂Ω. We denote by W k,p (Ω), k ∈ N, the Sobolev space of functions in L p (Ω) with distributional derivatives of order less than or equal to k in L p (Ω) and by · W k,p (Ω) its norm. For k ∈ N, the Hilbert space
Its inner product and norm are denoted by (·, ·) and · , respectively. We set V = H 1 (Ω) with norm · V , and we denote its dual space by V ′ with norm · V ′ . The symbol ·, · will stand for the duality product between V and V ′ . We denote by u the average of u over Ω, that is u = |Ω| −1 u, 1 , for all u ∈ V ′ . By the generalized Poincaré inequality (see [67, Chapter II, Section 1.4]), we recall that u → ( ∇u 2 + |u| 2 ) 1 2 is a norm on V equivalent to the natural one. We recall the following Gagliardo-Nirenberg inequalities (see, e.g., [68] )
and the Brézis-Gallouet inequality (see [21] )
We now introduce the Hilbert space of solenoidal vector-valued functions. We denote by C ∞ 0,σ (Ω) the space of divergence free vector fields in C ∞ 0 (Ω). We define H σ and V σ as the closure of C ∞ 0,σ (Ω) with respect to the H and H 1 0 (Ω) norms, respectively. We also use (·, ·) and · for the norm and the inner product in H σ . The space V σ is endowed with the inner product and norm (u, v) Vσ = (∇u, ∇v) and u Vσ = ∇u , respectively. We denote by V ′ σ its dual space. We recall that the Korn's inequality entails
where Du = 1 2 ∇u + t (∇u) . In turn, the above inequality gives that u → Du is a norm on V σ equivalent to the initial norm. We consider the Hilbert space W σ = H 2 (Ω) ∩ V σ with inner product and norm (u, v) Wσ = (Au, Av) and u Wσ = Au , where A is the Stokes operator (see Appendix B for the definition and some properties). We recall that there exists C > 0 such that
Finally, we introduce the trilinear continuous form on
satisfying the relation b(u, v, v) = 0, for all u ∈ V σ and v ∈ H 1 (Ω).
Main Assumptions.
We require that the viscosity ν ∈ C 2 (R) satisfies 
with lim
and
We define F (z) = +∞ for any z / ∈ [−1, 1]. We assume without loss of generality that F (0) = 0. In addition, we require that F ′′ is convex and
for some positive constant C. Also, we assume that there exists γ ∈ (0, 1) such that F ′′ is nondecreasing in [1 − γ, 1) and non-increasing in (−1,
Remark 2.1. The above assumptions are satisfied and motivated by the logarithmic potential (1.3). In that case, Ψ is extended by continuity at z = ±1. Notice also that the viscosity function (1.4) can be easily extended on the whole R in such way to comply (2.6).
General agreement. Throughout the paper, the symbol C denotes a positive constant which may be estimated in terms of Ω and of the parameters of the system (see Main assumptions). Any further dependence will be explicitly pointed out when necessary. In particular, the notation C = C(κ 1 , ..., κ n ) denotes a positive constant which explicitly depends on the quantities κ i , i = 1, ..., n.
2.3.
Existence of Weak Solutions. Let us introduce the notion of weak solution.
and satisfies
The existence of weak solutions has been proven in [1, Theorem 1] (see also [56] ).
14) 16) any weak solution satisfies the energy inequality
for almost every 0 ≤ τ < T , including τ = 0, and every t ∈ [τ, T ]. If d = 2, then (2.17) holds with equality for every 0 ≤ τ < t ≤ T .
Remark 2.5. We observe that any admissible initial condition in Theorem 2.4 is such that
However, due to |ϕ 0 | < 1, ϕ 0 cannot be a pure concentration, i.e.
is not proved in [1, 56] , but it has been recently shown in [41] . Given a weak solution (u, ϕ), it can be inferred from Theorem A.2 in Appendix A with
UNIQUENESS OF WEAK SOLUTIONS IN TWO DIMENSIONS
In this section we prove the uniqueness of weak solutions for the two-dimensional NSCH system with unmatched viscosities. The key idea is to derive a differential inequality involving norms (for the difference of two solutions) weaker than the natural ones given by the energy of the system (cf. (2.16)). We take full advantage of the regularity properties of the Neumann and Stokes operators which allow us to recover coercive terms. In such a way, we are able to handle the Korteweg force (i.e. the term µ∇ϕ) in the Navier-Stokes equations and the convective terms. This technique will be also employed to show the uniqueness of strong solutions if d = 3.
Proof. Let (u 1 , ϕ 1 ) and (u 2 , ϕ 2 ) be two weak solutions to (1.1)-(1.2) on [0, T ] with the same initial datum (u 0 , ϕ 0 ). We define u = u 1 − u 2 and ϕ = ϕ 1 − ϕ 2 . According to Remark 2.3, u and ϕ solve
where
2) and observing that the integrals over Ω of u 1 · ∇ϕ and u · ∇ϕ 2 vanish, we have ϕ(t) = ϕ(0) = 0, for all t ∈ [0, T ]. We rewrite (3.2) as
and we recall the following estimates (cf. (2.14)-(2.15))
where the positive constant C 0 depends on
3) (see Appendix A for the definition of A 0 ) and using (A.3), we obtain 1 2
where ϕ * = ∇A −1 0 ϕ and
By the assumptions on Ψ, we have
where α is defined in (2.9). By definition of A
and we end up with 1 2
Taking v = A −1 u in (3.1) (see Appendix B for the definition of A), we find
where u ♯ = ∇A −1 u and
Recalling that div (
, and integrating by parts, we obtain
By the properties of the Stokes operator (cf.
. By (B.5) and (B.7), we have
Therefore, we are led to
Here we have used div u = 0. We now set
Summing (3.7) and (3.8), in light of (3.9) and (3.11) we arrive at
where I 1 and I 2 are defined in (3.5). We proceed by estimating all the remainder terms on the right-hand side of (3.12). Hereafter the positive constant C i , i ∈ N, depends on ν * , ν ′ , Ω, C 0 and the constants that appear in the mentioned embedding results and interpolation inequalities. By the embedding V ֒→ L 6 (Ω), the Poincaré inequality and the uniform bound (3.4), we have
By (2.1), (2.5) and (3.4), we get
Being ν ′ globally bounded, by using (2.3) and the estimates for the pressure (3.10), we find
Finally, regarding I 3 , by using (2.4), we obtain
Note that, when ϕ ≡ 0, the logarithmic term on the right hand side is assumed to be zero. Collecting the above estimates, we find the differential inequality
Thanks to Theorem 2.4 and the Sobolev embedding W 2,3 (Ω) ֒→ W 1,∞ (Ω), valid in space dimension two, we deduce that Y 1 belongs to L 1 (0, T ). In addition, recalling from (3.4) that ∇ϕ ≤ C 0 , we have
Therefore, denoting
we rewrite the differential inequality (3.13) as follows
Note that
and H(0) = 0, we can apply [52, Lemma 2.2] to conclude that H(t) = 0 for all t ∈ [0, T ], which implies the uniqueness of weak solutions.
Remark 3.2. An immediate consequence of the argument performed in the proof of Theorem 3.1 is the uniqueness of weak solutions to the NSCH system in dimension two with matched viscosities (i.e. ν(s) = 1). In that particular case, let us consider (u 1 , ϕ 1 ) and (u 2 , ϕ 2 ) are two weak solutions to (1.1)-(1.2) on [0, T ] with initial data (u 01 , ϕ 01 ) and (u 02 , ϕ 02 ), respectively, where (u 0i , ϕ 0i ), i = 1, 2, comply the assumptions of Theorem 2.4 and ϕ 01 = ϕ 02 . Then, following line by line the above proof and observing that I 3 = 0, we end up with the differential inequality
where H and Y 1 are defined above. Hence, we can infer from the Gronwall lemma the following continuous dependence estimate
where C is a positive constant depending on T and E(u 0i , ϕ 0i ), i = 1, 2, but is independent of the specific form of the initial data.
Remark 3.3. The proof of Theorem 3.1 also allows us to deduce the uniqueness of weak solutions to problem (1.1)-(1.2) with unmatched viscosities and regular potential (cf. Ψ 0 in Introduction). The only changes in the proof arise from the different regularity of weak solutions. Indeed, the global bound in L ∞ is not known in this case, but any weak solution satisfies ϕ ∈ L 2 (0, T ; H 3 (Ω)) (see [17, 36] ). Thus, the two terms which need a different control are I 2 and I 7 . Nonetheless, they can be simply estimated in the following way
and, by using (2.1) and ϕ ∈ L ∞ (0, T ; V ),
, it is easily seen that we end up with a differential equation having the same form of (3.14).
Remark 3.4. In the three dimensional case, the above proof does not allow us to deduce even a weak-strong uniqueness property, which is classical with the Navier-Stokes equations, that is the weak solution is unique when a strong solution exists. In this case, this is due to the form of I 4 involving both u 1 and u 2 . Hence, we only expect a (conditional) uniqueness result provided that both solutions u 1 and u 2 are more regular than Definition 2.2 (at least u 1 , u 2 satisfy the classical condition in [68, Remark 3 .81]).
GLOBAL STRONG SOLUTIONS AND REGULARITY IN TWO DIMENSIONS
In this section we prove the global well-posedness of strong solutions for the NSCH system with unmatched viscosities in dimension two.
where 2 ≤ p < ∞. The strong solution satisfies (1.1) almost everywhere in Ω×(0, T ) and ∂ n µ = 0 almost everywhere on ∂Ω × (0, T ). In addition, given two strong solutions
with initial data (u 01 , ϕ 01 ) and (u 02 , ϕ 02 ), respectively, we have the continuous dependence estimate
where C is a positive constant depending on T and on the norms of the initial data.
Let us briefly explain some technical points of the proof of Theorem 4.1. The argument relies on a-priori higher-order energy estimates in Sobolev spaces, combined with a suitable approximation of the logarithmic potential and the initial datum. More precisely, we approximate the logarithmic potential Ψ by means of a family of regular potentials Ψ ε defined on the whole real line. Next, we need to perform a suitable cut-off procedure of the initial condition, since we cannot control immediately the norm of ∇µ ε (0) = ∇(−∆ϕ 0 + Ψ ′ ε (ϕ 0 )) with ∇µ(0) = ∇(−∆ϕ 0 + Ψ ′ (ϕ 0 )). To overcome this difficulty, we construct a preliminary approximation of the initial datum by exploiting the regularity theory of the Neumann problem with a logarithmic nonlinearity given in Appendix A. Our argument differs from the one used in [1] , which is based on fractional time regularity and maximal regularity of a Stokes operator with variable viscosity.
Proof of Theorem 4.1. We divide the proof into several steps. 1. Approximation of the logarithmic potential. We introduce a family of regular potentials Ψ ε that approximate the singular potential Ψ. For any ε ∈ (0, 1), we set
By virtue of the assumptions on Ψ stated in Section 2, we infer that there exists ε * ∈ (0, γ) (where γ is defined in Section 2) such that, for any ε ∈ (0, ε * ], the approximating function
where α is a positive constant independent of ε, α is given by (2.9), and L is a positive constant that may depend on ε. Moreover, we have that
2. Approximation of the initial datum. We perform a cutoff procedure on the initial condition.
To do so, we introduce the globally Lipschitz function h k : R → R, k ∈ N, such that
. Sincẽ µ 0 ∈ V , the classical result on compositions in Sobolev spaces [64] yieldsμ 0,k ∈ V , for any k > 0, and
For k ∈ N, we consider the Neumann problem
Thanks to Lemma A.1, there exists a unique solution to (4.7) such that ϕ 0,k ∈ H 2 (Ω), F ′ (ϕ 0,k ) ∈ H, which satisfies (4.7) almost everywhere in Ω and ∂ n ϕ 0,k = 0 almost everywhere on ∂Ω. In addition, by (A.6) and (4.6), we have
Sinceμ 0,k →μ 0 in H, Lemma A.1 also entails that ϕ 0,k → ϕ 0 in V . As a consequence, there exist m ∈ (0, 1), which is independent of k, and k sufficiently large such that
In addition, by Theorem A.2 with f =μ 0k , we obtain
As a byproduct, there exists δ = δ(k) > 0 such that
At this point, since F ′ (ϕ 0,k ) ∈ V , it is easily seen that ϕ 0,k ∈ H 3 (Ω). Finally, for any ε ∈ (0, ε), where ε = min{
3. Approximating problems. Let us introduce the Galerkin scheme. We consider the family of eigenfunctions {w j } j≥1 of the homogeneous Neumann operator A 1 = −∆ + I (see Appendix A) and the family of eigenfunctions {w j } j≥1 of the Stokes operator A (see Appendix B). In particular, we recall that w 1 = 1 while any w i , i > 1, is non-constant with w i = 0. For any integer n ≥ 1, we define the finite-dimensional subspaces of V and V σ , respectively, by V n = span{w 1 , ..., w n } and V n = span{w 1 , ..., w n }. We denote by Π n and P n the orthogonal projections on V n and V n with respect to the inner product in H and in H σ , respectively. We consider the approximating sequences
solutions of the following approximating system
where µ
15) The initial conditions are defined as
Hence, there exist m, withm < m < 1 (independent of n), and n such that
On account of Steps 1 and 2, for any k > k, we fix ε ∈ (0, ε) with ε depending on k, and n > n with n depending on k. The existence of a sequence of functions u n k,ε , ϕ n k,ε and µ n k,ε of the form (4.12) which satisfy (4.13)-(4.16) for any t ∈ [0, T ] can be proved in a standard way (see, e.g., [68] ). In particular, the system (4.13)-(4.16) is equivalent to a Cauchy problem for a nonlinear system of ordinary differential equations in the unknowns g i , k i and l i , i = 1, ..., n. Thanks to the Cauchy-Lipschitz theorem, for any n > n, there exists a unique maximal solution to this system defined on some interval [0, t n ]. Moreover, by the energy estimates we shall prove in the next step (cf. (4.20) ), it is clear that t n = T . 4. Energy estimates. Let us recall the above choices of the parameters, namely for any k > k, we fix ε ∈ (0, ε) and n > n. We now show uniform energy estimates with respect to the approximating parameters k, ε and n. In particular, c i , i ∈ N, denotes a positive constant, which depends on the parameters of the system, the constants arising from embedding and interpolation results and the energy E(u 0 , ϕ 0 ), but is independent of the approximation parameters k, ε and n.
First, by taking v = 1 in (4.14), we have |ϕ
We introduce the approximated energy
In light of (4.9), (4.17) and Ψ ε (z) ≤ Ψ(z), for all z ∈ [−1, 1], we deduce that 19) for almost every t ∈ (0, T ). Owing to the Korn inequality and (4.18), after an integration in time, we have
In particular, by using (4.4), we have
In order to find an estimate on µ n k,ε V , we recall the inequality (see, e.g., [57, Proposition A.1])
, where c 2 depends on m. Testing (4.15) by ϕ n k,ε − ϕ n k,ε , we obtain ∇ϕ
Thus, by the Poincaré inequality and (4.21), we have
Next, testing (4.15) by −∆ϕ n k,ε and integrating by parts, we get ∆ϕ
By using (4.4) and (4.21), we deduce that
On the other hand, by comparison in (4.13) and in (4.14) and by exploiting (2.1), (4.21) and (4.22), we infer that 
with respect to the parameters k, ε and n. 5. Higher-order energy estimates. We are now in position to prove uniform higher-order Sobolev estimates. We will denote by c ′ i , i ∈ N, a positive constant, which depends on the parameters of the system, the constants arising from embedding and interpolation results, and E(u 0 , ϕ 0 ), but are independent of the approximation parameters k, ε and n and of the norms u 0 Vσ and µ 0 V .
Taking v = ∂ t µ n k,ε in (4.14), we obtain 1 2
2 * . Then, we infer from the assumptions on Ψ ε that
2 * . Besides, we observe that
Accordingly, by using (4.25), we arrive at d dt
Taking v = ∂ t u n k,ε in (4.13), we have
By (2.1), (2.5), (2.6) and (4.21), we deduce that
By (4.22), we have
Hence, we find
Because of (4.12) and (4.20), we deduce that g i ∈ L 2 (0, T ), for all i = 1, ..., n, and
. By the theory of the Stokes operator (see Appendix B), there exists p
where C is independent of k, ε and n. Now we take v = Au n k,ε in (4.13) and we obtain 1 2
. By (2.1), (4.21) and (4.28), we have the following estimates
Also, we have
Hence, we are led to 1 2
Multiplying (4.27) by ̟ = ν * 4c ′
6
> 0 and summing up with (4.29), we arrive at
Adding (4.26) and (4.30), we find the differential inequality
We control the first term on the right-hand side of (4.31) as follows
Then, we arrive at 
Hence, we infer that
Moreover, it is easily seen that
In summary, exploiting (4.23) and the Sobolev embedding V ֒→ L 3 (Ω), we are led to rewrite (4.33) as
where ν = 1 4 min{1, ν * , ̟}. Owing to (4.4), (4.20) and (4.35), we infer that
An application of the Gronwall lemma to (4.36) implies that
In order to find a uniform control of the right-hand side of (4.37), by using the Sobolev embedding V ֒→ L 6 (Ω), (4.8) and (4.9), we obtain
In light of (4.8), (4.9), (4.11) and (4.16), we find
Recalling the bounds (4.10) and (4.17) and the relation F (z) = F ε (z), for all z ∈ [−1 + ε, 1 − ε] (cf. 0 < ε < ε), we deduce that
We notice that the quantity between brackets in (4.39) is finite since F ∈ C 3 (−1, 1), and it only depends on k (cf. definition of ε). Let us now recall that Π n ϕ 0,k → ϕ 0,k in H 3 (Ω) as n → ∞. Thus, we infer from (4.38)-(4.39) that, for any fixed k > k (and ε ∈ (0, ε)), there exists n > n (cf.
where C is independent of k, n and ε. Finally, for any fixed k > k, ε ∈ (0, ε) and n > n (where ε and n depends on k), we infer from (4.37) and (4.40) that
In view of (4.34), we have
where C 1 is a positive constant, which depends on T and E(u 0 , ϕ 0 ), u 0 Vσ and µ 0 V , but is independent of k, n and ε. Moreover, an integration in time of (4.36) on the time interval [0, T ] yields
where C 2 is a positive constant depending on T and on the initial datum, but independent of k, ε and n. 6. Passage to the limit. Thanks to the analysis performed in Step 5, for any fixed k > k, ε ∈ (0, ε) and n > n, we deduce from (4.41) and (4.42) that
By a standard compactness method, we are in position to pass to the limit first as n → ∞, then as ε → 0 and, finally, as k → ∞. As a result, we obtain the existence of a pair (u, ϕ) such that
which satisfies (2.11) and (2.12), where
Moreover, ∂ n ϕ = 0 almost everywhere on ∂Ω×(0, T ), u(·, 0) = u 0 and ϕ(·, 0) = ϕ 0 in Ω. Since ∂ t ϕ+u·∇ϕ belongs to L 2 (0, T ; V ) owing to the above regularity properties, we infer from the classical regularity theory of the homogeneous Neumann operator that µ ∈ L 2 (0, T ; H 3 (Ω)), ∂ n µ = 0 almost everywhere on ∂Ω×(0, T ) and ∂ t ϕ+u·∇ϕ = ∆µ holds almost everywhere in Ω×(0, T ). Finally, we can recover the pressure π arguing as in [68, Propositions 1.1 and 1.2, Chapter III]. In particular, it is possible to show that there exists π ∈ L 2 (0, T ; V ) such that ∂ t u + (u · ∇)u − div (ν(ϕ)Du) + ∇π = µ∇ϕ holds almost everywhere in Ω × (0, T ).
Further regularity properties. From the regularity
, for any 2 ≤ p < ∞. Furthermore, thanks to the growth condition (2.10), we also deduce that
, for any p ∈ (2, ∞). Next, as a consequence, we prove that ∂ t µ exists and belongs to L 2 (0, T ; V ′ ). To this aim, given h > 0, we denote the difference quotient of a function
. For any v ∈ V with v V ≤ 1, by using the boundary condition on ϕ, we observe that (∂
8. Uniqueness and Continuous dependence. The uniqueness of strong solutions is an immediate consequence of Theorem 3.1. We conclude the proof by showing a continuous dependence estimate with respect to the initial conditions in higher-order norms than the dual norms employed in Theorem 3.1. We define u = u 1 − u 2 and ϕ = ϕ 1 − ϕ 2 , where (u 1 , ϕ 1 ) and (u 2 , ϕ 2 ) are two strong solutions departing from (u 01 , ϕ 01 ) and (u 02 , ϕ 02 ) which satisfy u 0i ∈ V σ and
) ∈ V and ∂ n ϕ 0i = 0 on ∂Ω. We take v = u and v = ϕ in (3.1) and (3.2), respectively. Adding the resulting equalities, we find
having set
In light of the regularity of strong solutions, there exists a positive constant C 0 such that
In the sequel the positive constant C i , i ∈ N depends on ν * , ν ′ , C 0 and the constants appearing in embedding results. Due to the homogeneous Neumann boundary condition, we also recall the basic inequality ϕ
Integrating by parts and using the embedding V ֒→ L 6 (Ω), together with (4.44) and (4.45), we observe that
Due to the Korn inequality and the above estimate, we obtain
We now address the terms J k . By using (4.45), we have
By (4.44) and (4.45) and the embedding W 2,3 (Ω) ֒→ W 1,∞ (Ω) valid in dimension two, we obtain
In view of the above estimates, we end up with the following differential inequality
, an application of the Gronwall lemma implies the desired stability inequality (4.1).
By virtue of the energy identity (cf. (2.17) ) and the global well-posedness of the strong solutions, we can prove that the (unique) weak solution regularizes instantaneously. That is, the weak solution is indeed a strong solution on Ω × (τ, ∞), for any τ > 0. 
Proof. Let (u, ϕ) be the global weak solution with initial condition (u 0 , ϕ 0 ) given by Theorem (2.4). Due to (2.17), for any τ > 0, we infer from (2.17) that there exists τ 0 ∈ (0, τ ) such that (u(τ 0 ), ϕ(τ 0 )) satisfies the assumptions of Theorem 4.1 and
Taking (u(τ 0 ), ϕ(τ 0 )) as initial datum, we have a global strong solution on the time interval [τ 0 , ∞), which coincides with the weak solution due to Theorem 3.1. Now, in order to show the uniform estimates (4.46)-(4.48), we consider the approximating solutions (u n k,ε , ϕ n k,ε ) constructed in the proof of Theorem 4.1 on the time interval [τ 0 , ∞) corresponding to the initial datum (u(τ 0 ), ϕ(τ 0 )). Thanks to (4.18) and (4.19), we have
wherec 0 depends on R, but is independent of t. Then, following line by line Steps 4 and 5 in the proof of Theorem 4.1, we deduce the differential inequality (cf. (4.32) . Here, the positive constants ν andc 1 depend on R, m and the other parameters of the system, but are independent of k, ε and n. By (2.6) and (4.50), we notice that
Hence, an application of the uniform Gronwall lemma (see [67, Chapter III, Lemma 1.1]) to (4.51) with r = τ − τ 0 entails
where M 1 depends on R, m and τ . In particular, M 1 does not depend on (u(τ 0 ), ϕ(τ 0 )). In addition, integrating in time (4.51) on (t, t + 1), for any t ≥ τ , we are lead to
At this stage, passing to the limit in k, ε and n as in the proof of Theorem 4.1, and using the regularity in time of the strong solutions, the estimates (4.46) and (4.47) easily follow. In turn, we also infer the estimate (4.48) from Theorem A.2.
Our next result concerns the propagation of regularity for any weak solution and the validity of the instantaneous separation property from the pure concentrations (i.e. ±1) in dimension two. This is possible due to a suitable estimate of Ψ ′′ (ϕ) in L p spaces, which allows us to show further a-priori higher-order Sobolev estimates. , ∞). We proceed by showing additional higher-order a priori estimates on the solution. In the sequel, k i , i ∈ N, denotes a positive constant which depends on R, m and τ , but is independent of the specific initial datum. Given h > 0, repeating line by line the proof of the stability result (4.1) in Theorem 4.1 (cf.
Step 8), where the difference of two solutions
and the positive constant k 0 is independent of h, but depends on M 1 and
;H) , thanks to Theorem 4.2, we observe that
where k 1 is independent of h, but depends on M 2 . Hence, the uniform Gronwall lemma (see [67, Chapter III, Lemma 1.1]) with r =
where M 4 and M 5 depend on R, m and τ , but are independent of h, t and the specific initial datum. A final passage to the limit as h → 0 entails (4.52) and (4.53). We are now in position to prove the separation property. In light of (4.52), it is immediate to deduce that ∂ t ϕ + u · ∇ϕ ∈ L ∞ (τ, ∞; H). Then, the regularity theory of the Neumann problem implies that
(4.56)
By using Theorem A.2 with
This, in turn, entails that there exists δ > 0 such that
Thanks to the regularity (4.48) and the separation property (4.57), and recalling that F ∈ C
Thus, exploiting (4.56), the above control and the regularity theory of the Neumann problem, we get ϕ L ∞ (τ,∞;H 4 (Ω)) ≤ k 5 . Moreover, setting f = µ∇ϕ − ∂ t u − (u · ∇)u, we infer from (4.46), (4.48) and (4.52) that, for any 1 < p < 2, there exists k 6 such that f L ∞ (τ,∞;L p (Ω)) ≤ k 6 , where k 6 depends on p. Then, in light of (4.48), an application of Theorem B.3 (with r = ∞) yields u L ∞ (τ,∞;W 2,p (Ω)) ≤ k 7 . Recalling the embedding W 1,p ֒→ L p * , where
, and choosing p = 4 3 , we obtain u ∈ L ∞ (τ, ∞; W 1,4 (Ω)). Thanks to this regularity, we observe that f ∈ L ∞ (τ, ∞; H). Applying once again Theorem B.3, we find u L ∞ (τ,∞;Wσ) ≤ k 8 . Due to the continuity in time of the solution, we note that the above inequalities hold for any t ≥ τ , giving the desired estimate (4.54) with M 6 depending on k 5 and k 8 .
LOCAL STRONG SOLUTIONS IN THREE DIMENSIONS
In this section we study the well-posedness of strong solutions in dimension three.
Then, there exist a time T * > 0 and a unique strong solution to
The strong solution satisfies (1.1) almost everywhere on (x, t) ∈ Ω × (0, T * ) and ∂ n µ = 0 almost everywhere on ∂Ω × (0, T * ).
The proof of Theorem 5.1 relies on the argument employed in the proofs of Theorems 3.1 and 4.1. For the sake of brevity, we report only the main changes.
Proof. We follow the proof of Theorem 4.1. For the same values of k, ε and n as defined in Steps 1-3, we obtain the approximating sequences (u n k,ε , ϕ n k,ε ) which solve (4.13)-(4.14) and (4.15) . Before deriving uniform a priori estimates we specify that the positive constant c ′ i , iN, depends on the parameters of the system, the constants in embedding and interpolation results, and E(u 0 , ϕ 0 ), but is independent of the approximation parameters k, ε and n and of the norms u 0 Vσ and µ 0 V . It is easily seen that the energy estimates (4.20)-(4.25) also hold. In particular, we have
Let us now proceed by showing higher-order Sobolev estimates. First, arguing as in Step 5 we find d dt
In order to recover estimates on the velocity field, we take first v = ∂ t u n k,ε in (4.13). This yields
Exploiting once more (2.2) and (2.5), we obtain
On the other hand, by (4.22) we have
Collecting the above estimates, we arrive at
Next, we take v = Au n k,ε in (4.13). We recall that there exists p n k,ε ∈ L 2 (0, T ; V ) satisfying −∆u n k,ε + ∇p n k,ε = Au n k,ε almost everywhere in Ω × (0, T ) and the estimates (4.28). Thus, we find 1 2
. We address the right-hand side of the above differential inequality by using (2.2) and (4.28). We have
where Λ(u n k,ε , ϕ n k,ε ) is the same as in (4.32). Owing to (2.2) and (5.1), we observe that
. Thus, we deduce that and
for some positive constants C 2 and C 3 . Collecting the above estimates together, we end up with
), the uniqueness of strong solutions immediately follows from the Gronwall lemma.
APPENDIX A. ON NEUMANN PROBLEMS
For any λ ≥ 0, let us consider the Neumann problem
We consider the spaces
and we recall that V = V 0 ⊕ R and
On account of the above definitions, we observe that
Owing to (A.2), it is straightforward to prove that f * := ∇A
is a norm on V ′ 0 equivalent to the natural one. In addition, for any u ∈ H 1 (0, T ; V ′ 0 ), we have the chain rule
Furthermore, due to regularity theory of the Neumann problem, we know that
For any λ > 0, we also consider the operator A λ = −∆ + λI as unbounded operator on H with domain D(A λ ) = {u ∈ H 2 (Ω) : ∂ n u = 0 on ∂Ω}. It is well-known that A λ is positive, unbounded, self-adjoint operator in H with compact inverse (see, e.g., [67, Chapter II, Section 2.2]).
Next, we introduce the homogeneous Neumann elliptic problem with a logarithmic convex nonlinear term, that is, with the same F as in (2.7)-(2.8),
Under the assumptions in Section 2, we have the following well-posedness and approximation result.
, with smooth boundary. Assume that f ∈ H. Then, there exists a unique solution u to problem (A.5) such that u ∈ H 2 (Ω), F ′ (u) ∈ H and satisfies −∆u + F ′ (u) = f for almost every x ∈ Ω and ∂ n u = 0 for almost every x ∈ ∂Ω. Moreover, we have u
(A.6) Let us assume that the sequence {f k } ⊂ H, and f ∈ H. We consider the solutions u k and u to problem (A.5) corresponding to f k and f , respectively. Then,
(A.7)
Proof. The existence of a solution u to problem (A.5) can be proved relying on the theory of maximal monotone operator. We define the functional on H
with domain D(F ) = {u ∈ H 1 (Ω) : u L ∞ (Ω) ≤ 1}. We observe that F is a proper, lower semi-continuous and convex functional. Now, we consider the subdifferential ∂F of F , defined as w ∈ ∂F (u) if and only if, for all v ∈ H, F (v) ≥ F (u) + (w, v − u). Then, ∂F is a maximal monotone operator on H (see [20] ). Moreover, it is well-known that D(∂F ) = {u ∈ H 2 (Ω) : F ′ (u) ∈ H, ∂ n u = 0 on ∂Ω} and ∂F (u) = −∆u + F ′ (u) (see [9, 14] ). By (2.8), we deduce that ∂F is also coercive, namely (∂F (u) − ∂F (v), u − v) ≥ θ u − v 2 , for all u, v ∈ D(∂F ), where θ is the same as in (2.8). In turn, this implies that ∂F is surjective on H. In addition, the estimate (A.6) can be proved as in [9, 26] . Finally, exploiting (2.8) once more, we can easily infer the uniqueness of solutions and the approximation result (A.7) to problem (A.5).
We now report some elliptic estimates, whose proofs can be found in [1, 26, 40] . Let us now report the regularity theory of the Stokes problem (B.1) (see [24] ). Assuming that f ∈ H, then there exist a unique u ∈ H 2 (Ω) ∩ V σ and p ∈ V (unique up to a constant) such that −∆u + ∇p = f almost everywhere in Ω. Moreover, there exists a constant C such that
We denote by P : H → H σ the Helmholtz-Leray orthogonal projection from H onto H σ . We recall that P is a bounded operator from V into V ∩ H σ , namely there exists a positive constant C such that P v V ≤ C v V , ∀v ∈ V.
We also report that P ∇v = 0 for any v ∈ V . Next, we consider the Stokes operator as an unbounded operator on H σ with domain D(A) = {u ∈ V σ : Au ∈ H σ }. It is well known that A is a positive, unbounded, self-adjoint operator in H σ with compact inverse (see, e.g., [68] ). In particular, we have Au = P (−∆u), ∀ u ∈ D(A), where D(A) = H 2 (Ω) ∩ V σ .
Thanks to the above regularity results, we deduce that the operator A −1 : H σ → H 2 (Ω) ∩ V σ is such that, for any f ∈ H σ , there exist A −1 f ∈ D(A) and p ∈ V which solve
In turn, this entails that AA −1 f = f . Owing to (B.3), we have
We are now in position to find an L 2 -estimate of the pressure p in (B.4) in terms of ∇A −1 f . Let us first report a preliminary interpolation result (see [58] ). We recall that the classical trace theorem implies P v L 2 (∂Ω) ≤ C P v V . In addition, by the properties of the Helmholtz-Leray operator and the Poincaré inequality, we have P v V ≤ C v H 1 0 (Ω) . Then, we deduce that
An application of Lemma 3.6, together with (B.5), implies that
Thus, the desired inequality (B.7) immediately follows.
Finally, we consider the homogeneous Stokes problem with nonconstant viscosity depending on a given measurable function ϕ. The system reads as follows , provided that p ′ > 1.
