This paper discusses the least-squares linear filtering and smoothing (fixed-point and fixed-interval) problems of discrete-time signals from observations, perturbed by additive white noise, which can be randomly delayed by one sampling time. It is assumed that the Bernoulli random variables characterizing delay measurements are correlated in consecutive time instants. The marginal distribution of each of these variables, specified by the probability of a delay in the measurement, as well as their correlation function, are known. Using an innovation approach, the filtering, fixed-point and fixed-interval smoothing recursive algorithms are obtained without requiring the state-space model generating the signal; they use only the covariance functions of the signal and the noise, the delay probabilities and the correlation function of the Bernoulli variables. The algorithms are applied to a particular transmission model with stand-by sensors for the immediate replacement of a failed unit.
Introduction
The problem of estimating a discrete-time signal from noisy observations which arrive randomly in time or which are delayed by one sampling time, with delays correlated from sample to sample, is considered. To describe this situation, the delay is considered to be random and modelled by a sequence of Bernoulli variables, correlated at consecutive time instants; at each time the value one of the Bernoulli variable indicates that there exists a delay of the measurement at that time (so the measurement available to estimate the signal is not up-to-date), whereas the value zero reflects the fact that the measurement arrives in time.
There exist a considerable number of situations in which the arrival of measured data is delayed and the possibility of delay in each measurement is random. These models arise frequently in engineering applications and also in certain applications in economics (for example, the delay between submitting a patent application and actually obtaining the patent is frequently random). Systems with random delays are considered in communication theory (Nilson et al. [1] discuss modelling and analysis of systems subject to random time-delays in the communication network and they present a method for different control schemes) and also in Manuscript received March 14, 2005 . Manuscript revised September 12, 2005 . Final manuscript received November 9, 2005 . † The author is with the Faculty of Education, Kagoshima University, Kagoshima-shi, 890-0065 Japan.
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a) E-mail: nakamori@edu.kagoshima-u.ac.jp DOI: 10.1093/ietfec/e89-a.2.486 some control applications (Kolmanovsky and Maizenberg [2] consider a finite horizon optimal control problem for a class of linear systems with a randomly varying time-delay, affecting only the state variable, which is modelled by a Markov process with a finite number of states). The standard algorithms for the signal estimation problem (see for example [3] - [5] in an uncertain measurement context) are not aplicable in the cases in which measurements are randomly delayed; hence, it is necessary to modify these algorithms in order to incorporate the effects of the random delay. Using different approaches, the state estimation problem for system models with randomly varying time-delays has been investigated and modifications of conventional signal estimation algorithms have been proposed to accommodate the randomly delayed observations. Let us cite, among other papers, the following: Evans and Krishnamurthy [6] consider state estimation for a discrete-time hidden Markov model in which the observations are delayed by a random time and the delay process is modelled as a finite state Markov chain. In Yaz et al. [7] , state estimation in linear discrete-time state-space models with stochastic parameters is treated using linear matrix inequalities, and the results are applied to the problem of state estimation with a random sensor delay. Su and Lu [8] designed an extended Kalman filtering algorithm which provides optimal estimates of interconnected network states for systems in which some or all measurements are delayed. Matveev and Savkin [9] proposed a recursive minimum variance state estimator in a linear discrete-time partially-observed system perturbed by white noise when the observations are transmitted via communication channels with random transmission times and when various measurement signals may incur independent delays. Ray et al. [10] , using a step-by-step procedure, developed a minimum variance linear estimation algorithm which modifies the conventional one to accommodate the effects of randomly-varying delays on the arrival of sensor data at the controller terminal. In Yaz and Ray [11] , the state linear estimation problem for a model involving randomly-varying bounded sensor delays is solved as a reduced-order estimation problem in a reformulated model with stochastic parameters.
The above works on state estimation in systems with random delays assume full knowledge of the state-space model for the signal process; however, in many situations this model may not be available. An alternative in such cases is to use covariance information, which can be obtained from measurement data. Note that, although a stateCopyright c 2006 The Institute of Electronics, Information and Communication Engineers space model can be generated from covariances, when only this kind of information is available, it is preferable to treat the estimation problem using covariances, thus obviating the need for previous identification of the state-space model.
Recently, linear filtering and fixed-point smoothing problems from delayed observations, the delays being modelled by independent Bernoulli random variables, have been considered in [12] , using the covariance functions of the processes involved in the observation equation. In [13] , only linear filtering problems from delayed measurements involving correlated signal and noise were addressed also using independent Bernoulli random variables to model the delay. The main assumption in these two works is that the delays are statistically mutually independent. In the present paper, this restriction is suppressed; concretely, we assume a sequence of Bernoulli variables correlated at consecutive time instants to characterize the delay in the measurements. As we indicate in Sect. 2, this special form of correlation permits us to consider models in which two successive observations cannot be delayed; specifically, the proposed algorithms are applied in Sect. 5 to a particular transmission model with stand-by sensors, in which any failure in the transmission is immediately detected and the old sensor is then replaced.
In this paper, using covariance information, we consider the least-squares linear estimation problem; specifically, as in [12] , we consider the filtering and fixed-point smoothing problems and also we study the fixed-interval smoothing problem. The recursive algorithms are derived using the innovation technique which substantially simplifies the obtaining of the algorithms since the innovation process is a white noise. The precision of the least-squares estimators is measured by the estimation error covariance matrices, which provide a global measurement of the performance of the estimators. For this reason, the formulas to obtain such matrices (for the filter, fixed-point and fixedinterval smoothers) are also included in the present study.
System Model and Problem Formulation
In this section, the least-squares (LS) linear estimation problem of a random discrete-signal, z k ∈ R n , from noisy measurements which can be randomly delayed by one sampling time, with correlation in the delay, is formulated. Previously, we present the random delay observation model and the hypotheses about the signal and noise processes underlying it.
Delayed model. The real measurement of the signal at each sampling time k, denoted by y k , is perturbed by an additive noise vector v k ∈ R n ; that is,
In order to deal with the LS linear estimation problem, the first and second-order statistical properties about the signal and noise processes outlined below are assumed. The signal process {z k ; k ≥ 1} has zero mean and its autocovariance function is expressed in a semi-degenerate kernel form as
The noise process {v k ; k ≥ 1} is a zero-mean white sequence with known autocovariance function
It is assumed that the real observation at each time k > 1 can be either delayed by one sampling period, with a known probability p k , or updated, with probability 1 − p k . So, the available observation, y k , at time k > 1 is given by
, with probability p k y k , with probability 1 − p k and y 1 = y 1 . Therefore, if {γ k ; k > 1} denotes a sequence of Bernoulli random variables (binary switching sequence taking the values 0 or 1) with P[γ k = 1] = p k , the available measurements to estimate the signal can be described by
So, if γ k = 1 (which occurs with probability p k ), then y k = y k−1 and the measurement is delayed by one sampling period. Otherwise, if γ k = 0, then y k = y k , which means that the measurement is up-to-date. Therefore, the value p k represents the probability of a delay in the measurement y k . Also, we assume that a delay in the observation at time k depends on a delay at time k − 1, but it is independent of delays at times previous to k − 1. To characterize this property we assume that γ k is only correlated with γ k−1 , for all k. This correlation hypothesis implies that the autocovariance function of the Bernoulli variables,
Finally, we assume that the processes
Clearly, the condition (2) covers the case of independent variables {γ(k); k > 1}; therefore, the model under consideration is more general than that considered in [12] , where the variables modelling the delay are assumed to be independent, and the filtering and fixed-point smoothing algorithms proposed in this paper are an extension of those in [12] .
Remarks: In applications of communication networks, the noise {γ k ; k > 1} usually represents the random delay from sensor to controller and the assumption of one-step sensor delay is based on the reasonable supposition that the induced data latency from the sensor to the controller is restricted so as not to exceed the sampling period [11] .
The special form (2) of correlation of the sequence {γ k ; k > 1} permits us to consider models in which two successive observations cannot be delayed; for example, signal transmission models with stand-by sensors, in which any failure in the transmission is immediately detected and the old sensor is then replaced. In this context, the real observation y k can be treated as the message transmitted at time k. When the sensor fails, there is no real observation to transmit and this corresponds to γ k = 1; however, at the transmitting end, this failure is immediately detected and the old sensor is replaced; so that, for the next time, γ k+1 = 0 and the observation is not delayed (y k+1 = y k+1 ). Implicit in our model is the assumption that each sensor will not fail before at least one real observation at least has been transmitted; consequently, at initial time k = 1, the available measurement is equal to the real measurement,
Innovation approach to the linear estimation problem. The problem is to find the LS linear estimator, z k, j , of the signal, z k , based on the randomly delayed observations up to time j, {y 1 , . . . , y j }; more specifically, our aim is to obtain the filter ( j = k), the fixed-point smoother ( j > k, for fixed k) and the fixed-interval smoother (k < j, for fixed j). For this purpose, we use an innovation approach; that is, the LS linear estimation problem is approached by replacing the observation process by the innovation one, which substantially simplifies the obtaining of the algorithms since the innovation process is a white noise. Concretely, by denoting ν i the innovation at time i,
, from the Orthogonal Projection Lemma (OPL) (see Kailath [14] ), the LS linear estimator is expressed as
In view of this expression, we start by obtaining an explicit formula for the innovations. The innovation at time k is defined by ν k = y k − y k,k−1 , where y k,k−1 denotes the one-stage predictor of y k , which is given by
Since for i ≤ k − 2, the variables γ i and γ k are uncorrelated, using the model hypotheses, it is easy to see that
and, hence,
and taking into account (3), we obtain
Using again the hypotheses on the model, and after some operations, we obtain the following expression for H k
Therefore, the innovation ν k is obtained by a linear combination of the new observation y k , the predictor z k,k−1 , the filter z k−1,k−1 and the previous innovation ν k−1 ; specifically, for k ≥ 2,
where H k is given in (4), and ν 1 = y 1 .
Note that if the random variables {γ k ; k > 1} are independent, then K γ (k, k − 1) = 0, for all k, and the innovation expression (5) reduces exactly to that given in [12] .
In view of (5), in order to determine ν k we need to obtain the linear one-stage predictor and the filter of the signal. In Sect. 3 we propose recursive algorithms for the prediction and filtering estimates; the filtering estimates constitute the initial condition for the fixed-point and fixed-interval smoothing algorithms proposed in Sect. 4.
Prediction and Filtering Algorithm
In Theorem 1, we present the formulas for the one-stage prediction and filtering estimators of the signal. The proof of this theorem can be easily deduced by following a reasoning analogous to that used in [12] , [13] ; however, since some expressions in the deduction of the filtering algorithm are used in that of the smoothing algorithms, we present a brief outline of the proof of Theorem 1 in the Appendix.
Theorem 1:
If we consider the delayed observation model given in Sect. 2, the one-stage predictor and filter of the signal z k , z k,k−1 and z k,k , respectively, are obtained as
where the vectors O k are recursively calculated from
and the matrix function J is given by
with r k being recursively obtained from
The matrix H k is given by (4), and the matrices G A,k and G B,k are given by
The innovation, ν k , satisfies
and Π k , the innovation covariance matrix, verifies
Proof. The proof is given in the Appendix.
The performance of the estimators z k, j is measured by the covariance matrices of the estimation errors, denoted by Σ k, j . Since the error of a LS linear estimator is orthogonal to the estimator, these matrices are given by
Then, by using expressions (6) and (7), and taking into account (A· 4), we obtain the following expressions for the one-stage predictor and filter error covariance matrices.
Smoothing Algorithms
Our aim in this section is to approach the LS linear estimation problem of the signal z k , based on the observations {y 1 , . . . , y L } with L > k; that is, the time k at which it is desired to estimate the signal is less than the time L of the last measurement. Specifically, in Theorem 2, we present a recursive algorithm to implement the computation of z k,L for a fixed k ≥ 1, and for any L ≥ k + 1 (fixed-point smoother); it is not necessary to know, a priori, the time point of the final observation, since the algorithm proceeds forward recursively in time and can be stopped at will. Next, in Theorem 3, a recursive algorithm to obtain the smoothers of the signal at different instants, k, based on a fixed number, L, of measurements (fixed-interval smoother) is proposed.
Theorem 2:
Under the hypotheses of the delayed observation model given in Sect. 2, the fixed-point smoothing estimators, z k,L , L ≥ k, of the signal z k are recursively obtained by
whose initial condition is given by the filter, z k,k , and the matrices S k,L are calculated from
where
Proof. The recursive relation (14) for the fixed-point smoother is immediate from (3), and its initial condition is, obviously, provided by the filter. Now, we need to prove (15) for
The initial condition in (15) is immediate from (A· 1).
The recursive relation (16) is derived from (8) and its initial condition is obtained from (7) and (A· 4), taking into account that, from the OPL,
The covariance matrix of the fixed-point smoothing error, Σ k,L , verifies the following recursive relation
whose initial condition is given by the covariance matrix of the filtering error, Σ k,k .
In the following theorem, we present an algorithm for the fixed-interval smoothing estimators.
Theorem 3:
Under the hypotheses of the delayed observation model given in Sect. 2, the fixed-interval smoothing estimators, z k,L , k ≤ L, of the signal z k are calculated from the following formula
where the vectors q k,L are backward recursively obtained from the relation
where Ψ k and Φ k are the following matrices
and I M the M × M identity matrix.
The filter z k,k , the matrices r k , G A,k , H k and J k , the innovations ν k and their covariances Π k are obtained from the formulas given in Theorem 1.
Proof. From the general expression (3), it is immediately obtained that
then, as in the Theorem 1 we have deduced an expression for the filter z k,k , in order to obtain the fixed-interval smoother, (17), we need only determine the sum in (21). Therefore, we must to obtain the coefficients
Taking into account the hypotheses on the model, using the expression (12) for ν i , and (A· 3), it is obtained that, for
Using (A· 1) and considering the formula (A· 4), the last expression can be rewritten as follows
This relation guarantees that
where Ψ k is the matrix defined in (19) and
with
Therefore, if we define
the expression (17) for z k,L is immediate from (21), using (22). Finally, we must deduce the formula (18) for q k,L . If we calculate, using (23)-(25), the difference ∆ k,i − ∆ k+1,i , for i ≥ k + 2, and compare the expression obtained with the one that results, from (23)-(25), for ∆ k+1,i , we deduce the following relation
Therefore, if we start from (26), the recursive formula (18) for q k,L is immediate by separating the term corresponding to i = k + 1 and using (27) and the definitions of ∆ k,k+1 and q k+1,L .
The covariance matrix of the fixed-interval smoothing error is obtained from the expression
Q L,L = 0.
Computer Simulation Results
In this section, a numerical simulation example is presented to illustrate the application of the recursive algorithms proposed in the paper. Programs in MATLAB are used to obtain the linear filtering and smoothing estimates, as well as the corresponding error covariance matrices. We consider the same scalar signal {z k ; k ≥ 1} as in [13] , which is generated by the following first-order autoregressive model
where {w k ; k ≥ 0} is a zero-mean white Gaussian noise with Var [w k ] = 0.1, for all k. The autocovariance function of this signal is
which can be expressed in a semi-degenerate kernel form with
We assume that the real measurements of the signal, y k , are perturbed by a zero-mean white Gaussian noise, {v k ; k ≥ 1}, with Var[v k ] = 0.9. Now, in accordance with our theoretical study, we assume that, at any time instant k > 1, the available measurement, y k , can be delayed by one sampling period and also that the delay at time k is correlated only with the delay at time k − 1. To model this delay in the observations, we can consider, for example, a sequence of Bernoulli random variables,
where {θ k ; k ≥ 1} is a sequence of independent Bernoulli random variables, taking the value one with probability θ.
Since {θ k ; k ≥ 1} are independent random variables, it is easy to prove that γ k and γ s are independent for |k − s| ≥ 2 and hence K γ (k, s) = 0 for |k − s| ≥ 2 and (2) is satisfied.
The common mean of these variables is p = θ(1 − θ) and its covariance function is given by
On the other hand, we observe that γ k = 1 if and only if θ k−1 = 1 and θ k = 0, and this fact implies that γ k+1 = θ k (1 − θ k+1 ) = 0, hence we find that P[γ k+1 = 0/γ k = 1] = 1 and, hence, the possibility of delay in two successive observations is avoided.
By considering the above defined sequence {γ k ; k ≥ 1}, we assume that the measurements of the signal are given by
So, in the considered observation model it is not posible a delay in two successive observations and it covers those transmission models with stand-by sensors, in which any failure in the transmission is immediately detected and the old sensor is replaced.
Since the mean and covariance functions of the variables γ k are the same if the value 1 − θ is considered instead of θ, only the case θ ≤ 0.5 is examined here. Next, we show and compare the results obtained from 100 observations of the signal, using different values of the parameter θ.
Filter and fixed-point smoother.
Firstly, in order to compare the performance of the filtering and fixed-point smoothing estimators, z k,k and z k,k+2 , the corresponding error variances are calculated for θ = 0.1, 0.3 and 0.5. The results are given in Fig. 1 which shows that the performance of the estimators (filter and fixed-point smoother) improves as θ becomes smaller, due to the fact that the delay probability, p, decreases with θ. Consequently, the estimation is more accurate as θ comes nearer to 0, the case in which all the observations arrive on time. Moreover, this figure shows that, for all the values of the delay probability, the error variances corresponding to the fixed-point smoother are less than those of the filter ones; hence, it is confirmed that the estimation accuracy of the fixed-point smoother is superior to that of the filters.
Next, we compare the performance of the filter, z k,k , and the fixed-point smoothers z k,k+1 , z k,k+3 and z k,k+5 , for value θ = 0.1. Figure 2 shows the error variances of these estimators, confirming that the estimation accuracy of the smoothers is superior to that of the filters and, also, that the performance of the fixed-point smoothers improves as the number of available observations increases.
Filter and fixed-interval smoother
Assuming that the 100 observations of the signal are available, we have calculated the filtering and fixed-interval smoothing error variances for the different values θ = 0.1, 0.3 and 0.5. The results are given in Fig. 3 which shows not only that, for each value of θ, the error variances are smaller using the fixed-interval smoother instead of the filter, but also that the improvement with the smoother is highly significant since even the worst results with the smoother (θ = 0.5) are better than the best ones with the filter (θ = 0.1). As in Fig. 1, this figure also shows that, as the value of θ decreases, so do the error variances and, consequently, the performance of the estimators improves as the delay probability decreases.
Finally, Fig. 4 illustrates a simulation of the signal, z k , the filtering estimates, z k,k , and the fixed-interval smoothing estimates, z k,100 for the value θ = 0.1. This figure shows that the smoothing estimates follow the signal evolution better than the filtered ones, according to the results shown in Fig. 3 .
Conclusions
In this paper, the least-squares linear filtering and smoothing (fixed-point and fixed-interval) algorithms are obtained in a delayed observation model, when the Bernoulli variables {γ k ; k > 1} modelling the delay are not independent; concretely, correlation of these variables at two consecutive instants is permitted. The algorithms are obtained from an innovation approach, which leads easily to recursive formulas for the estimators of the signal, whose autocovariance function is expressed in a semi-degenerate kernel form.
The delayed model considered covers those situations in which two successive observations are not delayed; hence, the transmission models with stand-by sensors, which are immediately substituted when a failure occurs, are appropriately managed with this model.
The theoretical model can be extended in a natural way to cover transmission models in which a failed sensor is substituted after a time m. This is enough to permit correlation between the variables γ k and γ s , for |k − s| ≤ m. Then, if these variables are uncorrelated for |k − s| > m, the innovation at time k is obtained as 
