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Abstract
The production of the J
P
=
1
2
+
octet baryons  and 
 
, the J
P
=
3
2
+
decuplet baryons
(1385)

, (1530)
0
, and 

 
, and the J
P
=
3
2
 
orbitally excited state (1520) has been
measured in a sample of approximately 3.65 million hadronic Z
0
decays. The integrated rates
and the dierential cross-sections as a function of x
E
, the scaled energy, are determined. The
dierential cross-sections of the  and 
 
baryons are found to be softer than those predicted
by both the JETSET and HERWIG Monte Carlo generators. The measured baryon yields
are found to disagree with the simple diquark picture where only one tuning parameter for
spin 1 diquarks is allowed. The yields are further compared with a thermodynamic model
of hadron production which includes the production of orbitally excited mesons and baryons.
The momentum spectra of , 
 
, (1385)

, (1530)
0
, and (1520) are also compared to the
predictions of an analytical QCD formula.
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1 Introduction
Baryon
1
production in e
+
e
 
annihilation can be used to study the process of fragmentation of
quarks and gluons into observable hadrons. At present no calculable theoretical description of
this process exists. Since the inclusive dierential momentum spectra of mesons and baryons are
observed to be very similar, it is assumed that they are also produced by similar mechanisms
during the fragmentation process. However, the measured production ratio of 
 
to  and
the small production rates of decuplet baryons require additional mechanisms to suppress the
production of baryons with strangeness and with spin
3
2
.
The observed momentum spectra and the extra suppression factors can be described by
the diquark model [1], the most common approach used to describe baryon production in jets.
According to this scheme, quark-antiquark and diquark-antidiquark pairs are produced from the
sea. A diquark combines with a quark to form a baryon. This scheme, as used within the Lund
string model [2] and implemented within the JETSET Monte Carlo [3] for example, implies
similar fragmentation functions for baryons and light mesons. Several parameters in the model
can be tuned to try to reproduce measured production rates, including a parameter to suppress
the production of spin 1 diquarks relative to spin 0 diquarks. In the cluster fragmentation
model, which is based on a dierent picture of hadron formation, hadrons are produced by the
isotropic decays of colourless clusters formed from quark-antiquark pairs. Although there are
fewer tunable parameters in such models, such as HERWIG [4], inclusive particle rates have
some sensitivity to the maximum cluster mass.
Baryon and meson cross-sections have been measured at PETRA and PEP as well as at
LEP [5]. From these results it can be concluded that although the fragmentation models
implemented in the JETSET [3] and HERWIG [4] Monte Carlo describe the overall event shapes
in e
+
e
 
annihilation well, they fail in some important details. In particular, at LEP energies
the dierential cross-sections of protons [6{8] and  baryons [9{12] have been measured to be
softer than predicted by the models, while those of charged [6{8] and neutral [11{14] kaons are
harder than predicted. In addition, measurements of the tensor mesons f
2
(1270), K

2
(1430), and
f
0
2
(1525) have shown that states with orbital angular momentum have signicant production
rates [14{17], which motivates the search for the production of orbitally excited baryons, which
so far have not been included in JETSET or HERWIG.
The (1520) is the only orbitally excited baryon to have been measured in e
+
e
 
annihilation,
at a centre-of-mass energy of 10 GeV [18]. It has a narrow width of 15:6  1:0 MeV [19] and
decays into charged hadrons (pK
 
with a branching ratio of 22.5% [19]), which should be easily
observable, allowing a good isolation of the signal. By comparing the (1520) production rate
with those of the (1385) and the (1530)
0
one can see whether spin
3
2
baryons with the same
strangeness or with similar mass have comparable production rates.
In this note we report on the rst measurement of (1520) production at LEP energies, and
update our previous results on strange baryon cross-sections [9] for , 
 
, (1385)

, (1530)
0
,
and 

 
. In addition, new measurements of the 
+
, 
0
, and 
 
baryons have recently been
presented by OPAL in [20]. The present analysis is based on more than seven times the amount
of data that was available in [9]. The analysis also benets from a better understanding of the
OPAL detector and its simulation. Therefore, systematic errors have been improved relative
to our previous paper.
The paper is organised as follows. The OPAL detector and event samples are discussed in
1
To simplify the text, we use the term baryon to signify baryon plus antibaryon, unless explicitly stated
otherwise.
4
Section 2. In Section 3 the selection criteria for the various strange baryons are given. The
systematic errors which enter into the determinations of the cross sections are discussed in
Section 4, and the cross-section measurements themselves are detailed in Section 5. Finally
comparisons of the measurements with various QCD models and calculations are made in
Section 6.
2 The OPAL Detector and Data Selection
OPAL is a multipurpose detector covering almost the entire solid angle around the interaction
region at LEP. Details concerning the detector and its performance are given elsewhere [21].
This analysis relies mainly on the information from the central tracking chambers, which will
be described here briey.
Tracking of charged particles is performed by a central detector, consisting of a silicon
microvertex detector [22], a vertex chamber, a jet chamber and z-chambers
2
. The central
detector is positioned inside a solenoid, which provides a uniform magnetic eld of 0.435 T.
The silicon microvertex detector consists of two layers of silicon strip detectors. The inner layer
covers a polar angle range of j cos j < 0:83 and the outer layer covers j cos j < 0:77. The vertex
chamber is a precision drift chamber which covers the range j cos j < 0:95. The jet chamber
is a large volume drift chamber 4 m long and 3.7 m in diameter which provides tracking in
the r    plane using up to 159 measured space points and in z by the charge division along
the wires. The jet chamber also allows the measurement of the specic energy loss of charged
particles, dE/dx. A resolution of 3.5% [23] has been obtained for tracks with j cos j < 0:7,
allowing particle identication over a large momentum range. A precise measurement of the
z-coordinate is provided by the z-chambers which surround the jet chamber and cover the range
j cos j < 0:72. The combination of these chambers leads to a momentum resolution of 
p
t
/p
t

q
0:02
2
+ (0:0015  p
t
)
2
, p
t
being the transverse track momentum with respect to the beam
direction in GeV, and where the rst term represents the contribution from multiple scattering.
This analysis is based on the data sample collected between 1990 and 1994 with centre-of-
mass energies on or near the Z
0
peak. With the requirement that the central tracking chambers
be operational a total of 3.65 million hadronic Z
0
decays has been selected using the criteria
described in [24] with an eciency of (98:40:4)%. The remaining background processes, such
as e
+
e
 
! 
+

 
and two photon events, were estimated to be at a negligible level (0.1% or
less). For the measurement of the  cross-section, which is dominated by the systematic error,
only the data up to and including 1993 are used.
To determine the selection eciencies for the dierent baryons, we have used a sample of
approximately 7.5 million JETSET 7.3 and JETSET 7.4 hadronic Z
0
decays which have been
passed through the full OPAL detector simulation program [25]. The versions of JETSET have
been tuned to agree with overall event shapes as measured by OPAL. Details of the parameters
can be found in [26]. The two versions dier mostly in the tuning of the fragmentation
parameters and the decay branching ratios of heavy avour hadrons. For the measurement
of the  cross-section only the JETSET 7.3 events are used, because these were processed with
the simulation of the detector up to and including 1993. The JETSET 7.4 events were passed
through a simulation of the detector corresponding to the 1994 data.
2
In OPAL the coordinate system is dened such that the positive z-axis is along the direction of the electron
beam, r is the coordinate normal to the beam axis, and  and  are the polar and azimuthal angles with respect
to z, respectively.
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3 Selection of Strange Baryons
The , 
 
, and 

 
baryons can be identied by their weak decays into p
 
(63.9%), 
 
(100%), and K
 
(67.8%), respectively [19]. Due to the long lifetimes of these weakly
decaying baryons, combinatorial background can be strongly suppressed by selecting particle
combinations with secondary vertices which are clearly displaced from the primary vertex
3
. The
remaining background under the 
 
and 

 
has been determined by using the wrong charge
combinations, 
+
and K
+
, respectively.
The (1385)

, (1530)
0
, and (1520) baryons decay strongly into 

(88%), 
 

+
(67%),
and pK
 
(22.5%), respectively [19]. In these cases, no additional secondary vertex cuts are
possible to reduce the combinatorial background. For these resonances, the background has
been determined by ts to smooth background functions.
The selection criteria for the various strange baryons are detailed below. Discussion of the
systematic errors on the measurements follow in Section 4.
3.1 The  Baryon
As in our previous publication [9], two methods were applied to select  baryons. The rst
method was optimised to have good mass and momentum resolution. The second method was
optimised to give a higher eciency over a broader  momentum range and was subsequently
used to search for the other baryon species which decay to nal states containing a . The rst
method was used to determine the  cross-section because it has a smaller systematic error,
although a consistent measurement of the cross-section over the entire x
E
range was obtained
using the second method.
3.1.1  method 1
This method has been improved by including the endcap region of the OPAL detector
(0:7 < j cos j < 0:96), leading to an increase in the geometrical acceptance of 30%. In the
endcap region, a precise measurement of the -coordinate can be made using the radius of
the last measured hit in the jet chamber [27]. In our previous analysis only tracks in the
barrel region (j cos j < 0:7), which were required to have at least 4 associated z-chamber
measurements, were considered.
All pairs of oppositely charged tracks which had more than 25% of the number of
geometrically possible jet chamber hits and at least 20 hits, which had a transverse momentum
relative to the beam direction (p
t
) of more than 150 MeV, and which had a measurement of the
-coordinate either in the z-chambers or in the endcap, were examined. The higher momentum
track was taken to be the proton. Selected combinations were required to have at least one
track pair intersection in the plane perpendicular to the beam axis which fullled the following
criteria:
 the radial distance of the intersection point from the primary vertex was required to have
been in the range 1   150 cm on the side of the primary vertex to which the combined
momentum vector pointed;
3
The primary vertex was tted for each event using the measured track coordinates in the event. No attempt
was made to explicitly exclude the tracks from decays of long-lived states, such as the . However, since these
tracks are generally well displaced from the interaction region, they are not often assigned to the primary vertex.
6
 if the distance from the primary vertex to the intersection point was less than 30 cm, the
impact parameter transverse to the beam direction (jd
0
j) of the pion with respect to the
primary vertex must have been larger than 3 mm and the jd
0
j of the proton track larger
than 1 mm;
 if the intersection point was reconstructed inside the jet chamber volume (the distance
from the primary vertex to the intersection point was more than 30 cm) neither track
must have had jet chamber hits more than 3 cm upstream towards the primary vertex;
 the angle in the plane transverse to the beam direction, , between the direction of ight
from the primary vertex to the intersection point and the reconstructed  momentum,
was required to be smaller than 35 mrad.
If two valid intersections were found, the one closer to the beam axis was taken. To improve
the resolution, low momentum tracks were corrected for energy loss within the detector material
and the momenta of the two tracks were constrained in the z-direction to originate from a
common secondary vertex. Background was further suppressed by using the measured dE/dx
if more than 20 hits contributed to the dE/dx measurement of a track. Momentum dependent
cuts were applied, as the separation in dE/dx between particle types varies with momentum:
 The higher momentum track was required to have
{ a dE/dx > 8 keV/cm and a probability
4
of being consistent with a protonW
p
> 0:5%
if the track momentum satised p < 1:5 GeV;
{ a dE/dx < 8:5 keV/cm if the momentum was between 1.5 GeV < p < 2 GeV, where
protons and pions both have a specic energy loss of about 7 keV/cm;
{ W
p
> 5% and W
p
> W
K
if the momentum was p > 2 GeV.
 For the lower momentum track the pion probability was required to be W

> 0:1% over
the entire momentum range.
Photon conversions were identied and removed if the invariant mass of the two tracks, assuming
that they were an electron-positron pair, was smaller than 40 MeV.
With these cuts a narrow  mass peak was obtained above a small background as shown in
gure 1. The mass was determined to be 1115.8  0.1 MeV by tting a Gaussian distribution
to the peak and is in good agreement with the Particle Data Group value of 1115.7 MeV [19].
The resolution of the  mass is 2.4  0.1 MeV.
The combinatorial background under the signal peak and the detection eciency were
determined for 15 dierent intervals of the scaled energy
5
, x
E
, in the range 0:027  x
E
 0:7.
Outside this range no signicant  signal was observed. In each interval a background of
the form (1   e
 a(m 1:077)
)  (bm+ c) was tted to the distribution of the invariant mass, m,
measured in GeV. The t was performed over a mass range between 1.08 GeV and 1.20 GeV,
excluding the interval of 16 MeV around the nominal  mass which contains the  signal
together with the non-Gaussian tails. The number of  baryons was counted within a signal
region of 12 MeV around the  mass using the background estimated from the t. A total
of 94 877 's above a background of 39 126 was found (table 1).
4
The dierence between the measured and expected dE/dx for a given particle type, h, assuming a Gaussian
distribution with a known width, denes the probability, W
h
.
5
Dened as x
E
 2 E

=
p
s, where
p
s is the centre-of-mass energy and E

is the energy of the  candidate.
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3.1.2  method 2
The selection criteria for method 2 are unchanged from our previous publication [9]. The main
dierence from method 1 is that there is no requirement to have a precise -measurement for
the tracks in either the z-chambers or in the endcap. This results in a higher eciency over
a broader momentum range although with an approximately 0.5 MeV worse mass resolution.
The identied  candidates are then used to search for the other baryon species.
All pairs of oppositely charged tracks which passed the general track quality cuts of method 1
were examined and the higher momentum track was taken to be the proton. The jd
0
j of the
proton candidate was required to be larger than 0.5 mm and the jd
0
j of the pion candidate
larger than 3 mm. Background was suppressed by using the information from the dE/dx
measurement, if available, as in method 1. Selected combinations were then required to have at
least one track pair intersection within the radial range of 1 130 cm on the side of the primary
vertex to which the combined momentum vector pointed. If two intersections were found, the
one closer to the primary vertex was normally used. The second solution was used
 if both tracks had their rst reconstructed hit after the second intersection point, or
 if one track had hits before and the other track had the rst hit after the second
intersection and the angle  (dened previously) was smaller than for the rst intersection.
Candidates with hits on both tracks more than 5 cm upstream towards the primary vertex
from the track intersection were removed. Then, in order to improve the mass resolution, the
momentum components in the z-direction of the two tracks were constrained to originate from
the average z-position of the tracks at the decay point if the measured radial decay distance
was greater than 20 cm or if both tracks had hits in the z-chambers.
Additional cuts were then made in order to reduce background:
 the  angle of the  candidate was required to be smaller than 30 mrad and also smaller
than 10 mrad + 20 mrad/p
t
(), where p
t
() is measured in GeV;
 if the reconstructed radius of the decay point was less than 25 cm, it was required that
the primary vertex was found between the points of closest approach of the two tracks;
 a momentum dependent cut on the decay distance was applied. It was required that the
probability of the  to have decayed after the calculated radial distance (e
 (m

=p
t
)(r=c)
,
where c is the decay length, r the radial distance, and the other quantities are measured
in GeV), be less than 95%. In addition, for small  transverse momentum (p
t
< 1 GeV),
we required that this probability be greater than 2% (this latter cut excludes  baryons
with very long decay distances);
 the angle 

between the proton direction in the  rest frame and the  direction was
required to satisfy j cos 

j < 0:98;
 photon conversions were removed if the invariant mass of the track pair, assuming it to
be an electron-positron pair, was smaller than 40 MeV.
Finally all  candidates with j cos j < 0:9 and x
p
> 0:01 were retained, where x
p
 p

=2
p
s
is the scaled momentum of the  and p

is the momentum of the candidate. The resulting
invariant mass distribution is shown in gure 2.
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All  candidates whose mass fell within the signal region of 10 MeV around the  mass of
1116 MeV for x
E
< 0:2 and within 15 MeV for larger x
E
values were then used to identify the

 
, (1385)

, (1530)
0
, and 

 
baryons, as described below. As a cross-check, we determined
the  production cross-section and compared it to the results of method 1 (see Section 5). In
order to do this, we estimated the background for method 2 by sideband subtraction, using the
mass intervals between 1091  1101 MeV and 1131  1141 MeV. From a study of Monte Carlo
6
events we found that this method underestimates the background in the signal region by 20%
independent of the  momentum. The background estimated from the sidebands was therefore
increased by this additional factor and subtracted from the events in the signal region. A total
of 244 415 's above a background of 99 753 was reconstructed.
3.2 The 
 
Baryon

 
were identied by their weak decays to 
 
. Secondary vertices of  candidates and
additional charged tracks, assumed to be pions, were selected using the following criteria:
 the jd
0
j of the additional pion track was required to be larger than 0.15 mm;
 if there were more than 20 hits available for the dE/dx measurement, the additional
track was rejected if the dE/dx probability to be a pion was smaller than 5% and the
probability to be an electron or a proton was larger than 5%;
 an intersection of the track and the  momentum vector must have been found in the
r    plane within a radial range of 1   50 cm;
 the  angle (dened previously) of the 
 
combination was required to be smaller than
30 mrad and also smaller than 10 mrad + 20 mrad/p
t
(
 
), where p
t
(
 
) is measured in
GeV;
 the scaled momentum of the 
 
candidate, x
p
, was required to be greater than 0.02.
Figure 3 shows the narrow 
 
mass peak with some non-Gaussian tails obtained with these
selection criteria. The number of 
 
candidates with a reconstructed invariant mass in the
signal region between 1306 MeV and 1336 MeV is given in table 1.
The background under the 
 
signal was determined by using the wrong charge combination
(
+
). Since charge correlations exist between the pions, the background to the (! p
 
)
 
invariant mass distribution is slightly lower than for (! p
 
)
+
. However, a study of
Monte Carlo simulated events showed that apart from the overall normalisation, the wrong
charge combination correctly estimated the shape of the background in the 
 
invariant mass
distribution. Therefore, a correction was made by scaling the wrong charge combination to
obtain agreement for invariant masses more than 25 MeV away from the 
 
mass. This resulted
in a 0:935 0:011 normalisation scale factor in the data (applied in gure 3) and 0:891 0:008
in the Monte Carlo. As a cross-check a t to a third order polynomial background function and
a Gaussian signal shape was made and was found to give consistent results for the number of
signal events within 2% in both the data and Monte Carlo. The wrong charge combination was
chosen as the background estimator because it resulted in a slightly smaller systematic error.
6
For  method 2 and for the other baryons (
 
, 

 
etc.) the complete Monte Carlo sample consisting of
both JETSET 7.3 and 7.4 events was used to determine selection eciencies unless explicitly stated otherwise.
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3.3 The 

 
Baryon
Since the topology of 

 
! K
 
decays is the same as that of 
 
! 
 
, the selection criteria
are similar. The only dierences from the 
 
selection are:
 the p
t
of the additional track, which was assumed to be a kaon, was required to have been
larger than 200 MeV;
 the kaon candidate was rejected if the dE/dx probability for a kaon was smaller than 5%
or if fewer than 20 hits were available for the dE/dx measurement;
 the  angle (dened earlier) of the K combination was required to be smaller than
20 mrad;
 combinations whose 
 
mass fell within the 
 
signal region between 1306 and
1336 MeV were rejected.
With these selection criteria an 

 
mass peak was observed as seen in gure 4.
As in the case of the 
 
, the estimate of the background using the wrong charge combination
disagreed with the background outside the signal region. However, in the case of the 

 
, the
wrong charge combination underestimated rather than overestimated the background. The
disagreement is also present in the Monte Carlo and it was found to be due to an excess of
p background combinations (total baryon number jBj = 0) compared to p (jBj = 2). This
background was studied and it was found that by using the dE/dx requirements we could not
eliminate this disagreement and still maintain a high eciency. However, a study of both the
data and the Monte Carlo samples (JETSET 7.3 and 7.4) showed that as in the case of the

 
, the wrong charge combination K
+
correctly described the shape of the background in
the right charge combination K
 
, but was approximately (16:9 1:8)% too low in the Monte
Carlo and (10:7 2:2)% too low in the data as determined from a t for invariant masses more
than 25 MeV away from the 

 
mass. We therefore scaled the wrong charge combination,
K
+
, upwards by 1.107  0.022 in the data in order to estimate the background under the 

 
signal. In the data we found a total of 252 

 
candidates above a background of 960 in a signal
region 20 MeV around the nominal 

 
mass of 1672 MeV, as given in table 1.
3.4 The Decuplet Baryons (1385)

and (1530)
0
The (1385)

and (1530)
0
selections are based on those described in our previous analysis [9].
The methods to determine the background have been improved. The (1385)
+
, (1385)
 
,
and (1530)
0
decay strongly to 
+
, 
 
, and 
 

+
, respectively. The strong decays allow
no further rejection of background by a secondary vertex nding technique. The dE/dx
information was not used to reject non-pion tracks since the relatively small reduction in
background did not oset the additional systematic uncertainties introduced by using dE/dx
particle identication.
Good tracks which satised the same p
t
and hit requirements as  method 1, and whose
impact parameters with respect to the primary vertex were less than 2 mm, were assumed to be
pions which originated from the interaction point. The invariant masses of all 

and 
 

+
combinations were then calculated and are shown in gures 5, 6 and 7. In gure 5 one can
see a (1385)
+
signal above a large combinatorial background. Similarly, a (1385)
 
signal
accompanied by a residual 
 
peak can be seen in gure 6. Finally, a (1530)
0
peak is observed
in gure 7.
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The function [28] used to describe the background shape is:
N  (m m
0
)
a
 exp(b(m m
0
) + c(m m
0
)
2
) ;
where m is the invariant mass measured in GeV, m
0
is the kinematic threshold, and N , a,
b, and c are constants determined from the t. For the signal shapes a relativistic Breit-
Wigner function with a mass dependent width [29] convolved with a Gaussian to describe the
mass resolution was used. Additionally, for the 
 
distribution, a Gaussian for the residual

 
! 
 
peak was included. The mass values of the Breit-Wigner functions were free
parameters in the ts, while the widths  
0
were set to the world average values of 35.8 MeV
for the (1385)
+
, 39.4 MeV for the (1385)
 
, and 9.1 MeV for the (1530)
0
[19]. The
widths were held xed since the signals were in many cases close to the turning points of
the background shapes and therefore the ts tended to become unstable if the widths were left
as free parameters. The tted values of the central mass values of the peaks were consistent
with the world averages [19] associated, however, with large errors. The numbers of (1385)

signal events above background within an invariant mass range of 1340   1420 MeV were
8563 (1385)
+
and 8591 (1385)
 
over backgrounds of 115 758 and 113 521, respectively. For
the (1530)
0
, 565 signal events were found in the region between 1510   1550 MeV over a
background of 1 131.
As a cross-check of the background determination method, the number of 
 
baryons
in the tted 
 
invariant mass spectrum was extracted. A production cross-section for
the 
 
was determined from these events and compared to the precise 
 
measurement
of Section 3.2. The good agreement within statistical errors gave further condence in the
background determination for the resonant baryon states.
3.5 The Orbitally Excited Baryon (1520)
The (1520) was not included in our previous publication [9] and is presented here for the
rst time. All pairs of oppositely charged tracks used in the t for the primary vertex were
combined and their invariant mass calculated assuming a pK
 
combination.
The tracks were required to have at least 20 hits useful for the dE/dx measurement and a p
t
of at least 100 MeV. The two tracks were further restricted to originate from the primary vertex
by requiring that the jd
0
j of both be less than 2 mm. In order to eliminate the background from
photon conversions, the invariant mass assuming the tracks to be an electron-positron pair was
required to be greater than 150 MeV. The dE/dx particle identication probability was used
to reduce the large combinatorial background. The proton (kaon) candidate was required to
have a proton (kaon) probability of at least 5%, and kaon (proton) and pion probabilities of less
than 5%. Proton-kaon combinations with very low energies (x
E
< 0:035), very high energies
(x
E
> 0:5), and candidates in the range 0:06 < x
E
< 0:10, where dE/dx particle identication
is dicult due to ambiguities between dierent species, were rejected. The resulting pK
 
mass
distribution is shown in gure 8, in which a clear (1520) peak can be seen.
To conrm that the observed peak was not due to the reection of a light meson decay,
such as (770)
0
! 
+

 
, K
0
S
! 
+

 
, K

(892)
0
! K



, or (1020) ! K
+
K
 
, we studied
the reections in the JETSET Monte Carlo events with full detector simulation and found no
source which could be responsible for the observed peak. The Monte Carlo background is also
shown in gure 8. Note that the (1520) is not present in the Monte Carlo simulation, except
for a negligible number from decays of heavy avour hadrons in the JETSET 7.4 events, which
had updated decay branching ratios. We conrmed that the observed signal in the data was
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stable with respect to variations in selection criteria, the particle identication probability cuts
in particular. A clear signal was seen for a wide range (1% to 50%) of the dE/dx probability
cuts.
The background under the signal was determined by a t to the same background function
as was applied for the decuplet baryons (1385)

and (1530)
0
. For the signal shape we used a
relativistic D-wave Breit-Wigner function with a mass dependent width [29] in which the central
mass value was a free parameter and  
0
was set to the world average value of 15.6 MeV [19].
In addition, the signal shape was convolved with a Gaussian to describe the mass resolution,
which had an average value of 3 MeV in the Monte Carlo over the observed x
E
ranges. The
t range was taken from threshold up to an invariant mass of 1.9 GeV. In the invariant mass
region between 1500 and 1540 MeV, a total of 878 signal events were found above a background
of 6 804 events.
4 Systematic Errors
In this section we discuss the systematic errors of the baryon measurements. Careful attention
has been paid to sources of error which are dependent on x
E
and aect the shape of the
measured dierential cross-section, and those which are global errors that aect only the overall
normalisation (details are given in the Appendix). The total systematic errors were obtained by
summing in quadrature all of the dierent systematic errors due to various sources. The results
are summarised in table 1 for the total rates and in tables 2 7 for the dierential cross-sections.
4.1 Background Determinations
Errors due to the background determinations are given in this section, and are also listed in
table 1 under \background" for all of the strange baryons.
The uncertainty in the background subtraction for  method 1 was determined by varying
the t range and by using a sideband subtraction as was used in method 2. A systematic error of
1.9% on the  rate and an error of 4.9% for individual x
E
ranges were obtained. For  method 2,
the uncertainty due to background subtraction was determined from the uncertainty in the 20%
correction factor for the sideband method. The error in the correction factor was taken from
Monte Carlo and was determined to be 1.6% overall and 2.4% for individual x
E
ranges. In
addition, no signicant dierences were found between JETSET 7.3 and JETSET 7.4.
The systematic errors due to the background determination of the 
 
in each x
E
bin and
the 

 
were estimated by the statistical error in the factor used to scale the wrong charge
combinations. This resulted in 1.2% and 2.0% systematic errors in the total 
 
and 

 
rates,
respectively.
For the baryons (1385)

, (1530)
0
, and (1520), the systematic errors due to the
background determination were estimated by varying the t ranges and tting functions. This
resulted in overall systematic errors of 1.5%, 1.6%, 1.8%, and 1.8% on the total (1385)
+
,
(1385)
 
, (1530)
0
, and (1520) rates, respectively, and 4.8%, 4.7%, 5.6%, and 5.8%,
respectively, for individual x
E
ranges.
4.2 Signal Mass Resolution
The mass resolution of the signal aects the eciency calculation. Disagreement with the data
will cause the Monte Carlo to underestimate or overestimate the eciency, since more or fewer
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events will be found outside the signal regions.
The mass resolution of the  signal (method 1) is underestimated in the Monte Carlo
simulation. The resulting uncertainty in the  signal was obtained by varying the interval
around the  mass peak used for determining the number of reconstructed  baryons. The
resulting error is 0.6% on the total  rate and 1.3% in each x
E
range.
As was mentioned previously, the best mass resolution was obtained when both tracks have
-measurements in either the z-chambers or the endcap. A slightly worse resolution with larger
non-Gaussian tails was obtained for the other classes, where none of the tracks or only one of
the two tracks has such a measurement, as was allowed for method 2. The  mass resolution
increased almost linearly with momentum and was larger by approximately 0:5 MeV in the data
than in the Monte Carlo for each of the dierent classes, resulting in an extra loss in eciency
because more events were reconstructed outside the signal region. This extra loss in eciency
has been studied with the Monte Carlo and was found to be proportional to the resolution,
reducing the eciency of nding a  by 6.5% for every 1 MeV dierence in the mass resolution.
Therefore, the eciency in the Monte Carlo was corrected downwards by 3.25%, with a relative
systematic error of 1.7% for the total rate and 3.4% in each x
E
range. Since the primary eect
of not requiring z-chamber hits for the tracks was to worsen the overall mass resolution, the
dierent z-chamber matching eciencies in the data and in the Monte Carlo were taken into
account by this correction as well.
For the other baryons which decay to nal states with a , this systematic error was also
added. Additional systematic errors due to the reproduction of the mass resolutions of the other
baryons themselves were also considered. These additional errors were estimated by varying the
signal regions according to how well the Monte Carlo reproduced the mass resolution. The 
 
mass resolution of 5.1  0.2 MeV, was found to be consistent in the data and Monte Carlo. The
width of the signal region was varied by 2 MeV and the observed variations in the number of
signal events found to result in a systematic error of 0.2% overall for the total rate, and 1.0%
in each x
E
range, giving a total error due to all mass resolution eects including the  of 1.7%
overall and 3.5% in each x
E
range.
The mass resolution of the 

 
signal is worse in the data (9.0  1.4 MeV) than in the Monte
Carlo samples (6.4  0.5 MeV). We studied the eect of this worse resolution by widening the
signal region to 25 MeV around 1672 MeV and observing that the number of signal events
changed by only 2.8%, which was taken as the systematic error due to the 

 
mass resolution,
resulting in a 3.3% systematic error due to all mass resolution eects once the  was also taken
into account.
For the (1385)

and (1530)
0
, the systematic errors due to mass resolution eects were
dominated by the  mass resolution uncertainty. The systematic errors due to the resolution
of the (1385)

, (1530)
0
, and (1520) signals themselves were estimated by not including
the convolution of the Gaussian resolution with the Breit-Wigner resonance and observing the
changes in the number of signal events, which are of the order of 0:3   0:5% overall and 1%
in each x
E
interval. The nal results for the total production rates are summarised in table 1
under \mass resolution".
4.3 Simulation of Cut Distributions
The systematic uncertainty due to dierences in the resolution of cut distributions between
the data and the detector simulation was determined by varying the selection cuts and by
comparing dierent distributions of variables in the data and the Monte Carlo. In particular
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the cuts on the impact parameter jd
0
j, the distance between the intersection point and the
rst measured hit of the tracks R, the angle , and the required dE/dx measurement were
varied. The total  rate using method 1 was reproduced to within 1.5% and 4.3% in each x
E
bin when jd
0
j was varied over the range from 2 mm to 6 mm, R from 1 cm to 9 cm, and 
from 20 mrad to 100 mrad. In addition, the cuts on the dE/dx measurements were tightened
or not required at all. For the other baryons, the same procedure was followed, resulting in
errors for  method 2 of 2.1% overall and 4.6% in each x
E
range. Similar errors were found for
the other baryons, and are summarised in table 1 under \cut simulation".
For the (1520), the eciency of the dE/dx selection for protons was checked directly with
the data by measuring the eects of the cuts on protons in  ! p
 
decays which took place
before the inner radius of the jet chamber. Good agreement between data and Monte Carlo
was found over the entire momentum range for the proton identication eciency. A 5.0%
systematic error on the rate and 6.2% in each x
E
range was assigned due to this source only,
yielding 5.4% overall for the cut simulation and 7.7% in each x
E
interval.
4.4 x
E
Range Correction
In order to calculate the integrated production rates for baryons, we corrected for the
unobserved momentum regions. To determine this fractional correction, we relied on the
JETSET 7.3 prediction for the  (method 1) and JETSET 7.4
7
for the other baryons.
To determine the systematic errors of this extrapolation, half of the dierence between the
predictions for the fractional correction of JETSET and HERWIG 5.6 was taken.
This results in a systematic error of 0.2% on the measured  rate due to the correction,
which itself yields about 3% of the total  rate. The results for the  as well as for the other
strange baryons are summarised in table 1 under \x
E
extrapolation". In the case of the (1520),
for which the Monte Carlo makes no predictions, the (1385)

shape from JETSET 7.4 was
taken for the correction and the systematic error was estimated by the dierence one obtains
if the (1530)
0
shape is used instead.
Due to low statistics, no cross-section as a function of x
E
can be extracted for the 

 
and
therefore the shape of the x
E
distribution is unknown. We estimated the systematic error due
to the assumption that the momentum spectrum is well-modelled by JETSET 7.4 and can be
used for the integration of the dierential cross-section, by determining the 
 
rate in this
manner. A 2.3% shift results, which is taken as the systematic error on the 

 
rate due to the
modelling of the fragmentation function.
4.5 Breit-Wigner Resonance Tails
In calculating the cross-sections for resonant states, a correction must be made for the tails of
the Breit-Wigner resonance shape. In principle, the tails extend out to the kinematic limits;
however, it is not known whether the shape of the resonance at very high masses is well described
by a simple Breit-Wigner shape, since the production rate may very well depend on the mass.
Furthermore, as the mass becomes very large, so does the mass dependent width [29].
In calculating the cross-sections, a correction was made for extrapolating the signal out to
4 
0
or the kinematic limit, whichever was smaller, as in [18] and [30]. A systematic error
7
For this correction, we used JETSET with its default parameter tuning. The OPAL tune has baryon
fragmentation functions which are harder than in the default JETSET, which is itself too hard, as seen in
Section 6.1 below.
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equal to half of the dierence extrapolating out to 1.9 GeV for the (1520) and to 1.8 GeV for
the other resonant states was assigned due to the uncertainty in the line shape far from the
peak. This results in an average systematic error of about 3% for the total production rates of
the dierent resonances. The results are summarised in table 1 under \Breit-Wigner extrap.".
4.6 Other Sources
Another source of systematic uncertainty arises from the nite Monte Carlo statistics used to
determine the selection eciencies. These errors are calculated separately for each x
E
range
and are included in tables 2 7. The errors on the total rate are given in table 1 under \MC
statistics". For the (1520), which is not present in the Monte Carlo samples, protons and
kaons which came directly from the fragmentation were paired and weighted so as to reproduce
a relativistic Breit-Wigner shape with the correct mass and width. We then studied the eects
of the selection cuts on these pairs to determine the eciency.
Uncertainties in measured branching ratios (taken from [19]) result in some uncertainty in
the total production rates, and are given in table 1 under \branching ratios". In addition,
the uncertainty in the eciency of the multihadronic event selection results in a 0.4% overall
systematic error for each baryon, listed in table 1 under \Z
0
event selection".
In estimating the systematic error for the eciency determinations, an additional
uncertainty due to the choice of the fragmentation model has not been included, since the
eect of this has been taken into account in the \cut simulation" error. The HERWIG 5.6
generator, which provides an alternative fragmentation model, fails to predict the dierential
cross section of the . There is also a 5% relative dierence in the detection eciency for 
method 1 when determined with HERWIG 5.6 instead of JETSET 7.3. This is mainly due to
dierences in the spectra of generated  baryons and in the spectrum of particles decaying into
the . HERWIG 5.6 predicts too high a rate of  from the decays !  and (1385) ! .
Furthermore, studies of strange particle correlations [10, 31] indicate that HERWIG 5.6 does
not model the dynamics of strange particle production as well as JETSET. For these reasons
no systematic error arising from dierences of fragmentation models was considered. For the
other baryons, it was veried that no signicant dierence in the reconstruction eciency for
dierent JETSET versions was observed.
5 Cross-section Results
We have estimated the selection eciencies from the Monte Carlo sample of JETSET 7.3 and
JETSET 7.4 events with full detector simulation. For  method 1 only the Monte Carlo
version JETSET 7.3 was used, since only the data up to and including 1993 are used in the
analysis. The JETSET 7.4 events on the other hand were generated using the 1994 detector
conguration. After all corrections were made the resulting eciencies were used to determine
the dierential cross sections as a function of x
E
and   ln(1=x
p
). The total production rates
per multihadronic Z
0
decay were then obtained by integrating the dierential cross-section and
correcting for the unobserved momentum regions.
Dierential cross-sections were obtained for , 
 
, (1385)
+
, (1385)
 
, (1530)
0
, and
(1520). For the weakly decaying states, the cross-sections include the production from decays
of heavier states, such as  !  for example. The results are presented in tables 2 7 and
summarised in gures 9 and 10, where the points are plotted at the values given in the tables,
determined using the method given in [32]. For the resonant baryons, the endpoints of the
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bins in  coincided with those in x
E
for the central mass value of the resonance. As can be
seen in gure 9, the (1385)

fragmentation function shape describes the (1520) momentum
spectrum well, justifying its use in extrapolating to the unobserved momentum regions. As a
cross-check of the  reconstruction, a cross-section was extracted for method 2 and found to
agree very well with that of method 1 within relative systematic errors. No signicant deviations
were found over the entire x
E
range, and the integrated rates of the two determinations agreed.
The total 

 
eciency (which is not given in any table) was found to be (8:90:7)% for the
decay sequence 

 
! K
 
,  ! p
 
, where the error is from Monte Carlo statistics. Since
the low statistics did not allow us to divide the signal into ner x
E
ranges, only a total rate
was determined.
Integrating the dierential cross-sections (except for the 

 
) as described previously, we
obtain total production rates of :
0:374  0:002  0:010 ;
0:0259  0:0004  0:0009 
 
;
0:0239  0:0009  0:0012 (1385)
+
;
0:0240  0:0010  0:0014 (1385)
 
;
0:0213  0:0021  0:0019 (1520);
0:0068  0:0005  0:0004 (1530)
0
; and
0:0018  0:0003  0:0002 

 
per hadronic Z
0
decay, where the rst errors are statistical and the second systematic.
In general the agreement with our previously published results is good. The (1385)
+
and
(1385)
 
rates are now calculated separately due to an improved background determination.
The combined (1385)
+
and (1385)
 
rate is:
0:0479  0:0013 (stat) 0:0026 (syst)
per hadronic Z
0
decay, where we have taken into account the correlated systematic errors. The
only rates which have changed by more than two standard deviations due to improvement of
the simulation and the larger data sample are the 
 
and the 

 
. Previously we measured
0:02060:0011(stat)0:0019(syst) 
 
and 0:00500:0012(stat)0:0009(syst) 

 
per hadronic
Z
0
decay. The latter measurement was based on only 4711 events. The rates changed mostly
because of improvements in the background determinations and statistical uctuations in the
case of the 

 
. The new results are also consistent with recent measurements by other LEP
collaborations [33,34].
At this point it is interesting to compare the production rates with those of other LEP
experiments and with data from lower energies. In table 8 are listed the results presented here
and in [6,20,30], the published production rates from the other LEP experiments [8,10{12,33{
36], and the average production rates from the continuum with
p
s  10 GeV as calculated
in [19]. In general good agreement between the various LEP experiments is found. All of the
baryon production rates with the exception of the 
++
are generally consistent. Our (1530)
0
production rate is slightly higher than that measured by DELPHI [33]. It is also interesting to
note that the OPAL production rates, when compared to the average values at
p
s  10 GeV,
are consistent with a simple scaling of the production rates by a factor of 4.1  0.2 with a 
2
of 8.7 for 8 degrees of freedom.
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6 Comparison with Monte Carlo Models and QCD
Predictions
In this section we compare the results of the dierential cross-sections and integrated production
rates with several models and QCD calculations.
6.1 Comparison of Dierential Cross-sections
We have already shown that the JETSET Monte Carlo model does not reproduce the shape
of the proton [6],  [9] and 
++
[30] momentum spectra. Figure 9 shows that the dierential
cross-sections for  and 
 
are too hard in JETSET 7.4 (with default parameters, as was used
for the x
E
extrapolation). The fragmentation function of the (1520) is consistent with both
the (1385)

and (1530)
0
shapes, indicating that orbitally excited baryons have momentum
spectra similar to those of L = 0 baryons. The HERWIG generator fails to describe the
dierential cross-sections.
QCD calculations based on the modied leading log approximation (MLLA) [37] predict
the shape of the   ln(1=x
p
) distribution for soft gluons, which can be directly compared to
the observed hadron spectra under the assumption of local parton hadron duality (LPHD) [38].
This  distribution is expected to be approximately Gaussian in shape [39] with the peak
shifted to lower values for more massive particles. Such a shape has already been observed at
lower centre-of-mass energies [40]. Measurements of inclusive charged particles (predominantly
charged pions) at the Z
0
pole are well described by such a distribution with a peak at about

max
= 3:65 [41]. We have already shown that identied mesons and baryons at the Z
0
pole
exhibit a shift of the maximum to lower values for heavier masses [6, 9, 13, 16]. From our
measured dierential cross-sections, plotted as a function of  (gure 10), we have determined

max
by tting a Gaussian to the  distributions and nd:

max
() = 2:75  0:05 (2:52);

max
(
 
) = 2:72  0:13 (2:28);

max
((1385)
+
) = 3:04  0:38 (2:28);

max
((1385)
 
) = 3:04  0:37 (2:46);

max
((1520)) = 1:89  0:60 (no prediction);

max
((1530)
0
) = 2:42  0:14 (2:34);
where the JETSET 7.4 predictions are given in parentheses. The values of 
max
are in general
agreement with the hypothesis that the peak position of the  distribution decreases with
increasing hadron mass. However, the peak position can be shifted by contributions from
decays as was shown in [8, 16]. In particular, 
max
() and 
max
(
 
) are shifted upwards in
JETSET 7.4 by as much as 10% due to a softening of the momentum spectra by resonance
decays such as (1385) !  and (1530) ! . The fact that the JETSET 7.4 predicted

max
values are all low with respect to the data indicates that baryon momentum spectra are
generally too hard in JETSET.
6.2 Comparison of Total Rates
It is to be noted that neither the JETSET nor the HERWIG Monte Carlo models consider
excited L 6= 0 baryon production. Given the signicant production rate of the (1520), which
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is comparable to the production rates of the J
P
=
3
2
+
decuplet baryons already measured,
it would seem plausible that the production of such resonances would inuence the lighter
baryon rates through a feed-down eect. Caution must therefore be exercised when comparing
measured inclusive particle production rates with models, since hadronisation model predictions
should ideally be compared at the level of the directly produced states
8
.
Nevertheless one can argue for the moment that spin
3
2
baryons are for the most part direct,
as they are currently modelled in JETSET and HERWIG. Our (1520) rate is comparable to
the rates of the (1385)
+
and (1385)
 
, baryons with the same total spin and strangeness as
the (1520). This is consistent with what has been measured at lower energies [18]. On the
other hand the (1520) rate is found to be signicantly higher than the production rate of the
(1530)
0
, a baryon with similar mass and total spin, but dierent strangeness.
We have also compared the inclusive production rates with the JETSET Monte Carlo to test
the diquark model of baryon production. According to this model several parameters determine
the various production yields. These include:
 the diquark to quark (qq/q) production ratio, PARJ(1);
 the strange to non-strange quark production ratio, 
s
=
u
= 
s
=
d
= PARJ(2);
 a parameter for extra suppression of strange quarks in a diquark (us/ud)/(s/d), PARJ(3);
 a parameter to suppress spin 1 diquarks relative to spin 0 diquarks
1
3
(qq
1
/qq
0
), PARJ(4);
and
 the popcorn parameter, PARJ(5).
The diquark to quark ratio regulates the production of diquarks from the sea, thus aecting
most baryon production rates in the same way, and determines the overall baryon/meson ratio.
The strange to non-strange quark production ratio determines how often a strange quark-
antiquark pair is produced from the sea, and therefore aects all strange hadron production
(including kaon production, for example). It is a general assumption of hadronisation that u
and d quarks are produced from the sea with approximately equal probabilities, while strange
quarks are suppressed due to their larger mass and have relative production probabilities of
approximately 
s
=
u
 
s
=
d
= 0:29  0:015 [42]. In QCD, SU(2) isospin invariance under
the exchange of u and d quarks is an approximate symmetry which arises from the avour
independence of QCD and the nearly degenerate u and d quark masses. It is therefore interesting
to note that the production rates of (1385)
+
and (1385)
 
are consistent:
(1385)
+
=(1385)
 
= 1:00  0:06 (stat) 0:01 (syst) ;
where the systematic error is due only to Monte Carlo statistics since the other systematic
errors cancel in the ratio. This supports the hypothesis that 
u
 
d
. Note that this ratio
in JETSET 7.4 is equal to 1.06 due to dierent branching ratios of the 
+
c
! (1385)
+
and

+
c
! (1385)
 
. The extra suppression of strange quarks in a diquark is introduced because
of the measured low 
 
= ratio, for example. The suppression of spin 1 diquarks takes into
account the lower production rates of the heavier J
P
=
3
2
+
decuplet baryons. Finally an
extension of the diquark model, called the popcorn mechanism [43], is introduced by including
the possibility of producing additional mesons between the baryon-antibaryon pair.
8
Directly produced hadrons are those which come directly from the fragmentation and not from secondary
decays of long-lived states, although the denition of \long-lived" is open to some interpretation.
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We previously demonstrated [9] that no tuning of JETSET could give a satisfactory
description of all of the decuplet baryons measured. In order to make more direct comparisons
between the data and the models, it is instructive to calculate ratios of baryon production
rates. These ratios allow the comparison of baryons with dierent spins and strangeness, with
the advantage that common systematic errors (such as that for the  mass resolution) cancel.
We compare the measured rates with the results of the default version of JETSET 7.4 (with
no tuning to OPAL event shapes, etc.) in table 9. The predictions of JETSET 7.3 are rather
similar (see also table 9) and do not aect the conclusions in what follows. The HERWIG 5.6
predictions
9
are also given in table 9. We determined the following ratios of octet baryon
production rates:
=p = 0:41  0:05 (0:32);
1
3
[
+
+ 
0
+ 
 
]=p = 0:091  0:015 (0:059);

 
= = 0:069  0:003 (0:071);
where the JETSET 7.4 predictions are given in parentheses, and we have used the measurements
from [6,20]. These ratios are sensitive to strangeness suppression in diquarks, which is controlled
by two parameters, the (s/d) strangeness suppression and the extra strangeness suppression in
diquarks (us/ud)/(s/d). From these ratios, and using the measured kaon rates at LEP, one
can x the strangeness suppression parameters for both single quarks and diquarks to obtain
reasonable agreement with the data.
We have also calculated ratios of the decuplet baryons, which are thought to be less
inuenced by feed-down eects from decays:
(1385)
+
=
++
= 0:11  0:03 (0:20);
(1385)
 
=
++
= 0:11  0:03 (0:19);
(1530)
0
=(1385)
+
= 0:28  0:03 (0:14);
(1530)
0
=(1385)
 
= 0:28  0:03 (0:15);


 
=(1530)
0
= 0:26  0:06 (0:13);
where we have included the OPAL 
++
measurement from [30]. Rather poor agreement with
JETSET 7.4 (given in parentheses) is found for the ratios of decuplet baryons. The parameters
which inuence these production rates are the spin 1 diquark suppression parameter (which
scales all of the above ratios in a similar manner), the strangeness suppression parameters
(which have been already xed by the measurements of the octet baryons), and the popcorn
probability. Since the rst two ratios are too high in the Monte Carlo, while the others are
too low, and since any parameter change shifts all of the above ratios up or down in the same
direction, it is clear that no tuning can reach overall agreement. Therefore, the decuplet baryon
production rates can not be described by a single tuning parameter for spin 1 diquarks. In
addition, complementary studies by OPAL have been made which use the recent measurements
of the J
P
=
1
2
+
 baryons [20] which indicate deciencies in the way strangeness suppression
is currently implemented for baryons in JETSET.
It should be noted that the model does not include the production of orbitally excited
baryons, which might improve the agreement. The observation of a signicant production rate
9
In order to achieve better agreement with general event shapes and LEP average hadron production rates,
OPAL have tuned the maximum cluster mass parameter from the default of 3.5 GeV to 2.8 GeV and the power
in the maximum cluster mass parameter from 2 to 1.22.
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for the (1520) demonstrates that the production cross-sections of orbitally excited baryons
are not negligible.
Finally, we have compared the inclusive measured baryon yields with the predictions of
a thermodynamic model of baryon production [44], which assumes that baryon rates are
determined by their mass and spin in a statistical way, and which can describe hadron
production in terms of relatively few parameters. The predictions of this model are given
in table 9 and are seen to be in reasonable agreement with the data, including the (1520).
The predicted  rate is low compared to the data. However, it is strongly correlated to the
(1385) rate. If one removes the (1385) rate from the t, a higher  rate consistent with LEP
measurements is obtained. Another recent calculation [45] describes the production of light
avoured hadrons based on the idea of string fragmentation. Reasonable agreement is found
for many particle yields.
7 Summary
We have measured the dierential cross-sections as functions of the scaled energy x
E
and
ln(1=x
p
) for the following strange baryons: , 
 
, (1385)
+
, (1385)
 
, (1530)
0
, and the
orbitally excited state (1520). The dierential cross-sections as a function of x
E
, the scaled
energy, of  and 
 
baryons were found to be softer than those predicted by the JETSET and
HERWIG Monte Carlo generators. Comparisons of the momentum spectra of several strange
baryons with the predictions of an analytical QCD formula show the expected mass dependence
of the peak of the  = ln(1=x
p
) distributions.
Total production rates have been obtained by integrating the dierential cross-sections
and correcting for the unobserved x
E
ranges. In addition an 

 
rate has been measured,
although the low statistics preclude a measurement of the fragmentation function. From
our measurements, we conclude that the measured baryon yields disagree with the simple
diquark picture, as implemented in JETSET, in which only one tuning parameter for spin 1
diquarks is used. Similar problems with strangeness suppression in baryons as implemented
in JETSET were found in a complementary analysis of the J
P
=
1
2
+
states 
+
, 
0
, and

 
[20]. The HERWIG Monte Carlo, with fewer free parameters, was unable to reproduce
either the octet or decuplet baryon rates. A comparison of the data with a thermodynamic
model of hadron production which includes orbitally excited meson and baryon states showed
reasonable agreement.
The (1520) (and other excited baryon states) are noticeably absent from JETSET and
HERWIG. A more detailed treatment of spin eects such as the inclusion of excited states
and more fundamental treatments of correlations such as those due to the Bose-Einstein eect
would be welcome additions, and would hopefully improve the agreement of the models with
the measurements.
20
Appendix on Systematic Errors
This Appendix summarises the method used to determine the systematic errors which aect
the overall normalisation of the cross-section and those which aect the point-to-point behaviour
of the dierential distribution.
To estimate the systematic error of a measured distribution, N
0
(k), which is divided into bins
k = 1; : : : ; n, the procedure to determine N
0
(k) is usually repeated with various modications,
such as varying the selection criteria and cuts, using dierent methods to estimate background,
etc. Usually the results in each bin are not exactly reproduced and it has to be estimated
if these deviations are compatible with statistical uctuations or indicate a systematic eect.
A possible systematic uncertainty can be factored into two independent parts, one giving an
overall normalisation error, and the other a bin-by-bin error which represents the range in which
the dierential distribution can be distorted without aecting the integrated result.
To obtain these errors, the following procedure has been applied. Consider the distribution
N
0
(k) = N
0
(k; a) in bins k = 1; : : : ; n. The number of entries m
k
in each bin k depends on
some quantity a, for example a cut on the minimum number of hits required for a track to be
considered for the measurement. The systematic uncertainty due to this parameter a is then
studied by varying the cut value. A variation of the parameter a
1
= a + a yields another
distribution
N
1
(k) = N
0
(k; a
1
)
and the ratio
R
1
(k) = N
1
(k)=N
0
(k)
with a statistical error
R
1
(k) = N
1
(k)=N
0
(k)
The overall normalisation error and the bin-by-bin error can then be found by superimposing
n Gaussian functions with weights m
k
, centroids R
1
(k), and standard deviations R
1
(k). To
the resulting (nearly) Gaussian-shaped distribution a Gaussian which has a mean hR
1
i and
a standard deviation
p
v
1
can be tted. The parameter v
1
contains a contribution from the
systematic error and another from the statistical error. The latter can be unfolded by
v
sys
1
= v
1
  v
stat
1
:
The variance v
stat
1
of the statistical error is calculated in a similar way to v
1
with N
0
replacing
N
1
in R
1
. Thus, statistical and systematic errors are treated in the same manner. The meaning
of the systematic errors obtained is:
hR
1
i = correction factor on the overall normalisation

sys
1
=
q
v
sys
1
= bin-by-bin error giving the limit within which the shape of the
distribution R
1
may change without aecting the overall normalisation.
A hypothetical distribution, normalised to the data, is consistent at the
one standard deviation level with the measured distribution if its rms
deviation from the observed data, averaged over all bins, is less than the
bin-by-bin error.
This procedure may then be repeated with:
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 several variations a
i
, i = 1, . . . , m of the same parameter (or cut) a, in which case the
systematic errors have to be averaged, or
 variation of dierent independent parameters (or cuts) one at a time, a; b; c; : : : , in which
case the errors have to be added in quadrature.
Note that if a theoretical description of the distribution N
0
(k) had been available, the procedure
could have been performed with the theoretical values in place of N
0
(k). The reliability of this
procedure for deriving overall normalisation and bin-by-bin errors has been veried for various
simple models.
The systematic errors obtained can be compared to the more common approach of
\conservative estimates", which take, for example, half the dierence between two results
measured with and without some modication in the procedure. These latter errors are
somewhat arbitrary and do not consider dierences due to statistical uctuations. If, however,
the average point-to-point systematic error of the  dierential cross-section calculated as
described previously is compared to the \conservative estimates" of individual bin-by-bin errors,
the latter values are slightly larger (by less than one standard deviation of the statistical error)
for very high or very low x
E
and slightly smaller for intermediate values.
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method1

method2

 


 
signal events 94877 244415 6736 252
background events 39126 99753 3085 960
background 1.9% 1.6% 1.2% 2.0%
mass resolution 0.6% 1.7% 1.7% 3.3%
cut simulation 1.5% 2.1% 2.8% 2.9%
x
E
extrapolation 0.2% 0.2% 0.4% 2.3%
MC statistics 0.3% 0.2% 1.0% 7.6%
branching ratios 0.8% 0.8% 0.8% 1.3%
Z
0
event selection 0.4% 0.4% 0.4% 0.4%
total systematic error 2.6% 3.3% 3.7% 9.4%
statistical error 0.4% 0.3% 1.7% 18.9%
(1385)
+
(1385)
 
(1530)
0
(1520)
signal events 8563 8591 565 878
background events 115758 113521 1131 6804
background 1.5% 1.6% 1.8% 1.8%
mass resolution 1.8% 1.8% 1.8% 0.5%
cut simulation 2.6% 2.7% 2.9% 5.4%
x
E
extrapolation 0.7% 2.0% 2.2% 0.6%
Breit-Wigner extrap. 2.4% 3.2% 3.0% 4.1%
MC statistics 0.6% 0.6% 3.6% 4.7%
branching ratios 2.4% 2.4% 0.8% 2.2%
Z
0
event selection 0.4% 0.4% 0.4% 0.4%
total systematic error 5.0% 5.8% 6.5% 8.8%
statistical error 3.6% 4.3% 7.4% 10.0%
Table 1: Number of observed baryons and the dierent systematic errors of the measurements.
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xE
hx
E
i
lw
n eciency (1=
had
)d=dx
E
0.027-0.035 0.031 4094 71 0.0740.001 5.64 0.10 0.39
0.035-0.045 0.040 9020105 0.1600.002 4.59 0.05 0.31
0.045-0.055 0.050 9257125 0.2080.002 3.63 0.05 0.25
0.055-0.062 0.059 6914107 0.2580.003 3.11 0.05 0.21
0.062-0.070 0.066 7287108 0.2820.003 2.63 0.04 0.18
0.070-0.085 0.077 10729124 0.2930.003 1.98 0.02 0.13
0.085-0.105 0.095 10788119 0.3020.003 1.4520.0160.097
0.105-0.120 0.112 6486 91 0.2960.003 1.1840.0170.080
0.120-0.150 0.135 9180110 0.2820.003 0.8830.0110.059
0.150-0.200 0.174 9047109 0.2520.002 0.5850.0070.039
0.200-0.300 0.247 7789101 0.1930.002 0.3290.0040.022
0.300-0.400 0.347 2673 59 0.1470.002 0.1480.0030.010
0.400-0.500 0.446 1140 38 0.1080.003 0.0860.0030.006
0.500-0.600 0.545 370 23 0.0950.004 0.0320.0020.003
0.600-0.700 0.641 103 14 0.0850.006 0.0100.0010.001
 hi
lw
eciency (1=
had
)d=d
0.6-0.8 0.72 0.1060.004 0.0240.0010.002
0.8-1.0 0.92 0.1190.003 0.0400.0020.003
1.0-1.2 1.10 0.1550.003 0.0520.0020.004
1.2-1.4 1.30 0.1730.003 0.0710.0020.005
1.4-1.6 1.50 0.2070.003 0.0870.0020.006
1.6-1.8 1.70 0.2400.003 0.0960.0020.007
1.8-2.0 1.90 0.2750.003 0.1050.0020.007
2.0-2.2 2.10 0.2870.003 0.1200.0020.008
2.2-2.4 2.30 0.3000.003 0.1230.0020.008
2.4-2.6 2.50 0.2930.003 0.1400.0020.009
2.6-2.8 2.70 0.2920.003 0.1410.0020.010
2.8-3.0 2.90 0.2650.003 0.1480.0020.010
3.0-3.2 3.10 0.2220.002 0.1370.0030.009
3.2-3.4 3.30 0.1750.002 0.1270.0030.009
3.4-3.6 3.50 0.1600.002 0.1100.0020.008
3.6-3.8 3.70 0.1240.002 0.0930.0030.007
3.8-4.0 3.90 0.0920.002 0.0740.0030.006
4.0-4.2 4.10 0.0590.002 0.0520.0030.004
Table 2: Dierential cross-sections for  as a function of x
E
and   ln(1=x
p
). Given are the
statistical and the systematic errors which aect the point-to-point cross-section.
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xE
hx
E
i
lw
n eciency (1=
had
)d=dx
E
0.035-0.050 0.042 47425 0.0390.001 0.341 0.018 0.032
0.050-0.060 0.055 56730 0.0940.003 0.254 0.014 0.021
0.060-0.080 0.070 131249 0.1540.003 0.180 0.007 0.012
0.080-0.100 0.090 108046 0.2010.004 0.114 0.005 0.008
0.100-0.150 0.123 176256 0.2020.003 0.07370.00240.0048
0.150-0.200 0.172 84540 0.1630.004 0.04380.00210.0031
0.200-0.300 0.243 46635 0.1020.003 0.01920.00150.0014
0.300-0.400 0.339 17418 0.0600.003 0.01200.00120.0012
0.400-0.500 0.434 56 9 0.0280.002 0.00840.00140.0015
 hi
lw
eciency (1=
had
)d=d
0.6-0.8 0.72 0.0490.003 0.00260.00050.0017
0.8-1.0 0.92 0.0780.004 0.00440.00040.0011
1.0-1.2 1.10 0.1000.004 0.00440.00040.0005
1.2-1.4 1.30 0.1190.004 0.00500.00050.0005
1.4-1.6 1.50 0.1550.004 0.00710.00040.0006
1.6-1.8 1.70 0.1970.004 0.00750.00040.0006
1.8-2.0 1.90 0.2060.005 0.00880.00040.0007
2.0-2.2 2.10 0.2220.005 0.00860.00040.0006
2.2-2.4 2.30 0.1990.005 0.00940.00040.0007
2.4-2.6 2.50 0.1660.005 0.01030.00050.0008
2.6-2.8 2.70 0.1160.004 0.01210.00060.0009
2.8-3.0 2.90 0.0850.004 0.01020.00060.0008
3.0-3.2 3.10 0.0570.003 0.01000.00070.0009
3.2-3.4 3.28 0.0330.003 0.00870.00090.0010
3.4-3.6 3.46 0.0160.002 0.00880.00110.0013
Table 3: Dierential cross-sections for 
 
as a function of x
E
and   ln(1=x
p
). Given are the
statistical and those systematic errors which aect the point-to-point cross-section.
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particle OPAL Jetset 7.3 Jetset 7.4 Herwig 5.6 Therm. Model
n
charged
21.050.20 21.3 21.0 21.5 21.5
K
0
1.990.04 2.03 2.21 2.35 2.02
proton 0.920.11 1.16 1.20 0.83 1.07
 0.3740.010 0.375 0.385 0.351 0.323

+
0.0990.015 0.070 0.072 0.072 0.077

0
0.0710.018 0.071 0.073 0.056 0.077

 
0.0830.011 0.066 0.067 0.060 0.069

 
0.02590.0011 0.0268 0.0274 0.0381 0.0243

++
0.220.06 0.18 0.19 0.17 0.19
(1385)
+
0.02390.0015 0.0370 0.0381 0.0625 0.0347
(1385)
 
0.02400.0017 0.0346 0.0359 0.0574 0.0380
(1530)
0
0.00680.0007 0.0052 0.0054 0.0146 0.0084


 
0.00180.0004 0.0007 0.0007 0.0039 0.0017
(1520) 0.02130.0028 | | | 0.0172
Table 9: Inclusive particle yields per event in the data compared with Monte Carlo models and
a thermodynamic model [44]. For the data the statistical and systematic errors are added in
quadrature. The OPAL measured values for the charged multiplicity n
charged
, K
0
, protons, 
baryons, and 
++
are taken from [41], [13], [6], [20], and [30], respectively. The values from
JETSET are those obtained with its default tuning. Note that the (1520) is not present in
either JETSET or HERWIG.
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Figure 1: Invariant mass p, method 1. The dashed curve is the result of the t for the
background.
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Figure 2: Invariant mass p, method 2.
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Figure 3: Invariant mass 
 
(points with error bars), in which a 
 
peak can be clearly seen.
The background is determined using the wrong charge combination 
+
, which has been scaled
downwards to agree with the 
 
distribution outside the signal region.
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Figure 4: Invariant mass K
 
(points with error bars), in which an 

 
peak is seen. Also
shown is the wrong charge combination, K
+
, which has been scaled upwards to agree with
the K
 
distribution outside the signal region in order to determine the background.
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Figure 5: Invariant mass 
+
. A clear (1385)
+
peak can be seen. The dashed curve is the
result of the t for the background and the solid curve the signal plus background.
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Figure 6: Invariant mass 
 
. A clear (1385)
 
peak can be seen, as well as a residual 
 
peak. The dashed curve is the result of the t for the background and the solid curve the t
to signal plus background.
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Figure 7: Invariant mass 
 

+
. A (1530)
0
peak is observed. The dashed curve is the result
of the t for the background and the solid curve the t to signal plus background.
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Figure 8: Invariant mass pK
 
(points with error bars). A clear (1520) peak can be seen, while
no peak is evident in the Monte Carlo (histogram). The dashed curve is the result of the t for
the background and the solid curve the t to signal plus background.
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Figure 9: Dierential cross-sections (1=
had
)d=dx
E
for , (1385)

, 
 
, (1530), and (1520).
The (1385)

and (1520) have been scaled by factors of 2 and 0.1, respectively, for clarity. The
curves show the dierential cross-sections predicted by JETSET 7.4, which has been binned in
the same manner as the data and normalised to the event yield in the data. Since the (1520)
is not present in JETSET, we compare the the (1385)

dierential cross-section shape from
JETSET to the measured (1520) cross-section. The error bars show point-to-point statistical
and systematic errors added in quadrature.
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Figure 10: Dierential cross-sections for , (1385)

(scaled upwards by a factor of 2),

 
, (1530), and (1520) (scaled downwards by an order of magnitude) as a function of
  ln(1=x
p
). The curves show Gaussian ts to the distributions made in order to determine
the maximum  value. The error bars represent the point-to-point statistical and systematic
errors added in quadrature.
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