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Transport spectroscopy in a time-modulated open quantum dot
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We have investigated the time-modulated coherent quantum transport phenomena in a ballistic
open quantum dot. The conductance G and the electron dwell time in the dots are calculated by a
time-dependent mode-matching method. Under high-frequency modulation, the traversing electrons
are found to exhibit three types of resonant scatterings. They are intersideband scatterings: into
quasibound states in the dots, into true bound states in the dots, and into quasibound states
just beneath the subband threshold in the leads. Dip structures or fano structures in G are their
signatures. Our results show structures due to 2h¯ω intersideband processes. At the above scattering
resonances, we have estimated, according to our dwell time calculation, the number of round-trip
scatterings that the traversing electrons undertake between the two dot openings.
PACS numbers: 73.23.-b, 72.30.+q , 72.10.-d
I. INTRODUCTION
In the past decade, quantum transport phenom-
ena in open quantum dots has received much atten-
tion.1,2,3,4,5,6,7,8,9,10,11 The open quantum dot, consisting
of a submicron sized cavity connecting via point contact
leads to two end-electrodes, has become an important
device for the investigation of phase coherent processes
and their various mechanisms. The size of the dot and
the width of the leads can be controlled by split-gates.
In high electron mobility samples, and at sufficient low
temperatures, the phase coherent length may well exceed
the dimension of the device, allowing electrons to remain
coherent while traversing the dot.
Meanwhile, there are growing interest in the high-
frequency responses of mesoscopic nanostructures.
The time-modulated fields invoked are either high-
frequency electromagnetic fields12,13,14,15,16,17,18,19,20 or
time-modulated potentials.21,22,23,24,25 A number of the-
oretical approaches have been developed to explore quan-
tum transport under such time-modulated fields. WKB
approximation was employed in the study of photovoltaic
effect12 and photon-assisted quantum transport.13 A
mode-matching method was developed for delta-profile21
as well as finite-range profile time-modulated poten-
tials.22 Extension of this method to time-dependent field,
represented by a vector potential ~A(t), was carried out
by either neglecting15 or including18 the contribution of
~A(t)2 term. This mode-matching method was further
extended to accommodate spatial inhomogeneity. The
time-modulated field is divided into piece-wise potentials
connected by either transfer matrices17 or scattering ma-
trices.23 Recently, this latter approach has been applied
to study a mechanism of nonadiabatic quantum pump-
ing.25 This pumping mechanism is due to resonances re-
sulted from coherent inelastic scattering that requires si-
multaneous changes in both the energy and momentum
of the traversing electron, by respectively, h¯Ω and h¯K .
Here Ω and K characterize, respectively, the temporal
and the spatial variation of the modulation field. En-
couraged by the success of the time-modulated mode-
matching method, we opt to apply the method to the
very interesting case of time-modulated quantum dots.
In the absence of a time-modulated field, transmission
of electrons through a quantum dot already shows reso-
nance structures. For the case of a weakly coupled dot
— dot in which electrons are separated from the connect-
ing leads by tunneling barriers — the resonance peaks in
the transmission are due to the alignment of the incident
electron energy with the quasi-bound-state (QBS) lev-
els in the dot.26,27,28 Interestingly, QBSs of similar na-
ture still exist in the case of an open quantum dot —
where tunneling barriers between the dot and the lead
are absent. These QBSs, again, give rise to resonances in
the transmission. However, dip structures, rather than
peaks, become the signatures for the resonances.
When acted upon by a time-modulated potential, the
transmission of a weakly-coupled dot was found to ex-
hibit additional resonance peaks: peaks associated with
ac sidebands.29 This is due to the alignment, albeit
shifted by nh¯ω, of the incident electron energy with the
QBS levels in the dot. Other features found in a time-
modulated weakly coupled dot are photon-assisted tun-
neling,30 electron pumps,31 and phase breaking.32
Recently, an open quantum dot, acted upon by a trans-
versely polarized electromagnetic field, and connected
adiabatically to the connecting leads, has been consid-
ered.33,34 The adiabatic dot-lead connections allow an
electron mode in the lead to evolve into an electron mode
in the dot. Thus, situations occur when an electron in
the lower mode in the dot can exit the dot without re-
flection, while an electron at the same energy, but in a
higher mode in the dot, is trapped inside it. As such,
inter-mode transitions between the above two modes in
the dot, as induced by the transversely polarized electro-
magnetic field, were found to lead to giant mesoscopic
conductance fluctuations33 and microwave-induced reso-
nant blocking in a mesoscopic channel.34
The adiabaticity of the dot-lead connection holds for
large quantum dots. But as the sizes of the open quan-
tum dot shrink and approach the realm of the Fermi
2wavelength, the dot-lead connections could no longer re-
main adiabatic. More recent experimental findings in dc
transport in open quantum dots — that transport oc-
curs through individual eigenstates of the corresponding
closed dot;35 and that the conductance oscillations corre-
late to the recurrence of specific groups of wave function
scars in the dot10 — indicate unequivocally that inter-
mode scattering, and backscattering are present, respec-
tively, at the dot-lead connections. The effect of impurity
should play no role here because of the high mobility of
the sample used in these experiments.
Therefore, in this work, we consider a time-modulated
open quantum dot with non-adiabatic dot-lead connec-
tions. We calculate the dc conductance G of a time-
modulated open quantum dot and the dwell time τd of
the traversing electron in the dot. We have analyzed
the resonance structures in G associated with the time-
modulation and are able to categorize them according to
their respective dynamical processes involved. Of these
three resonance types, one is analogous to that found
in time-modulated weakly coupled dots. It is associated
with the alignment of the incident electron energy with
that of the ac sidebands of the QBSs inside the open
dot. The second type is associated with the coherent in-
elastic scattering of the traversing electron into the true
bound state in the open dot—bound state which energy is
lower than the threshold energy of the leads. The third
type of resonance structures is most unexpected. It is
associated with the coherent inelastic scattering of the
traversing electron into the QBS in the lead—with en-
ergy just beneath the threshold energy of the lead. Also,
from the dwell time τd, we estimate the number of scat-
terings that occur in the dot as the resonance structures
establish themselves. In all, our results demonstrate the
potential of establishing quantum transport as a spectro-
scopic probe for the QBSs and true bound states in the
open dot—and possibly in other mesoscopic structures—
through the coupling of a time-modulated field to the
system.
In section II, we present our theoretical method for
the calculation of G and τd. The numerical results are
presented and discussed in Sec. III. Finally, in Sec. IV,
we present our conclusions.
II. MODEL AND METHOD
The system under investigation is sketched (top view)
in Fig. 1, where the shaded area denotes the region acted
upon by a time-modulated potential. The dot we con-
sider has physical parameters typical to that in high
mobility two-dimensional electron gas (2DEG), formed
in an AlGaAs-GaAs heterostructure. As such, mobil-
ity µe ∼ 10
6cm2/Vs, mean free path l ∼ 1µm at suf-
ficient low temperatures, and dots with submicron dot
sizes would be in the ballistic regime. The Hamiltonian
is given by
H = −
h¯2
2m
[
∂2
∂x2
+
∂2
∂2y
]
+ Vc(x, y) + V (x, t), (1)
where Vc(x, y) is the confinement potential, chosen to be
of hard-wall type, that defines the dot and the leads. It
is given by Vc = 0 if |y| < W1/2 and |x| > L/2; Vc = 0
if |y| < W2/2 and |x| < L/2; and Vc = ∞ if otherwise.
HereW1,W2 are, respectively, widths of the lead and the
dot. The time-modulated potential
V (x, t) = V0 cos (ωt) Θ (L/2− |x|)
acts only upon the dot.
For the sake of convenience, the physical quantities
that appear in the following equations are dimensionless:
with energy unit E∗ = EF = h¯
2k2F /2m, wave vector
unit k∗ = kF , length unit a
∗ = 1/kF , time unit t
∗ =
h¯/EF , and frequency unit ω
∗ = 1/t∗. The scattering
wavefunction for an electron incident upon the dot from
the l-th channel in the left-lead, is of the form
 
V0cos(wt)
L
FIG. 1: Schematic illustration of an open quantum dot which
is acted upon by a gate-induced time-modulation with two
leads connecting adiabatically to two end-electrodes.
ψl(x, y, t) = χl(y)e
ikl(0)xe−iµt +
∑
n′
∑
m′
χn′(y)rn′l(m
′) exp [−ikn′(m
′)x− i(µ+m′ω)t] , if x < −L/2,
3ψl(x, y, t) =
∑
k′
φk′ (y)
∫
dǫ[A˜k′l(ǫ)e
iβ
k′
(ǫ)x + B˜k′l(ǫ)e
−iβ
k′
(ǫ)x] exp
[
−iǫt− i
V0
ω
sinωt
]
, if |x| < L/2, (2)
ψl(x, y, t) =
∑
n′
∑
m′
χn′(y)tn′l(m
′) exp [ikn′(m
′)x − i(µ+m′ω)t] , if x > L/2,
where the subscripts n′ and k′ are the subband indices in,
respectively, the leads and the dot, andm′ is the sideband
index. In addition, kl(m
′) =
(
µ+m′ω − (lπ/W1)
2
)1/2
and βk′(m
′) =
(
µ+m′ω − (k′π/W2)
2
)1/2
denote, re-
spectively, the wave vectors in the lead and the
dot. The normalized transverse subband states are
χl(y) = (2/W1)
1/2 sin [lπ(y/W1 + 1/2)] and φk′ (y) =
(2/W2)
1/2 sin [k′π(y/W2 + 1/2)].
The matching of the wave functions at the openings of
the dot, and at all times, requires the coefficients in the
dot to have the form
F˜k′l(ǫ) =
∑
m′
Fk′l(m
′)δ(ǫ − µ−m′ω),
where F˜k′l(ǫ) refers to either A˜k′l(ǫ) or B˜k′l(ǫ). Perform-
ing the matching, and after some algebra, we obtain
[
Akl(m) exp
(
−iβk(m)
L
2
)
+Bkl(m) exp
(
iβk(m)
L
2
)]
=
∑
n′
∑
m′
Jm′−m
(
V0
ω
)[
alk exp
(
−ikl(m
′)
L
2
)
δn′lδm′0 + an′krn′l(m
′) exp
(
ikn′(m
′)
L
2
)]
, (3)
[
Akl(m) exp
(
iβk(m)
L
2
)
+Bkl(m) exp
(
−iβk(m)
L
2
)]
=
∑
n′
∑
m′
Jm′−m
(
V0
ω
)[
an′k tn′l(m
′) exp
(
ikn′(m
′)
L
2
)]
, (4)
∑
k′
ank′βk′(m)
[
Ak′l(m) exp
(
−iβk′(m)
L
2
)
−Bk′l(m) exp
(
iβk′(m)
L
2
)]
=
∑
m′
Jm′−m
(
V0
ω
)
kn(m
′)
[
δnlδm′0 exp
(
−ikl(m
′)
L
2
)
− rnl(m
′) exp
(
ikn′(m
′)
L
2
)]
, (5)
and
∑
k′
ank′βk′(m)
[
Ak′l(m) exp
(
iβk′(m)
L
2
)
−Bk′l(m) exp
(
−iβk′(m)
L
2
)]
=
∑
m′
Jm′−m
(
V0
ω
)
kn(m
′)tnl(m
′) exp
(
ikn(m
′)
L
2
)
, (6)
where Eqs.(5) and (6) are obtained from matching the
derivatives of the wave functions. The overlapping in-
tegral alk of the transverse subband states is given by alk =
∫ W1/2
−W1/2
χl(y)φk(y)dy, (7)
and the identity exp (iz sinωt) =
∑
p Jp(z) exp (ip ωt)
4has been invoked. We have solved Eqs.(3)-(6) for the co-
efficients Akl(m), Bkl(m), rn′l(m
′) and tn′l(m
′). Further-
more, we note that the sole appearance of V0 in Eqs.(3)-
(6) is in the form V0/ω, and as an argument of the Bessel
functions Jm. This shows a general trend that the ef-
fect of the time-modulated potential decreases with the
raising of the frequency ω.
In the low drain-source bias regime, the dc conductance
is given by
G =
2e2
h
N∑
l=1
Tl (8)
where N denotes the number of propagating channels in
the leads. The current transmission coefficient Tl for an
electron incident from the l-th channel in the lead is
Tl =
∑
n′
∑
m′
kn′(m
′)
kl(0)
|tn′l(m
′)|
2
. (9)
The current reflection coefficient Rl has a similar form,
and the current conservation condition Tl + Rl = 1 is
used to check on our numerical accuracy.
The stationary dwell time within one-dimensional sys-
tem was well defined.36 However, in a multi-channel sys-
tem such as open quantum dots, we should consider not
only the probability of finding the particle in the dot but
also that due to evanescent states in the vicinity of the
dot. Hence, we define the dwell time as
τd =
∫ ∫
A′
〈|ψ(x, y, t)|2〉t.a.dxdy∫
dy jinc
(10)
where jinc denotes the incident electron flux. The sub-
script t.a. denotes time average. Here we note that the
integral in the numerator and its region of interest A′ in-
clude not only the region inside the quantum dot (region
II), but also the evanescent modes on both the left-hand
side (region I) and the right-hand side (region III) of the
dot. Hence, the time-averaged probability density in the
numerator of Eq. (10) can be separated into three inte-
grals, expressed explicitly as∫ ∫
I
dxdy〈|ψ(x, y, t)|2〉t.a.
=
∫ −L/2
−∞
dx
∑
n′
∑
m′
|rn′l(m
′)|2e2κn′(m
′)x , (11)
∫ ∫
II
dxdy〈|ψ(x, y, t)|2〉t.a.
=
∫ L/2
−L/2
dx
∑
k′
∑
m′
{Ak′l(m
′)A∗k′l(m
′)
× exp [i (βk′(m
′)− β∗k′(m
′))x]
+Bk′l(m
′)B∗k′l(m
′)e−i(βk′ (m
′)−β∗
k′
(m′))x
+ 2Re
[
Ak′l(m
′)B∗k′l(m
′)ei(βk′ (m
′)+β∗
k′
(m′))x
]}
,
(12)
and ∫ ∫
III
dxdy〈|ψ(x, y, t)|2〉t.a.
=
∫ ∞
L/2
dx
∑
n′
∑
m′
|tn′l(m
′)|2 exp (−2κn′(m
′)x) (13)
where the indices n′ and m′ in the summation for re-
gions I and III include only the evanescent waves, and
κn′(m) = −ikn′(m). Substituting Eqs. (11)-(13) into
Eq. (10), we obtain the average dwell time of electrons
in the open quantum dot system.
III. RESULTS AND DISCUSSION
In this section, we present our numerical examples for
exploring the time-modulated effects on the quantum
transport in open quantum dots — the conductance and
the dwell time versus the incident electron energy µ. In
the following, we choose energy unit E∗ = 9 meV, length
unit a∗ = 8 nm, unit of angular frequency ω∗ = 13.6
Trad/sec, and the effective massm∗ = 0.067me whereme
is the free electron mass of an electron. The geometric
parameters are chosen such that the width W1 = 10 (∼=
80nm) for the leads, and the width W2 = 20 (∼= 160nm)
and the length L = 30 (∼= 240nm) for the open quantum
dot, which is typical for current experimental fabrication.
It is convenient to define X2 ≡ µ/ε1 where ε1 = (π/W1)
2
is the first transverse subband level in the leads, then the
integral values of X stand for the number of occupied
subbands in the leads.
In the absence of time-modulation, the quantum states
of the open quantum dot associate closely with the bound
states of the corresponding closed dot with the same ge-
ometry. For a closed dot with length L and width W2,
the bound state energy Eb.s. = (nxπ/L)
2+(nyπ/W2)
2 is
labelled by a pair of quantum number (nx, ny). Then we
may obtain the rescaled bound state levels E(nx, ny) ≡
Eb.s./ε1 = n
2
x/9+n
2
y/4 inside the closed dot. For an open
dot, the energy spectrum consists of both true bound
states and QBSs corresponding either to electrons with
energy µ less than or higher than the threshold energy
ε1 in the lead. As such, there are only two possible true
bound states in the open dot: EB1 ≃ E(1, 1) = 0.361
and EB2 ≃ E(2, 1) = 0.694.
In Fig. 2, the conductance characteristic is studied as
a function of incident electron energy: (a) in the absence
of time-modulation, as a comparative reference; and (b)-
(d) in the presence of time-modulation with angular fre-
quencies ω/ε1 = 0.1, 0.3, and 0.5, respectively, which
also correspond to frequencies f = ω/2π ≃ 21.4, 64.2,
and 107 GHz. This frequency range is typical for current
experiments.37 In addition, the modulation amplitude is
chosen to be V0 = 0.1ε1 (≃ 0.09 meV). There are three
dip structures common to all four plots. These dip struc-
tures occur at energies µ/ε1 = 2.364 (EQ1), 2.672 (EQ2),
and 3.208 (EQ3). These are associated with the align-
ment of the incident electron energy with that of the QBS
5levels inside the open dot, as is indicated by the open tri-
angle symbols locating the closed dot E(1, 3) = 2.361,
E(2, 3) = 2.694, and E(3, 3) = 3.250. The correspond-
ing dwell time of these QBSs are, respectively, τd ≃ 73.5,
26.7, and 69.0 ps, as shown in Fig. 3(a). These dwell
time peak structures confirm the resonant nature of the
states inside the dot.
Another interesting feature in Fig. 2(b) is the side-dip
structures around the QBSsEQi, which is associated with
electrons at incident energy µ that are able to make m-
photon intersideband transitions into the i-th QBS level.
The condition is
µ+mh¯ω = EQi, (14)
where the positive m and negative m indicate, respec-
tively, the absorption and emission of m-photons. Hence
m = −1 side-dips are at µ/ε1 = 2.465, 2.770, 3.309;
m = +1 side-dips are at µ/ε1 = 2.165, 2.574, 3.110;
and m = +2 side-dips are at µ/ε1 = 2.266, 3.008. The
m = −2 process in the vicinity of the EQ3 state is barely
identified and is at µ/ε1 = 3.411.
Two additional types of intersideband transition mech-
anisms are found in the low energy regime in Fig. 2. As
is shown in Fig. 2(d), whereas the frequency ω = 0.5ε1 is
high enough, the electrons with µ/ε1 = 1.087 may emit
h¯ω and make transitions into EB2 — the true bound state
in the dot. The electron dwell time of this structure is
τd ∼= 216.6 ps, see Fig. 3(d). In addition, electrons may
also emit photons to make transitions into a QBS formed
at energy just beneath a subband threshold in the lead.
This mechanism is identified to be the fano structures at
µ/ε1 = 1.028, 1.233, and 1.435, as shown in Fig. 2(b)-(d),
respectively, where (µ − ω)/ε1 is close to 1 from below.
Correspondingly, the dwell time of these structures are
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FIG. 2: Energy dependence of the quantum dot conductance
G in the lowest subband as a function of incident electron
energy µ, in units of ε1, for cases of: (a) no external modula-
tion; (b)-(d) modulation amplitude V0 = 0.1ε1, with angular
frequencies (b)ω = 0.1ε1, (c)0.3ε1, and (d)0.5ε1.
τd ≃ 23.0, 125.5, and 200.2 ps, see Fig. 3(b)-(d). More
precisely, these structures correspond to electrons that
emit h¯ω to µ/ε1 = 0.93 and being trapped temporarily
to form QBSs in the lead.
To provide further evidence for the above two transi-
tion mechanisms, we plot, in Fig. 4, the spatial depen-
dence of the time-averaged probability density. The pa-
rameters are chosen to be the same as in Fig. 2(d). When
the electron incident at energy µ = 1.0854ε1, as shown
in Fig. 4(a), we see that the time-averaged electron prob-
ability concentrates entirely within the dot and is like a
(2,1) state. This support the fact that the electron be-
ing trapped in a true bound state in the dot. Second,
when the electron incident at energy µ = 1.4353ε1, the
electron probability has long exponential tails extending
into the leads. The edges of the dot are at x = ±15.
This demonstrates that the electron has made an inter-
sideband transition, by emitting one photon, into a QBS
in the lead which energy is just below the threshold en-
ergy. We have also checked that similar process can be
found even in a time-modulated one dimensional quan-
tum well connecting to leads. A traversing electron can
make intersideband transitions into QBSs in the leads or
into true bound states in the well.38
To better appreciate the meaning of the dwell time,
we define the number of round-trip scatterings Nsc un-
dertaken by the traversing electron. It is the ratio of the
dwell time τd to the ballistic time τb it takes the elec-
tron to go between the two dot-openings. The ballistic
time for electrons traversing through the quantum dot
is simply τb ∼ L/ve where ve denotes the electron ve-
locity, given by ve = h¯kx/m. We consider the electron
incident in the lowest subband and then the electron bal-
listic time is given by τb = L/ (µ− ε1)
1/2
in units of t∗.
Hence, in Fig. 3(d), the main peaks at µ/ε1 = 1.085,
1.435, 2.365, 2.673, and 3.210 correspond to the ballistic
0
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FIG. 3: The dwell time τd of the traversing electron is plotted
as a function of incident electron energy µ in units of ε1. The
parameters are the same as in Fig. 2(a)-(d).
6times τb ≃ 24.0, 16.1, 6.01, 5.43, and 4.72 ps, respec-
tively. The corresponding τd’s are, respectively, 216.6,
200.2, 71.8, 21.8, and 67.9. Therefore, we obtain the
number of round-trip scatterings Nsc ≡ τd/2τb ∼ 4.5,
6.2, 6.0, 2.0, and 7.2, respectively. In light of the above
analysis, we can see that two round-trip times are already
sufficient to form a significant QBS level inside the open
dot. The estimation for τb could be improved by con-
sidering the effective electron velocity in the dot, rather
than in the lead. But we expect Nsc to remain of the
same order of magnitude as what we have shown here.
Moreover, the Nsc obtained here is the lower bound to
any such improved estimation.
It is known22 that the strength of the time-modulated
potential depends on the ratio of V0 to ω. As a result, for
a given amplitude V0, the sideband dip features are sup-
pressed with the increasing of the modulation frequency
ω. This is illustrated in Fig. 2(c) and (d). On the other
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FIG. 4: (color). The spatial dependence of the time-averaged
electron probability density: (a)µ = 1.0854ε1 and (b)µ =
1.4353ε1 . Other parameters are the same as in Fig. 2(d).
The edges of the dot are at L = ±15
hand, if we fix the V0/ω = 1 in Fig. 5, and choose the
modulation amplitude to be V0/ε1 = 0.05, 0.1, and 0.2 for
Fig. 5(a)-(c), respectively, we can see the side-dips due
to 2h¯ω intersideband processes in all the figures. This
assures us that the V0/ω is an important index for pho-
ton absorption and emission processes. Furthermore, the
QBS levels that associate with fewer number of round-
trip scatterings may be merged with its nearby sidebands,
forming a broadened dip structure: such as the wide-dip
structure at µ/ε1 = 2.672 in Fig. 5(a). In the low en-
ergy regime, again, electrons are able to undertake one-
photon (or two-photon) emission processes into a sub-
band threshold in the lead. This one- (or two-) photon
mechanism is demonstrated by small dip structures in G
at µ/ε1 = 1.024 (or 1.129) in Fig. 5(b) and µ/ε1 = 1.118
(or 1.317) in Fig. 5(c).
To conclude this section, we note in passing that de-
spite of wide dot openings, electrons traversing through
the dot are still effectively mediated by just a few bound
states of the corresponding closed dot structure. Our
results show that the conductance spectra for a time-
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FIG. 5: Conductance is plotted as a function of electron en-
ergy µ for a fixed V0/ω = 1.0. The values of V0 (or ω) are
(a)0.05ε1, (b)0.1ε1, and (c)0.2ε1, respectively.
7modulated open dot show more intersideband structures
other than those associated with the bound states of the
corresponding close dot. We believe that these mecha-
nisms should find their way of manifestation in the time-
modulated phenomena of other nanostructures.
IV. CONCLUSIONS
In this work we have extended the time-dependent
mode matching approach to the study of quantum trans-
port in open quantum dot systems. We have calculated
the conductance, the dwell time, and the spatial distri-
bution of the electron probability and their dependence
on the modulation amplitudes and frequencies.
In conclusion, we have shown three types of coherent
inelastic scatterings in a time-modulated open quantum
dot. We have demonstrated the potential of establish-
ing quantum transport as a spectroscopic probe for the
QBSs and true bound states in an open dot through the
coupling of a time-modulated field to the system.
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