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∗-STRUCTURES ON MODULE-ALGEBRAS
MATTHEW TUCKER-SIMMONS
Abstract. This chapter lays out a framework for discussing ∗-structures on
module-algebras over a Hopf ∗-algebra H. We define a complex conjugation
functor V 7→ V , which is an involution on the module category HMod, and
discuss its interaction with natural constructions such as direct sums, duality,
Hom, and tensor products. We define ∗-structures first at the level of modules.
We say that V is a ∗-module if there is an isomorphism ∗ : V → V in HMod
which is involutive in an appropriate sense. Then we define ∗-structures on
algebras in HMod by requiring compatibility with multiplication. We show
that a ∗-structure on a module lifts uniquely to the tensor algebra, and we
prove that the tensor algebra has a universal mapping properly for morphisms
of ∗-modules. We also discuss inner products and adjoints in this framework.
Finally, we discuss the interaction between ∗-structures, R-matrices, and braid-
ings.
1. Background and notation
1.1. Background. My motivation for writing this document was to understand
what is the appropriate notion of a ∗-algebra in the category of modules over a
Hopf ∗-algebra. Although this is not very deep, it is perhaps a little tricky to
phrase things properly. Since ∗-structures are antilinear, one is forced to work
with antilinear maps of complex vector spaces. This is aesthetically displeasing
since one is then required to move outside the category of vector spaces and linear
maps to deal with what is almost a linear phenomenon. The framework of complex
conjugate linear algebra allows one to phrase everything in terms of linear maps
rather than antilinear ones. It is then relatively straightforward to generalize the
notions to modules (and module-algebras) over a Hopf ∗-algebra.
The structure of this document is as follows. In the remainder of Section 1 we
set notation. In Section 2 we give the necessary background on Hopf ∗-algebras
and discuss some properties of their module categories. In Section 3 we discuss
antilinear maps, define complex conjugation as an endofunctor on the category of
complex vector spaces, and show that this functor is natural with respect to many
common operations on linear spaces. In Section 4 we extend the notions from
Section 3 to modules over a Hopf ∗-algebra, and in Section 5 we examine what
these notions mean for module-algebras. In Section 6 we define ∗-structures on
modules, and in Section 7 we extend this to module-algebras. In Section 8 we treat
inner products and adjoints of linear maps in our framework. Finally, in Section 9
we discuss the interaction between ∗-structures, R-matrices, and braidings.
1.2. Notation. All vector spaces are over C. We denote the category of vector
spaces over C with linear maps by CVect, and we denote the full subcategory of
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finite-dimensional vector spaces by CVectf . The linear dual of a vector space V
will be denoted V ∗. In order to avoid a proliferation of ∗’s, of which there are quite
enough already, we denote the transpose (or dual map) of a linear map T : V →W
by T tr : W ∗ → V ∗. The vector space of all linear maps from V to W will be
denoted Hom(V,W ). An undecorated Hom will always refer to linear maps, not
module maps.
For the rest of this document, H will denote a Hopf algebra overC with coproduct
∆, counit ε, and antipode S. We use the Sweedler notation
∆(a) = a(1) ⊗ a(2)
for the coproduct of H , with implied summation. When we refer to H-modules,
we mean left modules for the underlying algebra structure of H . We denote the
category of left H-modules with H-module maps by HMod, and we denote the
full subcategory of finite-dimensional modules by HModf . The vector space of
all module morphisms from V to W will be denoted by HomH(V,W ). The vector
space Hom(V,W ) of all linear maps from V toW has the structure of an H-module,
but as we will see in Section 2 there are two choices for the action when H is a
Hopf ∗-algebra and one must distinguish between them.
For any category C, we write X ∈ C to mean that X is an object of C.
2. Hopf ∗-algebras and their modules
In this section we recall some necessary definitions and facts about Hopf ∗-
algebras. One important (and not immediately obvious) fact is that the antipode
of a Hopf ∗-algebra is invertible. This has the consequence that some linear spaces–
namely the linear dual Hom(V,C) of a module V and the space Hom(V,W ) of linear
maps between two modules–carry two natural actions of H . We assume throughout
the rest of this document that H is a Hopf ∗-algebra (see Definition 2.2), although
we note that in §2.3 and §2.4 we only require the antipode to be invertible.
Hopf ∗-algebras are discussed, for example, in Section 1.2.7 of [KS97] and in
Section 4.1.F of [CP95]. Tensor products and duals of modules, as well as the
module structure on Hom-spaces, can be found in Section 4.1.C of [CP95].
Notation 2.1. The symbol ⊲ will generally indicate the action of a Hopf algebra
on a module, so that a⊲v means the action of a on v. When we consider more than
one action of H on the same vector space, we will distinguish one of the actions by
using the symbol ◮ rather than ⊲.
2.1. Hopf ∗-algebras.
Definition 2.2. A ∗-structure on H is an antilinear map ∗ : H → H such that
(a) ∗ is involutive: (a∗)∗ = a for all a ∈ H .
(b) ∗ reverses products: (ab)∗ = b∗a∗ for all a, b ∈ H .
(c) ∆ is a ∗-homomorphism: ∆(a∗) = a∗(1) ⊗ a
∗
(2) for all a ∈ H .
If H is equipped with a ∗-structure then we say that H is a Hopf ∗-algebra.
It follows from Definition 2.2 that the counit is also a ∗-homomorphism, i.e. that
ε(a∗) = ε(a) for a ∈ H . Another consequence of the definition is that
(2.1) ∗ ◦S ◦ ∗ ◦ S = idH ,
which is shown in Proposition 10, Section 1.2.7 of [KS97]. The proof proceeds by
showing that ∗ ◦ S ◦ ∗ is an antipode for Hop (which a priori is only a bialgebra),
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and hence S is invertible with S−1 = ∗ ◦S ◦ ∗ by Proposition 6, Section 1.2.4 of the
same reference.
Remark 2.3. The fact that the antipode is necessarily invertible shows that not
every Hopf algebra over C can be given a ∗-structure. In [Tak71], a so-called free
Hopf algebra H(C) is constructed for any coalgebra C, and those coalgebras for
which the antipode ofH(C) is invertible are classified. In particular, if C = Mn(C)
∗
is the linear dual of a matrix algebra with n > 1, then the antipode of H(C) is not
invertible, and hence H(C) cannot be equipped with a ∗-structure.
However, there are also examples of Hopf algebras over C with bijective antipode
which cannot be endowed with a ∗-structure. It is shown in Example 10, Section
1.2.7 of [KS97] that if g is a complex Lie algebra, then ∗-structures on the universal
enveloping algebra U(g) correspond bijectively to real forms of g. It is shown in
Example 1, Section 1.7.1 of [Vin94] that the complex Lie algebra spanned by X,Y ,
and Z with relations
[X,Y ] = Y, [X,Z] = 2iZ, [Y, Z] = 0
has no real form, and hence its enveloping algebra has no ∗-structures.
2.2. Tensor products of modules. We recall that the coproduct of H allows us
to form the tensor product of modules. For V,W ∈ HMod we endow V ⊗W with
the tensor product action
(2.2) a ⊲ (v ⊗ w) = (a(1) ⊲ v)⊗ (a(2) ⊲ w).
This gives HMod the structure of a monoidal category in which the monoidal unit
is the ground field C, which is an H-module via the counit ε.
2.3. Duals of modules. For any vector space V we can form the dual vector
space Hom(V,C). If V is a left module for a complex algebra A, then Hom(V,C) is
naturally a right A-module, or equivalently a left Aop-module. For a Hopf algebra
H , the antipode can be viewed as an algebra homomorphism S : H → Hop. Hence
for V ∈ HMod, the linear space Hom(V,C) becomes a left H-module via the action
(2.3) (a ⊲ f)(v) = f(S(a) ⊲ v)
for all a ∈ H , f ∈ Hom(V,C), and v ∈ V .
We have seen in §2.1 that the antipode S is invertible since H is a Hopf ∗-algebra.
Thus S−1 gives a second algebra homomorphism H → Hop, and corresponding to
this is a second left H-module structure on Hom(V,C) given by
(2.4) (a ◮ f)(v) = f(S−1(a) ⊲ v)
for all a ∈ H , f ∈ Hom(V,C), and v ∈ V . As this action is less well-known than
the standard dual action (2.3), we briefly verify that it is an action. Linearity in
a and f is clear, so we just need to check compatibility with multiplication in H .
For a, b ∈ H and f ∈ Hom(V,C) we have
(a ◮ (b ◮ f))(v) = (b ◮ f)(S−1(a) ⊲ v)
= f(S−1(b) ⊲ (S−1(a) ⊲ v))
= f((S−1(b)S−1(a)) ⊲ v)
= f(S−1(ab) ⊲ v)
= (ab ◮ f)(v),
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so a ◮ (b ◮ f) = ab ◮ f .
Definition 2.4. For V ∈ HMod, we define V ∗ = Hom(V,C) with the action ⊲ ofH
given by (2.3), and we refer to this as the left dual of V . We define ∗V = Hom(V,C)
with the action ◮ of H given by (2.4), and we refer to this as the right dual of V .
Remark 2.5. Lemma 2.6 below explains how to remember which dual is the left
and which one is the right. The left dual, V ∗, goes to the left of V in the evaluation
pairing, while the right dual, ∗V , goes to the right. In both cases, the superscript
∗ is adjacent to the ⊗ symbol; one can think of the ∗ as “eating” the vector.
Lemma 2.6. For V ∈ HMod, we have
(a) The evaluation map evV : V
∗ ⊗ V → C given by ϕ⊗ v 7→ ϕ(v) is a morphism
of H-modules.
(b) The evaluation map V ev : V ⊗
∗V → C given by v ⊗ ϕ 7→ ϕ(v) is a morphism
of H-modules.
Proof. (a) For f ∈ V ∗, v ∈ V , a ∈ H we have
evV (a ⊲ (f ⊗ v)) = (a(1) ⊲ f)(a(2) ⊲ v)
= f(S(a(1))a(2) ⊲ v)
= ε(a)f(v)
= a ⊲ (evV (f ⊗ v)).
(b) Similar to (a). 
Proposition 2.7. Let V ∈ HMod, and for v ∈ V let δv : Hom(V,C) → C be the
evaluation map δv(f) = f(v).
(a) The linear map V → ∗(V ∗) given by v 7→ δv is a morphism of H-modules, and
it is an isomorphism for V ∈ HModf .
(b) The linear map V → (∗V )∗ given by v 7→ δv is a morphism of H-modules, and
it is an isomorphism for V ∈ HModf .
Proof. (a) On the one hand, for a ∈ H , v ∈ V and f ∈ V ∗ we have
δa⊲v(f) = f(a ⊲ v),
while on the other hand we have
(a ◮ δv)(f) = δv(S
−1(a) ⊲ f)
= (S−1(a) ⊲ f)(v)
= f(S(S−1(a)) ⊲ v)
= f(a ⊲ v),
and hence δa⊲v = a ◮ δv. If V is finite-dimensional then the dimensions of V
and ∗(V ∗) coincide. Since v 7→ δv is clearly injective, it is also surjective, and
hence is an isomorphism.
(b) Similar to (a). 
In some Hopf algebras, e.g. quasitriangular ones, the square of the antipode is
an inner automorphism; see Proposition 5, Section 8.1.3 of [KS97]. In that case
the left and right duals coincide, and then for finite-dimensional modules the the
second dual is naturally isomorphic to the original module:
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Proposition 2.8. Suppose that there is an invertible element u of H such that
S2(a) = uau−1 for all a ∈ A. Then:
(a) au ⊲ f = ua ◮ f for all f ∈ Hom(V,C) and a ∈ H. In particular u ⊲ f = u ◮ f .
(b) The linear map ∗V → V ∗ given by f 7→ u ⊲ f is an isomorphism of modules
whose inverse is f 7→ u−1 ⊲ f .
(c) The linear map V → V ∗∗ given by v 7→ δu⊲v is a morphism of modules, and it
is an isomorphism if V ∈ HModf , where δ is as defined in Proposition 2.7.
Proof. (a) First note that for a ∈ H we have
S(au) = S−1(S2(au)) = S−1(ua),
so for any v ∈ V we have
(au ⊲ f)(v) = f(S(au) ⊲ v)
= f(S−1(ua) ⊲ v)
= (ua ◮ f)(v),
so au ⊲ f = ua ◮ f .
(b) We compute
u ⊲ (a ◮ f) = u ◮ (a ◮ f) = ua ◮ f = au ⊲ f = a ⊲ (u ⊲ f),
using (a) for the first and third equalities. Hence f 7→ u ⊲ f is a module map
∗V → V ∗.
(c) For a ∈ A and v ∈ V we have
(a ⊲ δu⊲v)(f) = δu⊲v(S(a) ⊲ f)
= (S(a) ⊲ f)(u ⊲ v)
= f(S2(a)u ⊲ v)
= f(ua ⊲ v)
= δu⊲(a⊲v)(f),
so we see that a ⊲ δu⊲v = δu⊲(a⊲v), i.e. v 7→ δu⊲v is a module map. The map is
injective, and hence bijective if V is finite-dimensional since the dimensions of
V and V ∗∗ coincide. 
Remark 2.9. The existence of left and right duals makes HModf into a rigid or
autonomous category; see, for example, Section 2.1 of [BK01] for a precise definition.
If in addition S2 is inner then part (c) of Proposition 2.8 implies that HModf is
a pivotal category in the sense of Definition 5.1 of [FY92].
2.4. Module structures on Hom(V,W ). The two actions of H on Hom(V,C)
give rise to two actions of H on the space Hom(V,W ) for V,W ∈ HMod. The
standard action is given by
(2.5) a ⊲ T = a(1)TS(a(2))
for T ∈ Hom(V,W ) and a ∈ H . It is not difficult to check directly that (2.5) defines
an action of H . However, the definition can be better motivated by viewing the
space of linear maps as
(2.6) Hom(V,W ) ≃W ⊗ V ∗,
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where a simple tensor w ⊗ ϕ ∈W ⊗ V ∗ acts as a linear map on a vector v ∈ V by
(w ⊗ ϕ)(v) = wϕ(v).
Note that we have written the scalar on the right here. Then it is straightforward
to see that
[a ⊲ (w ⊗ ϕ)](v) = [(a(1) ⊲ w)⊗ (a(2) ⊲ ϕ)](v)
= (a(1) ⊲ w)(a(2) ⊲ ϕ)(v)
= a(1) ⊲ [wϕ(S(a(2)) ⊲ v)]
= [a(1)(w ⊗ ϕ)S(a(2))](v),
which explains (2.5).
Remark 2.10. We should note that the decomposition (2.6) holds only when at
least one of V and W is finite-dimensional. In general there is an injective linear
map W ⊗ V ∗ → Hom(V,W ) whose range consists of all finite-rank operators. The
point here is that we only use the correspondence (2.6) heuristically; the action
(2.5) is well-defined no matter whether V or W is finite-dimensional. The same
remarks apply to the decomposition (2.8) and the action (2.9) below as well.
In order to get the tensor product action to agree with (2.5) it was essential that
we used V ∗ rather than ∗V in the decomposition (2.6). Also note that the order
of the two factors in this decomposition was arranged so that evaluation of linear
maps on vectors is given by
(2.7) idW ⊗ evV :W ⊗ V
∗ ⊗ V →W,
which itself is a morphism of modules. We prove this in general (i.e. for modules
which are not necessarily finite-dimensional) in Proposition 2.15.
This tells us how we can get another canonical action of H on Hom(V,W ); we
exchange ∗V for V ∗ and swap the order of the factors. Thus we write
(2.8) Hom(V,W ) ≃ ∗V ⊗W,
with the action of a simple tensor ϕ⊗ w ∈ ∗V ⊗W on v ∈ V defined by
(ϕ⊗ w)(v) = ϕ(v)w.
Remark 2.11. If we were bolder we would write v on the left of ϕ ⊗ w in the
preceding display, but as the overwhelming convention is to write functions to the
left of their arguments, we seem to be stuck with the current clunky formulation.
In any case, the decomposition (2.8) allows us to define another action of H on
Hom(V,W ), which we denote using the symbol ◮. For a ∈ H , ϕ ⊗ w ∈ ∗V ⊗W
and v ∈ V , the tensor product action gives
[a ◮ (ϕ⊗ w)](v) = [(a(1) ◮ ϕ)⊗ (a(2) ⊲ w)](v)
= (a(1) ◮ ϕ)(v)a(2) ⊲ w
= a(2) ⊲ [ϕ(S
−1(a(1)) ⊲ v)w]
= [a(2)(ϕ⊗ w)S
−1(a(1))](v).
Hence for T ∈ Hom(V,W ) the action ◮ of H is given by
(2.9) a ◮ T = a(2)TS
−1(a(1)).
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Definition 2.12. For V,W ∈ HMod, we define Homℓ(V,W ) to be the linear space
Hom(V,W ) with the action ⊲ given by (2.5), and we call this the left Hom-space. We
define Homr(V,W ) to be the linear space Hom(V,W ) with the action ◮ given by
(2.9), and we call this the right Hom-space. When V = W , we denote Homℓ(V, V )
and Homr(V, V ) by Endℓ(V ) and Endr(V ), respectively.
We now formalize the statements made in Remark 2.10:
Proposition 2.13. Let V,W ∈ HMod.
(a) The map W ⊗ V ∗ → Homℓ(V,W ) given by (w ⊗ ϕ)(v) = wϕ(v) for v ∈ V ,
w ∈ W , and ϕ ∈ V ∗ is an injective module map. It is an isomorphism if V
and W are finite-dimensional.
(b) The map ∗V ⊗W → Homr(V,W ) given by (ϕ ⊗ w)(v) = ϕ(v)w for v ∈ V ,
w ∈ W , and ϕ ∈ V ∗ is an injective module map. It is an isomorphism if V
and W are finite-dimensional.
Proof. The proofs that these are module maps are exactly the displayed com-
putations immediately preceding Remark 2.10 and Definition 2.12, respectively.
Injectivity is straightforward, and then these maps are isomorphisms for finite-
dimensional modules just by a dimension count. 
Remark 2.14. As with duals, there is a simple way to to remember which is the
left Hom-space and which is the right. The left Hom-space Homℓ(V,W ) goes to the
left of V in the evaluation map, and it is constructed using the left dual of V . The
right Hom-space Homr(V,W ) goes to the right of V in the evaluation map, and it
is constructed using the right dual of V . This is encapsulated in:
Lemma 2.15. For V,W ∈ HMod, we have
(a) The evaluation map Homℓ(V,W ) ⊗ V → W given by T ⊗ v 7→ T (v) is a mor-
phism of H-modules.
(b) The evaluation map V ⊗ Homr(V,W ) → W given by v ⊗ T 7→ T (v) is a
morphism of H-modules.
Proof. We do part (a) only; part (b) is similar. For finite-dimensional modules the
result follows from Equation (2.7). We now give a direct proof which works for
arbitrary modules. Denoting the evaluation map by ev, for a ∈ H we have
ev (a ⊲ (T ⊗ v)) = ev
(
(a(1) ⊲ T )⊗ (a(2) ⊲ v)
)
= a(1) ⊲ T (S(a(2))a(3) ⊲ v)
= a(1) ⊲ T (ε(a(2))v)
= a ⊲ (Tv)
= a ⊲ ev(T ⊗ v). 
An element v of an H-module V is called invariant if a⊲v = ε(a)v for all a ∈ H .
The submodule of invariant elements is denoted by V H . For the standard action
(2.5) of H on Hom(V,W ), it is well-known that the invariant elements are precisely
the H-module maps. It is therefore natural to ask what the invariants are for the
action (2.9). It turns out that they are the same:
Proposition 2.16. For V,W ∈ HMod we have
Homℓ(V,W )
H = HomH(V,W ) = Homr(V,W )
H .
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Proof. First suppose that T is a module map. Then for a ∈ H we have
a ⊲ T = a(1)TS(a(2)) = a(1)S(a(2))T = ε(a)T,
and similarly we see that
a ◮ T = a(2)TS
−1(a(1)) = a(2)S
−1(a(1))T = ε(a)T ;
the last equality follows since S(a(2)S
−1(a(1))) = a(1)S(a(2)) = ε(a).
Now suppose that T ∈ Homℓ(V,W )
H . Using part (a) of Lemma 2.15, for v ∈ V
we have
a ⊲ (T (v)) = (a(1) ⊲ T )(a(2) ⊲ v)
= ε(a(1))T (a(2) ⊲ v)
= T (a ⊲ v).
Similarly, if T ∈ Homr(V,W )
H , we have using part (b) of Lemma 2.15 that
a ⊲ (T (v)) = (a(2) ◮ T )(a(1) ⊲ v)
= ε(a(2))T (a(1) ⊲ v)
= T (a ⊲ v). 
3. Antilinear maps and the conjugation functor on CVect
While our main goal is to describe complex conjugates of modules for Hopf ∗-
algebras, these notions also make sense for vector spaces over C. Actually vector
spaces are just the special case of modules over the Hopf ∗-algebra C itself, but
anyway. . .
Here we set out the basics of complex conjugate linear algebra before moving
on to study modules in Section 4. We begin with some elementary remarks on
antilinear maps. Then we introduce the complex conjugation functor, our main
technical tool in what follows. We show that the conjugation functor allows anti-
linear maps to be interpreted naturally as linear ones. Finally we discuss several
natural constructions in CVect and examine their interactions with conjugation.
We emphasize the functorial nature of the constructions throughout.
3.1. Elementary remarks on antilinear maps. When doing linear algebra over
C, one often encounters the notion of an antilinear map between vector spaces. A
trivial example is the map λ 7→ λ of C to itself. A less trivial example is the map
T 7→ T ∗, where T is a linear map between complex inner product spaces. Another
example is a complex inner product itself, which is antilinear in the first variable.
While these maps are generally not difficult to deal with on their own, the
framework of complex conjugate linear algebra allows us to understand antilinear
maps while working within CVect, at the cost of some added complexity (pun
intended).
Definition 3.1. Let V,W ∈ CVect. We say that a function T : V → W is
antilinear if
T (αu+ βv) = αT (u) + βT (v)
for α, β ∈ C and u, v ∈ V . If T is bijective then we say that T is an anti-
isomorphism; an anti-isomorphism of V with itself will be called an anti-automorphism.
We denote the collection of antilinear maps from V to W by cHom(V,W ).
∗-STRUCTURES ON MODULE-ALGEBRAS 9
Lemma 3.2. (a) For V,W ∈ CVect, the set cHom(V,W ) is a subspace of the
vector space of all functions from V to W .
(b) The composition of two antilinear maps is linear. The composition of an anti-
linear map and a linear map, in either order, is antilinear.
Proof. Straightforward. 
Remark 3.3. While the proof of Lemma 3.2 is trivial, there is some nontrivial
content. While it is clear how to define addition in cHom(V,W ), there is some choice
in the definition of scalar multiplication. If we defined instead (λT )(v) = λT (v),
this would give us a vector space structure different from that defined in Lemma
3.2. The key observation is that there is a natural vector space structure on the set
of all (not necessarily linear) functions from V to W ; viewing cHom(V,W ) inside
this space allows us to choose naturally between the two options.
We would like to be able to interpret cHom(V,W ) as a Hom-set in CVect. A
priori this is not possible due to the banal fact that antilinear maps are not linear.
In §3.2 we introduce the complex conjugation functor, which is our main technical
tool in the rest of this text. This will allow us to interpret antilinear maps naturally
as linear ones.
3.2. The conjugation functor.
Definition 3.4. For V ∈ CVect, we define the complex conjugate vector space of
V or just complex conjugate of V to be the complex vector space V consisting of
formal symbols cV (v) = v for v ∈ V with addition and scalar multiplication given
by
(3.1) v + w = v + w, λ · v = λv
for v, w ∈ V, λ ∈ C, respectively. Equivalently, we can define the operations in V
by declaring the map cV : V → V given by v 7→ v = cV (v) to be an antilinear
bijection.
For a linear map T : V → W , we define the complex conjugate of T to be the
map T : V → W given by T (v) = T (v) for v ∈ V , i.e. T = cW ◦ T ◦ c
−1
V . In other
words, T is the unique map making the diagram
(3.2)
V
T
−−−−→ W
cV
y ycW
V −−−−→
T
W
commute. It follows from Lemma 3.2 that T is linear.
Remark 3.5. The map cV is an isomorphism of the underlying real vector spaces
of V and V . Although V and V are isomorphic as complex vector spaces since
their dimensions are the same, there is in general no natural isomorphism. The
exception is the ground field C, as we will see below in Lemma 3.10.
We emphasize that T is the unique linear map making (3.2) commute; this
follows immediately from the fact that cV and cW are bijective.
Note also that the map T 7→ T is itself an antilinear map since
λT = cW ◦ (λT ) ◦ c
−1
V = λ · cW ◦ T ◦ c
−1
V = λ · T .
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Notation 3.6. We generally use the notation v rather than the more cumbersome
cV (v) except in the following two situations when confusion may arise from doing
so.
The first possible source of confusion is when V = C, where λ may refer either
to the element cC(λ) ∈ C or to the complex conjugate element λ ∈ C. We show in
Lemma 3.10 that C is naturally isomorphic to C and that cC(λ) is identified with
λ.
The second possible source of confusion occurs when discussing linear maps. We
have seen that we can define the complex conjugate of a linear map T : V → W ;
the symbol T can then refer either to the conjugate map T : V → W or to the
element cHom(V,W )(T ) of Hom(V,W ). We show in Proposition 4.10 that there is a
natural way to identify T with cHom(V,W )(T ).
Nevertheless, we will explicitly say what we mean whenever the notation may
cause confusion.
Lemma 3.7. Complex conjugation is a functor from the category CVect to itself.
That is, for V,W,X ∈ CVect and linear maps U : V → W and T : W → X we
have
(a) idV = idV .
(b) T ◦ U = T ◦ U .
Proof. (a) According to (3.2) we have
V V
V V
idV
cV cV
idV
which proves the claim.
(b) Using (3.2) twice we have
V W X
V W X
U
cV
T
cW cX
U T
so we see that T ◦ U : V → X is a linear map which fulfils the uniqueness
criterion discussed in Remark 3.5, and hence T ◦ U = T ◦ U . 
The next proposition allows us to view antilinear maps as linear ones, as men-
tioned in Remark 3.3. In order to state the result properly, note that the functor
taking a pair of vector spaces (V,W ) to cHom(V,W ) is contravariant in V and
covariant in W : given linear maps U : V ′ → V and R : W → W ′, the map
cHom(V,W )→ cHom(V ′,W ′) is given by T 7→ R ◦ T ◦ U , i.e.
cHom(U,R) :
(
V
T
−→W
)
7→
(
V ′
U
−→ V
T
−→W
R
−→W ′
)
.
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Similarly the functor taking (V,W ) to Hom(V ,W ) is contravariant in V and covari-
ant in W : for linear maps U : V ′ → V and R : W → W ′, the map Hom(V ,W )→
Hom(V ′,W ′) is given by
Hom(U,R) :
(
V
T
−→W
)
7→
(
V ′
U
−→ V
T
−→W
R
−→W ′
)
.
Proposition 3.8. For V,W ∈ CVect, the map
ΨVW : cHom(V,W )→ Hom(V ,W )
given by T 7→ T ◦ c−1V is a linear isomorphism. If T is an antilinear isomorphism
then ΨVW (T ) is a linear isomorphism. The collection of isomorphisms (ΨVW )
is a natural transformation in the sense that for linear maps U : V ′ → V and
R :W → W ′, the following diagram commutes:
(3.3)
cHom(V,W )
cHom(U,R)
−−−−−−−→ cHom(V ′,W ′)
ΨVW
y yΨV ′W ′
Hom(V ,W ) −−−−−−−→
Hom(U,R)
Hom(V ′,W )
Remark 3.9. The definition of ΨVW is best captured by a diagram. For an
antilinear map T : V →W , the linear map ΨVW (T ) is the unique map making the
following diagram commute:
V W
V
T
cV
ΨVW (T )
In fancy terms, this proposition states that for a fixed V ∈ CVect, the pair
(V , (ΨV−)) represents the covariant functor cHom(V,−).
Proof of Proposition 3.8. The image of ΨVW lands in Hom(V ,W ) since the compo-
sition of two antilinear maps is linear. The inverse of ΨVW is given by T 7→ T ◦ cV ,
so indeed ΨVW is an isomorphism. Since cV is bijective, we see that ΨVW (T ) is
bijective if and only if T is. The naturality statement (3.3) follows from commuta-
tivity of the diagram
V ′ V W W ′
V ′ V
U
cV ′
T
cV
R
U
ΨVW (T )

3.3. Further properties of the conjugation functor. In this subsection we
examine how the conjugation functor interacts with some natural constructions in
CVect. We show also that conjugation is an autoequivalence of CVect and that its
square is naturally isomorphic to the identity functor. We begin by showing that
C is naturally isomorphic to its own conjugate. Our main tool in this subsection
will be Proposition 3.8.
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Lemma 3.10. Let (λ 7→ λ) ∈ cHom(C,C) be the usual complex conjugation map
from C to itself. Then γ = ΨCC(λ 7→ λ) ∈ Hom(C,C) is a linear isomorphism.
Explicitly, γ is given by γ(cC(λ)) = λ.
Proof. Straightforward. 
The analogue of Lemma 3.10 holds for any complex vector space with an anti-
linear automorphism. Of course, any vector space has such an anti-automorphism
if one fixes a basis; the point is that the anti-automorphism of C is canonical.
Lemma 3.11. The map σV : V → V given by v 7→ v is a linear isomorphism.
Given a linear map T : V →W , the following diagram commutes:
(3.4)
V
T
−−−−→ W
σV
y yσW
V −−−−→
T
W
Proof. Note that σV = (cV ◦cV )
−1 = ΨV V (c
−1
V ); since both cV and cV are antilinear
isomorphisms, σV is a linear isomorphism. Commutativity of (3.4) follows from
commutativity of the diagram
V
cV−−−−→ V
cV−−−−→ V
T
y Ty Ty
W −−−−→
cW
W −−−−→
cW
W

Proposition 3.12. The conjugation functor is an autoequivalence of CVect whose
quasi-inverse is itself. The conjugation functor is exact.
Proof. Lemma 3.11 shows that the square of the conjugation functor is naturally
isomorphic to the identity functor of CVect. Exactness holds because any equiva-
lence of abelian categories is exact. 
Lemma 3.13. Let V = (Vj)j∈J be any family of vector spaces. Then the map
πV :
⊕
j∈J
Vj →
⊕
j∈J
Vj
given by
πV
(
(vj)j∈J
)
= (vj)j∈J
is a linear isomorphism. If W = (Wj)j∈J is another family of vector spaces indexed
by J and if (Tj : Vj →Wj)j∈J is a family of linear maps, then the diagram
(3.5)
⊕
j∈J Vj
TV−−−−→
⊕
j∈J Wj
πV
y yπW⊕
j∈J Vj −−−−→
TV
⊕
j∈J Wj
commutes, where TV = ⊕j∈JTj and TV = ⊕j∈JTj.
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Proof. Note that πV = Ψ⊕jVj ,⊕jVj (⊕jcVj ). Since ⊕jcVj is an antilinear isomor-
phism, it follows from Proposition 3.8 that πV is a linear isomorphism. Commuta-
tivity of (3.5) is straightforward. 
Remark 3.14. We may well ask about the interaction of complex conjugation
with several other natural constructions in CVect, namely duals, tensor products,
and Hom. We defer discussion of these constructions to later sections because
of additional complications which are introduced when working with H-modules
rather than vector spaces.
4. Complex conjugation of modules
In this section H is a fixed Hopf ∗-algebra. We define complex conjugation of
H-modules and define the concept of an anti-module map. We show how complex
conjugation interacts with tensor products and duals of modules and we examine
the complex conjugates of Hom-spaces also. We discuss how the results of Section
3 extend to H-modules.
4.1. The conjugation functor on HMod. If H is a Hopf algebra over C then
HMod is a subcategory of CVect. It is therefore natural to ask whether the
complex conjugation functor restricts to an endofunctor on HMod. This boils
down to two questions: first, whether we can define a module structure on V for
V ∈ HMod; and second, whether complex conjugates of module maps are again
module maps. The fact that H is a Hopf ∗-algebra allows us to answer these
questions affirmatively.
Definition 4.1. Given any module V ∈ HMod, we define its complex conjugate
module to be the complex conjugate vector space V with action given by
(4.1) a ⊲ v = S(a)∗ ⊲ v, or equivalently a ⊲ cV (v) = cV (S(a)
∗ ⊲ v)
for a ∈ H and v ∈ V .
Remark 4.2. It is straightforward to check that (4.1) defines an action of H on
V ; for the sake of completeness we carry out this computation in the proof of
Proposition 4.3. It is interesting to note that, except for interchanging the order
of the antipode and the ∗-operation, this is essentially the only the choice for a
module structure on V : the ∗ is necessary in order to keep the operation of a on v
linear in a, but since the ∗ reverses products, the S is required also to make V into
a left module.
If we instead switched the order of the S and the ∗ in (4.1), we would have an
analogous concept. More precisely, we would define V˜ to be V as a complex vector
space, with the H-action given by a ⊲ v˜ = ˜S(a∗) ⊲ v for a ∈ A and v ∈ V . Certainly
all of the following theory could be developed in that framework, and while it does
not appear that there is a natural transformation which directly connects these two
complex conjugation functors, there are some relationships between them.
First, we claim that (V˜ )∗ ≃ ∗V . Indeed, note that the underlying complex vector
space of each of these modules is just Hom(V ,C). Then for f ∈ Hom(V ,C) and
v ∈ V , we have
(a ⊲ f)(v˜) = f(S(a) ⊲ v˜) = f( ˜S(S(a)∗) ⊲ v) = f(a˜∗ ⊲ v),
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while on the other hand we have
(a ◮ f)(v) = f(S−1(a) ⊲ v) = f(a∗ ⊲ v),
so the identity map on the underlying vector space Hom(V ,C) in fact is an isomor-
phism of modules (V˜ )∗ ≃ ∗V .
Also we can consider the modules V˜ and V˜ . For v ∈ V and a ∈ A, in the former
module we have
a ⊲ v˜ = ˜S(a∗) ⊲ v = ˜S2(a∗)∗ ⊲ v = ˜S−2(a) ⊲ v,
while in the latter we get
a ⊲ v˜ = S(a)∗ ⊲ v˜ = ˜S2(a) ⊲ v.
Thus the two actions are related by the automorphism S4 of H . Hence if S4 is an
inner automorphism, the two modules are isomorphic, while if S2 is an inner auto-
morphism then both modules are isomorphic to V (and hence the two conjugation
functors are quasi-inverse to one another). As mentioned above, if H is quasitrian-
gular then in fact S2 is inner. In general, however, this is not the case, although in
some situations S4 is “almost inner” in a certain sense, and this may allow one to say
more about the relationship between the modules V˜ and V˜ . For finite-dimensional
Hopf algebras the result on S4 is due to Radford [Rad76], extending a result of
Larson; for various generalizations to different classes of infinite-dimensional Hopf
algebras one can see [BBT07], [BB09], and references therein.
Proposition 4.3. Let V,W ∈ HMod.
(a) Equation (4.1) defines an action of H on V , i.e. V ∈ HMod.
(b) If T : V →W is a module map, then T : V →W is also a module map.
(c) Complex conjugation is an endofunctor of HMod.
Proof. (a) It is clear that the action is linear in H and in v. We just check that it
is compatible with multiplication in H . For a, b ∈ H and v ∈ V we have
a ⊲ (b ⊲ v) = a ⊲ S(b)∗ ⊲ v
= S(a)∗ ⊲ (S(b)∗ ⊲ v)
= (S(a)∗S(b)∗) ⊲ v
= (S(b)S(a))∗ ⊲ v
= S(ab)∗ ⊲ v
= (ab) ⊲ v.
(b) For v ∈ V and a ∈ H we have
T (a ⊲ v) = T (S(a)∗ ⊲ v)
= T (S(a)∗ ⊲ v)
= S(a)∗ ⊲ T (v)
= a ⊲ T (v)
= a ⊲ (T (v))
Thus T is a module map.
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(c) We know already from Lemma 3.7 that complex conjugation takes identities
to identities and preserves composition. By part (b) it takes module maps to
module maps, so it defines a functor from HMod to itself. 
4.2. Antimodule maps. In Section 3 we defined antilinear maps and introduced
complex conjugation of vector spaces as a way to turn antilinear maps into linear
ones. Here we do the opposite: having defined complex conjugation of modules,
we use this to motivate the definition of antimodule maps. We then show that
complex conjugation of modules turns antimodule maps into module maps, as one
would hope. This will prove useful later on when we show how the results of Section
3 extend to the category of H-modules.
Definition 4.4. Let V,W ∈ HMod. We say that a function T : V → W is an
antimodule map if T is antilinear and satisfies
T (a ⊲ v) = S(a)∗ ⊲ T (v)
for all a ∈ H and v ∈ V . We denote the collection of antimodule maps from V to
W by cHomH(V,W ).
Of course, the prototype for the definition of an antimodule map is cV : V → V .
The analogue of Lemma 3.2 (b) holds:
Lemma 4.5. The composition of two antimodule maps is a module map. The com-
position of an antimodule map and a module map, in either order, is an antimodule
map.
Proof. Straightforward. 
Proposition 4.6. Let V,W ∈ HMod. Then the linear isomorphism ΨVW from
Proposition 3.8 restricts to an isomorphism
ΨVW : cHomH(V,W )→ HomH(V ,W ).
The analogue of the naturality statement (3.3) holds with respect to module maps
S : V ′ → V and R :W → W ′.
Proof. Since cV is an antimodule map, Lemma 4.5 implies that ΨVW carries anti-
module maps to module maps. The inverse of ΨVW is given by T 7→ T ◦ cV . The
naturality statement is immediate from (3.3). 
Proposition 4.7. Let V and W be objects in HMod and let V = (Vj)j∈J be a
family of objects in HMod.
(a) The map γ : C→ C from Lemma 3.10 is a module isomorphism.
(b) The map σV : V → V from Lemma 3.11 is a module isomorphism.
(c) The map πV :
⊕
j∈J Vj →
⊕
j∈J Vj from Lemma 3.13 is a module isomorphism.
Proof. We have already shown that γ, σV , and πV are linear isomorphisms in Section
3, so it is only left to show that they are morphisms of modules. Since these maps
are all constructed from antilinear maps using the natural isomorphisms Ψ, our
strategy is to show that these antilinear maps are actually antimodule maps; then
the result will follow from Proposition 4.6.
(a) For a ∈ H and λ ∈ C we have
a ⊲ λ = ε(a)λ = ε(S(a)) · λ = ε(S(a)∗)λ = S(a)∗ ⊲ λ,
so λ 7→ λ is an antimodule map. Hence γ = ΨCC(λ 7→ λ) is a module map.
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(b) Since cV is an antimodule map, σV = ΨV V (c
−1
V ) is a module map.
(c) Each cVj is an antimodule map, so⊕jcVj is as well. Hence πV = Ψ⊕jVj ,⊕jVj (⊕jcVj )
is a module map. 
4.3. Conjugation of tensor products. In this subsection we show that complex
conjugation reverses the order of tensor products of modules.
Proposition 4.8. Given any modules V,W ∈ HMod, the map ρVW : V ⊗W →
W ⊗ V given by v ⊗ w 7→ w ⊗ v is an isomorphism of H-modules. Given module
maps S :W → Y and T : X → Z, the diagram
(4.2)
W ⊗X
S⊗T
−−−−→ Y ⊗ Z
ρWX
y yρY Z
X ⊗W −−−−→
T⊗S
Z ⊗ Y
commutes. Furthermore, for any U, V,W in HMod, the diagram
(4.3)
U ⊗ V ⊗W
ρU,V⊗W
−−−−−→ V ⊗W ⊗ U
ρU⊗V,W
y yρVW⊗idU
W ⊗ U ⊗ V −−−−−−−→
idW ⊗ρUV
W ⊗ V ⊗ U
commutes.
Proof. Our goal is to show that η : v ⊗ w 7→ w ⊗ v is an antimodule map; then
it will follow from Proposition 4.6 that ρVW = ΨV⊗W,W⊗V (η) is a module map.
Noting that ∆(S(a)∗) = S(a(2))
∗ ⊗ S(a(1))
∗, we have
η(a ⊲ v ⊗ w) = η(a(1) ⊲ v ⊗ a(2) ⊲ w)
= a(2) ⊲ w ⊗ a(1) ⊲ v
= (S(a(2))
∗ ⊲ w)⊗ (S(a(1))
∗ ⊲ v)
= S(a)∗ ⊲ η(v ⊗ w),
so η is an antimodule map, as claimed. It is clear that ρVW is a linear isomorphism
and that (4.2) and (4.3) commute. 
4.4. Conjugation of duals. It is natural to ask whether (left or right) dualization
commutes with complex conjugation of modules. It turns out that the situation is
slightly subtler than that. In fact, complex conjugation intertwines left and right
duals, i.e. V ∗ ≃ ∗V . This can be seen as follows. Consider the evaluation pairing
evV : V
∗⊗V → C. Taking the complex conjugate of this map, composing with the
isomorphism γ : C→ C, and precomposing with the isomorphism ρ−1V ∗V of V ⊗ V
∗
with V ∗ ⊗ V gives
γ ◦ evV ◦ ρ
−1
V ∗V : V ⊗ V
∗ → C;
thus V ∗ plays the role of the right dual of V . We formalize this as follows:
Proposition 4.9. Let V,W ∈ HMod.
(a) The map bV : V
∗ → ∗V given by
bV (f)(v) = f(v)
is a bijective antimodule map.
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(b) The map βV : V ∗ →
∗V given by
βV = ΨV ∗,∗V (bV )
is an isomorphism of modules.
(c) For any module map T : V →W , the following diagram commutes:
(4.4)
W ∗
T tr
−−−−→ V ∗
βW
y yβV
∗W −−−−→
T
tr
∗V
(d) The collection of maps (βV ) is a natural equivalence of the (contravariant) end-
ofunctors of HMod given by left dual followed by conjugation, and conjugation
followed by right dual, respectively.
Proof. (a) Note first that bV (f) = (λ 7→ λ) ◦ f ◦ c
−1
V , where λ 7→ λ is the complex
conjugation map of C to itself. This shows both that bV (f) is a linear functional
on V and that bV itself is an antilinear map. The inverse of bV is given by
g 7→ (λ 7→ λ) ◦ g ◦ cV , so bV is bijective. Thus we just need to show that bV is
an antimodule map. For f ∈ V ∗, v ∈ V , and a ∈ H we have
(a ◮ bV (f))(v) = bV (f)(S
−1(a) ⊲ v)
= bV (f)(a∗ ⊲ v)
= f(a∗ ⊲ v)
= (S−1(a∗) ⊲ f)(v)
= bV (S(a)
∗ ⊲ f)(v),
so a ◮ bV (f) = bV (S(a)
∗ ⊲ f). Hence bV is an antimodule map.
(b) Immediate from (a) together with Proposition 4.6.
(c) Straightforward.
(d) Immediate from (b) and (c). 
4.5. Conjugation of Hom’s. The fact that conjugation switches left and right du-
als implies also that conjugation switches left and right Hom-spaces. Heuristically,
we have
Homℓ(V,W ) ≃W ⊗ V ∗ ≃ V ∗ ⊗W ≃
∗V ⊗W ≃ Homr(V ,W ),
where the first isomorphism comes from the decomposition (2.6), the second from
Proposition 4.8, the third from Proposition 4.9, and the last from (2.8). As we noted
in Remark 2.10, these tensor product decompositions of the Hom-spaces are valid
only when at least one of V and W is finite-dimensional. However, the following
results are valid for all modules since they refer only to actions on Hom-spaces and
not to the tensor product decompositions.
Proposition 4.10. Let V,W ∈ HMod.
(a) The map bV : Homℓ(V,W )→ Homr(V ,W ) given by
bV (T ) = T
is a bijective antimodule map.
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(b) The map βV : Homℓ(V,W )→ Homr(V ,W ) given by
βV = ΨHomℓ(V,W ),Homr(V ,W )(bV )
is an isomorphism of modules. On elements βV is given by
βV (cHomℓ(V,W )(T )) = T .
Proof. (a) Note first that bV (T ) = cW ◦ T ◦ c
−1
V . This shows both that bV (T ) is a
linear map V →W and that bV itself is an antimodule map. The inverse of bV
is given by U 7→ c−1W ◦U ◦ cV , so bV is bijective. Thus we just need to show that
bV is an antimodule map. For T ∈ Hom(V,W ), v ∈ V , and a ∈ H we have
(a ◮ T )(v) = a(2) ⊲ (T (S
−1(a(1)) ⊲ v))
= a(2) ⊲ (T (a
∗
(1) ⊲ v))
= a(2) ⊲ T (a
∗
(1) ⊲ v)
= S(a(2))∗ ⊲ T (a
∗
(1) ⊲ v)
= (S(a)∗ ⊲ T )(v)
= (S(a)∗ ⊲ T )(v),
so we see that
a ◮ bV (T ) = a ◮ T = S(a)∗ ⊲ T = bV (S(a)
∗ ⊲ T )
and hence bV is an antimodule map.
(b) Follows immediately from (a) together with Proposition 4.6. 
Remark 4.11. Part (b) of Proposition 4.10 realizes the identification of the linear
map T with the abstract element cHom(V,W )(T ) that we promised in the discussion
immediately preceding Lemma 3.7.
5. Complex conjugation of algebras
In this section we look at algebras in the category HMod and we show that the
complex conjugate of an algebra is again an algebra. We examine tensor algebras of
modules in this light and show that for a module V , both T (V ) and T (V ) satisfy a
universal property with respect to lifting of antimodule maps from V into algebras
in HMod.
For an introduction to module-algebras over a Hopf algebra one can see Section
1.3.3 of [KS97] or Section 4.1.C of [CP95]; a much deeper treatment can be found
in Chapter 4 of [Mon93].
5.1. The complex conjugate of an algebra. Recall that an H-module algebra
is a C-algebra (A,m, u), where A ∈ HMod and m : A⊗A→ A and u : C→ A are
morphisms in HMod. We will generally just say that A is an algebra in HMod
and refer to the maps m and u explicitly only when necessary; we write the product
as m(x ⊗ y) = xy and the unit as u(1C) = 1A. In terms of elements, the fact that
m and u are module maps means that for a ∈ H and x, y ∈ A we have
(5.1) a ⊲ (xy) = (a(1) ⊲ x)(a(2) ⊲ y) and a ⊲ 1A = ε(a)1A.
If A and B are algebras in HMod, then we say that f : A → B is a morphism
of module-algebras or a module-algebra morphism if f is simultaneously a module
map and an algebra homomorphism.
∗-STRUCTURES ON MODULE-ALGEBRAS 19
Proposition 5.1. (a) If (A,m, u) is an algebra in HMod then (A,mA, uA) is an
algebra in HMod with the structure maps given by
uA = u ◦ γ
−1, mA = m ◦ ρ
−1
AA,
where γ : C → C and ρAA : A⊗A → A ⊗ A are the isomorphisms from
Proposition 4.7 (a) and Proposition 4.8, respectively.
(b) If f : A → B is a morphism of module-algebras, then f : A → B is also a
morphism of module-algebras.
(c) Complex conjugation is an endofunctor of the category of H-module algebras
with module-algebra morphisms.
Remark 5.2. Unwinding the definition of the multiplication in A, we see that for
a, b ∈ A we have
a · b = mA(a⊗ b) = m(b ⊗ a) = m(b ⊗ a) = ba;
this implies that
1A · a = a · 1A = a
and similarly a · 1A = a. To summarize, in the conjugate algebra A we have
(5.2) a · b = ba and 1A = 1A.
Proof of Proposition 5.1. (a) By Proposition 4.3, both m and u are module maps.
Then mA and uA are both module maps, as they are compositions of module
maps. We just need to verify that mA and uA satisfy the associativity and unit
laws. But this is clear from (5.2).
(b) We already know that f is a module morphism by Proposition 4.3, so we just
need to check that it is an algebra homomorphism. For a, b ∈ A we have
f(a · b) = f(ba)
= f(ba)
= f(b)f(a)
= f(a) · f(b)
= f(a) · f(b),
so f is multiplicative. We have also
f(1A) = f(1A) = f(1A) = 1B = 1B,
so f is unital, and hence is an algebra homomorphism.
(c) Follows immediately from (a) and (b) since we already know that conjugation
respects identity maps and composition. 
We now investigate some properties of morphisms of module-algebras and the
corresponding conjugate-linear notions. For this we need the following:
Definition 5.3. If A and B are algebras in HMod then we say that a function
f : A→ B is an antimodule-algebra morphism if f is simultaneously an antimodule
map, f(ab) = f(b)f(a) for all a, b ∈ A, and f(1A) = 1B.
Lemma 5.4. Let A and B be algebras in HMod.
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(a) The composition of two antimodule-algebra morphisms is a module-algebra mor-
phism. The composition of an antimodule-algebra morphism and a module-
algebra morphism, in either order, is an antimodule-algebra morphism.
(b) The map cA : A→ A is an antimodule-algebra morphism.
(c) If f : A→ B is an antimodule map, then f is an antimodule-algebra morphism
if and only if ΨAB(f) : A→ B is a module-algebra morphism.
Proof. (a) Straightforward.
(b) We have cA(1A) = 1A = 1A, and for a, b ∈ A we have
cA(ab) = ab = ba = cA(b)cA(a).
(c) Since ΨAB(f) = f ◦ c
−1
A , the result follows immediately from parts (b) and (c).

Corollary 5.5. The morphism γ : C→ C from Lemma 3.10 is an isomorphism of
module-algebras.
Proof. Since γ = ΨCC(λ 7→ λ), this follows from Lemma 5.4 (c) and the observation
that λ 7→ λ is an antimodule-algebra morphism. 
Corollary 5.6. If A is an algebra in HMod then the map σA : A→ A introduced
in Lemma 3.11 is an isomorphism of module-algebras.
Proof. We know that σA is a linear isomorphism from Lemma 3.11 and that it is
a module map by Proposition 4.7. Since σA = c
−1
A ◦ c
−1
A
, we have that σA is a
morphism of module-algebras from parts (a) and (b) of Lemma 5.4. 
5.2. The complex conjugate of the tensor algebra. For V in HMod, the
tensor algebra of V is defined to be
T (V ) =
∞⊕
n=0
V ⊗n,
where by definition V ⊗0 = C (with H-action given by the counit), and all of the
tensor products are taken over C. We denote by ιV the canonical injection of V
into T (V ), and note that ιV is a module map. We denote homogeneous elements
of T (V ) by v1 . . . vn rather than v1 ⊗ · · · ⊗ vn in order to save space.
Our goal is to show that there is a natural isomorphism of module-algebras
between T (V ) and T (V ). In order to do so, we begin with a discussion on the
universal mapping property of the tensor algebra. Although the following result is
well-known, we include the formal statement and proof for the sake of completeness.
Lemma 5.7. Let V ∈ HMod and let T (V ) be defined as above.
(a) T (V ) is an algebra in HMod with multiplication given by concatenation of
tensors and the unit C→ T (V ) given by the isomorphism C ≃ V ⊗0.
(b) For any algebra A in HMod and any module map f : V → A, there is a unique
morphism of module-algebras f˜ : T (V )→ A such that f˜ ◦ ιV = f .
Proof. (a) The fact that T (V ) is an associative algebra over C is straightforward.
The crux of the matter is to show that the multiplication and unit are maps
of H-modules. For this proof only we denote the multiplication map by m :
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T (V ) ⊗ T (V ) → T (V ). For v1, . . . , vm, w1, . . . , wn ∈ V , denote v = v1 . . . vm
and w = w1 . . . wn. Then for a ∈ H we have
m(a ⊲ (v ⊗ w)) = m((a(1) ⊲ v)⊗ (a(2) ⊲ w))
= (a(1) ⊲ v1) . . . (a(m) ⊲ vm)(a(m+1) ⊲ w1) . . . (a(m+n) ⊲ wn)
= a ⊲ (v1 . . . vmw1 . . . wn)
= a ⊲ m(v ⊗ w),
so we see that all we really used was coassociativity of the comultiplication.
The fact that the unit is a module map is immediate, as the module action on
C ≃ V ⊗0 is just given by the counit of H .
(b) Fix n ≥ 0. If n = 0, define f0 : V ⊗0 → A by f0(1) = 1A. If n > 0, the map∏n
j=1 V → A given by
(v1, . . . , vn) 7→ f(v1) . . . f(vn)
is C-multilinear and hence induces a unique map fn : V ⊗n → A given by
fn(v1 . . . vn) = f(v1) . . . f(vn);
recall that we are omitting ⊗ signs inside T (V ). We claim that fn is a map of
H-modules. For a ∈ A, we have
fn(a ⊲ (v1 . . . vn)) = f
n((a(1) ⊲ v1) . . . (a(n) ⊲ vn))
= f(a(1) ⊲ v1) . . . f(a(n) ⊲ vn)
= (a(1) ⊲ f(v1)) . . . (a(n) ⊲ f(vn))
= a ⊲ (f(v1) . . . f(vn))
= a ⊲ fn(v1 . . . vn),
which verifies the claim. Finally, we define f˜ to be the direct sum of the
maps fn for n ≥ 0. It is immediate from the definition that f˜ is an algebra
homomorphism. It is also a map of H-modules since it is a direct sum of
such maps. Clearly f˜ ◦ ιV = f , and f˜ is unique with this property since ι(V )
generates T (V ) as an algebra. 
We will use similar ideas to show that T (V ) and T (V ) are isomorphic; both
of these algebras are equipped with antimodule maps from V and they satisfy a
universal mapping property with respect to algebras with antimodule maps com-
ing from V . Then the usual abstract nonsense will show that there is a unique
isomorphism between T (V ) and T (V ).
We define maps θV : V → T (V ) and ϑV : V → T (V ) by
(5.3) θV = ιV ◦ cV and ϑV = cT (V ) ◦ ιV ,
where ιV and ιV are the embeddings of V and V into T (V ) and T (V ), respectively,
as defined in the discussion at the beginning of the subsection. Both θV and ϑV
are antimodule maps by Lemma 4.5.
Proposition 5.8. Let V ∈ HMod and let θV and ϑV be as in (5.3). Let A be an
algebra in HMod and let f : V → A be an antimodule map.
(a) There is a unique module-algebra morphism fˆ : T (V )→ A such that fˆ ◦θV = f .
(b) There is a unique module-algebra morphism fˇ : T (V )→ A such that fˇ ◦ϑV = f .
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Proof. (a) By Proposition 4.6, ΨV A(f) : V → A is a module map. Then the
universal property of the tensor algebra implies that there is a unique module-
algebra morphism fˆ : T (V )→ A such that fˆ ◦ ιV = ΨV A(f). Then we have
fˆ ◦ θV = fˆ ◦ ιV ◦ cV = ΨV A(f) ◦ cV = f.
This is encapsulated in the commutativity of the diagram
A
T (V ) V
V
fˆ
f
θV
cV
ιV
ΨV A(f)
The lower left triangle commutes by definition of θV , the right-hand triangle
commutes by definition of ΨV A(f), and the large triangle commutes by the uni-
versal property of the tensor algebra. Hence the upper left triangle commutes
as well, and this shows that fˆ has the desired property.
To see that fˆ is unique, note that θV (V ) generates T (V ) as an algebra, and
the equation fˆ ◦ θV = f uniquely specifies fˆ on the generators. Since fˆ is an
algebra homomorphism, this implies that it is uniquely specified on the algebra
T (V ).
(b) By Lemma 4.5, the function cA ◦ f : V → A is a module map. The universal
property of T (V ) then gives a unique extension to a module-algebra morphism
f0 : T (V ) → A such that f0 ◦ ιV = cA ◦ f . Then f0 : T (V ) → A is a
morphism of module-algebras by Proposition 5.1 (b). We define fˇ : T (V )→ A
by fˇ = σA ◦ f0. Since σA is a module-algebra morphism by Corollary 5.6, then
fˇ is a module-algebra morphism by Lemma 5.4 (a). We have
fˇ ◦ ϑV = σA ◦ f0 ◦ cT (V ) ◦ ιV
m = σA ◦ cA ◦ f0 ◦ ιV
= c−1A ◦ cA ◦ f
= f.
This is encapsulated in the commutativity of the diagram
T (V ) A
V A
T (V ) A
f0
cT (V )
c−1
A
cA
ιV
ϑV
cA ◦ f
f
σAfˇ
f0
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The large rectangle commutes by (3.2). For the five triangles starting on
the left-hand side of the diagram and going clockwise, the reasons they com-
mute are, respectively: by definition of ϑV ; by the universal property of T (V )
(i.e. since f0 lifts cA ◦ f); trivially; by definition of σA; and by definition of
fˇ . Then the final interior triangle commutes because everything else does, and
this shows that fˇ has the desired property.
The proof of uniqueness from part (a) carries over here almost verbatim. 
Since T (V ) and T (V ) satisfy the same universal property, they are isomorphic:
Corollary 5.9. There is a unique isomorphism of module-algebras κV : T (V ) →
T (V ) such that κV (v) = v for all v ∈ V . On simple tensors κV is given by
(5.4) κV (v1 . . . vn) = vn . . . v1,
and hence the restriction of κV to V
⊗n
gives an isomorphism V
⊗n
≃ V ⊗n.
Proof. By Proposition 5.8 (a) applied to the antimodule map ϑV : V → T (V ), there
is a unique map of module-algebras κV : T (V ) → T (V ) such that κV ◦ θV = ϑV ,
i.e. such that κV (v) = v.
Applying part (b) of Proposition 5.8 to the antimodule map θV : V → T (V ) gives
a unique map of module-algebras ψV : T (V )→ T (V ) such that ψV ◦ ϑV = θV .
According to part (v) of Proposition 5.8, there is a unique morphism of module-
algebras ϑˇV : T (V )→ T (V ) such that ϑˇV ◦ ϑV = ϑV ; it is clear that ϑˇV = idT (V ).
But on the other hand, we have
(κV ◦ ψV ) ◦ ϑV = κV ◦ θV = ϑV ,
so we must have κV ◦ ψV = idT (V ) by uniqueness. Similarly we have ψV ◦ κV =
idT (V ), so both maps are isomorphisms of module-algebras.
Finally, the formula (5.4) follows immediately from the description of multipli-
cation in the conjugate of an algebra given in Remark 5.2. 
We now use Proposition 5.8 to show that T (V ) has a universal property allowing
us to lift antimodule morphisms from V to antimodule-algebra morphisms:
Proposition 5.10. Let V ∈ HMod, let A be an algebra in HMod, and let f :
V → A be an antimodule map. Then there is a unique antimodule-algebra morphism
f ♯ : T (V )→ A such that f ♯ ◦ ιV = f .
Proof. By part (b) of Proposition 5.8 implies that there is a unique homorphism
of module-algebras fˇ : T (V ) → A such that fˇ ◦ ϑV = f . Then define f
♯ by
f ♯ = fˇ ◦ cT (V ), i.e. so that the top right triangle of the diagram
T (V ) T (V )
V A
cT(V )
f♯
fˇιV
f
commutes; recall that ϑV = cT (V ) ◦ ιV . The square commutes by the defining
property of fˇ , so the lower left triangle commutes as well, i.e. we have f ♯ ◦ ιV = f .
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Then f ♯ is an antimodule-algebra morphism by Lemma 5.4, and it is unique since
it is uniquely determined on the generators ιV (V ) of T (V ). 
6. ∗-structures on modules
We now turn to the main theme of this chapter, which is ∗-structures. Although
our goal is to formulate the correct notion of a ∗-algebra in the category HMod,
it is useful to consider modules first and then extend to algebras afterward. In
Section 6.1 we begin by defining ∗-modules and ∗-morphisms. We show in Propo-
sition 6.8 that ∗-modules are the “fixed points up to homotopy” of the conjugation
functor in the sense that the conjugation functor is naturally isomorphic to the iden-
tity functor when restricted to the subcategory of HMod consisting of ∗-modules.
We then show that modules of the form V ⊗V and V ⊗V carry natural ∗-structures;
these ∗-modules will be used later in Section 8 to formulate the notion of an inner
product in our framework. We also discuss ∗-submodules and quotients.
6.1. The category HMod∗. The usual definition of a ∗-structure on, say, a com-
plex algebra A is an antilinear map ∗ : A→ A such that (a∗)∗ = a and (ab)∗ = b∗a∗.
Simply omitting the last condition then gives a reasonable definition of a ∗-structure
on a vector space. Translating this into our framework of complex conjugate mod-
ules using the map ΨV V leads to the following definition:
Definition 6.1. We say that a module V ∈ HMod is a ∗-module if V is equipped
with a module map ∗ : V → V , such that ∗ ◦ ∗ = σV V : V → V . We refer to the
map ∗ as a ∗-structure on V .
If W ∈ HMod is also a ∗-module, then we say that a linear map T : V →W is
a ∗-morphism or a ∗-map if T ◦ ∗ = ∗ ◦ T , i.e. if the following diagram commutes:
(6.1)
V
∗
−−−−→ V
T
y yT
W −−−−→
∗
W
If T is also a module map then we may refer to it as a ∗-module morphism or
∗-module map. If v ∈ V and v∗ = v then we will say that v is a self-adjoint element
or just that v is self-adjoint.
Remark 6.2. It might seem more natural for a ∗-structure on V to be a map
originating from V rather than from V . However, since a ∗-structure in the usual
formulation is an antilinear map from V to V , Proposition 4.6 tells us that Definition
6.1 is appropriate.
It follows immediately from the requirement ∗ ◦ ∗ = σV that the map ∗ itself
must be an isomorphism of modules, hence we do not require it in the definition.
Lemma 6.3. (a) For any ∗-module V , idV is a morphism of ∗-modules.
(b) The composition of two ∗-module morphisms is a ∗-module morphism.
Proof. Straightforward. 
Definition 6.4. The preceding lemma tells us that the collection of all ∗-modules
in HMod together with all ∗-module maps forms a subcategory of HMod. We
denote this category by HMod∗.
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Notation 6.5. We will mostly not need to work with more than one ∗-structure
on any given module at a time, so we generally employ the notation ∗ for all ∗-
structures we consider. If necessary we will decorate the ∗’s with labels.
If V ∈ HMod∗, we write v∗ rather than ∗(v). In this notation, the requirement
that ∗ ◦ ∗ = σV means that ((v)
∗)∗ = v for all v ∈ V . It is quite cumbersome
to carry around the ∗ in the superscript, and henceforth we will just write ∗ for
the morphism V → V as well as for its complex conjugate V → V . Thus the
condition of involutivity becomes the slightly more palatable ((v)∗)∗ = v; omitting
parentheses gives the almost satisfactory v
∗∗
= v.
We now show that out definition of a ∗-structure is equivalent to the usual
definition in terms of an involutive antilinear (antimodule) map:
Proposition 6.6. Let V,W ∈ HMod.
(a) If † : v 7→ v† is an antimodule map V → V , then ∗ = ΨV V (†) : V → V is a
∗-structure in the sense of Definition 6.1 if and only if (v†)† = v for all v ∈ V .
(b) Let † : V → V and † :W → W be involutive antimodule maps with correspond-
ing ∗-structures as in (a). Then a linear map T : V → W is a ∗-map if and
only if T (v†) = (Tv)† for all v ∈ V .
Proof. (a) From Proposition 4.6 we know that ∗ is a module map. For v ∈ V we
have
v∗ = ΨV V (†)(v) = v
†,
so v
∗
= v†. Hence
v
∗∗
= (v†)∗ = (v†)†,
so we see that v
∗∗
= σV (v) = v if and only if (v
†)† = v.
(b) On the one hand we have
T (v∗) = T (v†),
while on the other hand we have(
T (v)
)∗
=
(
Tv
)∗
= (Tv)†,
so we see that the diagram (6.1) commutes if and only if T (v†) = (Tv)†. 
Remark 6.7. The upshot of Proposition 6.6 is that we can work with involutive
antimodule maps rather than directly with Definition 6.1. This is convenient, espe-
cially in the proofs below, where this approach allows us to avoid the complication
of carrying ’s around all over the place.
Proposition 6.8. Let V,W ∈ HMod∗.
(a) The module V is a ∗-module with the ∗-structure ∗ : V → V .
(b) If T : V → W is a morphism of ∗-modules then T : V → W is a morphism of
∗-modules with respect to the ∗-structures defined in (a).
(c) Complex conjugation is an endofunctor of HMod∗, and moreover the mor-
phisms ∗ : V → V give a natural isomorphism of the complex conjugation
functor with the identity functor of HMod∗.
Proof. (a) The complex conjugate morphism ∗ : V → V is a module morphism by
Proposition 4.3. Then we have (trivially and unenlighteningly)
∗ ◦ ∗ = ∗ ◦ ∗ = σV = σV ,
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so ∗ is a ∗-structure on V .
(b) Follows immediately from taking the complex conjugate of the diagram (6.1).
(c) Since each morphism ∗ : V → V is an isomorphism, the statement is exactly
the commutativity of the diagram (6.1). 
6.2. Building up the category HMod∗. Although we have defined the category
HMod∗, we have not exhibited any modules in it. In this subsection we show that
C is a ∗-module and that we can in fact construct a large class of ∗-modules without
knowing anything about the specific Hopf ∗-algebra H that we are working with.
We also discuss direct sums and tensor products of ∗-modules.
Lemma 6.9. The map γ : C→ C is a ∗-structure on C.
Proof. Follows immediately from Proposition 6.6. 
Proposition 6.10. Let V ∈ HMod.
(a) The module V e = V ⊗ V is a ∗-module with ∗-structure given by
(v ⊗ w)∗ = w ⊗ v
for v, w ∈ V .
(b) The module eV = V ⊗ V is a ∗-module with ∗-structure given by
(v ⊗ w)∗ = w ⊗ v
for v, w ∈ V .
Proof. We show the proof for (a) only; (b) is similar. Let us define a map † : V e →
V e by
(v ⊗ w)† = w ⊗ v.
It is clear that (x†)† = x for all x ∈ V e. Moreover we claim that † is an antimodule
map. For v, w ∈ V and a ∈ H we have
(a ⊲ (v ⊗ w))† = [(a(1) ⊲ v)⊗ (a(2) ⊲ w)]
†
= [(S(a(1))∗ ⊲ v)⊗ (a(2) ⊲ w)]
†
= (a(2) ⊲ w)⊗ (S(a(1))
∗ ⊲ v)
= (S(a(2))
∗ ⊲ w)⊗ (S(a(1))
∗ ⊲ v)
= S(a)∗ ⊲ (w ⊗ v)
= S(a)∗ ⊲ (v ⊗ w)†,
which verifies the claim. Then Proposition 6.6 implies that ∗ = ΨV eV e(†) is a
∗-structure. 
Proposition 6.11. For a family (Vj)j∈J in HMod
∗ with ∗-structures ∗ : Vj → Vj,
the direct sum
⊕
j∈J Vj is a ∗-module with the ∗-structure given by
(6.2) ((vj)j∈J )
∗ = (vj
∗)j∈J .
Proof. For each j ∈ J , define a map † : Vj → Vj by † = Ψ
−1
VjVj
(∗). Each † is an
antimodule map by Proposition 4.6, and (vj
†)† = vj for all vj ∈ Vj by Proposition
6.6.
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Then we define † :
⊕
j∈J Vj →
⊕
j∈J Vj to be the direct sum of the maps
† : Vj → Vj and observe that † is an involutive antimodule map since all of its
direct summands are such. Finally, the map (6.2) is given by
∗ = Ψ⊕jVj ,⊕jVj (†),
so it is a ∗-structure by Proposition 6.6. 
Proposition 6.12. For V ∈ HMod∗ and n a positive integer, the module V ⊗n is
a ∗-module with the ∗-structure given by
(6.3) (v1 ⊗ · · · ⊗ vn)
∗ = vn
∗ ⊗ · · · ⊗ v1
∗.
Proof. Let † = Ψ−1V V (∗) : V → V be the involutive antimodule map corresponding
to the given ∗-structure, and then define another map † : V ⊗n → V ⊗n by
(v1 ⊗ · · · ⊗ vn)
† = v†n ⊗ · · · ⊗ v
†
1.
This map is involutive by construction, and we claim that it is an antimodule map
as well. For a ∈ H we have
[a ⊲ (v1 ⊗ · · · ⊗ vn)]
† = [(a(1) ⊲ v1)⊗ · · · ⊗ (a(n) ⊲ vn)]
†
= (a(n) ⊲ vn)
† ⊗ · · · ⊗ (a(1) ⊲ v1)
†
= (S(a(n))
∗ ⊲ v†n)⊗ · · · ⊗ (S(a(1))
∗ ⊲ v†1)
= S(a)∗ ⊲ (v†n ⊗ · · · ⊗ v
†
1)
= S(a)∗ ⊲ (v1 ⊗ · · · ⊗ vn)
†,
so the claim is verified. Finally, the map (6.3) is given by ∗ = ΨV ⊗nV ⊗n(†), so it is
a ∗-structure by Proposition 6.6. 
Remark 6.13. It seems that in general there is no way to define a ∗-structure
on the tensor product of two arbitrary ∗-modules V and W . In order to do so we
would need a module map ∗ : V ⊗W → V ⊗W ; since V ⊗W ≃W ⊗ V , however,
the tensor product of the ∗-structures gives us a map ∗ : V ⊗W → W ⊗ V . In
some situations there is a braiding on the category HMod (or HModf ), and if
there is some compatibility between the braidings and the ∗-structures, then more
can be said. We will revisit this issue later in Section 9.
It seems also that there is no natural way to define a ∗-structure on the dual
of a ∗-module. Indeed, if ∗ : V → V is a ∗-structure, then the dual map is
∗tr : V ∗ → V
∗ ∼= ∗V , and taking the complex conjugate of this gives a map
V ∗ → ∗V , which is not of the correct form to be a ∗-structure.
6.3. ∗-submodules and quotients. We now prove the unsurprising fact that the
quotient of a ∗-module V by a submoduleW inherits a ∗-structure whenW is stable
under the ∗-operation, and we show also that the kernel and image of a ∗-module
morphism are ∗-submodules.
Definition 6.14. Let V ∈ HMod∗ and let W ⊆ V be a submodule. We say that
W is a ∗-submodule if W
∗
⊆ W . (Note that involutivity of the ∗-structure on V
implies that W
∗
= W if W is a ∗-submodule.)
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Lemma 6.15. Let V ∈ HMod∗ and let W be a ∗-submodule. Then there is a
unique ∗-structure on the quotient V/W such that the quotient map q : V → V/W
is a morphism of ∗-modules, i.e. so that the following diagram commutes:
(6.4)
V
∗
−−−−→ V
q
y yq
V/W −−−−→
∗
V/W
Proof. Let † : V → V be the involutive antimodule map corresponding to ∗ by
Proposition 6.6. The fact thatW is a ∗-submodule implies thatW † ⊆W . Then (v+
W )† = v†+W is a well-defined involutive antimodule map on V/W , so Proposition
6.6 (a) implies that the corresponding module map is a ∗-structure. By definition
we have q(v)† = q(v†), so q is a ∗-map by part (b) of Proposition 6.6. 
Lemma 6.16. Let V,W ∈ HMod∗ and let T : V →W be a ∗-module map.
(a) ker(T ) is a ∗-submodule of V .
(b) im(T ) is a ∗-submodule of W .
Proof. (a) For v ∈ ker(T ), we have
T (v∗) =
(
T (v)
)∗
=
(
Tv
)∗
= 0,
so v∗ ∈ ker(T ), and hence ker(T ) is a ∗-submodule of V.
(b) For w ∈ im(T ), write w = T (v) for some v ∈ V . Then we have
w∗ =
(
Tv
)∗
= T (v∗) ∈ im(T ),
so im(T ) is a ∗-submodule of W . 
7. ∗-structures on algebras
In this section we extend to algebras our discussion of ∗-structures on modules
from Section 6. We define ∗-algebras and their morphisms and show how to con-
struct ∗-algebra structures from involutive antimodule-algebra maps. We discuss
∗-ideals and quotients, and give a criterion for when an ideal generated by a sub-
module of a ∗-algebra is a ∗-ideal. We show that ∗-structures on a module can be
lifted to a ∗-structure on its tensor algebra, and further that the the tensor algebra
has a universal mapping property for ∗-module morphisms. We also make some
observations about ∗-structures on algebras presented by generators and relations.
7.1. Algebras in HMod∗.
Definition 7.1. Suppose that A is an algebra in HMod and that A is equipped
with a ∗-structure in the sense of Definition 6.1. Then we say that A is a ∗-module
algebra, or just a ∗-algebra in HMod if ∗ : A → A is an algebra homomorphism,
and we refer to ∗ as a ∗-algebra structure on A.
If A and B are ∗-algebras in HMod, then a ∗-homomorphism is an algebra
homomorphism f : A→ B which is also a map of ∗-modules.
Proposition 7.2. Suppose that A is an algebra in HMod and † : A → A is an
antimodule map. Then ∗ = ΨAA(†) is a ∗-algebra structure on A if and only if † is
an antimodule-algebra homomorphism satisfying (a†)† = a for all a ∈ A.
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Proof. Proposition 6.6 (a) implies that ∗ is a ∗-module structure on A if and only
if † is an involutive antimodule map. Then Lemma 5.4 (c) implies that ∗ is a
module-algebra morphism if and only if † is an antimodule-algebra morphism. 
7.2. ∗-ideals and quotients. Here we show that, as one might expect, the quo-
tient of a ∗-algebra by an ideal inherits a ∗-structure exactly when the ideal is
a ∗-algebra. This will be useful in §7.3 when we discuss ∗-structures on algebras
defined by generators and relations.
Definition 7.3. An ideal (two-sided) I in a ∗-algebra A in HMod is called a
∗-ideal if (I)∗ ⊆ I. (Note that this implies that (I)∗ = I because of involutivity.)
Lemma 7.4. Let A be a ∗-algebra in HMod and suppose that the ideal I is a
∗-submodule of A in the sense of Definition 6.14. With respect to the ∗-structure
on A/I defined in Lemma 6.15, the quotient map q : A → A/I is a morphism of
∗-module algebras.
Proof. The quotient map is a map of module-algebras by construction, and it is a
∗-map by Lemma 6.15. 
Lemma 7.5. Let A be a ∗-algebra in HMod and let W ⊆ A be a ∗-submodule.
Then the two-sided ideal JW of A generated by W is a ∗-submodule of A, and hence
is a ∗-ideal.
Proof. The elements of JW are finite sums of terms of the form awb, where a, b ∈ A
and w ∈W . For x ∈ H we have
x ⊲ (awb) = (x(1) ⊲ a)(x(2) ⊲ w)(x(3) ⊲ b);
since W is a submodule, the middle term x(2) ⊲ w is in W , so x ⊲ (awb) is in JW .
Hence JW is a submodule.
To see that JW is a ∗-ideal, we need to show that (awb)
∗ ∈ JW for all a, b ∈ A
and w ∈W . We have
(awb)∗ = (bw a)∗ = b
∗
w∗a∗;
since W is a ∗-submodule, the middle term w∗ is in W , so (awb)∗ is in JW . Thus
JW is a ∗-ideal in A. 
7.3. ∗-structures on T (V ). Here we show that a ∗-structure on a module V ex-
tends uniquely to the tensor algebra T (V ), and we show that T (V ) has a universal
mapping property for ∗-algebras equipped with module maps coming from V .
Proposition 7.6. Let V ∈ HMod∗ and let T (V ) be the tensor algebra of V .
There is a unique ∗-module algebra structure on T (V ) such that the inclusion map
ιV : V → T (V ) is a ∗-module morphism, i.e. such that the following diagram
commutes:
(7.1)
V
∗
−−−−→ V
ιV
y yιV
T (V ) −−−−→
∗
T (V )
For an element v1 ⊗ · · · ⊗ vn ∈ V
⊗n, we have
(7.2) (v1 ⊗ · · · ⊗ vn)
∗ = vn
∗ ⊗ · · · ⊗ v1
∗.
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Hence the ∗-structure on T (V ) coincides with the direct sum of the ∗-structures on
the modules V ⊗n coming from Proposition 6.12.
Proof. Let † : V → V be the involutive antimodule map corresponding to the given
∗-structure on V . Now ιV ◦ † is an antimodule map V → T (V ), so by Proposition
5.10 it extends uniquely to an antimodule-algebra morphism, which we also denote
† : T (V )→ T (V ). Note that †◦† is a module-algebra endomorphism of T (V ) which
is the identity on the generators, so it must be the identity map. Hence Proposition
6.6 (a) implies that ∗ = ΨT (V )T (V )(†) is a ∗-structure on T (V ).
The fact that ιV is a ∗-map follows from commutativity of the diagram
V T (V )
V T (V )
V T (V )
ιV
∗
c−1
V
c−1
T (V )
∗
ιV
† †
ιV
The upper trapezoid commutes by definition of the complex conjugate of ιV . The
triangle on the right commutes by the definition of ∗. The lower trapezoid commutes
by Proposition 5.10. The triangle on the left commutes by definition of †. Thus
the large rectangle commutes as well, which gives (7.1).
The ∗-structure on T (V ) is unique with this property since T (V ) is generated
as an algebra by ιV (V ), and (7.1) uniquely specifies ∗ on the generators.
The equation (7.2) follows from the fact that ∗ is an algebra map together with
the description (5.2) of multiplication in the complex conjugate of an algebra. We
see that (7.2) is identical to (6.3), so this ∗-structure on T (V ) is indeed the direct
sum of the star structures coming from Proposition 6.12. 
Remark 7.7. We now briefly discuss ∗-structures on algebras given by generators
and relations. This means the following: we take a module V (the generators)
and a submodule W ⊆ T (V ) (the relations), and form the quotient algebra A =
T (V )/JW , where JW is the 2-sided ideal generated by W as in Lemma 7.5. If
V is a ∗-module, then T (V ) is a ∗-algebra, and we would like to know when this
∗-structure descends to A. By Lemma 7.4, it is sufficient for JW to be a ∗-ideal.
Then by Lemma 7.5, it is sufficient that W is a ∗-submodule of T (V ). According
to Lemma 6.16, this happens, for instance, when W is the kernel or image of
a morphism of ∗-modules. While these observations are more or less trivial in
the abstract, they may be useful later on in specific circumstances when checking
relations by hand is complicated.
Proposition 7.8. Let V ∈ HMod∗, and endow T (V ) with the corresponding ∗-
structure as described in Proposition 7.6. Let A be a ∗-algebra in HMod and let
f : V → A be a ∗-module map. Then the morphism f˜ : T (V ) → A from Lemma
5.7 is in fact a morphism of ∗-algebras.
Proof. We know from Lemma 5.7 that f˜ is a morphism of module-algebras, so we
only need to show that f˜ respects the ∗-structures on T (V ) and A. We claim that
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the following diagram commutes:
T (V ) T (V )
V V
A A
∗
f˜
ιV ιV
f˜
∗
f f
∗
Indeed, the upper trapezoid commutes by Proposition 7.6, the triangle on the right
commutes by Lemma 5.7, the lower trapezoid commutes since f is a ∗-map, and
the triangle on the left is just the complex conjugate of the triangle on the right.
Thus the large rectangle commutes also, which means that f˜ is a ∗-map. 
8. Inner products and adjoints
We now turn to a discussion of inner products. In the traditional formulation,
an inner product on a complex vector space V is a map ( , ) : V × V → C which is
antilinear in the first variable, linear in the second variable, satisfies (v, w) = (w, v)
for v, w ∈ V , and which is positive definite. This definition, like that of a ∗-
structure, does not lend itself easily to a module-theoretic approach because of the
antilinearity. Inner products allow one to introduce the notion of adjoint linear
transformations; this too is an antilinear concept. In this section we develop these
notions in our framework.
Although so far we have discussed ∗-structures only on modules, not on arbitrary
complex vector spaces, the discussion extends to complex vector spaces just by
taking H = C with ∗-structure given by complex conjugation. In particular, we
can speak of ∗-vector spaces and morphisms of ∗-vector spaces.
8.1. Inner products. We now formulate the definition of an inner product in the
language of complex conjugate vector spaces and modules:
Definition 8.1. For V ∈ CVect we define an inner product on V to be a linear
map 〈 , 〉 : V e = V ⊗ V → C such that
(a) With respect to the ∗-structures on V e and C constructed in Proposition 6.10
and Lemma 3.10, respectively, 〈 , 〉 is a morphism of ∗-vector spaces.
(b) 〈v, v〉 ≥ 0 for all v ∈ V , and 〈v, v〉 = 0 only if v = 0.
If in addition V is an H-module and if 〈 , 〉 is a module map, then we say that
〈 , 〉 is an inner product in HMod; in this case we will call V together with this
inner product a Hermitian module. If V and W are Hermitian modules with inner
products 〈 , 〉V and 〈 , 〉W , respectively, then we say that a module map T : V →W
is an isometry if
〈
Tu, T v
〉
W
= 〈u, v〉V for all u, v ∈ V . We say that T is unitary if
T is an invertible isometry.
Remark 8.2. Untangling the definitions shows that requiring 〈 , 〉 to be a ∗-map
means just that 〈v, w〉 = 〈w, v〉 for all v, w ∈ V .
As we have done in previous sections, we could make the Hermitian modules into
a category where the morphisms are the isometries. This is somewhat restrictive,
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as the isometry condition forces all morphisms to be injective, and for our purposes
we don’t need to consider this category separately, so we omit the definition.
Notation 8.3. As we did in Definition 8.1, we will frequently abuse notation by
writing h(w, x) rather than h(w ⊗ x) when h : W ⊗X → Y is a linear map. This
is nothing more than the canonical identification of bilinear maps W × X → Y
with linear ones W ⊗X → Y , and we will make this identification without further
comment from now on.
We now show that Definition 8.1 is equivalent to the usual definition of an
inner product, and we formulate the appropriate notion of H-invariance for the
traditional incarnation ( , ) : V × V → C of the inner product in the case when V
is an H-module:
Proposition 8.4. Let V ∈ CVect and let 〈 , 〉 : V ⊗ V → C be a linear map.
Define a function ( , ) : V × V → C by (v, w) = 〈v, w〉 for v, w ∈ V . Then
(a) 〈 , 〉 is an inner product in the sense of Definition 8.1 if and only if ( , ) satisfies
the usual definition of an inner product given at the beginning of §8.
(b) If V ∈ HMod, then 〈 , 〉 is a module map if and only if ( , ) is H-invariant in
the sense that (a ⊲ v, w) = (v, a∗ ⊲ w) for all v, w ∈ V and a ∈ H.
Proof. (a) Since v 7→ v is antilinear, it is clear that (v, w) is antilinear in v, and
linearity in w is also clear. The formulations of positive-definiteness for 〈 , 〉
and ( , ) are also clearly equivalent. We claim now that 〈 , 〉 is a ∗-map, i.e. that
the diagram
V ⊗ V
〈 , 〉
−−−−→ C
∗
y yγ
V ⊗ V
〈 , 〉
−−−−→ C
commutes, if and only if ( , ) satisfies conjugate-symmetry. For v, w ∈ V ,
chasing v ⊗ w right and then down in the diagram gives
γ(cC(〈v, w〉)) = 〈v, w〉
def
= (v, w).
On the other hand, chasing v ⊗ w down and then right gives〈
v ⊗ w
∗〉
= 〈w, v〉
def
= (w, v) ,
so our claim is verified.
(b) First, observe that for H-modules W and X , a linear map h : W ⊗ X → C
(i.e. a bilinear form) is a module map if and only if h(a ⊲w, x) = h(w, S(a) ⊲ x)
for all w ∈ W and x ∈ X . Then for v, w ∈ V and a ∈ H we have
(a ⊲ v, w) = 〈a ⊲ v, w〉 = 〈S(a)∗ ⊲ v, w〉 ,
while on the other hand we have
(v, a∗ ⊲ w) = 〈v, a∗ ⊲ w〉 .
Thus (a ⊲ v, w) = (v, a∗ ⊲ w) for all a ∈ H if and only if 〈S(a)∗ ⊲ v, w〉 =
〈v, a∗ ⊲ w〉 for all a ∈ H . Replacing a with S(a)∗ and using (2.1), the latter
equation becomes 〈a ⊲ v, w〉 = 〈v, S(a) ⊲ w〉. Then our first observation con-
cludes the proof. 
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Proposition 8.5. Suppose that V ∈ HMod is a Hermitian module. Then µV :
V → V ∗ given by µV (v) = 〈v,−〉 is an injective module map, and µV is an isomor-
phism if V is finite-dimensional. If W ∈ HMod is another Hermitian module and
the module map T : V →W is an isometry, then the following diagram commutes:
(8.1)
V
T
−−−−→ W
µV
y yµW
V ∗ ←−−−−
T tr
W ∗
Remark 8.6. We caution the reader that µV is not intrinsic to V ; it is only defined
relative to a fixed inner product.
Proof of Proposition 8.5. Since µV = ΨV V ∗(v 7→ 〈v,−〉), we need to show that
v 7→ 〈v,−〉 is an antimodule map. For a ∈ H and v, w ∈ V we have
〈a ⊲ v, w〉 = 〈S(a)∗ ⊲ v, w〉
= 〈v, S(S(a)∗) ⊲ w〉
= (S(a)∗ ⊲ 〈v,−〉)(w),
where for the second equality we used the fact that 〈 , 〉 is a module map, and for
the third we used the definition (2.3) of the H-action on V ∗. Hence µV is a module
map by Proposition 4.6. Injectivity follows immediately from the fact that 〈 , 〉 is
positive-definite, and then µV must be an isomorphism when V is finite-dimensional
because the dimensions of V and V ∗ coincide.
Finally, for any u, v ∈ V , we have
[T trµWT (u)](v) = [µW (Tu)](Tv)
=
〈
Tu, T v
〉
= 〈u, v〉
= [µV (u)](v),
so T trµWT = µV , and hence (8.1) commutes. 
Remark 8.7. Many authors define an inner product to be linear in the first variable
and antilinear in the second. While this makes no difference for vector spaces,
it matters for modules: if we were to translate this alternate definition into our
framework, an inner product would become a positive-definite ∗-module map 〈 , 〉 :
V⊗V → C. With this definition, Proposition 8.5 would instead give an isomorphism
V ≃ ∗V . All of the subsequent theory would carry over, mutatis mutandis, but we
omit it here for the sake of brevity.
8.2. Some remarks on positivity. We have seen in the proof of Proposition
8.4 that the conjugate-symmetry condition (v, w) = (w, v) is encapsulated in the
requirement that 〈 , 〉 respects the ∗-structures on V e = V ⊗V and C. Thus we can
express conjugate-symmetry entirely as a condition on maps in the category rather
than as a condition involving elements. This raises the question of whether the
positivity criterion for an inner product can also be phrased in such a manner. It
appears that the answer is no, although this may be a failure of imagination rather
than an insight into necessity. One way to avoid this question entirely would be
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to include the notion of “positive cone” as part of the data when discussing inner
products. We will begin with an example and then give a general definition.
The fact that 〈 , 〉 is a ∗-map implies that any self-adjoint element of V e is mapped
to R (the self-adjoint part of C). Positivity is a further restriction: it requires that
the particular self-adjoint elements in V e of the form v ⊗ v are mapped into the
non-negative real numbers R+. If we denote by (V e)+ the R+-span of the vectors
v ⊗ v, then it is not difficult to convince oneself that (V e)+ spans the whole self-
adjoint part of V e and that (V e)+ ∩ −(V e)+ = {0}. The non-negative reals R+
share the same properties in C. Then the inner product is a ∗-map which which
takes (V e)+ into R+. This motivates the following definition.
Consider the category HMod∗+ of pairs (V, V
+) where V is a ∗-module and
V +, the positive cone of V , is a subset consisting of self-adjoint elements of V
which is closed under addition and multiplication by R+. We also require that
V + ∩ (−V +) = {0} and that V + − V + = V sa, the real subspace of self-adjoint
elements of V . A morphism T : (V, V +) → (W,W+) in HMod∗+ is a ∗-module
map T : V →W such that T (V +) ⊆W+. Then there is a functor from HMod to
HMod∗+ given on objects by V 7→ V
e = V ⊗ V and on morphisms by T 7→ T ⊗ T ,
and we define the positive cone of V e to be the R+-span of vectors of the form v⊗v
for v ∈ V , as above. The pair (C,R+) is an object of HMod∗+, and then an inner
product on V would be defined to be a morphism 〈 , 〉 in HMod∗+ from V
e to C,
with positive cones as above.
The necessity to define the positive cone and to include that as part of the data
manifests itself in other situations where there may be more than one relevant
notion of positivity in a single vector space. For example, in a ∗-algebra A (in
the usual sense, not in the sense presented here, although the discussion could be
formulated in our setting as well) one can define the positive cone A+ to be the
R+-span of elements of the form a∗a. Then we can say that a linear functional
f ∈ A∗ is positive if f(A+) ⊆ R+, and finally we can define another positive cone
in A by declaring A++ to be the collection of self-adjoint elements of A which are
mapped to R+ by all positive functionals (and then check that this forms a cone).
Certainly A+ ⊆ A++, and there is equality if, for instance, A is a C∗-algebra, but
in general these notions will not coincide.
Although this would give an even more structural approach to the study of inner
products, for our purposes we don’t need to make things quite so abstract, so we
confine this construction to this subsection. We caution also that this approach has
not been carefully considered by the author, and some tweaking of the conditions
above may be necessary to develop the approach rigorously.
8.3. Adjoints of linear operators. Now we show how to use our notion of inner
products to frame adjoints of linear maps in our language. We begin with some
motivational discussion on the usual formulation of adjoints. For this we restrict
to finite-dimensional modules.
Remark 8.8. When V and W are finite-dimensional inner product spaces with
(ordinary, sesquilinear) inner products ( , )V and ( , )W , respectively, one defines
the adjoint of a linear transformation T : V → W to be the unique linear map
T † :W → V satisfying
(8.2)
(
T †w, v
)
V
= (w, Tv)W
for all v ∈ V and w ∈ W . Then one shows that the following properties hold:
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(a) The map Hom(V,W )→ Hom(W,V ) given by T 7→ T † is antilinear.
(b) Taking the adjoint again gives (T †)† = T in Hom(V,W ).
(c) If X is another finite-dimensional inner product space, then for any linear map
U :W → X , we have (UT )† = T †U †.
Rather than repeating the construction of the adjoint operator from scratch, we use
the correspondence from Proposition 8.4 between sesquilinear inner products and
inner products in our sense in order to transport the traditional notion of adjoint
given above into our setting.
Notation 8.9. We make the following notational convention: for a Hermitian
module (or just complex vector space) V with inner product 〈 , 〉V in the sense of
Definition 8.1, we will always denote by ( , )V the corresponding positive-definite,
conjugate-symmetric, sesquilinear form given by
(v, w)V = 〈v, w〉V
for v, w ∈ V , as discussed in Proposition 8.4. With this convention in mind, trans-
lating the defining property (8.2) of the adjoint transformation into our language
gives
(8.3)
〈
T †w, v
〉
V
= 〈w, Tv〉W
for v ∈ V and w ∈W .
In Proposition 8.10 we explore some properties of the adjoint map T †. Part (a)
shows that the adjoint of a module map is a module map. Part (b), while somewhat
technical in its statement, is really just formalizing the notion that the adjoint of a
linear map is its conjugate transpose.
Proposition 8.10. Let V,W ∈ HModf be finite-dimensional Hermitian modules,
let T : V → W be a linear map, and let T † :W → V be the adjoint of T . Then:
(a) T is a module map if and only if T † is a module map.
(b) T † coincides with the composition
W
σ−1
W−−−−→ W
µW
−−−−→ W ∗
T tr
−−−−→ V ∗
µ−1
V−−−−→ V
σV−−−−→ V
Proof. (a) Since (T †)† = T , we only need to do one direction of the proof. Assum-
ing that T is a module map, we need to show that T †(a ⊲ w) = a ⊲ (T †w) for
w ∈W and a ∈ H . For any v ∈ V , we have(
T †(a ⊲ w), v
)
V
= (a ⊲ w, T v)W
= (w, a∗ ⊲ (Tv))W
= (w, T (a∗ ⊲ v))W
= (Tw, a∗ ⊲ v)V
= (a ⊲ (Tw), v)V ,
using (8.2), Proposition 8.4 (b), and the fact that T is a module map. Since
this holds for all v ∈ V , we conclude that T †(a ⊲ w) = a ⊲ (T †w), so T † is a
module map.
(b) Recall that cW∗ is the canonical antimodule map from W
∗ to its conjugate.
For w ∈W , we have
µW (σ
−1
W (w)) = cW∗(〈w,−〉W ).
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Applying T tr to this gives
T tr(cW∗(〈w,−〉W )) = cV ∗ (〈w, T (−)〉W )
= cV ∗
(〈
T †w,−
〉
V
)
.
Finally, applying σV µ
−1
V now gives
σV µ
−1
V
(
cV ∗
(〈
T †w,−
〉
V
))
= σV (T †w)
= T †w,
which proves our claim. 
We now turn to the module-theoretic properties of the map T 7→ T †. Recall
from Definition 2.12 that we have two actions of H on each of the linear spaces
Hom(V,W ) and Hom(W,V ) which we called left and right. We know that taking
the adjoint is an antilinear map Hom(V,W ) → Hom(W,V ), but a priori it is not
clear whether this should be an antimodule map for the left or right actions on the
two Hom-spaces.
It turns out that we need to use the left action for both of them. The point here
is that since we are dealing with finite-dimensional modules, we have isomorphisms
V ≃ V ∗ and Homℓ(V,W ) ≃ W ⊗ V
∗ from Propositions 8.5 and 2.13, respectively.
Combining these gives an isomorphism Homℓ(V,W ) ≃ W ⊗ V , and similarly we
have Homℓ(W,V ) ≃ V ⊗W . As in Remark 8.7, we can see that this is a result of
our convention that inner products are maps defined on V ⊗V ; if we had chosen the
opposite convention then we would have Homr instead of Homℓ in the following:
Proposition 8.11. Let V,W ∈ HModf be finite-dimensional Hermitian modules.
(a) The map Homℓ(V,W )→ Homℓ(W,V ) given by T 7→ T
† is an anti-isomorphism
of modules.
(b) The map ∗ : Homℓ(V,W )→ Homℓ(W,V ) associated to T 7→ T
† by Proposition
4.6 is an isomorphism of modules.
Proof. (a) We need to show that (a ⊲ T )† = S(a)∗ ⊲ T † for T ∈ Homℓ(V,W ) and
a ∈ H , where the action of H on Homℓ(V,W ) is given by (2.5). We will do this
by showing that (
(a ⊲ T )†w, v
)
V
=
(
(S(a)∗ ⊲ T †)w, v
)
V
for all v ∈ V , w ∈ W , and a ∈ H . Then the result will follow from nondegener-
acy of the sesquilinear form. For the sake of readability, we omit the ⊲ symbols
for the H-actions on V and W in the following. Beginning with the right-hand
side, we have(
(S(a)∗ ⊲ T †)w, v
)
V
=
(
S(a(2))
∗T †S(S(a(1))
∗)w, v
)
V
=
(
T †a∗(1)w, S(a(2))v
)
V
=
(
w, a(1)TS(a(2))v
)
W
= (w, (a ⊲ T )v)W
=
(
(a ⊲ T )†w, v
)
V
,
where we used the property (8.2) of the adjoint, as well as the invariance of
( , )V and ( , )W under the H-action described in part (b) of Proposition 8.4.
∗-STRUCTURES ON MODULE-ALGEBRAS 37
(b) Follows immediately from (a) together with Proposition 4.6. 
Remark 8.12. Although the notation is suggestive, the map ∗ : Homℓ(V,W ) →
Homℓ(W,V ) is not a ∗-structure in the sense of Definition 6.1 because it is not of
the form ∗ : Y → Y for a module Y except when V = W . We address this case
now. Since we have not yet shown that Endℓ(V ) is an H-module algebra, we take
care of this detail first.
Proposition 8.13. For V ∈ HMod, the algebra Endℓ(V ) is an algebra in HMod.
Proof. We need to show that the conditions (5.1) hold. For x, y ∈ Endℓ(V ) and
a ∈ H we have
(a(1) ⊲ x)(a(2) ⊲ y) = a(1)xS(a(2))a(3)yS(a(4))
= a(1)xε(a(2))yS(a(3))
= a(1)xyS(ε(a(2))a(3))
= a(1)xyS(a(2))
= a ⊲ (xy),
so multiplication in Endℓ(V ) is a module map. For the unit map, we write 1 = idV ;
we have
a ⊲ 1 = a(1)1S(a(2)) = ε(a)1,
so the unit is also a module map, which concludes the proof. 
Proposition 8.14. Let V ∈ HModf be a finite-dimensional Hermitian module.
Then the map ∗ : Endℓ(V )→ Endℓ(V ) from Proposition 8.11 makes Endℓ(V ) into
a ∗-algebra in HMod.
Proof. We know already from Proposition 8.13 that Endℓ(V ) is an H-module alge-
bra. We know also from Proposition 8.11 that T 7→ T † is an anti-isomorphism of
modules, and according to the properties (b) and (c) listed in Remark 8.8, we see
that this map is actually an involutive antimodule-algebra morphism. Thus ∗ is a
∗-structure by Proposition 7.2. 
Remark 8.15. As in the discussion preceding Proposition 8.11, note that Endℓ(V ) ≃
V ⊗ V , which we denoted by eV in §6.2. We note that the ∗-structure on Endℓ(V )
from Proposition 8.14 corresponds through this isomorphism with the ∗-structure
on eV defined in Proposition 6.10.
8.4. Inner products, ∗-structures, and bilinear forms. Let V ∈ HModf . In
this subsection we explore the relationship between inner products, ∗-structures,
and bilinear forms on V .
By definition, a ∗-structure on V is an isomorphism ∗ : V → V with a certain
extra property (namely involutivity). If V is also a Hermitian module, then we can
define a bilinear form h : V ⊗ V → C by h(v∗, w) = 〈v, w〉. In other words, we
define the bilinear form so that the following diagram commutes:
(8.4)
V ⊗ V V ⊗ V
C
∗ ⊗ id
〈 , 〉
h
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Since ∗ is an isomorphism and since the inner product is nondegenerate, the bilinear
form h will be nondegenerate as well. Note that h is a morphism in HMod.
Remark 8.16. A ∗-structure on V gives an isomorphism V ≃ V . An inner product
on V gives an isomorphism V ≃ V ∗ via v 7→ 〈v,−〉; see Proposition 8.5. Similarly,
a nondegenerate bilinear form h : V ⊗ V → C gives an isomorphism V ≃ V ∗ via
v 7→ h(v,−).
We saw above that having a ∗-structure and an inner product allowed us to
obtain a bilinear form. This corresponds to composing the corresponding isomor-
phisms V ≃ V and V ≃ V ∗ to obtain the isomorphism V ≃ V ∗ associated to the
bilinear form. We would now like to ask if there is a “two-out-of-three” type result,
i.e. whether having any two of a bilinear form, an inner product, and a ∗-structure,
allows us to obtain the third one.
In the discussion preceding this remark, we got the bilinear form for free. But
we will see that in fact this bilinear form necessarily satisfies some conditions, so it
is not the case that, for example, an arbitrary bilinear form plus an inner product
will give a ∗-structure. Similarly, we cannot expect an arbitrary bilinear form plus
a ∗-structure to give an inner product. Thus a completely general two-out-of-three
result is not possible. But if we restrict the bilinear forms we consider, we do obtain
some results.
Proposition 8.17. Let V ∈ HModf and let ∗ : V → V , 〈 , 〉 : V ⊗ V → C, and
h : V ⊗ V → C be module maps such that the diagram (8.4) commutes (we do not
assume ∗ to be a ∗-structure nor 〈 , 〉 to be an inner product). Then
(a) If 〈 , 〉 is an inner product on V , then ∗ is a ∗-structure on V if and only if
h(w∗, v∗) = h(v, w) for all v, w ∈ V .
(b) If ∗ is a ∗-structure on V , then 〈 , 〉 is an inner product on V if and only if
h satisfies the conditions h(w∗, v∗) = h(v, w) for v, w ∈ V , h(v∗, v) ≥ 0 for
v ∈ V , and h(v∗, v) = 0 only if v = 0.
Proof. Consider the following diagram:
(8.5)
V ⊗ V V ⊗ V V ⊗ V
V ⊗ V V ⊗ V V ⊗ V
C C
ρV V
∗ ⊗ id
〈 , 〉
id⊗σV
id⊗∗
∗ ⊗ id
〈 , 〉
ρV V
h
id⊗∗
∗ ⊗ ∗
h
γ
Certain parts of this diagram commute automatically. The triangle on the right-
hand side commutes since it is exactly (8.4), and the triangle on the left-hand side is
the complex conjugate of that on the right, so it commutes as well. The trapezoid on
the upper left commutes by Proposition 4.8. The small interior triangle commutes
trivially.
This leaves the triangle on the upper right, the pentagon, and the large rectangle.
The triangle on the upper right commutes if and only if ∗ is a ∗-structure. The
∗-STRUCTURES ON MODULE-ALGEBRAS 39
pentagon commutes if and only if h(w∗, v∗) = h(v, w) for all v, w ∈ V . Noting
that the composition across the top of (8.5) is exactly the ∗-structure on V ⊗ V
described in Proposition 6.10, we see that the large rectangle commutes if and only
if h is a ∗-map.
If 〈 , 〉 is an inner product, it is a ∗-map, and hence the large rectangle commutes.
Then the upper right triangle commutes if and only if the pentagon commutes, i.e. ∗
is a ∗-structure if and only if h(w∗, v∗) = h(v, w) for all v, w ∈ V . This proves (a).
On the other hand, if ∗ is a ∗-structure, then the upper right triangle commutes.
Thus the large rectangle commutes if and only if the pentagon commutes, i.e. 〈 , 〉
is a ∗-map if and only if h(w∗, v∗) = h(v, w) for all v, w ∈ V . From (8.4) we have
h(v∗, w) = 〈v, w〉, so we see that 〈 , 〉 satisfies the appropriate positivity requirement
if and only if h(v∗, v) ≥ 0 for v ∈ V and h(v∗, v) = 0 only if v = 0. This proves
(b). 
Remark 8.18. We now explain the meaning of the condition h(w∗, v∗) = h(v, w).
We said in the proof of Proposition 8.17 that this condition is equivalent to com-
mutativity of the pentagon in the diagram (8.5). If ∗ is a ∗-structure on V , then
the composition (∗ ⊗ ∗) ◦ ρV V (i.e. the top of the pentagon) is the ∗-structure on
V ⊗ V described in 6.12 (for n = 2). Then the statement that the pentagon com-
mutes means exactly that h : V ⊗ V → C is a ∗-map. We could also formulate the
positivity criterion h(v∗, v) ≥ 0 in terms of positive cones, as discussed in §8.2.
9. ∗-structures and braidings
In this section we examine the interaction between ∗-structures, R-matrices,
and braidings. We show that the complex conjugate of a braiding on the module
category of a Hopf ∗-algebra is again a braiding. When the braiding comes from
an R-matrix, we show how conditions on the R-matrix translate into relations
between the braiding and its conjugate, and relations between the braiding and the
∗-structure on modules. In particular, when the R-matrix is real (see Definition
9.10), then the braiding of V with itself is a module map for any ∗-module V .
9.1. Braidings and their complex conjugates. In this subsection we define a
braiding and show that the complex conjugate of a braiding on a category of H-
modules gives another braiding. Although the notion of braiding makes sense for
any monoidal category, we define it here only forHMod (or for a sub-monoidal cat-
egory of HMod). This simplifies our presentation because we already understand
the monoidal structure well: it is the tensor product of vector spaces over C. Thus
we can and do suppress the associativity isomorphisms U⊗(V ⊗W ) ≃ (U⊗V )⊗W .
Definition 9.1. Let C be a subcategory of HMod containing C and such that
V ⊗ W ∈ C for all V,W ∈ C (a sub-monoidal category). A braiding on C is a
collection of isomorphisms ψVW : V ⊗ W → W ⊗ V (in C) for all V,W ∈ C
satisfying the conditions
(9.1)
ψU,V⊗W = (idV ⊗ψUW )(ψUV ⊗ idW ), ψU⊗V,W = (ψU,W ⊗ idV )(idU ⊗ψVW ),
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and such that for any modules U, V,W,X and any morphisms f : U → W and
g : V → X in C, the following diagram commutes:
(9.2)
U ⊗ V
ψUV
−−−−→ V ⊗ U
f⊗g
y yg⊗f
W ⊗X −−−−→
ψWX
X ⊗W
We refer to the property (9.2) as naturality of the braiding. We refer to the relations
(9.1) as the hexagon axioms ; the reason for this is that the relevant diagrams would
each form a hexagon if we did not suppress the associators.
Remark 9.2. A fancier way to define a braiding is as follows. One can form the
Cartesian product category C × C. Then the tensor product in C defines a functor⊗
: C ×C → C, which takes a pair of objects (U, V ) to their tensor product U ⊗V ,
and a pair of morphisms (f, g) to the tensor product morphism f ⊗ g. The fact
that the tensor product is associative means that there is a natural isomorphism
between the functors
⊗
◦(
⊗
× id) and
⊗
◦(id×
⊗
) from C ×C×C to C. Similarly,
there is a functor
⊗op
which takes the pairs (U, V ) and (f, g) to V ⊗U and g ⊗ f ,
respectively. Then a braiding can be defined as a natural isomorphism between the
functors
⊗
and
⊗op
.
It follows from the axioms that the braidings ψCV and ψV C are compatible with
the canonical identifications of C⊗ V and V ⊗ C with V . We refer to §2 of [JS93]
for further details on braidings in general.
Our task now is to show that complex conjugation of a braiding is again a
braiding. While somewhat tedious, this is essentially straightforward. For the rest
of §9.1, assume that C is subcategory of HMod which is equipped with a braiding
ψ = (ψVW )V,W∈C as in Definition 9.1. Suppose furthermore that C is closed under
complex conjugation, i.e. that V ∈ C for all V ∈ C and f is a morphism in C for all
morphisms f in C. Finally, assume that the isomorphisms ρVW : V ⊗W →W ⊗V
and σV : V → V from Proposition 4.8 and Lemma 3.11, respectively, along with
their inverses, are in C as well.
We now define a new family of isomorphisms obtained from the original braiding
ψ by conjugation. As this is somewhat technical, we make the definition in two
stages. First, for each X,Y ∈ C, we define an isomorphism ξXY : X ⊗ Y → Y ⊗X
via the composition
(9.3) ξXY : X ⊗ Y
ρ−1
YX−−−−→ Y ⊗X
ψXY
−−−−→ X ⊗ Y
ρXY
−−−−→ Y ⊗X.
Note that our assumptions ensure that ξXY is a morphism in C.
We have now provided an isomorphism ξXY between the modules X ⊗ Y and
Y ⊗ X for any X and Y . In order to define the conjugated braiding, we use the
fact that every module is naturally isomorphic to the conjugate of some module
(namely to the conjugate of its conjugate):
Definition 9.3. For any X,Y ∈ C we define an isomorphism ψXY (not to be
confused with ψXY ) from X ⊗ Y to Y ⊗X via the composition
(9.4) ψXY : X ⊗ Y
σ−1X ⊗σ
−1
Y−−−−−−→ X ⊗ Y
ξX Y−−−−→ Y ⊗X
σY ⊗σX−−−−−→ Y ⊗X.
We refer to the family ψ = (ψXY )X,Y ∈C as the conjugate braiding to ψ.
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As the name suggests, the family ψ is also a braiding on C. Verifying the details
is a little tedious. We begin by proving the relevant properties of the maps ξXY
before using them to establish the properties of ψ. First we show that the ξXY ’s
are natural with respect to module maps.
Lemma 9.4. Let U, V,W,X ∈ C and let f : U → W and g : V → X be morphisms
in C. Then the following diagram commutes:
(9.5)
U ⊗ V
ξUV
−−−−→ V ⊗ U
f⊗g
y yg⊗f
W ⊗X −−−−→
ξWX
X ⊗W
Proof. This follows from (9.2) together with (4.2) (used twice). 
The harder part of showing that ψ is a braiding is checking that the hexagon
axioms (9.1) hold. We now prove a technical lemma, which will assist us in checking
these relations.
Lemma 9.5. Let U, V,W ∈ C. The following diagram commutes:
(9.6)
U ⊗ V ⊗W V ⊗W ⊗ U
U ⊗W ⊗ V W ⊗ U ⊗ V W ⊗ V ⊗ U
ξU,V⊗W
idU ⊗ρVW ρVW ⊗ idU
ξUW ⊗ idV idW ⊗ξUV
Proof. Commutativity of (9.6) follows from commutativity of the diagram (9.7).
Indeed, expanding all of the ξ’s in (9.6) according to the definition gives the outer
edges of (9.7), so if (9.7) commutes then (9.6) will as well.
(9.7)
U ⊗ V ⊗W V ⊗W ⊗ U U ⊗ V ⊗W V ⊗W ⊗ U W ⊗ V ⊗ U
V ⊗ U ⊗W
U ⊗W ⊗ V W ⊗ U ⊗ V U ⊗W ⊗ V W ⊗ U ⊗ V W ⊗ V ⊗ U W ⊗ U ⊗ V
ρ−1
id⊗ρ
ψ
id⊗ψ
ρ
ρ
ρ
ρ⊗ id
ψ ⊗ id
ρ
ρ
ρ−1 ⊗ id ψ ⊗ id ρ⊗ id id⊗ρ−1 id⊗ψ
id⊗ρ
We have omitted the subscripts labeling the objects on the ρ’s and ψ’s for legibility.
This should cause no confusion because there is only one choice of subscripts in each
case that matches the domain and codomain of each arrow.
It is left to prove that the diagram above commutes. We begin at the left-hand
side and move to the right. The rectangle commutes by (4.3). The trapezoid
commutes by (4.2). The upper triangle commutes since ψ is a braiding. The lower
triangle commutes by (4.3). The quadrilateral commutes by (4.2). Finally, the
triangle on the right-hand side commutes by (4.3). This completes the proof of the
lemma. 
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We are now ready to prove our first main result in this section:
Proposition 9.6. The conjugate braiding ψ is a braiding on C.
Proof. First we check the naturality property (9.2). Let U, V,W,X ∈ C and let
f : U → W and g : V → X be morphisms in C. Then we claim that the following
diagram commutes (where we have removed most of the subscripts on the maps for
legibility):
(9.8)
U ⊗ V
σ−1⊗σ−1
−−−−−−→ U ⊗ V
ξU V−−−−→ V ⊗ U
σ⊗σ
−−−−→ V ⊗ U
f⊗g
y f⊗gy yg⊗f yg⊗f
W ⊗X −−−−−−→
σ−1⊗σ−1
W ⊗X −−−−→
ξW X
X ⊗W −−−−→
σ⊗σ
X ⊗W
Each of the two outer squares is a tensor product of two diagrams of the form
(3.4), so they commute by Lemma 3.11. The central square commutes by Lemma
9.4 applied to the modules U, V ,W,X and the morphisms f and g. Noting that
the compositions across the top and bottom of (9.8) are exactly ψUV and ψWX ,
respectively, this completes the proof of naturality.
For the hexagon axioms, we will verify only the equality
(9.9) ψX,Y⊗Z = (idY ⊗ψXZ)(ψXY ⊗ idZ);
the other one is similar. Consider the following diagram:
X ⊗ Y ⊗ Z X ⊗ Y ⊗ Z Y ⊗ Z ⊗X Y ⊗ Z ⊗X
X ⊗ Z ⊗ Y Z ⊗ Y ⊗X
X ⊗ Y ⊗ Z X ⊗ Y ⊗ Z Y ⊗ Z ⊗X
Y ⊗X ⊗ Z Y ⊗X ⊗ Z
Y ⊗X ⊗ Z Y ⊗X ⊗ Z Y ⊗ Z ⊗X
σ−1 ⊗ σ−1
σ−1 ⊗ σ−1 ⊗ id
ξ
id⊗ρ
σ ⊗ σ
ρ⊗ id
ξ
id⊗ρ ρ⊗ id
id⊗ id⊗σ−1
ξ ⊗ id ξ ⊗ id
σ ⊗ σ ⊗ σ
σ ⊗ id⊗ id
id⊗ id⊗σ−1
σ ⊗ σ ⊗ id
id⊗ξ
σ ⊗ ξ
σ ⊗ id⊗ id
id⊗σ−1 ⊗ σ−1 id⊗ξ
id⊗σ ⊗ σ
Although this looks rather unpleasant, it is mostly harmless. Almost all of the
pieces commute tautologically. The only pieces that are not obvious are the square
in the top middle part of the diagram, and the pentagon immediately below that
square. The square commutes by Lemma 9.4, and the pentagon commutes by
Lemma 9.5.
To complete the proof, note that the left-hand side of (9.9) is exactly the com-
position along the top row of the diagram, while the right-hand side of (9.9) is
the composition down the left side, across the bottom, and up to the top right
corner. 
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9.2. Quasitriangular Hopf ∗-algebras. Quasitriangular Hopf algebras are im-
portant because their module categories are automatically equipped with a braiding.
Our goal in §9.2 is to understand what the conjugate braiding ψ looks like when
H is a quasitriangular Hopf ∗-algebra. We begin by recalling the definition and
properties of quasitriangular Hopf algebras.
Recall that a Hopf algebra H is quasitriangular [KS97, Chapter 8] if there is an
invertible element R ∈ H ⊗H such that
R∆(a)R−1 = ∆op(a)
def
= τ ◦∆(a),(9.10)
and
(∆⊗ id)(R) = R13R23, (id⊗∆)(R) = R13R12,(9.11)
where τ is the tensor flip. The element R is called a universal R-matrix for H . In
(9.11) we are using the so-called leg-numbering notation: if R =
∑
j xj ⊗ yj , then
R12 =
∑
j xj ⊗ yj ⊗ 1, R13 =
∑
j xj ⊗ 1⊗ yj , and R23 =
∑
j 1⊗ xj ⊗ yj . We also
denote R21 = τ(R) =
∑
j yj ⊗ xj .
The important point here is that if H is quasitriangular, then HMod acquires a
braiding from the action of the R-matrix. Before describing the braiding, we record
here for later use some of the consequences of quasitriangularity. The proofs of
these statements can be found in §8.1 of [KS97].
Proposition 9.7. Suppose that H is a quasitriangular Hopf algebra with universal
R-matrix R. Then the following hold:
R12R13R23 = R23R13R12(9.12)
(ε⊗ id)(R) = (id⊗ε)(R) = 1(9.13)
(S ⊗ id)(R) = R−1, (id⊗S)(R−1) = R, (S ⊗ S)(R) = R.(9.14)
Furthermore, the element u = m(S⊗ id)(R21) is invertible in H with inverse u
−1 =
m(id⊗S2)(R21) (here m denotes the multiplication map of H), and the element
uS(u) = S(u)u is central in H. The antipode of H is invertible, and we have
(9.15) S2(a) = uau−1, S−1(a) = u−1S(a)u
for all a ∈ H.
The relation (9.12) is called the quantum Yang-Baxter equation.
If U, V are any two H-modules, then R acts in U ⊗V coordinate-wise. Then we
have the following result [KS97, §8.1.2]:
Proposition 9.8. Suppose that H is a quasitriangular Hopf algebra with universal
R-matrix R. For any U, V ∈ HMod, define
ψUV = τ ◦ R : U ⊗ V → V ⊗ U.
Then ψ = (ψUV )U,V ∈HMod is a braiding on HMod.
Now that the prerequisites are in place, we can begin to explore the effect of
conjugation on the braiding coming from the R-matrix.
Notation 9.9. We extend the ∗-structure ofH to a ∗-structure onH⊗H coordinate-
wise. For a simple tensor a⊗ b ∈ H ⊗H , we have (a⊗ b)∗ = a∗⊗ b∗. In particular,
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for R =
∑
j xj ⊗ yj we have
R∗ =
∑
j
x∗j ⊗ y
∗
j .
The following definition is inspired by [KS97]Definition 2 in §10.1.1:
Definition 9.10. Suppose that H is a quasitriangular Hopf ∗-algebra with univer-
sal R-matrix R. We say that R is real if R∗ = R21. We say that R is inverse real
if R∗ = R−1.
When the R-matrix is either real or inverse real, we can draw some conclusions
about the conjugated braiding:
Proposition 9.11. Suppose that H is a quasitriangular Hopf ∗-algebra with uni-
versal R-matrix R. Let ψ be the braiding on HMod as in Proposition 9.8
(a) If R is real, then ψ = ψ, i.e. for any U, V ∈ HMod we have ψUV = ψUV .
(b) If R is inverse real, then ψ = ψ−1, i.e. for any U, V ∈ HMod we have ψUV =
ψ−1V U .
Proof. Let us write R = xj ⊗ yj with implied summation. First we compute the
maps ξVW that we defined in (9.3). For v ∈ V , w ∈ W we have
ξVW (v ⊗ w) = ρVW
(
ψWV (w ⊗ v)
)
= ρVW
(
τ ◦ R(w ⊗ v)
)
= ρVW
(
(yj ⊲ v)⊗ (xj ⊲ w)
)
= (xj ⊲ w)⊗ (yj ⊲ v)
= (S(xj)
∗ ⊲ w)⊗ (S(yj)
∗ ⊲ v)
= [(S ⊗ S)(R)∗] (w ⊗ v)
= R∗(w ⊗ v)
= (τ ◦ R∗21)(v ⊗ w).
In other words, we have shown that ξVW = τ ◦ R
∗
21.
When R is real, then we have
ξVW = τ ◦ R
∗
21 = τ ◦ R = ψV W .
Applying naturality of the braiding ψ to the morphisms σV and σW (and suppress-
ing subscripts for readability), we have
ψVW = (σ ⊗ σ)ξV W (σ
−1 ⊗ σ−1) = (σ ⊗ σ)ψ
V W
(σ−1 ⊗ σ−1) = ψVW .
This establishes (a).
When R is inverse real, then our initial computation gives
ξVW = τ ◦ R
∗
21 = τ ◦ R
−1
21 = R
−1 ◦ τ = ψ−1
W V
;
as above, using naturality of the braiding ψ, we conclude that ψVW = ψ
−1
WV . This
establishes (b). 
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9.3. Braidings and ∗-structures. For this subsection we will assume that H is
a quasitriangular Hopf ∗-algebra, so that HMod is braided. As above, we denote
the braiding coming from the R-matrix by ψ. Recall from Proposition 6.12 that
if V is a ∗-module, then V ⊗ V is also a ∗-module, with ∗-structure given by
(u⊗ v)∗ = v∗ ⊗ u∗. It therefore makes sense to ask: under what circumstances is
the braiding map ψV V a morphism of ∗-modules? In other words, when does the
following diagram commute:
(9.16)
V ⊗ V
∗
−−−−→ V ⊗ V
ψV V
y yψV V
V ⊗ V −−−−→
∗
V ⊗ V
Note that on the left-hand side of (9.16) we really mean the complex conjugate
of the map ψV V , not the conjugated braiding ψV V (which wouldn’t make sense
anyway).
Proposition 9.12. Let V ∈ HMod be a ∗-module, and give V ⊗V the ∗-structure
described in Proposition 6.12. If the R-matrix R of H is real, then the diagram
(9.16) commutes, so ψV V is a morphism of ∗-modules.
Proof. Again, let us denote the universal R-matrix by R = xj ⊗ yj , with implied
summation. Let u, v ∈ V . On the one hand, we have
ψV V ((u ⊗ v)
∗) = ψV V (v
∗ ⊗ u∗)
= (τ ◦ R)(v∗ ⊗ u∗)
= (yj ⊲ u
∗)⊗ (xj ⊲ v
∗)
= R21(u
∗ ⊗ v∗).
On the other hand, we have(
ψV V (u⊗ v)
)∗
=
(
ψV V (u⊗ v)
)∗
=
(
(τ ◦ R)(u ⊗ v)
)∗
=
(
(yj ⊲ v)⊗ (xj ⊲ u)
)∗
= (xj ⊲ u)
∗
⊗ (yj ⊲ v)
∗
= (S(xj)
∗ ⊲ u∗)⊗ (S(yj)
∗ ⊲ v∗)
= (S ⊗ S)(R)∗(u∗ ⊗ v∗)
= R∗(u∗ ⊗ v∗).
If R is real, then R∗ = R21 by definition, so the two expressions agree, and thus
(9.16) commutes. Hence ψV V is a ∗-map. 
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