The increasing need for labeled data has brought the booming growth of crowdsourcing in a wide range of high-impact real-world applications, such as collaborative knowledge (e.g., data annotations, language translations), collective creativity (e.g., analogy mining, crowdfunding), and reverse Turing test (e.g., CAPTCHA-like systems), etc. In the context of supervised learning, crowdsourcing refers to the annotation procedure where the data items are outsourced and processed by a group of mostly unskilled online workers. Thus, the researchers or the organizations are able to collect large amount of information via the feedback of the crowd in a short time with a low cost.
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TUTORIAL TOPICS 2.1 Part I: Truth Inference
In this part, we aim to answer the question: what is the ground truth label of each item that has been distributed to the crowdsourcing workers to label. Take the example of deep neural networks, which usually require million-level of labeled items (e.g., images or documents) for the model training in real-world application scenarios. The most affordable means of collecting such a large-scale data set is through crowdsourcing. Despite the wide utilization of crowdsourcing services, the frameworks of ground truth inference on these items are still not fully automatic and need human intervention to guarantee quality. To automatically estimate the trustworthy information with the data collected from online workers, truth inference [4, 8, 9, 11, 14, [16] [17] [18] [19] is proposed. The challenge of truth discovery is how to estimate truths and learn accurate workers' reliability simultaneously without any supervision. Towards this goal, we will provide a comprehensive review of the existing discoveries of truth inference from the perspective of data quality in terms of label collection, worker ability modeling, item difficulty modeling, etc., and the perspective of aggregation effectiveness in terms of the optimization methods and the generative inference methods.
Part II: Learning with Crowdsourcing
Obtaining labels can be expensive and time-consuming, but unlabeled data is often abundant and easy to obtain. In terms of the labeling cost and efficiency, many learning tasks can be optimized effectively by intelligently choosing specific unlabeled instances to be labeled by an oracle, which is referred to as active learning. In practice, this setting is compromised (because this omniscient who knows ground truth doesn't exist) and the learning task could only refer to the multiple crowdsourcing workers, who have varying expertise, for label querying. By carefully chosen a set of items that are generally preferable and a group of workers to ask for queries [6, 12, 15] , the items could be relabeled and have higher qualities.
Data heterogeneity, which also known as data variety, refers to the inhomogeneous properties of the data. In general, the widely accepted types of heterogeneity include task/view/oracle heterogeneity. The oracle heterogeneity is usually reflected in crowdsourcing data which collects redundant (more than one labels per item), noisy (labels could be incorrect), and possibly missing (label matrix is incomplete) labels for each item. The task heterogeneity is exhibited in the problems where multiple related predictive tasks that share commonality are jointly learned but each task has its own data set. The view heterogeneity is exhibited in the problems where the data items are characterized by different sources of features. The overall goal of heterogeneous learning is to leverage the structural information to help with model learning, e.g., aggregating the crowdsourced labels of multiple oracles [3, 18, 22] , modeling the task relatedness of multiple tasks [1, 2, 22] , ensure the view consistency of multiple views [13, 20] or a mixture of dual heterogeneity or triple heterogeneity.
Part III: Teaching in Crowdsourcing
In order to motivate the crowdsourcing workers to convey their knowledge more accurately, the conventional approaches are focused on designing effective incentive mechanisms with a welldesigned compensation policy or a reliable privacy preserving guarantee. However, more efforts are devoted to the aspect of mechanism designing and the important fact that human beings are extremely good learning a specific concept (e.g., categorizing images, classifying text, etc) is always omitted. Besides, human beings can easily perform the concept transferring by adapting the learned concepts into new similar learning tasks. Therefore, a more effective way of utilizing crowdsourcing is by supervising the crowd to label in the form of teaching [23] .
Based on the learning styles that students progress towards concept understanding, human learners can be categorized as either the sequential learners [7, 21] (who learn things in continual steps) or global learners [5, 7, 10] (who learn things in large jumps, holistically). Therefore, the state-of-the-art teaching models are usually classified into two categories based on the modeling of the learner.
One category of teaching framework assumes crowdsourcing workers are global learners and their learned concepts are randomly switched in the hypotheses space. The second category of framework assumes that the workers are sequential learners who see example one at a time and make gradual progress towards becoming the experts of annotation.
