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Solubilization of nanoparticles facilitates nanomaterial processing and enables new applications. An
effective method to improve dispersibility in water is provided by ionic functionalization. We explore
how the necessary extent of functionalization depends on the particle geometry. Using molecular
dynamics/umbrella sampling simulations, we determine the effect of the solute curvature on solvent-
averaged interactions among ionizing graphitic nanoparticles in aqueous dispersion. We tune the
hydrophilicity of molecular-brush coated fullerenes, carbon nanotubes, and graphane platelets by
gradually replacing a fraction of the methyl end groups of the alkyl coating by the ionizing –COOK
or –NH3Cl groups. To assess the change in nanoparticles’ dispersibility in water, we determine
the potential-of-mean-force profiles at varied degrees of ionization. When the coating comprises
only propyl groups, the attraction between the hydrophobic particles intensifies from spherical to
cylindrical to planar geometry. This is explained by the increasing fraction of surface groups that
can be brought into contact and the reduced access to water molecules, both following the above
sequence. When ionic groups are added, however, the dispersibility increases in the opposite order,
with the biggest effect in the planar geometry and the smallest in the spherical geometry. These
results highlight the important role of geometry in nanoparticle solubilization by ionic functionalities,
with about twice higher threshold surface charge necessary to stabilize a dispersion of spherical than
planar particles. At 25%–50% ionization, the potential of mean force reaches a plateau because of the
counterion condensation and saturated brush hydration. Moreover, the increase in the fraction of ionic
groups can weaken the repulsion through counterion correlations between adjacent nanoparticles. High
degrees of ionization and concomitant ionic screening gradually reduce the differences among surface
interactions in distinct geometries until an essentially curvature-independent dispersion environment
is created. Insights into tuning nanoparticle interactions can guide the synthesis of a broad class of
nonpolar nanoparticles, where solubility is achieved by ionic functionalization. Published by AIP
Publishing. https://doi.org/10.1063/1.5017525
I. INTRODUCTION
Graphitic nanoparticles such as fullerenes, carbon nano-
tubes (CNTs), and graphene and its derivatives1 like
graphane2,3 represent an interesting new class of synthetic
carbon-based nanomaterials (CBNs). The richness of struc-
tural features of CBNs derives from the presence of pentagon
and heptagon units within the network of hexagonal lattice
that give rise to the positive and negative curvatures and
varied dimensionalities.4,5 The physicochemical features of
CBNs include strong van der Waals attractions among the
particles6 that hamper their dispersing ability and solubil-
ity in both aqueous7–10 and organic7,11,12 solvents. From the
material science perspective, this poses limitations in fabri-
cating nanocomposites, combining the unique properties of
multiple nanomaterials homogeneously, and in the process-
ing of engineered CBNs in applications including electronics,
optoelectronics, photovoltaic devices, and chemical and bio-
logical sensors.13 On the other hand, CBNs can be internalized
a)dbratko@vcu.edu
b)aluzar@vcu.edu
within the cellular environment.14–16 Their unique electrical,
thermal, and spectroscopic properties facilitate CBNs’ detec-
tion and monitoring of their function in therapeutic appli-
cations. However, the lack of biodegradability and solubil-
ity in aqueous media reduce their biocompatibility, impos-
ing limitations in bio-medical applications like bioimaging17
and targeted delivery of biomacromolecules into the cel-
lular environment.18–20 Understanding and controlling the
solubility properties of graphitic nanoparticles, such as the
fragments of graphene, carbon nanotubes (CNTs), and their
derivatives, holds promise for exciting new applications. Sur-
face modifications proposed to disperse CBNs in aqueous
media include chemical functionalization by polar and ionic
groups.21–27
We are interested in chemical modifications toward
increasing the hydrophilicity of carbon-based nanoparticles
by planting ionic functional groups such as ethyl–COO or
ethyl–NH+3 which not only bring up new biological proper-
ties but can also assist energy technologies.28 For example,
experimental studies suggest that carboxylic derivatives of
C60 functionalized with malonic acid fragments possess excel-
lent biological properties (antibacterial activity)29 and have
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been observed to prevent bacteria induced meningitis.30 On
the other hand, carboxylate and amine functionalized multi-
wall CNTs dispersed in aqueous solution can be assembled
into thin porous films by using a layer-by-layer technique.
Such films can be used to design electrode materials for fuel
cells, where chemical energy from fuel can be converted into
electricity.28,31
Experimental insights have been complemented by
molecular dynamics simulations of hydration, mechanical
properties, and solution interactions between chemically mod-
ified CBN particles including charge-bearing C6032 or CNTs,33
graphene fragments34–37 as well as CNTs, and extended planar
surfaces with polar38–40 or ionic41 functionalities. However,
the general guidelines toward the design of functionalized
CBN particles with targeted wetting or solubility character-
istics are still lacking. In recent simulation studies, we have
shown39,41 that a variety of chemical modifications are pos-
sible to tune the hydrophilicity without altering the thickness
or density of the surface coating, just by replacing a fraction
of alkyl surface groups by polar39 or ionic41 ones. We also
showed how the hydrophobicity of homogeneous nanoparti-
cles depends on their geometry.42 For alkyl-covered surfaces,
the apparent hydrophobicity, quantified in terms of interfa-
cial compressibility43,44 of water, increased upon the transition
from spherical to cylindrical to planar particle geometry.42 The
change was consistent with simultaneous strengthening of the
hydrophobic attraction between the particles.
In the present work, we examine the role of particle
geometry on the effectiveness of ionic functionalization in
reducing the dispersed particles’ propensity for association.
To this end, we densely coat the solutes with propyl chains
(–CH2–CH2–CH3) and then tune the surface hydrophilicity
by substituting a fraction of terminal methyl groups with ion-
izing (–NH+3Cl− or –COO−K + ) ones. In a system with planar
geometry such as the functionalized graphane, the relation
between the surface free energy, the density of functional
groups that control the hydrophobic nature of the solute, and
their distribution are well established.41,45 The average density
of charges required to turn the solvent-induced force between
alkyl-covered plates repulsive was found to be close to 0.08
elementary charges per nm2. This density corresponded to
about 2% of alkyl groups replaced by the ionic ones.41 But
what percentage of ionic substitutions would suffice to stabi-
lize the dispersion of carbon nanoparticles or solubilize carbon
nanoparticles with different curvatures in water? The poor
solubility of carbon structures is attributed to strong attrac-
tive dispersion forces among the particles rather than to the
lack of affinity to water.46–48 This attraction can be overcome
by introducing surface charges32 through adsorption, or by
experimentally feasible ionic functionalization, but the den-
sity of charges must be increased substantially. The question
we wish to answer is, how does the threshold charge density
of the attraction-to-repulsion transition depend on the particle
geometry? In the absence of screening ions, the electric field
strength around a planar, cylindrical, or spherical charged par-
ticle varies with the distance r approximately as ro, r1, or
r2, respectively. It is therefore clear that charge functional-
ization will be most effective in the planar geometry and least
in the spherical geometry. We compare the three geometries
of carbon-based nanomaterials by focusing on the potential of
mean force W (r) among adjacent particles and its crossover
from attraction to repulsion upon increasing the surface charge.
While the thermodynamic solubility also depends on the ener-
getics of the precipitated phase, the repulsive potential of mean
force in solution indicates a stable or, at the very least, a
metastable dispersion state incapable of particle association
and nucleation of the solid phase. We find that the charge-
induced repulsion reaches the maximal strength at optimal
shape-specific surface densities of ionic groups. To explain the
nonmonotonic effects of the surface charge and the observed
differences between the interparticle forces in the three geome-
tries, we also monitor the distribution of counterions and water
molecules around the solute. We pay particular attention to the
coordination number of the counterions as a measure of ion
condensation, which determines the optimal extents of ionic
functionalization in each of the distinct particle geometries we
consider.
II. MODELS
In this section, we briefly describe the models we used
in simulating the solvent-averaged interaction among ionizing
nanoparticles in water. To span the broad range from strongly
hydrophobic to strongly hydrophilic particles of invariable
shapes, we use propyl-coated carbon nanoparticles42 with
additional ionic substitutions. We consider three principal par-
ticle geometries: planar (finite size fragments of graphane,2,3
a hydrogen-saturated form of graphene), cylindrical (carbon
nanotubes), and spherical (fullerene C60) (see Fig. 1 left).
We choose the fully saturated (CnHn) graphane structure to
allow functionalization without inducing structural defor-
mations upon the changes of carbon hybridization. In all
three geometries, the areal density of grafted propyl chains
corresponds to ∼4 terminal methyl groups per nm2 of the
solvent-exposed particle surface, similar to the densities of
self-assembled monolayers.49,50 Graphane plates are function-
alized only on one side. For fullerene (C60), we obtain the target
density by a uniform grafting of 24 propyl groups, yielding
an approximately spherical particle with the excluded vol-
ume diameter σ ∼ 17.3 Å. For the definition of σ, see the
caption of Fig. 1. We choose the CNTs with a diameter iden-
tical to that of the fullerene, and the platelets are assigned
the width of ∼16.5 Å. The length of the platelets and CNTs
is ∼2.5 times the diameter of the functionalized fullerene or
CNT, leading to the sizes of 366 or 255 backbone carbon
atoms and 60 or 19 grafted propyl groups on the CNT or
the graphane platelet backbones, respectively. The numbers of
propyl chains are not proportional to the number of backbone
carbon atoms because, with curved particles (fullerenes and
CNTs), the density of planted groups at the backbone exceeds
the predetermined areal density at the plane of contact with the
solvent.
In order to achieve the desired percentage of ionic func-
tionalization, the end groups of alkyl chains were gradually
replaced by the –NH+3Cl
− or –COO−K + groups. Approx-
imately uniform distribution of these groups is preferred
as patchiness, or (areal) density fluctuations, can enhance
attractive correlation effects.41,51–54 The precise numbers of
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FIG. 1. Left: A sketch of functionalized carbon nanopar-
ticles. The particle backbones and the propyl chains func-
tionalities are shown in grey and blue colors, respectively.
CNTs and platelets are held in the parallel orientation.
σ = 2R is the excluded volume diameter of the function-
alized fullerenes, and CNTs defined as the biggest center-
of-mass separation at which the propyl end groups on the
adjacent particles can be brought into contact. The lengths
of the CNT and graphane are 2.5 times the diameter, σ,
of the functionalized fullerene or CNT. D = r  σ mea-
sures the solvent-accessible space between the function-
alized surfaces, where r is the center-of-mass distance.
σ = 17.3 Å for the functionalized fullerenes and CNTs
and 10.5 Å for the platelets. Right: Snapshots from sim-
ulated systems with ∼25% of propyl surface groups
replaced by ethyl–NH+3 Cl
− ones. Cl counterions are
shown in green color.
hydrophobic (alkyl) and ionic end groups are listed in Table V
of the supplementary material. The inter- and intra-molecular
potentials of the solute particles are described using the All
Atom Optimized Potentials for Liquid Simulations (OPLS-
AA) force field,55 and we use the extended simple point charge
model (SPC/E56)for water. The Lorentz-Berthelot rule is used
for mixed Lennard-Jones interactions. Further details of the
models with complete sets of force field parameters are pro-
vided in Tables I–IV of the supplementary material. In princi-
ple, the different curvatures of nanoparticles can affect the par-
tial charges on the particle atoms. These second-order effects
are neglected in our simplified approach55 as the backbone
atoms are buried under the propyl coating and are relatively
insignificant compared to the strong influence of ion-bearing
functional groups. Our earlier study also revealed a very minor
role of (small57) partial charges on carbon and hydrogen atoms
in pristine graphane on its wetting behavior in water.45
III. METHODS
A. Molecular dynamics/umbrella sampling simulations
Constant number of molecules (N), pressure (P), and
temperature (T ) simulations (NPT ) of ionic functionalized
graphitic nanoparticle systems were performed using the
LAMMPS package.58 The velocity Verlet algorithm was used
to integrate the equations of motion. The SHAKE algorithm
was applied to constrain the bonds in water molecules. The
simulation time step was 1 fs. The cutoff distance of non-
bonded interactions was 12 Å. Coulombic forces were handled
by the Ewald summation.59 The potential of mean force W (D),
defined as the free energy at the specified separation D = r  σ
between the nanoparticles, was calculated using the umbrella
sampling (US) method.59 A pair of solutes placed in the sim-
ulation box with up to 6 × 103 water molecules were initially
placed at the separation of ∼30–32 Å, equilibrated for 9–10
ns and then gradually pulled toward each other using distance
decrements of 0.1 Å/100–200 ps. Selected configurations from
this trajectory were used to initiate 2–4 ns equilibration and up
to 6 ns production runs in a set of predetermined separations to
extract the average interparticle force as a function of D. While
several alternative methods for the calculation of the potential
of mean force exist and are equally valid,12,32,35,48,60–62 we
obtained W (D) by integration of the US mean force (see
Ref. 63) from separations at which the simulated forces
became statistically indistinguishable from zero. The proce-
dure we described in detail in the previous work42 has also
been validated by reproducing the W (D) profiles between
fullerene particles from Ref. 32. The simulation setups are
shown in Fig. 1 right. The details about the simulation runs for
all the systems are provided in Table VI of the supplementary
material.
IV. RESULTS AND DISCUSSION
A. Purely hydrophobic particles
Figure 2 compares the potential of mean force pro-
files W (D) between a pair of propylated graphane, CNT,
or fullerene (C60) particles. For easier comparison between
the solutes with different sizes, we normalize W (D) by the
number of exposed propyl chains facing the opposite parti-
cle, which entails division by 19 in the case of graphane,
30 for CNTs, and 12 for fullerenes. Because of their curva-
tures, however, only a fraction of chains on CNTs, and even
fewer in the case of fullerenes, can actually be brought into
contact upon approach between the particles. The normal-
ized potential of mean force, W (D)∗, comprising the direct
van der Waals and solvent-induced attractive terms, is there-
fore the strongest in the planar geometry and the weakest in
the spherical geometry. In addition to the well-depth depen-
dence on the curvature, we also observe a shift in the position
of the attractive minimum between the fullerenes, compared
to the other two structures. With the plates and CNTs, the
surface-surface separation54 D = r  σ at the attractive well
is just slightly above 0, meaning that r barely exceeds the
contact distance, σ, of the given species. The small area of
contact between the fullerenes, on the other hand, allows for
partial compression or interpenetration of the chains under
the effect of van der Waals attraction, shifting the position
of the minimum to negative D of ∼1.8 Å or about ½ the
diameter of the terminal methyl groups on propyl chains.
As we have shown elsewhere,42 the increase in the curva-
ture generally leads to the weakening of both, the direct
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FIG. 2. Normalized potentials of mean force as functions of separation D
between a pair of propyl-coated platelets of graphane, CNTs, or fullerenes. D
= r  σ measures the solvent-accessible spacing between the functionalized
surfaces, where r is the center-of-mass distance between the particles. W (D)∗
between the particles is normalized by the number of chains on the opposing
surfaces of the particles: 19 for graphane, 30 for CNT, and 12 for fullerene.
and the solvent mediated attraction, between hydrophobic
particles.
B. Particles covered by a mixture of hydrophobic
and ionic functionalities
As shown in Figs. 3 and 4, when the particles acquire a
sufficient number of ionic groups, the overall attraction pro-
gressively turns to repulsion due to the combined effect of
repelling particle charges and increasingly repulsive hydra-
tion force. To identify the crossover conditions for different
particle curvatures, we gradually modify the surface hydropho-
bicity of the solutes by replacing the terminal methyl group
on the propyl chains with the ammonium chloride or potas-
sium carboxylate groups. We choose target fractions of ionic
substitution on the propyl chains f ≈ 0%, 12%, 25%, 50%,
75%, and 100%, rounded to the nearest percentage realizable
with an integer number of substituted groups. The actual num-
bers of ion-substituted groups per particle are listed in Table V
of the supplementary material. We present the W (D)∗ profiles
for all three particle geometries and different extents of ionic
substitution in two different ways. In Fig. 3, we compare the
results for distinct particle geometries at each of the three pre-
selected degrees of substitution f ∼ 12%, 25%, and 100%.
Conversely, Fig. 4 compares the W (D)∗ profiles separately
for each geometry at varied extents of ionic functionalization.
In both cases, we show the results for cationic (–NH+3Cl−)
and anionic (–COO−K + ) substitutions. The normalization of
W (D)∗ is identical as described in Fig. 2.
While the planar shape of the platelets in the purely
hydrophobic form supports stronger attraction than between
cylinders or spheres, Figs. 3 and 4 show that the interparti-
cle potential in this geometry is also the most sensitive to the
introduction of ionic groups. As the charge density is grad-
ually built up, the repulsion increases most rapidly in the
planar geometry. Interpolation between the calculated curves
suggests that the repulsion overcomes the attractive terms at
12%–16% ionic substitution f or the average charge density
qs = fqmax between 0.4 and 0.65 eo nm2 (qmax ∼ 4 eo nm2 is
the hypothetical charge density at 100% ionic functionaliza-
tion and no counterion binding). For comparison, we observe
the crossover to net repulsion between cylindrical particles at
qs between 0.5 and 0.8 eo nm2 (14% ≤ f ≤ 20%) and between
1.2 and 1.6 eo nm2 (30% ≤ f ≤ 40%) with the fullerenes.
In all the cases, the lower density corresponds to –COO−K +
and the higher to –NH+3Cl
− substitutions. The smallest inter-
vention is therefore needed to solubilize the platelet par-
ticles that are most prone to association in the nonionic
state.
The percentage of ionic substitutions needed to prevent
the attraction among the particles increases with the curvature.
FIG. 3. Variation of the potential of mean force, W (D)∗
as a function of the interparticle separation D for propyl-
coated graphitic nanoparticles with varied fractions of
propyl groups f = 12% (a), 25% (b), or 100% (c) replaced
by ethyl–NH+3 Cl
− (left) or ethyl–COO−K + (right panel)
groups. W (D)∗ is normalized by the number of chains on
the opposing particle surfaces (19 for graphane, 30 for
CNT, and 12 for fullerene; see Fig. 2).
222815-5 Jabes, Bratko, and Luzar J. Chem. Phys. 148, 222815 (2018)
FIG. 4. Variation of the normalized potential of mean
force, W (D)∗ as a function of the interparticle separa-
tion D for propyl-coated graphitic nanoparticles with
varied fractions of propyl groups (0%–100%) replaced
by ethyl–NH+3 Cl
− (left) or ethyl–COO−K + (right panel)
functionalities: functionalized fullerenes (a), carbon nan-
otubes (b), or graphane (c). W (D)∗ is normalized by the
number of chains on the opposing surfaces of the particles
(see the Caption of Fig. 2). The curves corresponding to
50% substitutions are shown only for the spherical (C60)
geometry; they are almost identical to the 100% ones in
the cylindrical (CNT) and planar (graphane) geometries.
From our previous work,41 we know that a similar dependence
does not apply to the charge density needed to bring the con-
tact angle of a hydrocarbon surface below 90◦ and to render
the water-induced interparticle force repulsive.41 The thresh-
old value of the above transition is close to 0.08 eo nm2 41
and does not depend significantly on the curvature of the
surface.64 Changing the sign of the total (as opposed to the
solvent-induced part) interaction between adjacent particles
from attraction in the absence of charges to overall repulsion
in their presence requires an order of magnitude bigger charge
densities. The higher charge is needed to offset not only the
(weak) solvent-induced term42 but also the stronger direct (pre-
dominantly van der Waals) attraction between the particles.
The main reason for the high effectiveness of functionaliza-
tion on planar surfaces is that all ionic functionalities on one
surface can simultaneously approach the opposite one, pro-
ducing strong electrostatic repulsion. On the curved particles,
a smaller fraction of surface groups can be brought to a compa-
rable proximity of another particle. In addition, the hydration
of exposed ionic groups is easier to preserve when these groups
are located on curved surfaces of approaching particles than
between the planar ones.
C. Nonspecific saturation effects
The comparisons between the potential-of-mean-force
profiles W (D) at different degrees of ionic functionalization
reveal a saturation of the effective particle charge. The satura-
tion is reached at a critical value of f ; for the planar particles
f crit is below 25% functionalization. Increasing the fraction
of ionic functionalities f beyond f crit produces no significant
change in the effective charge and the solvent-averaged inter-
particle potentials. With cylindrical and spherical solutes, a
similar saturation occurs around f ∼ 30% or 50%, respectively.
The trend toward effective-charge65 saturation conforms to the
concept of ion condensation,66–73 which implies electrostatic
binding of counterions to offset any excess particle charge
above a certain critical value. According to the approximate
theory of Manning,67 the critical charge density depends on
the particle shape and the concentration of shielding ions, csi.
For sizeable solutes (σ exceeding the Debye screening length
κ1), the approximate threshold charge densities qcrit in the
three principal geometries are67
qplane
crit ≈−
eoκ ln(κlB)
2pilB
, qcylinder
crit = q
plane
crit
K1(κR)
K0(κR) ,
qsphere
crit =q
plane
crit
(
1 +
1
κR
)
,
(1)
where R = σ/2, lB = e2o/4piεkBT is the Bjerrum length,
κ = (4pilBNAcsi)1/2, NA is the Avogadro number, ε is the per-
mittivity of the medium, kB is the Boltzmann constant, and Ko
and K1 are the Bessel functions of the 2nd kind. The possibil-
ity of ion condensation exists in all three geometries; however,
with spherical particles, it is restricted to finite ion concentra-
tions.67 In the strong screening limit, κ → ∞, the interfacial
electrostatics becomes insensitive to shape.74 The three critical
densities converge as the radius of curvature greatly exceeds
the screening length κ1.
Figure 5 illustrates the predictions from the approximate
theory of Manning67 for the fractions of nonbonded counte-
rions, α = min{1, qcrit /f qmax}, as functions of the degree of
ionic functionalization f for the three principal geometries of
the particles. The concentration of free counterions csi varies
in parallel with the product fα, spanning the range from 0 to
0.08 mol dm3. In a qualitative agreement with the simulation
results for ion distributions shown in Fig. 6, the ion binding
intensifies in the order from spherical to cylindrical to pla-
nar geometry. Theoretical threshold values that determine the
effective particle charge in the saturated regime are, however,
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FIG. 5. The fraction of free counterions α as a function of the extent of ionic
functionalization f on propylated fullerenes (blue), infinitely long carbon nan-
otubes (green), or laterally extended graphane platelets (red line) estimated
from Manning’s theory of ion condensation56 for the conditions considered in
Figs. 2 and 3. For every particle geometry, there exists a critical surface charge
density qcrit , beyond which the effective charge shows saturation with respect
to further functionalization. The threshold charge density qcrit increases from
planar to cylindrical to spherical particles.α relates to qcrit asα = min{1, qcrit /f
qmax}, where qmax ∼ 4eo/nm2 is the surface charge density in a hypothetical
state with f = α = 1.
lower than those observed in the simulations. In addition to the
simplifications of the theory,67 the difference can be attributed
to finite sizes of the simulated particles as opposed to the infi-
nite cylinder length and lateral plate dimensions presumed in
the theoretical model.
The restriction on the particle charge density also imposes
a limit for the maximal strength of electrostatic repulsion.
Once the maximal charge is reached, the repulsion between
the particles cannot be strengthened further by additional ionic
substitutions. Our simulation results conform to this predic-
tion. Moreover, in several cases, we observe a slight weakening
of the repulsion upon increasing the particle charge densities
beyond the saturation limit. When this is the case, a shal-
low attractive minimum can be restored at the interparticle
separation corresponding to the increased diameter of the parti-
cles that includes the first coordination shell of the counterions.
The attractive contribution reflects the correlations between
localized but laterally mobile counterions75–87 accumulated at
the opposing surfaces of a pair of interacting nanoparticles.
The change of the counterion-counterion interaction in the
locally perturbed solvent environment between the nanoparti-
cles can also play a role.88 The correlation effects are stronger
with K+ counterions than with the Cl ones because the Cl
ions tend to penetrate deeper into the nanoparticle coating. For
practical purposes, the charge saturation and ion correlation
effects establish an optimal degree of ionic functionalization
near the condensation limit. A further addition of ionic groups
beyond this limit will have no significant effect and can even
weaken the interparticle repulsion. In analogy with the (lower)
attraction-to-repulsion crossover density, the charge density
of maximal repulsion increases with the curvature of the
particles.
D. Ion distribution and specificity
Figure 6 illustrates the spatial distributions and running
coordination numbers of counterions in the ionic atmosphere
of charged nanoparticles. The two types of ionic functionaliza-
tion considered in the present study show distinctly different
structural behaviors. The distribution functions of the counteri-
ons, g(D), show that the K+ ions mostly accumulate next to the
nanoparticle (the peak distance Dαβ close to 0), with increased
tendency to penetrate into the particle coating only at very high
degrees of ionization. The Cl-ions, on the other hand, readily
penetrate between the coating end groups, with the counterion
concentration peaking at the position of ionic NH+3 groups
at all conditions. The difference reflects contrasting strengths
of nonelectrostatic attractive forces between the two types of
counterions and the heavy atoms of the functional groups on
FIG. 6. Radial distribution function between functionalized graphane platelets (left), carbon nanotubes (middle), or fullerenes (right) and Cl (bottom) or K+
(top) counterions at different percentages of ionic functionalization. D = Dαβ = rαβ  σαβ, where rαβ is the center-to-center distance between the two species
and σαβ = 0.5(σα + σβ) is the contact distance between species α and β with diameters σα and σβ . Diameter σα of graphane platelets is ∼10.5 Å and 17.3 Å
with propylated CNTs and fullerenes, respectively. The diameter of Cl and K+ counterions, σβ, is 4.42 Å and 4.93 Å, respectively. The insets show running
coordination numbers of counterions n(Dαβ) as functions of the distance Dαβ from the nanoparticle.
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the particles. The difference is captured through the param-
eterization of the Lennard-Jones potential parameters of the
two ionic species (Table I of the supplementary material) cor-
responding to different strengths of dispersion interaction due
to the very different polarizabilities of the two ionic species.89
The nonelectrostatic attraction of the chloride ions to the par-
ticle surface translates into stronger shielding of the particle
charge, reducing the Coulombic repulsion between the charged
nanoparticles. Consistent with this picture, Figs. 3 and 4 show
the introduction of a small fraction f of –COOK moieties to be
conducive to stronger repulsive effects than with the –NH3Cl
ones.
The ion-specific binding discussed above also augments
the effects of the nonspecific67 ion condensation. In all three
geometries, the running counterion coordination numbers
nαβ(D),
nαβ(D) = ρβ
∫ V (D)
o
gαβ(Dαβ)dV , (2)
of the Cl ions (β = Cl) reach the plateau value at a few Å
smaller separations than with K+ counterions at the identical
number density ρβ and manifest a smaller slope thereafter.
The slope of nαβ(D) reflects the concentration of free counte-
rions, which also depends on the particle geometry. The slopes
of nαβ(D) at large D stop changing with f above the critical
value f crit. The bigger limiting slope nαβ(D) observed with the
fullerenes conforms to the higher fraction of the free coun-
terions in this geometry, in a qualitative agreement with the
theoretical predictions.67
E. Hydration of charge-bearing nanoparticles
Pure propyl-coated particles feature strongly hydropho-
bic hydration that is quite similar in all the three geome-
tries. Figure 7 illustrates water distribution around individual
well-separated particles, with the 1st hydration layer com-
prising water molecules at distances smaller or equal to the
distance between the particle and the first minimum of the dis-
tribution function gp-O(D). The subscripts p and O denote the
nanoparticle and the oxygen atoms of water. When the parti-
cles bear no charge, the 1st hydration shell contains between
2 and 2.5 water molecules (depending on the particle shape)
per grafted propyl group. In contrast to the hydration of less
hydrophobic42,45,46,48,63,90,91 pristine CBN particles, here, the
1st density peak (Dmax) is withdrawn ∼1 Å away from the
direct contact (D = 0) with the stretched propyl-coating groups.
The tendency toward partial dewetting is characteristic of
aqueous interfaces at strongly hydrophobic surfaces, where
water attraction to the substrate is much weaker than that
among water molecules.92,93 Sporadically, a small number of
water molecules penetrate between the end groups of the alkyl
brush.45 With the introduction of even a small fraction of ionic
groups, this penetration is greatly enhanced, but the structure
changes in a surprising geometry-dependent way. At the inter-
face of functionalized graphane, the original first peak is now
attracted into a direct contact with the surface and an even
higher one builds up an entire diameter of water inside the
platelet’s coating. The modified structure is fully developed at
only 25% substitution of methyl end groups by the ionic ones.
It is essentially identical with either type of ionic substitution.
The surprising independence of water structure on particle ion-
ization and ion type after the rapid initial rearrangement is
indicative of a collective penetration process, started by the
hydration of charges; however, only a minority of absorbed
water molecules can be classified as the hydration water of the
ions.
The above changes are not mirrored on the curved sur-
faces, at which the density of the brush and concomitant
steric exclusion increase with the depth. By design, the areal
surface densities are equal for all three particle types at the
FIG. 7. Radial distribution functions between functionalized graphane platelets (left), carbon nanotubes (middle), or fullerenes (right) and oxygen atoms of
water molecules in systems with ethyl–NH+3 Cl
− (bottom) or –COOK moieties (top) at different percentages of ionic functionalization. D = Dαβ = rαβ  σαβ,
where rαβ is the center to center distance between the two species and σαβ = 0.5(σα + σβ) is the contact distance between species α and β with diameters σα
and σβ . The diameters σα of the particles are equal as in Fig. 5, and the diameter of water, σβ, is 3.166 Å.
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particle-solvent contact plane; however, in contrast to the flat
surface, the steric hindrance to the uptake of water intensifies
with the depth at convex interfaces. The hydration inside the
brush on CNTs and fullerenes is therefore less pronounced and
peaks at smaller depth, compared to that on a planar solute. The
original structural peak slightly away from the particle surface
remains dominant, with only a minor shift in position. Because
of the steric resistance, the above changes at curved interfaces
occur gradually upon increasing particle ionization. This is
in contrast to the rapid uptake of water inside the functional-
ity brush of planar particles at a very low density of charged
groups, followed by essentially complete saturation beyond
f ∼ 25%.
Our results do not indicate any measurable extension of
the functionalities in the presence of charges as the propyl
chains are essentially stretched even in the neutral state.
Nonetheless, the brush hydration also enhances the steric inter-
particle repulsion at small distances as it hinders the interpene-
tration of the functionalities belonging to the two approaching
surfaces, an effect significant in the fullerene geometry.
Eventual association of the particles results in the
expulsion of hydration water from affected particle sur-
faces.42 Because the contact area between associating particles
increases from spheres to cylinders to plates and because of
the bigger population of water in the brush of planar particles,
the hydrophilic hydration of ionized nanoparticles plays a key
role in determining the sensitivity of the short-range particle
interaction to ionic functionalization (Figs. 3 and 4) in different
geometries. Specifically, it supports the easiest charge-induced
transition to overall repulsion among the planar particles and
the hardest for the spherical ones and envisages reaching sat-
uration with respect to the extent of functionalization in the
same order.
While we observe subtle ion-specific effects on the interfa-
cial structure of water, these effects appear to be of secondary
importance for the interparticle potentials of mean force in
systems with two distinct types of ionic functionalization
(Figs. 3 and 4). The nonelectrostatic binding of Cl ions inside
the particle brush, and concomitant increase in ionic shielding
compared to the K+ system, appears to be the main reason for
the stronger effect of the –COO−K + functionalization on the
interparticle repulsion in solution.
V. CONCLUSIONS
Ionic functionalization presents an effective means to
manipulate the interactions among dispersed nanoparticles in
water. Molecular simulations of nanoparticles covered by a
mixture of alkyl and ionizing functionalities reveal a strong
curvature dependence of the effect of planted charges on the
interparticle forces. The sensitivity to the hydrophilic groups,
added to solubilize the particles, increases from the spheri-
cal particles to the cylindrical and planar ones. While purely
hydrophobic platelets are the most prone and the fullerenes
the least prone to associate in water, the order is reversed upon
introduction of even a small fraction of ionic groups. This
comparison is summarized in Fig. 8. The solvent averaged
potential between the platelets and nanotubes turns repul-
sive with around 15% of alkyl surface groups replaced by
FIG. 8. Bottom: The potential of mean force among propyl-coated graphitic
particles shows the weakest attraction in the spherical geometry and the
strongest in the planar one. Top: The sensitivity to ionic substitutions increases
in the same order. The sequence of profiles W (D)∗ is already reversed when
as few as 12% of alkyl groups are replaced by ionizing ethyl–COO−K +
functionalities.
ionic ones. This number is about 1/3 higher for the nanotubes
and more than doubled with the fullerenes. The sensitiv-
ity to particle shape is attributed to both, the weakening of
the Coulombic repulsion with the particle curvature and the
increased packing effects that interfere with the hydration of
ionic groups inside the coating of convex particles. The effect
of functionalization is strongly nonmonotonic, with a satura-
tion limit imposed by counterion condensation. The limiting
charge density increases from planar to cylindrical to spherical
geometry.
An attractive term due to the correlations among con-
densed ions can weaken the interparticle repulsion upon the
addition of ionic groups in excess of the condensation limit.
The optimal areal density of ionic functionalities is the high-
est for the spherical and the lowest for the platelet particle
geometry. These densities can be modulated by ion specific
effects due to different strengths of dispersion forces between
the counterions and the nanoparticle coating, with the platelets
showing the strongest and fullerenes the weakest dependence
on the type of the counterion.
SUPPLEMENTARY MATERIAL
See supplementary material for additional force field
information, description of model systems, and details about
the simulation runs performed in the potential of mean force
calculations.
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