The lowest possible rate of growth of a meromorphic function / of genus q with zeros and poles restricted to a given finite set of rays through the origin is determined in terms of q and the rays carrying the zeros and poles. For a > 1 the ratio T(ar,f)/T(r,f) is shown to be bounded as r tends to infinity for all such entire functions, but not for all such meromorphic functions.
1. Introduction. In this paper we are concerned with the rate of growth of the Nevanlinna characteristic of meromorphic functions whose zeros and poles are restricted to lie on a finite number of rays through the origin. We consider the relationship between the order and lower order of such functions as well as upper bounds for T(ar, f)/T(r 9 /) for a > 1.
We first specify the class of functions that we will consider. Suppose X = {Θ V Θ 2 ,...Θ M } and {Y = 0 M+1 ,0 M+2 ,...Θ L ) each consist of distinct members of [0,2ττ), are not both empty, and have an empty intersection. For a nonnegative integer q, let Jf q (X 9 Y) be the collection of all functions meromorphic in the complex plane with zeros z v and poles w v satisfying (1.1) (i) argz^eX, (ή) arg w v e Y 9 and For X Φ 0, let £ q (X) be the collection of entire functions Jf q (X 9 0). We note it is immediate from (l.liii) that / e Jί q (X, Y) has order λ > q. Our principal result (Theorem 1) enables us to determine the minimum of the lower orders μ of f^Jί q (X,Y) by applying a certain criterion, essentially geometric in character, to the sets for 0 < k < q. Theorem 1 extends earlier results of Edrei and Fuchs [1, p. 308] , GoΓdberg [5] and [6, pp. 338-344] , and Steinmetz [11] , who obtained the sharp bounds μ>q for f <Ξ g q (X) if M=l ([1] and [5] ) and μ > max(0, q -1) for / e S q { X)ifM = 2 ([5] and [11] ). =0 i//ι = 0. r->oo ψ(r)logr Clearly (1.5) asserts that f eΛf (X,Y) has lower growth at least order /?, maximal type, and (1.6) asserts that this result is best possible. It is trivial that p = q if Y = 0 and M = 1, giving the result for entire functions with zeros on a single ray in [1] and [5] . If Y = 0 and M = 2, an easy verification gives p > max(0, q -1), in agreement with the result in [5] and [11] .
A geometric interpretation can be given to the integer p in most cases. Let us suppose that p > 1 and note that (1.3), (1.4i), and (1.4ϋ) express the fact that 0 is in the convex hull of S k (defined in (1.2)) for m 0 < k < q. For p > 1 we thus have in the cases where we may ignore the rather technical condition (1.4iϋ) that p is the largest integer ra 0 < q for which 0 does not lie in the convex hull of S mQ .
It would perhaps be helpful to consider an example in which the above geometric interpretation of p fails, i.e. an example in which condition (1.4iii) plays an essential role. Suppose X= (0, ττ/4, T7-/3}, Y = 0, and q = 4. It is elementary that the only solution of (1.3) with k = 4 subject to (1.4i) and (1.4ii) is (1.7) a 41 = 1/2, a 42 = 1/2, and a 43 = 0. Similarly the only solution of (1.3) with k = 3 satisfying (1.4i) and (1.4ii) is (1.8) 031 = 1/2, 032 = 0, and α 33 = 1/2. There is no solution of (1.3) with k = 2 subject to (1.4i) and (1.4ii). Thus from (1.4iii), (1.7), and (1.8), it is clear that p = 3, even though 2 is the largest integer m 0 not exceeding 4 for which 0 is not in the convex hull of Although Theorem 1 gives complete information concerning possible lower growth rates of / e Jί q (X, Y) in terms of q, X, and Y, it does not give information in terms of q and L alone concerning possible lower growth rates of a function of genus q with zeros and poles restricted to any L distinct rays. It would be of interest to determine where X and Y vary over all disjoint sets in [0,2τr) whose union has L members, and also to consider only entire functions and to determine where X varies over all sets of M members in [0,2π). The quantity μ e (q, M) has also been studied by E. V. Gleizer. It is my understanding that Gleizer, in a paper [4] submitted to the Ukrainian Journal of Mathematics simultaneously to the submission of this paper, showed Gleizer also obtained a result for entire functions very close to Theorem 1 applied to S q {X).
The estimate appears in [2, p. 25 [5] .) In [12] it is shown that (1.11) implies that the Nevanlinna deficiency is independent of the choice of the origin. From Theorem 2 we thus conclude that any entire function of finite order for which the Nevanlinna deficiency is origin dependent cannot have its zeros restricted to a finite number of rays through any one point. (See for example [8] .) We conclude the Introduction by collecting certain elementary facts needed in the proofs of Theorem 1 and Theorem 2. Our arguments depend heavily on the Fourier series of log|/(re'*)|, where / has the form 
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A derivation of these formulas, originally due to F. Nevanlinna [10] , can be found in many places, including [9] . Letting m λ {r, /) and m 2 (r, f) 
Since m h > m h , we conclude proving the permutation it is not a permutation that minimizes the right side of (1.15).
Proof of Theorem 1.
We first prove (1.5). Certainly (1.5ii) is trivial by (l.liii). We thus restrict our attention to the case p > 1. With no loss in generality we suppose /(0) = 1. We let z vj denote the zeros of / on argz = Θ J7 1 <j < M, and let z pj denote the poles of / on argz = θ p M + 1 <j < L. For 1 <j < L we let n^t) be the counting function of { z vj ) and for p < k < q define
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For 0 < n < q we let (2.2) (i) C n =(y:l<y<MandΣ-i-<oo}, 
where p(q, X, Ϋ) is the function defined in the statement of Theorem 1. It follows easily from (2.3) and (2.4) that
From (2.5) we conclude there exists n θ9 p < n 0 < q, such that Pn Q = n o-We select such an n 0 and set
We establish the following lemma. be a solution of (2.8) with ra 0 = p' 4-1 satisfying (2.9). If solutions {α^: j ε C U 1)'} of (2.6) exist satisfying (2.7), the combination of {a pfj : 7 e C" U Z>'} with {Λ^.} given by (2.10) yields a solution of (2.8) as r -> oo, finishing the proof of (1.5).
We now turn to the proof of (1.6). The case p = q is comparatively simple and we set it aside for later. We take the case p < q and consider system (1.3) with m 0 = p 4-1 and with solutions a kj satisfying conditions (1.4). Such solutions exist by the definition of p. Let 
Direct calculation from (2.26) and (2.27) shows for / > k that
for some function D λ (q, q\k, p) independent of / and for i < k that
From (2.28) and (2.29) we conclude for 1 < k < q' -p that (2.30) \ + h kk -\(q -q' + k -if = min [h ik -\{q -q' + i -if). l<i<q'-p iΦk
Certainly for 1 < / < q f -p and 1 < Certainly this conclusion also holds in the trivial case q' = p + 1, when (2.20) is a 1 X 1 system. We remark that an examination of (2.23), (2.24), (2.32), and (2.33) shows that for small ε > 0 the solution of (2.20) is approximately the solution of the system (2.20) with A modified so that its entries off the principal diagonal are 0.
We next modify the linear system (2.20) in such a way that the solutions are in fact positive integers. For p + 1 < m < q' we consider the system of equations 
(We suppress the dependence of g y on v in the notation as well as the dependence of n q ,_ k+ι and t k on both j and *>. )
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For p + 1 < m < q\ we calculate the quantity
where in the first step we use (2.41) and (2.43) and in the second step we use (2.36), (2.39), and (2.42). From (1.13iii) and (2.44) for all r > t k = t k (j) 9 1 < k < q' -p, we have for p + 1 < m < q\ for r > t k (j), 1 < k < q f -p, for all m, p + 1 < m < q, and for all j satisfying (2.18).
For j not satisfying (2.18), we let g y = 1. Thus (2.46) holds for all j 9 1 < j < L, all m, p + 1 < m < q, and all large r.
Recalling that gj in general depends on v, we define 9 we then have by (2.46) for all large r and /? + 1 < m < ^,
From (1.3) we conclude for large r that The combination of (2.52) with (2.53) completes the proof of (1.6i) in the case p < q.
In the case 0 = p < q, the discussion following (2.47) applies with only the trivial modifications that (2.48) is omitted, r p is replaced by log r in (2.50) and (2.51), and rf is replaced by log>; in (2.53 ). This proves (1.6H) in the case p < q.
The construction is much simpler if p = q. We assume without loss of generality that X Φ 0. In this case / can in fact be taken to be entire with zeros only on the ray argz = θ λ e X. We choose a sequence R v increasing rapidly to infinity. We select β e (0,1) and let f v be the [R q v +β ] power of the Weierstrass factor of genus q with zero at R v e ιθγ . If p > 0, the discussion from (2.48) through (2.53) applies to yield (1.6i). Note this case is far simpler than the p < q case since no reference need be made to (2.47) . Finally, if 0 = p = q, we again omit (2.48), replace r p by log r in (2.50) and (2.51), and replace rξ by logr^ in (2.53) . This completes the proof of Theorem 1.
An examination of the proof of (1.6) shows the function we have constructed has order q + β where 0 < β < 1. By letting β vary with v, a function of any order in [q, q + 1] can be produced satisfying (1.6). Details of the argument establishing the existence of such a p appear in [3] or [7] . As before we let {z v } denote the zeros of / and write n(r) = n(r y 0). We represent / in the form where the polynomial h is given by
Thus we suppose k < q.
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From (1.13iϋ) and (1.13iv) we have Critical to our argument is the following inequality (3.4) , which bounds the number of zeros near \z\ = r in terms of Γ(r, /). We have, by (1.14), (3.1), and (3.3iϋ), 
= 2
We conclude that
Since n(r/2) < 2T(r, /), we see that in fact
Using (3.3i) we have for 1 < m < q and r > 0 2r_ J_ y ίJL. We conclude from (1.14), (3.3ϋ), (3.5) , and (3.6) that for 1 < m < q and r > 0
We next consider m > q + 1 and let
We distinguish two cases. First suppose p + 1 < m. From (1.14), (3.1), and (3.3iii) we conclude ince Γ(2r,/) < m 2 (2r,/) for the entire function /, (1.10) follows from (3.2) and (3.15) with
We observe that p depends on λ and X, as in turn does the entire right side of (3.16) . This completes the proof of Theorem 2. 
Suppose q and /" are arbitrary integers subject only to the condition 1 < q < J n . By a construction based on our proof of (1.6), we may produce R n -» oo, β n -> oo, and where n(r 9 f) = «(r,0,/J + «(r, oo,/J. Only minor adaptations of the construction of the //s used in the proof of (1.6) are needed to produce f n 's satisfying (4.3) . In the present context, J n plays the role of q in the proof of (1.6) and q + 1 plays the role of p 4-1. The careful placement (using (4.1) for q + 1 < k < J n ) of the z/s and w/s as in the proof of (1.6) yields (4.3v); rough estimates on the resulting function n(t, f n ) combined with (1.13iv) yield (4.3vi) .
From (1.13iϋ), (4.3ϋi), and (4.3iv) it is immediate that Trivially we have (4.6) n(2R n J n )<4T(4R n ,f n ).
Finally we produce / e Jί q { X, Y) by setting where the / π 's are associated with a widely spaced sequence R n and /" tends to infinity. Using (4.5) and (4.6) we are able to conclude r T(2r 9 f)
hmsup---τ-= oo.
r-*oo
We omit the rather lengthy details of this argument.
