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Abstract
We consider the estimation of the drift and the level sets of the
stationary distribution of a Brownian motion with drift, reflected
in the boundary of a compact set S ⊂ Rd, departing from the ob-
servation of a trajectory of this process. We obtain the uniform
consistency and rates of convergence for the proposed kernel based
estimators. This problem has relevant applications in ecology, in es-
timating the home-range and the core-area of an animal based on
tracking data. Recently, the problem of estimating the domain of
a reflected Brownian motion was considered in Cholaquidis, et al.
(2016), in this case the stationary distribution is uniform and the
estimation of the core-area, defined as a level set of the stationary
distribution, is meaningless. We also give an estimator of the drift
function, based on the increments of the process. In order to prove
our results, some new theoretical properties of the reflected Brown-
ian motion with drift are obtained, under fairly general assumptions.
These properties allow us to perform the estimation for flexible re-
gions close to reality. The theoretical findings are illustrated in sim-
ulated and real data examples.
Keywords: Stationary distribution; drift estimation; home-range estima-
tion; core-area; reflected Brownian motion with drift.
1. Introduction
Given a Reflected Brownian Motion with Drift (RMBD) inside a (smooth
enough) compact domain S, we will consider three statistical problems. The
first one is the estimation of the the density of the stationary distribution.
The second one is the estimation of the level sets of this density, with
and without shape restrictions. Lastly, we consider the problem of the
estimation of the drift function. The practical motivation of such problems
will be made explicit in the following paragraphs.
ar
X
iv
:1
61
1.
09
58
8v
6 
 [m
ath
.ST
]  
27
 O
ct 
20
18
Level set estimation can be placed into the field of non-parametric set
estimation, where the goal is reconstructing (in the statistical sense) an
unknown set S from random data related to S. Usually, such random
information comes from a sample of independent points drawn form an ab-
solutely continuous distribution with density f , and the target set is either
the support of f or a level set of the type {x : f(x) > λ} (which, depend-
ing on λ, can be seen as a sort of substantial support of the underlying
distribution).
There are, however, two important practical applications of set esti-
mation techniques in which the assumption of independence is clearly un-
suitable and the above mentioned RBMD approach might be particularly
well-motivated. These are the problems of estimation of the so-called home
range (the region where an individual of an animal species develops its ac-
tivities, Burt, 1943) and that of the core area (the sub-region of the home
range where the individual spends most of its time; see Hayne (1949), Wor-
ton (1987)). Recent advances in animal tracking technology allows an al-
most continuous record of the movement. Therefore in both cases it might
be reasonable to assume that the sample information comes from a grid of
points taken along the (random) trajectory followed by the animal during
its activities. In our setup, core-areas can be modelled by the level sets of
the stationary distribution, while the drift function provides information
about the dynamics of the movement of the animal.
Such point of view has been followed in Cholaquidis, et al. (2016) where
the home range S is identified with the support of the stationary distribu-
tion of a Reflected Brownian Motion (with no drift) and a suitable set
estimator is proposed and analyzed. However, under the (quite natural)
regularity conditions on S considered in that paper the stationary distri-
bution of the reflected Brownian motion is necessarily uniform, (Burdzy et
al. (2006)). This is somewhat restrictive under different points of view; in
particular, the problem of core area estimation (which should be addressed
in terms of level set estimation) is meaningless or uninteresting.
Thus, the main contribution of the present paper is to extend the ap-
proach in Cholaquidis, et al. (2016) to the case of Reflected Brownian Mo-
tion with Drift. Such extension is indeed substantial and far beyond a
simple technical generalization, as it allow us to address the estimation of
the core area in terms of the estimation of an appropriate level set of the
stationary distribution of a RBMD in the home range S. Note that this
can be done since such stationary distribution is non-uniform, in general.
1.1 Roadmap
As a by-product, the paper provides explicit conditions for the existence
and geometric ergodicity of a RBMD on the domain, The drift estimation
problem is also addresses.
With a different approach, an exponential rate in the estimation of the
stationary distribution has been also obtained for ergodic diffusions in un-
bounded domains (see Dalalyan (2005)). See also Cattiaux, et al. (2017),
where a similar problem is considered. The estimation of the stationary
distribution of a stochastic differential equation with drift, without reflec-
tion, has been studied by several authors, some earlier results are given in
Veretnnikov (1999) who adapts the results of Castellana and Leadbetter
(1986) to this setting. More recently, Dalalyan and Reiss (2005) estimates
the drift and the stationary distribution for the same model but without
reflection, whereas Gobet et al (2004) considers estimation problems for one
dimensional diffusions with and without reflection.
Before introducing the formal framework, we discuss briefly the appli-
cation of the proposed method to the estimation from animal tracking data
of the core-area and drift. For a description of home-range estimation see
for instance Cholaquidis, et al. (2016) and the references therein.
1.1 Roadmap
This paper is organized as follows. In Section 2, we discuss conditions for
the existence, uniqueness and geometric ergodicity of the reflected Brownian
motion with drift. The main results in this section are given in Propositions
1 and 2. Proposition 1 gives sufficient conditions for Harris recurrence and
for the the domain to be non-trap for the RBMD process {Xt} (a condition
introduced in Burdzy et al. (2006), which we describe in Section 2).
In Proposition 2 we show that if the domain is non-trap, we have an
exponential rate of convergence to the stationary distribution for the total
variation norm. All the proofs for this section are given in Appendix B.
In Section 3 we obtain in Theorem 1 strong uniform convergence rates for
kernel estimators of the stationary distribution based on a trajectory of the
RBMD. In Corollary 1 and Theorem 3 we prove the strong consistency of
two different families of level sets estimators with respect to the Hausdorff
distance. The case of the estimation of level sets with a given content is
considered in Theorem 4. We also derive in Theorem 5 consistent estimators
of the drift function. Lastly, in Section 4 we consider some simulated and
real data examples to illustrate the behaviour of the estimation methods
described in the paper.
2. Reflected Brownian motion with drift
In this section we establish conditions for the existence of a reflected Brow-
nian motion with drift and its stationary distribution, and study the con-
nections between these conditions and some geometric constraints on its
support.
2.1 Notation
Given a set S ⊂ Rd, we denote by ∂S, int(S), and S the boundary, interior,
and closure of S, respectively. If S is a finite set, we denote by #S its
cardinal. The Borel sigma algebra in S will be denoted by B(S). We
denote by 〈·, ·〉 the usual inner product in Rd and by ‖·‖ the Euclidean
norm. The closed ball of radius ε centred at x is denoted by B(x, ε), while
the open ball is denoted by B˚(x, ε). Given ε > 0 and a bounded set A ⊂ Rd,
B(A, ) denotes the parallel set B(A, ) = {x ∈ Rd : d(x,A) ≤ } where
d(x,A) = inf{‖x − a‖ : a ∈ A}. The d-dimensional Lebesgue measure on
Rd will be denoted by µL.
2.2 An implicit definition of the Reflected Brownian Motion
Let D be a bounded domain in Rd (that is, a bounded connected open set)
such that ∂D is C2. Given a d-dimensional Brownian motion {Bt}t≥0 de-
parting fromB0 = 0 defined on a filtered probability space (Ω,F , {Ft}t≥0,Px),
we are concerned with the problem of the existence and uniqueness of the
solution of a reflected stochastic differential equation on D given by
Xt = X0+Bt+
∫ t
0
µ(Xs)ds+
∫ t
0
n(Xs)ξ(ds), where Xt ∈ D, ∀t ≥ 0. (1)
whose drift, µ(x), is assumed to be Lipschitz, while n(x) denotes the inner
unit vector at the boundary point x ∈ ∂D; this boundary satisfies some reg-
ularity conditions (to be specified later). This equation is called a Skorokhod
stochastic differential equation. Its solution is a pair of stochastic processes
{Xt, ξt}t≥0, the first coordinate {Xt}t≥0 is a reflected diffusion, which we
call a reflected Brownian motion with drift (RBMD), and {ξt}t≥0 is the cor-
responding local time, that is, a one-dimensional continuous non-decreasing
process with ξ0 = 0 that satisfies
ξt =
∫ t
0
I{Xs∈∂D}dξs.
2.3 Ergodic properties
Since we have assumed that ∂D is C2, we know that a ball of positive radius
rolls freely inside and outside D (see Walther (1999)). Then, by using the
same arguments used to prove proposition 3 in Cholaquidis, et al. (2016),
we can ensure that the geometric shape conditions for the existence and
uniqueness of a solution of equation (1), as required in Saisho (1987), are
satisfied. From Theorem 5.1 in Saisho (1987) it follows that there exists
a unique strong solution of the Skorokhod stochastic differential equation
(1). The solution is a strong solution in the sense of definition 1.6 in Ikeda
and Watanabe (1981).
Remark 1. There exists a unique positive function p(s, x, t, y) satisfying
P(Xt ∈ Γ|Xs = x) = P (s, x, t,Γ) =
∫
Γ
p(s, x, t, y)dy and, by theorem 3.2.1
of Stroock and Varadhan (1997), the function p satisfies the forward equa-
tion ∂sp+ L∗p = 0 and lims→t− p(s, ., t, y) = δy, where δy is the point-mass
at y and L∗ is the adjoint of L, that is, L∗h = 1
2
∆h− 〈µ,∇h〉.
2.3 Ergodic properties
We now introduce the notions of invariant measure and ergodic process,
following Meyn and Tweedie (1993b).
Definition 1. A probability measure pi on S is said to be an invariant
measure for a time-homogeneous Markov process {Zt}t≥0 if
∫
S
Px(Zt ∈
A)pi(dx) = pi(A), for all t > 0 and all A ∈ B(S).
Definition 2. A Markov process {Zt}t≥0 with state space S is ergodic if
there exists an invariant probability measure pi such that limt→+∞
∥∥Px(Zt ∈
·)− pi(·)∥∥
TV
= 0 ∀x ∈ S. Here ‖µ‖TV stands for the total variation norm
of the measure µ. In this case pi is called a stationary distribution.
Remark 2. If the drift is given by the gradient of some function f , i.e,
µ(x) = 1
2
∇f(x), by Green’s formula, there exists a unique stationary dis-
tribution and is given by pi(dx) = ce−f(x)IDdx = g(x)dx, where c is the
normalization constant.
Definition 3. A Markov process {Zn}n∈N with state space S is called geo-
metrically ergodic if there exists an invariant probability pi and real numbers
0 < ρ < 1 and γ > 0 such that∣∣Px(Zn ∈ B)− pi(B)∣∣ ≤ γρn for all x ∈ S and all B ∈ B(S). (2)
2.4 Harris recurrence and the trap condition.
2.4 Harris recurrence and the trap condition.
Let D ⊂ Rd be an open bounded set and B ⊂ D. Consider the first hitting
time of B by a stochastic process {Zt}t≥0 defined by TB = inf{t > 0: Zt ∈
B}.
Definition 4. A Markov process {Zt}t≥0 is called Harris recurrent if for
some σ-finite measure µ, we have Px(TA < ∞) = 1 whenever µ(A) > 0,
A ∈ B(D).
Under Harris recurrence there exists a unique (up to a multiplicative
constant) invariant measure (see Aze´ma et al. (1967)). For the RBMD we
prove in Proposition 1 a sufficient condition for Harris recurrence (taking in
Definition 4 µ as the Lebesgue measure restricted to D), slightly stronger
than the non-trap condition introduced in Burdzy et al. (2006)).
Definition 5. We say that D is a trap domain for the stochastic process
{Zt}t≥0 if there exists a closed ball B ⊂ D with positive radius such that
supx∈D ExTB =∞, where Ex denotes the expectation w.r.t. Px. Otherwise
D is called a non-trap domain.
The non–trap condition is mandatory to estimate the stationary distri-
bution and the drift function, in order to visit infinitely many often a small
ball at each point x.
It is proved in lemma 3.2 in Burdzy et al. (2006) that if {Xt}t≥0 is
a reflected Brownian motion (without drift) in a connected open set D
with finite volume and B1, B2 are closed non-degenerate balls in D, then
supx∈D ExTB1 <∞ if and only if supx∈D ExTB2 <∞.
Proposition 1. Let D ⊂ Rd be a bounded domain such that ∂D is C2. Let
{Xt}t≥0 be the solution of (1), then for all Borel set A such that µL(A∩D) >
0, we have that
sup
x∈D
Ex(TA) <∞, (3)
where Ex denotes the expectation w.r.t. Px, which implies Harris recurrence.
The following proposition (whose proof is given in Appendix B) states
that under the non-trap condition the process is geometrically ergodic. This
result can also be nicely derived using functional inequalities as has been
proposed in Cattiaux, et al. (2017), see Section 3.1.
Proposition 2. Let D ⊂ Rd be a bounded domain such that ∂D is C2. De-
note by pi the invariant distribution of {Xt}t≥0. If D is a non-trap domain
for {Xt}t≥0, then there exist positive constants α and β such that
sup
x∈D
∥∥Px(Xt ∈ ·)− pi(·)∥∥TV ≤ βe−αt.
3. Estimation of the drift and stationary distribution
In this section we first obtain in Theorem 1 strong uniform convergence
rates for the classical kernel density estimator gˆn of the density g of the
stationary distribution of a geometrically ergodic Markov chain. This allows
to estimate the density, g, of the stationary distribution of the RBMD
{Xt}t≥0 by considering a sequence {Xkn1}k∈N (the choice of n1 will be given
explicitly in the proof of Proposition 2). As it is well known, uniform
convergence is crucial to obtain the convergence of level sets (see Theorem
3). Next, in Corollary 1 and Theorem 3 we show the convergence of two
families of estimator of the level sets. We consider the case of the estimation
of level sets with a given content in Theorem 4.
The proof of Theorem 1 is based on some ideas in Campos and Dorea
(2005),
the main difference being that we aim to obtain uniform convergence,
to be able to estimate the level sets. In order to do so, we introduce some
notation.
Let {Xn}n∈N be a Markov process with state space S ⊂ Rd and let
µ0(dy) be an arbitrary initial distribution. Let µn(dy) denote the distribu-
tion of Xn, that is,
Pµ0(Xn ∈ A) =
∫
A
µn(dy) ∀A ∈ B(S),
where Pµ0 indicates that the initial distribution is µ0. Similarly, Eµ0 indi-
cates the corresponding expectation.
Let K : Rd → R be a bounded function such that K ≥ 0 and ∫ K(t)dt =
1. Consider the classical kernel estimator gˆn based on {X1, . . . , Xn}, given
by
gˆn(x) =
1
nhdn
n∑
i=1
K
(
x−Xi
hn
)
=
1
n
n∑
i=1
Kh(x− y),
where h = hn → 0 and Kh(x) = K(x/h)/hd.
The following generalization of the Bernstein inequality obtained in Col-
lomb (1984), will be useful throughout the present discussion. Some sharper
bounds were obtained more recently (see for instance Doukhan and Neu-
mann (2007)). However the same rates of convergence are obtained from
Collomb’s inequality. Recall that a stochastic process {Xk}k∈Z is ϕ-mixing
if supj∈Z σ(F j−∞,F∞j+n)→ 0 as n→∞, where Fkj = σ(Xs, j ≤ s ≤ k).
Lemma 1. (Bernstein inequality for ϕ-mixing processes). Let Yi be a se-
quence of ϕ-mixing random variables such that E(Yi) = 0, |Yi| ≤ C1,
E|Yi| ≤ η, and E(Y 2i ) ≤ D. Write ϕ˜(m) = ϕ(1) + · · · + ϕ(m) for each
m ∈ N. Then, for each ε > 0 and n ∈ N, we have
P
(∣∣∣∣∣
n∑
k=1
Yk
∣∣∣∣∣ > ε
)
≤ 2 exp
(
3e1/2n
ϕ(m)
m
− αε+ α2nC2
)
, (4)
where C2 = 6(D + 4ηC1ϕ˜(m)) and α, m are respectively any positive real
number and any positive integer less than or equal to n and satisfying
αmC1 ≤ 1/4. The numbers α and m may also depend on n.
Theorem 1. Let S ⊂ Rd be a compact set and {Xn}n∈N a geometrically
ergodic Markov chain with state space S and constants γ and ρ given by (2),
whose stationary distribution, pi, has a Lipschitz density g w.r.t. to Lebesgue
measure. Denote by g1 = maxx∈S g(x) and by Cg the Lipschitz constant of g.
Let gˆn(x) =
1
n
∑n
i=1 Kh(x − Xi) with K : Rd → R a non-negative bounded
Lipschitz function such that
∫
K(t)dt = 1 and κ =
∫ |u|K(u)du < ∞.
Denote by k1 = maxK(x). Let h = hn → 0, αn → 0, and βn → ∞ such
that, βnhn → 0, αn = o(1/βn), and log(n)/βn → 0. Then, for all  > 0,
and for all n > n1 (n1 will be given in the proof), we have
P
(
βn sup
x∈S
∣∣gˆn(x)−g(x)∣∣ > ) ≤ C βn
nhd
+C ′hβn+3c exp
(
−αnnh
d
4βn
−(d(d+2)) log(h)
)
,
(5)
where C = 2k1γ
∑∞
n=1 ρ
n, C ′ = κCg and c is a constant, depending only on
d and µL(S).
Moreover, if βn and hn fulfils also that αnnh
d/(βn log(n)) → ∞, then
βn supx∈S
∣∣gˆn(x)− g(x)∣∣→ 0 a.s.
Remark 3. i) Taking h = n−1/ν and βn = nγ, then the best attainable
rate that can be derived from Theorem 1 is for γ = 1
d+2
, i.e, βn =
O(n1/(d+2)).
3.1 Level set estimation under shape restrictions
ii) If we only want uniform convergence, the conditions in hn can be
relaxed, and replaced by h = O((1/n)1/(d+1)).
Using now Theorem 2 of Cuevas et al. (2006) we get the following
direct corollary, which establishes the rate for the consistency in Hausdorff
distance of the boundary of the estimated level sets ∂Ggˆn(λ) (whereGg(β) =
{x : g(x) > β}). Recall that given two non-empty compact sets A,C ⊂ Rd,
the Hausdorff distance between A and C is defined as
dH(A,C) = max
{
max
a∈A
d(a, C), max
c∈C
d(c, A)
}
, where d(a, C) = inf
c∈C
d(a, c).
(6)
Corollary 1. Under the hypotheses of Theorem 1, suppose in addition that
there exists λ > 0 such that ∂Gg(λ) 6= ∅ and there exists γ > 0 and A > 0
such that if |t − c| ≤ γ then dH({g = c}, {g = t}) ≤ A|t − c|. Then
dH
(
∂Gg(λ), ∂Ggˆn(λ)
)
= o(1/βn) a.s.
Remark 4. As pointed out in Cuevas et al. (2006) section 2.4 point 1, the
hypotheses of corollary 1 are fulfilled if g is C2 on a neighborhood E of the
level set λ and the gradient of g is strictly positive on E.
3.1 Level set estimation under shape restrictions
In this subsection we propose another estimator of the level sets, under a
quite general shape condition. We assume that there exists an r > 0 such
that Gg(λ) is compact and r-convex, i.e. Gg(λ) = Cr
(
Gg(λ)
)
, where
Cr
(
Gg(λ)
)
=
⋂{
B˚(x,r) : B˚(x,r)∩Gg(λ)=∅
}
(
B˚(x, r)
)c
is the r-convex hull of Gg(λ).
This condition has been extensively studied in set estimation, see for in-
stance Cuevas et al. (2012), Pateiro-Lo´pez and Rodr´ıguez-Casal (2009) and
Rodr´ıguez-Casal (2007). It is also related to the level set estimation prob-
lem, see Walther (1997). Although r-convexity is much less restrictive than
convexity, inlets that are too sharp are not allowed, see Figure 1.
Following the notation in Federer (1959), let Unp(S) be the set of points
x ∈ Rd with a unique projection on S, denoted by ξS(x). That is, for
x ∈ Unp(S), ξS(x) is the unique point that attains the minimum of ‖x−y‖
for y ∈ S. We write δS(x) = inf{‖x− y‖ : y ∈ S}.
3.1 Level set estimation under shape restrictions
Figure 1: A general r-convex set. The small ball has radius r
Definition 6. For x ∈ S, let reach(S, x) = sup{r > 0 : B˚(x, r) ⊂ Unp(S)}.
The reach of S is defined by reach(S) = inf
{
reach(S, x) : x ∈ S}, and S
is said to be of positive reach if reach(S) > 0.
The relation between r-convexity, reach, and rolling type conditions,
has been studied in Cuevas et al. (2012).
Definition 7. The outer Minkowski content of S ⊂ Rd is given by
L0(∂S) = lim
→0
µL
(
B(S, ) \ S)

,
provided that the limit exists and is finite.
Definition 8. Let S ⊂ Rd be a closed set. A ball of radius r is said to
roll freely in S if for each boundary point s ∈ ∂S there exists some x ∈ S
such that s ∈ B(x, r) ⊂ S. The set S is said to satisfy the outside r-rolling
condition if a ball of radius r rolls freely in Sc.
We will also assume the following condition.
HR: A level set Gg(λ) fulfills HR if there exists δ0 > 0 and r > 0 such
that Gg(λ+ ε) is r-convex for all −δ0 < ε < δ0.
Theorem 2 in Walther (1997) gives sufficient conditions for HR to hold,
expressed in terms of the gradient of g. More precisely, it is shown the
following result.
Theorem 2. Let g : Rd → R and −∞ < l ≤ u < sup g. Assume that
g ∈ C1(U) where U is a bounded open set that contains Gg(l − η)\Gg(u+η)
for some η > 0; ∇g satisfies ‖∇g‖ ≥ m > 0 on U as well as a Lipschitz
condition on U (or on ∂Gg(λ)): for all λ ∈ (l, u) ‖∇g(x) − ∇g(y)‖ ≤
k‖x−y‖, for x, y ∈ U (or in ∂Gg(λ)). Then, for each λ ∈ (l, u), Gg(λ) and
Gg(λ)
c are r0-convex with r0 = m/k.
3.1 Level set estimation under shape restrictions
Lemma 2. Let g : S → R, where S ⊂ Rd is a compact set. Assume that
g ∈ C2(S) and that λ is such that there exists 0 < δ1 < λ for which
∇g(x) 6= 0 for all x ∈ Gg(λ− δ1) \Gg(λ+ δ1). Then, for all ε < δ1,
dH
(
Gg(λ− ε), Gg(λ+ ε)
) ≤ 3M
m2
ε, (7)
where M = max{x∈Gg(λ−δ1)\Gg(λ+δ1)} ‖∇g(x)‖, and m = min{x∈Gg(λ−δ1)\Gg(λ+δ1)} ‖∇g(x)‖.
Figure 2: If g′(x) = 0 for x ∈ Gg(λ), not necessarily dH(Gg(λ+ ε), Gg(λ−
ε))→ 0 as it is shown in the figure.
Consider gˆn as before. Assume that g fulfills HR. We study the con-
vergence in the Hausdorff distance of the following estimator:
An(λ) = Cr
({Xi : gˆn(Xi) > λ}), (8)
i.e., the r-convex hull of the sample points beloging to the λ level set of
gˆn. The rates of convergence for the estimator (8) in the independent case
were obtained in Rodr´ıguez-Casal and Saavedra-Nieves (2014), where an
estimator of the parameter r was included. Observe that in our case it is
not necessary to compute the whole set Ggˆn(λ) (which in practice is not
feasible in most cases), as the estimator proposed in Corollary 1 is based
just on the sample points which belong to the set Ggˆn(λ). Moreover, for
the two dimensional case, the r-convex hull can be easily computed using
the R software package alphahull (see Pateiro-Lo´pez and Rodr´ıguez-Casal
(2010)).
Theorem 3. Under the hypothesis of Theorem 1, assume also that g and
λ are in the hypothesis of Lemma 2, and that condition HR holds; assume
also that 0 < g0 < g(x) for all x ∈ S. Let us denote Γn the right hand side
of (5), with  = 1. Let εn → 0 such that εnβn > 1 for all n, assume also
3.2 Estimation of level sets with a fixed content
that εn < min{δ0, δ1} for all n, being δ0 as in condition HR and δ1 as in
Lemma 2, Then, for all n > n2 (where n2 will be given in the proof),
P
(
dH
(
An(λ), Gg(λ)
)
≤ 3M
m2
εn
)
> 1− 3Γn.
The following Corollary follows directly from condition HR together
with Theorem 3 in Cuevas et al. (2012).
Corollary 2. Under the hypotheses of Theorem 3, with probability one,
lim
n→∞
dH(∂An(λ), ∂Gg(λ)) = 0.
3.2 Estimation of level sets with a fixed content
Theorem 4. Let S ⊂ Rd be a compact set and {Xn}n∈N a geometrically
ergodic Markov chain with state space S. For τ ∈ (0, 1), define lτ = inf{λ >
0 : pi(Gg(λ)) ≤ 1 − τ}, pi being the stationary distribution. Assume that pi
has a C2 density g such that ‖∇g(x)‖ 6= 0 for all x ∈ U , where U is an open
set containing Gg(lτ − ε0) \ Gg(lτ + ε0) for some τ > 0 and 0 < ε0 < lτ .
Let gˆn(x) =
1
n
∑n
i=1 Kh(x − Xi) with K a bounded Lipschitz density. Let
h = hn be such that h = O((1/n)1/(d+1)). If we define
lˆτ = inf
{
λ > 0 :
1
n
#
{
i : Xi ∈ Ggˆn(λ)
} ≤ 1− τ},
then, with probability one, dH
(
Ggˆn(lˆτ ), Gg(lτ )
)→ 0.
3.3 Drift estimation
In what follows we propose an estimator of the drift function. Assume
that {Xt : t ≥ 0} is uniformly sampled at times {t = t1, t2, . . . , tn} in the
interval [0, T ], where T > 0, i.e., a sample of size n of the process Xt,
{X∆n,T , X2∆n , . . . , Xn∆n,T } is observed at ti = i∆n,T and ∆n,T = T/n. To
simplify the notation we denote ∆ instead of ∆n,T . Let us fix x ∈ int(S).
Denote by Nx = #{1 ≤ i ≤ n : Xti ∈ B(x, hn)}, for some hn → 0. We
define the estimator,
µˆn,T (x) =
1
∆Nx
n∑
i=1
(Xti+1 −Xti)I{Xti∈B(x,hn)}.
Theorem 5. Assume that T → ∞, ∆ → 0, hn → 0, ∆nh2n → ∞. Then,
for all x ∈ int(S)
µˆn,T (x)→ µ(x) in probability. (9)
The proof is given in Appendix C. According to Remark 2, in the gra-
dient case, the drift estimator can be easily derived from the stationary
density estimator, by using the plug-in rule
µˆ1(x) =
1
2
∇ log(gˆn(x)). (10)
4. Examples
In this section we first assess through a simulation study, the performance
of the r-convex hull of the sample points belonging to the level set of the
estimator, proposed in (8). Then we show the results of applying this
method to real data.
4.1 Simulations
The discrete version of the RBMD (1) is produced using the Euler scheme
proposed in Bossy et al. (2004), in the following way. We first choose a step
δ > 0, and denote by sym(z) the symmetric of the point z with respect to
∂S. We start with X0 = x and suppose that we have obtained Xi ∈ S. To
produce the following point, set
Yi+1 = Xi + Zi + δµ(Xi),
where Zi is a centred Gaussian random vector, independent w.r.t. Z1, . . . , Zi−1,
with covariance matrix δ(Id)R2 . Then
1. If Yi+1 ∈ S, set Xi+1 = Yi+1.
2. If Yi+1 /∈ S and sym(Yi+1) ∈ S, set Xi+1 = sym(Yi+1).
3. If Yi+1 /∈ S and sym(Yi+1) /∈ S, set Xi+1 = Xi.
In our example, we consider an RBMD in the set S = E\B((4/5, 0), 1/2),
where E = {(x, y) ∈ R2 : 4x2/9 + y2 ≤ 1}, with drift function given by
µ(x, y) = −(x, y). The stationary density is
g(x) =
1
c
exp
[−(x2 + y2)] IS(x, y) where c = ∫∫
S
exp
[−(x2 + y2)] dxdy.
(11)
4.1 Simulations
The trajectory is shown in Figure 3 for δ = 0.001 in the first row, and
δ = 0.003 in the second row. The values for N are 10, 000; 50, 000 and
100, 000 in the first, second and third columns, respectively.
Figure 3: The trajectory of the RBMD, for different values of δ and N , in a), b)
and c) δ = 0.001 and N = 10, 000, N = 50, 000 and N = 100, 000, respectively.
In d), e) and f), δ = 0.003 and N = 10, 000, N = 50, 000 and N = 100, 000,
respectively.
The function (11) is shown in Figure 4 a), while in b) there is shown
the estimated density using a Gaussian kernel with bandwidth h = 0·2; in
c) there is shown the estimated density using an Epanechnikov kernel with
bandwidth h = 0·4. In both cases we have used the trajectory shown in
Figure 3, with δ = 0.003 and N = 100, 000. Since we can estimate the
support, we have forced the estimation to be 0 outside the estimation of
the support.
For the level sets, we have considered the levels λ = 0.44, 0.41, 0.34,
0.27 and 0.03. Figure 5 a) shows the theoretical level sets for the considered
values of λ, while in b) there are shown the corresponding estimated level
sets. The estimation is based on the trajectory with δ = 0.003 and N =
4.1 Simulations
Figure 4: a) Real density, b) estimated using Gaussian Kernel with h = 0·2,
c) estimated using Epanechnikov kernel with h = 0·4.
500, 000 using (8) with r = 0.4. We have used the Gaussian kernel with
h = 0·1. The choice of an optimal bandwidth for level set estimation has
been studied recently for the iid case, see Qiao (2018). Although it should
behaves similarly for geometric mixing processes, to extend the results in
Qiao (2018) is far beyond the aim of this paper. It is clear that the hole
in the domain will produce border effects for the density estimation, and
therefore for the level sets. A way to overcome this problem (which is
computationally very expensive) is to first estimate the support using the
r-convex hull of the trajectory and then use a variable bandwidth kernel
estimate where the bandwidth is given by the lesser of a fixed h and the
distance from the point x to the boundary of the support.
Figure 5: a) Theoretical level sets. b) Estimation using (8) for r = 0.4,
with Gaussian kernel and a bandwidth h = 0.1. In red the core-area.
4.2 Real data examples
In Figure 6 a) we represent the theoretical vector field corresponding to
the drift, while in b) we provide the estimator (10) based on the trajectory
given in Figure 3 f), using the Gaussian kernel and a bandwidth h = 0.45.
Figure 6: (Left) Theoretical drift (Right) estimation with (10)
4.2 Real data examples
We considered a dataset from the Movebank database, where a natural
barrier acts as a boundary of the animal’s movement. GPS collars were
placed on elephants in Loango National Park in western Gabon. The area
is protected by the Atlantic Ocean on the west and by Lagoon Igue´la on the
east. Figure 4.2 a) shows in red the movement of an elephant with estimator
N = 1633 for recorded positions. In blue we represent the boundary of the
r-convex hull estimator for r = 0.02. The estimated density is shown in
b), using the Gaussian kernel with bandwidth h = 0.01. The r-convex
hulls of the level sets are shown in c) for λ1 = 100, λ2 = 600, λ3 = 1100,
λ4 = 1600,and r = 0.02. In d) we represent the estimation of the drift,
using (10) with h = 0.5.
5. Appendix A
Here we include the proofs of the propositions stated in Section 3.
Proof of Theorem 1
We will deal separately with each term on the right hand side of the
Figure 7: a) Trajectory and 0.02-convex hull b) density estimator using Gaussian
Kernel with h = 0.01 c) r-convex hull of level sets d) Estimation of the drift
following inequality:
βn sup
x
∣∣g(x)−gˆn(x)∣∣ ≤ βn sup
x
∣∣g(x)−Epi(gˆn(x))∣∣+βn sup
x
∣∣gˆn(x)−Epi(gˆn(x))∣∣.
(12)
First we bound the bias term. Let Cg such that |g(x)− g(y)| ≤ Cg‖x− y‖.
Then
∣∣Epi(Kh(x−Xk))− g(x)∣∣ ≤ ∣∣∣∣∫
S
Kh(x− y)g(y)dy − g(x)
∣∣∣∣
≤
∫
S
Kh(x− y)|g(y)− g(x)|dy ≤ hCg
∫
Rd
‖u‖K(u)du = κCgh. (13)
Observe that Eµ0(Kh(x − Xk)) =
∫
S
Kh(x − y)µk(dy). Recall that k1 =
maxxK(x). Now, by (2),∣∣∣∣∫
S
Kh(x− y)µk(dy)−
∫
S
Kh(x− y)dpi(y)
∣∣∣∣ ≤ ‖Kh(x−y)‖∞‖µk−pi‖TV ≤ k1hdγρk.
(14)
Observe that E(gˆn(x)) = 1n
∑n
k=1 Eµ0(Kh(x−Xk)), and Epi(Kh(x−Xk)) =∫
S
Kh(x− y)g(y)dy. Hence (14) implies
βn sup
x
∣∣∣∣∣ 1n
n∑
k=1
[
Eµ0(Kh(x−Xk))− Epi(Kh(x−Xk))
]∣∣∣∣∣ ≤ βnnhd2k1γ
n∑
k=1
ρk ≤
βn
nhd
2k1γ
∞∑
k=1
ρk = C
βn
nhd
(15)
which, together with (13), implies that
βn sup
x
∣∣E(gˆn(x))− g(x)∣∣ ≤ C βn
nhd
+ κCghβn. (16)
It remains to prove that βn supx
∣∣gˆn(x) − E(gˆn(x))∣∣ → 0. Since S is
compact, we can cover S with ν ≤ c
hd(d+2)
balls of radius hd+2 centred at
some fixed points {x1, . . . , xν} ⊂ S, c being a positive constant depending
only on d and µL(S). For i = 1, . . . , ν,
P
(∣∣gˆn(xi)−E(gˆn(xi))∣∣ > ε) = P(
∣∣∣∣∣
n∑
j=1
[
Kh(xi −Xj)− Eµ0(Kh(xi −Xj))
]∣∣∣∣∣ > nε
)
.
By proposition 4.1 of Campos and Dorea (2005), the sequence {Xn}n∈N is
ϕ mixing with ϕ(n) = 2γρn (γ as in (2)). Let x ∈ S and xi be such that
‖x − xi‖ < hd+2. Then, since K is Lipschitz, denote by R the Lipschitz
constant of K, then
|gˆn(x)−gˆn(xi)| ≤ 1
nhd
n∑
j=1
∣∣∣∣K (x−Xjh
)
−K
(
xi −Xj
h
)∣∣∣∣ ≤ 1hd+1R‖x−xi‖ ≤ Rh.
Hence,
∣∣gˆn(x) − E(gˆn(x))∣∣ ≤ ∣∣gˆn(xi) − E(gˆn(xi))∣∣ + 2Rh. If we take n so
large that 2Rh < ε/(2βn), we get
P
(
sup
x∈B(xi,hd+2)
∣∣gˆn(x)− E(gˆn(x))∣∣ > ε
βn
)
≤ P
(
|gˆn(xi)− E(gˆn(xi))| > ε
2βn
)
.
Now use the Bernstein inequality (4) with Yj = K((x − Xj)/h) −
Eµ0(K(x − Xj)/h) and C1 = 2k1. Recall that g1 = maxx∈S g(x). Let
us take n0 such that for all n > n0 ρ
n/(hdng1µL(S)) < 1 and 2Rh < ε/(2βn).
Denote by C ′′ = 2k1γg1µL(S), then for n > n0, by (14),
Eµ0
(
K
(
x−Xj
h
))
≤ k1γρn+
∫
S
K
(
x− y
h
)
g(y)dy ≤ k1γρn+k1hdg1µL(S) ≤ C ′′hd.
Hence η = 2C ′′hd, D ≤ 2k1C ′′hd , and ϕ˜(m) ≤
∑∞
i=1 2γρ
i = 2γρ/(1− ρ) <
2γ, so C2 = 12k1C
′′hd(1 + 16γ). Since αn = o(1/βn), if m = bβnc, then
αnC2h
−d < ε/(4βn) and αnmC1 < 1/4 for n large enough. On the other
hand, since log(n)/βn → 0,
3e1/2n
ϕ(m)
m
→ 0, as n→∞.
Let us take n1 > n0, such that for all n > n1, βnαnC2h
−d < /4, αnmC1 <
1/4 and 2 exp
(
3e1/2nϕ(m)
m
)
< 3.
Now the Bernstein inequality implies that, for all n > n1
P
(∣∣gˆn(xi)− E(gˆn(xi))∣∣ > ε
2βn
)
≤ 2 exp
(
3e1/2n
ϕ(m)
m
)
exp
(
− αnεnh
d
2βn
+ α2nC2n
)
≤ 3 exp
(
− εαnnh
d
4βn
)
.
Finally, for n > n1,
P
(
sup
x
∣∣gˆn(x)− E(gˆn(x))∣∣ > ε
βn
)
≤
ν∑
i=1
P
(∣∣gˆn(xi)− E(gˆn(xi))∣∣ > ε
2βn
)
≤ 3 c
hd(d+2)
exp
(
− αnnh
d
4βn
)
≤ 3c exp
(
− αnnh
d
4βn
− (d(d+ 2)) log(h)
)
,
which, together with (12) and (16), implies (5).
To prove the almost surely convergence, just observe that αnnh
d/(4βn log(n))→
∞ and nh→∞, imply that
1
log(n)
[
αn
nhd
4βn
+ (d(d+ 2)) log(h)
]
→∞,
and then we can apply Borel-Cantelli Lemma.
Proof of Lemma 2
Let x ∈ Gg(λ−ε), yt = x+ t∇g(x) and t = 3ε/m2. We have ‖yt−x‖ <
3
m2
εM . To prove (7) it is enough to verify that yt ∈ Gg(λ + ε). From a
Taylor expansion at x, we obtain that for some θ ∈ [x, yt]:
g(yt) = g(x) +∇g(x)T (yt − x) + 1
2
(yt − x)THθ(yt − x)
> λ− ε+ 3ε
m2
‖∇g(x)‖2 + 9ε
2
2m4
∇g(x)THθ∇g(x),
where Hθ is the Hessian matrix of g at θ. Since g is C
2, there exists a
constant C > 0 such that |∇g(x)THθ∇g(x)| ≤ C‖∇g(x)‖2, from where it
follows that for ε < 2m4/(9M2C),
g(yt) > λ+ 2ε− 9M
2C
2m4
ε2 ≥ λ+ ε,
and yt ∈ Gg(λ+ ε), concluding the proof.
Proof of Theorem 3
Let us consider n > n1 where n1 is given in Theorem 1. Let us denote
An = {βn supx |gˆn(x) − g(x)| < 1}, we now that P(An) > 1 − Γn for all
n > n1. Since εnβn > 1 and εn < δ0, by condition HR, P(An(λ) ⊂
Gg(λ−εn)) > 1−Γn for all n > n1. By Lemma 2 it is enough to prove that
there exists n2 such that for all n > n2, P(Gg(λ + εn) ⊂ An(λ)) > 1− 2Γn
or what is the same we have to prove that for n > n1, P(∃xn ∈ Gg(λ+ εn) :
xn /∈ An(λ)) ≤ 2Γn.
Let us denote Xn = {X1, . . . , Xn}
Cn =
{
∃xn ∈ Gg(λ+εn) such that ∃yn : xn ∈ B(yn, r),#
{Xn∩B(yn, r)} = 0}.
Then,{∃xn ∈ Gg(λ+ εn) : xn /∈ An(λ)} ⊂ Cn∪{
{∃xn ∈ Gg(λ+ εn) such that ∃yn : xn ∈ B(yn, r),#
{Xn ∩ B(yn, r)} > 0}
∩ {∀Xi ∈ B(yn, r), gˆn(Xi) ≤ λ}} = Cn ∪ Fn.
Since g is Lipschitz (denote by Cg the Lipschitz constant) if xn ∈ Gg(λ+εn),
g(z) > λ + εn/2 for all z ∈ B(xn, νn) where νn = εn/(2Cg). Then on An,
for all n > n1 gˆn(z) > λ, for all z ∈ B(xn, νn). Then
En =
{
∃xn ∈ Gg(λ+εn) such that ∃yn : xn ∈ B(yn, r),#{Xn∩B(yn, r)} > 0
}
∩ {∀Xi ∈ B(yn, r) ∩ B(xn, νn), gˆn(Xi) ≤ λ} ⊂ Acn.
And then, P(Fn) ≤ P(En) ≤ Γn.
Let us bound P(Cn) ≤ Γn. To do that, let us introduce, for each fixed
n > n1,the random variables
Zk(y) = K(‖Xk − y‖/r) k = 1, . . . , n,
where K is a Lipschitz function such that I[0,1/2](x) ≤ K(x) ≤ I[0,1](x) and
K(x) > 0 for all x ∈ (1/2, 1), then
P(Cn) ≤ P
(
inf
{y∈S}
1
n
n∑
k=1
Zk(y) = 0
)
.
Proceeding as in (15),
sup
y∈S
∣∣∣∣∣ 1n
n∑
k=1
[
Eµ0(Zk(y))− Epi(Zk(y))
]∣∣∣∣∣ ≤ 2γn
∞∑
k=1
ρk. (17)
Since g(x) > g0 > 0 for all z ∈ S,
Epi(Zk(y)) =
∫
B(y,r)
K(‖t− y‖/r)g(t)dt ≥ g0(r/2)dωd > 0. (18)
Let us fix 0 <  < g0(r/2)
dωd/3, from (17) and (18), if we take n large
enough such that 2γ
n
∑∞
k=1 ρ
k < g0(r/2)
dωd/3, it is enough to prove that
there exists n2 such that for all n > n2,
P
(
sup
y∈S
∣∣∣ 1
n
n∑
k=1
[Zk(y)− Eµ0(Zk(y))]
∣∣∣ > ) < Γn.
As before, since S is compact, we can cover it with ζ ≤ c/ιd balls of radius
ι centred at some fixed points {x1, . . . , xζ} where c is a constant which
depends only on d and µL(S). First, observe that if
2γ
n
∑∞
k=1 ρ
k < /5,
then,
sup
yi
∣∣∣ 1
n
n∑
k=1
[Eµ0(Zk(yi))− Epi(Zk(yi))]
∣∣∣ ≤ 
5
.
And if µL(B(yi, r)4B(y, r))g1 < /5, where g1 is the maximum of g,
sup
yi∈B(y,ι)
∣∣∣ 1
n
n∑
k=1
[Epi(Zk(yi))− Epi(Zk(y))]
∣∣∣ ≤ 
5
sup
y∈S
∣∣∣ 1
n
n∑
k=1
[Epi(Zk(y))− Eµ0(Zk(y))]
∣∣∣ ≤ 
5
.
Using Berstein inequality, as in Theorem 1, we can bound, for a fixed
y,
P
(∣∣∣ 1
n
n∑
k=1
[Zk(y)− Eµ0(Zk(y))]
∣∣∣ > 
βn
)
≤ 3 exp
(
− αnn
4βn
)
. (19)
where αn = o(1/βn) and log(n)/βn → 0. Then
P
(
sup
y∈S
∣∣∣ 1
n
n∑
k=1
[Zk(y)−Eµ0(Zk(y))]
∣∣∣ > ) ≤ P( sup
yi∈B(y,ι)
∣∣∣ 1
n
n∑
k=1
[Zk(y)−Zk(yi)]
∣∣∣ > 
5
)
+
P
(
sup
yi
∣∣∣ 1
n
n∑
k=1
[Zk(yi)− Eµ0(Zk(yi))]
∣∣∣ > 
5
)
= I1 + I2.
Since K is Lipschitz (let us denote CK the Lipschitz constant of K) we
can bound I1 ≤ CKι/r and from (19), I2 ≤ 3cιd exp
(
− αnn
4βn
)
. Now take
ι = hn (being hn as in Theorem 1), then I1 + I2 ≤ Γn.
In order to prove Theorem 4 we will need two lemmas. For the first,
recall that given a probability distribution P , A is a P -uniformity class
if supA∈A |Pn(A) − P (A)| → 0 whenever Pn → P weakly. Theorem 5 in
Cuevas et al. (2012) proves that the class of sets with reach bounded from
below by a positive constant included in a compact set is a P -uniformity
class.
Lemma 3. Let S ⊂ Rd be a compact set and g : S → R a C2 function such
that that there exists an ε0 > 0 and a c > 0 such that ‖∇g(x)‖ > m for all
x ∈ U , where U is an open set containing Gg(lτ − ε0) \ Gg(lτ + ε0). Then
{Gg(λ) : lτ−ε0/2 ≤ λ ≤ lτ +ε0/2} is a P -uniformity class for all probability
distributions P on S absolutely continuous w.r.t. Lebesgue measure.
Proof. It is enough to prove that there exists an r > 0 such that for all
lτ − ε0 < λ < lτ + ε0, reach(Gg(λ)) > r > 0. By Theorem 2 and theorem
1 of Walther (1999), there exists an r > 0 such that for all lτ − ε0 < λ <
lτ+ε0, Gg(λ) satisfies the inner and outer r-rolling conditions. This together
with lemma 2.3 in Pateiro-Lo´pez and Rodr´ıguez-Casal (2009) implies that
reach(Gg(λ)) > r > 0 for all lτ − ε0/2 ≤ λ ≤ lτ + ε0/2.
The following Lemma can be derived from Lemma 2b) in Walther
(1997), for the sake of completeness we keep the proof, which is a straight-
forward consequence of Lemma 2.
Lemma 4. Under the hypotheses of Lemma 3, for all 0 ≤ ε < ε0/2 and all
lτ − ε < λ < lτ + ε,
Gg(λ− ε) \Gg(λ+ ε) ⊂ B
(
∂Gg(λ),
3εM
m2
)
,
where M = max{x∈Gg(lτ−ε0)\Gg(lτ+ε0)} ‖∇g(x)‖ and m = min{x∈Gg(λ−δ1)\Gg(λ+δ1)} ‖∇g(x)‖.
Proof. By Lemma 2, for all ε < ε0/2 and all lτ − ε < λ < lτ + ε, dH(Gg(λ+
ε), Gg(λ − ε)) ≤ 3εM/m2. If we take x ∈ Gg(λ − ε) with g(x) ≤ λ and
y ∈ Gg(λ + ε), then there exists a t ∈ [x, y] (the segment joining x and y)
such that g(t) = λ, and so t ∈ ∂Gg(λ), which concludes the proof.
Proof of Theorem 4
By Remark 3 ii) we have that supx∈S |gˆn(x)− g(x)| → 0 a.s. We will prove
that lˆτ → lτ a.s. Define L(λ) = pi(Gg(λ)), Lˆ(λ) = 1n#{i : Xi ∈ Ggˆn(λ)}
and L˜(λ) = 1
n
#{i : Xi ∈ Gg(λ)}. Write
sup
lτ− ε02 ≤λ≤lτ+
ε0
2
|L(λ)−Lˆ(λ)| ≤ sup
lτ− ε02 ≤λ≤lτ+
ε0
2
|L(λ)−L˜(λ)|+ sup
lτ− ε02 ≤λ≤lτ+
ε0
2
|L˜(λ)−Lˆ(λ)|.
|L˜(λ)− Lˆ(λ)| = 1
n
∣∣∣#{i : Xi ∈ Gg(λ)} −#{i : Xi ∈ Ggˆn(λ)}∣∣∣
=
1
n
(
#{i : Xi ∈ Gg(λ) \Ggˆn(λ)}+ #{i : Xi ∈ Ggˆn(λ) \Gg(λ)}
)
.
Since supx |gˆn(x)− g(x)| → 0 a.s., we have that for all λ and ε, Gg(λ+ ε) ⊂
Ggˆn(λ) ⊂ Gg(λ − ε) with probability one, for n large enough. Then, with
probability one, for n large enough, for all 0 ≤ ε < ε0/2,
sup
lτ− ε02 ≤λ≤lτ+
ε0
2
|L˜(λ)−Lˆ(λ)| ≤ sup
lτ− ε02 ≤λ≤lτ+
ε0
2
2
n
#
{
i : Xi ∈ Gg(λ−ε)\Gg(λ+ε)
}
.
By Lemma 3, Gg(λ) is a P -uniformity class. Hence,
sup
lτ− ε02 ≤λ≤lτ+
ε0
2
∣∣∣ 1
n
#
{
i : Xi ∈ Gg(λ−ε)\Gg(λ+ε)
}
−pi(Gg(λ−ε)\Gg(λ+ε))∣∣∣→ 0
and pi
(
Gg(λ − ε) \ Gg(λ + ε)
) ≤ g1µL(Gg(λ − ε) \ Gg(λ + ε)), where g1 =
maxx∈S g(x).
By Lemma 4,
sup
lτ− ε02 ≤λ≤lτ+
ε0
2
µL
(
Gg(λ−ε)\Gg(λ+ε)
) ≤ sup
lτ− ε02 ≤λ≤lτ+
ε0
2
µL
(
B
(
∂Gg(λ),
3εM
m2
))
.
For a fixed ε > 0, µL
(
B
(
∂Gg(λ),
3εM
m2
))
is a continuous function of λ, and
so its maximum is attained in some λ0 ∈ [lτ − ε0/2, lτ + ε0/2]. Since
reach(∂Gg(λ0)) > 0, the outer Minkowski content of Gg(λ0) and Gg(λ0)
c
exist, and so by corollary 3 of Ambrosio, Colesanti and Villa (2008),
sup
lτ− ε02 ≤λ≤lτ+
ε0
2
µL
(
Gg(λ− ε) \Gg(λ+ ε)
)
= O(ε),
from which it follows that supλ∈[lτ−ε0/2,lτ+ε0/2] |L˜(λ) − Lˆ(λ)| → 0. Using
Lemma 3 it follows that supλ∈[lτ−ε0/2,lτ+ε0/2] |L(λ)−L˜(λ)| → 0, then supλ∈[lτ−ε0/2,lτ+ε0/2] |L(λ)−
Lˆ(λ)| → 0.
To prove that lˆτ → lτ a.s., let 0 < ε < ε0/2 and
γ = min
{
1− τ − L(lτ + ε/2), L(lτ − ε/2)− (1− τ)
}
.
Now observe that γ > 0 since L is decreasing in lτ − ε0 ≤ λ ≤ lτ + ε0. Let n
be so large that suplτ−ε0/2≤λ≤lτ+ε0/2 |L(λ) − Lˆ(λ)| < γ/2. Then lτ − ε/2 <
lˆτ < lτ + ε/2. To conclude the proof, observe that since ‖∇g(x)‖ > m for
all x ∈ U , where U is an open set containing Gg(lτ − ε0) \ Gg(lτ + ε0), it
follows that {x : g(x) < λ} = {x : g(x) ≤ λ} for all lτ − ε0 < λ < lτ + ε0.
Now we apply theorem 2.1 of Molchanov (1998), which implies that, with
probability one,
sup
lτ− ε02 ≤λ≤lτ+
ε0
2
dH
(
Ggˆn(λ), Gg(λ)
)→ 0. (20)
Finally the result follows since
dH
(
Ggˆn(lˆτ ), Gg(lτ )
) ≤ dH(Ggˆn(lˆτ ), Gg(lˆτ ))+ dH(Gg(lˆτ ), Gg(lτ )),
while (20) implies that the first term converges to zero, and the second one
converges to zero by Lemma 4.
6. Appendix B
Here we include the proofs of the propositions stated in Section 2.
Proof of Proposition 1.
The proof is based on the ideas used to prove Proposition 1.4 (ii) in Burdzy
et al. (2006) and the following result (whose proof can be found in Cattiaux,
P. (1992) 610–613):
inf
(x,y)∈D×D
p(0, x, t, y) = ct > 0,
where p(0, x, t, y) is the density function introduced in Remark 1. Let A be
a Borel set such that µL(A ∩D) > 0. Then for all t ≥ 1,
Px(TA ≤ t) ≥ Px(TA ≤ 1) ≥
∫
A
p(0, x, 1, y)dy ≥ c1µL(A ∩ C) = c′ > 0.
By the Markov property, for every x ∈ D, Px(TA ≥ k) ≤ (1 − c′)k, for all
k ≥ 1, which implies that
sup
x∈D
Ex(TA) ≤ sup
x∈D
∞∑
k=0
Px(TA ≥ k) <∞.
This proves (3)
Proof of Proposition 2
Proof. Let x0 ∈ D and η > 0 be such that B(x0, 3η) ⊂ D. Since supx∈D ExTB(x0,η) <
∞, by the Markov inequality there exists an n1 such that infx∈D Px(TB(x0,η) ≤
n1) > 1/2. Let Zt = x + Bt +
∫ t
0
µ(Xs)ds be the d-dimensional Brownian
motion with drift given by µ(x). Observe that, since |µ(x)| < L, by Doob’s
maximal inequality, we have
Px
(
sup
s∈[0,t]
|Zs| < η
)
≥ 1−
√
dt+ Lt
η
.
Now take t0 small enough so that 1 −
√
dt0+Lt0
η
=: p0 > 0. By the strong
Markov property,
inf
x∈D
Px
(
TB(x0,η) ≤ n1 and Xt ∈ B(x0, 2η) for t ∈ [TB(x0,η), TB(x0,η)+t0]
)
>
1
2
p0.
Let Y = inf{n ∈ N : Xn ∈ B(x0, 2η)}, then infx∈D Px(Y ≤ n1 + t0) > p0/2.
Applying the Markov property at times kb(n1+t0)c, supx∈D Px(Y ≥ kb(n1+
t0)c) ≤ (1− p0/2)k, from which it follows that
sup
x∈D
Ex(Y ) ≤ sup
x∈D
∞∑
k=0
kb(n1 + t0)cPx(Y ≥ kb(n1 + t0)c) <∞.
Applying theorem 16.0.2 of Meyn and Tweedie (1993a), we obtain, for every
n > 0, that
sup
x∈D
‖Px(Xn ∈ ·)− pi(·)‖TV ≤ c3e−c4n,
where c3, c4 are positive finite constants. Using the semigroup property of
{Xt}t≥0 and the fact that pi is invariant,
sup
x∈D
‖Px(Xt ∈ ·)− pi(·)‖TV = sup
x∈D
∣∣∣∣∫
D
Py(Xt−n ∈ ·)dPx(Xn ∈ dy)−
∫
D
Py(Xt−n ∈ ·)pi(y)
∣∣∣∣
≤ sup
x∈D
‖Px(Xn ∈ ·)− pi(·)‖TV ,
for all t and n, with t ≥ n.
7. Appendix C
Proof of Theorem 5
Proof. Let γn ≥ 2hn, γn → 0, ∆ → 0 and denote In = {i : Xti ∈
B(x, hn),∃s0 : ti < s0 ≤ ti+1, Xs0 /∈ B(x, γn)}. According to our model, the
estimator can be written as
µˆn(x) =
1
∆Nx
n∑
i=1
(Bti+1 −Bti)I{Xti∈B(x,hn)} +
1
∆Nx
∑
i∈In
∫ ti+1
ti
µ(Xs)ds+
1
∆Nx
∑
i∈ICn
∫ ti+1
ti
µ(Xs)ds+
1
∆Nx
∑
i∈In
∫ ti+1
ti
η(Xs)dLs =: An,T+B
1
n,T+B
2
n,T+Cn,T .
First will prove that Cn,T → 0 in probability. Observe that, we can bound,
using Theorem 4.2 in Saisho (1987)∥∥∥∫ ti+1
ti
η(Xs)dLs
∥∥∥ ≤ Ls[ti, ti+1] ≤ C√∆,
being C a positive constant, then Cn,T ≤ C #In√∆Nx a.s. Let us fix  > 0, we
will prove that
P
( #In√
∆Nx
> 
)
→ 0. (21)
Let Ain = {∃si : ti ≤ si ≤ ti+1, Xsi /∈ B(x, γn)}. Then,
P(Ain ∩ {Xti ∈ B(x, hn)}) ≤
P
(
sup
s∈[ti,ti+1]
‖Xs −Xti‖ > γn − hn|Xti ∈ ∂B(x, hn)
)
P(Xti ∈ B(x, hn)) ≤
2
(
√
2 + ν)
√
∆
γn
P(Xti ∈ B(x, hn)). (22)
Consider the random variable κ = b√∆Nxc. Observe that if #In/(
√
∆Nx) >
 then there exists {i1, . . . , iκ} where 1 ≤ ij < n − 1 for all j = 1, . . . , κ,
such that ∃sij : tij < sij ≤ tij+1 and Xsij /∈ B(x, γn), Xtij ∈ B(x, hn) for all
j = 1, . . . , κ. Let us denote mn = 2(npih
2
nf(x)
√
∆), observe that mn →∞,
and from (22) we get
P
( #In√
∆Nx
> 
)
≤ P
( #In√
∆Nx
> , I{κ≤mn}
)
+ P
(
κ > mn
)
≤
mn∑
j=1
2
(
√
2 + ν)
√
∆
γn
P(Xtij ∈ B(x, hn)) + P
(
κ > mn
)
. (23)
By the Ergodic theorem κ/(npih2ng(x)
√
∆) → 1 a.s., then with prob-
ability one, for n large enough, κ ≤ mn from where it follows that P(κ >
mn)→ 0. Lastly, again by ergodicity, we have that
1
mnpih2n
mn∑
j=1
P
(
Xtij ∈ B(x, hn)
)
→ g(x), (24)
and if we choose γn fulfilling h
4
nn∆/γn → 0 we get (21) from (23) and (24).
The proof will be complete if under our asymptotic scheme, we have
An,T → 0, in probability, (25)
B1n,T → 0 in probability, (26)
B2n,T → µ(x) in probability. (27)
Since µ is Lipschitz and γn → 0, (27) follows.
Regarding B1n,T observe that
∫ ti+1
ti
µ(Xs)ds ≤ maxx∈S ‖µ(x)‖∆ and then
from (21) we get B1n,T → 0 in probability.
Let us consider now (25). Each random variable I{Xti∈B(x,hn,T )} is Fti
measurable, due to the independence of Bti+1 − Bti w.r.t. Fti . Then
E(Bti+1 − Bti |Fti) = E(Bti+1 − Bti) = 0, giving E(An,T ) = 0. (In fact
this proves that the numerator in An,T is a martingale.) We now turn to
the computation of the variance. First, by the ergodic theorem, we obtain
that
Nx
npih2n
→ g(x), a.s. (28)
Defining
Aˆn,T =
1
an(x)
n−1∑
i=1
(Bti+1 −Bti)I{Xti∈B(x,hn)},
with an(x) = ∆npih
2
ng(x), by (28) we know that An,T and Aˆn,T have the
same limit in probability. Furthermore
E((Aˆn,T )2) =
1
an(x)2
E
(
n−1∑
i=1
I{Xti∈B(x,hn)}(Bti+1 −Bti)
)2
=
1
an(x)2
n−1∑
i=1
E
(
I{Xti∈B(x,hn)}(Bti+1 −Bti)2
)
since the cross–terms are zero.
We then conclude that
E((Aˆn,T )2) =
1
(∆npih2ng(x))
2
n−1∑
i=1
P
(
I{Xti∈B(x,hn)}
)
∆
≤ 1
∆npih2ng(x)
2
1
npih2n
n−1∑
i=1
P(Xti ∈ B(x, hn)).
By ergodicity, we have
1
npih2n
n−1∑
i=1
P (Xti ∈ B(x, hn))→ g(x),
then, taking into account (28), we obtain
E((An,T )2) /
1
∆npih2ng(x)
→ 0.
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