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Abstract. To solve numerically boundary value problems for parabolic
equations with mixed derivatives, the construction of difference schemes
with prescribed quality faces essential difficulties. In parabolic problems,
some possibilities are associated with the transition to a new formulation
of the problem, where the fluxes (derivatives with respect to a spatial
direction) are treated as unknown quantities. In this case, the original
problem is rewritten in the form of a boundary value problem for the sys-
tem of equations in the fluxes. This work deals with studying schemes
with weights for parabolic equations written in the flux coordinates. Un-
conditionally stable flux locally one-dimensional schemes of the first and
second order of approximation in time are constructed for parabolic equa-
tions without mixed derivatives. A peculiarity of the system of equations
written in flux variables for equations with mixed derivatives is that there
do exist coupled terms with time derivatives.
1 Introduction
Investigating many applied problems, we can consider a second-order parabolic
equation with mixed derivatives as the basic equation. An example is diffusion
processes in anisotropic media. In desining various approximations for the corre-
sponding boundary-value problems, we focus on the inheritance of the primary
properties of the differential problem during the construction of the discrete
problem.
Locally one-dimensional difference schemes are obtained in a simple enough
way for second-order parabolic equations without mixed derivatives [1,2]. Mixed
derivatives complicate essentially the construction of unconditionally stable sche-
mes of splitting with respect to the spatial variables for parabolic equations with
variable derivatives, even for two-dimensional problems.
In some problems, it is convenient to use the fluxes (derivatives with respect
to a spatial direction) as unknow quantities. This idea may be implemented in the
most simple manner for one-dimensional problems [3]. To introduce fluxes, mixed
and hybrid finite elements are applied [4,5]. The original parabolic equation with
mixed derivatives may be written as a system of equations for the fluxes. The
basic peculiarity of this system is that the time derivatives for the fluxes in
separate equations are interconnected to each other. For the problem in the flux
variables, unconditionally stable schemes with weights are developed. Locally
one-dimensional schemes are proposed for problems without mixed derivatives.
2 Differential problem
In a bounded domain Ω, the unknown function u(x, t), x = (x1, x2, ..., xm),
satisfies the equation
∂u
∂t
−
m∑
α,β=1
∂
∂xα
(
kαβ(x)
∂u
∂xβ
)
= f(x, t), x ∈ Ω, 0 < t ≤ T. (1)
Assume that the coefficients kαβ , α, β = 1, 2, ...,m satisfy the conditions
k
m∑
α=1
ξ2α(x) ≤
m∑
α,β=1
kαβ(x)ξα(x)ξβ(x) ≤ k
m∑
α=1
ξ2α(x),
kαβ = kβα, α, β = 1, 2, ...,m, x ∈ Ω
(2)
for any ξα(x), α = 1, 2, ...,m with constant k > 0. Consider the boundary value
problem for equation (1) with homogeneous Dirichlet boundary conditions
u(x, t) = 0, x ∈ ∂Ω, 0 < t ≤ T (3)
and the initial conditions in the form
u(x, 0) = u0(x), x ∈ Ω. (4)
We introduce a vector quantity q = (q1, q2, ..., qm)
T (the index T denotes
transposition) such that
q = −K gradu, (5)
whereK = (kαβ) is a square matrixm×m (K ∈ R
mm) with elements kαβ(x), α, β =
1, 2, ...,m. Using this notation, equation (1) may be written as
∂u
∂t
+ div q = f, x ∈ Ω, 0 < t ≤ T. (6)
We can write the above problem (3)–(5) in the operator form. Scalar functions
are considered in the Hilbert spaceH = L2(Ω) with the scalar product and norm
defined by the rules
(u, v) =
∫
Ω
u(x)v(x)dx, ‖u‖ = (u, u)1/2.
For vector functions, we use the Hilbert space V = L2(Ω), where
(q,g) =
m∑
α=1
∫
Ω
qα(x)gα(x)dx, ‖q‖ = (q,q)
1/2.
Taking into account (2), we can treat the matrix K as a linear, bounded,
self-adjoint, and positive definite operator in V :
K : V → V , K = K∗, kE ≤ K ≤ kE , k > 0, (7)
where E is the identity operator in V . Suppose Du = − gradu,i.e.,
D : H → V , D =
(
−
∂
∂x1
,−
∂
∂x2
, . . . ,−
∂
∂xm
)T
. (8)
On the set of functions that satisfy the boundary conditions (3), for the gradient
and divergence operators, we have∫
Ω
u divq dx+
∫
Ω
q gradu dx = 0.
It follows from this that D∗q = div q, i.e.,
D∗ : V → H, D∗ =
(
∂
∂x1
,
∂
∂x2
, . . . ,
∂
∂xm
)
. (9)
In the above notation (7)–(9), from (3)–(5), we obtain the Cauchy problem
for the system of operator-differential equations
du
dt
+D∗q = f(t), 0 < t ≤ T, (10)
q = KDu, (11)
u(0) = u0. (12)
For the problem (1)–(4), the following equation corresponds
du
dt
+D∗KDu = f(t), 0 < t ≤ T, (13)
wich is supplemented by the initial condition (12). Taking into account that
d
dt
K −K
d
dt
= 0,
it is possible to eliminate u from the system of equations (10), (11) that gives
C
dq
dt
+DD∗q = Df, C = K−1, 0 < t ≤ T. (14)
In view of (11) and (12), we put
q(0) = q0 ≡ KDu0. (15)
In constructing locally one-dimensional schemes (schemes based on splitting
with respect to spatial directions), we focus on the coordinatewise formulation
of equations (10), (11), (14) ) and (14). Let
D = (D1,D2, . . . ,Dm)
T , K = (Kαβ), C = (Cαβ),
then the basic system of equations (10), (11) takes the form
du
dt
+
m∑
α=1
D∗αqα = f(t), 0 < t ≤ T, (16)
qα =
m∑
β=1
KαβDβu, α = 1, 2, ...,m. (17)
The equation (13) for u is reduced to
du
dt
+
m∑
α,β=1
D∗αKαβDβu = f(t), 0 < t ≤ T. (18)
For the flux components (see (14)), we obtain
m∑
β=1
Cαβ
dqβ
dt
+
m∑
β=1
DαD
∗
βqβ = Dαf, 0 < t ≤ T. (19)
The equations of the system (19) are connected with each other, and, more-
over, the time derivatives are interconnected. The problem (12), (18) seems to
be much easier — we have a single equation instead of the system of m equa-
tions. Nevertheless, some possibilities to design locally one-dimensional schemes
for the system of equations are still there.
Here we present elementary a priori estimates for the solution of the above
Cauchy problems for operator-differential equations, which will serve us as a
checkpoint in the study of discrete problems. Multiplying equation (13) scalarly
in H by u, we obtain
‖u‖
d
dt
‖u‖+ (KDu,Du) = (f, u).
Taking into account (7) and
(f, u) ≤ ‖f‖‖u‖,
we arrive at
d
dt
‖u‖ ≤ ‖f‖.
This inequality implies the estimate
‖u(t)‖ ≤ ‖u0‖+
∫ t
0
‖f(θ)‖dθ (20)
for the solution of the problem 12), (18).
Now we investigate the problem (14), (15). By the properties (7) of the
operator K, for C, we have
C : V → V , C = C∗, cE ≤ C ≤ cE , c = k
−1
> 0, c = k−1. (21)
In view of (21), we define the Hilbert space VC , where the scalar product and
norm are
(q,g)C = (Cq,g), ‖q‖C = (q,q)
1/2
C
.
Multiplying equation (15) scalarly in V by q, we obtain
‖q‖C
d
dt
‖q‖C + (D
∗q,D∗q) = (Df,q).
In view of
(Df,q) ≤ ‖Df‖K‖q‖C ,
we arrive at a priori estimate
‖q(t)‖C ≤ ‖q
0‖C +
∫ t
0
‖Df(θ)‖K dθ (22)
for the solution of the problem (14), (15).
3 Approximation in space
We conduct a detailed analysis using a model two-dimensional parabolic problem
in a rectangle
Ω = {x | x = (x1, x2), 0 < xα < lα, α = 1, 2}.
In Ω, we introduce a uniform rectangular grid
ω = {x | x = (x1, x2), xα = iαhα, iα = 0, 1, ..., Nα, Nαhα = lα}
and let ω be the set of interior nodes (ω = ω ∪ ∂ω). On this grid, scalar grid
functions are given. For grid functions y(x) = 0, x ∈ ∂ω, we define the Hilbert
space H = L2(ω) with the scalar product and norm
(y, w) ≡
∑
x∈ω
y(x)w(x)h1h2, ‖y‖ ≡ (y, y)
1/2.
To determine vector grid functions, we have two main possibilities. The first
approach deals with specifying vector functions on the same grid as it used for
scalar functions. The second possibility, which is traditionally widely used, e.g.,
in computational fluid dynamics, is based on the grid arrangement, where each
individual component of a vector quantity is referred to its own mesh. Here we
restrict ourselves to the use of the same grid for all quantities, in particular, for
setting the coefficients kαβ(x), α, β = 1, 2, ...,m.
Consider approximations for the differential operators
Lαβu = −
∂
∂xα
(
kαβ(x)
∂u
∂xβ
)
, α, β = 1, 2, ...,m.
We apply the standard index-free notation from the theory of difference schemes
[6] for the difference operators:
ux =
u(x+ h)− u(x)
h
, ux =
u(x)− u(x− h)
h
.
If we set the coefficients of the elliptic operator at the grid points, then
Lααy = −
1
2
(kααuxα)xα −
1
2
(kααuxα)xα , α = 1, 2. (23)
More opportunities are available in approximation of operators with mixed
derivatives. As the basic discretization [6], we emphasize
L
(1)
αβy = −
1
2
(kαβuxα)xβ −
1
2
(kαβuxα)xβ , (24)
L
(2)
αβy = −
1
2
(kαβuxα)xβ −
1
2
(kαβuxα)xβ , α, β = 1, 2, α 6= β. (25)
Instead of L
(1)
αβ , L
(2)
αβ , we can take their linear combination. In particular, it is
possible [7] to put
L
(3)
αβ =
1
2
L
(1)
αβ +
1
2
L
(2)
αβ , α, β = 1, 2, α 6= β. (26)
In the general case, we set
Lαβ = χL
(1)
αβ + (1 − χ)L
(2)
αβ , α, β = 1, 2, α 6= β, χ = const . (27)
The introduced discrete operators approximate the corresponding differential
operators with the second order:
Lααu = Lααu+O(h
2
α), Lαβu = Lαβ +O(h
2), β 6= α, α, β = 1, 2, (28)
where h2 = h21 + h
2
2.
We define a grid subset ω, where the corresponding components of vector
quantities are defined. Let
ω+1 = {x | x1 = i1, i1 = 0, 1, ..., N1 − 1, x2 = i2h2, i2 = 1, 2, ..., N2 − 1},
ω−1 = {x | x1 = i1, i1 = 1, 2, ..., N1, x2 = i2h2, i2 = 1, 2, ..., N2 − 1},
ω+2 = {x | x1 = i1h1, i1 = 1, 2, ..., N1 − 1, x2 = i2h2, i2 = 0, 1, ..., N2 − 1},
ω−2 = {x | x1 = i1h1, i1 = 1, 2, ..., N1 − 1, x2 = i2h2, i2 = 1, 2, ..., N2},
and
ω˜ = ω+1 ∪ ω
−
1 ∪ ω
+
2 ∪ ω
−
2 .
For the grid vector variables, instead of two components, we will use four com-
ponents, putting
q = (q+1 , q
−
1 , q
+
2 , q
−
2 )
T , q±α = q
±
α (x), x ∈ ω
±
α , α = 1, 2.
For the grid functions defined on grids ω±α , α = 1, 2, we define the Hilbert
spaces H±α , α = 1, 2, where
(y, w)±α ≡
∑
x∈ω±α
y(x)w(x)h1h2, ‖y‖
±
α ≡ ((y, y)
±
α )
1/2, α = 1, 2.
For the grid vector functions in V = H+1 ⊕H
−
1 ⊕H
+
2 ⊕H
−
2 , we set
(q,g) =
2∑
α=1
((q+α , g
+
α )
+
α + (q
−
α , g
−
α )
−
α ), ‖q‖ = (q,q)
1/2.
Now we construct the discrete analogs of differential operators Dα, D
∗
α, α =
1, 2 introduced according to (8), (9). Using the above difference derivatives in
space, we set
D+α y = −yxα , x ∈ ω
+
α , α = 1, 2, (29)
so that D+α : H → H
+
α , α = 1, 2. Similarly, we define D
−
α : H → H
−
α , α = 1, 2,
where
D−α y = −yx¯α , x ∈ ω
−
α , α = 1, 2. (30)
Thus
D : H → V, D = (D+1 , D
−
1 , D
+
2 , D
−
2 )
T . (31)
For the adjoint operator, we have
D∗ : V → H, D∗ = ((D+1 )
∗, (D−1 )
∗, (D+2 )
∗, (D−2 )
∗), (32)
and
(D+α )
∗ : H+α → H, (D
+
α )q = qx¯α , (33)
(D−α )
∗ : H−α → H, (D
−
α )q = qxα , x ∈ ω, α = 1, 2. (34)
The above discrete operators approximate the corresponding differential opera-
tors with the first order:
D±α u = Dαu+O(hα), (D
±
α )
∗u = D∗αu+O(hα), α = 1, 2. (35)
For the operator-differential equation (13), we put into the correspondence
the equation
dy
dt
+D∗KDy = ϕ(t), 0 < y ≤ T, (36)
where, e.g, ϕ(t) = f(x, t), x ∈ ω. For equation (36), we consider the Cauchy
problem
y(0) = u0. (37)
The construction of the operator K is associated with the approximations
(23)–(27). The most important properties are self-adjointness and positive def-
initeness of the operator K. The equation (36) approximates the differential
equation (13) with the second order.
The system of equations (10), (11) is attributed to the system
dy
dt
+D∗g = ϕ(t), 0 < t ≤ T, (38)
g = KDy. (39)
For the flux problem (14), (15), we put into the correspondence the problem
C
dg
dt
+DD∗g = Dϕ(t), C = K−1, 0 < t ≤ T, (40)
g(0) = KDu0. (41)
Similarly to (20), we prove the following estimate for the solution of the
problem (36), (37):
‖y(t)‖ ≤ ‖u0‖+
∫ t
0
‖ϕ(θ)‖dθ. (42)
For the estimate (22), we put into the correspondence the estimate
‖g(t)‖C ≤ ‖Du
0‖K +
∫ t
0
‖Dϕ(θ)‖K dθ (43)
for the solution of the problem (40), (41).
4 Operator-difference schemes
We introduce a uniform grid in time with a step τ and let yn = y(tn), tn = nτ ,
n = 0, 1, ..., N, Nτ = T . For numerical solving the problem (36), (37), we apply
the standard two-level scheme with weights, where equation (36) is approximated
by the scheme
yn+1 − yn
τ
+A(σyn+1 + (1− σ)yn) = ϕn, n = 0, 1, ..., N − 1, (44)
where
A = D∗KD, A = A∗ > 0 (45)
and, e.g., ϕn = f(σtn+1 + (1 − σ)tn). Taking into account (37), the operator-
difference equation (44) is supplemented with the initial condition
y0 = u0. (46)
The truncation error of the difference scheme (44)–(46) isO(|h|2+τ2+(σ−0.5)τ).
The study of the difference scheme is conducted using the general theory of
stability (well-posedness) for operator-difference schemes [6,8]. Let us formulate
a typical result on stability of difference schemes with weights for an evolutionary
equation of first order.
Theorem 1. The scheme (44)–(46) is unconditionally stable for σ ≥ 0.5,
and the difference solution satisfies the levelwise estimate
‖yn+1‖ ≤ ‖yn‖+ τ‖ϕn‖, n = 0, 1, ..., N − 1. (47)
From (47), in the standard way, we get the desired stability estimate
‖yn+1‖ ≤ ‖u0‖+
n∑
k=0
τ‖ϕk‖,
which may be treated as a direct discrete analogue of the a priori estimate (20)
for the solution of the differential problem (12), (18).
Schemes with weights for a system of semi-discrete equations (38), (39) are
constructed in a similar way. We put
yn+1 − yn
τ
+D∗(σgn+1 + (1 − σ)gn) = ϕn, n = 0, 1, ..., N − 1, (48)
gn = KDyn, n = 0, 1, ..., N. (49)
The scheme (48), (48) is equivalent to the scheme (44). In view of Theorem 1, it
is stable under the restriction σ ≥ 0.5, and for the solution of difference problem
(45), (48), (48), the a priori estimate (47) holds.
The special consideration should be given to the flux problem (40), (41). To
solve it numerically, we apply the scheme
C
gn+1 − gn
τ
+DD∗(σgn+1 + (1 − σ)gn) = Dϕn, n = 0, 1, ..., N − 1, (50)
g0 = KDu0. (51)
Theorem 2. The difference scheme (50), (51) is unconditionally stable for
σ ≥ 0.5, and the difference solution satisfies the estimate
‖gn+1‖C ≤ ‖g
n‖C + τ‖Dϕ
n‖K , n = 0, 1, ..., N − 1. (52)
From (52), it follows the estimate
‖gn+1‖C ≤ ‖Du
0‖K +
n∑
k=0
τ‖Dϕk‖K , n = 0, 1, ..., N − 1,
which corresponds to the estimate (43) for the solution of the problem (40), (41).
The computational implementation of the unconditionally stable operator-
difference schemes (44)–(46) for the parabolic equation (1) with mixed deriva-
tives is based on solving discrete elliptic problems at every time step. For the
problem (36), (37), it seems more convenient to employ additive schemes (operator-
splitting schemes) that provide the transition to a new time level using simpler
problems associated with the inversion of the individual operators D∗αDα, α =
1, 2 rather then their combinations. By the nature of the operators D∗α, Dα, α =
1, 2, in this case, we speak of locally one-dimensional schemes.
The issues of designing unconditionally stable locally one-dimensional schemes
for a parabolic equation without mixed derivatives have been studied in detain.
For parabolic equations with mixed derivatives, locally one-dimensional schemes
were constructed in several papers (see, e.g., [9,10]). Strong results on uncondi-
tional stability of operator-splitting schemes can be proved only in a uninterest-
ing case with pairwise commutative operators (the equation with constant coef-
ficients). For our problems (1)–(4), the construction of locally one-dimensional
schemes requires separate consideration.
Let us investigate approaches to constructing locally one-dimensional schemes
for the problem (40), (41). The computational implementation of the scheme
with weights (50), (51), which is unconditionally stable for σ ≥ 0.5, is associ-
ated with solving the system of difference equations for four components of the
vector gn+1. The equations of this system are strongly coupled to each other,
and this interconnection does exist not only for the spatial derivatives (operators
D±1 D
±∗
2 , D
±
2 D
±∗
1 ), but also for the time derivatives (k12 = k21 6= 0). Thus, we
need to resolve the problem of splitting for the operator at the time derivative,
too.
The simplest case is splitting of the spatial operator without coupling the
time derivatives. Such a technique is directly applicable for the construction of
locally one-dimensional schemes for parabolic equations without mixed deriva-
tives, where
kαβ(x) = kβα(x) = 0, α 6= β = 1, 2, ...,m, x ∈ Ω (53)
in equation (1).
Assume that
R = DD∗, Q = diag(D+1 (D
+
1 )
∗, D−1 (D
−
1 )
∗, D+2 (D
+
2 )
∗, D−2 (D
−
2 )
∗),
i.e., Q is the diagonal part of R. For numerical solving the problem (40), (41),
we employ the difference scheme, where only the diagonal part of R is shifted to
the upper time level. In our notation, we set
C
gn+1 − gn
τ
+Q(σgn+1+(1− σ)gn)+ (R−Q)gn = Dϕn, n = 0, 1, ..., N − 1,
(54)
with the initial conditions according to (51).
Theorem 3. The difference scheme (51), (54) is unconditionally stable for
σ ≥ 2, and the difference solution satisfies the estimate
‖gn+1‖B ≤ ‖g
n‖B + τ‖Dϕ
n‖B−1 , n = 0, 1, ..., N − 1, (55)
where
B = C + στP −
τ
2
R.
The scheme (51), (54) has the first-order approximation in time. It seems
more preferable, in terms of accuracy, to apply the scheme that is based on the
triangular decomposition of the self-adjoint matrix operator R:
R = R1 +R2, R
∗
1 = R2. (56)
For the problem (40), (41), we construct the additive scheme with the splitting
(56), where
(C+στR1)C
−1(C+στR2)
gn+1 − gn
τ
+Rgn = Dϕn, n = 0, 1, ..., N−1. (57)
The main result is formulated in the following statement.
Theorem 4. The difference scheme (51), (56)–(57) is unconditionally stable
for σ ≥ 0.5, and the difference solution satisfies the estimate (55) with
B = (C + στR1)C
−1(C + στR2)−
τ
2
R.
The alternating triangle operator-difference scheme (51), (56)–(57) belongs
to the class of schemes that are based on a pseudo-time evolution process — the
solution of the steady-state problem is obtained as a limit of this pseudo-time
evolution. It has the second-order accuracy in time if σ = 0.5, and ony the first
order for other values of σ.
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