Space-time sampling strategies for electronically steerable incoherent scatter radar by Swoboda, John Philip
Boston University
OpenBU http://open.bu.edu
Theses & Dissertations Boston University Theses & Dissertations
2017
Space-time sampling strategies for
electronically steerable incoherent
scatter radar
https://hdl.handle.net/2144/20847
Boston University
BOSTON UNIVERSITY
COLLEGE OF ENGINEERING
Dissertation
SPACE-TIME SAMPLING STRATEGIES FOR
ELECTRONICALLY STEERABLE INCOHERENT
SCATTER RADAR
by
JOHN SWOBODA
B.S., Rensselaer Polytechnic Institute, 2007
M.S., Rensselaer Polytechnic Institute, 2008
Submitted in partial fulfillment of the
requirements for the degree of
Doctor of Philosophy
2017
c© 2017 by
JOHN SWOBODA
All rights reserved
Approved by
First Reader
Joshua L. Semeter, PhD
Professor of Electrical and Computer Engineering
Second Reader
David A. Castan˜o´n, PhD
Professor of Electrical and Computer Engineering
Professor of Systems Engineering
Third Reader
S. Hamid Nawab, PhD
Professor of Electrical and Computer Engineering
Professor of Biomedical Engineering
Fourth Reader
Philip J. Erickson, PhD
Assistant Director, MIT Haystack Observatory
Lisa, in this house, we obey the laws of thermodynamics!
Homer J. Simpson
iv
Acknowledgments
There’s an old saying, “it takes a village to raise a child.” A similar statement can be
made for a PhD student and their thesis. The first part of the village that must be
mentioned is my committee, starting with my advisor, Professor Josh Semeter, who
has helped me create my own piece of original scholarship. Dr. Phil Erickson at MIT
Haystack Observatory has been incredibly helpful and patient in developing this work
and without his guidance this would not be possible. Both Professor Hamid Nawab
and Professor David Castan˜o´n have been very helpful through the great classes they
have taught and lending advice on how best to tackle problems.
Before more specific people are detailed, I think it needs to be said that Boston
University has some incredible institutions within it. The two that have had the
most impact on my journey have been the ECE department and the Center for Space
Physics. These two institutions have exposed me to a number of different of fascinat-
ing ideas and people that I would be hard pressed to find anywhere else.
I have had also a large amount of help from other researchers in the geospace field.
This includes Dr. Hanna Dahlgren who was hugely helpful when I was first getting
started in the lab. Prof. Matt Zettergren has been extremely helpful in providing
simulation data and invaluable advice on other areas.
The are a number of other staff members from MIT Haystack Observatory I would
also like to thank for all there help. This includes Anthea Coster, Frank Lind, Victor
Pankratius, Bill Rideout and Juha Vierinen.
Staff members from SRI international, have been very helpful as well. This in-
cludes Mike Nicolls, Steven Chen, Roger Varney and Mary McCready.
Accompanying me on my wild ride through academia are my labmates, Nithin,
Brent, Michael, Chhavi, Hassan, Sebastian, Greg and Thomas. They have all been
excellent collaborators and friends. I also have to add into this mix Matt and Dustin,
v
who although are in a different department, need to be mentioned as if they were
part of this group.
There are also many friends beyond just those at BU. Great friends from my days
at RPI such Will, Fuzz, Stick, Tristan, Asantha, Steve and Andy have worked hard
to stay in touch and hang out whenever possible. Mike, and his wife Kori, helped me
get settled at BU after I walked over to Mike’s lab unexpectedly to say hi. Dave has
been a great friend since I met him at RPI and was a great roommate when I first
moved to Boston. I’m also proud to call his wife Meg a great friend too, who along
with her husband has alway been willing to lend an ear or, at times, cheer me up
using our weird shared sense of humor.
My family members have, as always though my life, been the rock that my foun-
dation is built on. My mother, Sara, has been supportive of me since well, I was
born really. She’s worked very hard and she’s done her best with the cards that were
dealt. My father Herb, who I would like to think would proud of this accomplish-
ment if he were alive today. My sisters Elizabeth and Christine have been incredibly
supportive and inspired me to be better by their own actions and, sibling rivalry. My
uncle Michael and aunt Maureen have been like a second set of parents to me and
their children Matt, Erin and Jimmy have been like a second set of siblings and I’m
grateful for everything they’ve done.
Lastly I want to mention Vanessa, I love you. You (and lets not forget Dexter)
make me happier beyond what I thought was possible. Thank you for everything you
have given me.
vi
SPACE-TIME SAMPLING STRATEGIES FOR
ELECTRONICALLY STEERABLE INCOHERENT
SCATTER RADAR
JOHN SWOBODA
Boston University, College of Engineering, 2017
Major Professor: Joshua L. Semeter, PhD
Professor of Electrical and Computer Engineering
ABSTRACT
Incoherent scatter radar (ISR) systems allow researchers to peer into the iono-
sphere via remote sensing of intrinsic plasma parameters. ISR sensors have been
used since the 1950s and until the past decade were mainly equipped with a single
mechanically steerable antenna. As such, the ability to develop a two or three di-
mensional picture of the plasma parameters in the ionosphere has been constrained
by the relatively slow mechanical steering of the antennas. A newer class of systems
using electronically steerable array (ESA) antennas have broken the chains of this
constraint, allowing researchers to create 3-D reconstructions of plasma parameters.
There have been many studies associated with reconstructing 3-D fields of plasma
parameters, but there has not been a systematic analysis into the sampling issues
that arise. Also, there has not been a systematic study as to how to reconstruct these
plasma parameters in an optimum sense as opposed to just using different forms of
interpolation.
The research presented here forms a framework that scientists and engineers can
use to plan experiments with ESA ISR capabilities and to better analyze the result-
vii
ing data. This framework attacks the problem of space-time sampling by ESA ISR
systems from the point of view of signal processing, simulation and inverse theoretic
image reconstruction. We first describe a physics based model of incoherent scatter
from the ionospheric plasma, along with processing methods needed to create the
plasma parameter measurements. Our approach leads to development of the space-
time ambiguity function, forming a theoretical foundation of the forward model for
ISR. This forward model is novel in that it takes into account the shape of the an-
tenna beam and scanning method along with integration time to develop the proper
statistics for a desired measurement precision.
Once the forward model is developed, we present the simulation method behind
the Simulator for ISR (SimISR). SimISR uses input plasma parameters over space
and time and creates complex voltage samples in a form similar to that produced by a
real ISR system. SimISR allows researchers to evaluate different experiment configu-
rations in order to efficiently and accurately sample specific phenomena. We present
example simulations using input conditions derived from a multi-fluid ionosphere
model and reconstructions using standard interpolation techniques. Lastly, methods
are presented to invert the space-time ambiguity function using techniques from im-
age reconstruction literature. These methods are tested using SimISR to quantify
accurate plasma parameter reconstruction over a simulated ionospheric region.
viii
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1Chapter 1
Introduction
Incoherent scatter radar (ISR), like all scientific instruments, is a testament to hu-
mankind’s desire to understand the world around it. This is especially true for ISR be-
cause these systems are generally very large, complicated and use substantial amounts
of power, in the range of megawatts at peak levels. These systems are able to probe
Earth’s ionosphere and, unlike other ground-based measures, this modality can give
direct measurements of various ionospheric plasma parameters including electron den-
sity (Ne), electron temperature (Te), ion temperature (Ti) and ion velocity (Vi). ISRs
have been in use since the 1950’s (Gordon, 1958) and these systems have evolved
over time from only being able to measure parameters along a single line of sight to
recently having the ability to be used as full 3-D sensors (Semeter et al., 2009; Nicolls
and Heinselman, 2007). The goal of this dissertation is to present a framework to
analyze and improve the quality of the data that comes from modern ISR systems.
This framework can improve the spatial and time sampling of the ISR systems and
help researchers improve their experiments and better understand the data products
from ISR.
Until recently, ISR systems were constructed using single, mechanically steered
antennas. With this approach, the rate that the look angle can change is limited by
the mechanical speed of the antenna steering mechanism. The newest generation of
ISR systems now take advantage of electronically steerable array (ESA) antennas,
which allow for a near instantaneous change in the radar look direction. While this
2thesis mainly focuses on ESA ISR systems, many of the ideas contained within are
also applicable to experiment design for ISR systems with single mechanically steered
antenna.
1.1 Purpose
The basics of ISR will be introduced in the following section along with recent develop-
ments expanding ISR capabilities. The ionosphere and ISR observable characteristics
will then be discussed. Finally the section will close with a short introduction to in-
verse theory and image reconstruction as used by engineers and scientists to analyze
and improve the output of sensors.
1.1.1 ISR as a 3-D Sensor
Radar is a common remote sensing modality that has found diverse uses ranging
from mundane supermarket door openers and traffic speed control (Richards et al.,
2010) to mapping the surfaces of planetary bodies (Campbell, 2002). ISR systems
estimate plasma parameters via radiating electromagnetic energy and monitoring the
reflected signal from large groups of free electrons in the ionosphere. The monitoring
of radar returns may take place at the transmitter site (monostatic) or at one or more
distinct receive locations in bistatic or multistatic systems (Nordling et al., 1988). The
plasma-scattered radar energy has a specific spectral distribution statistics dictated
by the ion and electron temperature, electron density and bulk flow of the plasma in
the measured ionospheric volume (Dougherty and Farley, 1960; Farley et al., 1961;
Dougherty and Farley, 1963; Hagfors, 1961). Two important steps in ISR processing
are:
1. estimation of a power spectrum or equivalently, an autocorrelation function
(ACF) (Farley, 1969)
32. fitting measured ACFs or spectra to a physics based model with plasma param-
eters as inputs (Swartz, 1978).
This process is executed at each point in time and space where the radar can create
an ACF estimate (Nikoukar et al., 2008).
As stated previously, ESA antennas can create three dimensional reconstructions
of plasma parameters. Examples of ESA ISRs include Advanced Modular Incoherent
Scatter Radars (AMISR). As the name implies, AMISRs can be built with varying
numbers of panels and can be relocated. Each of these panels contain 32 antenna
element units. Full 128-panel AMISR sites are currently deployed to Poker Flat Re-
search Range north of Fairbanks, Alaska and Resolute Bay, Nunavut, Canada (Seme-
ter et al., 2009; Valentic et al., 2013; Nicolls, 2015). These systems are constructed into
a roughly 30×30 meter square face. Smaller sixteen-panel AMISRs are deployed to
Gakona, Alaska (HAARP site) and Arecibo, Puerto Rico. The Poker Flat Incoherent
Scatter Radar (PFISR) is depicted in Figure 1·1, with Resolute Bay Incoherent Scat-
ter Radar (RISR) having similar construction. These systems have already yielded
unprecedented views in the ionosphere and upper atmosphere and allowed for new
types of measurements that were not possible before (Semeter et al., 2010; Butler
et al., 2010; Nicolls and Heinselman, 2007).
Objectives related to 3-D ISR
A large and growing number of studies have used ISR to reconstruct two- and three-
dimensional fields of plasma parameters. Some studies use various types of interpo-
lation to stitch together a spatially-continuous parameter estimate from the sparse
angularly-sampled one dimensional beams, which give a one dimensional view along
range (Semeter et al., 2009; Butler, 2013; Semeter et al., 2005). Others have taken
an approach similar to inverse theory and image reconstruction to create estimations
of bulk flow velocity fields or electric fields (Butler et al., 2010; Nicolls et al., 2014).
4(a) (b)
Figure 1·1: PFISR field deployment at Poker Flat Research
Range (Valentic et al., 2013): (a) View of full system, approximately
30×30 meters; and (b) Close up view of the individual cross dipole
antenna elements units.
These publications, typically, do not describe the core details of reconstructing plasma
parameters, such as the ion and electron temperatures. Interpolations can help vi-
sualize the data, the analysis used makes a large number of assumptions about the
underlying imaging process. The goal of this thesis is to present a first-principles
model of ISR as a three dimensional sensor and to use the model to create better
reconstructions of the plasma parameters.
1.1.2 Ionosphere and Phenomena
The ionosphere is the area of partially ionized gas, or plasma, surrounding the earth,
and presents a conductive lower boundary to ionized particles from the magneto-
sphere and solar wind (Kelly, 2009). The dynamics of this system are governed by
kinetic, fluid and Maxwell’s equations coupled together (Schunk and Nagy, 2004).
This complicated menagerie of equations allows for the creation of a cornucopia of
different phenomena at any number of spatio-temporal scales (Semeter et al., 2008,
2009).
The study of the Earth’s ionosphere is typically broken up into several regions with
5distinct physical processes that dominate each region (Kelly, 2009). Demarcations
between the D, E and F Regions are based on altitude, over which various properties
of the plasma, including parameters and chemical composition, can greatly vary as
shown in Figure 1·2 (Kelly, 2009). The regions of the Earth are also parceled out
based on the orientation of the magnetic field to the ground and include the polar
caps, auroral oval, mid latitude, low latitude and magnetic equatorial regions (Schunk
and Nagy, 2004).
For this thesis, most of the focus will be on phenomena from the auroral and
polar cap F-region ionosphere. In this region, distinct phenomena arise related to the
nearly-perpendicular angle of the Earth’s magnetic field to the ground (Schunk and
Nagy, 2004). These phenomena include but are not limited to aurora borealis, polar
cap plasma patches and particle precipitation events (Perry et al., 2015; Dahlgren
et al., 2013, 2012b,a; Zettergren and Semeter, 2012). From a societal standpoint, this
sort of activity can greatly impact radio propagation and can create interruptions
in navigation and timing services such as the Global Navigation Satellite Systems
(GNSS) including Navstar GPS, Galileo, GLONASS, Beidou et al (Jiao et al., 2013;
Hunsucker and Hargreaves, 2007).
The resulting ionospheric structures vary over several decades of spatio-temporial
scales, creating difficult sampling problems for sensors tasked with measuring them.
There are a number of different mechanisms behind this structuring. Auroral pre-
cipitation produces variations on a sub kilometer scale variation in electron density
perpendicular to magnetic field (Semeter et al., 2005). Convective transport induced
by electric fields ( ~E × ~B drift (Chen, 1984)) can cause differential flow velocities and
striates the plasma (Tsunoda, 1988). This transport can also induce gradient-drift
instabilities which have the ability to produce a wide range of irregular structures
(Spicher et al., 2015). Field aligned currents (Birkeland currents) can lead to density
6Figure 1·2: Example profiles of (left panel) neutral temperature and
(right panel) plasma density from Kelly (2009)
depletions caused by downward current channels (upflowing ions) (Perry et al., 2015).
Two examples from the literature are examined to highlight the challenges associ-
ated with trying to reconstruct the plasma parameters. The events shown in (Semeter
et al., 2005) are referred to as a poleward boundary intensification (PBI). This oc-
curs when the auroral oval breaks into two separate rings which show a demarcation
of different field line configurations in the magnetosphere. The auroral ring closer
to the magnetic pole shows a number of strong pulsations seen in both optical and
radar data. The radar reconstruction of this event shown in Figure 1·3 shows large
enhancements in electron density perpendicular to the ground. The enhancements
are rapidly moving, which significantly impacts reconstruction ambiguity by how one
processes the data. In this case the researchers found if they integrated fewer pulses
per position and allowed for a greater variance in the data they could observe finer
column structuring within the enhancement. The simple change in the processing
7yields significantly different interpretations of the true space-time variability of these
structures. More problematic is that the researchers, at the time, did not have a
frame work to evaluate the fidelity of their results.
(a) (b)
Figure 1·3: Different views of a PBI event as seen in Semeter et al.
(2005): (a) Data from the Sondrestrøm ISR processed at 5 seconds;
and (b) the same data from the circled frame in a but processed at 2
seconds.
The second example event is a sun-aligned auroral arc (Perry et al., 2015). These
arcs are created by Field Aligned Currents (FAC) from the magnetosphere. The
evidence of these structures are electron and ion temperature enhancements coincident
with electron density depletions next to density enhancements. These structures also
are in motion, which can create ambiguities (blurring) in the measurement process
as the plasma moves through the field of view. A plasma parameter distribution
associated with this type of auroral arc can be seen in Figure 1·4.
8Figure 1·4: Plasma parameters used in Perry et al. (2015) from a
multi-fluid model (Zettergren and Semeter, 2012) simulating the impact
of a field align current.
In order to measure these highly structured events using ESA ISR systems re-
searchers would created highly dense beam modes and recreate 3-D interpolations of
the data (Dahlgren et al., 2012a,b). Often the radar data sets would be plotted with
measurements from corresponding sensors such as in Figure 1·5. This sort of sensor
fusion technique can give an overall picture to the process that is taking place. If am-
biguities in each sensor are not understood properly though incorrect interpretations
of the physics could take place or lowering the chance of properly testing theoretical
models.
9Figure 1·5: Combination of red-line emission data, in gray scale, and
an interpolated electron density slice at 340 km from RISR. The red-line
emission corresponds with high gradient within the electron density.
Objectives related to the Phenomena of the Ionosphere
An important ISR use case is obtaining accurate reconstructions of ionospheric plasma
parameters and research creates a framework researchers can use to improve their
experiment planning. This framework includes an ISR data simulator useful for trying
different experiment setups and reconstruction methods. The simulator can be used
as a way to understand possible ambiguities that may arise from experiments if plasma
parameters from a physical model are available, such as in Perry et al. (2015). The ISR
simulation outputs possible measurements given a set of input plasma parameters,
including though from fully consistent physical models. In this thesis examples of the
simulator are show using phantoms derived from plasma parameters those shown in
Figures 1·3 and 1·4.
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1.1.3 Image Reconstruction
Inverse theoretic image reconstruction gives engineers and scientists a robust frame-
work to determine the state of system parameters given a set of observations (Menke,
2012; Vogel, 2002; Karl, 2005). This sort of framework has been applied to numerous
problems in science and engineering from X-Ray computed tomographic scanning
(Kak et al., 1988) to synthetic aperture radar (Munson et al., 1983). In this the-
sis we will use this framework and techniques to improve the quality of the plasma
parameter estimates from ISR.
Image reconstruction and inverse theory create a framework to reconstruct a set
of parameters given a set of data using knowledge of the forward model. Using the
notation found in Menke (2012), a general inverse problem is to find m such that,
d = g(m) (1.1)
where d is the observable data and g is the operator that changes the unobservable
parameters m to the data space.
Equation 1.1 gives the most general form of these problems; unfortunately this
can be very difficult to solve without further assumptions. Techniques often used to
solve inverse problems specify a constraint on the operator g, such that it has to be
well-posed (Scales and Gersztenkorn, 1988). Still, there are ways to expand the utility
of these techniques by adding constraints to the inversion method or regularizing the
solution (Vogel, 2002; Karl, 2005).
ISR systems have been analyzed in this format, albeit mainly for a single beam
(Vierinen, 2012). ISR can be posed as a general inverse problem because of the non-
linear operation that translates the plasma parameters to the space of possible ACFs.
Two schools of thought have emerged in the community on how to constrain these
inversions. The first, full profile analysis, uses plasma parameter constraints, which
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can give physical constraints to the inversion thereby improving the outcome (Hysell
et al., 2008; Holt et al., 1992). The second set of techniques apply constraints on the
estimated ACFs (Virtanen et al., 2008; Nikoukar et al., 2008), which is less expensive
computationally but can create ACFs that cannot be reconciled with physics-based
incoherent scatter (IS) theory.
Objectives related to the image reconstruction
This thesis will express 3-D ISR in the language of inverse theory and develop a
mathematical framework for this specific measurement process. The utility of this
framework will be shown in two main ways; first, how ISR data can be improperly
interpreted, and secondly, develop techniques to improve the accuracy of the recon-
struction of plasma parameters.
1.1.4 Outline of dissertation
Chapter 2 will go into the background of ISR signal processing. This will begin by
developing the basic signal model, showing processing steps from complex voltage
samples to plasma parameter measurements.
Chapter 3 will show the derivation of the space-time ambiguity function. This
will allow posing of a reconstruction problem for the field of three dimensional plasma
parameters in the language of inverse theory. The impact of motion of ionospheric
plasma on the ambiguity be shown through plots of the ambiguity but also using real
ISR data.
Chapter 4 contains a discussion of the framework behind the Simulator for ISR
(SimISR). This simulator can create complex voltage samples and process the data.
This can help plan experiments in the future. Experiments used to validate model
predictions require a rigorous understanding of the measurement process. This will
also include examples of simulated data to show the capabilities of this framework.
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Chapter 5 will detail an inversion method that has been developed to reduce the
impact of the space-time ambiguity. This inversion method allows for plasma param-
eter reconstructions along the frame of reference of the moving plasma assuming a
stationary morphology. This takes advantage of the multi-beam measurement capa-
bility of ESA ISRs to create high-fidelity image of the moving plasma parameters.
This will remove motion blur and could allow researchers to get a better measurements
of spatiotemporal structure of the ionosphere.
1.2 Novel Contributions
Specific novel contributions of this research are summarized below.
1. Development of a theoretical framework for the forward model of 3-D ISR
plasma parameter reconstructions.
2. Creating a framework for full simulation of an ISR system yielding synthetic
complex voltages.
3. Construction of a software package, named SimISR, where code derived from
previously mentioned simulation framework has been made available to other
researchers.
4. Detailed analysis of the simulation framework using SimISR along with example
applications for this new tool.
5. A new method for inverting the space-time ambiguity in the frame of reference
of the moving plasma.
6. Use of SimISR to create realistic data and application of the new inversion
method to assess its potential for use in ISR experiments.
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Chapter 2
Incoherent Scatter Radar Signal Model &
Processing
This chapter gives the background on the signal model and processing aspects of ISR.
The first section explores the physical underpinning of the incoherent scatter signal
from the ionosphere. The second section details the basics of radar processing and
how the different types of measurements are made. In the final section of this chapter
the specific processing that takes place in an ISR is detailed.
2.1 Incoherent Scatter
When electrons are freed from their bonds as in a plasma, they can oscillate in a
manner modeled as a Hertzian dipole antenna. If an electromagnetic wave, such
as one from a radar pulse, impinges on these electrons they will accelerate and re-
radiate a wave. This scattering process is known as Thomson scatter (Hutchinson,
2002). This radiation, when taken as a collection of scatterers from a large set of
electrons, varies in time t, with fluctuations in electron density ne(k, t), where k is
the Bragg vector (Kudeki and Milla, 2011). In the far-field condition the Bragg vector
is defined as
k = ks − ki, (2.1)
where ks and ki are the wavenumbers for scattered and incident waves respectively
(Sheffield et al., 2010). The Bragg vector is the frequency parameter in ne(k, t), where
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the spatial Fourier transform ne(r, t) has position vector r. As these charges move,
the scattered waves are given a Doppler shift based off of their velocity v along the
Bragg vector. This Doppler shift in frequency can be represented as
ω = k · v, (2.2)
where ω is the frequency shift in radians per second from the velocity along the
Bragg vector (Sheffield et al., 2010). ne(k, ω) can be thought of as both the Fourier
Transform along time of ne(k, t) and the collective Doppler spectrum from the density
at a specific Bragg vector k.
These fluctuations are driven by the random thermal motions of the electrons and
the collective radiation they create is known as incoherent scatter (Kudeki and Milla,
2011). Another term for this is non-collective scattering using the relation
k ∗ λe << 1, (2.3)
where λe is the electron Debye length, and k = |k|. Satisfying this condition causes
the spectrum to show collective effects of the velocity distribution of the particles
(Sheffield et al., 2010). Although the scattering is driven through a random process,
it reveals several pieces of information about a plasma, especially in the ionosphere.
Due to electrical interaction between the ions and electrons, a correlation structure
develops, creating a shaped Doppler spectrum that a radar can detect. This Doppler
spectrum is a power spectral density estimate of the electron density fluctuations
across time t and at a specific Bragg vector k. This power spectrum is denoted as
〈|ne(k, ω)|2〉.
The IS spectrum has a number of different sections separated in frequency. This
thesis focuses on the “ion line” portion of the spectrum shown in Figure 2·1. This
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naming is due to the IS spectrum revealing a damped version of ion acoustic waves
ω = k0
√
Kb(Te + 3Ti)
mi
(2.4)
where k0 is the wavenumber, ω is the radian frequency of the wave, Kb is Boltzman’s
constant, mi is the mass of the ion species and Te and Ti are the temperatures of
the electron and ions (Chen, 1984). The ion acoustic mode returns the most power
and can give information on both electron and ions, so it is commonly used in ISR
analysis.
The physical intuition behind the “ion line” can be useful for understanding some
of the basic processes behind IS. Still, a full mathematical model tying plasma param-
eters, such as electron density (Ne), electron temperature (Te), and ion temperature
(Ti) to the power spectral density (〈|ne(k, ω)|2〉) is necessary for ISR to perform
its measurements. There have been a number of derivations and formulations for
this since the development of ISR (Dougherty and Farley, 1960; Farley et al., 1961;
Dougherty and Farley, 1963; Hagfors, 1961). This thesis will use the formulation
from Kudeki and Milla (2006, 2011); Milla and Kudeki (2011),
〈|ne(k, ω)|2〉 = |jω0 + σi|
2〈|nte(k, ω)|2〉
|jω0 + σe + σi|2 +
|σe|2〈|nti(k, ω)|2〉
|jω0 + σe + σi|2 . (2.5)
The overall spectra from the collective effects of the electrons and different species
of ions is made up of the weighted superposition of independent fluctuation spec-
tra for each species 〈|nts(k, ω)|2〉. The weightings are made up of the longitudinal
conductivities of each species σs, the frequency ω and 0 is the vacuum permittivity.
The independent fluctuation spectra and conductivities are related to plasma pa-
rameters through Gordeyev integrals Js(ω), specifically
〈|nts(k, ω)|2〉
Ns
= 2Re{Js(ω)}, (2.6)
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and
σs(k, ω)
jω0
=
1− jωJs(ω)
k2λ2s
, (2.7)
where Ns is the average density for the species, and λe is its Debye length. The
Gordeyev integrals are the one sided Fourier transforms of the characteristic functions
of the particle displacements 〈ejk·∆rs〉, or
Js(ω) ≡
∞∫
0
〈ejk·∆rs〉ejωτdτ. (2.8)
For the case of a Maxwellian distributed plasma where collisions and magnetic fields
can be neglected,
〈ejk·∆r〉 = e− 12k2C2τ2 , (2.9)
where C = KbTs
ms
, Ts is the temperature of the species in
◦ K, Kb is Boltzmans constant
and ms is the mass of the species in kg.
This formulation can also allows for the measurement of bulk of the plasma.
This measurement is along the radars wave vector and results in the substitution of
ωs = ω−k ·Vs, where Vs is the bulk motion of the plasma species, into the Gordeyve
integrals in Equation 2.8 for ω. Generally all of the species will flow together, oth-
erwise large electric fields would form, and this overall motion can be measured as a
overall shift of the spectrum in frequency.
A more complete treatment of the IS spectrum formulation, derivation and com-
putational considerations is given in Appendix A. An example of ion line portion of
the IS spectrum, with |k| = 18.5 rad/m and using parameters representative of the
F-region ionosphere, along with a corresponding ACF, is shown in Figure 2·1.
As its name implies, IS is inherently stochastic in nature. To measure this spec-
trum with usable uncertainty margins, a number of observations of this process must
be averaged together (Diaz et al., 2008). Common ISR analysis practice refers to
17
(a) (b)
Figure 2·1: (a) IS spectrum ion line; and (b) corresponding ACF.
The spectrum and ACF were created using all O+ ions, Ne = 10
11
m−3, Te = 2500◦ K and Ti = 1000◦ K.
observations of this random process as “pulses,” to distinguish this from samples in
signal processing applications (Oppenheim and Schafer, 2010). These observations
can then be used in some sort of spectral estimator. A demonstration of the conver-
gence of a periodogram estimator to the spectrum from Figure 2·1 as the number of
pulses J is increased is depicted in Figure 2·2.
2.2 Radar Signal Processing
In this section the general signal model behind ISR is discussed. Following that
the specifics of measuring a Doppler spectra, like the IS spectrum is covered. Some
comparisons to hard-target radar systems are made as well.
2.2.1 Radar Signal Model
ISR systems like other pulsed radar systems radiate a signal, y(t), that can be repre-
sented as a finite length pulse s(t), modulated by a complex sinusoid
y(t) = s(t)ej2pif0t (2.10)
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Figure 2·2: IS spectrum ion line with all parameters from Figure
2·1 with, number of observations or pulses J = 50, 100, 500 and 1000
averaged together using a periodogram estimator.
where f0 is the transmit frequency in Hz. Equivalently, f0 = c/λ0, where λ0 is the
wavelength of the transmitted wave and c is the speed of light. The return signal
reflected off of a single point target with, assuming for now, no motion, may be
modeled as
yr(t) = A0s(t−∆t)ej2pif0(t−∆T ) (2.11)
where ∆T is round trip time and A0 is a complex amplitude factor including propa-
gation losses, phase shifts and target reflectivity (Richards, 2014). The radar system
estimates the range r, or the distance between the target and sensor,
r =
c∆T
2
. (2.12)
Lastly, the signal is demodulated down to baseband, becoming
x(t) = A0s(t−∆T )e−j2pi∆T . (2.13)
Another key quantity estimated by ISR is the line of sight, or bulk Doppler veloc-
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ity. The Doppler for this specific case acts as multiplication of the radar signal s(t)
with a simple single complex exponential
sd(t) = s(t)e
j2pifdt, (2.14)
where fd is the Doppler frequency of the target and sd(t) is the received signal in
Equation 2.13 with a Doppler shift. Assuming there are no relativistic effects this
frequency can be represented as the following fd = 2v/λ0, where v is the velocity of
the target.
With ISR a distribution of electrons are probed, so we have an extremely large
number of small cross-section targets within the beam. A better model uses a set
of scatterers each with their return weighted (Vn) and with a frequency shift, (fn),
represented as
sd(t) =
N∑
n
s(t)Vne
j2pifnt, (2.15)
For very large N number of scatterers this model can be extended to a continuum of
signals, becoming
sd(t) =
∫
s(t)V (f)ej2piftdf. (2.16)
This continuum of scatterers is also distributed along range. A simple illustration
of the sampling of these scatterers along range is shown in the range-time diagram for
ISR, Figure 2·3. In this case three samples are taken from different ranges and the
pulse s(t), is multiplied by the electron density fluctuations ne at its corresponding
time and range. The return signal x is sampled with a period of Ts, making sample
values at times t1, t2 and t3. The sample values x(t) at each point can be seen in
20
Figure 2·3: As the pulse in time traverses the ranges a, b, and c, it is
multiplied by the electron density fluctuations at each of those points.
The samples at each time are the summations of those returns from
each point that the lines intersect in range. These different points are
also delayed in time as well giving time delayed observations of the
process at each point.
Equation 2.17,
x(t1) =ne(a, t− a/c)s(t− 2a/c)
x(t2) =ne(a, t− a/c− Ts)s(t− 2a/c− Ts) + ne(b, t− b/c)s(t− 2b/c)
x(t3) =ne(a, t− a/c− 2Ts)s(t− 2a/c− 2Ts)+
ne(b, t− b/c− Ts)s(t− 2b/c− Ts).
(2.17)
The terms in Equation 2.17 are single samples along time t from Equation 2.18,
which is the common continuous time formulation of the return data for ISR along
range r (Hysell et al., 2008),
xc(t) =
∫
ne(r, t− r/c)s(t− 2r/c)dr. (2.18)
By performing a change of variables it should be noted that Equation 2.18 has the
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same form as Equation 2.19
xc(t) =
∫
h(τ, t)s(t− ατ)dτ, (2.19)
where h(τ, t) is a filter with an impulse response along t varies with τ and α is a trans-
lation so the time steps between t and τ are equal. One of the earlier uses of model
form comes from the study of time varying communication channels (Kailath, 1962,
1963). This time-varying filter model can help determine the method of measurement
by looking at the Fourier Transform of h(τ, t),
H(τ, f) =
∫
h(τ, t)e−j2piftdt. (2.20)
The term H(τ, f) is known as the time-varying frequency response, which can be used
to determine how the function can be measured and does this by distinguishing two
different target classes. The first class, an underspread target the following inequality
must hold,
BL < 1, (2.21)
where B is the bandwidth of H(τ, f) and L is its extent along τ (Kay and Doyle,
2003; Pfander and Zheltov, 2015). The second class, the overspread target, occurs
when this inequality does not hold.
With ISR this same frame work can be used, the term L must now change to
RL/c where RL is the farthest range that needs to be probed. In the case of an ISR
probing the F-region the target is overspread as the inequality in Equation 2.21 will
not hold. In order to estimate the time-varying frequency response an ambiguity will
be introduced (Kailath, 1962, 1963), which is the same as performing the measurement
of the Doppler spectrum. This discussion of overspread vs. underspread will drive
the Doppler measurement methodology discussed next.
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2.2.2 Doppler Measurement
In a pulsed radar system Doppler is measured starting with these steps:
1. The radar sends a set of pulses that scatter off the targets.
2. The target returns are binned into a two-dimensional array representing range
and interpulse period (IPP).
In the case of an underspread target the pulse-Doppler processing method can be
used, which is commonly denoted as coherent processing (Richards, 2014; Richards
et al., 2010, 2014; Skolnik, 2008). The pulse-Doppler method consists of the following
steps after the first two listed:
3. A discrete Fourier transform (DFT) across pulses is taken to determine the
Doppler spectrum (Richards, 2014).
4. A power spectrum is formed by taking squared magnitude .
In order to avoid aliasing or Doppler folding, the pulse repetition frequency (PRF)
must be at least twice as large as largest Doppler frequency in the signal (Oppenheim
and Schafer, 2010). Using pulse-Doppler processing a phase-coherent signal that is
relatively narrow in frequency can obtain a large amount of gain compared to the
background noise. The Doppler bandwidth that can be view unambiguously will be
tied to the PRF. The issue of range ambiguity can arise if the support of the target is
further in range than a single pulse can travel in an IPP. The maximum unambiguous
range, Ra, can be represented as
Ra =
cT
2
(2.22)
where T is the IPP time. These requirements fit within the definition of an under-
spread target, thus pulse-Doppler processing assumes this class of target.
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The ionosphere cannot be assumed to be compactly supported in range if one
wants to do F-region studies, which can stretch from 150-700 km in altitude. Using
the spectrum in Figure 2·1, it can be seen that the signal is at least 20 kHz in
bandwidth. This broad bandwidth and unambiguous range requirement yields an
overspread target.
In order to measure an this class of target, an alternative Doppler processing
method must be used. This method replaces steps #2 and #3 with an estimate of
the autocorrelation function (ACF) within the IPP and a DFT across the lags is
taken to get the Doppler spectrum. The formation of this spectrum is the same as
forming Wigner-Ville distribution along range (Cohen, 1995). The formulation of the
Wigner-Ville distribution is as follows using a signal x(t),
Wx(t, f) =
∫
xc(t− τ/2)x∗c(t+ τ/2)e−j2piτfdτ, (2.23)
where τ is the lag variable. Because phase coherency is not needed across pulses this is
considered an incoherent processing technique (Richards, 2014; Richards et al., 2010,
2014; Skolnik, 2008). Note that ISR received its name due to the physical definition of
incoherent scatter as explained in Section 2.1 (Gordon, 1958; Dougherty and Farley,
1960).
In the specific case of ISR processing for an uncoded pulse the processing fol-
lows this logic and performs an approximation to the formation of the Wigner-Ville
distribution, which will be examined in the next section.
2.3 ISR Processing
The specifics of an approach to ISR processing are discussed in this section. It will
mainly use the terminology found in much of the ISR literature (Farley, 1969; Nygren,
1996). This examination of the processing starts after complex receiver voltage data
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Figure 2·4: ISR signal processing chain, with signal processing oper-
ations as squares and data products as diamonds.
have been received, and details how it is processed to create estimates of the ACF at
desired points of space.
The processing follows the flow chart presented in Figure 2·4. Note that we as-
sume here a signal pipeline which creates a single altitude measurement for analysis.
More sophisticated approaches for ISR analysis exist that use information from mul-
tiple altitudes, including full profile analysis (Holt et al., 1992), lag profile inversion
(Virtanen et al., 2008), and others, but treatment of these approaches is beyond the
scope of this chapter. The lag product formation is an initial estimate of the au-
tocorrelation function. The sampled complex receiver voltage can be represented as
x(n) ∈ CN where N is the number of samples in an inter-pulse period. For each
range gate m ∈ 0, 1, ...M − 1 a complex autocorrelation is estimated for each lag of
l ∈ 0, 1..., L − 1. To keep the number of integrated samples for each lag the same
across all of range, the number of range gates for each IPP will be at most N−(L−1).
To get better statistics this operation is performed for each pulse j ∈ 0, 1, ...J−1 and
then summed over J independent pulses. The operation to form the initial estimate
of R̂(m, l) may be expressed as
R̂(m, l) =
J−1∑
j=0
x(m− bl/2c, j)x∗(m+ dl/2e, j). (2.24)
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The case shown in Equation 2.24 is a centered lag product. Other types of lag
product calculations are available but a centered product is most common. For this
case, the range gate index m and sample index n can be related by m = n − bL/2c
and the maximum lag and sample relation is M = N − dL/2e. This lag product
formation is the first step in computing a discrete Wigner-Ville distribution (Cohen,
1995). This step adds a bias to the ACF estimate which acts as a weighting function
on larger lags, represented as W(l) where weighting can be calculated from details
of the range-lag ambiguity function. The expected value for the estimator, assuming
the use of a simple uncoded pulse waveform, becomes
〈
R̂(m, l)
〉
=W(l)R(m, l) = L− l
L
R(m, l). (2.25)
Applying a summation rule is generally the next step in creating an estimate of
the autocorrelation function for single altitude analysis. This is done for a number of
reasons, but primarily to improve estimate statistics. Furthermore, if the right rule
is chosen, then the range ambiguity can be made approximately constant across the
lags, which can make inversions easier (Nygren, 1996). Summation rules based on
other criteria can be used but our simulations use the trapezoidal summation, which
is a common choice and leads to uniform range resolution across all lags. It can be
represented as follows:
R̂s(m, l) =
((v−1)/2+bl/2c)∑
i=−((v−1)/2+dl/2e)
R̂(m+ i, l), (2.26)
where v is the ’volume’ index or the number of gates integrated at zero lag (restricted
to positive odd integers here) and R̂s(m, l) is the final ACF estimate after the sum-
mation rule (Nygren, 1996). However, the final result of this summation rule will still
lead to a statistically biased ACF. For the uncoded waveform case, this summation
rule leads to the following expected value for the estimator (Nygren, 1996),
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Figure 2·5: Summation Rule Diagram.
〈
R̂s(m, l)
〉
=
v + l
vW(0)W(l)R(m, l) =
(
− 1
vL
l2 +
L− v
Lv
l + 1
)
R(m, l). (2.27)
An example summation rule for a central product is shown in Figure 2·5. The
image on the left is a basic representation of an ambiguity function of a long pulse and
is mirrored on the right with red bars which would show the integration area under
it so the ambiguity function for each lag will be of equal size in range. There are a
number of different summing rule each with their own trade offs (Nygren, 1996). Also
of note, the function in the parenthesis of the RHS of Equation 2.27 is also known
in the signal processing literature as a window function along the lags of the ACF
(Oppenheim and Schafer, 2010). This window function can be seen in Figure 2·6
Finally, noise effects are accommodated by subtracting an separate estimate of
the noise correlation from R̂s(m, l). We represent the noise correlation function as
R̂w(m, l), the ACF estimate of the background noise process of the radar w(nw) using
the steps in Equations 2.24 and 2.26. In a real radar system, the noise process is
typically sampled either during a calibration period for the radar when nothing is
being emitted, or at ranges sufficiently distant that the scattered ionospheric signal
is assumed to be negligible. The final estimate of the autocorrelation function after
the noise subtraction and summation rule is represented by R̂f (m, l).
Along with the first order moment of the ACF seen in Equation 2.27, in order to
do error analysis a second order moment is needed. The covariance matrix between
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Figure 2·6: The window function that is applied to the ACF as seen
in Equation 2.27 in the left pane for L = 15 and its 128 point length
Fast Fourier Transform (FFT) in the right panel.
each lag estimate can be formed using the formulation in Equation 2 of (Hysell et al.,
2008), rewritten here as
Cτ1,τ2 =
1
2J
( R(0)R∗(τ1 − τ2) +R(τ1)R∗(τ2)) , (2.28)
where, R(τ) is the estimated ACF as a function of lag τ , Cτ1,τ2 is the entry in the
covariance matrix of the estimated ACF at lags τ1 and τ2, and J is the number of
samples or pulses averaged together to create the estimate. The diagonals of this
matrix can be thought of as the autocovariances of each of the lags. Along these
diagonals, by setting τ2 = τ1 ≡ τ , Equation 2.28 simplifies to
Cτ,τ =
1
2J
(|R(0)|2 + |R(τ)|2) . (2.29)
The variance of the signal ACF estimate is further increased once sensor and sky
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noise is added. If the noise is assumed to be uncorrelated with the signal, the error
from the noise, |Rw(τ)|2 (e.g. the square of the noise ACF) can be added to the
error from the inherent fluctuations in the signal, and the autocovariance expression
becomes
Cτ,τ =
1
2J
(|R(0)|2 + |R(τ)|2 + |Rw(0)|2 + |Rw(τ)|2) . (2.30)
After the final estimation of the spectrum is complete, nonlinear least squares
fitting takes place to determine plasma parameters. The class of nonlinear least
squares problems relevant to ISR parameter estimation can be represented as the
minimization of a cost function of the form (Kay, 1993),
pˆ = argmin
p
(y − θ(p))∗C−1y (y − θ(p)). (2.31)
In Equation 2.31, the data represented as y would be the final estimate of the
ACF R̂f (m, l) at a specific range, or its spectrum Ŝf (m,ω). The matrix Cy is the
covariance matrix from the ACFs or spectra depending on what is being fit. The
covariance matrix for the ACF is detailed in Equation 2.28, while the covariance
matrix of the spectra is simply the ACF matrix but with discrete Fourier Transforms
applied to the rows and columns. The parameter vector p would be the plasma
parameters Ne, Te, Ti and Vi. The fit function, θ, is the IS spectrum calculated
from a model mapping these parameters to ACF or spectra. For the examples in
thesis the model shown in Section 2.1, and in greater detail in Appendix A, is used
for this mapping. In order to properly fit the parameters the ambiguity function
must then be applied to the ACF or spectra. In the case of the long pulse and a
system with a large receiver bandwidth compared to the spectra, the ambiguity can
be simply applied by multiplying it with the autocorrelation function R(l) assuming
the proper summation rule used. As in previous publications, Nikoukar et al. (2008),
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the Levenberg-Marquardt algorithm is used to fit the plasma parameters to the ACFs
or spectra (Levenberg, 1944; Marquardt, 1963).
The Levenberg-Marquardt algorithm moves the parameter vector p by a per-
turbation h at each iteration (Gavin, 2013). Specifically Levenberg-Marquart was
designed to be a sort of meld between two different methods: Gradient Descent, and
Gauss-Newton. The perturbation vector hlm can be calculated using the following:
[
JTΣ−1J
]
hlm = J
TΣ−1(y − θ(p)) (2.32)
where J is the Jacobian matrix ∂θ/∂p (Levenberg, 1944; Marquardt, 1963).
The last step is to calculate the errors in the parameter estimates. In order to
do this a numerical approximation is computed of the Jacobian matrix between the
data and the ACF, J, at p = pˆ. Given this Jacobian, the formula to estimate the
parameter error matrix, Cpˆ according to Hysell (2000), is
Cpˆ = (J
TC−1J)−1, (2.33)
The variances of the parameters are then taken as the diagonals of the matrix. The
off-diagonal elements can be used as a measure of correlation between the different
plasma parameters.
A simpler formula for estimating the possible uncertainties from ACF is the fol-
lowing:
σi =
S√
J
(
1 +
1
SNR
)
. (2.34)
where S is the signal power and SNR is the ratio of signal power to noise power
(Nicolls, 2013). The noise level can be estimated from the calibration period, which
can be done in each IPP after which there is no expected appreciable return from
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ionosphere incoherent scatter. If there are localized but large returns, for example
coherent reflections from satellites, this impact can be reduced by applying estimators
that use order statistics (Shor and Levanon, 1991).
2.4 Summary
In this Chapter the basic model of ISR and the standard signal processing to perform
plasma parameter measurements was examined. The first section detailed the physical
intuition and basic model of the IS spectra, essentially how the plasma parameters
are mapped to the Doppler spectra. The second section detailed a signal model for a
pulsed radar system being used to resolve the IS spectra and compared the model to
time-varying filters. Lastly the standard signal processing found in most ISR systems,
from sampled complex voltages to estimated plasma parameters, was detailed.
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Chapter 3
Space-Time Ambiguity Function
This chapter explains the theoretical backbone for sampling issues associated with
ISR. The first section details the differences in space-time sampling between single
antenna and electronically steerable array (ESA) systems. The next section then
details the derivation of the space-time ambiguity. Lastly the impact of moving
plasma on the apparent ambiguity is shown, both from a theoretical standpoint and
a demonstration using collected ISR data. Much of the material in this chapter was
previously published in Swoboda et al. (2015).
3.1 Space-Time Sampling
ESA based systems differentiate themselves from dish antennas in a fundamental way.
Instead of dwelling in a single beam or scanning along a prescribed direction, an ESA
can move to a different beam position within its field of view on a rapid, pulse by pulse
basis. An illustration of the differences between ESA and conventional radar systems
with respect to statistical integration of radar pulses, focusing on time history of beam
positions, starts with the desired grid of geographic parameter coverage in Figure 3·1.
Figure 3·2 shows a possible path for a dish based antenna to cover this measurement
space through moves to different beam positions through time, represented on the
z-axis as pulse repetition intervals (PRIs). The dish sweeps through the field of view
in a continuous scan. In contrast, an ESA system can instead move from position to
position in discrete steps as seen in Figure 3·3. It is noted as well that the phased
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Figure 3·1: A 3x3 grid of desired measurement positions in a hypo-
thetical geodetic latitude/longitude space.
array antenna is able to collect data from different beams during overlapping time
periods, creating a lattice like pattern. This type of pulse-to-pulse beam position
change is very difficult to accomplish with dish antenna systems having significant
pointing inertia.
The rapid steering ability of ESA systems relative to space-time sampling yields
a new flexibility, in post processing, to statistically combine information from dif-
ferent beams using knowledge of the plasma velocity field, where this information is
obtained either from external sources or from the Doppler shift of the ionospheric
echoes themselves. This can help to relax the assumption of stationarity for plasmas
that are evolving or changing their shape on time scales longer than the integration
time. If the plasma moves into a different beam, returns from the same plasma can
be integrated together with proper bookkeeping. This is contrary to the situation
with dish antennas where returns from multiple plasma populations with different
parameter sets are unavoidably averaged together.
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Figure 3·2: Space-time sampling of the measurement space from Fig-
ure 3·1 using a dish based antenna, where the red x’s mark the pulse
in beam space and time. Beam positions from Figure 3·1 are shown
below in blue at z = 0.
Figure 3·3: Space-time sampling of the measurement space from Fig-
ure 3·1 using a phased array based antenna, where the red x’s mark
the pulse in beam space and time. Beam positions from Figure 3·1 are
shown below in blue at z = 0.
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3.2 Space-Time Ambiguity
The space-time ambiguity can be thought of as a kernel to a combined volume and
time integration operator. In the derivations that follow, it is shown that this ambi-
guity can be represented as a kernel operator in a Fredholm integral equation:
ρ(τs, rs, ts) =
∫
L(τs, rs, ts, τ, r, t)R(τ, r, t)dV dtdτ (3.1)
where, for ISR, L(τs, rs, ts, τ, r, t) is a blurring kernel over time and space, and
R(τ, r, t) indicates the plasma medium’s autocorrelation function for electron den-
sity fluctuations ne at the lag τ , time t, and position r.
By using this formulation, many parallels between ISR and classic camera blurring
problems can be made. In cameras, blurring can take place when an object moves
over a space covered by one pixel while the shutter is open and the CCD is collecting
photons. A diagram of this can be seen in Figure 3·4. The same holds for the ISR
measurement problem, except that the pixels are no longer square or continuous in
Cartesian space and instead are determined by the beam shape and pulse pattern.
This is shown in the diagrams in Figure 3·5.
Figure 3·4: CCD resolution cell diagram, showing cases where an
object will be properly resolved and be blurred.
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Figure 3·5: ISR resolution cell diagram, showing cases where an object
will be properly resolved and be blurred.
Coordinate System Definitions
To derive full space-time ambiguity function, L(τs, rs, ts, τ, r, t), the coordinate system
will be defined. The three dimensional coordinate system is defined as r = [x, y, z]T .
For this coordinate system, r = [0, 0, 0]T at the location of the radar and thus r = |r|,
also known as the range variable. This allows for the use of polar coordinates r =
[r, θ,φ]
T where θ and φ are, respectively, the targets’s azimuth and elevation angles
from the radar.
The radar samples this space at a set of discrete points which will be referred
to as rs = [xs, ys, zs]
T along with the discretized range expression rs = |rs|. The
sampled space consists of a number of points, composed of range gates within a
beam multiplied by the number of beams. These points can also be referred in polar
coordinates rs = [rs, θs, φs]
T , where θs and φs are, respectively, the observationally
sampled azimuth and elevation angles.
For notation purposes, two different sets of time are used, commonly known in the
hard-target radar literature as fast-time n and slow-time t (Richards, 2005). Fast-
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time is used to describe processes with correlation time less than one PRI. Slow-time
will be used for processes that decorrelate in time on the order of, or longer than, the
system’s PRI. In order to form estimates of ACFs with desired statistical properties,
it is assumed that the bulk plasma parameters will change on the order of many
tens to hundreds of PRIs in their stationary reference frame (i.e. remain wide sense
stationary for this time). Generally, for incoherent scatter applications in the E-
region of the ionosphere (≈100 km altitude) and above, the decorrelation time of the
electron density fluctuations is less than a PRI for systems with a center frequency
in the UHF band, and thus ACFs must be formed over fast-time.
The terms n and t represent continuous variables, while ns and ts will be the fast
time and slow time parameters sampled by the radar. The sampling rate of ns is
set by the rate at which the system’s A/D converters are run. The sampling of ts
can, at the highest rate, be the PRI. At its lowest rate, it can be sampled once in a
non-coherent processing interval (NCPI), or equivalently in a period of time it takes
the radar to average the desired number of pulses for each beam.
Derivation
The physical scattering mechanism underlying ISR produces measurable radar scatter
from electron density fluctuations in the ionosphere, ne(r, n), at a specific wave vector
k. These fluctuations scatter radio waves which can be observed by the receiver
system of the radar (Dougherty and Farley, 1960). The emitted radar signal at
the transmitter has a pulse shape s(n) modulated at a central frequency creating a
scattering wave number (Bragg vector) k. Using the Born approximation, the signal
received at time n, x(n), can be represented as the following
x(n) = h(n) ∗
∫
exp [−jk · r] s
(
n− 2r
c
)
ne
(
r, n− r
c
)
dr, (3.2)
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where h(n) is the receiver filter and the ∗ represents the convolution operator. In
modern ISR systems, this signal x(n) is then sampled at discrete points in fast-time
which will be referred to as ns. The convolution and sampling operation can be
brought in the integral as the following,
x(ns) =
∫
exp [−jk · r] s
(
n− 2r
c
)
ne
(
r, n− r
c
)
h(ns − n)drdn. (3.3)
Once the signal has been received and sampled, the autocorrelation function is
then estimated from the sampled signal x(ns). The full expression of the underlying
autocorrelation of this signal is the following,
〈x(ns)x∗(n′s)〉 =
∫
exp [−jk · (r′ − r)] s
(
n− 2r
c
)
s∗
(
n′ − 2r
′
c
)
h(ns − n)h(n′s − n′)
〈
ne
(
r, n− r
c
)
n∗e
(
r′, n′ − r
′
c
)〉
drdr′dndn′, (3.4)
where r′ is the magnitude of the vector r′. By assuming stationarity of second order
signal statistics along fast time, lag variables τ ≡ n′ − n, and τs ≡ n′s − ns can be
substituted. With these substitutions, Equation 3.4 becomes
〈x(ns)x∗(ns + τs)〉 =
∫
exp [−jk · (r′ − r)] s
(
n− 2r
c
)
s∗
(
n+ τ − 2r
′
c
)
h(ns − n)h(ns + τs − n− τ)
〈
ne
(
r, n− r
c
)
n∗e
(
r′, n+ τ − r
′
c
)〉
drdr′dndτ (3.5)
A simplifying assumption at this point is used: namely that the space-time auto-
correlation function of ne(r, t),
〈
ne
(
r, n− r
c
)
n∗e
(
r′, n′ − r′
c
)〉
, will go to zero as the
magnitude of y ≡ r′ − r increases beyond the Debye length (Farley, 1969). Thus,
the rate which the spatial autocorrelation goes to zero will be such that τ  2||y||
c
,
allowing us to set r = r′ inside the arguments of s and h. Also the r
c
and r
′
c
terms
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can be dropped from the space-time autocorrelation function of ne(r, t). This allows
Equation 3.5 to be rewritten as
〈x(ns)x∗(ns + τ)〉 =
∫
s
(
n− 2r
c
)
s∗
(
n+ τ − 2r
c
)
h(ns − n)h∗(ns + τs − n− τ)[∫
exp [−2jk · y] 〈ne(r, n)n∗e(y + r, n+ τ)〉dy
]
drdndτ. (3.6)
The inner integral is a spatial Fourier transform evaluated at the Bragg vector
of radar k. By again asserting stationarity along fast time, the true ACF can be
represented as the following,
R(τ, r) = 〈|ne(k, r, τ)|2〉 ≡
∫
exp [−2jk · y] 〈ne(r, n)n∗e(y + r, n+ τ)〉dy. (3.7)
Now Equation 3.6 becomes
〈x(ns)x∗(ns + τs)〉 =
∫
〈|ne(τ,k, r)|2〉×[∫
s(n− 2r
c
)s∗(n+ τ − 2r
c
)h(ns − n)h∗(ns + τs − n− τ)dn
]
dτdr.
(3.8)
If ns is replaced with 2rs/c we can introduce the range ambiguity function
W (τs, rs, τ, r) by doing the following substitution,
W (τs, rs, τ, r) =
∫
s(n− 2r
c
)s∗(n+τ− 2r
c
)h(2rs/c−n)h∗(2rs/c+τs−n−τ)dn. (3.9)
Assuming, for the moment, that R(τ, r) only varies across the range dimension r,
this can be represented in the form of a Fredholm integral equation
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〈x(2rs/c)x∗(2rs/c+ τs)〉 =
∫
W (τs, rs, τ, r)R(τ, r)drdτ. (3.10)
The range ambiguity function, W (τs, rs, τ, r), can be thought of as a smoothing op-
erator along the range and lag dimensions of R(τ, r). This result is also derived in
(Nikoukar et al., 2008), (Woodman, 1991) and (Hysell et al., 2008)
The spatial ambiguity across azimuth and elevation angles is determined by the
antenna beam pattern. In phased array antennas, this beam pattern is ideally the
array factor multiplied by the element pattern (Balanis, 2005). The array factor
is determined by a number of things including the element spacing and the wave
number of the radar, k. For example, by making idealized assumptions with no
mutual coupling and that the array elements are simple cross dipole elements, AMISR
systems will have the following antenna pattern for pointing angle (θs, φs):
F (θs, φs, θ, φ) =
1
2
(1 + cos(θ)2)
1
MN
×[
(1 + exp [j(ψy/2 + ψx)])
sin((M/2)ψx)
sin(ψx)
sin((N/2)ψx)
sin(ψx/2)
]2
,
(3.11)
where ψx = −kdx(sin θ cosφ− sin θs cosφs), ψy = −kdy(sin θ sinφ− sin θs sinφs) and
M is the number of elements in the x direction of the array, and N is the number of
elements in the y direction(see Appendix: B for derivation).
The spatial ambiguity is a separable function made up of the components of
W (τs, τ, rs, r) and F (θs, φs, θ, φ). These two functions can be combined by multiply-
ing the two, creating the spatial ambiguity function K(τs, rs, τ, r). This yields an
expression for a single statistical realization of the ACF of the incoherent scatter
random process, which will be referred to as ρ(τs, rs):
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Figure 3·6: Full spatial ambiguity function in Cartesian space for case
with 4 beams with trailing edge of a 240µs pulse at 400km range. The
surface represents the half power point of the ambiguity function.
ρ(τs, rs) =
∫
F (θs, φs, θ, φ)W (τs, rs, τ, r)R(τ, r)dV dτ, (3.12)
=
∫
K(τs, rs, τ, r)R(τ, r)dV dτ. (3.13)
A rendering of an example of this full spatial ambiguity function for an uncoded
long pulse, with antenna pattern from Equation 3.11 for four beams, can be seen in
Figure 3·6.
As mentioned above, this one pulse ACF estimate represents a single sample of a
random process. In order to create a usable estimate, multiple samples of this ACF
need to be averaged together to reduce the variance to sufficient levels in order to
fit the estimate to a theoretical ACF that is a direct function of plasma parameter
values. To show the impact of this averaging in creating the estimate of the ACF,
a slow-time dependence will be added to the expression for the medium ACF, which
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now becomes R(τ, r, t), and will also add another separable function G(ts, t) to the
kernel. This function G(ts, t) can be thought of as a sampling and blurring kernel for
the ACF if the plasma parameters change within an NCPI but if they are stationary
over an IPP. For a low duty cycle radar where the amount of time that the radar
pulse is illuminating the plasma in a point of space is very short compared to the
PRI, G(ts, t) can take the form of a summation of Dirac delta functions
G(ts, t) =
J−1∑
j=0
αjδ(t− ts − jTREV ), (3.14)
where J counts the number of pulses used over a NCPI, TREV is the amount of time it
takes the radar to revisit the specific beam and αj represent the weights that the radar
assigns to the pulses. For systems using pulse-to-pulse steering, one strategy revisits
each beam sequentially, in this case making TREV = NbeamTPRI , where Nbeam is the
number of beams and TPRI is the PRI time period. For the case where weights are set
to 1/J , this operation simply averages the pulses. With Equation 3.14 incorporated
into the overall ambiguity we obtain the full integral equation,
ρ(τs, rs, ts) =
∫
L(τs, rs, ts, τ, r, t)R(τ, r, t)dV dtdτ. (3.15)
The final kernel, L(τs, rs, ts, τ, r, t) = G(ts, t)K(τs, rs, τ, r), encompasses the full space-
time ambiguity.
3.3 Ambiguity after Frame Transformation
This section will focus on the impact of the motion of plasma as it is going through
the field of view of the radar. It will be assumed that the radar is integrating over
a length of time T beginning at ts. The kernel L will be represented as a separable
function K and G as in Equation 3.15. In this case, G will be a summation of Dirac
42
delta functions with weights of 1/J . This will change Equation 3.15 to the following:
ρ(τs, rs, ts) =
∫
K(τs, rs, τ, r)
(1/J) ts+T∫
ts
J−1∑
j=0
δ(t− ts − jTREV )R(τ, r, t)dt
 dV dτ.
(3.16)
Of specific interest in this study are instances in the high latitude ionosphere
where embedded plasma structures are moving due to electric field drivers applied by
the magnetosphere. In this case, it will be assumed that the plasma is a rigid object
and will not deform with respect to r over time period [t0, t0 +T ] where T = JTREV is
the time for one NCPI. Also, it will be assumed that the plasma parcel moves with a
constant velocity v. Thus R(τ, r, t)⇒ R(τ, r+vt). The assumption of rigidity can in
some cases be valid over the time period of the NCPI, on the order of a few minutes,
while the plasma moves through the field of view of the radar. For example, in the
high latitude ionosphere, large scale features in structures such as patches decay on
the order of hours (Tsunoda, 1988). This assumption is useful because it allows our
framework to analyze impacts of these plasma variations on the parameter resolution
of ISR systems. With these assumptions, Equation 3.16 becomes,
ρ(τs, rs, ts) = (1/J)
∫ ts+T∫
ts
J−1∑
j=0
δ(t− ts − jTREV )K(τs, rs, τ, r)R(τ, r + vt)dtdV dτ
(3.17)
A change of variables to r′ = r + vt acts as a Galilean transform and applies a
warping to the kernel, changing the frame of reference. Since R(τ, r′) is no longer
dependent on t, Equation 3.17 can be integrated in time and becomes:
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Figure 3·7: Same spatial ambiguity as in Figure 3·6 but now with 500
m/s velocity in y direction in plasma frame of reference. The surface
represents the half power point of the ambiguity function.
ρ(τs, rs, ts) = (1/J)
∫ [ J−1∑
j=0
K(τs, rs, τ, r
′ − v(ts + jTREV ))
]
R(τ, r′)dV dτ. (3.18)
The problem can now be simplified further back to a Fredholm integral equation
by simply replacing the terms in the square brackets as a new kernel A(τs, rs, ts, τ, r
′):
ρ(τs, rs, ts) =
∫
A(τs, rs, ts, τ, r
′)R(τ, r′)dV dτ. (3.19)
The impact of the plasma velocity on the ambiguity function can be seen in Figure
3·7. This is the same ambiguity as seen in Figure 3·6 but with a velocity of 500 m/s
in the y direction over a period of 2 minutes. This velocity creates a larger ambiguity
function in the frame of reference of the moving plasma.
The operator A can be determined through knowledge of the radar system’s beam
pattern along with the experiment’s pulse pattern, integration time and inherent
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velocity of the plasma. This velocity v could be separately estimated by taking
measurements of the Doppler shift by using a methodology like that seen in Butler
et al. (2010). With this strategy, the operator is now acting purely as a spatial blurring
function instead of a full space-time function. It is noted that reducing dimensionality
of the problem can make it easier to solve the inverse problem in practice.
3.4 Ambiguity Impact on Real ISR Data
With knowledge of the radar ambiguity, possible sizes of features can be inferred.
An example using real data further elucidates this idea. One way that the true
size of features involves comparing real measurements of plasma parameters with
other distributions and applying the ambiguity to them. Often, researchers using
ISR combine data from different sensors (Dahlgren et al., 2012a), such as all sky
camera data (Shiokawa et al., 1999; Hosokawa et al., 2006; Shiokawa et al., 2009).
This combination of information allows researchers to obtain a better understanding
of the underlying physical phenomena.
An example of real data that shows how features could have been impacted by
measurement ambiguity is seen through the series of images in Figure 3·8. This
data was also used in Perry et al. (2015). This figure shows an auroral arc moving
through the geomagnetic polar region near Resolute Bay Canada at approximately
500 m/s. The gray scale image on the bottom is the projection of auroral brightness
in the 630 nm wavelength optical band, which gives a measure of a weak (∼100eV)
electron precipitation into the ionosphere. The radar electron density measurement is
interpolated, using natural neighbors, along the the plane of motion of the arc. The
black dot represent the original spatial sampling points of the data. The arc, seen
as an electron density enhancement in the radar data and a brightness enhancement
in the optical data, is moving along the horizontal direction of the plane over a two
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minute integration period for each image.
Figure 3·8: Data taken from the Resolute Bay Incoherent Scatter
Radar (RISR) and interpolated along the plane of motion of the auroral
arc with green line emission optical data plotted underneath. Each
image is a plotted over a two minute integration time for the radar.
Also in the image is the sample points of the radar (black dots) and
the path of the auroral emission.
The final set of radar data seen in Figure 3·8 is replotted in Figure 3·11a without
other data sets and sampling grids. This will help with comparisons to the following
figures, which are plotted along the same plane of motion.
The specific experiment beam pattern yielded a sampling pattern seen as the black
dots in Figure 3·9. The specific result of the ambiguity along the the plane of the
motion can give a basic idea of the ”resolution” of the image of the objects if there
is not motion. Also, it can show if an object may be hidden if stationary during the
integration time.
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Figure 3·9: The three dimensional sampling pattern as black dots
and spatial ambiguity plotted on to along the plane of motion along
the auroral arc.
In order to find the actual size of the feature in Figure 3·11a we have to take into
account the ambiguity in Figure 3·9 along with any motion that may be present in
the feature. The feature shown in Figure 3·10 is a possible distribution that could
create a similar measurement seen in Figure 3·11a. Using the separate optical data
we infer that this feature is from a cylinder with a Gaussian shaped cross-sectional
plasma density.
Applying the space time ambiguity in Figure 3·9 along with an assumed motion of
500 m/s, again suggested by the data in Figure 3·8, the distribution in Figure 3·11b
is created. This seems to suggest that the features seen in Figure 3·11a could be from
physical phenomena that is much smaller than what is shown in the interpolated
image.
3.5 Summary
The use of the Space-Time Ambiguity function as a kernel of Fredholm integral equa-
tion is the theoretical framework of this thesis. The process for the estimation of the
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Figure 3·10: A possible distribution of electron density with a Gaus-
sian shaped enhancement that has a max of 5x1011 m−3 a standard
deviations of 12.7 km along the vertical direction and 8.5 km along
the horizontal direction. The center of this plotted at the point
r = [225km, 225km, 335km]T . It is assumed that the density is con-
stant along the direction orthogonal to the plane of motion.
ACFs fits very well within this mathematical structure. This structure though, is not
rigid, and can be adapted to the situation that a researcher may face when performing
ISR experiments by taking advantage of the fact that the ambiguity kernel is a set of
separable functions. The ambiguity can be used similar as a blurring kernel if there
is plasma motion which can allow for the inference of different possible features, thus
creating an ill-posed inverse problem. Lastly, the impact of the ambiguity function
can be demonstrated in experiments where real data is used.
The Space-Time Ambiguity can greatly augment the features seen in the ISR
data. The changes one sees are also highly dependent on the interpolation scheme
beam pattern and motion of the plasma during the integration time. It is of utmost
importance that researchers take this impact into account when analyzing ISR data
and experiments. The following chapters describe a tool to help predict the impact
of the ambiguity and a set of algorithms to reduce its effects.
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(a) (b)
Figure 3·11: (a) Data taken from the Resolute Bay Incoherent Scatter
Radar (RISR) and interpolated along the plane of motion of the auroral
arc. (b) The same feature from Figure 3·10 after applying the effect
the spatial ambiguity seen in Figure 3·11a and 500 m/s motion over
the two minute integration period.
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Chapter 4
ISR Simulation
The previous chapter developed a forward model for the ISR sensing modality, valid
for an arbitrary beam pattern and a target that may vary in space and time. As
described, the collected signal in ISR is noise-like with the variance of the fitted
parameters directly dependent on the length of temporal integration. Therefore,
evaluation of any inverse theoretic scheme requires a full simulation of the ISR ac-
quisition. The following chapter details the methodology behind SimISR along with
some processed examples. The first section shows how the synthetic data is created
at complex voltage level. After which results of these simulations are shown after
the data has been processed as described in Section 2.3. The results are interpolated
back to the original Cartesian space of the plasma parameters.
4.1 Simulation Methodology
The SimISR software package allows one to analyze different experiment scenarios
by simulating the ISR measurement process. The space-time ambiguity is modeled
through a three-dimensional blurring kernel along with appropriate coordinate trans-
formations to account for target variation during radar acquisition. The statistical
error is taken into account by creating complex shaped Gaussian noise. In what fol-
lows, we begin with a description of construction of spectral filters designed to create
the noise-like signal received in ISR experiments. This is followed by description of
the process of creating complex receiver voltage data.
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4.1.1 Creating Filters
The simulator takes as input a discretized set of ionosphere state parameters in Carte-
sian coordinates which can vary in time. These state parameters electron density (Ne),
electron temperature (Te), ion temperatures for each ion species (Ti), and the densi-
ties for each individual ion species. This corresponds to the true field of ionospheric
plasma state parameters we seek to reconstruct. The first step in the simulator is
to create theoretical ISR spectra at each point from the prescribed parameters. For
details on calculating these spectra from the intrinsic plasma parameters see, Sec-
tion 2.1, and Appendix A for greater detail.
Once the spectra have been created, the simulator transforms the resulting values
to a radar-centered spherical coordinate system. This coordinate change acts as a
linear operator in spatial dimensions, and the spectra are accordingly weighted and
averaged. The weighting in azimuth and elevation is determined by the antenna
beam pattern, while the weighting in range (i.e. along beam) is simply a binary
test of whether the spectra are within the range gate. If there are no spectra within
the range gate, a nearest neighbor rule is used which selects the closest point in
Cartesian space. This method to create the spectra for each point is an acceptable
approximation because spatial correlations between the electron density fluctuations
will be on the order of the Debye length (Farley, 1969) which is, in nearly all practical
cases, significantly smaller than the beam width or range gate size. This is same
as making the assumption of wide-sense stationarity with uncorrelated scattering
(WSSUS) (Kailath, 1962). The algorithm implementing spatial sampling is shown in
the simplified diagram in Figure 4·1.
Once the theoretical spectrum for a given scattering volume has been calculated,
an appropriate spectral shaping filter is created. The method to create the filter
given a desired spectrum or ACF can be done in a number of ways (Kasdin, 1995).
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Figure 4·1: Each point is a from a discrete sampling of a Cartesian
space. The beams are broken up into range gates, separated by the
dotted lines, and the parameters at each point overlapping within these
gates are averaged.
The implementation in SimISR creates an infinite impulse response filter in order to
ensure a causal, minimum phase filter. The coefficients are determined using the ACF
by solving the following set of equations,

Rm(0) Rm(L− 1) · · · Rm(1)
Rm(1) Rm(0) · · · Rm(2)
...
. . .
...
Rm(L− 1) Rm(L− 2) · · · Rm(0)


a1
a2
...
aL
 =

Rm(1)
Rm(2)
...
Rm(L)
 (4.1)
where Rm(l) are the ACF values, L is the desired length of the filter, and ai are the
set of filter coefficients. The filter then takes the form in the frequency domain as the
following,
Hm(z) =
G
1−
L∑
l=1
alz
−l
. (4.2)
The gain term G is used to make sure the noise has the correct variance. This can
be calculated as
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G =
√√√√ L∑
l=0
−alRm(l), (4.3)
where a0 = −1. This method has been used in similar ways in other contexts–e.g.,
the creation of vocoders for speech processing applications, as it creates causal and
stable infinite impulse response filters (Rabiner and Schafer, 2010). Equivalently, this
technique is creating an autoregressive (AR) process. Alternatively a moving average
(MA) process could be use, which would result in a finite impulse response filter but
calculating the coefficients for this filter can be much more computationally difficult
(Kay, 1993).
4.1.2 Simulated Complex Voltage Creation
The algorithm used to create sampled complex receiver voltages employs a complex
white Gaussian noise (CWGN) process (“plant”) that is spectrally shaped at its
output using a time domain filter. As stated in the previous subsection, each point
in space and time will have a separate noise plant and filter which is derived from
the plasma and radar parameters parameters. Figure 4·2 presents a representative
example.
Figure 4·2: Diagram for main kernel of complex receiver voltage sim-
ulator signal flow.
The creation of one set of complex receiver voltage data can be represented by
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ym(k) = s(k) [hm(k) ∗ w(k)] , (4.4)
where s(k) is the overall transmitted pulse envelope, hm(k) is the time domain repre-
sentation of the filter in Equation 4.2 and w(k) ∼ CN(0, I) or CWGN noise process.
The pulse shape acts as a window function, since the plasma will only reflect energy
during the time it is illuminated by the radar signal.
After the data for each range gate ym(k) is created, the received signal’s power
can be calculated from ISR plasma scattering theory as
Pr =
(c∆T )Gλ2
2(4pi)2
Pt
R2
σeNe
(1 + k2λ2D), (1 + k
2λ2D + Tr)
, (4.5)
where Pr is the power received in Watts (W), k is the wavenumber of the radar in
meters (m), c is the speed of light in m/s, ∆T is the along-range gate extent in
seconds, G is the gain of the antenna, Pt is the power of the transmitter in W, σe is
the electron radar cross section in m2, λD is the Debye length in m, Ne is the electron
density in m−3, and Tr is the electron to ion temperature ratio.
The received signal power calculated at each range gate using Equation 4.5 is used
as a scaling constant for each ym(k) series. A delayed and summed operator yields a
model of the received radar scatter signal:
x(n) =
M−1∑
m=0
α(m)ym(n−m), (4.6)
where α(m) =
√
Pr(m)/σ̂y and σ̂y is the estimate of the standard deviation of ym(k).
Each signal from each M number of range gates is assumed independent of one and
other as this would violate the assumption that any spatial correlations drop off much
faster than the distance covered by one range gate, see Section 3.2. Lastly, to model
total noise from the radar system and environment, an additive CWGN process is
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included, creating the final simulated complex receiver voltage sequence
xf (n) = x(n) +
√
kbTsysB
2
w(n), w(k) ∼ CN(0, I) (4.7)
where kb is Boltzmann’s constant, Tsys is the system temperature and B is the system
bandwidth. A full diagram of the model can be seen in Figure 4·3.
Figure 4·3: Full SimISR signal flow diagram where the diagram from
Figure 4·2 is replicated for each range gate. The signals for each range
gate are then weighted and then summed together to form the data from
a single beam. Also note that each noise plant is assumed independent
of one and other.
4.2 Simulation Examples
The framework for SimISR allows exploration of a number of aspects of ISR process-
ing. Within the scope of this thesis, we will focus on four application examples.
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The first example compares the output of SimISR with a set of relatively geo-
physically quiet data from the PFISR system. The next case demonstrates how the
simulator can be used for Monte Carlo estimates of ISR spectra. In this case, we
hold all of the plasma parameters constant and determine how the distribution of the
measured parameters evolve. The next example uses a simple altitude distribution
of ionospheric plasma parameters to show the impact of the forward model of the
ISR on a basic measurement of electron density. This is intended to illustrate that
basic ambiguities inherent in ISR measurements can give the appearance of a change
in morphology of the plasma phenomena when none truly exists. Finally, the output
of a fully consistent multi-fluid ionosphere model is used as input to the SimISR and
is applied in two use cases relevant to experiment planning, one varying over two
spatial dimensions and another varying in all three spatial dimensions. The results
of these use cases illustrate an inherent tradeoff in experiment construction between
reducing statistical fluctuations in the measurement and increasing distortion in the
final reconstruction.
4.2.1 Real Data Comparison
The first example shows PFISR data compared to SimISR. This comparison is made
up of an altitude profile taken from PFISR during a geophysically quiescent period
during the day. An input set of parameters was created using analytic functions that
resemble the data from the radar. The functional forms used are a Chapman function
for the electron density; arctan functions for the ion and electron temperatures; and
a constant of zero for the ion velocities.
The chosen parameters for the inputs can be seen in Figure 4·4 as the green
lines. The collected PFISR data can be seen in blue and the SimISR output in red.
The plots show that the PFISR and SimISR data show similar variability within the
parameters although SimISR seems to start to have a bias in the electron and ion
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temperatures above 500 km. The Ti and Te are negatively correlated so any change
in one would create the opposite effect in the other parameter. Upon further runs
this supposed bias in Ti and Te, is actually just within the natural variability of the
parameter measurements. The negative correlation between the parameters remains
though as it is related to the way the IS spectrum is shaped with regard to the plasma
parameters.
Figure 4·4: Comparison of real data from PFISR, in blue, with
SimISR data, in red, and an input parameter distribution in green.
A version of Figure 4·4 can be seen with error bars in Figure 4·5. The error bars
in the SimISR parameters seem to be much small than those from PFISR. This seems
to be due to a number of reason: the first is that there are slightly different fitting
algorithms used between PFISR and SimISR; second PFISR has to fit data which is
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created through multiple ion species, thus creating a larger source of uncertainty if
the ion species relative contributions are incorrect; lastly there are other sources of
error that PFISR operators may add into the their uncertainty calculations that are
not present in a simulation.
Figure 4·5: Comparison of real data from PFISR with SimISR data
and a possible input parameter distribution along with error bars.
Lastly a comparison of example ACFs and spectra are shown in Figure 4·6. In
both cases the ACFs were estimated using the method described in Section 2.3. This
leads to a windowing of the ACF specified by Equation 2.27, and is the cause of the
ringing artifacts seen in the spectra and that the 0th lag is not the largest amplitude,
as would be expected. Also of note is the lack of symmetry in the PFISR spectra,
which is likely due to the mixing of different populations of plasma during the radar
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integration period of five minutes (Knudsen et al., 1993). Still, qualitatively this
shows relatively good correspondence between PFISR and SimISR and gives some
confidence in the ability of SimISR to create realistic data.
Figure 4·6: Comparison of ACFs and spectra from PFISR with
SimISR. In both cases the ACFs were estimated using the method
described in Section 2.3 thus adding a windowing function like in Equa-
tion 2.27.
4.2.2 Monte Carlo Example
It is often necessary to obtain a large number of sensor measurements for a statistical
study or for creating of a training data set for a pattern recognition algorithm. This
can be a very burdensome search and classification task for the researcher if the input
set must be drawn from actual sensor measurements. However, a number of useful
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Table 4.1: Simulation parameters.
Species O+ e-
Ne 1× 1011 m−3
Te 2100
◦ K
Ti 1100
◦ K
Vi 0 m/s
cases exist where SimISR can be profitably employed to create a synthetic data set
instead, saving considerable work over case assembly from a real ISR data based
training set. We explore one such example in this section.
For this example we show how distributions of plasma parameter measurements
change as more pulses are averaged. To do this we created a field of constant plasma
parameters typical of the high latitude ionosphere at around 250 km, and performed
a Monte Carlo-type simulated statistical experiment using a number of independent
realizations. We use the parameters for the PFISR system for this simulation along
with the plasma parameter listed in Table 4.1. For a number of independent radar
pulse counts J , we used 4,600 realizations of the statistical ISR measurement process
in each case to create statistical distributions of measured parameter values. To
calculate distributions histograms are created using each of these relations, although
some come from the same beam and thus there can be some statistical correlation.
The distributions can be seen in Figure 4·7 which show distributions where 200,
500 and 1000 pulses are used respectively. For a given pulse count J , the plasma
parameters have a Gaussian-like distribution. As expected the distribution narrows
as the number of pulses J is increased. Another observation is that as the number of
pulses increases the bias in the measurement is reduced, which could be due to the
way that the histograms were calculated.
ISR error analysis also benefits from SimISR’s ability to generate a large number of
samples of fitted parameters. In particiular, ISR measurements need to have estimates
of the errors, and accuracy of the estimates of these errors can be explored using
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Figure 4·7: Normalized histograms of fitted plasma measurements
from cases with 200, 500 and 1000 pulses integrated. These are esti-
mates of probability density functions for each of the plasma parameters
measurements given the values in Table 4.1.
SimISR. Using the 1000 pulse case seen in Figure 4·7, we can compare simulated
output distributions with the actual distribution of parameter values. Figure 4·8
shows a comparison of these two different models using. The first method, represented
by the blue line, uses the sample mean and variance calculated from each as the
variance and mean for a Normal distribution. The other method, which generated the
green line, calculates an average squared error from the true value for each parameter
for the variance in a Normal distribution and uses the true value for the mean. This
example shows that the parameter distributions are well represented by a Gaussian
function but that the error estimated from the fit may not give a completely accurate
representation of variance of these parameters.
The SimISR tool is useful for identifying situations where assumptions in the pa-
rameter fitting break down. For example, a number of studies have explored the case
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Figure 4·8: Distributions of fitted plasma measurements from cases
with 1000 pulses integrated. The red curve shows the actual distribu-
tion derived from a histogram of 4600 measurements. The blue curve
is a Normal distribution using the MSE from the measurements as the
variance and the average parameter value as the mean. The green curve
is a Normal distribution using the average estimate of error squared
that comes with the parameter measurement as the variance and the
average parameter value as the mean.
where ISR parameter measurements and spectra show evidence of non-Maxwellian
plasma behavior (for AMISR examples see Akbari et al. (2012, 2015)). Future stud-
ies using the simulator could help create a training set that can be used with a
pattern recognition algorithm to identify cases where normal fitting procedures may
be incorrect due to violation of Maxwellian assumptions.
4.2.3 Electron Density Measurement
An important aspect of experiment design is determining the observability of plasma
phenomena with ISR. The simulator can be used to help understand the trade space
accompanying a given experimental configuration. With this in mind, we use a simple
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Figure 4·9: Contour of background Ne for simulations and the spatial
sampling pattern overlayed as white dots.
two dimensional spatial field of ionospheric parameters as an illustrative case study.
An all O+ ionosphere is created with a background electron density that follows a
Chapman function with 1× 1011 m−3 as the peak value and a constant electron and
ion temperatures of 2000 K and 1500 K respectively. The background ionosphere is
depicted in Figure 4·9.
We first explore how a thin stationary density enhancement is resolved with the
radar beam pattern shown in Figure 4·9, where each dot is a range gate in one of the
25 beams used. In Figure 4·10a, a thin density enhancement 2 km in width and 5
times the background is placed in the radar field of view. The enhancement is at the
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resolution limit of the original Cartesian grid, a delta function in the x direction. The
fitted electron density results from our simulation, without any additional averaging
beyond the processing described in Section 2.3, are seen in Figure 4·10b and Figure
4·10c using 15 and 60 second integration times, corresponding to 60 and 240 pulses
per position, respectively. The different integration times show that, although the
enhancement is blurred, the variance of the measurement impacts the quality of the
reconstruction because of the inherent noise-like nature of of the signal. The expected
errors for both of the reconstructions are shown in Figure 4·11. As expected, the
estimated errors show that uncertainties are larger for the case with fewer pulses
(i.e. smaller ensemble average size). Because we know the input parameters, we can
do a quick comparison using the root mean squared error (RMSE) for each case.
By comparing the RMSE between the 15 and 60 second integration cases, we find
that the ratio between the two cases is approximately 5.4 in the simulation output.
However, the expected RMSE ratio between the two should be approximately 2 since
the variance of the ACFs scales as 1/
√
J , where J is the number of pulses. If we
instead use a median instead of a mean operator in the error calculation, this ratio
becomes 1.55, more in line with the expected statistical error scaling, largely due to
the large outliers being disregarded. Further investigation of the quantitative error
discrepancy is a larger effort and beyond the scope of this study. However, in general,
the ratios between the errors and expected errors are relatively close when employing
a median estimator that inherently rejects large outliers.
The blurring effect seen in this case study is not constant throughout the simulated
space due to the way the radar samples the space. This is illustrated in Figures 4·12
and 4·13, where as the enhancement moves through the scene at 500 m/s, its apparent
size is affected by the orientation of the radar beams. As the enhancement becomes
parallel to the radar beams, close to 0 km in the X plane, its morphology in the
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Figure 4·10: Results of stationary enhancement simulation. a) Input
Ne. b) Output of simulator with 15 second integration. c) Output of
simulator with 60 second integration.
Figure 4·11: Standard deviations represented as percentages com-
pared to the values in Figure 4·10. a) Error percentages from fit for 15
second integration example. b) Error percentages from fit for 60 second
integration example.
reconstruction becomes smaller along the X-axis, as the range ambiguity is much
larger than the cross range ambiguity. In both cases the expected errors, shown in
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Figure 4·12: Results of moving enhancement simulation at 600 sec-
onds. a) Input Ne. b) Output of simulator with 60 second integration.
c) Estimated error percentages from fit.
Figure 4·13: Results of moving enhancement simulation at 840 sec-
onds. a) Input Ne. b) Output of simulator with 60 second integration.
c) Estimated error percentages from fit.
panel c in both Figure 4·12 and Figure 4·13, give us confidence in these results as
they are much lower value than the enhancements and background.
This change in the shape of the enhancement can give the impression that its
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morphology has evolved as it was moving through the field of view of the radar. This
could lead to an incorrect interpretation of the physical process taking place, and
issue raised by Dahlgren et al. (2012a). Thus, one must be careful when analyzing
these sorts of reconstructions.
Lastly, for this type of simulation, we show an example to demonstrate the sit-
uation where a set of two different input parameters can yield qualitatively similar
results. For these cases we create electron density enhancements similar to those seen
in the high latitude observational study of Semeter et al. (2005) during a poleward
boundary intensification event. The sizes of these enhancements are 10 km width
and 18 km width. The enhancement in the 10 km width example is 6 times higher
than the background while the 18 km width enhancement is 3 times higher than the
background.
The input electron density, the fitted electron density and the expected error
for the 10 km enhancement can be seen in Figure 4·14. The same images for the
18 km wide case can be seen in Figure 4·15. Both cases show that electron density
enhancements are well above the expected errors. The fitted electron density for both
the 10 km enhancement and 18 km enhancement cases show nearly identical results.
This simple example demonstrates the possibility to create a non-unique solution in
ISR experiments. The results further demonstrate that SimISR can provide useful
information in this case, in that it can provide information during the design phase of
an experiment that highlight possibilities for ambiguous observational results between
two different sets of phenomena.
4.2.4 Full Parameter Experiment
Another SimISR use case employs input plasma parameters derived from the multi-
fluid model developed by Zettergren and Semeter (2012). The specific model run
was originally used by Perry et al. (2015) to assist in interpreting measurements of
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Figure 4·14: 10 km wide enhancement moving simulation at 480 sec-
onds. a) Input Ne. a) b) Fitted Ne with 60 second integration. c)
Estimated error percentages from fit.
Figure 4·15: 18 km wide enhancement moving simulation at 480 sec-
onds. a) Input Ne. b) Fitted Ne with 60 second integration. c) Esti-
mated error percentages from fit.
polar cap arcs from the Resolute Bay Incoherent Scatter Radar (RISR). Images of
the modeled plasma parameters are shown in Figure 4·16 and Figure 4·17. The en-
hancements in electron density, electron temperature, and ion temperature comprise
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Figure 4·16: Background ionospheric parameters (Ne, Te, Ti) along
with number density of ion species, used for simulations.
the self-consistent response of the ionosphere to a field-aligned current system with
amplitude .875 µA/m2. The source is made to move with respect to the radar at a
velocity of 200 m/s (a value inferred from optical forms observed during this event).
A channel of soft electron precipitation (50-500 eV in energy) is added to the upward
current channel, with energy flux consistent with the amount of electron heating seen
during the event. A reasonable objective for a multi-beam ISR experiment could be
to validate model predictions of conditions leading to the arc-adjacent density deple-
tion seen in panel a of Figure 4·17. In this specific case SimISR can be used to assess
observability of dynamic plasma structuring and establish confidence intervals on the
ISR results.
Using a beam pattern similar to the one seen in the right panel of Figure 4·9,
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Figure 4·17: Perturbations to Figure 4·16 due to an imposed current
system of .875 µA/m2 at t = 960 s, representing an polar cap auroral
arc which is sweeping across the field-of-view of the radar at about 200
m/s (Perry et al., 2015).
we use SimISR to explore how an electronically scanned ISR may reconstruct this
dynamic auroral arc system. For the purposes of illustration, we use the contrived
case where the radar spatial beam pattern is defined to be in the plane of convection.
It is also assumed that the ion species present (particularly their individual masses
and relative concentrations) are known. This is a common use case in ISR fitting,
as allowing ion concentrations to be free parameters can in some situations allow
for non-unique solutions depending on the ion species that are present. If the fixed,
a priori composition ratios between the different ion species are incorrect, this can
lead to errors in the final parameter estimates, with ion temperature particularly
affected. For the lower F region ionosphere, parameter distortions can occur between
150-250 km where the ionosphere changes from NO+ dominated to O+ dominated
(Zettergren et al., 2011; Blelly et al., 2010). We also note that as the field aligned
current passes through the simulated field, an influx of NO+ appears in the region
of rapid ion mass transition for this simulation, potentially violating ion composition
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assumptions (Perry et al., 2015).
The output of SimISR in the auroral arc case can be seen in Figure 4·18. The
integration is started at t = 960 s into the multi-fluid simulation with the plasma
parameters shown in Figure 4·17. For this case, a 60 second integration time is used,
which for the 27 beam radar experiment set up gives 255 pulses per position. These
plasma parameters are linearly interpolated to a Cartesian grid and plotted using the
GeoData API (Swoboda et al., 2016b). Lastly, the expected errors from the fit can
be seen in Figure 4·19, which are of much lower value that the fitted parameters.
We highlight several features in the fitted results. First, the predicted enhancements
in electron and ion temperature are clearly observable and well above the expected
error. Second, we examine whether the predicted density cavity in the downward field-
aligned current region is detectable. A deepening and broadening region of plasma
evacuation is predicted as a self-consistent response to a confined up-down current
pair (Cran-McGreehin et al., 2007). But it has been unclear whether this prediction
can be validated with ISR, since it involves detecting organized channels of reduced
backscatter power embedded within a higher density background. The images shown
in Figure 4·18 represent the best case scenario for identifying the presence of this
cavity since, at this time, the cavity is nearly co-aligned with one of the beams.
Using density measurements alone (panel a) the presence of the cavity is visible,
but only marginally so, as it is blended with the adjacent enhancement produced by
the applied precipitation in the upward current channel. A similar ambiguity exists
with the electron temperature result, which could easily be interpreted as purely an
effect of heating from soft precipitation. However, the ion temperature increase in
panel b is decidedly narrower than the electron temperature enhancement, offering a
possible observable fingerprint for the presence of a confined up-down current pair.
The simulation result illustrates the efficacy of a collective analysis of all plasma
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Figure 4·18: Fitted plasma parameters for the auroral arc case at
t = 960 s with 60 second integration.
Figure 4·19: Estimated error percentages from fitted plasma param-
eters for the auroral arc case at t = 960 s with 60 second integration.
state parameters in evaluating the physical mechanism responsible for an observed
dynamic. This is a common approach in data assimilation problems.
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4.2.5 Full 3-D Reconstruction
A common application of ESA-based ISR’s (PFISR and RISR) is to create three-
dimensional time-dependent visualizations of dynamically evolving parameter fields
(Nicolls and Heinselman, 2007; Semeter et al., 2009, 2010; Dahlgren et al., 2012b).
Such results are visually compelling but, as yet, there has been no framework ad-
vanced to evaluate uncertainties and potential artifacts in these interpolated views,
or to apply these results in a quantitative comparisons with predictions from physical
models. The state of modeling of the coupled magnetosphere-ionosphere system has
progressed considerably in recent years. In particular, hybrid fluid-kinetic models
are able to make detailed predictions of small- and meso-scale processes underlying
global-scale system behavior (Damiano and Wright, 2005; Zettergren and Semeter,
2012; Akbari et al., 2016). Simulation will enable us to do formal hypothesis testing
on these predictions, which often involves the detection of subtle space-time variations
in a parameter field.
As an example, SimISR was driven using plasma parameters computed from
a three-dimensional version of multi-fluid model (Zettergren et al., 2015) used to
test simISR in the previous section. The parameter distributions represent the self-
consistent ionospheric response to a 0.65-µA/m2 field-aligned current (FAC) that is
turned on at model time t = 0, and remains constant in time. The Region 1-like
FAC creates large enhancements in ion temperature due to frictional heating, and
also causes smaller amplitude enhancements (and depletions, as before) in electron
density.
The spatial domain is sampled using the beam pattern and sampling lattice shown
in Figure 4·20. This is a 121 beam pattern similar to the one used by Semeter et al.
(2008). For this simulation the data are integrated over 315 seconds which, with a
8.7 ms IPP and the current beam position, yields 300 pulses per position. After the
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Figure 4·20: The beam pattern used in angle space and the resulting
3-D spatial sampling pattern used for the three dimensional SimISR
use case simulation.
data were fitted, a three-dimensional natural neighbor interpolation was performed
(Sukumar et al., 2001) and the results plotted using the GeoData API (Swoboda
et al., 2016a).
The input plasma parameters and the results of SimISR simulation are summa-
rized in Figure 4·21. For the selected configuration, the reconstructed density and
ion temperature fields capture the predicted spatial variations reasonably well, pro-
viding confidence that this experimental configuration would result yield a positive
detection of the spatial variations predicted by the applied FAC. Reconstruction of
the electron temperature enhancement (which is derived from a higher-order moment
of the ISR spectrum) is less conclusive. This highlights the important point that vari-
ance is parameter dependent. In this case, SimISR informs us that, for this FAC and
this experimental configuration, a negative result for Te comparison is not sufficient
grounds to discount the model prediction. A further refinement of the experiment
might yield a positive result.
The sampling pattern picked for this simulation was chosen to get as dense a set
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Figure 4·21: Input and output of full 3-D reconstruction of plasma
parameters.
of non-overlapping beams as possible. This has been the general objective for sev-
eral previous volumetric imaging experiments. The overall phenomena varies over
a much larger area, so there is an obvious trade off between sampling density and
the support region. These sorts of simulations can help experiment planners to un-
derstand these trade offs and possibly yield to innovative sampling stratagems for
specific phenomena.
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4.3 Summary
This chapter showed the methodology behind the SimISR software package which can
create synthetic ISR data. This simulator can be used in a number of different ways
and is available to the research community. SimISR shows good correspondence with
real data but there are difference which can be attributed to specific choices made for
the specific simulation shown and variations in data processing between PFISR and
SimISR for estimating the parameters.
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Chapter 5
ISR Inversion
This chapter describes methods developed to invert the ISR space-time ambiguity
function and improve on current reconstruction schemes. The first section briefly
restates the forward model that was explored in depth in the earlier chapters. The
follow section describes different inversion methods that have been used in the past
in ISR along a single beam, thus removing only the range ambiguity. This leads next
to a novel method of removing the effects of the full space-time ambiguity function
described in Chapter 3 by reconstructing the parameters along the frame of reference
of the moving plasma. The last section will demonstrate the reconstruction algo-
rithms using both simple examples where non-linear fitting is not needed and runs
from SimISR to determine the utility of algorithms on recovering the true plasma
parameters.
5.1 Forward Model
ISR systems measure the ionospheric plasma parameters by estimating second or-
der statistics from electromagnetic waves scattered from fluctuations of the electron
density and fitting plasma parameters to these statistics. The second order statis-
tics of the reflected waves, the ACF or power spectra, are related to the intrinsic
plasma parameters through a physics based model, see Section 2.1, and for greater
detail Appendix A for the specifics of this model. The full forward model of intrin-
sic ionospheric plasma parameters to measured parameters from ISR is represented
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in the diagram seen in Figure 5·1. The measurement process starts with a set of
plasma parameters distributed in time and space. Each set of plasma parameters is
then transformed to a set of ACFs using the operator represented by g(). The space
time ambiguity function L, acts as a blurring operator one might see in a camera
or numerous other types of sensors. The estimates are then fit and estimates of the
plasma parameters θ̂, are created. Often times these parameters are interpolated or
projected back to the original Cartesian coordinate system, as the radar samples in a
spherical coordinate space. This is in a way applying the adjoint operator L∗ to the
fitted plasma parameters so researchers can compare to other sensors.
Figure 5·1: ISR measurement formation process.
This process shown in Figure 5·1 can be broken up into multiple parts. The linear
portion of this, where the space-time ambiguity function L is applied to the intrinsic
ACFs in the ionosphere R, and creates measurements of the ACFs ρ, was detailed in
Chapter 3. Equation 3.15, restated in Equation 5.1, shows this process as a Fredholm
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integral equation:
ρ(τs, rs, ts) =
∫
L(τs, rs, ts, τ, r, t)R(τ, r, t)dV dtdτ. (5.1)
Not stated in Equation 5.1 is the randomness within the measurement process. One
way to model this is to take advantage of the fact that to order to estimate the ACFs
a large number of pulses are averaged in ISR and using the central limit theorem, one
can argue that the estimated ACFs become Normally distributed random variables
(Papoulis and Pillai, 2002). The radar data can be modeled as follows ys ∼ CN (ρ,C),
where C is the covariance matrix of the ACFs,
ys(τs, rs, ts) = ρ(τs, rs, ts) + w(τs, rs, ts), (5.2)
where w(τs, rs, ts) is the zero mean random noise process of the ACFs with a correla-
tion structure dictated by C.
As with nearly all practical inverse problems, it is necessary to carry on the in-
version in a discrete space, so the algorithms be performed by digital computers. For
this case the variable ys will be sampled set in a vector format where each discrete
point in lag (length Nl), time (length Nt) and space (length Ns) are vectorized along
the index i. This will create a NlNsNt × 1 length vector
y = [y(τ0, r0, t0), y(τ1, r1, t1), ..., y(τNlNsNt−1, rNlNsNt−1, tNlNsNt−1)]
T . (5.3)
The next step will be to discretize the input space, the intrinsic ACF in Cartesian
coordinates, which will be represented by the vector x, as r is already used for the
spatial variable and R would imply a matrix variable. Like y each point in lag (length
Nv), time (length Np) and space (length Nc) are vectorized along the index j. The
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resulting NvNpNc × 1 length vector is the following,
x = [R(τ0, r0, t0), R(τ1,x1, t1), ..., R(τNcNpNc−1, rNvNpNc−1, tNvNpNc−1)]
T . (5.4)
The space-time ambiguity can be represented in a fully discretized form as the matrix
L. Substituting this into Equation 5.2 it becomes,
y = Lx + w, (5.5)
where x is the intrinsic ACF in the Cartesian Coordinate space, and w is the vector
of the noise process.
With the formulation in Equation 5.5 schemes to reduce its impact of the Space-
Time Ambiguity can be discussed.
5.2 Inversion Schemes
The ambiguity function across range has been well studied and there have been a
number of different methods proposed to reduce its impact on ISR measurements,
(Holt et al., 1992; Hysell et al., 2008; Nikoukar et al., 2008; Virtanen et al., 2008).
These methods fall into to two different categories of regularization. The first type,
Full Profile Analysis (Holt et al., 1992; Hysell et al., 2008), inverts the entire ISR
process, including the non-linear step when moving between the parameter space
and ACF space. This allows for parametric regularization which can include known
physical constraints. The second type inverts only the range ambiguity as a linear
operator and regularizes the estimated ACF. This is detailed in Nikoukar et al. (2008)
and Virtanen et al. (2008), and will be referred to data-based regularization.
The main trade-off between the two approaches is computational complexity ver-
sus accuracy of solution. Full Profile Analysis and other parametric regularization
schemes require a large amount of computation to find a solution as the operator
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between the plasma parameters and ISR spectra is non-linear and thus many effi-
cient and optimized techniques from linear inverse theory are not applicable. With
data-based regularization techniques the computational requirements are significantly
lowered as on is performing a linear inversion. Still this can lead to estimated ACFs
that can not be created by the incoherent scattering operator.
For the case of parametric based reconstruction schemes, such as full profile anal-
ysis, the goal is to reconstruct the full set of plasma parameters at each point in time
and space, represented as the matrix Θ. The cost function for this is the following,
Θ̂ = argmin
Θ
‖y − Lg(Θ)‖2 + α· f(Θ), (5.6)
where f(Θ) is a vector of constraints functionals based on the plasma parameters, α
is a vector that holds the different weightings for these constraints.
With data based reconstruction, the inversion is based on removing the effect of
the space time ambiguity function on the ACFs and then subsequently fitting the
plasma parameters. The cost function, similar to Equation 5.6, is the following
x̂ = argmin
x
‖y − Lx‖2 + γ· f(x), (5.7)
where f(x) is a vector of constraint functionals based on the ACFs, γ is a vector that
holds the different weightings for these constraints. The ACFs are then fit to plasma
parameters at each point in space and time using a non-linear least squares algorithm
as in standard processing schemes, see Section 2.3.
5.3 Reconstruction in the Frame of Moving Plasma
Due to the size of the problem the inversion methods focused on in this work are data
based regularization cost functions of the type seen in Equation 5.7. The space time
ambiguity matrix L has a block matrix form with the sub-matrix K representing the
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spatial ambiguity. This block structure can be expressed as
L =

K · · · K 0 · · · 0
0 · · · K · · · K 0
...
. . .
...
0 · · · K · · · K
 , (5.8)
where 0 is a matrix of zeros the same size as K. This representation has some
advantages as the inverse problem can be broken up into smaller pieces. However,
this still leads to rather large matrices to invert because the number of rows grow
with the number of time frames along the input are integrated.
Another representation that can drop the calculations down further entails ad-
justing the spatial ambiguity to take into account the velocity of the plasma. Using a
Galilean Transform like in Swoboda et al. (2015), the set of K matrices for each time
integration can become a single matrix Am,n. This form is shown as the following:
L =

A0,0 0 · · · 0
0 A1,1 0
...
. . .
...
0 · · · ANT−1,NT−1
 . (5.9)
This new version of L will lead to ACFs in the moving frame of reference. The
approach assumes a stationary morphology of the plasma parameters. This assump-
tion may be physically justified for certain high latitude scenarios, where the regional
ionosphere probed by an ISR could be described as a structured field (structured by
particle precipitation or plasma patch transport) translating according to a regionally
uniform convective flow pattern (Tsunoda, 1988).
In order to speed up the reconstruction, each individual lag and time frame of the
ACF separately are handled separately. The time frame is obvious from the structure
of the new L seen in Equation 5.9. The ability to separate each lag is assuming that
the receiver filter bandwidth is sufficient that it does not impact the shape of the IS
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spectrum. These assumptions lead to the following cost function
x̂m,l = argmin
xm,l
‖ym,l − Lm,lxm,l‖2 + γ· f(xm,l), (5.10)
where the indexes m and l represent time and lag respectively. In order to solve the
cost functions the package CVXPY is used (Diamond and Boyd, 2016).
For this study, three specific cost functions are used. The first is a constraint
on the l2-norm of the solution xm,l, which can be represented as the following cost
function,
x̂m,l = argmin
xm,l
‖ym,l − Lm,lxm,l‖2 + γm,l‖xm,l‖2. (5.11)
This type of regularization is generally referred to as Tikhonov Regularization (Karl,
2005).
The next type of constraint is also a l2-norm constraint on the solution, i.e.
Tikhonov Regularization, except that it operates on Dxm,l, a numerical approxi-
mation to the spatial gradient of xm,l. The cost function is the following,
x̂m,l = argmin
xm,l
‖ym,l − Lm,lxm,l‖2 + γm,l‖Dxm,l‖2. (5.12)
The last constraint is similar to Equation 5.11 but instead uses an l1-norm,
x̂m,l = argmin
xm,l
‖ym,l − Lm,lxm,l‖2 + γm,l‖Dxm,l‖. (5.13)
This constraint is generally referred to as total variations regularization and has been
used in image processing (Rudin et al., 1992)
5.4 Results
This section presents two different examples of inversion algorithm performance. The
first case shows how the inversion methods work on reversing the linear process of
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the space time ambiguity function, which is equivalent to applying the reconstruction
to the zeroth ACF lag. The second example employs data from SimISR, which was
detailed in Chapter 4. This example will apply the reconstruction algorithms to ACFs
and then apply the non-linear fitting to measure the plasma parameters.
For both cases the velocities of the features are assumed to be known. There have
been schemes in the past that have reconstructed the plasma flow velocities using the
Doppler shift in the ISR spectrum, such as in Butler et al. (2010), which similarly lead
to an assumption of stationarity of the plasma parameters in the rest frame of the
moving plasma. The constraint parameters γm,l, were selected by searching a number
of parameter values and taking the minimum mean squared error result. There are
other methods of choosing this parameter such as L-curve analysis (Karl, 2005).
5.4.1 Single Lag Example
The first example shows the performance of the algorithm on data that has been
created from the linear processing of the space-time ambiguity function, or essentially
the reconstruction of the zeroth ACF lag. The data consists of a two dimensional
phantom with a background chapman function and an enhancement moving through
at 2.5 km/s. The enhancement is shaped as a bump function along the horizontal
axis which peaks at three times the background. The input phantom at t = 0 and
t = 57 can be seen in Figures 5·2a and 5·2b. The result of applying the operator can
be seen in Figure 5·2c and shows the enhancement smeared out across the field of
view.
The results of the different algorithms can be seen in Figure 5·3. Using a simple
Tikhonov constraint on the energy of the function, the reconstruction, seen in Figure
5·3a, shows a number of artifacts. The behavior of this algorithm is to reduce the
power from areas that are not passed through the imaging process, and thus he results
trace a beam pattern in the reconstruction. The reconstruction using an l2-norm
84
Figure 5·2: a) The Input phantom at 0 seconds. b) The input phan-
tom at 57 seconds. c) The average of the moving phantom with the
ambiguity applied.
constraint on the derivative operator, seen in Figure 5·3b, shows good correspondence
with the input phantom although there is some carving out of the electron density
near the enhancement. Lastly the reconstruction using a reconstruction using the l1-
norm constraint on the derivative operator, or total variations is shown in Figure 5·3c.
This reconstruction has a “blocky” appearance as is the common trait of these sorts of
reconstructions due to the tendency of the l1-norm constraint to return solutions that
are sparse with respect to the constraint function, in this case the spatial gradient of
the zeroth lag of the ACF. This can be expected for total variations as has been very
popular in use of reconstructing high contrast images (Karl, 2005).
5.4.2 Full Fitting Example
In order to test the the results of the inversion method, a set of plasma parameters
are used from Perry et al. (2015) which show an auroral arc moving through the field
of view at 200 m/s. The background plasma parameter values can be seen in Figure
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Figure 5·3: Results using the data in Figure 5·2c to reconstruct the
the 0th lag: a) Using Equation 5.11, Tikhonov constraint on xm,l. b)
Using Equation 5.12, Tikhonov constraint on Dxm,l. c) Using Equation
5.13, Total Variations constraint.
5·4. The field aligned current (FAC), which drives the arc, creates enhancements
in electron density, electron and ion temperature. Also of importance is the plasma
cavity which is co-located with the ion temperature enhancement and slightly ahead
of the electron density enhancement. Perturbation features can be seen in Figure 5·5,
and using the same parameters 45 seconds later as the arc travels through the field
of view yields Figure 5·6.
The results using standard fitting, and then linearly interpolating the results, can
be seen in Figure 5·7 with associated expected errors in Figure 5·8. The enhancements
in Ti and Te are visible although noisy. Also the depletion in Ne is visible although
this can be tied to the geometry of the beam pattern. The values seen in these
patterns are also much larger then most of the errors seen in Figure 5·8 so there is
some confidence in these fits.
The results of using the inversion algorithms can be seen in Figure 5·9, Figure 5·11
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Figure 5·4: Background ionospheric parameters (Ne, Te, Ti) along
with number density of ion species, used for simulations.
and Figure 5·13. The value for the γ term for each type of inversion the algorithm
is chosen by running the algorithms and taking the value that yields lowest mean
squared error between the inverted lag and the original input ACF as in the previous
section.
The case using Tikhonov regularization where the l2-norm of xm,l is constrained
is shown in Figure 5·9. An example ACF comparing the reconstruction to the input
ACF and the estimated ACF using standard processing is shown in Figure 5·10. This
specific case shows an inability of the constraint to fill in data that may be lost due to
the specific beam position. This can also be seen in the ACF example as this reduced
the amplitude of the ACF.
The image in Figure 5·11 is the result of using Tikhonov regularization on the
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Figure 5·5: Perturbations to Figure 5·4 due to an imposed current
system of .875 µA/m2 at t = 960 s, auroral arc.
Figure 5·6: Perturbations to Figure 5·4 due to an imposed current
system of .875 µA/m2 at t = 1005 s, auroral arc.
spatial gradient of each lag of the ACF. This leads to an apparent smoothing of the
plasma parameters but many of the important features in this simulation, such as the
depletion in Ne and enhancements in Te and Ti are visible and more obvious than in
Figure 5·7. An example ACF comparing the reconstruction to the input ACF and
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Figure 5·7: Fitted Plasma Parameters at t = 960 s with 60 second
integration.
Figure 5·8: Estimated errors from fitted Plasma Parameters at t =
960 s with 60 second integration.
the estimated ACF using standard processing is shown in Figure 5·12. The example
reconstructed ACF does show more deviations from the input in the real part but at
the higher lags it more closely resembles the true ACF. The imaginary part though,
is much closer to the real ACF as this possibly reduced and random Doppler shifts.
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Figure 5·9: Fitted Plasma Parameters at t = 960 s inverting lags with
Equation 5.11, Tikhonov constraint on xm,l.
Figure 5·10: Example ACF at time t = 960 s and location
r = [0 km, 250 km]T with reconstructing lags using Equation 5.11,
Tikhonov constraint on xm,l.
Lastly for this case the result of the inversion using the total variations constraint
is shown in Figure 5·13. This inversion method shows the features discussed earlier
but they take on a“blocky” look, as was seen in the zeroth lag case. An example
ACF comparing the reconstruction to the input ACF and the estimated ACF using
standard processing is shown in Figure 5·14. This shows similar behavior to the
reconstruction ACF in Figure 5·12, although the imaginary part of the ACF is much
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Figure 5·11: Fitted Plasma Parameters at t = 960 s inverting lags
with Equation 5.12, Tikhonov constraint on Dxm,l.
Figure 5·12: Example ACF at time t = 960 s and location
r = [0 km, 250 km]T with reconstructing lags using Equation 5.11,
Tikhonov constraint on Dxm,l.
closer to the true value of zero.
5.5 Summary
This chapter has discussed a method for reconstructing plasma parameters from ESA
ISR measurements in the frame of reference of the moving plasma. The space-time
91
Figure 5·13: Fitted Plasma Parameters at t = 960 s inverting lags
with Equation 5.13, Total Variations constraint.
Figure 5·14: Example ACF at time t = 960 s and locationr =
[0 km, 250 km]T reconstructing lags using Equation 5.13, Total Vari-
ations constraint.
ambiguity, described in Chapter 3, straightforwardly allows for this. Currently a
number of simplifying assumptions are made to get a basic reconstruction. The
initial results are promising although more work needs to be done to improve this
method and determine its limits as more and more realistic aspects are added.
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Chapter 6
Conclusions and Future Work
This chapter contains conclusions, discussions and a summary of this dissertation.
Part of the discussions outline future work from the results of the thesis.
This thesis outlined some of the basic theory behind ISR. It then followed with
modeling of the space-time ambiguity function which gives a forward model for ISR
systems with electronically scanned arrays. A methodology to simulate complex volt-
age data for ISR was shown and is available as a software package called SimISR.
Lastly, using the Space-Time Ambiguity, a method to invert ISR data within the
frame of reference of moving plasma and improve the resolution of the data has
been developed. The inversion method was tested using SimISR and a set of two-
dimensional ionosphere plasma state parameters as a set of truth data to evaluate
the reconstruction method.
6.1 Space-Time Ambiguity Function
The Space-Time Ambiguity function, discussed in detail in Chapter 3, gives a theo-
retical framework for the optimal analysis of volumetric data acquired from electron-
ically steerable ISR systems. The framework developed here takes into account the
full antenna beam pattern, pulse pattern and time integration.
The need for this new framework was shown in Section 3.1, which highlights the
sampling paradigm change brought on by ESA systems used in ISR. Due to the
ability of ESA systems to have near instantaneous look angle transitions, a lattice
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like sampling network develops and assists in decoupling space and time sampling for
these systems.
The Space-Time Ambiguity was derived in Section 3.2. This is an extension of
the range ambiguity in traditional single beam ISR processing, taking beam pattern
and integration time into account. The impact of this ambiguity can be modeled as a
Fredholm integral equation of the first kind applied to the ACFs, thus bringing this
in line with many similar problems from image formation and processing.
This ambiguity can be extended and augmented to take into account the inherent
motion of the plasma. Section 3.3 shows how a Galilean Transform can be used to
understand possible motion induced artifacts can be explained. The impact of motion
of plasma on the ambiguity was shown through an example beam pattern.
The chapter concluded with an example from the RISR system to show how this
could impact data analysis. A possible physical feature, much smaller than that
shown in the radar reconstruction, was shown, after applying the effects of the space-
time ambiguity, to be recreate a qualitatively similar formation seen in original real
data.
6.2 SimISR
The ISR measurement process from an ESA equipped system can be difficult to
understand from a purely analytic formulation. Because of this, a simulation tool,
called SimISR, was developed and discussed in Chapter 4. This tool encapsulates
the full ISR measurement process, incorporating ESA radar capabilities and the full
radar space-time ambiguity along with inherent ISR error sources.
The methodology for the creation of complex voltage level data can be broken
down into a number of digital signal processing functions. The described approach
creates shaped complex Gaussian data using AR filters derived from the ISR spectra,
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windowed by the pulse shape and summed together within each beam.
Possible uses for SimISR in the research community have also been discussed and
examples have been shown. These examples show how one can use the simulator to
create large statistical data sets and also to more optimally design ionospheric radar
experiments in the ISR space within the inherently large number of free parameters
afforded by the radar control parameters. Researchers can use SimISR to iterate
through different set ups for their experiments, as opposed to a heuristic selection of
a single observational approach where prior use is the sole design factor.
6.3 Inversion of ISR Data
Finally, using the theoretical and simulation infrastructure developed in the earlier
chapters, an inversion framework was developed in Chapter 5. This framework relies
on reconstructing the ACFs by finding a regularized solution that has least squares
error between it and the data. This has been seen in the past in the image recon-
struction literature (Karl, 2005).
The process of estimating the ionosphere plasma state parameters by ISR can be
represented as a set of linear and non-linear operators. These operations include the
non-linear transformation of plasma parameters to and from ACFs and the Space-
Time Ambiguity function covered in earlier chapters. In order to use techniques seen
in image reconstruction, the ACF is discretized along space-time and lag and placed
in a single vector. From there the space-time ambiguity function can be represented
as a matrix that translates the lags from a Cartesian coordinate space to a radar
centered spherical coordinate space.
The matrix for the forward model can be further augmented to take into account
the motion of the plasma, allowing for the reconstruction the state parameters in the
frame of reference of the plasma. This problem has many similarities to the removal
95
of motion blur in images.
With the problem formulated, different constraints were used on the inversion.
These constraints include l2-norm constraints on the solution, the derivative of the
solution and finally an l1-norm constraint of the derivative. Using a simpler phantom
the l2-norm constraint on the derivative showed promising results comparatively to
the others. This also holds true for the case using an example set of ionosphere state
parameters from Perry et al. (2015) as an input for SimISR. The limit of this study is
obvious in that there are a number of different types of distributions that are possible
for ionosphere state parameters and that we have looked only at a small variety.
Also, parametric estimation techniques can be explored in the future to improve the
reconstructions.
6.4 Future Research Directions
There are a number of different areas of research that can be explored from the content
of this thesis. Among these are use of developed simulation tools and improvements
in the inversion techniques.
6.4.1 Further Development of SimISR
In the future, SimISR development can continue by adding new radar waveform
modes, as currently only Barker code and uncoded single pulse modulations are avail-
able at this time. The simulator can also be used to create synthetic data for tradi-
tional single antenna based system design applications. Other possible expansions of
the simulator include capability to calculate returns from each receiver element in a
ESA based ISR system, such as the planned architecture of EISCAT-3D, along with
multi-static radar capabilities. These future additions will increase the simulator’s
value to designers who wish to more optimally exploit the capabilities of new systems.
96
6.4.2 Experiment Planning Using SimISR
A more immediate application of the SimISR tool can aid researchers in experiment
planning. There are a number of phenomena that change on very small spatio-
temporal scales, e.g. at high latitudes, and capturing observations of them would
greatly benefit from optimization of the experiment set up.
The ability of SimISR to directly create complex receiver voltage data provides a
significant and novel capability, as some geophysical phenomena, such as those that
occur at time scales on the order of an IPP, can only be fully explored at this data
level. This could lead to researchers coming up with new ways to analyze data, such
as novel integration schemes to resolve phenomena at small spatio-temporal scales.
One phenomena that could be better studied using this type of simulation is called
pulsating aurora. This flickering of auroral light, along time scales of 5-40 seconds,
corresponds to changing ionosphere state parameters caused by precipitating electrons
(Nishimura et al., 2011). The phenomena can take an arc like shape and extend over
hundreds of kilometers (Hosokawa et al., 2010). The short modulation period along
with the large range extent make this a challenging target to image with an ESA ISR.
Researchers can use SimISR to run a number of case studies to determine possible
beam and pulse patterns to sample the parameter modulation. Also, researchers
can use software developed for SimISR to process the data in different ways such as
summing the returns from different beams and range samples together to get a high
time cadence to sample the temporal modulation properly.
Researchers have used ISR as a method to measure electron energy spectra (Seme-
ter and Kamalabadi, 2005). At lower altitudes the electron density measurements can
be used to estimate plasma production rates, and then can be inverted to show the en-
ergy spectra of photons impacting the ionosphere and give remote information about
magnetospheric activity. Using SimISR researchers could perform simulations to de-
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termine the limits of these techniques and plan experiments where they can be used
to great affect.
Multi-sensor campaigns can gain much from SimISR’s capability to assist in plan-
ning. Many researchers perform rocket campaigns and use ISR systems to help con-
firm their measurements (Zettergren et al., 2014). The same can be said for satellite
measurements as well such as the ANDESITE program (Parham et al., 2016).
Another exciting development in the geoscience community is future use of the
High Frequency Active Auroral Research Program (HAARP) facilities (Bernhardt
et al., 2016) along with a possible co-located AMISR system. Again, SimISR can
assist with experiment planning and data analysis from these future experiments.
6.4.3 Training Sets for Parameter Fits
The non-linear inversion step between ACFs and plasma state parameters has a num-
ber of built in assumptions, one of the most common is that plasma is Maxwellian
distributed. Various physical processes can cause this assumption to be broken which
can lead to incorrect parameter fits (St-Maurice and Schunk, 1979; Suvanto, 1988;
Akbari et al., 2015). Events that cause this can be hard to find so machine learning
techniques could be useful in finding these events within ISR databases (Duda et al.,
2000). Many of these algorithms require training data sets, which could be a labor
intensive and tedious task. SimISR could be used to make these sets for subsequent
entry into different pattern matching algorithms to ultimately help catalog incorrectly
fitted data.
6.4.4 Inversion Techniques
There are a number of different improvements that can be done for the inversion
methods highlighted in this thesis. Currently the techniques have only been applied
to two dimensional distributions of plasma state parameters. Extention to three
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dimensional distributions is possible but may require more software development to
run on graphics processor units which can perform large numbers of parallel processes.
The inversion techniques could also be applied to real ISR data using techniques
outlined in Butler et al. (2010) to first estimate the parameter drifts and then invert
within the frame of reference of the motion.
Estimation of the ACFs could also be improved by investigating the literature
studying time-varying channels and overspread targets (Kailath, 1962, 1963; Pfander
and Walnut, 2006; Pfander and Zheltov, 2015). A deeper investigation of this can
yield a better understanding of the processing and its limitations using time-frequency
analysis (Cohen, 1995; Peyrin and Prost, 1986; Jiang and Papandreou-Suppappola,
2007). From a practical point of view there have already been a number of algorithms
that have already been proposed to estimate ACFs from overspread targets (Pfander
and Zheltov, 2015; Jiang and Papandreou-Suppappola, 2007). One example seen in
Kay and Doyle (2003) can yield an estimation algorithms similar to those seen in
synthetic aperture radar and modalities that use similar models to invert a scattering
field (Munson et al., 1983; Ralston et al., 2007; Richards, 2014). Another aspect of this
that could be investigated is the use of spherical harmonics for different interpolation
schemes (Baddour, 2010, 2009, 2012).
Parametric techniques for inverting directly to plasma state parameters need to
be investigated. There are a number of different schemes including those that use
dynamic programing that could be useful (Yau and Bresler, 1992, 1993; Oktem et al.,
2014). New algorithms for parameter fitting also need to be investigated and incorpo-
rated as well (Shpynev and Voronov, 2010). This could be used to extend Full Profile
Analysis, seen in Holt et al. (1992); Hysell et al. (2008), to what could be called Full
Volume Analysis to measure plasma parameters.
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6.4.5 Sensor Data Fusion
Other types of sensors can be useful to understand the ionosphere, be it optical
sensors such as all sky imagers or GPS TEC measurements. Even combining satellite
magnetometer data from the AMPERE project (Anderson et al., 2000, 2014) with
green line emission all sky data can yield a number of interesting results. Figure 6·1
shows very large structured magnetic field deflections at the time of a large increase
in auroral emissions. This example shows the possibilities of using this type of fusion
products to better understand the state of energy flux within magnetosphere and
ionosphere.
Figure 6·1: Combination of AMPERE magnetic deflection data and
All Sky green line emissions.
These types of sensor fusion experiments can be very useful but can also be time
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consuming. In order to help speed along the process of analysis a software pack-
age, called GeoData was developed. It is available in both the MATLAB (Swoboda
et al., 2016a) and Python (Swoboda et al., 2016b) programing languages. This soft-
ware package abstracts each data set into a standard object format to increase the
reusability of code across different research tasks. This package was built to allow
data from multiple sensors to be quickly registered, analyzed and plotted. This type of
advanced programing interface (API) allows for greater software reuse by abstracting
sensor data to a common format. GeoData and other pieces of software are described
in more detail in Appendix C.
Sensor fusion techniques can go a step further and be directly involved in the
reconstruction of plasma parameters such as shown in Semeter et al. (2016). For
example, information added by the GPS TEC measurements can be incorporated in
algorithms that use the Space-Time Ambiguity formulation. This could help improve
reconstruction of all of the ISR systems’ plasma state parameters if implemented
properly.
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Appendix A
Ionosphere Incoherent Scatter Spectrum
This is the mathematical basis for calculating incoherent scatter spectra for a given
set of ionospheric plasma state parameters such as electron density (Ne), electron tem-
perature (Te), and ion temperature (Ti). The appendix uses the methods developed
Kudeki and Milla (2011) and Kudeki and Milla (2006).
A.1 Overall Formulation
Figure A·1: Lumped circuit model from (Kudeki and Milla, 2011).
The first step comes from (Kudeki and Milla, 2011) where a lumped circuit model
is used to describe the spectrum. In it the independent thermal fluctuations of each
species of ions and electrons are treated as current sources and the macroscopic con-
ductances are treated as discrete components. The electric field E, impinging from
the radar, acts as a voltage. This lumped circuit model, seen in Figure A·1, is derived
by taking the scalar component of Ampere’s law in the direction of k.
−jk×H = J + jω0E, (A.1)
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which then yields,
0 = (σi + σe)E +
ω
k
e(nti − nte) + jω0E, (A.2)
where 0 is vacuum permittivity, nts is the thermally driven, i.e random, density
fluctuations for each species s, and σs is the macroscopic conductivity from deviations
from particle motions for each species s.
Using the electron current expression, −ωk−1ene = Eσe − ωk−1ente, these equa-
tions can be rearranged to solve for ne,
ne(k, ω) =
(jω0 + σi)nte(k, ω)
jω0 + σe + σi
+
σenti(k, ω)
jω0 + σe + σi
. (A.3)
To determine the power spectrum we square and average Equation A.3 taking into
account that the terms nte and nti are independent of one and other we result in the
following
〈|ne(k, ω)|2〉 = |jω0 + σi|
2〈|nte(k, ω)|2〉
|jω0 + σe + σi|2 +
|σe|2〈|nti(k, ω)|2〉
|jω0 + σe + σi|2 . (A.4)
We can generalize them for multiple ion species by simply summing over the
thermal fluctuations and conductances in Equation A.2,
0 =
(
K∑
k
σik + σe
)
E +
ω
k
e
(
K∑
k
ntik − nte
)
+ jω0E. (A.5)
This then augments the power spectrum in Equation A.4 to the following
〈|ne(k, ω)|2〉 =
∣∣∣jω0 +∑Kk σik∣∣∣2 〈|nte(k, ω)|2〉∣∣∣jω0 + σe +∑Kk σik∣∣∣2 +
|σe|2
〈∣∣∣∑Kk ntik(k, ω)∣∣∣2〉∣∣∣jω0 + σe +∑Kk σik∣∣∣2 . (A.6)
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A.2 Gordeyev Integrals
The power spectrum of the thermal fluctuation for each species s can be determined
by the following,
〈|nts(k, ω)|2〉
Ns
= 2Re{Js(ωs)}, (A.7)
where Ns is the average density for the species. Also the conductance for each species
s can be determine from the following,
σs(k, ω)
jω0
=
1− jωsJs(ωs)
k2λ2s
(A.8)
where ωs ≡ ω−k ·Vs is the Doppler shifted frequency and λs ≡
√
0KTs
Nsq2s
is the Debye
length for each species.
The Js terms can be represented as follows
Js(ω) ≡
∞∫
0
〈ejk·∆rs〉ejωτdτ (A.9)
These terms are known as Gordeyev integrals, which are the one sided Fourier trans-
forms of the characteristic functions of the particle displacements 〈ejk·∆rs〉.
The particle displacement function can change depending on magnetic field and
collisionality of the plasma. For the high latitude F-region in the ionosphere a case
of general importance is one of a non-magnetized and collisionless plasma, where
∆r = vτ where τ is the time interval. Assuming a Maxwellian the PDF of one
dimensional displacement is
f(∆r) =
1√
2pi〈r2〉e
−∆r2
2〈r2〉 . (A.10)
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The variance term 〈r2〉 can be represented as
〈r2〉 = 〈v2〉τ 2 = KTs
ms
τ 2 (A.11)
where Ts is the temperature of the species, K is Boltzmann’s constant and ms is the
mass of the species in kg. To simplify notation as in Kudeki and Milla (2011), we will
refer to
√
KTs/ms as C. This yields the following single particle ACF,
〈ejk·∆r〉 = e− 12k2C2τ2 . (A.12)
To model collisions we use the term ν as the collision frequency for the species. If
ν << kC then A.12 can be used as the single particle ACF. If not the following must
be used.
〈ejk·∆r〉 = e− k
2C2
ν2
(ντ−1+e−ντ) (A.13)
Lastly if one is to add a magnetic field to the equations the single particle ACFs
must now take into account the orientation of the magnetic field. The authors of
Kudeki and Milla (2011) use the convention of breaking up the Bragg vector k into
two components, one parallel to the magnetic field, k‖ and one perpendicular,k⊥, as
such, k = bˆk‖+ pˆk⊥. This yields the following formulation for the single particle ACF,
〈ejk·∆r〉 = e− 12k2‖C2τ2 × e−
2k2⊥C
2
Ω2
sin2(Ωτ/2), (A.14)
where the gyro frequency is Ω = qB/m and B is the magnetic field in Teslas. This
formulation neglects the effects of collisions which if taken into account yields the
following single particle ACF,
〈ejk·∆r〉 = e−
k2‖C
2
ν2
(ντ−1+e−ντ) × e−
k2⊥C
2
ν2+Ω2
(cos(2γ)+ντ−e−ντ cos(Ωτ−2γ)), (A.15)
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where γ = tan−1(νΩ). For the case with the magnetic field as one gets closer to
being perpendicular to B, the single particle ACFs become much more narrow band,
to the point of becoming delta functions in frequency space. For this situation it
is necessary to use other methods beyond numerical integration to determine the
Gordeyev integrals. The authors of Milla and Kudeki (2011) avoid this problem by
making a particle in cell simulation to determine the particle statistics.
A.3 Computational Considerations
One of the main challenges to calculating the ISR spectra is calculating the Gordeyev
integrals. The case with no collisions or magnetic fields can be done analytically using
Dawsons integral. This can be done using the identity
jZ(θ) =
∞∫
0
e−jθte−
t2
4 dt =
√
pie−θ
2 − j2e−θ2
θ∫
0
et
2
dt. (A.16)
Using the terms found in Equation A.12, θ = ωs/
(√
2kC
)
and t =
√
2kCτ .
For other cases where analytical calculation is not possible a numerical integration
scheme from Ooi (2007) is used. It is also possible to use a Chirp-z based algorithm
that is shown in Li et al. (1991) from the experiences of the author the first technique
converges faster. The technique used in Ooi (2007) changes the variable of integration
for integrals of the following form,
I =
b∫
a
f(z)dz. (A.17)
The technique changes the variable z in the following way,
z =
1
2
(a+ b) +
1
2
(b− a)Erf(g(t)), (A.18)
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where g(t) is a function that is chosen so g(t)→ ±∞ as t→ ±∞ and Erf(u) is
Erf(u) =
2√
pi
u∫
0
e−t
2
dt. (A.19)
Discretizing and changing variables, the integral in Equation A.17 becomes the fol-
lowing sum
I =
N∑
n=−N
Anf
(
1
2
(a+ b) +
1
2
(b− a)Erf(g(nh))
)
(A.20)
where
An = g
′(nh)e−g(nh)
2
. (A.21)
As in (Ooi, 2007), g(nh) = sinh(nh) and the grid spacing h is the following,
h =
1
N
ln(1.05
√
2N). (A.22)
Lastly to avoid division by zero errors, the main equations have to be rearranged
slightly. First, because some ion species could have zero density, Equation A.8 uses
the Debye length of the electron species, λe, as follows
σs(k, ω)
jω0
=
1− jωsJs(ωs)
k2λ2e
(
qsTeNs
qeTsNe
)
. (A.23)
Also, to avoid excess calculations, the jω0. terms of Equation A.6 are rearranged,
yeilding
〈|ne(k, ω)|2〉 =
∣∣∣1 +∑Kk σikjω0 ∣∣∣2 〈|nte(k, ω)|2〉∣∣∣1 + σe+∑Kk σikjω0 ∣∣∣2 +
∣∣∣ σejω0 ∣∣∣2〈∣∣∣∑Kk ntik(k, ω)∣∣∣2〉∣∣∣1 + σe+∑Kk σikjω0 ∣∣∣2 . (A.24)
If the Gordeyev integrals are substituted in Equation A.24, it becomes the following
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〈|ne(k, ω)|2〉 =
∣∣∣1 +∑Ks 1−jωsJs(ωs)k2λ2e ( qsTeNsqeTsNe)∣∣∣2 2NeRe{Je(ωe)}∣∣∣1 + 1−jωeJe(ωe)k2λ2e +∑Ks 1−jωsJs(ωs)k2λ2e ( qsTeNsqeTsNe)∣∣∣2 +∣∣∣1−jωsJe(ωe)k2λ2e ∣∣∣2∑Ks 2NsRe{Js(ωs)}∣∣∣1 + 1−jωeJe(ωe)k2λ2e +∑Ks 1−jωsJs(ωs)k2λ2e ( qsTeNsqeTsNe)∣∣∣2 .
(A.25)
A.4 Examples
We can see in Figure A·2 examples of ISR spectra measured using different ISR
systems. The spectra were generated using the plasma parameters values Ne =
1 × 1011 m−3, Te =3000 ◦K and Ti =3000 ◦K and the system parameter values seen
in Table A.1. The ion acoustic frequency, fia, for each case was calculated with the
previously stated plasma parameters and the transmitted wavelength from the ISR
system, λ, using the following formula
fia =
λ
2
√
kbTe + kbγiTi
M
, (A.26)
where M is the ion mass in kg, kb is Boltzmann’s constant and γi is the adiabatic
index which is set to 3 in all cases. In most of the cases the familiar double hump
spectrum is visible. The only exception to this is Jicamarca, where the system’s k-
vector is very close to being perpendicular to the Earth’s magnetic field. This also
impacts the amount of time it takes to calculate the spectrum because as the k-vector
gets closer to being perpendicular to the magnetic field, the Gordeyev integral will
take longer to converge.
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Figure A·2: Spectra from different ISR systems.
Table A.1: ISR System Parameters
System Name f0 in MHz fs in kHz α in
◦
AMISR 449 50 70
Sondrestrom 1290 100 80
Haystack 440 50 65
Arecibo 430 50 45
Jicamarca 50 10 1
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Appendix B
Derivation of Idealized AMISR Array
Pattern
The current antenna on the AMISR systems is made up of a 8x16 set of panels
of half wave cross dipoles. Each panel has 32 crossed dipoles in a 8x4 hexagonal
configuration. In the current set up at the Poker Flat site this yields a 4096 element
array in a 64x64 element hexagonal configuration.
In order to simplify the antenna can be treated as two rectangular arrays of cross
dipoles interleaved together. In the x direction each of these arrays will have a spacing
of 2dx with M/2 elements. The y direction will be of length N elements and spacing
dy. Using basic planar phase array theory, (Balanis, 2005), the pattern from the first
array can be represented as
E1(θ, φ) =
M/2∑
m=1
N∑
n=1
exp [−j (m− 1) k2dx sin θ cosφ− j (n− 1) kdy sin θ sinφ] . (B.1)
Since the second array can be seen as a shifted version of the first in the x and y
directions, we obtain the following
E2(θ, φ) =
M/2∑
m=1
N∑
n=1
exp[− j (2m− 1) kdx sin θ cosφ
− j (n− 1/2) kdy sin θ sinφ].
(B.2)
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In order to simplify notation we make the following substitutions, ψx =
−kdx sin θ cosφ, ψy = −kdy sin θ sinφ. Using Equations B.1 and B.2 we then ob-
tain
E2(θ, φ) = exp [j(ψy/2 + ψx)]E1(θ, φ)
= exp [j(ψy/2 + ψx)]
M/2∑
m=1
N∑
n=1
exp [−j2 (m− 1)ψx − j (n− 1)ψy] .
(B.3)
Adding E1 and E2 together we obtain a linear array pattern:
E(θ, φ) = (1 + exp [j(ψy/2 + ψx)])
M/2∑
m=1
N∑
n=1
exp [−j2 (m− 1)ψx − j (n− 1)ψy] .
=
1
MN
(1 + exp [j(ψy/2 + ψx)])
sin((M/2)ψx)
sin(ψx)
sin((N/2)ψx)
sin(ψx/2)
.
(B.4)
Since the array is steerable, this can be taken into account in the equations by
simply changing the definitions of ψx and ψy to ψx = kdx(sin θ cosφ − sin θs cosφs),
and ψy = kdy(sin θ sinφ − sin θs sinφs). Lastly the antenna pattern of a single cross
dipole can be represented as 1
2
(1 + cos2(θ)) (Balanis, 2005). By taking the squared
magnitude of the array factor and multiplying it with the pattern of the dipole we
obtain Equation 3.11,
F (θs, φs, θ, φ) =
1
2
(1 + cos(θ)2)×∣∣∣∣ 1MN (1 + exp [j(ψy/2 + ψx)]) sin((M/2)ψx)sin(ψx) sin((N/2)ψx)sin(ψx/2)
∣∣∣∣2 . (B.5)
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Appendix C
Software Packages
This appendix covers the software architecture of three software packages that have
been created during the course of research for this thesis. The first package, ISR-
Spectrum, creates the IS backscatter spectra from a given set of ionospheric plasma
state parameters. The next package, called Simulation for Incoherent Scatter Radar
(SimISR), can create synthetic ISR data at the level of complex voltages sampled
at the antenna. The last major package is called GeoData and is an advanced pro-
graming interface (API) that allows researchers to quickly import and incorporate
new sensor and information sources. Included are a number of functions to register,
interpolate, plot and analyze this data.
C.1 ISRSpectrum
The ISR spectrum code base was developed to create the backscatter spectra from the
ionosphere given a set of plasma state parameters. The code is based on the work of
Kudeki and Milla (2011), which has been discussed in Appendix A along with added
formulations for multiple ion species.
The software is built using a simple class set up where first the user initializes
an object called ISRSpectrum using the parameters for the ISR system. After the
initial definition a spectrum can be created with the method getspecsep, which takes
information on the ion species, temperatures, densities. There are optional inputs for
magnetic field aspect angle, ion velocities and neutral species to calculate collision
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frequencies using the methods found in Schunk and Nagy (2004).
C.2 SimISR
SimISR was developed to create synthetic data that one could use to create different
processing algorithms and methods while having a known input or ”truth” data.
This simulator takes plasma fields of plasma parameters, create complex voltages
from these parameters and then process that data to the point where it can estimate
the input plasma parameters.
The need to create a full 3-dimensional software package was necessitated by the
desire to explore the utility of new phased array radar systems and their ability to
measure 3-D fields of plasma parameters. This desire to understand the measurement
capabilities of electronically scanned ISR led to the following publication, Swoboda
et al. (2015) where this software package was used to create reconstructions of 3-D
fields of plasma parameters.
The software itself has been developed in such a way that the code mirrors the
processing, i.e. through the structure of the classes. An object oriented paradigm is
used and thus different processes in the processing chain are broken up into different
classes, which are:
• IonoContainer - A container class that holds information on the ionosphere or
autocorrelation functions ACFs/spectra, both intrinsic and estimated.
• RadarDataFile - A class that holds and operates on the radar data to create
estimates of the autocorrelation function. The class takes files containing ISR
spectra and then creates ISR data and as a final step outputs instances of the
IonoContainer class that holds estimates of the plasma ACF.
• FitterMethodsGen - A class that applies the fitter to the data and outputs an
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instance of IonoContainer with the measured parameters.
The overall flow can be seen in Figure C·1, where Θ is the plasma parameter
vector g(Θ) is a function that turns the plasma parameters into ISR spectra, r is the
ACFs/spectra for each point of time and space, Lr is the radar’s operator on the
ACFs/spectra, ρ is the measured ACFs from the radar and lastly Θˆ is the estimate
of plasma parameters from ρ after least squares fitting.
Figure C·1: Software flow diagram for SimISR
C.3 GeoData
The GeoData project allows researchers to quickly bring in new sets of data from
different sources and analyze it. The API, available both in Python and MATLAB,
does this by abstracting the data set into a formatted object which can be manipulated
using methods and function that are already included, thus reducing the amount of
software that needs to be written. The basic object structure is shown in Figure C·2.
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Figure C·2: The makeup of a GeoData object.
The primary variables in a GeoData object are as follows:
• Data from Sensor - This holds the data for the data set. In python this is a
dictionary where the keys are the names of the data and the values will be
numpy arrays that hold the data. In MATLAB the field names are the data
names and the arrays will be the values. Each data set is held in a flattened
array structure or can be an NxT array where N is the number of locations of
measurements and T will be the number of times.
• Coordinate System - This string holds the types of coordinates for the data.
There is a set number of coordinate types seen in the table below. More can be
added as needed.
• Locations - This will be a NxP array of locations in the coordinate system of
choice. P is the number of elements.
• Sensor Location - This is an array that holds the location of the sensor in wgs84.
If there are multiple sensors such as a set of satellite measurements the array
will be filled with nans.
• Times - A Tx2 array of times in POSIX format (i.e. seconds since 1970-01-01
00:00:00 UTC) showing the ending and beginning of a measurement.
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Table C.1: Description of Coordinate Systems.
Name Description
wgs84 Latitude Longitude Altitude (deg,deg,m).
Spherical Range azimuth and elevation (km, deg, deg) elevation
angle is referenced to z=0 plane.
Spherical2 Range azimuth and elevation (km, deg, deg) elevation
angle is referenced to x=y=0 line.
ENU East north up (m,m,m). sensorloc holds the origin.
ECEF Earth centered earth fixed (m,m,m).
Cartesian Local Cartesian grid (km,km,km). Same as ENU but in
km.
There are also a number of available coordinate systems that can be used as well.
Table C.1 gives the name as used in the code base and a quick description of the
system and units.
The workflow for this package is as follows:
• Read In Data - The user creates a function that will read the data file into
the specific variables for GeoData. Many are already available to the user for
common formats.
• Registration - If using multiple data sets overlap times must be determined. A
method named timeregister is available to do this automatically.
• Spatial Registration - This step includes interpolating the data sets into common
coordinate systems to allow for plotting.
• Plotting - There are a number of different plotting tools available including 1-D,
2-D and 3-D plotting methods. These methods are dependent on the coordinate
systems that the data are in.
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