Lowering Tomography Costs in Quantum Simulation with a Symmetry
  Projected Operator Basis by Smart, Scott E. & Mazziotti, David A.
Lowering Tomography Costs in Quantum Simulation with a
Symmetry Projected Operator Basis
Scott E. Smart and David A. Mazziotti∗
Department of Chemistry and The James Franck Institute,
The University of Chicago, Chicago, IL 60637
(Dated: Submitted August 7, 2020)
Abstract
Measurement in quantum simulations provides a means for extracting meaningful information
from a complex quantum state, and for quantum computing reducing the complexity of measure-
ment will be vital for near-term applications. For most quantum simulations, the targeted state
will obey a number of symmetries inherent to the system Hamiltonian. We obtain a alternative
symmetry projected basis of measurement that reduces the number of measurements needed. Our
scheme can be implemented at no additional cost on a quantum computer, can be implemented
under a variety of measurement or tomography schemes, and is fairly resilient under noise.
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I. INTRODUCTION
In quantum simulation, one of the fundamental challenges is the storage and propaga-
tion of exponentially scaling many-body quantum states. Many methods treat these states
approximately, using perturbative and truncated approaches or local approximations, and
result in polynomial algorithms but which potentially lose key characteristics of the quan-
tum state [1, 2]. Reduced density matrix (RDM) methods focus on reducing the required
state information to the k−body interaction inherent in the system (such as the 2-RDM
for fermionic simulations) [3–15]. In these cases the 2-RDM then is subject to its own set
of criteria, such as N -representability, but can deal with many-body phenomena in a easier
manner [3, 16–18].
One of the easiest ways to reduce the exponential state in a exact (or nearly exact) manner
is through the use of symmetries, which are conserved quantities that are preserved through
the preparation and propagation of a state [2, 19, 20]. For molecular systems, the number
of particles, total and projected spin, invariance under time-reversal, and often molecular
point groups are examples of symmetries. Classically these can be used in electronic structure
calculations to reduce the amount of resources necessary to simulate a system. On a quantum
computer, the exponentially scaling state can be simulated efficiently for a large number of
applications, and storage of the state can be reduced to the tomography of the k-RDM
based on the k−body interaction [15, 21–24]. However, because of the presence of error and
the desire to reduce gate and qubit resources for modern quantum devices, symmetries have
been utilized in a variety of different ways to aid near-term simulations.
As the particle number often largely dictates the number of states required, a variety
of works over the past few years have explored alternative mappings or encodings to lower
the direct simulation of unwanted states. The calculations by Kandala et al. [25] added
an penalty term in a variational optimization to try and reduce incorrect number states.
Moll et al. developed a systematic method of encoding number conserving states while
reducing the required qubits [26]. Work by Temme et al. introduced encodings exploiting
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number conservation (with a goal of reducing the qubit count), as well as a means exploit
certain symmetries and map them to qubits through a method with ties to the stabilizer
formulation [27]. Setia et al. later expanded upon this, allowing for the application of
point group symmetries to this procedure [28]. Mayhall et al. developed a set of symmetry
preserving circuits which can be used in variational algorithms to lower the circuit depth
with a reduced number of parameters [29, 30]. Work in our group focused on utilizing the
structure of the inherent RDMs, particularly of a two-electron system, which are independent
of the Hamiltonian, to allow for a simplified ansatz [31]. In a manner reminiscent of quantum
error correction and the stabilizer formalism, Benjamin et al. and O’Brien et al. devised
ways to find out if a state had violated a symmetry by projecting a state into the symmetric
subspace, with the latter developing a post-processing technique which could be used with
no additional quantum circuit costs [32–34].
Despite potential reductions in the state complexity with the use of symmetries or other
methods, the process of measuring an operator or performing a partial tomography to con-
struct a state still requires a large set of measurements. For molecular systems, the Hamil-
tonian and 2-RDM scale as O(r4) where r is the number of basis functions, and a number of
heuristic and systematic ways involving graph-theoretic or combinatorical approaches have
been introduced to lower this number, which in some cases can render an apparent scal-
ing of O(r3) [22, 35–38]. Within quantum simulation as a whole, fermionic tomography is
particularly challenging due to the nonlocal characteristics of fermionic operators, and can
prevent a logarithmic reduction seen with other qubit systems [22].
In this work we present a method of lowering measurement and tomography costs for
quantum states and RDMs by exploiting symmetries of the quantum state. By finding the
symmetry projected form of our measurement operators, we can re-express our operators
in a minimal basis on the quantum computer. The method leads to a constant improve-
ment in the number of terms which has to be measured, and can be combined with other
measurement techniques to reduce circuit preparation costs for near-term calculations.
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II. THEORY
A symmetry for a quantum system can be defined mathematically as a non-zero operator
Sˆ which commutes with the system Hamiltonian Hˆ
[Hˆ, Sˆ] = 0. (1)
Consider a set of n symmetries S = {S1, S2, ..., Sn} where each symmetry commutes with
all other symmetries (note that the most common set in fermionic simulation of Nˆ , Sˆz, and
Sˆ2 obeys this). We can find a basis which is a mutual eigenbasis of each element of S, and
then we denote a wavefunction which obeys each of these symmetries:
|ψ〉 =
∑
α
cα|α, s1, s2, ..., sn〉 (2)
where each si represents the eigenvalues of the i-th symmetry. Now, let Aˆ be an operator
acting on this state in this symmetry basis:
Aˆ =
∑
aα,t1,t2,...tnβ,u1,u2,...un|α, t1, t2, ..., tn〉〈β, u1, u2, ..., un| (3)
Then, if we are interested in the expectation of Aˆ, we can evaluate it as:
〈Aˆ〉 =
∑
i,j
c∗i cja
i,s1,s2,....,sn
j,s1,s2,...,sn
(4)
and so we have projected Aˆ into the specific subspace of each symmetry, despite that Aˆ
does not necessarily commute with Sˆ. Note that if each symmetry did not commute, our
eigenvectors would not be simultaneous eigenstates, and we could instead apply the operators
in terms of increasing restrictions as relevant to the quantum state. In quantum simulation,
if we are given an operator that commutes with Hˆ, often it cannot be directly implemented
on a quantum computer, and instead we have to map it to a set of operators that covers
the qubit Hilbert space, such as the Pauli basis, and measure many different operators.
These operators will not necessarily be in the symmetry basis, and so will be projected in
measurement.
4
In order to find the projected form, we could explicitly calculate the operator form in
Eq. (4) for small systems, but this quickly becomes unfeasible with increasing system size.
By noting that most operators Aˆ that we are interested act non-trivially on a few local
sites, and by focusing on symmetry-conserving operations, we can find a projected form
across many symmetries, A˜ that can be found relatively easily. Instead of focusing on one
particular symmetric state, we instead project the generic symmetry conserving space:
〈A˜〉 =
∑
s
PˆsAˆPˆs =
∑
s
∑
i,j
c∗i cja
i,s
j,s, (5)
where Pˆs is a projection onto an arbitrary symmetry space. This provides a more reasonable
approach which scales with the number of local sites instead of with the system size. Criti-
cally, both A˜ and the projected Aˆ will still contain significantly less terms, as the symmetry
projected space has a lower dimensionality than the native qubit Hilbert space. For instance,
a double excitation operator across four qubits (two α and two β) which traditionally re-
quires sixteen Pauli terms to measure, will require at most four, and in the real case, only
two measurements.
With these points in view, our approach is as follows. Given an operator Mˆ , we express
it in the Pauli basis using some transformation:
Mˆ =
∑
i
aiAˆi (6)
where Aˆi here are typically Pauli strings. Then, we apply our symmetry projection to
the individual Aˆci =
∑
s PˆsAˆiPˆs. We represent both the operator and the Pauli strings in a
vector form (~m, and ~Aci) and then using ~A
c
i as columns, form a matrix of linearly independent
vectors, U .
Finally, we solve the linear system of equations for a vector ~x:
U~x = ~m (7)
to obtain a new basis of measurement for the operator Mˆ which is equal to or generally lower
in dimension. In general, this will not be unique, and we can order our selection process or
bias it to affect the terms. The process here is summarized in Table 1.
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TABLE I. Potential procedure for finding new set of symmetry projected operators. For an operator
Aˆ, ~A refers to the representation of Aˆ as a vector.
Given operators sets for measurement (M), symmetries (S) and the computational basis (A);
(0) Find set of projection operators PS ;
(1) For each measurement operator mˆ ∈M :
(a) Transform mˆ in A, mˆ =
∑
i aiAˆi
(b) For each Aˆi, find symmetry projected computational operators Aˆ
c
i
(c) Choose linearly independent ~Aj as columns of U
(d) Solve: U~x = ~m
(2) Apply further processing with new set of operators {~x}
III. RESULTS AND APPLICATIONS
A. Application to Reduced Density Operators
The inspiration for this work is centered on molecular and fermionic systems, which only
need characterization of their pairwise interactions. These are completely captured in the
two-electron reduced density matrix, or 2-RDM, which represents a partial tomography of
the quantum state. Elements of the 2-RDM are measured according to:
2Di,kj,l = 〈ψ|a†ia†kajal|ψ〉 (8)
where i, j, k and l are spin orbital indices. On the quantum computer, the most basic
fermionic transformation is the Jordan-Wigner transform which transforms the creation and
annihilation operators as [39]:
a†i =
1
2
(σix − iσy)
i−1⊗
j=1
σjz, (9)
ai =
1
2
(σix + iσy)
i−1⊗
j=1
σjz. (10)
The local aspect of the operation on qubit i is defined by the σx and σy gates, whereas the σz
portions generates parity-conserving gates that span a constant space across all Pauli strings
when multiple creation and annihilation operators are used. The parity mapping [40, 41]
exchanges the storage of orbital occupations and parity, and the Bravyi-Kitaev mapping
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stores both in a tree-like diagram [42]. Both these schemes still form linear combinations of
operators which act differently on local sites and the same on nonlocal qubits, and thus can
be symmetry projected with our technique.
For other RDMs (which can be used in partial tomography for exploring states in a linear-
or quadratic- expansive subspace or in other methods) [43] similar advantages can be seen.
We show the effect of our symmetry projection technique in reducing the dimension of the re-
quired symmetry space in Table II. A key observation is that particle and hole operators will
commute with molecular symmetries, whereas excitations (or de-excitations) will generate
operators in the computational basis (in the Jordan-Wigner transformation, this corresponds
with σx and σy gates), that break symmetries. While the set of measurements in perform-
ing tomography of the 2-RDM appear in molecular Hamiltonians, and thus can be used in
Hamiltonian based measurement, the 2-RDM potentially allows for a more systematic way
of grouping tomography terms and allows for error-mitigation techniques [22, 23, 31, 43, 44]
which can be advantageous for characterizing state quality.
Despite the non-local measurement requirements for these systems, a number of ways exist
to reduce the total number of circuits. A promising technique to lower measurement costs
involves using the qubit-wise commutation relation, which basically groups Pauli strings
which can be concatenated and thus simultaneously measured through local measurement
schemes. Finding the optimal grouping is a NP hard problem, but by characterizing the
set of measurements as a graph problem connected through the negated qubit-wise commu-
tation, we can using coloring algorithms to find the minimal number of colors (or cliques)
needed [38]. If we consider the advantage in using our projected technique, we can compare
the number of cliques obtained with standard tomography compared with our method, as
well as the total number of terms. We explore this for performing tomography of RDMs
of differing qubit sizes in Figure 2. Additionally, the scaling of the number of tomography
terms scales as O(r4), and we look at the net improvement in the scaling coefficient (rn)
under the qubit-wise commuting relation with both measurement schemes.
Other methods include the maximally commuting method, which for the most part finds
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TABLE II. Dimension of the number of Pauli measurements required for tomography of the 1-
and 2-RDMs in the traditional (naive) and symmetry projected (reduced) approaches for given
spin and spatial configurations of the second quantized measurement operators with Nˆ , and Sˆz
symmetries. The cases including the Sˆ2 symmetry do not greatly affect the results (for the 2-RDM
only one spatial configuration was affected), but require many permutations of the spatial orbitals.
A bar across spins indicates an excitation or de-excitation between these orbitals, and only the
unique spin configuration is shown.
k−RDM Spin q−Sites Naive Reduced
1 αα 1 2 2
α¯α 2 4 2
αβ - - 0
2 αααα 2 4 4
ααα¯α 3 8 4
α¯αα¯α 4 16 6
αααβ - - 0
ααββ 2 4 4
ααβ¯β 3 8 4
α¯αβ¯β 4 16 4
3 αααααα 3 8 8
ααααα¯α 4 16 8
ααα¯αα¯α 5 32 12
αααααα 6 64 20
αααααβ - - 0
ααααββ 3 8 8
ααα¯αββ 4 16 8
ααααβ¯β 4 16 8
ααα¯αβ¯β 5 32 8
α¯αα¯αββ 5 32 12
α¯αα¯αβ¯β 6 64 12
αααβββ - - 0
larger groups of operators, and then can use Gaussian elimination to transform the Pauli
basis measurements to those within this group through Clifford operations. In this case, the
circuit depth scales polynomially with the number of terms in a group, and so our scheme
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FIG. 1. (Left) Ratio of the number of total required terms in the 2-RDM versus the number of
prepared circuits required, and (Right) the scaling coefficient with respect to the number of qubits.
In both, the color denotes the fermionic mapping (Jordan-Wigner, Parity, and Bravyi-Kitaev),
and the symbol denotes the set of symmetries applied. S = {} refers to a standard qubit-wise
commuting process. The black line on the right refers to total number of terms.
leads to reductions in the transformation required.
B. Effects of Noise on Particle Count
One implicit assumption in the above work is that the quantum state is of decent quality,
and that it obeys the proper symmetries throughout measurement. Due to noise, this will
almost certainly never be the case, and so we are interested in how noise can effect the
quality of our symmetry projected scheme.
From a theoretical perspective we can envision two broad cases. In the first, we have a
mixed state which is a sum of weighted states.
ρ =
∑
s
∑
i
αsi|i, s〉〈i, s|. (11)
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In this case the symmetry projection is still exact, as the states are orthogonal to each
other, and our method will not be affected by errors. The second case involves a state that
is a mixture of different symmetry states, in which case our reduced tomography no longer
represents the true tomography. Yet, whether or not standard tomography would offer
significant advantages in this case is unclear, as significant errors still corrupt the system in
a variety of ways.
To investigate these cases, we generated several noise models using commonly available
tools, and compared the different methods of tomography. A comparison with a thermally
relaxing noise model can be seen in Table III, and a bit-flip and depolarizing models were
also investigated, showing essentially the same trend. The important observation is that the
distance between the tomography methods is relatively comparable to statistical noise, and
always less than then the distance from the true reduced density matrix. While this is only
one case, we would expect this to hold for larger cases as well.
IV. CONCLUSION
Modern quantum computing has advanced drastically in the past decade, with a surge of
incremental improvements in experimental and algorithmic improvements. Circuit optimiza-
tion, qubit reduction, reducing the required parameter space in the classical optimization, or
lowering tomography and measurement costs all have attempted to maximally capitalize on
the available quantum resources. Work in utilizing system symmetries explores a fascinating
aspect of quantum mechanics, and we hope that future work will continue to apply these
ideas in lowering costs.
Our approach to utilize symmetry projected operators provides a simple but effective way
to reduce the number of measurements needed, and when combined with other techniques
can lead to large reductions in the effective scaling of the system. The routine can be
performed in one step before the calculation, and adds no additional cost to the quantum
or classical algorithm.
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TABLE III. A comparison of 2-RDMs under varying levels of simulated noise through the Frobenius
norm of the difference matrices at randomly sampled points. 2D refers to the ideal 2-RDM, 2D˜
refers to standard tomography of the 2-RDM under a noise model, and 2D˜c refers to the 2-RDM
constructed from symmetry projected tomography under a noise model. Values represent averages
of the Frobenius norms of difference matrices over 25 random states of H2 in a STO-3G basis
where the ansatz includes 3 parameters. In general, the differences between the noisy tomography
methods are consistently much smaller than the difference to the ideal state, and are almost
indistinguishable from stochastic effects (seen at the n =∞ limit).
∆ = 2D − 2D˜ 2D − 2D˜c 2D˜ − 2D˜c
Noise Strength, (12)
n ||∆||F ||∆||F ||∆||F
n = 0 0.238(6) 0.240(5) 0.048(8)
n = 1 0.126(3) 0.129(5) 0.047(9)
n = 2 0.070(4) 0.078(6) 0.046(8)
n = 3 0.048(5) 0.054(6) 0.04(1)
n = 4 0.036(6) 0.048(8) 0.046(8)
n =∞ 0.034(7) 0.046(9) 0.048(9)
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