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It is important to characterize the internal structure of major fault zones to understand their 
gross physical attributes, including their mechanical, seismic, and hydraulic properties. Using 
the Deep Fault Drilling Project (DFDP)-1 core samples and outcrop samples from the Alpine 
fault zone, I characterized the structure of cataclasites by mineralogical and microstructural 
analyses. The constituent minerals of the protolith mylonites were comminuted during 
cataclasis generating particles with new size and shape distributions, but new minerals also 
grew authigenically during deformation.  
 
The developed method of SEM-EDS analyses improving spatial resolution using lower 
accelerating voltage enabled identification minerals and determination of major element 
compositions of particles as small as ~ 2 µm diameter. Compositions of phyllosilicates in fault 
rocks from the DFDP-1 measured using this method show pressures of ~100 - 200 MPa, and 
fairly high temperatures of ~350 ºC were estimated for the analysed ultramylonite sample, 
while variable temperatures in the range ~180- 350 ºC were estimated for cataclasites, and 
lower temperatures of ~160 ºC were estimated for ultracataclasites. These results demonstrate 
that cataclasis from a mylonitic protolith is a progressive process occurring throughout the 
brittle fault zone during exhumation. 
 
The particle size distribution in different types of fault rocks shows that higher fractal 
dimension (D) by foliated ultracataclasite/cataclasite represents a process of ‘selective 
fragmentation of particles’. Lower D by ultramylonite and unfoliated cataclasite represents a 
process of ‘constrained comminution’. Orientation distribution of particles shows that the 
textural transition from ultramylonite through unfoliated cataclasite to foliated 
(ultra-)cataclasite involves increasing the number of dominant orientations initially through 
fracturing and then by rotation of particles. Foliations in cataclasites most likely formed by 
progressive fragmentation of particles during multiple repeated increments of coseismic slip. 
Therefore, during exhumation, the fault zone develops a new mineralogy by hydrothermal 
alteration of pre-existing minerals, and precipitation of new minerals. The newly-formed 
minerals are mostly phyllosilicates, which are known to be frictionally weak, but velocity-
strengthening. This means that during exhumation the fault gradually weakens and becomes 
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1.1. Framework of this study 
 
It is important to characterize the internal structure of major fault zones to understand their 
gross physical attributes, including their mechanical, seismic, and hydraulic properties. 
Exhumed dip-slip faults, such as the Alpine Fault, have accommodated the cumulative effects 
of deformation occurring at a range of depths and thus under different pressure and temperature 
conditions. Displacement profiles across a single fault structure at a range of depths (or 
pseudodepths) are required to determine the three-dimensional geometry of brittle deformation. 
 
In this study I characterize the structure of Alpine Fault zone cataclasites by mineralogical and 
microstructural analyses of Deep Fault Drilling Project (DFDP)-1 cores and outcrop samples. 
According to previous studies there are variable phases and protolith of cataclasites within the 
Alpine Fault’s damage zone (Woodcock and Mort, 2008; Toy et al., 2015; Williams et al., 
2018). To constrain the nature and conditions of cataclastic deformation, I have made 
microstructural observations by optical microscope, carried out quantitative analyses such as 
point counting, area, and particle size and shape measurements, and performed SEM-EDS 
analyses to determine chemical compositions. 
 
1.2. Fault zone  
 
A typical fault structure is illustrated in Figure 1.1. The hangingwall occurs above the fault 
plane and the footwall occurs below it. Crustal-scale fault zones include a fault core, containing 
the principal slip zone (PSZ) of a fault (which includes fault gouges, ultracataclasites and 
cataclasites); and a surrounding fracture damage zone, composed of cataclasites and fractured 







Figure 1.1. Schematic diagram illustrating typical fault structure (after Yehya et al., 2018) 
 
Deformation in fault zones occurs by frictional processes, such as brittle fracturing and 
frictional sliding (Byerlee, 1978). At low temperatures and high strain rates such as in the upper 
crust, most geological materials can fail by sliding on cracks across which atomic bonds 
between molecules are broken. Much of the upper crust is already pervasively fractured 
(Townend and Zoback, 2000) so that further deformation can occur by sliding on pre-existing 
cohesionless planes. This behaviour is described by Amontons’ Law: 
 
τ = μ σn 
 
where σn is the effective normal stress, τ is the shear stress required to cause slip – and is a 
response to tectonic loading, and μ is the fault’s frictional strength (Reid, 1910; Sibson, 1977; 
Verlag, 1978; Ben-Zion and Sammis, 2003).  
 
For brittle deformation to continue to occur within a fault zone, favourable conditions are 
needed. Typically, this involves some process that reduces the frictional strength or ‘lubricates’ 
the fault, typically by competing physical, hydraulical and chemical processes, as outlined 
further in the following.  
 
The low frictional strength of faults during earthquake propagation can be caused by several 
slip weakening mechanisms such as flash heating (Rice, 2006), thermal pressurization (Rice, 
2006, Sibson, 1973), frictional melting (Di Toro et al., 2006, Hirose and Shimamoto, 2005, 
Spray, 1987), gel formation (Di Toro et al., 2004, Goldsby and Tullis, 2002), thermal 
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decomposition (Han et al., 2007), nanopowder lubrication (1), recrystallization (Smith et al., 
2012), graphitization (Oohashi et al., 2011), and elastohydrodynamic lubrication (Brodsky and 
Kanamori, 2001). 
 
Additionally, asperities, which are uneven parts of a fault surface, may play an important role 
in weakening processes. There are many asperities between two plane surfaces, and if an 
asperity is ruptured, the energy propagates and causes large ruptures of many asperities. Rice 
and Cocco (2007) infer that there is a thermally activated slip process at the stressed 
microscopic asperity contacts, and that contact properties evolve with the maturity of a contact 
in a way that strengthens the contact with increase in its age. These contacts may be between 
roughness asperities on nominally bare surfaces, or may be the places where particles of a 
gouge contact one another.  
 
The composition of a fault gouge is also likely important in its frictional strength and strength 
evolution. Ikari et al., (2010) suggested that phyllosilicate-rich gouges exhibit low frictional 
stress (µ < 0.5) and a tendency for stable creep. In contrast, quartzofeldspathic material-rich 
gouges have high frictional coefficient (µ ≥ 0.5) may evolve from being frictionally stable to 
unstable with increased shear strain. Furthermore, only small amounts of phyllosilicates are 
needed to trigger a slip event, if they form interconnected networks (Moore, et al., 1996; 
Collettini et al., 2009; Niemeijer et al., 2010). 
 
The interaction of fluids with fault gouges also plays a role in weakening. The gouge zones 
forming fault core have a much lower permeability than that measured in surrounding damage 
zone (Wibberley and Shimamoto, 2003; Sulem et al., 2004). The hydraulic diffusivity during 
sliding can be increased by effective normal stress and heating. Imber et al. (1997) suggest that 
widespread syn-tectonic retrogression has occurred around the brittle–ductile transition zone 
in the Outher Hebrides Fault Zone, due to the influx of chemically active hydrous fluids, the 
replacement of chain silicates by fine-grained, weaker aggregates of aligned phyllosilicates, 
coupled with the development of an interconnected weak layer structure on all scales within 
the fault zone. Moore and Lockner (2004) demonstrate that adding water decreases the 
coefficient of friction for most platy minerals except graphite. The water forms thin, structured 
films in gouges between adjacent platy grains under high effective normal stresses. The polar 
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water molecules are bonded to the plate surfaces in proportion to the mineral’s surface energy, 
and the friction reflects the stresses required to shear through the water films. 
 
Phyllosilicates, especially hydrous phyllosilicates (clay minerals), formed by hydrothermal 
alteration can play an important role in active faults, as they are frictionally weak and their 
presence affects permeability with consequences for shear strength and fluid pressure evolution 
for these mechanisms (Wu et al. 1975; Saffer & Marone 2003; Collettini et al. 2009).  
 
1.3. Tectonic setting of the Alpine Fault of New Zealand 
 
The active Alpine Fault in New Zealand’s South Island forms an ~ 850 km (~660 km on shore) 
long portion of the Australian – Pacific plate boundary (Figure 1.2). Paleoseismic evidence 
identifies earthquakes in the years 1717, 1620, and 1430, with estimated moment magnitudes 
of 8.1±0.1, 7.6±0.3, and 7.9±0.4, respectively (Sutherland et al., 2007; De Pascale and 
Langridge, 2012; Howarth et al., 2018). The Alpine Fault has been subdivided into 3 segments 
with different characteristics; (i) Northeast of Hokitika, the fault forms part of the Marlborough 
fault system that transfers motion into the Hikurangi subduction zone; (ii) in the central South 
Island, between Hokitika and Milford Sound it is a ~ 400 km remarkably straight fault zone 
and it is dextral-reverse and bounds the western edge of the Southern Alps (Norris et al., 1990), 
and (iii) southwest of Milford Sound, the Alpine Fault continues offshore around the Fiordland 
coast as a partitioned fault system that connects with the Puysegur subduction zone (Barnes et 
al., 2001; Norris and Cooper, 2007).  
 
Slip rate and kinematic variations occur along strike of the Alpine Fault. The northern section 
exhibits 3 – 10 mm/yr strike-slip and 0 – 6 mm/yr hanging wall uplift (Norris and Cooper, 
2001). In the central section, plate motion is accommodated on a single sub-planar structure 
with average orientation 055 / 45 SE by strike-slip at rates of 27 ± 5 mm/yr and vertical uplift 
of the hanging wall of ~6–9 mm/yr (Little et al., 2005; Norris and Cooper, 2007). The southern 
offshore section of the fault manifests as a predominantly strike-slip segment with slip rate of 
28 ± 5 mm/yr, and is dipping almost vertically at 80-90º (Sutherland et al., 2007). The uplift 
rate in the central section is high by world standards. It is comparable to the ~7 mm/yr vertical 
slip rate of the main thrust in Chi-chi, Taiwan (Chen et al., 2007), and much higher than  the 
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~1 – 2 mm/ yr uplift rate of the European Alps (Fitzsimons and Veit, 2001), and ~3 – 4 mm/yr 
uplift rate of the Japanese Alps (Bando et al., 2003).  
 
The rapid exhumation has also produced rapid cooling, indicated by decreasing metamorphic 
grade and increasing thermochronological age with distance from the fault (Koons, 1987; Batt 
et al., 2004; Little et al., 2005). 
 
 
Figure 1.2. Map of New Zealand illustrating the plate boundary. The Alpine Fault trace 
through the South Island is delineated by the red line with the 3 sections noted in the text 
labeled. (Annotated on a bathymetric map compiled by the National Institute of Water and 






1.4.The Deep Fault Drilling Project  
 
The Alpine Fault’s dextral-reverse kinematics, non-vertical dip, and rapid slip rates have 
exhumed to the ground surface a fresh sample of fault rocks inferred to have formed at depths 
of as much as 30 km within the last few million years. The fault rocks record overprinting 
structures formed during a deformational history that evolved progressively on a path towards 
the surface. Features of using paired borehole samples, which are not weathered, and well-
known surface observations encouraged the first phase of the Deep Fault Drilling Project 
(DFDP-1) to be established (Townend et al., 2009) and carried out in early 2011 with the 
successful drilling, logging, and instrumentation of two boreholes that penetrated to total 
depths of 100.6 m (DFDP-1A) and ~151.4 m (DFDP-1B) at Gaunt Creek (Sutherland et al., 
2011, 2012). These boreholes also provided the first continuous set of rock cores, wireline 
geophysical logging data, and in situ hydraulic property measurements through the Alpine 
Fault (Sutherland et al., 2012; Townend et al., 2013). The sequence encountered in these 
boreholes confirms the fault structure previously observed in outcrops (Norris and Cooper, 
2007).  
 
The extracted core samples were described and analysed, and based on this were subdivided 
into 8 rock units: gray and dark-green ultramylonites; brown-green-black ultramylonites; upper 
unfoliated cataclasites; upper foliated cataclasites; gouges; lower cataclasites; breccias; and 
Quaternary gravels (Figure 1.3, Toy et al., 2015). The PSZs were identified as clay-rich gouges 






Figure 1.3. Schematic diagram of the sampled lithologies in DFDP-1 boreholes, after Toy et al. 
(2015). 
 
The microstructural analyses reported by Toy et al. (2015) overall demonstrated localization 
of brittle deformation within the principal slip zone and the fault core, but also revealed that 
the nature and intensity of cataclastic fabrics are spatially highly variable. Those observations 
were insufficient to allow differentiation between two contrasting models: (1) strain is 
distributed into a progressively widening zone with increasing depth or (2) strain is focused in 
the fault zone center throughout deformation, and minor structures accommodate smaller 
increments of off–principal slip zone damage at all depths.   
 
A second phase of drilling (DFDP-2) was carried out in 2014 aiming to investigate the deeper 
structure of the fault. During this phase cuttings samples (chips; not intact core) were collected 
to depths of 893 m (Sutherland et al., 2015). The continuous samples of the bedrock lithologies 
within the Alpine Fault zone were subjected to microstructural analyses, giving insight to the 
nature of the ductile processes that had operated within these rocks (Toy et al., 2017). The P-T 
profiles measured in both DFDP-1 and DFDP-2B boreholes suggest that temperature and fluid 
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pressure anomalies maintained by low permeability of cataclasites close to the principal slip 
zone may exceed 50 °C and 4 MPa (Sutherland et al., 2017).  
 
1.5. Fault rock types within the Alpine Fault 
 
Fault rocks are typically categorised by ratios of clast and matrix, and by whether they are 
foliated or not (Figure 1.4) (Woodcock, 2008). In the Alpine Fault’s hanging wall, the fault 
rock types pass  eastwards from (1) gouge and (2) cataclasite in contact with Late Quaternary 
sediments or Western Province bedrock, through a 1 to 1.5 km wide mylonite zone of (3) 
ultramylonite, (4) mylonite and (5) protomylonite. In the latter the average mylonitic foliation, 
of 056°/33°SE, is essentially parallel to the moderately dipping basal Alpine Fault plane 
(Sibson et al., 1979; Norris and Cooper, 2003). Within this fault rock sequence there is a 
progressive westward increase in the degree of deformation and mylonitisation of the Alpine 
Schist protolith. The majority of ultramylonites are also overprinted by intense cataclasis 








Figure 1.4. Classification of fault rocks by Woodcock (2008).  
 
Figure 1.5. Schematic cross section of the rock sequence that typically outcrops in the central 





In most central Alpine Fault outcrops (e.g. Gaunt Creek, Waikukupa River, Stony Creek, 
Havelock Creek), a thin layer (< ~50 cm thick) of uncemented gouge can be clearly identified 
above footwall late Quaternary gravel and below cataclasites (Cooper and Norris, 1994). The 
very fine-grained nature of this gouge, a consequence of ultracomminution, as well as the 
presence of recycled gouge clasts, indicate that it formed during multiple increments of shear 
under brittle conditions (Boulton et al., 2012). 
 
(2) Cataclasite 
A green cataclasite, typically up to 20-30 m thick, representing the base of the hangingwall 
Pacific plate sequence, is thrust westwards across fluvio-glacial sediments on the Australian 
plate footwall. Cataclasites contain angular clasts of mylonite in a finely comminuted 
phyllosilicate-rich matrix comprising combinations of various proportions of muscovite, 
chlorite, smectite, illite and epidote. Based on the composition of included fragments of garnet, 
pods of broken quartz represent hydrothermal veins disrupted by subsequent cataclasis (Norris 
and Cooper, 2007). Some cataclasites also contain black anastomosing solution seams 
suggesting some deformation was accommodated by pressure solution–accommodated grain-
size-sensitive creep (Gratier et al., 2011; Toy et al., 2015). 
 
(3) Ultramylonite 
In the mylonite sequence that crops out above the green cataclasite, the degree of cataclasis 
progressively decreases with distance eastward. However, these rocks are still cut by isolated 
cataclastic shears and gouge-filled fault zones throughout their outcropping thickness (cf. 
Williams et al. 2018). The dominant quartzofeldspathic ultramylonite lithology is dark 
coloured, very fine-grained, finely laminated, homogeneous rocks containing only sporadic 
feldspar or garnet porphyroclasts and rare muscovite ‘mica-fish’ with matrices of recrystallized 
quartz, biotite and other accessory phases (Lister and Snoke, 1984). Less common gray 
ultramylonites consist of biotite, muscovite, quartz, feldspar (oligoclase), and amphibole. 
Minor green (metabasite) ultramylonites consist of chlorite, epidote, feldspar (albite?), and 
quartz. The latter in particular have been chloritized during greenschist facies retrogressive 
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fluid flow. Many of fractures are filled with calcite and, in metabasites, with pyrite, and also 
there are fractures filled with pseudotachylite or other retrogressive materials such quartz, and 




Toward the east, the ultramylonites are progressively interbanded and ultimately replaced by 
mylonites that contain a higher proportion of porphyroclasts of relict schist minerals to 
recrystallized mylonite grains (Sibson et al., 1979; Toy et al., 2012). The mylonites are 
characterized by an S-C fabric, in the sense defined by Berthe et al. (1979) that consistently 
indicates a dextral plus top-to-the-northwest sense of shear. This fabric can be subtle in hand 
specimens but is always apparent in thin section. The C’ shear surfaces are marked by the 
realignment and partial recrystallisation of mica grains, and the formation of elongate 
aggregates of quartz grains. Biotite is much less resistant to recrystallization than muscovite, 
and is generally totally recrystallized at the western (high-strain) margin of the mylonite zone 
(Norris and Cooper, 2007). 
 
(5) Protomylonite 
In hand specimen, quartzofeldspathic protomylonites typically have a clearly visible layering 
of quartz-rich and mica-rich layers that is deflected by mm- to cm-spaced shear bands. They 
grade eastwards into the Alpine Schists. Schist persists as elongate pods mostly centimetres or 
less, but sometimes up to several meters in length, enveloped by the mylonitic foliation of the 
protomylonite. Pods are aligned parallel or subparallel to the mylonitic foliation. In thin section, 
strongly undulose extinction in quartz and micas is associated with subgrains that developed a 
shape-fabric that is oblique to the external foliation as S-C fabric, where the quartz and mica-
rich layering is the S-plane and the shear bands are the C-planes (Norris and Cooper, 2007; 
Toy, 2008; Toy et al., 2012). 
 
1.6.Aims and structure of this thesis for each chapter 
The research reported herein has focused on the petrogenesis of cataclasites in fault zones. The 
research  included a methodological study of EDS analysis at low accelerating voltage, and 
application of this method to Alpine Fault cataclasites, as well as observation and description 
12 
 
of field, hand specimen, and micro-scale structural relationships within cataclasites, and grain 
size analysis. Below I outline the different aspects investigated in each body chapter, the 
motivation behind them, and their scientific significance. 
Chapter 2: Improving spatial resolution for quantitative microanalysis by SEM-EDS 
Within cataclasites, there are both newly formed (authigenic) and detrital submicron to ~2 µm 
diameter minerals. To investigate the composition of such small grains as precisely as possible 
using scanning electron microscopes (SEM), which are now the most commonly-available 
suitable analytical equipment, I developed methods to increase analytical precision using EDS 
by decreasing accelerating voltage. I estimated lateral analytical spatial resolutions and verified 
methods of the EDS analysis. The key questions addressed in this work are ‘What are the 
smallest minerals that can be accurately analysed?’ and ‘What is the accuracy of the analysis?’. 
Chapter 3: Microstructure and chemistry of various types of cataclasites  
Toy et al., (2015) noted that DFDP-1 drillcores typically included both foliated and unfoliated 
catalasites, and suggested that the ‘foliation’ in the latter could be inherited from the protolith 
mylonites, comprise a new alignment of clay minerals, or be some combination of these two. 
In this chapter, I aim to clarify the origins of foliated and unfoliated cataclasites by combined 
consideration of precise measurements of the compositions of minerals – from which I have 
estimated temperature and pressure during their formation – with the microstructural setting of 
those minerals. I have examined both DFDP-1 cores and outcrop samples from the Alpine Fault 
zone. The key questions addressed by this work are ‘What is the relationship between the chemical 
compositions and texture of phyllosilicates?’ and ‘What were the formation conditions of the 
various type of cataclasites?’, and ‘What is the relationship with distance from the principal 
slip zone?’ 
Chapter 4: Particle size and shape analyses 
We can qualitatively see that cataclasis in the Alpine Fault zone involves some grain size 
reduction. Grain size distributions in DFDP-1 cores and outcrop samples from the Alpine fault 
zone were investigated by neutron diffraction methods and image analyses of BSE images and 
EDS maps. The key questions are ‘What are the characteristics of particles in different fault 
types?’ ‘How do particles deform during cataclasis?’, and ‘What is the difference between foliated 
and unfoliated cataclasite in terms of chemical and physical properties?’.  A particular aim of this 
study was whether these sorts of quantitative data can tell us if grain size reduction occurred 
13 
 
by alteration or cataclasis in the Alpine Fault. This required careful consideration of the grain 
size data in context of the microstructural observations. 
 
Chapter 5. Conclusions and aims for future research 
This study aims to find weakening mechanisms. The phyllosilicates mineralogy and 
microstructures found by a variety of cataclasites represent the thermal complexity around the 
Alpine Fault. The alteration processes suggested by constraint P-T conditions, and cataclasis 
mechanisms by grain size analyses can be discussed. These methods can be applied to discover 
features of fault rocks such favourable environment to rupture at shallow crust.  
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In a scanning electron microscope (SEM), reducing the accelerating voltage has been 
demonstrated to yield a smaller X-ray generation volume, which should result in an 
improvement of analytical spatial resolution (e.g., Barkshire et al., 2000; Burgess et al., 2013). 
We have evaluated the optimal SEM optics, EDS detector settings, and standardization 
procedures to quantify the compositions of very small mineral grains.   
We have tested the effects of lower accelerating voltage on quantitative analyses 
through measurement of anhydrous and hydrous natural mineral and glass samples. We 
demonstrate that it is very important to standardize using standards for each element with 
similar elemental concentrations to the expected concentrations in the unknown minerals and 
their K-ratio, to quantify mineral compositions at lower accelerating voltages. The appropriate 
accelerating voltage must be 10 kV when the specimen contains Fe adjusting the other optical 
condition and acquisition condition. At this voltage, Si, Ti, Al, Mg, Ca and Na can be quantified 
when the oxide concentration of those elements is > 3 wt% with relative differences of < 
±~3.5 %, and Fe can be quantified when the oxide concentration is > 5 wt % with relative 
differences of < ± 5 % compared to values obtained by wavelength dispersive spectrometry 
(WDS) or EDS at an accelerating voltage of 15 kV.  
For these ranges of SEM optics and EDS detector settings, the analytical spatial resolution, was 
then evaluated theoretically by Monte Carlo simulations and also by line scan and point 
measurement analyses using a sharp vertical edge. The evaluated analytical spatial resolutions 
are ~500-1700 nm, ~1100-2300 nm, and ~2500-3300 nm at 7 kV, 10 kV, and 15 kV respectively, 
demonstrating that the spatial resolution improves with decreasing accelerating voltages. 
Therefore, this method improves the resolution by SEM-EDS and can be applicable to quantify 











 New minerals often form authigenically within fault rocks, as a consequence of rapid 
fluid-rock reactions due to mechanical grain size reduction (van der Pluijm et al., 2001). 
Quantitative analyses of these minerals can be used to constrain the formation conditions of 
the fault rocks (e.g., Zwingmann et al., 2010; Schleicher et al., 2012), and thus to determine 
how deformation is distributed in time and space within major fault zones. However, these 
authigenic minerals are commonly too fine for their chemical compositions to be determined 
by conventional electron microprobe analysis when the accelerating voltage is higher than 15 
kV.  
 Scanning electron microscopes (SEM) equipped with energy-dispersive X-ray 
spectrometers (EDS) are widely used to quantify major element compositions of microscale 
materials. In quantitative SEM-EDS microanalysis, characteristic X-ray line intensities emitted 
from the specimen are measured and elemental concentrations are calculated from the ratios of 
these intensities to those from standard samples with known concentrations (Reed, 2005). 
 A focus of some recent studies has been improving spatial (lateral) resolution through 
reducing the accelerating voltage (Vacc), for light element analyses by EDS, (e.g. Burgess et 
al., 2013) and in general electron probe microanalysis (McSwiggen, 2014; Fournelle et al, 
2016). Monte Carlo simulations demonstrate that the X-ray generation volume is reduced and 
thus analytical spatial resolution of analyses is increased by reducing Vacc (e.g. Joy et al., 1996; 
Barkshire et al., 2000; Goldstein et al., 2003).  However, there is a trade-off between analytical 
spatial resolution and signal intensity due to the lower probe current. This is partially offset by 
using large Silicon Drift Detectors (SDD) which achieve higher count rates than traditional 
silicon-lithium drifted detectors. Nevertheless, to successfully quantify major element 
compositions using lower Vacc, and enable measurements of the chemical compositions of 
fine-grained minerals, we need to adjust other operating conditions. 
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 In this study, we have developed a method to measure major element compositions within 
very fine grains using an SEM-EDS system by reducing Vacc. The SEM optics and EDS 
detector settings that minimize Vacc while maintaining signal intensity of X-ray spectrums and 
quantitative accuracy was evaluated to determine the best possible operating conditions. 
Standard glasses and minerals were then measured at these conditions to test the accuracy of 
analyses, and then we verified the accuracy limits of the analyses by comparison to EDS 
analyses at conventional operating conditions and WDS analyses.  Additionally, we verified an 
analytical spatial resolution of <2 m for our preferred operating conditions, both theoretically 
by Monte Carlo simulations and also by line scan and point measurement analyses using a 
sharp vertical edge. 
 EDS analyses reported in this study were performed with the large area Oxford X-MaxN 
80mm2 SDD with Aztec software (Oxford Instruments, Oxfordshire, UK) in a HITACHI SU-
3500 tungsten filament SEM (Hitachi High-Technologies Co., Tokyo, Japan) at the GSJ-lab in 
the Geological Survey of Japan (GSJ), AIST. 
  
2.2. Definition of terminologies 
 
2.2.1. Spatial resolution 
 There are two different types of spatial resolution in electron probe micro analysis 
(EPMA): (1) feature (edge) spatial resolution, which relates to the sharpness of the image, and 
(2) analytical spatial resolution, which relates to the limits on determination of ‘pure’ 
compositions of analysed materials. As explained by Fournelle et al. (2016), the second of these 
is more important to determine an accurate chemical composition. It is essential to appreciate 
the fact that virtually all of the X-rays collected by the detectors are generated at some depth 
within the sample (Figure.2.1).  
20 
 
        The concept of analytical spatial resolution has been defined in a variety of ways in 
previous studies (e.g. Reed, 1966; Hovington et al., 1997; Fournelle et al. 2016). For example, 
Barkshire et al. (2000) define “lateral resolution” as the minimum diameter of an analysed 
feature that includes a substantial fraction of the total X-ray intensity, e.g. 99 %.  
        The ideal way of working out the smallest grain that can be accurately analysed at a certain 
set of operating conditions, where the electron interaction volume stays inside the analysed 
particle, would be to find a sample that contains grains of the mineral of interest with a wide 
range of sizes, embedded in a matrix of known composition and well separated from one 
another. Unfortunately such samples are rare, so other methods have to be used to estimate the 
analytical resolution.  
Fournelle et al. (2016) measured analytical spatial resolutions by EPMA at 5 – 7 kV and 
compared these to theoretical predictions. Traditionally, an “edge resolution” is defined as the 
distance between points corresponding to 10 % and 90 % of the total intensity of the two 
bounding materials (or sometimes the 16 % to 84 % distance) (e.g. Castaing, 1952: Merlet-
Llivet, 2012). However, using a non-traditional model, Fournelle et al. (2016) defined the 
analytical spatial resolution as the distance between points corresponding to 1 % and 99% of 
total intensity and considered it to be equivalent to the “edge resolution” measured in an 
integrated X-ray intensity profile obtained by scanning the electron probe across different 
spacings of interstitial glass separating 800 nm diameter magnetite crystals in NIST K409 glass. 
In a very rough way, this is similar to evaluating different widths of lamellae within a mineral. 
Based on these analyses they estimated analytical spatial resolutions for this composition glass 
of 575-650 nm at 5 kV and 600-700 nm at 7 kV. These results demonstrate that the analytical 







Figure 2.1. CASINO simulations of the interaction volume in K-feldspar, at 15 and 7 keV, 
with 10,000 trajectories, and 100 nm incident beam diameter. Note that (a), (b), and (c) are at 
the same scale, but (d) is magnified by a factor of 490 %. (a) and (b) indicate the maximum 
extent of electron scattering. (c), (d) show remaining energy of E0 beam electrons in the K-
feldspar. CASINO simulations indicate that higher energy electrons are concentrated in a more 
constrained cylindrical region (McSwiggen, 2014). 
 
2.2.2. Overvoltage 
      The “overvoltage” is the ratio of Vacc to binding energy for any particular line (e.g. Kα line, 
Lα line): 
Overvoltage: U = E0/Ec   
where E0=gun Vacc and Ec=binding energy. For quantitative analysis on the EDS spectrum,  
(a) (b) 
(c) (d) 
15 keV 7 keV 
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Vacc need to be higher than binding energy. 
      In geological samples, iron is the heaviest of the major elements most commonly analysed. 
Kα lines of iron (6.4 keV) are excited when the Vacc is at or greater than 7.1 keV, which is 
known as the binding energy. Thus to use these in SEM-EDS quantification, the Vacc need to 
be higher than 7.1 kV to generate Kα lines for quantification of Fe and the rule of thumb is that 
the overvoltage should be in the range of 2-3 for most efficient generation of X-rays.  
      Quantification of iron using the L line in oxide materials is difficult. Gopon et al. (2013) 
have also pointed out problems for quantification based on L lines that result from anomalies 
related to Fe Lα and Lβ X-ray emission lines. This is related to the effect of “differential” self-
absorption of the La and Lb emission lines of Fe which lie extremely close to the L3 absorption 
edge, and enhanced absorption on the high-energy side of the peak shifts the energy position 
toward lower energy (see Chopra, 1970). This problem is significant because the electrons 
involved in Fe La and Lb X-rays come from bonding or valence orbitals, so different materials 
with different elements and crystal structures will have somewhat different energy profiles, so 
the exact shapes and positions of the Fe La and Lb peaks change, complicating further the self 
absorption effect. With increasing Vacc, the incident electrons penetrate deeper into the 
material, creating even more self absorption. 
 
 




In this study, there are two major parts of experiments that ‘estimating lateral analytical 
resolution’ and ‘adjusting of SEM optics and EDS detector’. For estimating lateral analytical 
resolution, Monte Carlo simulations were carried out by CASINO and PENEPMA programs 
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and actual resolutions were estimated measuring by line scan analysis at different accelerating 
voltages. For adjusting SEM optics, the objective lens movable aperture and the condenser lens 
were set at each accelerating voltage to be dead time of ~40%. Then errors of measurements 
were verified using relative differences after controlling carbon coating on the specimens and 
standardization. Finally, the lateral analytical resolutions by Monte Carlo simulations and line 




Figure 2.2. Flowchart of the workflow we carried out to establish our analytical methods and 
determine the limits of their accuracy. 
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2.3.2. Adjustment of SEM optics and EDS detector 
 
       In SEM optical systems the probe current can be changed by adjusting either, or both, of 
the objective lens movable aperture and the condenser lens (the latter is known as the ‘spot 
intensity’). On the HITACHI SU-3500 SEM, the available apertures are 150 μm (No. 1), 80 
μm (No.2), 50 μm (No. 3) and 30 μm (No.4), respectively, and the spot intensity can be adjusted 
from 0 to 100. The probe current is reduced by using a smaller spot intensity and/or a smaller 
sized movable aperture.  
      We tested how the signal intensity of X-ray spectrums responded to adjustments of both the 
electron optical system (i.e. the aperture, Vacc, and spot intensity), and the X-ray acquisition 
parameters (processing time and dwell time). During “processing”, Aztec shapes and bins the 
X-ray signals, which results in reduction of the noise components, i.e. it yields more accurate 
measurements of the energies of the X-rays. High-energy resolution EDS spectra are acquired 
with long processing times, because the measurement error of the X-ray energy values 
decreases. 
      EDS data are collected as pulses. During processing of each pulse, when the incoming 
voltage or current pulses are detected by the EDS detector, the detector is effectively switched 
off for the period of time known as the “dead time”, which is given by: 
Dead time = (1 – Output rate/Input rate) x 100 
At the best signal intensity the output count rates will display as dead time of ~40 %. This tends 
to maximize output yet retain reasonable analytical time (Figure 2.3). To obtain the most 
accurate possible analyses of chemical compositions, output rates for a given sample and 





Figure 2.3. Relationship of the output and input count rates and the dead time. A dead time of 
~40 % optimizes both user/machine time and moderate to high throughput of counts (Goldstein 
et al., 1992; Goldstein et al., 2003).  
 
2.3.3. Estimating analytical spatial resolution 
 
      We have estimated analytical spatial resolution by acquisition of line scan analyses and 
point measurements using the SEM-EDS, and theoretically through Monte Carlo simulations 
(Fig. 2.1). We have also evaluated the change in lateral analytical resolution with reducing 
Vacc or probe current.  
 
2.3.3.1.Line scan analyses  
 
Line scan analyses to evaluate analytical spatial resolution were acquired across a sharp, 
non-diffused compositional boundary between quartz aggregate and sanidine that was 
synthesized by diffusion bonding  (sanidine to albite) (Figure 2.4). The quartz aggregate was 
sintered from quartz powder (SIL-CO-SIL) by hot isostatic pressing at Metal Technology Co. 
Ltd in Japan. The feldspar (sanidine) was a natural single crystal. The surfaces of these 
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materials were bonded by heating at 1130 ºC for 4 hours. A fine-grained albite powder (d<300 
nm) was spread between the quartz and the sanidine to allow the sanidine to diffuse easily. A 
groove inscribed into the surface across the boundary allowed observation in 3D of the 
inclination of the boundary with respect to the sample surface (Figure 2.4a). This allowed us 
to set the sample in the SEM in an orientation where this boundary was parallel to the beam of 
the SEM (Figure 2.4b, c). Measurements were made along lines perpendicular to the quartz-
feldspar boundary at pixel dwell time of 60 ms and interval of 0.05 µm with varying Vacc but 
fixed aperture (No. 3 = 50 μm), and with spot intensity/spot size (65-70). We measured the 
signal intensity of Kα lines of major elements along lines perpendicular to the boundary 
between quartz-feldspar (Figure 2.4d). Lines were measured from 3 different areas. For each 
measurement, the measured signal intensities at the analytical points were fit by a smoothed 
line using a smoothing method of 'loess' on MATLAB script and the distance between points 
corresponding to 1 % and 99 % of the total intensity was evaluated as the “analytical spatial 
resolution” (Figure 2.5). While it is likely beyond the scope of this study, the position of the 
(EDS) detector relative to the experiment does make a difference, and anyone wishing to 




Figure 2.4. Images of the boundary between quartz and sanidine/feldspar synthesised and 
analysed during this study. (a) Plain polarised light optical microscope image of a groove along 
the boundary created by scoring the sample with a sharp instrument showing the boundary is 
perpendicular to the surface. (b) (c) SEM-BSE image of the measured boundary between quartz 





Figure 2.5. Signal intensity of the Kα line from Al measured at 15 kV Vacc on a line across 
over the boundary of quartz and feldspar. The blue line represents the actual values and the red 
line represents the smoothed values. (There is a small contribution of "secondary fluorescene" 
to the Al signal, as the energy of Si Ka from the qz (1.74 keV) will excite some Al Ka (edge 
energy of 1.56 keV)—a small point; here the location of the EDS detector relative to the 
boundary is meaningful. Perhaps only impact of a fraction of a micron) 
 
2.3.3.2.Monte Carlo simulations 
 
The Monte Carlo simulations carried out to employ a variety of approximations of the 
physics involved in electron scattering, X-ray generation and X-ray absorption within the 
sample. They were performed by two programs, CASINO (Hovington et al., 1997) and 
PENEPMA (Llovet and Salvat, 2016). Only the latter of these two takes into account the effects 
of the geometry of the measured compositional boundary (and secondary fluorescence). 

















and 100 nm incident beam diameter for Al-Kα, K-Kα and Si-Kα at Vacc of 7 kV, 9 kV, 10 kV 
and 15 kV in a single phase of K-feldspar. 
      The aim of PENEPMA, applied with the WISC-Resolution program is to determine the 
analytical spatial resolution obtained by electron probe microanalysis (EPMA) for a certain 
Vacc, geometry and sample composition, in a known surrounding matrix. The PENEPMA 
program (Llovet and Salvat, 2016), which is based on the multi-purpose Monte Carlo Code 
PENELOPE (Sempau et al, 1997), simulates the x-ray intensities emitted from a sample under 
electron beam irradiation, and the absorption of the x-rays as they pass through the material 
before reaching a detector mounted above the sample (and any secondary x-ray fluorescence 
developed). The beam diameter is also a user-defined parameter as well as CASINO. To obtain 
the analytical spatial resolution of a given element present in the inclusion, the x-ray intensity 
of the element is recorded as a function of the size of the inclusion. The analytical spatial 
resolution is the size of inclusion above which the emitted x-ray intensity value does not change 
more than ±1% when the size of the inclusion increases. This 1% tolerance is required to 
account for calculated analytical error.  
      We have also modelled changes in simulated intensity of X-ray of Al-Kα, Si-Kα, and K-
Kα across the compositional boundary between quartz and K-feldspar. In these models we 





2.3.4.1. Carbon coating 
In an elemental analysis by EDS, a carbon coat of a few tens of nm is typically applied to the 
sample surface of non-conductive materials to make them conductive. Quantitative analyses at 
lower Vacc can be very sensitive to the thickness of this carbon coat. McSwiggen (2014) 
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demonstrated that the difference in counts in the Fe Kα-line between a coated and uncoated 
sample is in the 0.5 % range at high Vacc, but that the difference is up to 6 % at 10 kV between 
a standard with a 10 nm coating and an unknown with a 30 nm coating. This indicates that it is 
important to ensure that the same coat thickness is applied both to standards used for 
standardization and measured as unknowns in analyses at low Vacc. In our analyses we strictly 
controlled these thicknesses to be 20-30 nm by coating a brass bar at the same time and ensuring 
that the colour achieved on it was the same (e.g. 
https://www.cefns.nau.edu/geology/malabs/Microprobe/Stage-Samples.html). To evaluate the 
effect of the carbon coat thickness, we measured concentrations of each element in glasses and 
anhydrous samples with an uncontrolled, 40 – 80 nm thick coating and in the same samples 
with a carefully controlled 20 nm thick coating at 9 kV. 40 – 80 nm thick carbon coats were 
applied by a quick carbon coater SC-701C made by SANYU ELECTRON, Tokyo, Japan. ~20 
nm thick carbon coats were applied by an auto carbon coater JEC-560 made by JEOL, Tokyo, 
Japan. 
2.3.4.2. Calibration and standardization 
 
 We used a silicon wafer for the spectrum calibration instead of the more commonly-used 
pure cobalt standard (suggested by Oxford for Aztec) if the Vacc was below 15 kV, because the 
Kα lines of cobalt are not strongly excited below 15 kV. Standardization was also carried out 
to improve the accuracy for quantitative analysis. Initially, we measured natural mineral 
standards as unknown minerals, and standardized with JEOL standards. There were 
unacceptable errors in the results because 1) the composition of natural minerals is not 
homogeneous within a grain, 2) the natural standards did not have similar elemental 
concentrations to the expected concentrations in unknown minerals, and 3) the 40 – 80 nm  
carbon coat was too thick, and of different thickness to the carbon coat on the JEOL standards.   
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 Subsequently, to minimize errors introduced by the matrix correction, we used standards 
for each element with similar elemental concentrations to the expected concentrations in the 
unknown minerals and their K-ratio values were used to standardize for quantification at lower 
Vacc (Table 2.1). This was only feasible for Na, Mg, Al, Si, K, Ca, Ti, Cr, Mn, and Fe. The 
glass standards used are USGS glasses BIR-1G, BHVO-2G, BCR-2G, NKT-1G, and NIST 
glasses K411 and K412 (Marinenko, 1982). The anhydrous mineral standards used are fayalite 
(Wards, Crystal Park), rhodonite (Minas Gerais), albite (Amelia) and olivine (Kilbourne Hole). 
The hydrous minerals used are biotite (LP6-2), clinochlore (USNM 87144 -Ogushi, Hizen, 
Japan), clinochlore (USNM R4512 - Tilly Foster Mine, New York) and chlorite (PS-516 -West 
Chester, PA). These standard samples of glass, anhydrous and hydrous minerals were measured 
using all the different methods and/or conditions for the standardization and verification of 
measurements at lower Vacc (Table 2.2 and 2.3).  
At lower Vacc, surface effects, such as differences in conductive coating thicknesses, have 
much greater impact on the measurements, tending to reduce their accuracy. For this reason we 
were very careful both to verify ensured accuracy by measuring the well-polished surface of 
various standard samples, and to strictly control the thicknesses of carbon coats. 
Table 2.1.  Major element concentrations in standards used for the standardization at lower 
Vacc 
element standard element wt% oxide wt% 
Si BIR (USGS) 22.42 47.96 
Ti KTiPO5 (Jeol) 24.18 40.35 
Al Jadeite (Jeol) 13.35 25.22 
Fe K411 (NIST) 11.21 14.42 
Mn Mn (Jeol) 100.00  
Mg K412 (NIST) 11.66 19.33 
Ca K412 (NIST) 10.90 15.25 
Na Jadeite (Jeol) 11.37 15.33 
K KTiPO5 (Jeol) 19.75 23.79 
P KTiPO5 (Jeol) 15.65 35.86 
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Table 2.2.  A list of standards used for the measurements. Marked standards were measured 
by WDS or EDS at different conditions.  













Glass NIST K411 glass ⃝ ⃝ ⃝ ⃝ ⃝ ⃝ 
 NIST K412 glass ⃝ ⃝ ⃝ ⃝ ⃝ ⃝ 
 USGS BIR-1G basaltic glass ⃝ ⃝ ⃝ ⃝ ⃝ ⃝ 
 USGS BHVO-2G basaltic glass ⃝ ⃝ ⃝ ⃝ ⃝ ⃝ 
 USGS BCR-2G basaltic glass ⃝ ⃝ ⃝ ⃝ ⃝ ⃝ 
 USGS  NKT-1G nephelinite glass ⃝ ⃝ ⃝  ⃝  
Anhydrous 
mineral Fayalite - Wards - Crystal Park ⃝ ⃝ ⃝ ⃝ ⃝ ⃝ 
 Albite-Amelia  ⃝ ⃝ ⃝ ⃝ ⃝ ⃝ 
 Olivine-Kilbourne Hole  ⃝ ⃝ ⃝ ⃝ ⃝ ⃝ 
 Rhodonite - Minas Gerais ⃝  ⃝    
Hydrous 
mineral Biotite LP6_2 ⃝ ⃝ ⃝  ⃝  
 
Clinochlore-USNM 87144 -Ogushi, Hizen, 
Japan  ⃝ ⃝ ⃝ ⃝  
 
Clinochlore - USNM R4512 - Tilly Foster 
Mine, NY  ⃝ ⃝ ⃝ ⃝  
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2.3.5. Verification of measurements at lower accelerating voltage conditions 
We evaluated the accuracy by measuring major element oxide wt% values of the 
standard samples which were used in the standardization at a range of fairly low Vacc. These 
were compared to reference values using relative differences which represent errors. The 
relative differences are the difference between the measured oxide wt% of an oxide and a 
reference value (such as the oxide proportion determined at a different Vacc, or by a different 
method) divided by the reference value, ie.   
 
Relative difference = (measured value - reference)/reference × 100 (%)             Equation (1) 
 
      The reference values are the compositions of standard samples measured using a CAMECA 
SX-5-FE electron microprobe (EMP) at the University of Wisconsin-Madison (UW-MSN) or 
a JXA‐8800 (JEOL, Tokyo, Japan) EPMA at the GSJ-lab in GSJ, AIST (see Table 2.1 for 
conditions). The composition were also measured using EDS in HITACHI SU-3500 SEM at 
the 15 kV Vacc at AIST. 
 
2.4. Results of verification 
 
2.4.1. Signal intensity of X-ray spectrum 
 
 The probe currents able to be obtained on the GSJ/AIST HITACHI SEM are changed by 
various combinations of modifying Vacc, aperture, and spot intensity/spot size, as well as 
processing time. The combinations of these settings found to be optimal for these currents, are 
demonstrated in Table 2.4. The best range of operating conditions and resultant probe currents 
employed for the measurements are shown in Table 2.3. 
35 
 
Table 2.4. Count rates of characteristic X-rays by EDS at different conditions. 
Voltage (kV) Aperture1 Spot intensity2 Process time Input (cps) Output (cps) Dead time (%) Ib* (nA) 
15 2 80 4 405000 126700 97 13.2 
15 2 70 4 172000 45590 74 4.8 
15 2 60 4 69300 40960 41 1.76 
15 2 50 4 25370 21000 16 0.6 
15 3 90 4 428000 95200 98 14.6 
15 3 80 4 190000 44000 79 5.35 
15 3 70 4 74000 43000 43 1.9 
15 3 60 4 27780 22400 20 0.7 
        
7 2 90 4 97000 48000 52 5.73 
7 2 80 4 37000 28000 24 2.13 
7 2 70 4 14000 13000 10 0.79 
7 2 80 5 37000 21000 44 2.1 
7 2 70 5 14000 11500 19 0.79 
        
5 3 90 5 79000 23000 70 6.4 
5 3 80 5 29500 19200 35 2.3 
5 3 70 5 11100 9200 16 0.85 
5 3 78 5 24000 16500 32 1.9 
5 2 78 5 30000 18500 37 2.4 
Ib*=probe current 
1 The movable apertures on the GSJ/AIST HITACHI SEM have diameters of 150 μm (No. 1), 80 μm (No.2), 50 
μm (No. 3) and 30 μm (No.4). 
2 Spot intensity is ‘spot size’ which is controlled by knobs that reduce beam current by changing C1 and C2 lens 






2.4.2. Estimating analytical spatial resolution  
 
2.4.2.1. Line scan analyses 
The analytical spatial resolutions were estimated by measurements from the three lines 
across the synthetic boundary (Table 2.5). The results of these line scan analyses demonstrate 
that the lateral analytical resolution improves with reducing Vacc (Appendix C and Figure 2.6 
and 2.7). The minimum and maximum ranges of estimates for the resolution are 1283-1667 nm 
at 7 kV, 1750-1817 nm at 10 kV, and 1933-2633 nm at 15 kV. The resolution at 7 kV are 
approximately half of the resolution at 15 kV for each element. The resolution for K-Kα at 7 
kV and 15 kV are slightly less (~300 nm and ~600 nm respectively) than the distances for Al-
Kα or Si-Kα except for at 10 kV. 
 
Figure 2.6. A line scan data across a boundary of quartz and feldspar measured at 10 kV 
















Si fitted Al fitted
K fitted Si raw
Al raw K raw
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Figure 2.7.  Analytical spatial resolutions at different Vacc for Al-, K- and Si-Kα lines which 
are the average of three different line scan analyses calculated from the line scan data. The error 
bars show the range from the smallest to largest distance (the spatial resolution) obtained by 
line scan analyses across each boundary. 
 
Table 2.5. The average values of analytical spatial resolution (nm) for each element at Vacc of 
7 kV, 9 kV, 10 kV and 15 kV indicated by the line scan analyses. 
Vacc 7 kV 10 kV 15 kV 
K-Kα 1280 1780 1930 
Si-Kα 1670 1750 2570 
Al-Kα 1480 1820 2630 
 
 
2.4.2.2. Monte Carlo simulations 
 
The simulated X-ray radial distributions by CASINO were output and evaluated to 
determine the lateral distance (2 times the radial distance) within which 99.9% of the emitted 
X-ray intensity was contained (Figure 2.8). This lateral distance equates to the analytical spatial 







































Table 2.6.  Lateral distances (= analytical spatial resolutions) (nm) at 7-15 kV evaluated by 
CASINO modelling. 
Vacc  7 kV 9 kV 10 kV 15 kV 
Al -Kα 720 1120 1360 2760 
K -Kα 520 900 1130 2500 




Figure 2.8. The radial X-ray distribution of Al-Kα at 7 kV simulated by CASINO. Blue 
indicates the x-rays generated that do not escape the sample and red indicates the x-rays that 
escape from the sample and reach the detector. 
 
The results show that the simulated analytical spatial resolutions for Al-Kα are similar to the 
resolutions for Si-Kα at all Vacc (7 kV, 10 kV and 15 kV) and have a linear relationship to 
Vacc (Table 2.6 and Figure 2.9). For K-Kα, the distances are slightly shorter than the distances 





 In these simulations, the radial distances (half the lateral distances) within which 99.9% 
of the cumulative X-ray intensity was detected, were taken as the analytical spatial resolutions. 
However, this cutoff intensity gives different values than at 99.0 % of cumulative intensity 
(Table 2.3). For example, when the cutoff intensity is 99.0%, the radial distance is 100 nm 
lower than for a cutoff of 99.9 % for Al-Kα at 7 kV. When it is 99.0%, the radial distance is 
424 nm lower than for a cutoff at 99.9 % for Si-Kα at 15 kV (Figure 2.9).  
 
 
Figure 2.9. Lateral distances (=analytical spatial resolutions) simulated by CASINO (solid 
lines) versus Vacc, evaluated at both 99.9% and 99.0% of cumulative intensity. The errors were 
not calculated for these simulations. 
The simulated intensity of K-Kα X-rays at 15 kV for K-feldspar on the right and quartz 
on the left by PENEPMA is shown in Figure 2.10. The estimated analytical spatial resolution 
across this boundary is 2550 nm according to a rise from -1.3 to +1.25 microns using the 99% 
criterion. The results vary for different sample geometries. If we chose to set a spherical 
inclusion, the estimated analytical spatial resolutions are larger than those estimated for our 































Figure 2.10. The diagram shows the simulated intensity of X-ray of K-Kα profile (left side: 
quartz, right side: K-feldspar) at 15 kV against beam offset (µm). The red lines represent 100 % 
of signal intensity for K-Kα in quartz or feldspar and the yellow lines represent 99 % of the 
intensity. The plotted errors are 3 sigma, i.e. the extreme values that bracket 99.7% of the 
theoretically simulated intensities. 
 
2.4.3. Verification of measurements at lower accelerating voltages 
 
2.4.3.1. Reference values  
The reference values measured by WDS at UW-MSN, WSD and EDS at normal (15 
kV) conditions at AIST (Appendix B). The ranges of standard deviations of EDS analyses at 
15 kV at AIST are < 0.37 wt %, as small as these ranges in WDS analyses (< 0.46 wt %). 
The relative differences between WDS measurements at UWM and WSD measurements at 
AIST are < ~3 % except for Fe-oxide (4.2 %) in olivine and Na2O (4.4 %) in albite when the 
concentration is > 5 wt% (Fig. 2.11). Also the relative differences between WDS data at 
































concentration is > 5 wt%. The relative differences between WDS data at AIST and EDS data 
at 15 kV are < ~3 % except for K2O in Biotite (~10.3 %) when the concentration is > 5 wt%. 
 
 
Figure 2.11. Relative differences of (a) WDS measurements made at AIST, and WDS 
measurements made at UWM, (b) EDS measurements made at 15 kV conditions, and WDS 
measurements made at UW-MSN, and of (c) EDS measurements made at 15 kV conditions, 
and WDS measurements made at AIST for each oxide.  
The general accuracy of EDS analysis with SDD when compared to WDS, has 
previously been estimated as ± 2 % of the relative difference for major elements when 























































































the relative differences of Fe-oxide in olivine and Na2O in albite show slightly higher, however, 
the values for the glasses show acceptable errors. The higher relative differences in natural 
minerals may be caused by the heterogeneity of the chemical composition. Therefore, we think 
that these values of WDS and EDS measurements at normal conditions are acceptable to use 
as the reference. 
 
2.4.3.2. Glass and anhydrous mineral at 9 kV and 10 kV  
 The major element concentrations measured by EDS at the 9 kV and 10 kV conditions are 
shown in Tables 2.11 and 2.12.  Signal intensities of Fe-Kα spectra of BIR-1G at 10 kV are 
much higher than those at 9 kV, so it is much better to quantify values at 10 kV (Figure 2.12). 
For the 9 kV condition, the relative differences are < ±2 % except for FeO, where relative 
differences range from -4.6 to 6.6 when the concentration is > 5 wt % (Appendix B and Figure 
2.13a). At 10 kV the relative differences are mostly < ±~2 %, but for FeO in olivine they are 
as high as ~5.5 % when the concentration is > 5 wt % (Appendix B and Figure 2.13b). And the 
relative difference for FeO in olivine compare to WDS at AIST is ~2.2 %. However, the relative 
differences for other FeO analyses are substantially improved compared to those obtained at 9 
kV. Also, the relative differences for other oxides are substantially lower at 10 kV than at 9 kV 





Figure 2.12.  Fe-Kα spectra of BIR-1G measured at 9 kV and 10 kV of Vacc. 
 
  
Figure 2.13. Relative differences of major element concentrations measured in glass and 
anhydrous mineral standards measured by EDS at (a) 9 kV and (b) 10 kV, compared to 



































































(b) At 10 kV(a) At 9 kV  
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2.4.3.3. Hydrous minerals at 9 kV and 10 kV  
 
 Measurements made by EDS at 9 kV and 10 kV are compared to measurements made by 
WDS at AIST in Tables 2.11 and 2.12.  At 9 kV, when the concentration is > 3 %, the relative 
differences are fairly high, e.g. 4.1 % for MgO in clinochlore, ~10 % for K2O in biotite, ~11 % 
for Fe-oxides in clinochlore, but they are lower (< ±~3.5 %) for other elements (Table 2.14 and 
Figure 2.14a). At 10 kV when the concentration is > 3 %, the relative differences are also fairly 
high for Fe-oxides in clinochlore (4.7 %), but lower (< ±~3.5 %) for other elements (Apendix 
B and Figure 2.14b). 
 
Figure 2.14.  Relative differences of major element concentrations measured in hydrous 
mineral standards by EDS at (a) 9 kV and (b) 10 kV, compared to values measured by WDS at 
AIST. 
 
2.4.3.4. Quantifying Fe-oxides  
 The relative differences for Fe-oxides in glass and anhydrous samples at different Vacc 
are shown in Figure 2.13 and 2.14. Kα lines of Fe in K411 (which has Fe-oxides = 14.42 wt%) 
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are low (< ±1 %) and acceptable. When the concentration is < 5 %, the relative difference at 
10 kV is lower than at 9 kV. The standard deviations of concentration values (wt%) of Fe-
oxides at 9 kV are 0.21 - 0.44 for glasses and anhydrous minerals and 0.45 - 0.52 for hydrous 
minerals. At 10 kV, the standard deviations are 0.16 - 0.32 for glasses and anhydrous minerals 
and 0.23 – 0.38 for hydrous minerals. The relative differences of Fe-oxide concentration values 
in chlorites at 9 kV are higher than differences at 10 kV or 15 kV indicates that the detected 
intensities/counts of Fe-Kα lines at 9 kV were unstable and not enough to quantify the values 
(Appendix B and Figure 2.15).  
 
 
Figure 2.15. MgO and Fe-oxides concentrations (wt %) in chlorites measured at 9 kV, 10 kV 
and 15 kV, compared to measurements made by WDS at 15 kV at AIST.   
2.4.3.5. Effect of the thickness of the carbon  
 
 The relative differences compared to the WDS measurement values were calculated. For 
> 40 nm thick coats, the relative differences are notably higher in Ca, Mg, and Ti than for the 
~20 nm thick coats (Figure 2.17). This result confirms that uncontrolled and/or thick (> 25 nm) 
carbon coats yield lower measurement accuracy because the carbon film both reduces the 
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effective "landing energy" of the Vacc and also absorbs the emerging x-rays, and it is more 
effective at lower Vacc (McSwiggen 2014; Geshi et al. 2017) (Figure 2.16).  Therefore, coat 
thickness should be carefully controlled, and preferably thin (such as 20 nm).   
 
Figure 2.16.  Spectra of Fe-Kα in BIR-1G measured at 9 kV of Vacc with different thickness 
of carbon film, demonstrating the reduction in counts that results from a thicker coat.  
 
  
Figure 2.17. Relative differences in major element concentrations measured by EDS at 9 kV 
compared to WDS measurements made at UWM when the thickness of carbon is (a) > 40 nm 




































































2.5.1. Comparison between of simulated and measured values 
 
Analytical spatial resolutions by line scan analyses (Figure 2.7) with cutoff values 
ranges from 1% to 99%. For most elements, they are similar to those estimated by CASINO 
simulations at all Vacc except 7 kV (Figure 2.9). The analytical spatial resolutions estimated 
by different methods are compared in Table 2.7 and Figure 2.18. The exception is K, which is 
also discordant at 15 kV. At 15 kV, the ~2600nm resolution simulated using PENEPMA for 
the ‘no diffusion’ geometry matches the results measured by line scan analyses. The analytical 
spatial resolutions measured by line scan analyses are ~700 nm and ~400 nm larger than those 
estimated by Monte Carlo simulations at 7 kV and 10 kV respectively. They also show larger 
errors than those estimated by both Monte Carlo simulations and line scan measurements at 15 
kV. 
Comparison of the 'interaction distances' for cutoff values of 99.0% and 99.9% at 
different Vacc shows that a cutoff value of 99.9% in CASINO simulations provides similar 
estimates to those derived from the PENEPMA for the ‘no diffusion’ geometry. We would 
expect that, for any one element, the ratio of distance estimated using the 99.0% and 99.9% 
cutoffs would be the same for any Vacc. However, this is not the case, particularly when 
comparing simulations at <10kV to those at 15kV. This indicates that simulations for different 
three-dimensional crystal volume geometries (such as spheres, diffusion couple and 
rectangular prism), are best performed using the 3D PyPENELOPE method (PENEPMA; 
Llovet and Salvat, 2016). However, in the PENEPMA simulations, very different resolutions 
are estimated for different boundary geometries (Table 2.7). At the low Vacc, the geometry of 
any particular crystal boundary has more impact on the simulated resolutions than at higher 
Vacc. At 7 kV, the resolutions simulated using a sphere geometry in PENEPMA match best 
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with the line scans. We suspect that this is because the synthesized boundary between quartz 
and feldspar was not completely perpendicular to the surface. The mismatch at 7 kV is also 
partly explained by the fact the lower signal intensity results in unstable analytical results and 
larger errors than at 15 kV.  
 
Figure 2.18. Comparison of results from different methods of estimating the analytical spatial 
resolution. The resolutions evaluated by CASINO for 99.9% of cumulative intensity and the 
resolutions evaluated by PENEPMA using the ‘no diffusion’ geometry are shown. The errors 




















































Table 2.7. Analytical spatial resolutions (nm) estimated by the line scan, point measurements, 




















Line scan 1480 1670 1280 1820 1750 1780 2630 2570 1930 
CASINO 
(99.9%) 
720 700 520 1360 1330 1130 2760 2730 2500 
PENEPMA 
(no diffusion) 700 620 520 1400 1300 1100 3350 2700 2550 
PENEPMA 
(sphere)  1500 1500     5000 5000 
 
2.5.2. What is the smallest crystal that can be quantitatively analysed? 
 
The smallest round/spherical crystal that can be accurately analysed has a diameter 
equal to the analytical spatial resolution in the diffusion profile. An analysis of a crystal of this 
size exactly in its centre should yield a 99 % accurate composition. In other words, 99 % of all 
the elements at the centre of the crystal excited by the electron beam would be collected by the 
detector (Figure 2.19). The evaluated resolutions are ~500 - 1700 nm, ~1100 - 2300 nm, and 
~2500 - 3300 nm at 7 kV, 10 kV, and 15 kV respectively. These distances are also the minimum 
diameter of crystals (if cylindrical in shape) which can be quantified with <~2 % error. 
According to our measurements and simulations, the minimum diameters of analysable crystals 
(if cylindrical in shape) are ~500 - 1700 nm, ~1100 - 2300 nm, and ~2500 - 3300 nm at 7 kV, 





Figure 2.19. Illustration of the relationship between the size of the smallest round/spherical 
crystal that can be quantitatively analysed to yield a 99 % accurate composition and the 
analytical spatial resolution. The latter is also equal to the diameter of the crystal. 
2.5.3. Limitations for quantifying Fe-oxides 
 
We have found that that measured Fe-oxide concentrations display particularly large 
errors compare to WDS measurements at 7 kV and 9 kV. However, measurements at 7 kV 
using Fe Lα lines are more accurate than measurements at 9 kV or 10 kV when the Fe-oxide 
and O concentrations in an unknown are similar to those in the standard and the Fe-oxide 
concentration is > 5 wt% in the unknown (the difference is ± 5 wt %). Gopon et al. (2013) have 
demonstrated that quantification based on Fe Ll-n can provide significant improvements in 
accuracy of EPMA of Fe silicides at low voltages of 5 kV and also pointed out problems for 
quantification based on L lines that result from anomalies related to Fe Lα and Lβ X-ray 
emission lines. Given all these conflicting sources of uncertainty, it is simpler to use Vacc that 
are sufficient to allow quantification of Fe from its Kα lines. When we use Fe Kα lines at 9 kV, 
the overvoltage is not high enough to allow quantification, so the errors are comparatively large. 
Therefore, we suggest that 10 kV is the most appropriate Vacc for quantitative analysis if the 
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sample contains Fe and Ti. However, there is some potential for quantitative analysis by both 
WDS and EDS using L lines of Fe at the lower voltage if alternative matrix correction 
procedures (e.g. area K-ratios, Moy et al, 2019) are used. 
2.5.4. ESD vs. WDS methods 
 
Past studies have demonstrated that the WDS method is more accurate (error of <1 %) 
than the EDS method. They find the analytical spatial resolution using WDS at normal Vacc 
(≥15 kV) is 1-4 µm using a tungsten gun beam and ~3 µm using a field emission (FE) gun 
beam (Moy et al., 2019). The analytical spatial resolutions estimated by EDS line scans  
improved up to ~2 µm at 10 kV with the tungusten gun, and the relative difference error is 
acceptable, < ±~3.5 %, for the major elements (Si, Ti, Al, Mg, Ca, Na). The error for Fe is < 
±~5 % which is not accurate enough to quantify, but acceptable to identify minerals. Also EDS 
damages the specimen less than WDS, because the probe current is smaller and the acquisition 
time is faster. This indicates it is better to use EDS than WDS with a tungusten gun for initial 
identification of minerals.  
Fournelle et al. (2016) investigated improving the analytical spatial resolution by WDS, 
and with an FE gun, was able to reduce the resolution to ~0.5 µm at 5-7 kV for the major 
elements except Fe (Fournelle et al., 2016). Recently, Moy et al. (2019) successfully quantified 
Fe using Fe-Lα and –Lβ, and suggested it may be worthwhile to also try this with EDS. 
2.6. Conclusions 
 
 Analytical spatial resolutions for EDS analyses at different accelerating voltages were 
evaluated. Analyses of real and synthetic samples indicate that this resolution is 
improved at lower accelerating voltages. The evaluated resolutions (for Al and Si Kα, 
and K Kα, in K-feldspar) are ~500-1700 nm, ~1100-2300 nm, and ~2500-3300 nm at 7 
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kV, 10 kV, and 15 kV respectively. The compositions of crystals (if cylindrical in 
shape) with a diameter equal to these resolutions can be quantified with <~2 % error.  
 To quantify mineral compositions at lower accelerating voltages it is necessary to 
standardize using standards for each element with similar elemental concentrations to 
the expected concentrations in the unknown minerals and their K-ratio. 
 The best possible operating conditions for quantification of small minerals by EDS on 
the instrument we used for these analyses, a HITACHI SU-3500 SEM, are a 10 kV 
accelerating voltage, spot intensity/spot size (condenser lens) of 65 (Hitachi 
dimensionless value), aperture No. 3 (50 µm), and acquisition time of 60 seconds (10 
seconds for Na) with processing time of 6 by EDS (Oxford X-MaxN 80mm2 with Aztec 
3.0 software). These conditions allow quantification of > 3 wt% of oxides for Si, Ti, Al, 
Mg, Ca, Na with relative differences of < ±~3.5 %. Fe can only be quantified when the 
oxide concentration is > 5 wt % with a relative difference of < ± 5 %. For K, Cr, and 
Mn, further study is required using more standards that have different concentrations 
of K, Cr, and Mn to determine accuracy limits. For Fe oxides at 9 kV, relative 
differences range from -4.6 to 6.6 when the concentration is > 5 wt % in a glass or an 
anhydrous mineral, and the relative differences are fairly high (~-10 %) when the 











Microstructure and chemistry of various types of cataclasites 
 
Abstract 
We have examined characteristics of fault rocks that were deformed across the brittle-creep 
transition within the Alpine fault zone. The observations presented confirm the exhuming fault 
rocks were weakened by retrograde processes at this transition, and that this facilitated focusing 
of deformation. The Deep Fault Drilling Project (DFDP)-1 collected a whole range of rocks 
that were deformed across this transition, which were able to be classified into different rock 
types (Toy et al. 2015; Boulton et al., 2017a). However, these cataclasites and fractured 
mylonites comprise many different materials, reflecting many cycles of retrogression and 
deformation. This means it is difficult to infer their their formation mechanisms solely from 
simple fault rock classifications (e.g. Sibson, 1977; Woodcock & Mort, 2008), which rely on 
descriptions of features such as foliation or ratio of clasts and matrix. To untangle these effects, 
I measured chemical compositions of each mineral in a defined set of different materials and 
types of fault rocks in DFDP-1 drillcores by SEM-EDS. The new quantitative method (Chapter 
2) enabled the quantification of the compositions of fine-grained authigenic minerals (< 2µm). 
I discuss relationships of compositional variations with their host rock microstructures, 
revealing that there are minerals formed by different degrees of hydrothermal alteration in 
different types of cataclasites. The chemical compositions of minerals formed by alteration, 
such plagioclase and phyllosilicate, show that foliated ultracataclasites/cataclasites proximal to 
the principal slip zones are the most affected by hydrothermal alteration within the entire 
sequence.   
Temperatures estimated from chlorite thermometry and pressures estimated by white mica 
barometry (T=~160 - 350 ºC and P=~100 - 200 MPa) in DFDP-1 samples show the physical 
conditions the fault rocks were deformed at during exhumation. The lower T (= ~160 ºC) was 
derived from ultracataclasite within the PSZ, suggesting the chlorite within it formed at shallow 
depth. The higher T (= ~350 ºC) was derived from a mylonite sample, and suggests that these 
were chloritised at greater depth. Chlorite in cataclasites (which intervene between mylonites 
and ultracataclasites in outcrop) has more variable compositions that indicate T of ~180 - 350 
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ºC. These estimates, which are consistent with those we can infer from microstructures, suggest 
repeated cycles of brittle and ductile deformation during exhumation across the temperature 




Gouge, cataclasite and breccia are defined as brittle or cataclastic fault rocks comprising 
fractured  protolith due to focussed brittle deformation within and around a fault plane, 
typically at low temperature or high strain rate (Passchier and Trouw, 1996).  
Most of fault rocks found in DFDP-1 drillcores and outcrops within the Alpine Fault zone are 
layered mixtures of different types of fault rocks at macro/mesoscopic to microscopic scale 
(e.g. Toy et al., 2015). They have been overprinted by successive tectonic events along the fault 
plane. Therefore it is not simple to identify/classify the rock types.  
Cataclasites show random or foliated fabrics. Foliated cataclasite is defined by lithological 
banding, preferred orientation of clasts, and cataclastic shear bands. The foliation exhibits at 
both mesoscopic and microscopic scales (Lin et al., 2001). 
Previous studies have reported cyclic alternation between generation of cataclastic rocks and 
mylonitic rocks within fault zones (Simpson, 1986; Guermani and Pennacchioni, 1998). 
Phenomenon such as cataclasis after the formation of ultramylonite or mylonitization of 
cataclasite were described by Takagi et al., (2000), explaining that it formed as the deformation 
environment switched from dominantly ductile to dominantly cataclastic, or vice versa, and/or 
when co-seismic fracturing and interseismic creep alternated in the brittle-ductile transition 
zone. White and White (1983) explain that such behaviour is related to linked stress and strain 
rate variations during seismic events. Transitions in deformation mechanism have also been 
attributed to variation in fluid presence. Fluids can cause damage by corrosion and brittle 
fracturing can be stimulated by pore pressure changes (Nur, 1972; Scholz, 1972; Scholz et al. 
1973; Rice 1975).  
 
When water (rain water or sea water) stored in pores within rocks is heated by magmatic 
intrusion or tectonic activity, components of rocks are melted/reacted and hydrothermal fluids 
can be released. These fluids interact with rocks in the process of hydrothermal alteration, 
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generating hydrous minerals. The minerals that form depend on the environmental conditions, 
particularly pressure and temperature. At shallow crustal levels, clays are formed within 
fractures or pores. At greater depths, chlorite and epidote form. The major components of fault 
gouges are phyllosilicates such chlorite and white micas. These minerals are commonly newly-
formed within the fault zone. Generaly, chlorite presents a wide range of compositional 
variations depending on bulk rock composition and physiochemical environment, and the 
variation of chlorite composition can be used to constrain the temperature of formation (e.g. 
Vidal et al., 2001). The white micas also display various chemical compositions that can be 
used to estimate pressure of the formation (Massonne and Schreyer, 1987). Furthermore, 
phyllosilicates commonly have low frictional strengths so their formation can result in 
significant weakening of faults (Jefferies et al. 2006). The phyllosilicates from fault gouge in 
DFDP-1 drillcores were found to include smectite, which is associated with transformation of 
very fine-grained material produced by cataclasis during slip (Schleicher et al., 2015; Boulton 
et al., 2017a). It is suggested that these Mg-rich phyllosilicates play an important role in 
reducing the strengths of active faults (Lockner et al., 2011; Sánchez-Roa et al., 2017). A recent 
study of DFDP-2 in the Alpine Fault zone by Sutherland et al. (2017) suggested that 
temperature and fluid pressure anomalies are large in close proximity to the principal slip zone 
and this affects chemical, mineralogical and seismogenic processes. 
 
In this chapter, I aim to clarify the origins of foliated and unfoliated cataclasites by combined 
consideration of precise measurements of the compositions of minerals – from which I have 
estimated temperature and pressure during their formation – with the microstructural setting of 
those minerals. DFDP-1 drillcores typically included both foliated and unfoliated catalasites 
and they were classified into a set of units by Toy et al., (2015). The DFDP-1 core and outcrop 
samples from Martyr River, Hare Mare Creek and Gaunt Creek were collected and analysed 
by SEM-EDS. The major element compositions of minerals within cataclasites and fractured 
mylonites from DFDP-1 cores and outcrop samples in Gaunt Creek were measured and the 
textures of minerals were observed using SEM-EDS at normal conditions and also at lower 
accelerating voltages (Chapter 2). The relationships of these compositions, to fault rock type 
and texture, and to distances from the PSZ allow me to infer the formation conditions of various 




3.2. Geological settings 
 
Samples were collected from the central section of the Alpine Fault that extends for 250 km 
from the Toaroha River to the Martyr River. Along the central section, the fault has a strike-
slip rate of 27–29 mm/yr and a dip-slip rate of 2–8 mm/yr (Simpson et al., 1994; Cooper and 
Norris, 1994; Barth et al., 2013) (Figure 1.2). In the near surface (<2 km depth), the central 
Alpine Fault exhibits sequences of north-northeast striking oblique thrust faults linked by east-
northeast striking dextral faults, but at depth the orientation of the Alpine Fault is thought to 
parallel the foliation of exhumed mylonites and ultramylonites (055_/45_SE) (Norris and 
Cooper, 2007; Barth et al., 2012). The structure of the central section from km- to mm- scale 
differs markedly from that of the steeply dipping oblique-normal southern Alpine Fault (see 
also Berryman et al., 1992; Barth et al., 2013). 
 
 
Figure 3.1. Map of the South Island of New Zealand illustrating the Alpine Fault and locations 





3.2.1. Martyr Liver 
 
At the Martyr River, the damage zone width is asymmetric. It is ~160m wide within the 
Australian plate and ~80m wide within the Pacific plate. Foliations in the Greenland Group 
gneiss and mylonite both tend to strike parallel to the Alpine Fault, but dips range between 
60⁰–90⁰ to both the northwest and southeast (Sutherland et al., 2006; Barth at al., 2013). The 
mylonitic fabric tends to dip more steeply than the orientation of the gneiss fabric and a weak 
chlorite alteration overprints it. Within about 40m of the Alpine Fault core it is also cut by 
faults containing phyllosilicate gouge that can usually be constrained to have <1m of offset 
(Barth et al., 2013).  
 
3.2.2. Hare Mare Creek (Waikukupa slip) 
 
The Waikukupa Thrust in the Hare Mare Creek is a thrust segment of the Alpine Fault with a 
4 km long curvilinear surface trace and a layered PSZ gouge that sharply separates hangingwall 
mylonites and cataclasites from footwall Quaternary gravels (Norris and Cooper, 1997). The 
mylonites are ductile deformed rocks with amphibolite-facies assemblages (Sibson et al., 1979; 
Cooper and Norris, 1994; Grapes and Watanabe, 1994) and are thought most likely to have 
formed at depths greater than 8 km (Koons, 1987; Holm et al., 1989). The hydrothermally 
altered green cataclasite consists of greenschist-facies mineral assemblages (Grapes, 1993; 
Norris and Cooper, 1997). 
 
3.2.3. Gaunt Creek and DFDP-1 
 
At Gaunt Creek, there are exposures of the Alpine Fault basal thrust over Quaternary gravels 
14C dated at ca 12,650 years B.P. (Cooper and Norris, 1994). Hanging wall cataclasites and 
mylonites derived from metabasic and quartzofeldspathic schist protoliths outcrop at both 
localities [e.g., Cooper and Norris, 1994]. As it has thrust out over an unconsolidated footwall, 
the basal thrust at Gaunt Creek has changed from a moderately southeast-dipping, oblique 
reverse fault to a shallowly dipping thrust that has accommodated over 180 m of overthrusting 
(Cooper and Norris, 1994). The basal thrust on the south side of Gaunt Creek has a mean 
orientation of 059/42 SE with mean slickenline striations oriented 24/086. The fault plane 
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exposed in the terrace on the north side of Gaunt Creek is more shallowly dipping, with an 
average orientation of 005/28 SE (Boulton et al., 2012). The principal slip zone and fault core 
are extremely localized, with total thicknesses of <<1 m and <20–30 m, respectively. The 
damage zone has a minimum thickness of 70 m (the distance it extends above the principal slip 
zone) (Figure 1.3) (Toy et al., 2015). It is at this location that Toy et al. (2015) defined 8 































3.3. Entire maps of damage zones 
 
The fault zone was examined, captured and illustrated in different scales in the following 




















3.3.1. Martyr River 
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3.3.3. Gaunt Creek 










































The modal mineral assemblages were calculated by point counting of 100 points on each thin 
section. In this process, minerals were identified by standard optical microscopic methods.  
Areas of different rock types/materials were delineated within thin section scans using drawing 
software. The areas of each different material were then calculated using ImageJ software.  
The thin sections were observed by optical microscopes and scanning electron microscopes 
(SEM) equipped with energy-dispersive X-ray spectrometers (EDS) at Otago University and 
AIST. The whole thin section images were made by combining images captured under a digital 
optical microscope (Keyence Co., Japan) at AIST. The EDS maps were acquired by the Zeiss 
Sigma-FF-SEM at the University of Otago's Centre for Electron Microscopy. The SEM was 
operated at a working distance of 8.5 mm, a voltage of 15 keV and a 120 μm aperture with 
dwell time of 100µs. EDS spectra were acquired, and maps created using Aztec Software 
(https://www.oxford-instruments.com/products/microanalysis/energy-dispersive-x-ray-
systems-eds-edx/eds-for-sem/eds-software-aztec). The major element compositions were 
obtained by EDS employing an Oxford X-MaxN 80mm2 Solid State Detector (SDD) in a 
HITACHI SU-3500 tungsten filament SEM with AZtec software at the GSJ-lab in the 
Geological Survey of Japan (GSJ), AIST.
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3.4.2. Mineral assemblages 
 
Mineral assemblages of samples from outcrops and DFDP-1 cores are shown in Tables 3.1 and 
3.2. For Hare Mare Creek samples, cataclastic samples contain more chlorite and mylonitic 
samples contain more biotite and muscovite. Ultracataclasite sample and cataclastic samples 
from Gaunt Creek contain more clay minerals and matrix consists of very fine particles, so that 
they are hardly identified under optical microscope. Minerals in DFDP-1 core samples were 
identified by SEM-EDS. They are described in Section 3.5.1.  
Table 3.1. Modal (%) mineral assemblages of outcrop samples from Hare Mare Creek 
(Waikukupa River), Gaunt Creek, and Martyr River by point counting. 
 
 
Table 3.2. Mineral assemblages of DFDP-1 core samples. 
 
Sample Quartz Plagioclase K-feldspar Chlorite Biotite White mica Calcite Apatite Pyrite Sphene Epidote Others 
la36.32 X albite X X X X X X X X  Fe-Ti-(Mn)oxide 
DFDP_1A_57_2_37-42 X albite-oligoclase X X X X X X  X  TiO2 rutile? 
DFDP_1A_64_2_56-66 X albite-andesine Ba bearing  X  X X X    TiO2 rutile? 
DFDP_1A_66_2_14-29 X albite X X  X X X    TiO2 rutile? 
DFDP_1B_58_1_9-13 X albite-oligoclase X X  X X X    TiO2 rutile? 
DFDP_1A_57_2_37-42 X albite-oligoclase X X  X X X X   Fe-Ti-(Mn)oxide 
DFDP_1B_69_2_48-54 X albite X X  X  X X X    TiO2 rutile? 
DFDP_1B_71_2_55-60 X oligoclase-andesine X X X X X X   Clinozoisite 
 
Sample Location Rock type Quartz Feldspar Chlorite Epidote Hornblende Muscovite Biotite Calcite Sericite Opaque Clay/matrix Unknown 
HCF15-01 
Hare Mare Creek 
ultracataclasite 7 3 1 0 0 0 0 3 0 0 64 20 
HC16-001 Hare Mare Creek cataclasite 45 17 11 10 0 0 0 1 1 3 0 12 
HC16-003 Hare Mare Creek protomylonite 36 22 16 20 0 0 0 1 0 4 0 2 
HC16-005 Hare Mare Creek mylonite 28 24 14 14 1 0 2 12 1 3 0 0 
HC16-008 Hare Mare Creek mylonite 40 13 14 10 18 0 0 0 0 4 0 0 
HC16-010 Hare Mare Creek mylonite 32 22 0 0 0 12 28 0 0 3 0 2 
GCF15-01 Gaunt Creek mylonite 30 31 0 0 0 11 25 2 0 0 0 0 
GCF15-02 Gaunt Creek cataclasite 2 13 0 0 0 0 0 10 10 2 40 24 
GCF15-04 Gaunt Creek protocataclasite 25 32 2 0 0 0 0 0 8 3 0 29 
MR16-004 Martyr River cataclasite 9 9 0 0 0 0 0 5 0 1 58 18 
66 
 
3.4.3. Different fault rock types and microstructures of samples from DFDP-1 cores 
 
Fault rocks from the different depth of DFDP-1A cores were categorised according to the 
classification of fault rocks presented by Woodcock and Mort, (2008). Different rock types 
were traced and mapped in thin section scans. Commonly, there are several types of fault 
rocks, typically in discontinuous/poorly defined layers, within each thin section (Figure 3.6).  
Samples’ numbers are related to the depth that the sample was derived from.  For DFDP-
1A, the numbers are related to estimated depth, and for DFDP-1b samples, they are linked 
back to the Run-section_centimetric depth nomenclature that is typically used in scientific 





Figure 3.6. Different types of fault rocks from the different depth of DFDP-1A cores were 
traced and percentages of each rock type area were calculated in 2 dimensions. A 
stereological correction would be needed to convert to volumetric proportions of the 
different fault rock types.   
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Most of the cataclasites consist of several materials; 1) quartzofeldspathic clasts (with black 
seams), 2) phyllosilicate rich clasts/matrix, 3) mixtures of smaller (<~10 µm) 
quartzofeldspathic particles and phyllosilicates, and 4) black seams (Figure 3.7).  
 
Figure 3.7. (a) A thin section scan of a cataclasite sample (DFDP_1A_64_2_56-66) with 
(b) traced different materials, and (c) a coloured image by EDS large area mapping 
representing concentrations of major elements. (Ap; apatite, Cal; calcite, Chl; chlorite, Kfs; 
K-feldspar, Wm; white mica, Pl; plagioclase, Py; pyrite, Qtz; quartz) 
Here, microstructures of cataclasites from different depths (based on the P-T conditions 




Figure 3.8. Photomicrographs illustrating typical microstructures of the units defined by 
Toy et al. (2015), based on DFDP-1 core samples. 
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Sample 1a36.32 contains layers of brown clays and fractured porphyroclastic mylonite with 
quartzopheldspahic clasts. The quartzofeldspathic clasts are plagioclase-rich, but contain 
quartz and K-feldspar inclusions. Fractures along foliation (S) and shear (C”) planes are 
filled by calcite and chlorite with fine-grained (< 10 µm) plagioclase, K-feldspar and quartz. 
The brown layers consist of white micas with K-feldspar clasts and chlorite-rich, 
porphyroclastic (plagioclase) ultramylonite layers. Fractured porphyroclastic mylonite 
consists of altered quartzofeldspathic clasts with orientated white micas along S-foliation 
and C’ planes. In this rock type there are also fractures along both C’ and C” planes that are 
filled by calcite, and wider fractures along S-foliation are filled by layers of white micas. 
Fine chlorite forms within the altered clasts adjacent to calcite.  
 
Figure 3.9. Thin section, EDS map and BSE images of the cataclasite sample (1a36.32). 
(Ap; apatite, Bt; biotite, Cal; calcite, Chl; chlorite, Kfs; K-feldspar, Wm; white mica, Pl; 
plagioclase, Qtz; quartz) 
Sample DFDP_1A_57_2_37-42 consists of fractured porphyroclastic protomylonite-
mylonite, which has alternating quartzofeldspathic and mica/chlorite layers. Cataclasite 
surrounds some of the micaceous layers. The quartzofeldspathics are plagioclase, K-feldspar 
and quartz with oriented micas (biotite and whitemicas) and fractures along C’ and C” planes 
that are filled by calcite and chlorite. The mica layers consist of biotite, white micas and 
chlorite with porphyroclasts of plagioclase, quartz, apatite, and minor epidote. The 
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mica/chlorite layers contain subangular- rounded < ~10μm particles of quartz, plagioclase, 
and white micas. There are σ-type porphyroclasts of apatite and quartz with chlorite and 
phengite or biotite wings/tails. The fractures are filled by chlorite along C’ planes and K-
feldspar along C” planes within plagioclase porphyroclasts. Cataclasite consists of detrital 
clasts of biotite, white micas, K-feldspar, plagioclase and quartz from the mylonite, set in a 
matrix of authigenic, fine-grained (< 2 µm) white micas. 
Sample DFDP_1A_64_2_56-66 is a foliated cataclasite. The quartzofeldspathic clasts 
contain large (~1mm) grains of calcite. Figure 3.10a demonstrates this mineral forms rims 
around the feldspars. The margins of quartz and plagioclase grains in the clasts have chlorite 
or white micas suggesting these replace the feldspar as a result of reactions. These K-feldspar 
and white micas are randomly oriented, suggests that the reaction occurred under static 
conditions. The margins of quartzofeldspathic clasts adjacent to this black seam have 
anhedral K-feldspar (adularia) (Figure 3.10b) suggesting precipitation from a K, Al-
saturated fluid at a lower temperature, greenschist facies conditions. The plagioclase within 
a K-feldspar clast is albite however Ca contents vary in the range ~2-5 wt% (Figure 3.10c). 
 
 
Figure 3.10. BSE images of each material defined in sample DFDP_1A_64_2_56-66. 
Microfractures are delineated by red lines. (a) Cataclastic material consists of plagioclase 
(albite) particles surrounded by phyllosilicates and calcite (b) Fractures within feldspathic 
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clasts are filled by calcite, white micas and matrix (c) Plagioclase clast with oriented 
muscovite inclusions within a K-feldspar clast. (d) A boundary of phyllosilicate-rich 
ultracataclasite and plagioclase-rich ultracataclasite-cataclasite. (e) Wavy white micas and 
chlorite around small (~5 µm) rounded quartz particles (f) Anhedral K-feldspar formed 
within altered plagioclase clast. (Ap; apatite, Bt; biotite, Cal; calcite, Chl; chlorite, Kfs; K-
feldspar, Wm; white mica, Pl; plagioclase, Qtz; quartz) 
 
Sample DFDP_1A_66_2_14-29 is layered cataclasite and ultracataclasite. The calcite-rich 
cataclasite layer has large calcite veins along the foliation and is fractured at 60 to 90 to 
the foliation. In the phyllosilicate-rich, ultracataclasite layer, these are narrower calcite veins 
in K-feldspar or white micas (clay minerals) clasts. There are rounded quartz particles in a 
matrix consisting of white micas, chlorite, K-feldspar, quartz, plagioclase, and Ti-oxide. The 
feldspar-rich layer has been altered and turned into clay. In the protocataclasite-cataclasite 
layer, clasts are rich in plagioclase and narrower calcite veins with chlorite are distributed 
along foliation. There are more calcite veins in clay-rich ultracataclasite layers. Feldsparthic 
fractured layer which consists of K-feldspar and plagioclase (albite) has S-C’ fabric. The 
fractures are filled by calcite and developed along S-foliation and C’ planes. The foliated 
layers of these cataclasites and ultracataclasites were re-fractured during a later stage of 





Figure 3.11. The relationship of different materials in the thin section of sample 
DFDP_1A_66_2_14-29. (a) thin section scan. (b)(c)(d) EDS layered images with BSE 
images coloured in green for Ca, blue for Na, yellow for K, and pink for Mg.  (e) BSE image 
of layered clay clasts with calcite. K-feldspar and quartz grains are anhedral and surrounded 
by very fine (>1 µm) Mg-rich chlorite (f). (g) BSE images of altered plagioclase (albite) 
clast with calcite. There are white micas within the clast (h). (i)(j) BSE image of layered 
clay clasts. The zoomed image of (f), (h), and (j) are red rectangle areas in (e), (g), and (i), 
respectively. (Ap; apatite, Bt; biotite, Cal; calcite, Chl; chlorite, Kfs; K-feldspar, Wm; white 
mica, Pl; plagioclase, Qtz; quartz) 
 
 
Sample DFDP_1B_57_1_51 is unfoliated to weekly foliated protocataclasite-cataclasite 
consisting of quartzofeldspathic clasts (fractured quartzofeldspathic layers) filled with 
phyllosilicates. The elongated quartzofeldspathic layers are made up of quartz, plagioclase, 
K-feldspar, chlorite, and white micas. They are cut by fractures filled with calcite and 
chlorite along C’ and C” planes. The phyllosilicates align with their long axes parallel to 
foliation and C’ planes. Within the phyllosilicate-rich layer (cataclasite), clasts are finer 
quartz, plagioclase and K-feldspar derived from the quartzofeldspathics, and particles in the 
matrix are quartz, plagioclase, K-feldspar, chlorite and aggregates of white micas.  
 
Sample DFDP_1B_58_1_9-13 consists of layers of quartzofeldspathic-rich protocataclasite, 
calcite- and K-feldspar-rich cataclasite and phyllosiricate-rich ultracataclasite. In the 
protocataclasite layer, elongated quartzofeldspathic clasts have fractures along C’ and C” 
planes that are filled by calcite and chlorite. White micas (sericite) have formed within 
plagioclase grains, where they are oriented along C’ and C” planes (Figure 3.12d). In 
ultracataclasite layers, the ultracataclasite is fractured and sealed by calcite along foliation, 
C’ and C” planes. Finer (1 µm x 5 µm) platy white micas and chlorite form along C’ and C” 
planes (Figure 3.12b). In cataclasite layers, clasts of quartzofeldspathics are more altered 
and finer than in protocataclasite layers, and there are wavy dark seams along foliation 
between elongated quartzofeldspathics (Figure 3.12h).  The matrix (and dark seams) consists 
of authigenic phyllosilicates (white micas and chlorite), rounded quartz, anhedral K-feldspar, 




Figure 3.12. (a) Thin section scan and BSE images of sample DFDP_1B_58_1_9-13 
showing the relationship of different materials, (b)(c) A phyllosilicate-rich layer that chlorite 
and white micas show preferred orientation. (d) A boundary of quartzofeldspathic clast and 
cataclasite layer. The white micas occur as sericite within a plagioclase clast (e) and develop 
as illite within a cataclasite layer (f)(g). (h) A boundary of qurtzofeldspathic 
(protocataclasite) layer, phyllosilicate-rich (ultracataclaste) layer, and calcite- and K-
feldspar-rich (cataclasite). (i) Matrix of very fine grained materials in the between layers. (j) 
Fine-grained clays. (k) unfoliated cataclasite layer consists of feldspars, calcite and white 
micas. (Ap; apatite, Bt; biotite, Cal; calcite, Chl; chlorite, Kfs; K-feldspar, Wm; white mica, 
Pl; plagioclase, Qtz; quartz) 
Sample DFDP_1B_69_2_48-54 is a foliated cataclasite (unit 6: lower foliated cataclasite). 
The quartzofeldspathic clasts consist of ~50 % plagioclase, ~40 % K-feldspar, and ~10 % 
quartz.  Quartz and plagioclase clasts are elongated 0-30 to the foliation (Figure 13a). K-
rich clasts are randomly distributed and formed in the margin of clasts (Figure 13b). The 
calcite veins fill fractures both perpendicular and parallel to the foliation. Chlorite also fills 
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fractures in these clasts, especially around plagioclase clasts. The fractures are ~60 to the 
foliation.  
The black seams are parallel to the foliation and consist of pyrite, Ti-oxide, chlorite, white 
mica, and apatite with sub-rounded to rounded plagioclase and quartz particles (< 0.1 mm) 
(Figure 13e).  The quartz clasts contain microfractures, which have allowed them to extend 
parallel to the foliation, and the fractures are filled by calcite and/or chlorite (Figure 13j). 
This means that this mineral was displaying a brittle response to deformation rather than 
deforming by temperature-sensitive creep (e.g. dislocation creep or grain size sensitive 
creep). The quartz particles have pressure shadows containing chlorite (Figure 13ej). Some 
plagioclase particles contain oriented white micas (sericite) (Figure 13f). Additionally, there 
is a concentration of pyrite grains which appear to ‘wrap’ around a quartz grain (another way 
of saying this is that the quartz grain ‘indents’ the layer), which suggests that flattening in a 
NNW-SSE direction across this particular thin section was accommodated by the dissolution 
of material out of the pyritic layer. However, the pyrite did not dissolve so it is clearly an 
insoluble phase under the conditions of the deformation.  
The phyllosilicate-rich layers are cataclasite to ultracataclasite cross-cutting the 
quartzofeldspathic clasts, consist of sub-rounded to rounded quartz, albite, and calcite 
particles in a matrix of white micas, chlorite, K-feldspar, calcite, and Ti-oxide (Figure 
13d,g,h). These phyllosilicate-rich layers may be cemented by very-fine grained aggregates 
rich in sericite, which are altered remnants of K-feldspar and plagioclase, because the 
feldspathic clasts with fractures filled by calcite and chlorite become more fine-grained 
towards to the phyllosilicate layer (Figure 13b). It is most likely that K-feldspar precipitated 
from K, Al-saturated fluid adjacent to plagioclase, then these clasts were reacted to 
phyllosilicates and gradually and coevally comminuted to form the cataclasite by shear 




Figure 3.13.  The relationship of different materials of the thin section of sample 
DFDP_1B_69_2_48-54. EDS layered images with BSE images of; (a) Quartz clast and (b) 
feldspar clast coloured in green for Ca, blue for Na, yellow for K, and pink for Mg.  (c)(e) 
A black seam (indicated by an arrow). (f) Chlorite (arrow) rimmed albite clast with oriented 
mica (sericite) inclusions. (g) Reworked cataclasite clast in phyllosilicate-rich layer (d). (h) 
Chlorite and mica fillings/cements between rounded quartz clasts. (j) A rounded quartz 
particle is wrapped by pyrite in a black seam. (Ap; apatite, Bt; biotite, Cal; calcite, Chl; 
chlorite, Kfs; K-feldspar, Wm; white mica, Pl; plagioclase, Qtz; quartz, Pyr: pyrite) 
 
Sample DFDP_1B_71_2_55-60 is ultramylonite. The quartzofeldspathic layers consist of 
porphyroclasts (<~2 mm) of plagioclase (oligoclase-andesine) with elongated quartz. Some 
plagioclase displays kink bands, undulose extinction, and twins (Figure 3.16). Chlorite and 
calcite fill the fractures which are ~30 to 60 to the foliation. Mica layers consist of elongated 
white mica, chlorite, biotite, subrounded epidote, quartz, plagioclase, and K-feldspar. The 
quartzofeldspathics in the mica layers are fine-grained (~10 µm). Epidote and apatite are 
distributed along the mylonite foliation and calcite fills the fractures of plagioclase 
porphyroclasts. The porphyroclasts are less fractured than the quartzofeldspathic clasts in 





Figure 3.14. The relationship of different materials in a thin section of sample 
DFDP_1B_71_2_55-60. (a) Image of the thin section. BSE images show (b)(c) mica-rich 
layers with epidote (d)(e) feldspathic clasts that are recrystallized into andesine-oligoclase-
albite and chlorite that forms aggregates between recrystallized feldspars, and (f)(g) 
phyllosilicates in a pressure shadow. (An; anothite, Bt; biotite, Cal; calcite, Chl; chlorite, 







3.4.4. Mineral compositions and textures of DFDP-1 cores and outcrop samples from 
Gaunt Creek, and the implications for deformation processes and equilibration 
conditions1 
 
Major elements compositions of minerals within 8 samples from DFDP-1 cores and 2 
samples of cataclasite and granite from the outcrop in Gaunt Creek were measured using the 
SEM-EDS, applying the method explained in Chapter 2. 
Plagioclase 
The compositions of plagioclase from DFDP-1 samples and footwall granite from Gaunt 
Creek were measured to vary from albite to andesine (Figure 3.15). Most of the samples 
from DFDP-1 core contain albite (An0-10) whereas those within ultramylonite 
(DFDP_1B_71_2_55-60) and protocataclasite outcrop samples (GCF15-04) are oligoclase 
to andesine (An10-40). The mylonite-cataclasite transition samples (DFDP_1A_57_2_37-42 
and DFDP_1A_64_2_56-66) have both albite and oligoclase/andesine. The samples most 
proximal to the PSZ contain more albite. These compositions of plagioclase in clataclasites 
and mylonites suggest that oligoclase albitized by losing Ca because of alteration processes 
within the brittle fault zone at shallow depth by retrograde metamorphism. Ca-rich 
compositions in ultramylonite (DFDP_1B_71_2_55-60) from the footwall breccia suggest 
the ultramylonite is similar to schist-derived mylonite that contains ‘amphibolite’ 
(metabasite) and metagreywake (McClintock and Cooper, 2003; Toy, 2018). That type of 
mylonite could be the origin of hanging wall mylonite-cataclasite transition samples 
(DFDP_1A_57_2_37-42 and DFDP_1A_64_2_56-66) from above PSZ-1, because the 
compositions of plagioclase vary from andesine to albite (Figure 3.15a).  
oligoclase--andesine + Fe 2+ + Mg 2+ + K + + H2O   albite + 2M1 illite + Ca 
2+ + Al3+  
Conversely, in cataclasites samples recovered from below PSZ-1 (DFDP_1B_57_1_51 and 
DFDP_1B_69_2_48-54), feldspares are mostly albite with few andesine (Figure 3.15a). 
They may be derived from hangingwall mylonite by retrograde metamorphism, but it is also 
                                                          





possible that the origin is Western Province granitoid-derived mylonites (Toy, 2008). Albite 
to oligoclase compositions (and Ba-bearing K-feldspar) in the footwall granite sample 
collected near Gaunt Creek also suggest that albite in DFDP-1B samples is derived from 
footwall granite (Figure 3.15). In that case, the albite originated from perthites within granite 
(Pryer and Robin, 1995). There are large feldspar clasts consisting of K-feldspar and albite 
in the cataclasites (Figure 3.13b). The larger K-feldspars may originate from the altered 
footwall granites. The relevant mineral transformation reactions are: 
K-feldspar + Na+ = Albite + K+ 
20oligoclase + 2K-feldspar + 3H2O + haematite = 2epidote + 2muscovite + 2quartz + 




Figure 3.15. Compositions of plagioclase in fault rocks and granite samples from Gaunt 
Creek. (a) Classification of plagioclase based on Na and Ca contents and (b) albite (%) 
against the distance from PSZ (either PSZ-1 or PSZ-2).   
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Figure 3.16.  Photomicrographs of plagioclase within ultramylonite sample 
DFDP_1B_71_2_55-60. (a) The plagioclase porphyroclast displays twining and undulose 
extinction at cross polarized light (XPL). (b) neo-mineralised quartz + white mica (sericite) 
in an extensional microfracture within a porphyroclast. Undulose extinction in the 
plagioclase porphyroclasts suggests they deformed by dislocation glide (Shigematsu and 
Tanaka, 2000; Lapworth et al., 2002). 
 
K-feldspar 
K-feldspars are (1) encountered as small anhedral grains (<~2 µm) coexisting with albite 
and white micas in phyllosilicate-rich layers or (2) as part of feldspathic clasts (< ~1 mm) 
where they are mixed with albite, forming perthite. Some K-feldspars contain BaO (~3-9 
wt%) in DFDP_1A_64_2_56-66 (Figure 3.10c).  
For type (1) small anhedral K-feldspars in the ultramylonite sample from the footwall 
(DFDP_1B_71_2_55-60), fine-grained K-feldspars coexist with plagioclase 
(oligoclase/andesine) in phyllosilicate-rich layers (Figure 3.14e), but there are no K-feldspar 
porphyroclasts. This suggests that within the mylonites, either K-feldspar was not initially 
present, or if it was (c.f. Grapes, 1995), it has been mostly altered to plagioclase and 
muscovite (sericite?) at upper greenschist facies conditions (T > 400ºC) (Wintsch and Yeh, 
2013). It is possible that the both types of K-feldspar are inherited from the hangingwall 
and/or footwall. There are fine-grained K-feldspars mixed with muscovite/sericite within 
plagioclase clasts (e.g.  Figures 3.10f and 13f), which suggests that these K-feldspars are 
adularia produced from sericite by hydrothermal alteration (Dong and Morrison, 1994) or 
they are remnants of K-feldspar clasts that have been altered to sericite and albite. Alteration 
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of biotite to chlorite may also have contributed K to the adularia (Parry and Downey, 1982). 
The relevant mineral transformation reactions are: 
6 SiO2 (aq) + KAl3Si3O10 (OH)2 (sericite) + 2 K 
+ (aq)  KAlSi3O8 (adularia) + 2 H 
+ (aq) 
(Dong and Morrison, 1994) 
2 KMg3A1Si3O10(OH)2 + 4 H
+ = Mg5Al2Si3O10(OH)8 + 2 K
+ + Mg2+ + 3 SiO2 (Parry and 
Downey, 1983) 
2 phlogopite + 4H+ + H2O = clinochlore + 2 SiO2 + Mg
2+ + 2K+ 
phlogopite + 6 H+ = K-feldspar + 3 Mg2+ + 4 H2O  (Wintsch and Yeh, 2013) 
 
Type (2), K-feldspars within larger feldspathic clasts, may be derived from the Alpine Fault 
Zone footwall which comprises a substantial amount of granite (Snee et al., 2014) and the 
reactions between K-feldspar and micas must be complicated, such as:  
3 K-feldspar + 2H+ = muscovite + 6 SiO2(aq) + 2K
+ 
orthoclase (+ water?)  sericite + K+ + SiO2aq (Bucher and Frey, 2002) 
 
Chlorite 
Chlorite forms aggregates of ~2 – ~40 µm grains that have variable shapes. Most very fine 
chlorite grains are wrapped around sub-rounded to rounded quartz and plagioclase (albite) 
grains (Figure 3.17). Chlorite grains less than ~2 µm are needle-shaped, ie. euhedral which 
indicates they are newly grown/authigenic. The fact the authigenic chlorite wraps around 
clasts and fills spaces between clasts suggests it was formed by thermal pressurisation as the 
rock deformed at shallow depth (Boutareaud et al. 2010). Further alteration reactions that 
continued at lower temperatures would be expected to convert the chlorite to swelling clays 
(Warr and Cox, 2001). 
Coarser-grained chlorite forms beards (ie fills pressure shadows) on apatite or plagioclase 
(Figures 3.14e and 17b) as well as being layered with biotite in mylonite. The former 
relationship suggests that it crystallizes in extensional sites when it grows authigenically, 
and it may be that the dilation required occurs due to fluid pressurisation during fault slip, 
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However, chloritization from biotite is a replacement process that does not require the rock 
mass to dilate substantially (Wintsch and Yeh, 2013). 
 
 
Figure 3.17. BSE images demonstrating typical habits of chlorite. (a) Needle-shaped 
chlorite around clasts in cataclasite sample 1a36.32. (b) Chlorite that forms large platy grains 
between white mica and biotite in the fractured mylonite sample DFDP_1A_57_2_37-42. 
Chlorite (and K-feldspar) also forms a beard on the apatite grain in this sample. (c) Chlorite 
aggregate surrounding sub-angular to sub-rounded quartz clasts in foliated cataclasite 





forms a wavy shape in foliated phyllosilicates and quartz clasts in foliated cataclasite 
samples DFDP_1A_57_2_37-42 and (e) DFDP_1B_69_2_48-54, suggesting they were 
sheared. The grain size of chlorite gradually decreases from coarse to fine perpendicular to 
the foliation into the region of finer clasts. (f) Chlorite forms larger grains and fills fractures 
in quartzofeldspathic clasts in protocataclasite sample GCF15-04.  
 
The compositions of chlorite were calculated, and are plotted in Figure 3.18. Analyses with 
a sum of Ca + Na + K > 1.0 (wt %) or fewer than 9.78 total cations on a 14 oxygen basis 
were removed because these values indicate the analyses were contaminated by adjacent 
minerals. Most chlorites are revealed to be near the clinochlore end-member on a total non-
interlayer cations vs. Al plot (Figure 3.18a), but chlorite in ultracataclasite 
(DFDP_1A_66_2_14-29) tends to saponite and beidellite. On a Si-Fe2+-Mg diagram, most 
of the samples plot in the intermediate range between clinochlore and chamosite with Mg# 
of ~0.35-0.7. The compositions in cataclasite (DFDP_1A_57_2_37-42) tend to chamosite 
and the compositions in ultracataclasite (DFDP_1A_66_2_14-29) tend toward chlinochlore 
(Figure 3.18b). Figure 3.18c illustrates the di–trioctahedral to Tschermak substitution that 
plays an important role in chlorites (Zane and Sassi 1998). However, Árkai et al. (2003) 
suggest that (AlVI–AlIV) values also increase due to increasing amounts of smectite/illite 
contamination. Total interlayer charge (t.i.c.=Na+K+2Ca) values indicate the presence of 
smectite or illite mixed-layers or intimately intergrown phases. The t.i.c. values displayed 
by the cataclasite samples show a slightly positive correlation with AlVI–AlIV values (Figure 
3.18d). Therefore, chlorite in cataclasite samples has smectite or illite mixed-layers or 
intergrown phases. For ultracataclasite-cataclasite samples, which have dominantly 
phyllosilicate-rich layers, the Mg# in chlorite increases toward the PSZ. For the cataclasite-
protocataclasite samples (DFDP_1A_57_2_37-42 and DFDP_1B_57_1_51) which contain 




Figure 3.18. Chemical compositions of chlorites in cataclasites and mylonites, calculated 
based on 28 oxygens. p.f.u., per formula unit. (a) Plots of total non-interlayer cations vs. 
total Al, chlorite end-member after Bailey (1988). (b) Si-Fe2+-Mg triangular diagram of 
showing they are between chamosite and clinochlore. (c) AlVI + 2Ti vs. AlIV after Zane and 
Sassi (1998). Arrows show trends of TK (Tschermak) and AM (dioctahedral) substitutions, 






Figure 3.19. Mg# in chlorite vs distance from PSZ (either PSZ-1 or PSZ-2). 
 
Biotite  
Biotite forms euhedral ~3 to 50 µm long tabular grains and is found only in mylonitic DFDP-
1 core samples DFDP_1A_57_2_37-42 from hanging wall and DFDP_1B_71_2_55-60 
from footwall (Figures 3.14fg and 21).  The biotites in DFDP_1A_57_2_37-42 have lower 
K and more Al than those in DFDP_1B_71_2_55-60. It is likely more altered than biotite in 
DFDP_1B_71_2_55-60 (Figure 3.20a).  Toy et al. (2010) reported biotite compositions from 
mylonite at two locations in the central Alpine Fault Zone; Gaunt Creek and Hare Mare 
Creek. In comparison, the biotite composition I measured in DFDP_1B_71_2_55-60 shows 
similar Mg# and Ti contents to biotites they analysed in mylonite from Gaunt Creek and the 
biotite in DFDP_1A_57_2_37-42 shows similar Mg# and lower Ti contents to biotites from 
the ultramylonite/mylonite transition samples from Gaunt Creek as well as to biotites in 
protomylonite from Hare Mare Creek (Figure 3.20b).  DFDP-1 samples show similarly low 
Ti-contents to finer grained biotites analysed by Toy et al. (2010). In these samples Ti was 
probably transferred to other minerals, such as chlorite, that formed during alteration 
processes proximal to the PSZ. Warr and Cox (2001) suggest that the biotite in fault gouge 
from Gaunt Creek is inherited from adjacent amphibolite facies schist-derived mylonites. 
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Toy et al. (2010) estimated temperatures for equilibration of the biotites using the Ti-in-
biotite geothermometer of Henry et al. (2005). These results suggest diffusive equilibration 
~340 ⁰C continued to syn-mylonitic temperatures as low as 300 °C during exhumation for 
mylonites in the central Alpine Fault.  
 
The variations of Mg# in biotite suggest that either 
i) DFDP-1 cataclasites are derived from a different protolith than most Alpine Fault 
mylonites . This may be a mixture of retrograde schist-derived metabasite from the hanging 
wall and Western Province granitoid-derived mylonites from the footwall as proposed by 
Toy, (2008)  
or  
ii) the biotite in DFDP_1A_57_2_37-42 has lower Mg and Ti, and higher Fe contents due 
to chloritization reactions within ultramylonite/mylonite transition zone. Parry and Downey 
(1982) found Ti, Fe2+, and K are lost to solution, and Mg and Fe3+ are added from solution 
to form chlorite by hydrothermal alteration of biotite at ~200 ºC. Adjacent Fe-Ti-oxide (also 
sphene, rutile, and anatase) may also have precipitated from this solution (Figure 3.21). 
  
 
Figure 3.20.  Chemical variations of biotite in mylonitic samples. (a) K vs Al contents (b) 
Ti contents vs Mg#, per formula unit (p.f.u.) calculated based on 22 oxygens. For 
comparison, areas for compositions of ultramylonite, protomylonite, and mylonite from 




Figure 3.21. BSE image of biotite in fractured mylonite sample (DFDP_1A_57_2_37-42). 
(Bt; biotite, Wm; white mica, Pl; plagioclase, Qtz; quartz) 
Parry and Downey (1982) also suggest that the Mg content of chlorite systematically 
decreases as the volume percent replacement by biotite increases, however, the analyses 
from DFDP-1 core samples, do not show this systematically. It is possible that the lower-
Mg# of biotites in the cataclasite/ mylonite transition sample (DFDP_1A_57_2_37-42), and 
higher Mg# of chlorite in cataclasites near the PSZ (e.g. samples DFDP_1A_66_2_14-29 
and DFDP_1B_69_2_48-54) occurs because an Mg-rich solution precipitated chlorite in 
porous cataclastic rocks near PSZ (Figure 3.20). However, there may be other reasons for 
variations in Mg#. Mica-rich ultramylonite sample DFDP_1B_71_2_55-60 has high Mg# in 
biotite and chlorite, and biotite and chlorite in protocataclasite sample DFDP_1A_57_2_37-
42also have high Mg#. Conversely, the dominantly quartzofeldspathic cataclasite sample 
DFDP_1B_57_1_51 has a low Mg#. This suggests the variation of Mg# is due to the 
compositions of host rock/protolith.  
 
White micas 
White micas in the DFDP-1 samples have grain sizes from < ~2 to ~10 µm and form 
aggregates. The samples plot along the line lie between 3.1 and 3.9 Si (p.f.u.) and most of 
them fall between muscovite and phengite (Figures 3.22ac).  
The DFDP-1 samples mostly plot near illite compositions in the Al-(Fe+Mg)-Si (p.f.u.) 
triangular diagram (Figures 3.22bd). Lower Si contents in white micas within mylonite 
samples DFDP_1A_57_2_37-42 and DFDP_1B_71_2_55-60 show more pure muscovite-
phengite compositions. Comparably, tthe micas in cataclasite samples are shifted to the left, 
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toward illite or illite/montmorillonite compositions. Micas in the most altered samples, 
which are from very near the PSZ, have the most clay-like compositions, tending to 
celadonite-glauconite/smectite-montmorillonite (Figure 3.22d). This suggests that white 
micas are altered and clays produced during alteration within the cataclasite zone. However, 
glauconite is a clay mineral forms in marine environment commonly with low-oxygen 
conditions, so that the white micas in cataclasites tend to have more smectitic compositions. 
Schleicher et al. (2015) and Boulton et al. (2017b) reported that gouges from DFDP-1B 
cores within PSZ contain smectite, but that there is no smectite in cataclasites above and 
below the DFDP-1B PSZ. The compositions of mica clay minerals I have documented 
suggest that smectite is actually present in the mixed layers in cataclasites; however it may 









Figure 3.22. Chemical compositions of white micas in cataclasites and mylonites, calculated 
based on 11 oxygens per formula unit (p.f.u.). (a) Si vs. total Al contents. (b) Total interlayer 
charge (t.i.c.=Na+K+2Ca) vs. Si/total Al. (c) Total Mg + Fe vs. Si. Arrows show trends of 
TK (Tschermak) substitution. (d) AlIV-(Fe+Mg)-(Si-3) (p.f.u.) triangular diagram showing 
compositions of white mica in samples, dioctahedral mica clay minerals, and related 
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minerals. Within the dashed lines, the compositions represent mixed layers of the adjacent 
minerals. (modified after Shirozu, 2010) 
 
 
Figure 3.23. Compositional variations of Mg and Fe contents in white mica. (a) Mg vs. Fe 
(p.f.u.) (b) Mg# vs. Si (p.f.u.) based on 11 oxygens. 
 
White micas that have comparably low Fe and Mg, with higher Si contents, are sericite. 
Oriented white micas (sericite) within albitized plagioclase clasts have less Mg and Fe, and 
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slightly less Mg# (~0.35-0.45) (Figure 3.12b and 13f) suggesting the albite and muscovite 
are alteration products of plagioclase. Al and Ca are released by this transformation within 
feldspar-rich layers (Parneix et al., 1985). The white micas in the phyllosilicate-rich layer 
contain more Mg and Fe, suggesting that they were formed due to alteration of higher 
temperature metamorphic assemblages by Mg and Fe rich fluids around the PSZ as the rocks 
were exhumed to the shallower crust (Wintsch and Yeh, 2013), by the reactions  
 
oligoclase--andesine + Fe2+ + Mg2+ + K+ + H2O  albite + 2M1 illite + Ca
2+ + Al3+ (Parneix 
et al., 1985) 
 
3chlinochlore + 2 K+ + 28H+ = 2muscovite (illite) + 3SiO2 + 15Mg
2+ + 24H2O (Wintsch and 
Yeh, 2013) 
 
The white micas in ultramylonite (DFDP_1B_71_2_55-60) have lower Mg# than others. 
Most other white micas have a wide range of Mg#. The micas from near the PSZ, especially 
within phyllosilicate-rich layers, have higher Mg and Fe contents and higher Mg#. The 
excess of Mg + Fe could be due to a di–trioctahedral together with the Tschermak 
substitution (□VIAlVIAlVI = 3(Fe2+, Mg)VI) which is common in dioctahedral micas (Figure 
3.22c). AlVI shows a strong preference for M2 and M3 sites whereas the vacancies and the 
excess of Fe+Mg cations resulting from the di/trioctahedral substitution are primarily 
located in the larger M1 octahedrons (Bailey, 1984).  These substitutions can occur at low-
T (= 160 – 350 ºC) and low-P (= 200 – 700 MPa) metamorphic grade (Leoni et al., 1998). 
Also, the P-T conditions modelled by Parra et al. (2002) show that Tschermak and 
pyrophyllitic contents increase at T = ~200 - 400 ºC, P = 500-1000 MPa. 
 
Therefore, the Mg-Fe variations of these white micas in cataclasite samples are more altered 
becoming Mg- and Fe-rich.  Figure 3.22a demonstrates there is a consistent correlation 
between the Fe and Mg contents in most individual samples, except for sample 
DFDP_1A_66_2_14-29.  The white micas in 1a90.37 show a slightly different correlation, 
which suggests they were affected by a fluid with different bulk composition. For mylonitic 
samples, Mg# in the fractured mylonite sample DFDP_1A_57_2_37-42 are higher than 
those of ultramylonite DFDP_1B_71_2_55-60 which indicates these rocks have a different 
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protolith or alteration process (Figure 3.23b).  The cataclasites have higher Mg# with 








Epidote forms rounded to sub-rounded euhedral fine to coarse (~10 – 100 µm) grains in 
ultramylonite sample DFDP_1B_71_2_55-60 (Figure 3.14bd). The epidote with 
composition of XFe3+ (=Fe
3+/ (Fe3++Al)) = 0.28 is classified as clinozoisite. Banno (1998) 
suggested that epidote with XFe of 0.20 when chlorite with XFe of 0.50-45 forms at the 
temperature of ~350 ºC in hematite-free pumpellyite-actinolite facies metabasite (Figure 
3.25).  For the ultramylonite sample analysed here, compositions of the epidote (XFe3+ = 
0.28) and the chlorite (XFe = ~0.43-0.45) suggest they formed at T < 350 ºC. 
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The replacement of K-feldspar by albite is thought to be related to the overgrowth of 
plagioclase by epidote-group minerals and white mica following the reaction below;  
4 anorthite + K-feldspar + 2 H2O = 2 clinozoisite + muscovite + 2 SiO2 (Meyer and Hemley, 
1967) 
 
Figure 3.25. Phase diagram of the hematite-pumpellyite system after Banno (1998), 
demonstrating how the stable mineral assemblage changes as a function of both XFe3+ and 
temperature. (Ep; epidote, Pmp; pumpellyite, Hem; hematite, Chl; chlorite)  
Calcite 
Calcite forms twins and fills fractures in cataclasites (Figure 3.12d and 13a), and there are 
elongated calcite or calcite-rich clasts in the ultracataclasite (DFDP_1A_66_2_14-29) 
(Figure 11bc). In ultramylonite from footwall (DFDP_1B_71_2_55-60), there are very few 
calcite particles, but apatite and abundant of epidote exist within phyllosilicate-rich layers. 
They suggest that Ca-rich fluid in hangingwall caused by hydrothermal alteration of epidote, 
apatite and hot C-O-H bearing fluid. Graphite which common in fault zone can be a product 
of hot C-O-H bearing fluids (Craw, 2002) and also found in DFDP-1 cores (Kirilova et al., 
2018). This Ca-rich fluid precipitated during fracturing and formed type I-II twinning in 








Several chlorite thermometers have been developed since the 1980s. The calibrations most 
relevant to this research are those of Cathelineau (1988) and Vidal et al. (2001) – which are 
designed for studies of low-grade metamorphism. However, these thermometers require that 
the ratio of Fe2+:Fe3+ (ie the proportion of ferric iron) be known and taken into consideration 
(Inoue et al. 2009). To avoid needing to constrain the amount of ferric iron, which is typically 
difficult/subject to large errors, we used a thermometer calibrated by Bourdelle and 
Cathelineau (2015) that provides a model for all low-T chlorites (T < 350 ºC and P < 400 
MPa).  
 
According to this geothermemtric calibration, mylonite (DFDP_1B_71_2_55-60) 
equilibrated at comparatively high T of  > 300 ⁰C, the ultracataclasite (DFDP_1A_66_2_14-
29) equilibrated at lower T of ~160 ⁰C, and other fault rock types equilibrated at a variety 
of temperatures in the range ~180 – 350 ⁰C (Figures 3.26 and 27). Overall there is a tendency 
for the temperatures to become more variable towards the principal slip zone, but the lowest 
average temperatures are also observed in samples from closest to the PSZ. This indicates 
that there are more grains with chemistry indicative of low-temperatures in PSZ-proximal 
samples.  
 
I have examined if there is a systematic correlation between the variation in estimated 
temperature within individual samples and the microstructure of the analysed chlorite grains. 
For DFDP_1B_57_1_51, larger chlorite grains (~5-10 µm) within quartzofeldspathic clasts 
or cataclasite layers show higher T than smaller grains in a cataclasite layer. For 
DFDP_1B_69_2_48-54, chlorite within quartzofeldspathic clasts shows higher T of 250-
350 ⁰C compared to smaller grains in phyllosilicate-rich layers (Figures 3.26gh). The 
different values of coarser grains within quartzofeldspathics may be due to different 
compositions of core and rim chlorite grain. The variations of compositions that yield 
                                                          





different estimated temperatures suggest that chlorites grew at several stages on the 
retrograde exhumation path these rocks traveled through.  Bourdelle et al. (2018) found that 
chlorites have nanoscale compositional zonings indicative of higher remnant temperatures 
in their cores, and lower temperature overgrowths on their rims. I expect these sorts of 
variations are also present in Alpine Fault chlorite grains but that they cannot be resolved 
clearly within the limits of accuracy of the analytical method I employed (cf. Chapter 2). 
The chlorite around a rounded albite clast in a black seam shows a higher T of 270 ⁰C 
compared to that in a nearby phyllosilicate-rich layer in DFDP_1B_69_2_48-54 (Figure 
3.13f). These results suggest that larger grained chlorite within quartzofeldspathic clasts 
were formed at a greater depth than smaller chlorite grains in phyllosilicate layers.  
 
I separated the T estimates within each sample by qualitative grain size groups, where ‘large 
grains’ are > ~5 µm long, ‘medium grains’ are ~3 µm, and ‘small grains’ are~1-2 µm. Figure 
3.27a shows the relationship between T and AlVI - AlIV with the grain size groups. The 
increase of AlVI - AlIV could be attributed to increasing sudoitic substitution (di–
trioctahedral) (Árkai et al., 2003). The temperature estimates are controlled by the 
Tschermak and di-trioctahedral substitutions (Inoue et al., 2009). We observe a clear 
correlation between grain size and temperature for the samples (DFDP_1A_64_2_56-66, 
DFDP_1A_66_2_14-29, DFDP_1B_57_1_51, DFDP_1B_69_2_48-54, and 
DFDP_1B_71_2_55-60) that the lower temperature estimates are associated with the 
smaller chlorite grains (Figure 3.28a). This indicates that foliation defined by a layering of 
clataclasite types comprise older remnant large grains and smaller, more recently grown 
grains.  
However, for other cataclasite samples (DFDP_1A_57_2_37-42, DFDP_1B_58_1_9-13, 
and GCF15-04), there is no correlation with grin size (Figure 3.28b). Chlorite which shows 
both higher T and lower T are plastically deformed (ductile shape) in DFDP_1A_57_2_37-
42 and GCF15-04 (Figure 3.26a) or aligned, platy or angular shape similar to biotite in 
DFDP_1B_58_1_9-13 (Figures 3.26df). They may be inherited biotite grains that have been 
altered to chlorite. The wide range of T suggests that compositions of core and rim of grain 
can differ because of inheritance (Bourdelle et al., 2018) or smaller grains are detrital. 
Smaller grains that give lower temperature estimates tend to wrap around quartzofeldspathic 
clasts and look to have been precipitated into void spaces by solution-transfer, ie. were newly 
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formed when fluids entered dilatant areas formed as grains sheared around one another 
during granular flow’ (Figure 3.26e). 
Also, experimental microstructural analyses support a hypothesis that there are differences 
between gouges sheared at different temperatures. Lu and He (2018) and Okamoto et al. 
(2019) reported that different textures develop in biotites or chlorites experimentally 
deformed at different temperatures under shear stress. I observe that finer, crashed chlorites 
from which I obtain low T estimates have a wavy shape and the boundary is obscured 
(Figures 3.17a and 26b) at T < 200 ºC, and curving microstructure at T = 200 - 300 ºC 
(Figures 3.17cd), while coarser chlorites from which I obtain higher estimates of T ~ 300-
350 ⁰C have relatively distinct grain boundary (Figures 3.26gi) which is similar to their 
observation. 
Furthermore, the velocity-stepping experiments by Okamoto et al. (2019) show a minimum 
(a-b) value (unstable) is observed at T = ~200 - 300 ºC and negative values are observed at 
300 ⁰C suggesting that chlorite‐rich faults are frictionally weak under hydrothermal 
conditions (I discuss this in Section3.5.5). 
In general, chlorites from DFDP-1 samples display a correlation between variations of 
temperature estimates and variations in microstructures. The major correlation is that 
smaller grains that arguably were newly formed late in the deformation process, were formed 
at lower temperatures, and larger grains, that preserve evidence of deformation after their 
formation, formed at higher temperatures. These cataclasites clearly experienced multiple 
stages of chlorite growth during retrograde exhumation and deformation. This was probably 






Figure 3.26. BSE images of chlorite microstructures in cataclasites and mylonites, with 
points where measurements were made from which temperatures were calculated. (a) Layer 
of chlorite and white mica (muscovite/phengite) in pressure shadow of apatite porphyroclast 
in fractured porphyroclastic mylonite. (b) (c) Extremely fine-grained chlorite and white mica 
(phengite/celadonite) surrounding elongated calcite, which itself surrounds quartz 
porphyroclasts in foliated ultracataclasite. (d) Chlorite and white mica (muscovite/phengite) 
have 2 preferred orientations, corresponding to C’ and C” of an S-C fabric in a mylonitic 
layer, (e) chlorite and white mica (muscovite/phengite) in a cataclastic layer within 
protocataclasite and (f) aggregates of chlorite around sub-angular to sub-rounded quartz 
clasts. (g) An aggregate of chlorite between quartz clasts and (h) extremely fine-grained 
chlorite within pressure solution seams in foliated cataclasite. (i) Coarse-grained chlorite in 
ultramylonite. Sample numbers are indicated at lower left of each image. (Ap; apatite, Bt; 





Figure 3.27. (a) R2+(=Mg+Fe2+)-Si diagram representing isotherms (in 50 ºC steps) 
calculated with Bourdelle et al. (2013) thermometer in a R2+–Si diagram of Wiewióra and 
Weiss (1990). The area of optimal reliability for the thermometer is shown in red. The 
representative compositions are ideal compositions, devoid of Ti, Na, K and Ca, after 
Bourdelle and Cathelineau (2015). (b) Estimated average temperature vs distance to a PSZ 





Figure 3.28. Estimated temperature based on chlorite vs AlVl-AllV contents in DFDP-1 core 
samples. The larger grains are defined as those > ~5 µm in length, medium ones as ~3 µm, 
and smaller ones as ~1-2 µm aggregates of chlorite. Larger grains generally seem to be 
associated with higher temperature estimates. For samples plotted in (a), the larger grains 
show higher temperature, however, samples plotted in (b), they do not show any corralations 





 3.5.2. Geobarometry 
 
According to the experimental calibration of Massonne and Schreyer (1987), Si-contents in 
white mica indicate equilibration pressure, provided temperature estimates can be made 
based on chlorite in the same samples. The barometer is based on variation in Si-content due 
to the Tschermak substitution: (Mg, Fe2+)+ Si  AlIV+AlVI, where higher Si-content reflects 
high-pressure condition (Figure 3.22a). The white micas (illite) in cataclastic samples have 
fairly high Si contents. However, the solid solution on which the barometer is based ranges 
from ideal muscovite, KAl2[Si3AlO10](OH,F)2, to Al-celadonite, 
K(Mg,Fe2+)Al[Si4O10](OH)2, with phengite as an intermediate member, so that white micas 
with significantly high Si-content (> ~3.5 p.f.u.) such pyrophyllite-like composition were 
not used. The muscovite-phengites in ultramylonite sample (DFDP_1B_71_2_55-60) yield 
pressure estimates (P) of ~100 – 200 MPa and illite in fractured mylonite 
(DFDP_1B_71_2_55-60) (Figure 3.29). The primary product of metamorphic muscovite-
phengite in ultramylonitethe shows lower P of ~100 – 200 MPa. This is equivalent to a depth 
of ~3.8 – 7.6 km, assuming a crustal density of 2700 kg m-3. Although white micas (illite) 
in cataclasites show higher P of 200 – 800 MPa, the P may not be correct. They are altered 
muscovite-phengite, and it may precipitated by reaction with hydrothermal solutions 
(Helgeson, 1969) (section 3.5.3). The temperature be different from assumed T by chlorite, 






Figure 3.29. This plot after Massonne and Schreyer (1987), demonstrates the relationship 
between pressure, Si-contents in muscovite/phengite, and temperatures estimated by chlorite 
within cataclasites and mylonites 
 
3.5.3. Alteration process3  
 
Within the brittle-ductile transition zone of the Alpine Fault, both ductile and brittle 
processes occur at the same depth, but they cyclically alternate as stress, strain rate, and fluid 
pressure fluctuate over seismic cycles (White and White, 1983; Ellis and Stöckert, 2004). 
Cross-cutting relationships suggest that precipitation of four main new mineral phases, 
namely calcite, chlorite, feldspar, and muscovite, occurs cyclically in the Alpine Fault 
samples, consistent with the observations of Williams et al., (2017). Also, the range of 
compositions of minerals and microstructures found in samples in this study supports the 
proposal of Sutherland et al. (2017) that there are significant temperature and fluid pressure 
anomalies and heterogeneities around the PSZ at Gaunt Creek. It is most likely that these 
cycling stress and varying temperatures within the fault zone result from cyclic fluxes of 
                                                          





fluids with a wide range of chemistries. As discussed in section 3.6.1, the variable 
temperature estimates from chlorites newly formed vs. inherited in mylonite clasts in these 
cataclasites indicate that these clasts are inherited from the precursor mylonites and 
overprinted by cyclic deformation processes under retrograde conditions at lower 
temperatures. 
Boulton et al. (2017a) explain that at least two stages of chemical alteration have occurred 
in the section of the Alpine Fault zone sampled in DFDP-1 core. At higher temperature (T≤ 
300-400ºC), albite or K-feldspar was replaced by muscovite, while biotite, epidote, and 
hornblende was replaced by chlorite. At lower temperature (T≤120ºC), primary minerals 
were altered to kaolinite, smectite (montmorillonite), pyrite, kaolinite, Fe-hydroxide 
(goethite), and/or carbonate. These reactions are controlled by fluid:rock ratios and Mg2+/H+, 
K+/H+, and Na+/H+ activity ratios (Wintsch et al., 1995; Wintsch and Yeh, 2013). 
 
 
Figure 3.30. Summary of primary nonoxidized and oxidized alteration reactions likely to 
occur during alteration of the Alpine Fault rocks, presented by Boulton et al. (2017a) 





Figure 3.31. Mg# vs SiO2 (wt %) in chlorite, biotite and white micas for individual samples. 
The dashed blue arrows illustrate the compositional change in this chemical space associated 
with chloritization, while red arrows highlight compositional changes associated with 
hydrothermal alteration, where both chlorite and white micas become more Si- and Mg-rich. 
Si and Mg# of biotite in DFDP_1A_57_2_37-42 decrease associated with chloritization. 
(chl; chlorite, wm; white mica, bt; biotite)  
Stage 1.  T =300-350 ºC epidotization, primary chloritization mylonitization (reaction 
creep), and cataclasis  
Biotite  (K-feldspar)  metamorphic chlorite at greenschist facies conditions 
Mylonitic samples which have muscovite are biotite-bearing ultramylonite 
(DFDP_1B_71_2_55-60) or (DFDP_1A_57_2_37-42) (Figure 3.21c). Chlorite in these 
samples show higher T (=300-350 C). The ultramylonite (DFDP_1B_71_2_55-60) contains 
epidote but fractured protomylonite from upper mylonite/cataclasite (DFDP_1A_57_2_37-
42) does not. Epidote is more common in the lower cataclasite (unit 6) from under PSZ-1 




plagioclase + brown biotite = white mica + green biotite + epidote + albite (+ rutile, sphene) 
(Stel, 1986) 
 
The estimated T~350 ºC by compositions of epidote (Banno, 1998), and 300-340 ºC by fine-
grained green biotite (Toy et al. 2010) are consistent with T of 300 -350 ºC by chlorite in 
these mylonitic samples. The coarser-grained chlorite that forms beards (pressure shadows) 
on apatite and plagioclase in fractured mylonites (DFDP_1A_57_2_37-42) (Figures 3.14e 
and 17b) coexists with biotite and muscovite. They suggest that the biotite is partially 
chloritized at T= ~350 ºC and the chlorite formed in extension. 
 
The mineral assemblage and textures in mylonite samples (DFDP_1B_71_2_55-60) show 
that within this rock type, biotite is partially replaced by muscovite, chlorite, or K-feldspar. 
Mg# in mylonitic biotites range from ~0.4 to ~0.5, similar to Mg# in chlorites from other 
samples. This implies that biotite in hangingwall mylonites this proximal to the PSZ has 
been chloritized. Mylonite samples from hanging wall outcrops ~25–30 m structurally above 
the PSZ at Waikukupa slip, Hare Mare Creek, also show evidence of alteration of chlorite 
to biotite (Figure 3.4). It has previously been noted that Alpine Fault biotites become 
partially converted to chlorite within both the mylonites (Toy et al., 2010) and the cataclasite 
zone (Warr and Cox, 2001). The chlorites in these samples have higher Mg numbers than 
those of biotites (Figure 3.31), which is consistent with Parneix et al. (1985) who showed 
experimentally that Mg# of chloritized biotites are always higher than those of parental 
biotites. Wintsch and Yeh (2013) outlined that the reactions during chloritisation of biotite 
are; 
 




Stage 2.  T = ~250 ºC, albitization, sericitization, chloritization, cataclasis, and frictional 
melting  
(Green) biotite hydrothermal chlorite 
Chlorites which show medium T of 230-270 ⁰C and illite in cataclasites 
(DFDP_1B_58_1_9-13) are oriented, which may suggest they formed by hydrothermal 
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chloritization during shear deformation (Figure 3.26d). These chlorites suggest the 
inheritance of green biotite in ultramylonite. 
 
3muscovite + 5biotite + 9SiO2 + 4H2O = 8K-feldspar + 3clinochlore (Stel, 1986) 
 
Feldspar albite+ sericite 
Quartzofeldspathic clasts in cataclasites that are albitized and sericitized. The sericite within 
albite clast are also oriented and most likely forms by the reaction:   
 
oligoclase--andesine + Fe 2+ + Mg 2+ + K + + H2O  albite + 2M1 illite + Ca 
2+ + Al3+  
(Parmeix et al., 1985) 
 
Epidote calcite 
Epidote  kaolinite + calcite  
2Ca2Al3Si3O12(OH) + 4CO2 +5H2O  Al2Si2O5(OH)4 + 4CaCO3 (Craw et al., 2009) 
 
Stage 3.  T = 150-200 ºC chloritization (precipitation of hydrothermal chlorite and illite) 
The chlorite in cataclastic samples has delicate wavy or needle-like textures and 
compositions consistent with formation (or equilibration) at lower T estimates of ~180 ⁰C. 
These delicate textures should only develop through precipitation into (possibly fluid-
supported) void spaces, and should not be preserved through subsequent deformation, 
suggesting that this chlorite was precipitated from fluids during late-stage hydrothermal 
alteration (Figure 3.26b). This implies that some cataclasites are passively exhumed from 
up to 350 ⁰C, without later deformation. 
Hydrothermal solution (fluid)  illite + hydrothermal chlorite 
chlorite  illite 
The chlorite and/or illite within phyllosilicate-rich layers in cataclasites (e.g. 
DFDP_1B_69_2_48-54) was probably formed by hydrothermal replacement of earlier-




3chlinochlore + 2 K+ + 28H+ = 2muscovite (illite) + 3SiO2 + 15Mg
2+ + 24H2O (Wintsch and 
Yeh, 2013) 
 
As a percentage of the bulk rock, illite is enriched and chlorite is reduced within PSZ-2 in 
DFDP-1 cores (Figure 3.31), indicating that the reaction altering from chlorite to illite is 
localized at PSZ-2.  
 
muscovite/phengite  illite 
The variations of Si contents and Mg# in white micas suggest a variety of different alteration 
processes operated. The white micas in ultramylonite, which have fairly low Si contents and 
close to muscovite-phengite compositions (DFDP_1B_71_2_55-60) most likely originated 
from alteration of K-feldspar at greater depth. These micas can be (and are) referred to as 
‘metamorphic muscovite’. The white micas that have higher Si contents and illite-like 
compositions in cataclasite samples are formed from ‘metamorphic muscovite’ and albite at 
a shallower depths at P < ~200 MPa.  
Boles et al. (2018) identified different polytypes of illite in fault gouges of the Alpine Fault 
Zone including from DFDP cores, finding much more 1Md illite (the low-temperature, 
poorly-ordered species) than 2M1 illite (a different two-layered, monoclinic muscovite). 
They explain that the 1Md illite was formed at temperatures ~100 ºC and has a distinct 
meteoric fluid signal, and an Ar age of < 0.5 Ma. Although I have not carried out appropriate 
analyses to confirm this during this study, I expect that the white micas in cataclasite samples 
from DFDP-1 cores should be also 1Md illite, as the result of alteration from metamorphic 
muscovite, according to the equations: 
  
(Metamorphic muscovite + albite  hydrothermal muscovite  illite) 
KFe0.2Mg0.2Al2.0Si3.3O10(OH)2 + 0.2Al
3+(albite)  KFe0.05Mg0.05Al2.2Si3.3O10(OH)2 + 
0.15Fe2+(pyrite, chlorite) + 0.15Mg2+(chlorite)  
5.5muscovite + H+ = 3illite + K+ + 3SiO2 
 
Menzies et al. (2016) suggest that convergent motion of meteoric fluid is significant and 
geothermal gradients are elevated in the hanging-wall of the Alpine Fault zone, so that 
intense fluid-rock reactions have occurred. Therefore, illite in cataclasites samples may form 
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with hydrothermal solutions by elevated temperature and pressure related to the flux of 
meteoric fluids in the hanging wall.  
 
Stage 4.  T < 120 ºC illitization, further hydrothermal alteration, and cataclasis 
Illite  illite-smectite/montmorillonite mixed layer 
Chlorite  chlorite-smectite/montmorillonite mixed layer 
Mg-rich chlorite that shows lower T of ~160 ⁰C and Mg-rich white micas in phyllosilicate-
rich layers in cataclasites and ultracataclasite samples within the PSZ may contain mixed-
layers of chlorite-smectite and illite-smectite. Chamberlain et al. (1999) explain that chlorite 
and illite evolved to smectite which is initially mixed with primary phyllosilicate minerals 
on the micron scale by alteration, where groundwater interacted with primary schist or 
greywacke minerals. When this happens, the smectites show similar compositions to their 
host minerals but with variations associated with alteration. For example, green smectites 
are low in silica and potassium, and high in iron compared to chlorites they are derived from, 
whereas white smectites are high in silica, aluminum, and potassium compared to the 
muscovite from which they are derived. Schleicher et al. (2012) observed Mg-rich smectite 
occurring as illite-smectite and chlorite-smectite mixed layer within fault rock samples from 
the SAFOD core. Although I have not measured/observed similar mixed layer smectites, it 
is possible that very small (>30 nm thick) Mg-smectite generated by further hydrothermal 
events with Mg-rich fluid may be present within layers of chlorite and/or illite in the Alpine 
Fault samples. 
 
The sample from within PSZ-2 at 144 m contains more white micas than any surrounding 
samples (Figure 3.32), and the EDS analyses show these white micas are mostly illite (Figure 
3.22d), which is formed by hydrothermal alteration from albite and muscovite at shallow 
depth (< 12 km). In order for the 144 m PSZ-2 samples to be more altered at these conditions 
than surrounding rocks, they must either have accommodated more through-flow of 
hydrothermally-altering fluids, or they were more capable of interaction with these fluids, 
because there were more reaction surfaces. Both possibilities can be explained if this PSZ-
2 material is more comminuted (thus finer-grained), and more dilated – either due to lower 
confining pressure (impossible because PSZ-1 is shallower!), or because more earthquake 
ruptures have passed through this rock. I tentatively suggest that this PSZ-2 has 
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accommodated more earthquake ruptures than PSZ-1. This is an important result, because 
past studies (e.g. Sutherland et al., 2015; Toy et al., 2017) have not been able to determine 
which of these two PSZ was more important in the fault’s evolution. 
   
Figure 3.32.  Chlorite and white mica (illite or muscovite) (wt %) in bulk samples from 
DFDP-1 cores by quantitative XRD analyses (Boulton et al., 2017a; Williams, 2017) vs 
depth (m). 
 
3.5.4. Is there a compositional difference between cataclasites with foliated and 
unfoliated textures?4  
 
Most of the cataclasite samples from DFDP-1 are layered quartzofeldspathics and 
phyllosilicate-rich materials, so they can be categorised as ‘foliated’ cataclasites. Within 
these cataclasites, elongated quartzofeldspathic aggregates and aligned phyllosilicates 
jointly define the foliation. There are also a few ‘unfoliated’ cataclasites, which are 
characterized by randomly orientated particles and matrix. However, many samples have 
                                                          




















textures that are gradational between these two end members. These samples have a range 
of strengths of foliation, or contain patches of foliated and unfoliated cataclasites in the same 
sample.  
 
For example, the cataclasite sample DFDP_1B_57_1_51, has some elongated 
quartofeldspathic particles, but in other places it has a more random texture where equant 
quartzofeldspathic particles are surrounded by a matrix of randomly-oriented phyllosilicate-
rich material. The Mg#s of chlorite and white micas from this sample DFDP_1B_57_1_51 
are slightly lower than those of other cataclasites, and chlorite compositions within this 
sample yield a particularly wide range of temperature estimates. These results indicate that 
the chlorites formed by alteration of epidote or low Mg# biotite. Chlorites and biotites in the 
hanging wall mylonitic sample DFDP_1A_57_2_37-42 also have low Mg#, which indicates 
that DFDP_1B_57_1_51 may have originated from mylonite within the hanging wall. 
However, there are no other significant compositional differences between the minerals in 
these, and other cataclasite samples.  
However, I propose that the complicated mixture of foliated and unfoliated micro-structures 
within the cataclasites and mylonites instead reflects cyclic deformation at sub- to co-seismic 
rates. This would be consistent with Rowe et al. (2012) that intermediate strain rate texture 
in ‘unfoliated cataclasite’ represents transition from viscous deformation to granular flow. 
They suggest that this intermediate strain rate represents anything from after slip at 10 times 
the plate rate, and faster than solution creep at these P–T conditions, to slow slip events, to 
a delocalization of the shear surface during or immediately after seismic slip.  
 
3.5.5. Implications for the mechanical behaviour of the fault zone. 
 
The compositional variations in chlorites within mylonite-cataclasite samples from DFDP-
1 cores are also consistent with their equilibration as a fairly wide range of temperatures. 
Using chlorite thermometry, temperatures of ~350 ºC were estimated for the analysed 
mylonite sample, while variable temperatures of ~180- 350 ºC were estimated for 
cataclasites, and lower temperatures of ~160 ºC were estimated for ultracataclasites. We 
could not see clear compositional difference between foliated and unfoliated cataclasite 
defined at both macro- and microscale, however, the microscopically aligned or ductile 
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shaped chlorite show a wide range of estimated T ~200-300 ⁰C and does not correlated with 
grain size, and the chlorite in other samples shows correlation of estimated T and grain size 
that larger grains generally seem to be associated with higher temperature estimates. (Figure 
3.28). The textural relationships suggest that cycles of brittle and creep deformation occurred 
during exhumation across the temperature range ~350 – 180 ⁰C.  
Ikari et al. (2011) suggest that low-offset faults in quartzofeldspathic rock become 
seismogenic with increasing displacement by velocity-strengthening. In contrast, most 
phyllosilicate-rich faults are expected to exhibit stable creep unless the gouge mineralogy 
changes or strengthening of gouge occurs and slip becomes localized by weakening. 
Okamoto et al. (2018) suggest that chlorite‐rich faults are frictionally weak under 
hydrothermal conditions at 300 ⁰C. This study shows that the wide range of chemical 
compositions in various types of cataclasites. They may represent cycles of changes in 
frictional behaviour and chlorite-rich ultramylonite may start to localize under hydrothermal 
condition at ~ 300 ⁰C. 
Sánchez-Roa et al. (2017) found that the planar morphology of Mg-rich phyllosilicates 
(smectites) can influence fault strength. These minerals are weaker than the chemically 
similar phyllosilicates, which have a fibrous morphology particularly at water-saturated 
conditions. Boulton et al. (2017a) measured the lowest peak friction coefficients in a set of 
Alpine Fault samples (µss = 0.06-0.10) from wet smectite-bearing gouges sampled from 
close proximity to the PSZs in DFDP-1B drillcores. The low temperatures of formation of 
new phyllosilicates in ultracataclasites within PSZ-1 imply that they formed gradually by 
fluid interaction and were not developed by co-seismic processes. Conversely, the foliated 
cataclasite between PSZ-1 and PSZ-2 contains both inherited and newly-formed 
phyllosilicates, which indicates that the cataclasite formed by a combination of slow 
interseismic and more rapid co-seismic processes.   
In summary during exhumation, the fault zone develops a new mineralogy by hydrothermal 
alteration of pre-existing minerals, and precipitation of new minerals. The newly-formed 
minerals are mostly phyllosilicates, which are known to be frictionally weak, but velocity-
strengthening (Carpenter et al., 2011; Ikari et al., 2011). This means that during exhumation 
the fault gradually weakens and becomes less likely to accommodate earthquake ruptures 
(Scholz, 1998), ie. the fault should become less likely to slip seismically in the near surface. 
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3.6. Conclusions  
 
1. Chlorite fault rocks are predominantly nonseismogenic under greenschist facies 
conditions, except around 300 °C corresponding to < ~3.8 km depth. The 
compositional variations in chlorites within mylonite-cataclasite samples from 
DFDP-1 cores are also consistent with their equilibration as a fairly wide range of 
temperatures. Using chlorite thermometry, temperatures of ~350 ºC were estimated 
for the analysed mylonite sample, while variable temperatures of ~180-350 ºC were 
estimated for cataclasites, and lower temperatures of ~180 ºC were estimated for 
ultracataclasites. White micas in mylonitic samples are inherited grains that 
equilibrated at pressures of ~100 – 200 MPa, corresponding to ~3.8 – 7.6 km depth 
if a simple pressure increase with depth is assumed. These have muscovite/phengite 
compositions and are now only preserved in mylonitic samples.   
 
2. There is no clear compositional difference between foliated and unfoliated 
cataclasites, I propose that the complicated mixture of foliated and unfoliated micro-
structures within the cataclasites and mylonites instead reflects cyclic deformation 
at sub- to co-seismic rates. Another reason that we do not see systematic 
compositional variation could be because the definition of foliated vs unfoliated 
depends on the scale of observation. In some macroscopically foliated samples, at 
microscale, there is no foliation. However, many samples have textures that are 
gradational between these two end members. These samples have a range of 
strengths of foliation, or contain patches of foliated and unfoliated cataclasites in the 
same sample. Mg#s of phyllosilicates and existence of biotite in the latter samples 
suggests most of these phyllosilicates are inherited from the protolith mylonite. 
 
During exhumation, the fault zone develops a new mineralogy by hydrothermal 
alteration of pre-existing minerals, and precipitation of new minerals. The newly-
formed minerals are mostly phyllosilicates, which are known to be frictionally weak, 
but velocity-strengthening (Carpenter et al., 2011; Ikari et al., 2011). This means that 
during exhumation the fault Minerals are gradually weakened by hydrothermal 
alterlation and becomes less likely to nucleate earthquake ruptures (Scholz, 1998), 





Particle size and shape analyses 
 
Abstract 
Natural fault gouge and cataclasite have complicated microstructures that reflect both brittle 
and ductile deformation process and fluid interaction, as shown in Chapter 3. In this chapter, 
I consider the relationship between particle size and shape distributions within the different 
categories of fault rock from DFDP-1 cores in the central Alpine Fault that were identified 
in Chapter 1, and explain how these reflect the physical properties, rheology and operative 
deformation mechanisms within the fault zone. These measurements were obtained by 
automated analyses of BSE images. The calculated 2-dimensional fractal dimensions for 
particles in foliated cataclasite and aggregates of mica are higher D of 3-4 which is consistent 
with the ‘selective fragmentation of particles’ stage of deformation. The quartz and feldspar 
particles in ultramylonite and unfoliated cataclasite, and the calcite particles show low D (~2 
- 3) which is consistent with a ‘constrained comminution’ stage. Foliated 
ultracataclasite/cataclasite are characterised by broad ranges in size of < 40 µm and shapes 
of particles with few ‘survivor grains’. The characteristics of particle shapes and size in 
different minerals are more distinct in unfoliated cataclasite and ultramylonite than for 
particles in foliated ultracataclasite/cataclasite. The orientation distributions probably reflect 
a mixture of increasing fractures and veins/muscovite aggregates like in unfoliated 
cataclasite, elongation of survivor particles parallel to an inherited mylonitic foliation, and 
rotated particles. The textural transition from ultramylonite through unfoliated cataclasite to 
foliated (ultra-)cataclasite involves increasing the number of dominant orientations initially 
through fracturing and then by rotation of particles. Foliations of cataclasites most likely 









Cataclasis is a pressure-dependent deformation mechanism that dominates within fault 
zones in the shallow crust, where temperatures are less than 300-350C (Vermilye and 
Scholz, 1998). A variety of processes are involved in formation of these fault rocks, such as 
fragmentation, wear during sliding between particles and particle rotation, and also 
alteration and precipitation of new minerals (Engelder, 1974; Blenkinsop and Fernandes, 
2000). These processes influence both the rheology of the deforming rock, and the resultant 
microstructure. Studies of particle size and shapes in these cataclastic rocks – linked to 
microstructural observations – potentially provide information about the process that 
operated to generate them (Blenkinsop, 1991).  
 
4.1.1. Particle size distribution and reduction 
During cataclasis, the sizes of particles are reduced by action of a number of different 
mechanisms, such as fragmentation, melting or crystallization, and alteration (Sammis et al., 
1987; Blenkinsop, 1991). Previous studies of particle size distributions of fault rocks (e.g. 
Sibson, 1977; Sammis et al. 1987; Blenkinsop, 1991) indicate that the relationship between 
number of particles and size, known as the particle size distribution, PSD, can be used to 
diagnose the dominant deformation mechanism.  
A fault rock’s PSD can be described by the fractal relationship between particle size and 
frequency: 
N(𝑆) = ~S-D 
where N(S), the number of particles less than size S, is approximately equal to the size of 
the particle to negative power. The latter, which is known as the fractal dimension (D) is the 
slope of the best fit line on a log-log plot of N(S) against (S) (e.g. Figure 4.1) (Blenkinshop, 
1991). D can be presented in both two-dimensional terms, when derived by image analysis, 
and in three-dimension terms when derived through sieving and laser techniques. To 
differentiate between the two dimensions, two-dimensional fractal dimensions are denoted 
with a D2 and three-dimensional fractal dimensions are denoted with D3 which is obtained 
by adding 1 to D2. A fractal range can also be defined, bounded by the upper and lower 
limits of the parts of the dataset able to be fit by a straight line on this graph. The traditional 
method of defining a fractal range relied on knowing the limits of the analytical equipment 
(such as the largest and smallest size of sieve that the sample was passed through). However, 
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electron beam methods now allow us to image increasingly fine particles, and so the fractal 
ranges of analyses are progressively expanding and they are now typically defined by 




 Figure 4.1. Particle size distribution of a sample from the Cajon Pass drillhole, California, 
showing lower and upper fractal limits, fractal range, fractal dimension (D), and 
measurement range after Blenkinsop (1991). 
 
The favoured model for fragmentation is one of “constrained communition” (Sammis et al, 
1987) during which trans-granular fractures are generated due to high stresses at particle 
contacts, and then creation of smaller particles by these fractures homogenises the 
distribution of stresses so further fracturing becomes less likely (Sammis et al, 1987). The 
proportion of small particles within the rock increases during this process toward an ‘ideal’ 
three-dimensional D of 3.4. The proportion of small particles within fault gouges can also 
increase due to slip-enhanced surface abrasion during shear with two-dimensional D of 3.03. 
These smaller grains that are produced will surround the larger grains preventing further 
abrasion from occurring (Storti et al. 2007). The smaller particles also become progressively 
rounder through ‘rotation enhanced particle abrasion’ as they slide and rotate within the 
matrix, because rounded particles accommodate shear by low-friction, so that the 
progressive decrease in friction increases fault displacement (Anthony and Marone, 2005; 
Mora and Place, 1999).  
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Blenkinsop (1991) studied particle size distributions of samples of cataclasites and 
ultracataclasites within a range of dilatant and shear mode fractures within the Cajon Pass 
borehole, California. He found these distributions progressively evolved during brittle 
deformation due to changing dominance of the processes of in situ alteration, constrained 
communition and then selective fragmentation (Figure 4.2). The D2s he associated with each 
of these processes were, respectively, < 2—2.4, ~2.6 and > 2.6.  D2 values by Keulen et al. 
(2007) are 2.04 and 2.26 for > ~2 μm feldspar and quartz gouge, 1.5–1.6 for cracked grains at 
T = 300 and 500 °C, Pc = 500 and 1030 MPa. Smith et al. (2017) measured D2 values of 
carbonite particles in foliated cataclasites that were generated in experiments at a range of 
shear stresses and displacements. They found that D2 values increase from D2 < 1.8 in the 
starting materials to D2 = ~3 by the end of the experiments, but that thereafter the D2 values 
remain roughly constant. Other studies have found that D values can be influenced by the 
amount of shear displacement, the number of fracturing events, and the confining pressure 
(Engelder, 1974; Sammis et al., 1986; Marone and Scholz, 1989; Blenkinsop, 1991; An and 
Sammis, 1994; Blenkinsop and Fernandes, 2000; Storti et al., 2003).  
 
 







4.1.2. Particle shape analysis 
 
Particle shape analysis is performed in sedimentology (Kwan et al., 1999), during the 
development of powders in the pharmaceutical industry (Prasher, 1987) and on pyroclastic 
fragments in volcanology (Dellino and La Volpe, 1996; Zimanowski et al., 1997). It has also 
previously been carried out and published in the study of cataclasite particles by Heilbronner 
and Keulen (2006), Storti et al, (2007), and Bjørk et al, (2009). In these latter studies, 
cataclasites were found to typically comprise rounder/smoother small grains and 
angular/rougher large grains. This shape distribution is characteristic of an intensification of 
the deformation (Heilbonner and Keulen, 2006) or of a change in the fragmentation process 
(Bjørk et al., 2009). Storti et al. (2007) also showed that in carbonate fault gouges, chipping 
creates smaller and more angular grains (Fig.4.3). They found that the most appropriate 
shape descriptors to use to characterise fragmented materials are angularity, circularity, and 
convexity. Table 4.1 shows how each shape descriptor used in this study is calculated from 
basic shape measurements. Storti et al. (2007) demonstrated that particle angularity 
systematically decreases as particle size (and therefore also the fractal dimension) of the 
cataclasite increases (Figure 4.3). However, Bjork et al. (2009) observed the opposite 
relationship. This is probably because these two studies considered different rock types and 
particle size ranges. Bjork et al. (2009) examined fragmented granodiorite with a particle 
size range of 2.21–410.22 µm, while Storti et al. (2007) studied fragmented limestone 
(mostly calcite with sub-ordered dolomite) with a particle size range of 125 - 1000 µm.  
 
 
Figure 4.3. Ideal sketch of the evolution of particle sizes and shapes during fragmentation 
within a fault core. In the early stages of particle size reduction, large particles fragment into 
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smaller coarse grains with minor chipping. With increasing fault slip, particle rotation and 
abrasion leads to a higher number of smaller grains, with the larger particles becoming more 
rounded (Storti et al., 2007). 
 
 
Figure 4.4. Shape parameters calculated and analysed in this study (after Scott, 2012). 
 
Angularity 
Angularity (An) is the relationship of the length of the perimeter of a particle to its area 
(Table 4.1). A square will return an angularity value of 16, while a hexagon will have a value 
of 15.5. Increasing the number of sides generally decreases the angularity of any object. The 
minimum possible An value of 12.6 (4π) is that of a circle (Storti et al., 2007). 
 
Circularity 
Circularity measures how close the shape of a particle is to a perfect circle. It is calculated 
by dividing the equivalent area of a particle (4.π.AParticle) by its perimeter squared (P
2
Particle) 
(Table 4.1). Circularity is a particularly good measurement by which to assess shape, 
symmetry, and surface roughness of particles (Bjørk et al., 2009). A perfect circle will return 
a circularity value of 1. Smaller circularity values are measured for more irregular shapes. 
 
Convexity 
Convexity is the convex perimeter squared (P2CP) divided by the actual perimeter of the 
particle squared (P2Particle) (Table 4.1). The convex perimeter (Bjørk et al., 2009; Figure 4.4) 
is the smallest perimeter that can contain the particle. Convexity primarily reflects the 
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surface roughness of a particle and is not influenced by shape or symmetry. Values range 
from 0-1 with a smooth particle returning a value of 1, and an irregular particle having a 
value close to 0. 
 
Aspect ratio 
Aspect ratio is the ratio between the lengths of the major and minor axes of a particle (Figure 
4.4 and Table 4.1). Values range from ~0 to infinity and indicate how elongate particles are. 
 
To demonstrate how shape descriptors reflect various aspects of particle shape, Scott (2012) 
have calculated shape data for 11 different shapes, including a few basic geometric shapes 
and a few more complicated shapes. These relationships are illustrated in Figure 4.5.  
 
Table 4.1. Shape descriptors examined in this study. 
Shape descriptor Equation 
Angularity = P2/A 
Circularity (4πAParticle)/P2Particle 
Convexity = P2CP/P2Particle 
Aspect ratio = Major/ Minor 
 
An ellipse is fitted to each particle. This ellipse has the same area and centre of mass as the 
particle.  ‘Major’ is the length of the long axis of this ellipse and ‘Minor’ is the length of its 
shortest axis. A and P are the areas and lengths of the perimeters of the particle respectively, 
and PCP is the length of the perimeter of the ‘convex envelope’ (Figure 4.4) surrounding 






Figure 4.5.  Test shapes with their numerical values of angularity (An), circularity (Ci), and 




Scott (2012) and Webster (2015) developed and verified methods for particle size and shape 
analysis based on optical or backscatter electron (BSE) microscopic images of cataclastic 
rocks. They concluded that these methods are an effective tool in the analysis of cataclasites. 
In this study, I have employed the methods of particle analyses they developed and tested to 




Analyses were performed on thin sections of four different fault rock types from DFDP-1 
cores; foliated ultracataclasite (1a90.32), unfoliated cataclasite (1b57.1.51), foliated 




Figure 4.6.   Thin section scans and backscatter electron (BSE) images of the samples on 
which the particle size and shape analysis were carried out.  
 
4.2.1.2. Acquiring and processing images  
 
Backscatter electron (BSE) images were acquired using a Zeiss FEG scanning electron 
microscope (SEM) at the University of Otago. The images were acquired at 200x, 400x, and 
800x magnification with an overlap between each image of ~5 %, to maximise the range of 
particle sizes able to be resolved, and to follow the equal area method that Scott (2012) 
determined provides the best results for particle size and shape analysis (Figure 4.7). The 
minerals within each image were defined from EDS images acquired by the large area 
mapping tool in AZtec software. 
 
The BSE images were processed in ImageJ software (Rasband, 2014). The processing steps 
carried out were: 
1. A Gaussian Blur filter with a radius of 3 pixels was used to reduce the amount of 
noise along particle boundaries.  
2. The contrast was altered to highlight the range of values that contain the particles of 
interest.   
3. A thresholding was applied to the images to determine the greyscale ranges of 
different minerals. This image was saved and used later to qualitatively assess how 
well subsequent automated processes had segmented the particles, but this threshold 
was not ‘applied’.  
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4. The Matlab script "Gray Scale Image Analysis" (Bjørk et al., 2009) was used to create 
particle maps from these processed images. This script separates particles according 
to their greyscale values. The output is a map with random colours assigned to the 
particles, and an image where the particle map is overlaid over the input image 
(Figure 4.8).  
5. The images were converted to 8bit, and then a threshold in the range 1-255 was 
applied to ensure all particles were selected.  
6. A scale was set based on measurement of the number of pixels contained within a 
measured distance.  
7. The particle maps (e.g. Figure 4.8d) were analysed using ImageJ to obtain the area 
(A), perimeter length (P), and length of major and minor axes. Equivalent diameter 
(dequ) of each particle (the latter according to the equation:). 
 
Equivalent diameter; dequ = 2√(A/π)  For each sample, measurements were acquired 
from different types of minerals based on their greyshades by reference to the map 
generated in step 4.  
8. For convexity, the convex perimeter (PCP) and perimeter length (Pparticle) were 








Figure 4.7.  Examples of BSE images for 200x, 400x, and 800x magnifications with an 
overlap between each image of ~5 %, which were acquired to cover the widest reasonable 
range of particle sizes. Individual 200x, 400x, and x800 magnification maps were combined 





Figure 4.8. An example of the inputs to, and outputs of, the ‘Gray scale Image Analysis” 
Matlab script (Bjørk et al., 2009) (a) Original BSE image (b) BSE image after Gaussian Blur 
filtering and contrast adjustment in ImageJ (c) Matlab output image map (d) Image (c) after 
thresholding in ImageJ. 
 
4.2.3. Particle size analysis 
 
Particle size data acquired within ImageJ from the particle maps generated using the 
aforementioned steps were imported into Microsoft Excel. The frequency command was 
then used to calculate the number of particles within a certain range of equivalent diameters. 
A histogram analysis was carried out with bins 0.5 µm wide. The various particle shape 
descriptors (Table 4.1) were calculated, plotted in log-log space, then fit by a line using the 
Matlab smoothing method 'loess' (Appendix B). Finally, the cumulative frequency was 






4.2.4. Particle shape analysis 
 
Particle shape data acquired within ImageJ from the particle maps generated using the 
aforementioned steps were imported into Microsoft Excel. Four shape factors (aspect ratio, 
angularity, circularity, and convexity) that were calculated from measurements made from 




As noted previously, different mineral phases were separately measured within the 
processed maps (Figure 4.9). To separate different minerals, I used an automated 
segmentation based on grey shade, which is particularly difficult for small particles because 
they commonly show significant grey shade variations related to surface topography. 
Furthermore, it is commonly difficult to differentiate quartz and albite because they have 
similar grey shade in BSE. However, thin section observations reveal that quartz grains to 
form aggregates, and plagioclases to be more distributed, and because I employed these 






Figure 4.9.  BSE images, and the particle maps that were generated from these images for 
each sample, showing the separation into different minerals. These images demonstrate that 
the most distinctive differences between the different constituent minerals are size and 
aspect ratio, rather than circularity, angularity, and convexity. For this reason, I plot the size 
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and aspect ratio information for all samples but only present shape information for a few 
samples that do display distinctive differences. 
 
4.3.1. Particle size data reduction, and analyses of distributions. 
 
The equivalent diameters (dequ) of the particles are the measurement of particle size analysed. 
These are mostly in the range ~2.5 - 70 µm for the analysed samples. A log-log graph of 
cumulative frequency against equivalent diameter was plotted, then the cumulative 
frequency values above and below the fractal limits were fitted (Figure 4.10), so that fractal 
dimensions could be calculated based on the slope of this line of best fit. Subsequently, 
fractal dimensions for each sample and mineral were plotted against the magnifications at 
which the images were acquired (Table 4.2, Figure 4.11 and 12).  
 
Especially for foliated samples, the results show different D are derived from different 
magnifications maps, even those that examine the same mineralogy in the same samples. 
This is probably because the foliated samples consist of layers of different materials, and the 







Figure 4.10.  Log-log plots (base 10) of cumulative frequency against equivalent diameter 
showing particle size distribution of calcite particles within foliated ultracataclasite sample 
(DFDP_1A_66_2_14-29). (a) Raw data. (b) Data fitted by first removing data above and 
below the fractal limits then determining a linear best fit to the remainder. The negative 














Table 4.2. Lower and upper fractal limits (LFD and UFD respectively, in µm) and fractal 
dimension (D) are shown for each magnification. 
 
 
 Magnification 200x   400x   800x   
Sample  LFD UFD D LFD UFD D LFD UFD D 
DFDP_1A_66_2
_14-29 calcite 5 34.5 2.2 5 35.5 2.9 4.5 35 3.2  
K-feldspar/ 
white mica 5.5 35.5 3.1 5 35.5 3.0 6 35.5 3.3 
 
quartz/ 
plagioclase 6 35.5 3.4 4.5 35.5 2.9 6 35 3.1 
DFDP_1B_57_1
_51 calcite/chlorite 3.5 28.5 3.1 5.5 34 3.0 4.5 26.5 2.9  
K-feldspar 5.5 34 3.2 5.5 35.5 3.3 6 32.5 2.3 
 white mica 5.5 33 3.7 5.5 35.5 3.6 4.5 28 3.7 
 plagioclase 4.5 35 2.9 5.5 35 3.1 4.5 35 2.7 
 quartz 4.5 35 2.6 5.5 35 3.0 5 35.5 2.6 
DFDP_1B_69_2
_48-54 calcite 3.5 35.5 3.2 5 35 3.3 5 33 2.5  
K-feldspar 5 31.5 3.7    5 35 3.5 
 white mica 5 31.5 3.3 5 35.5 3.5 5 31.5 3.6 
 plagioclase 5 35 3.6 5 35.5 3.8 5 35 3.8 
 quartz 5 35 4.0 5 35.5 3.1 5 35.5 3.3 
DFDP_1B_71_2
_55-60 calcite/apatite 3.5 35.5 2.4 3 35 2.6 5 30.5 2.6 
 epidote 3.5 34 2.4 5 35 2.8 5 35.5 2.9 
 biotite 5 35 4.3 5 25.5 4.7 5 35.5 3.9 
 plagioclase 5 35.5 2.9 5 36 2.8 5 35.5 2.7 
 quartz 5 35 2.9 5 35.5 2.9 5 35.5 2.9 
 
 
Foliated ultracataclasite (DFDP_1A_66_2_14-29) 
Most types of particles have D in the range 2.9 – 3.4. The exception is calcite particles, 
which have D that varies in different resolution maps. The 200x map shows a fairly low D 
of 2.2, whereas the 400x map and 800x maps show higher D of 2.9 and 3.2, respectively. In 
the 1a90.37, calcite fills fractures that are not distributed equally, so that the particle size 
and frequency of this mineral depends on how many and how large fractures are encountered. 
 
Foliated cataclasite (DFDP_1B_69_2_48-54) 
Most of the particles show fairly high D value, in the range 3.1 - 4.0, except for calcite 
particles in the 800x map, where D is 2.5. The high Ds indicate that small particles are more 
common than large ones. The only other notable trend in these data is that D of feldspar 




Unfoliated cataclasite (DFDP_1B_57_1_51) 
At 200x and 400x, most particles show D of 2.6 – 3.3. At 800x, they show lower D (= 2.4 -
2.9). In both cases aggregates of white mica differ, showing higher D, (e.g. in the range 3.6 
- 3.7 for the 200x and 400x maps). This reflects that the grains of white mica in these 
aggregates are mostly much smaller than the quartzofeldspathic particles. As in the foliated 
cataclasite, D of feldspar particles are higher than D of quartz particles, particularly at 200x 
and 400x magnifications.  
 
Ultramylonite (DFDP_1B_71_2_55-60) 
The D values are very different between quartzofeldspathic or epidote particles and mica 
(mostly biotite) aggregates. The quartzofeldspathic or epidote particles have low D of 2.4 - 





Figure 4.11. Log-log plots (base 10) of cumulative frequency against equivalent diameter 
showing particle size distribution for each mineral and magnification of BSE maps. (cal: 






Figure 4.12.   Fractal dimension vs. magnification of the BSE maps for each sample and 
mineral. 
 
4.3.2. Particle shape analysis 
 
The BSE maps of 800x magnification were used for particle shape analysis as the lower 
magnifications did not allow measurements of the smaller particles within the map (Figure 
4.8). Particles with A less than 4 pixel^2 were also excluded because the resolution of their 
shapes is too low.  
 
Angles inclination anticlockwise of horizontal of the major axes of particles were measured 
from segmented particle maps for each mineral in each sample. Frequency histograms of 
these angles of inclination with bin sizes of 10⁰ represent the orientations of particles (Figure 
4.13). For the ultramylonite, quartz and plagioclase show a strong peak at inclination angles 
between 70-110⁰, and mica (biotite) show two peaks at 70-80⁰ and 100-110⁰. For unfoliated 
cataclasite, all minerals show two significant peaks at 70-80⁰ and 100-110⁰. The foliated 
ultracataclasite and cataclasite have similar frequency distributions but with less pronounced 





Figure 4.13. Frequency (number of particle) vs. inclination anticlockwise of horizontal of 
the major axis of each particle, measured from segmented particle maps from each sample. 
Note that the ultramylonite images were rotated 90⁰ clockwise compared to the orientation 
they were initially imaged in, so that the foliation is close to that in other samples, and they 




Figure 4.14 shows relationships between angularity and particle size (dequ) of quartz and 
plagioclase. In cataclasite samples, there is a wide range of angularities. The particles in the 
ultramylonite sample show a narrower range. This is similar to observations by Bjørk et al. 
(2009), and so I infer, as they did, that the larger, angular grains are “survivor grains”, which 
were generated during fragmentation of the host rock. Foliated ultracataclasite/cataclasite 
contains relatively few survivor grains, whereas unfoliated cataclasite and ultramylonite 
contains quite a lot of survivor grains, so the fractal dimensions of the latter are lower. Plots 
of circularity against dequ also highlight that particles in ultramylonite have a narrower range 
in shapes for medium size particles (dequ = 20 – 40 µm) that show lower circularity, and there 
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are fewer survivor grains in foliated ultracataclasite/cataclasite (Figure 4.15 and 16). In 
combination, these plots show that angularity decreases and circularity increases when the 
particle size decreases, however, for fragmented smaller grains (dequ = 4 – 10 µm), there are 
more angular (angularity = ~40 – 50) particles in cataclasite than in ultracataclasite. Aspect 
ratios (Figure 4.17) also differ between these different types of material. The particles in 
ultramylonite have widely spread aspect ratios and overall larger particles reflecting that 
elongated quartz, plagioclase porphyroclasts, and fragmented plagioclase grains are 
common in these samples. However, larger particles in cataclastic rocks are fragmented, so 
in these rocks, the larger particles have lower aspect ratios (< 4) than the smaller ones do. 







Figure 4.14. Angularity vs. equivalent diameter of quartz and plagioclase particles. Particles 
that plot broadly within the blue circle are larger particles that I suggest are survivor grains, 
while those that plot broadly within the red circle are smaller particles that I suggest are 
fragmented grains. The scale color shows density of the plots.The grains which are dequ < 10 






Figure 4.15. Circularity vs. equivalent diameter of quartz and plagioclase particles. Again, 
blue and red circles are used to delimit regions of survivor and fragmented grains. The scale 
color shows density of the plots.The grains which are dequ < 10 µm are not plotted, because 







Figure 4.16. Convexity vs. equivalent diameter of quartz and plagioclase particles. Again, 
blue and red circles are used to delimit regions of survivor and fragmented grains. The scale 
color shows density of the plots. The grains which are dequ < 10 µm are not plotted, because 







Figure 4.17. Aspect ratio vs. equivalent diameter of quartz and plagioclase particles. The 
scale color shows density of the plots. The grains which are dequ < 10 µm are not plotted, 
because the resolution of the images are too low to calculate the aspect ratio. 
 
 
Mica (± K-feldspar) 
 
The dominant phyllosilicates in each sample were segmented (Figure 4.9) and analysed. As 
noted previously, illite was separated in foliated and unfoliated (ultra)cataclasites, but in 
unfoliated ultracataclasite it was not possible to separate K-feldspar from illite. Only biotite 
was analysed in the ultramylonite. Figure 4.18 and 19 show that circularities and convexities 
of all these particles increase (angularities decrease) as the equivalent diameter decreases. 
Foliated ultramylonite/cataclasite contain are more intermediate-sized particles (15 – 40 µm) 
of illite (or K-felsdspar) than the other analysed rock types, so these samples demonstrate 
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wide ranges of angularity, circularity and aspect ratio against particle size. The unfoliated 
cataclasite and ultramylonite samples have narrower ranges. The ranges displayed by 




Figure 4.18. Angularity vs. equivalent diameter (µm) of phyllosilicates (illite and K-
feldspar in foliated ultracataclasite, illite in foliated and unfoliated cataclasites, and biotite 
in ultramylonites). The scale color shows density of the plots. The grains which are dequ < 6 

















Figure 4.19. Circularity vs. equivalent diameter (µm) of phyllosilicates. Illite and K-feldspar 
in foliated ultracataclasite, illite in foliated and unfoliated cataclasites, and biotite in 
ultramylonites. The scale color shows density of the plots. The grains which are dequ < 6 µm 




Figure 4.20. Aspect ratio vs. equivalent diameter (µm) of phyllosilicates. Illite and K-
feldspar in foliated ultracataclasite, illite in foliated and unfoliated cataclasites, and biotite 
in ultramylonites. The scale color shows density of the plots. The grains which are dequ < 6 




Examining the relationship of circularity of calcite particles to particle size (Figure 4.21) 
reveals that circularities tend to increase when the equivalent diameters decrease. 
Comparisons between aspect ratios of calcite particles and particle size show that there are 
larger and higher aspect ratio particles in foliated ultracataclasite/cataclasite (Figure 4.22). 
High aspect ratio particles are calcite filled fractures or fragments of these. Foliated 
ultracataclasite/cataclasite have more fractures filled by calcite hence the dominance of high 




Figure 4.21. Circularity vs. equivalent diameter (µm) of particles of calcite. For 
ultramylonite, apatite particles are included because they could not be differentiated from 







Figure 4.22. Aspect ratio vs. equivalent diameter (µm) of particles of calcite. For 
ultramylonite, apatite particles are included because they could not be differentiated in BSE 






Different mineral phases have different D values and characteristic shapes. Interpreting these 
relationships requires consideration of the conditions and processes of formation and 
subsequent modification of those grains within the fault zone. Ultramylonite’s foliated 
fabrics develop during creep at a depth of greater than 8 km, as a result of dislocation and/or 
grain size sensitive creep (Wehrens et al. 2016; also see Section 3.5). Foliated gouge and 
cataclasite are more likely to have developed within the brittle fault zone, exhumed from 
depths of less than 8km (although possibly deeper during large earthquake ruptures), where 
143 
 
grain size reduction by cataclasis is a dominant deformation mechanism (Sibson, 1977). The 
various mineral grains in the rocks can either be ‘survivor grains’ inherited from the protolith, 
which contains significant amounts of quartz, plagioclase, muscovite and biotite (Toy, 2008), 
or authigenically formed during faulting (e.g. Warr & Cox, 2001; Schleicher et al., 2010). 
Cataclasite samples contain more calcite particles which are authigenic and deformable 
filling fractures or existing as fragments in matrix, so that larger particles with high aspect 
ratios are not ‘survivor grains’. 
 
4.4.1. Cataclasis processes and particle size reduction 
 
Blenkinshop (1991) attributed the lowest D in his Cajon Pass borehole samples to alteration 
of feldspar. Greater D were attributed to other processes. For example, D2~2.6 is diagnostic 
of dominance of a constrained comminution process (Sammis et al., 1987).  D values greater 
than 2.6 are associated with abrasion (i.e. grains becoming even smaller by chipping off of 
their protruding edges as they interact during further shearing; Morgan et al, 1997). Sammis 
and King (2007) also predicted a theoretical D value of 3.0 in high-strain fault gouges. In 
that study, D2 values for most particles except calcites were >2.6. The highest D values that 
I have measured (3.0 – 4.0) are for quartz and feldspar particles in foliated cataclasites from 
PSZ-2 (Figure 3.8). Similar values are theoretically predicted in high-strain fault gouges 
where ‘selective fragmentation of particles’ that large particles are selectively broken over 
small particles occurs (Blenkinshop, 1991).  
 
I also observe higher D values for feldspar particles than for quartz. This indicates that 
feldspars break into smaller particles more easily, ie. are more fragile, and is to be expected 
given their strong cleavages, which will introduce a mechanical defect. The major 
conclusion I can draw is that breakdown of feldspar grains leads the cataclasis process in 
these rocks. Feldspar grains may be rapidly reduced in size both by alteration and by 
comminution. The D values for elongated quartz and feldspar porphyroclasts particles 
within ultramylonites are slightly lower (2.3 – 2.9) than for particles in cataclasites (2.6 – 
4.0). These values are consistent with the constrained comminution model of Sammis et al. 
(1986, 1987).  
 
The grain size reduction in mylonites is caused by dynamic recrystallization (Ethridge and 
Wilkie, 1979). That process already results in an increase in D values of quartz grains with 
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increasing strain rate (Hornborgen, 1987). The fractal analysis of Takahashi et al. (1998) 
furthermore shows that the D value of recrystallized quartz grains increases with decreasing 
temperature and that D values vary from ~1.0 to ~1.3 with dequ = 3 – 30 µm when T = 800-
1000 ºC and P = 400 MPa. Shigematsu (1999) also found that grain sizes of plagioclase can 
be reduced during progressive ductile deformation.  
 
Scott (2012) already suggested that the initial grain sizes of quartz and plagioclase in 
mylonites influences the grain size distributions in cataclasites, since existing grain 
boundaries are preferential fracture locations. However, initial grain sizes in cataclasites 
may also be different from those within cataclasites, because the remnant mylonite clasts in 
cataclasites typically have more hydrous mineralogy and finer grain size than surrounding 
myonites (Toy et al., 2017). Furthermore, within the fault zone, it is common that 
ductile/plastic and brittle behaviour at grain scale alternate due to stress cycling (White and 
White, 1983; Takagi et al., 2000). Therefore, it is not simple to compare D values between 
cataclasites and their protoliths within these particular fault rocks.  
 
In the cataclasites, calcite particles have variable D values of 2.2 – 3.3. These are generally 
lower than for any other sort of particles. Calcite fills fractures in the cataclasites, so the D-
values are a reflection of fracture size and frequency. For foliated ultracataclasite, there are 
also fewer survivor particles, and the D is slightly lower than D of particles in the foliated 
cataclasite. The ultracataclasites from within the PSZ-1 gouge (Figure 3.8) are very rich in 
matrix composed of clay minerals with a low frictional coefficient, so lower overall stresses 
may require to drive ongoing shear, thus less fragmentation might occur.  
 
 
4.4.2. Particle shapes and foliations in fault rocks 
 
The major conclusion from all particle shape analyses performed in this study is that particle 
angularity decreases, circularity increases, and convexity decreases in conjunction with 
decrease in equivalent diameter (from 70 to 4 µm).  This is consistent with the findings of 
Bjork et al. (2009) in gouge, but contrary to the results for larger particles in carbonite rocks 
studied by Storti et al. (2007). However, Storti et al. (2007) also explain that the particle 
fragmentation, which increases angularity during shear, is dominant in the early stages of 
fault core evolution. Alpine Fault gouges such as those I studied are ‘mature’ fault rocks so 
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the processes dominating within them should differ. Storti et al. (2007) explain that rounded 
particles and angular particles behave differently in shear zones.  Rounded particles 
accommodate shear mainly by rolling, a highly efficient, low-friction translation mechanism, 
conversely, angular particles inhibit rolling and mainly deform by sliding, fragmentation 
and dilatation (Mair et al., 2002; Guo and Morgan, 2004; Anthony and Marone, 2005). Thus 
a decrease in particle angularity during shear implies a progressive decrease in frictional 
strength of the shearing granular aggregate with increasing fault displacement. This 
contributes to fault weakening, and stimulates seismic behaviour of a fault.  
 
As stated in the introduction to the thesis, a major question I aimed to address during this 
study was whether there is a difference in origin and deformation mechanisms between 
foliated and unfoliated cataclasites. Hereafter I discuss whether the particle size and shape 
data contribute to addressing this question. Note that, as described in Chapter 3, foliations 
within the cataclastic rocks are partly defined by alignment of micas (either inherited from 
protolith mylonite or authigenic grains that grew in an aligned way), and partly by layering 
of different materials. 
 
Ultramylonite  
The fragmentation yielded the population of quartz and feldspar “survivor grains” which are 
larger and have more angular. Aspect ratios are also distinct for different mineral phases 
(Figure 4.17). Elongated quartz and feldspar porphyroclasts are common in the 
ultramylonite where they result from dislocation creep, but less common in cataclasites. The 
particles show one dominant orientation, indicating they are elongated parallel to the 
foliation (Figure 4.13).  
 
Unfoliated cataclasite  
Unfoliated catalcasite has more ‘survivor’ particles (with dequ > 40 µm) and intermediate 
particles (with dequ = 20 - 40 µm) than foliated ultracataclasite/cataclasite. The shapes of 
quartzes and feldspars are also more variable than in ultramylonites, and there is less illite 
in aggregates, which suggest that this rock type is not altered as much as the foliated 
ultracataclasite/cataclasite. This sample looks ‘unfoliated’ at hand specimen scale, because 
some areas lack elongated quartzofeldspathic aggregates, but the quantitative particle shape 
analyses actually reveal that it is ‘foliated’ protocataclasite with two strong orientations of 
particles. Their presence suggests that the survivor particles, inherited from ultramylonite, 
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are elongated parallel to foliation of the ultramylonite, but a second elongation direction 
developed as these particles were fractured. Fractures visible in the quartzofeldspathic clasts 
are at around 30⁰ to the foliation, and they are filled by mica (phyllosilicates) or calcite 
grains which are consequently also elongated at 30⁰ to the foliation (see Section 3.4.3). This 
fracture inclination is somewhat consistent with predictions of Mohr-Coulomb brittle 
fracture mechanics (Jaeger & Cook, 1979). The second elongation direction was formed 
during an early stage of cataclasis when “constrained communition” during which trans-
granular fractures are generated due to high stresses at particle contacts, dominated (Sammis 
et al, 1987). These features are consistent with characteristics of ‘foliated breccia’ suggest 
progress of cataclasis to granular gouge (Cladouhos, 1999). The convexity of quartz and 
plagioclase particles indicates that the particles in unfoliated cataclasite have higher 
convexity and are therefore more similar to particles in ultramylonite than those in foliated 
cataclasites (Figure 4.16). However, there is no systematic difference in grain size 
distributions of foliated vs unfoliated cataclasites reflecting this. Therefore, the unfoliated 
cataclasite shows more inheritance of grains from ultramylonite than foliated cataclasites do.  
 
Foliated ultracataclasite /cataclasite  
In these rocks, quartz and feldspar particles have fewer large particles as survivor grains 
than unfoliated cataclasites and ultramylonites. The measured particle size distributions are 
consistent with the ‘selective fragmentation of particles’ stage suggested by Blenkinshop 
(1991). However, these grains show wide ranges in angularity, circularity, and convexity, 
implying the different layers within them have evolved to different stages of cataclasis.  
 
Aggregates of white mica show wider ranges in particle size than in unfoliated cataclasites 
and ultramylonites, and there are more white mica (illite) aggregates in foliated 
ultracataclasite/cataclasite. High aspect ratio illites are probably inherited grains, similar to 
biotites in ultramylonites (Fig. 4.20). Illite grains in larger aggregates of white micas 
typically have low aspect ratios, suggesting they are not inherited or altered biotites. This is 
consistent with the microstructural descriptions in Chapter 3, which showed that 
phyllosillicates in cataclasites are authigenic grains formed at shallow depth. However, the 
resolution of this particle size and shape analyses is too low to compare with very small size 




Larger white mica aggregates in ultracataclasite may be products of progressive alteration 
and reworked as clay minerals. The orientations of particles except calcite show more 
random orientations than unfoliated cataclasite or ultramylonite. Aside from this calcite, the 
foliated cataclasites show similar orientation distributions to ultracataclasite. Their foliations 
are overall weaker. The orientation distributions probably reflect a mixture of increasing 
fractures and veins/muscovite aggregates like in unfoliated cataclasite, elongation of 
survivor particles parallel to an inherited mylonitic foliation, and rotated particles. The 
textural transition from ultramylonite through unfoliated cataclasite to foliated 
(ultra-)cataclasite involves increasing the number of dominant orientations initially through 
fracturing and then by rotation of particles.  
 
For calcite, the single strong peak of orientations reflects calcite veins mostly oriented 
parallel to the foliation, which means they do not dominantly fill fractures in clasts in this 
sample. This represents that observation by Chapter 3 that fragmented calcites are plastically 
deformed within phyllosilicate–rich layer which suggests calcite experiences plasticity (e.g. 
formation of e-twins) at quite low temperatures, whereas cross-cutting calcite exists within 
‘survivor’ quartzofeldspathic clasts (Figure 3.11). Calcite particles with high aspect ratios 
(ie. fragmented veins) are particularly common in foliated ultracataclasite/cataclasite.  This 
means it is more deformable than other major constituent minerals in these rocks. Also, 
calcite grains break into particular shapes because the twins are mechanically significant. 
Calcite in the ultracataclasite suggests the foliations were formed progressively at relatively 
low strain (γ<1.5) (Smith et al., 2017). Also Williams et al. (2016) highlighted that calcite 
mineralisation by the rapid opening and sealing most likely occurs coseismically, and that 
each increment of vein formation occurs during a different Alpine Fault earthquake. In this 
context the dominance of fragments of calcite veins in the foliated materials likely indicates 




 The 2-dimensional fractal dimensions (D) calculated for each mineral and 
magnification, demonstrate that all particles in foliated cataclasites, and mica 
particles in all rocks types have the highest D (~3 - 4), which is consistent with the 
‘selective fragmentation of particles’ stage of deformation. Slightly higher D values 
for feldspar particles in cataclasites reflect that feldspars altered first and lead 
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cataclasis of quartz. The quartz and feldspar particles in ultramylonite, and the calcite 
particles show low D (~2 - 3) which is consistent with a ‘constrained comminution’ 
stage, however, larger plastically deformed grains of quartz and feldspars have lower 
D.  
 
 Foliated ultracataclasite/cataclasite are characterised by broad ranges in size of < 40 
µm and shapes of particles with few ‘survivor grains’. The characteristics of particle 
shapes and size in different minerals are more distinct in unfoliated cataclasite and 
ultramylonite than for particles in foliated ultracataclasite/cataclasite. 
 
 The orientation distributions probably reflect a mixture of increasing fractures and 
veins/muscovite aggregates like in unfoliated cataclasite, elongation of survivor 
particles parallel to an inherited mylonitic foliation, and rotated particles. The 
textural transition from ultramylonite through unfoliated cataclasite to foliated 
(ultra-)cataclasite involves increasing the number of dominant orientations initially 
through fracturing and then by rotation of particles. Foliations of cataclasites most 
likely formed by progressive fragmentation of particles caused by multiple repeated 
















5.1. Major findings of this thesis 
In this thesis, I have examined fault rocks from outcrops and DFDP-1 cores from the central 
Alpine Fault Zone, New Zealand, focussing on those that are classified as cataclasite, but 
considering the chemical-mechanical processes involved in the transition from mylonite to 
cataclasite. I have examined both the variety of microstructures and the chemical 
compositions of these transitional materials, and considered how they change with time and 
deformation. The constituent minerals of the protolith mylonites were comminuted during 
cataclasis generating particles with new size and shape distributions, but new minerals also 
grew authigenically during deformation. The latter are commonly very small and difficult 
to chemically characterise. To do so, I developed a method of SEM-EDS analyses to 
improve spatial resolution. This enabled identification minerals and determination of major 
element compositions of particles as small as ~ 2 µm diameter. The temperature and pressure 
at which the fault rocks deformed were estimated from compositions of phyllosilicates 
measured using this method. These results were interpreted in conjunction with 
microstructural observations to better understand the processes of alteration and 
comminution in generation of the fault rock sequenceIn the following I summarise my major 
findings as they address the questions I proposed in the introduction of the thesis: 
1.  What are the smallest minerals that can be accurately analysed for SEM-EDS 
analyses? 
 
Analytical spatial resolutions at different accelerating voltages were evaluated. The 
smallest mineral grain with a cylindrical shape that can be accurately analysed is 
~500-1700 nm, ~1100-2300 nm, and ~2500-3300 nm at 7 kV, 10 kV, and 15 kV 
respectively. These analyses yield concentrations of Al, Si, and K based on their Kα 
lines with <~2 % error. 
 
2. What is the accuracy of the analyses? 
 
The relative differences in accuracy of measurements are < ±~3.5 % for Si, Ti, Al, 
Mg, Ca, Na when they have concentrations > 3 wt% of oxides. For Fe, a relative 
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difference of < ± 5 % is possible, but only when the oxide concentration is > 5 wt %. 
For K, Cr, and Mn, further study is required using more standards that have different 
concentrations of K, Cr, and Mn to determine accuracy limits. For these 
measurements, the operating conditions in a HITACHI SU-3500 SEM, are a 10 kV 
accelerating voltage, spot intensity/spot size (condenser lens) of 65 (Hitachi 
dimensionless value), aperture No. 3 (50 µm), and acquisition time of 60 seconds 
(10 seconds for Na) with processing time of 6 by EDS (Oxford X-MaxN 80mm2 with 
Aztec 3.0 software).  
 
3. What is the relationship between the chemical compositions and texture of 
phyllosilicates? 
 
Larger and more angular phyllosilicates are typically found in the protolith mylonitic 
materials, while smaller and wavier or circular phyllosilicates are typically found in 
cataclastic materials. These differences reflect different degrees of hydrothermal 
alteration. Most of the chlorites in cataclasites show correlations between particle 
size and estimated temperature. Characteristiaclly, larger grains show higher 
temperature and smaller grains show lower temperature, related to more AM 
(dioctahedral) substitution. However, chlorites which are aligned with the mylonitic 
foliation, and commonly internally distorted due to plastic deformation, which I infer 
means that they are inherited from the protolith mylonite, do not show this 
correlation.  
 
Some white micas in these rocks are inherited from the protolith mylonite, but many 
have also been altered by hydrothermal processes, so that within the cataclasites they 
show a wide range of chemical compositions. They can be classified as muscovite, 
phengite, illite, sericite, and glauconite, and may also contain mixed layer 
smectite/montmorillonite. 
 
4. What were the conditions of formation of the various type of cataclasites? 
Some of the white micas in DFDP-1 core samples are inherited grains that 
equilibrated at confining pressures of ~100 - 200 MPa, corresponding to ~3.8 – 7.6 
km depth if a simple pressure increase with depth is assumed. These have 
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muscovite/phengite compositions and are now only preserved in mylonitic samples. 
The compositional variations in chlorites within mylonite-cataclasite samples from 
DFDP-1 cores are also consistent with their equilibration at a fairly wide range of 
temperatures. Using chlorite thermometry, fairly high temperatures of ~350 ºC were 
estimated for the analysed ultramylonite sample, while variable temperatures in the 
range ~180- 350 ºC were estimated for cataclasites, and lower temperatures of ~160 
ºC were estimated for ultracataclasites. These results demonstrate that cataclasis 
from a mylonitic protolith is a progressive process occurring throughout the brittle 
fault zone during exhumation. 
 
5. What are the characteristics of particles in different fault types and the 
relationship between the chemical composition and distance from the principal 
slip zone (PSZ)? 
 
The 2-dimensional fractal dimensions (D) were calculated for each mineral and 
magnification. Particles of most minerals in the foliated cataclasite, and all mica 
particles show the highest D (~3 - 4) which is consistent with dominance of a process 
of ‘selective fragmentation of particles’. Slightly higher D for feldspar than quartz 
particles in cataclasites reflect that feldspar was reduced in size both by alteration 
and fragmentation, whereas quartz was only fragmented. The quartz and feldspar 
particles in ultramylonite, and calcite particles in all rock types show low D (~2 - 3) 
which are consistent with dominance of a process of ‘constrained comminution’. 
However, larger plastically deformed grains of quartz and feldspars have lower D. 
The shapes of particles show broad ranges, with notably fewer ‘survivor grains’ in 
foliated ultracataclasite and cataclasite. The characteristics of particle shapes and 
size in different minerals are more distinct in unfoliated cataclasite and ultramylonite 
than for particles in foliated ultracataclasite/cataclasite. 
 
The chemical compositions of chlorites and white micas yield temperature estimates 
that decrease (and Mg#s that increase) with increasing proximity to the Alpine 
Fault’s principal slip zone PSZ-1 in the DFDP-1 core. The ultracataclasite from 
DFDP-1A core is more phyllosilicate-rich, does not contain smectite, and shows 
lower D values than the foliated cataclasite sample. The foliated cataclasite 
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immediately adjacent to the principal slip zone PSZ-2 in DFDP-1 core is more 
comminuted (thus finer-grained), and more dilated than that adjacent to PSZ-1. The 
foliated cataclasite from DFDP-1B cores near PSZ-2 shows higher D and the chlorite 
in the sample shows both higher temperature in inherited chlorite and lower 
temperature in authigenic chlorite (which may contain smectite). I interpret that this 
difference is not due to lower confining pressure, since PSZ-2 is deeper than PSZ-1, 
but is because more earthquake ruptures have passed through this rock, ie. PSZ-2 has 
accommodated more earthquake ruptures than PSZ-1. This is an important result, 
because past studies (e.g. Sutherland et al., 2015; Toy et al., 2017) have not been 
able to determine which of these two principal slip zones was more important in the 
fault’s evolution. 
 
6. How do particles deform during cataclasis? 
 
The orientation distributions of particles are distinctive, and I infer they reflect 
variable combinations of a mixture of processes; (1) formation of fractures and 
infilling veins/muscovite aggregates, (2) elongation of survivor particles parallel to 
an inherited mylonitic foliation, and (3) rotation of particles. The textural transition 
from ultramylonite through unfoliated cataclasite to foliated (ultra-)cataclasite 
involves increasing the number of dominant orientations initially through fracturing 
and then by rotation of particles. Foliations in cataclasites most likely formed by 
progressive fragmentation of particles during multiple repeated increments of 
coseismic slip. 
 
7. What is the difference between foliated and unfoliated cataclasite in terms of 
chemical and physical properties?  
 
 Most of the cataclasite samples from DFDP-1 contain layers of quartzofeldspathics 
and phyllosilicate-rich materials, so can be categorised as ‘foliated’ cataclasites. 
Within these cataclasites, elongated quartzofeldspathic aggregates and aligned 
phyllosilicates jointly define the foliation. There are also a few ‘unfoliated’ 
cataclasites, which are characterized by randomly orientated particles and matrix. 
However, many samples have textures that are gradational between these two end 
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members. These samples have a range of strengths of foliation, or contain patches of 
foliated and unfoliated cataclasites in the same sample. Mg#s of phyllosilicates and 
existence of biotite in the latter samples suggests most of these phyllosilicates are 
inherited from the protolith mylonite. 
 
 The ultracataclasite (DFDP_1A_66_2_14-29) within PSZ-1 looks ‘foliated’ because 
calcite is strongly elongated, but the particles of other minerals actually show random 
orientations in quantitative particle shape analyses, so the ‘foliation’ is not real, just 
some sort of visual artefact. The quartzofelspathic-rich, protocataclasite sample 
(DFDP_1B_57_1_51) looks ‘unfoliated’ at hand specimen scale, because some areas 
lack elongated quartzofeldspathic aggregates, but the quantitative particle shape 
analyses actually reveal that it is ‘foliated’ protocataclasite with two strong 
orientations of particles. Their presence suggests that the survivor particles, inherited 
from ultramylonite, are elongated parallel to that rock’s foliation, but a second 
elongation direction developed as these particles were fractured. 
 
In summary during exhumation, the fault zone develops a new mineralogy by hydrothermal 
alteration of pre-existing minerals, and precipitation of new minerals. In Figure 5.1 the 
samples explored during this study are contextualised within a broader summary of different 
types of fault rocks within DFDP-1 drillcores (Toy et al., 2015). The microstructures and 
chemical compositions of the fault rocks show that they developed layering during cyclic 
neominerlization and cataclasis through the complex conditions within the brittle-plastic 
transition zone. The newly-formed minerals are mostly phyllosilicates, which are known to 
be frictionally weak, but velocity-strengthening (Carpenter et al., 2011; Ikari et al., 2011). 
This means that during exhumation the fault gradually weakens and becomes less likely to 
accommodate earthquake ruptures (Scholz, 1998), ie. the fault should become less likely to 




Figure 5.1. Illustrated summary of the different types of cataclasite and mylonite observed 
within the DFDP-1 drillcores, incorporating data gathered during this study. Most of the 
fault rocks include different layers (e.g. quartzfeldspathic, phyllosilicate-rich, mylonitic, 
cataclastic). The temperature estimated by chlorite thermobarometry varies from ~160 to 
~350 ºC. Those samples with 2-dimensional fractal dimensions (D) of 3-4 experienced 
advanced cataclasis reaching the ‘selective fragmentation of particles’ stage of deformation 
whereas those with low D (~2-3) were dominantly fragmented by ‘constrained 
comminution’. The white micas (wm) in different layers have different compositions due to 
variations in alteration processes induced by fluctuations in fluid pressure, temperature, and 
pore-fluid chemistry during exhumation 
 
5.2. Suggestions for future work 
 More detailed comparison to microstructures  
Similar analyses for each layer in foliated gouges and cataclasites assessing the stage of 
cataclasis would be valuable. The thicknesses of layers and characteristic of particles for 
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each layer and mineral could be analysed to understand how the mechanism of formation 
relates to shear strain.  
 3D X-ray scans by synchrotron  
The particle were analysed in 2D in this study using BSE images. For more quantitative 
analysis, we need to analyse in 3D. Core scans by synchrotron such as SPring8, Japan could 
provide high resolution images in which to analyse small particles.  
 
 Neutron diffraction method 
Neutron diffraction methods may also be useful to scan cores, especially for large specimens. 
The neutron diffraction method can detect orientations of quartz, feldspars and 
phyllosilicates particles, and measure d-spaces of lattices in quartz, which should represent 
residual stress. Pilot measurements of this type carried out at ANSTO, Australia using fault 
rocks from Alpine Fault, New Zealand and Median Tectonic Line, Japan are presented in 
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Sample numbers of DFDP-1 cores 
Sample ID on thin section ICDP sample no. IGSN 
1a36.32   
1a77.75 DFDP_1A_57_2_37-42 ICDP5052EX2B601 
1a88.1B DFDP_1A_64_2_56-66 ICDP5052EX1D601 
1a90.37 DFDP_1A_66_2_14-29 ICDP5052EXPD601 
1b57.1.51 DFDP_1B_57_1_51  
1b58.1.9 DFDP_1B_58_1_9-13 ICDP5052EXJ2601 
1b69.2.48 DFDP_1B_69_2_48-54 ICDP5052EXB3601 
1b71.1.55 DFDP_1B_71_2_55-60 ICDP5052EX94601 
1a64.3 DFDP_1A_45_2_30-40 ICDP5052EXT4601 
1a66.27 DFDP_1A_47_2_15-20 ICDP5052EX25601 
1a67.3 DFDP_1A_48_2_50-55 ICDP5052EX25601 
1a67.3b DFDP_1A_48_2_50-55 ICDP5052EXL5601 
1a69.1 DFDP_1A_50_1_30-35 ICDP5052EXL5601 
1a69.3 DFDP_1A_50_1_50-56 ICDP5052EXM5601 
1a71.33 DFDP_1A_51_2_53-60 ICDP5052EX56601 
1a75.35 DFDP_1A_55_1_35-37 ICDP5052EX27601 
1a85.20 DFDP_1A_63_1_0-10 ICDP5052EXEC601 
1a89.3B DFDP_1A_65_2_0-9 ICDP5052EXAZ601 




























































Line scan data 
The diagrams show counts vs. position in line scan analyses across three boundaries at 7, 10, and 15 kV  
accelerating voltages. The raw data for Si-Kα lines, Al-Kα lines, and K-Kα lines and fitted data for these lines 



























































































































































































































































































Matlab script  
E.1. BSE image  particle map 
 
% = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = 
= % 
% GRAY SCALE IMAGE ANALYSIS 
% 
% PHASE RECOGNITION AND PARTICLE IDENTIFICATION 
% 
% Torbjørn Bjørk, November 2005 
% Updated June 2006 









% = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = 
= % 
% USER INPUT 
% = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = 
= % 
  
% OUTPUT FILE NAME 
output = 'output'; 
  
% READ IMAGE GRAPHICS FROM FILE 
image   = imread('HC16_010_x800_contrast.png'); 
image   = image(:,1:floor(size(image,2)/1)); 
  
  
% MAGNIFICATION TO DISPLAY IMAGE GRAPHICS  
mag = 100;               % of original size 
  
% CONVERTION TO GRAYSCALE 
convert2grayscale = false; 
  
% INCREASE CONTRAST 
  
% 1. Saturate low and high intensity values 
adjust = false; 
  
% 2. Stretch and adjust intensity values to full lenght of gray scale 
stretch_scale = false; 
  
% STRUCTURING ELEMENT 
% Set shape and size of structuring element for morpohlogical opening and 
closing. 




% SET CONNECTIVITY OF PARTICLES (3x3 ENVIRONMENT) 
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connectivity = 4;           % 4: Only nearest neighbours.  
                            % 8: Nearest and next-nearest neighbours. 
  
% MANUAL REMOVAL OF PRATICLES  
% Manual removal of particles using a graphical interface 
manually = false; 
  
% MINIMUM DETECTABLE PARTICLE AREA 
% Set minimum particle area (pixels) 
min_area = 5; % 200 
  
% POST-PROCESSING 
% Plotting of particles 
boundaries = false;         % true: super-impose particle boundaries  
                            % (Note: Touching particles will be plotted 
                            % with same colour regardless of particle 
labeling). 
                            % false: Super-impose transparent particles. 
  
% METHOD SELECTION 
METHOD = {'Thresholding', 'Watershed'}; 
method_choice = 1; 
  
% METHOD INPUT 
switch METHOD{method_choice} 
     
    case 'Thresholding' 
         
        % Exagerate particle bounadries 
        exaggerate = false; 
        ex_number = 1; % Number of times to add tophat and subtract 
bothat from original image 
  
        % Gray scale range (0 - 255) for thresholding 
        lower_boundary = 140; 
        upper_boundary = 159; 
               
        % If particle particle density is high and more processing is 
        % needed to identify particles 
        heavy = false; % MUST BE FALSE; A LITTLE BUG. 
         
         
        % Number of times to perform morphological closing (dilate + 
erode)  
        % to make the particle boundaries more smooth 
        close_factor = 2; 
         
        % Number of times to perform morphological opening (erode + 
dilate) 
        % to separate and identify particles (used if heavy = true) 
        open_factor = 1; 
         
    case 'Watershed' 
         
        %Inverse image (particles need to be dark to function as 
catchment basins) 
        inverse = true; 
         
        % Exagerate particle bounadries 
        exaggerate = true; 
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        ex_number = 1; % Number of times to add tophat and subtract 
bothat from original image 
         
        % Detect intennsity valleys lower than specified threshold 
        threshold = true; 
        basin_min =20;  
         
        % Oversegmentation 
        oversegmentation = false; 
        overseg_removal = 90; % Remove any catchment basin shallower than 
overseg_removal        
end 
  
% = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = 
= % 
  
% MAKE OUTPUT DIRECTORY 
[SUCCESS,MESSAGE,MESSAGEID] = mkdir('OUTPUT'); 
  
%ADD PATH TO ADDITIONAL FUNCTIONS 
addpath([pwd, dir_div, 'FUNCTIONS']); 
  
disp('% = = = = = = = = = = = = = = = = = = = = = = = %') 
disp('% GRAY SCALE IMAGE ANALYSIS                     %') 
disp('%                                               %') 
disp('% PHASE SEPARATION AND PARTICLE IDENTIFICATION  %') 
disp('% = = = = = = = = = = = = = = = = = = = = = = = %') 
disp(' ') 
  
if convert2grayscale | stretch_scale | adjust 
    disp('% = = = = = = = = = = = = = = = = = = = = = = = %') 
    disp('PRE-PROCESSING') 
    disp('% = = = = = = = = = = = = = = = = = = = = = = = %') 
    disp(' ') 
end 
  
% = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = 
= % 
% DISPLAY IMAGE 
% = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = 
= % 
  
% Convert to grayscale using the NTSC standard for luminance 
if convert2grayscale 
    disp('Converting to gray scale') 
    image = .2989*image(:,:,1)... 
    +.5870*image(:,:,2)... 





% Stretch and adjust intensity values to full lenght of gray scale 
if stretch_scale  
    disp('Stretching and adjusting intensity values to full lenght of 
gray scale') 
image = histeq(image); 
end 
  




    disp('Saturating low and high intensity values') 
    image = imadjust(image); 
end 
  
% ORIGINAL TOTAL SIZE OF IMAGE 
original_total_area = size(image,1)*size(image,2); 
  
% MAKE IMAGE DUPLICATE FOR PROCESSING 
  
label = image; 
  






% = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = 
= % 
% METHOD SWITCH 




disp('% = = = = = = = = = = = = = = = = = = = = = = = %') 
disp('PROCESSING') 




     
    case 'Thresholding' 
        fprintf(1, ' Method: Thresholding,      '); 
         
        if heavy == false 
            fprintf(1,'Option: Light processing') 
            disp(' ') 
            
[label,num,area_particles,total_area,label_edges,area_edge_grains,area_ma
trix]=... 
            
threshold_light(label,image,mag,lower_boundary,upper_boundary,min_area,..
.. 
            
original_total_area,close_factor,se,manually,boundaries,connectivity,exag
gerate,ex_number) 
        else 
            fprintf(1,'Option: Heavy processing') 
            disp(' ') 
            
[label,num,area_particles,total_area,label_edges,area_edge_grains,area_ma
trix] = ... 
            
threshold_heavy(label,image,mag,lower_boundary,upper_boundary,min_area,..
. 
            
original_total_area,close_factor,open_factor,se,manually,boundaries,conne
ctivity,exaggerate,ex_number); 
        end 
         
    case 'Watershed' 
222 
 
        disp('Method: Watershed') 
        disp(' ') 
        
[label,num,area_particles,total_area,label_edges,area_edge_grains,area_ma
trix] = ... 
        
watershedding(label,image,mag,min_area,original_total_area,se,oversegment
ation,... 





% = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = 
= % 
% SAVE DATA 
% = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = 
= % 
disp('% = = = = = = = = = = = = = = = = = = = = = = = %') 
disp('POST-PROCESSING') 




disp(['Data saved as ',pwd,dir_div,'OUTPUT',dir_div,output,'.mat']) 
disp(' ') 
disp([output,'.mat contains the following matrices:']) 
disp(' ') 
disp('label:                Labeled matrix of particles*')  
disp('num:                  Number of particle') 
disp('area_particles:       Area of particles') 
disp('area_matrix:          Area of matrix') 
disp('total_area:           The total area (area of particles + area of 
matrix)') 
disp('label_edges:          Labeled matrix of removed edge particles') 
disp('area_edge_grains:     Area of edgde particles') 
disp('original_total_area:  Area of original image (toal area + area of 
edge particles') 
disp(' ') 
disp('*The "regionprops"-function can be used for calculation')  
disp('of size and shape properties of the particles') 
disp(' ') 




close(warndlg('FLOOD & FILL - REMOVE PARTICLES MANUALLY')) 
 
 
E.2. Smoothing plots 
dataset = xlsread('1b57.1.51 grain size summary.xlsx','for matlab (2)'); 
x = dataset(:,1); 
y = dataset(:,4); 








E.3. Particle shape analyses density plots 
%------------------------------------------------------------------------
------- 
% Updright  : SPACE Research Centre, RMIT 
% Project   : SPACE 
% Author    : Changyong HE 
% Language  : matlab 
% CreateTime: 23 Nov 2017 
% Function  : This function is used to make density plot 
%------------------------------------------------------------------------
------- 
function H = densityplot(x,y,varargin) 
% Parameters as 'name',value pairs: 
% - 'nbins': Array in the form of [nxbins nybins] to set the 
% number of bins in each dimension 
% - 'edges': Cell in the form of {[x__edges] [y_edges]} to set 
% custom bin edges for each dimension 
% 
% More details refer to hist3 
if isrow(x) 
    x = x(:); 
end 
if isrow(y) 
    y = y(:); 
end 
% combine 
X = [x,y]; 
% sumarisation 
% N is a matrix containing the number of elements of X that fall in  
%   each bin of the grid. 
% C returns the positions of the bin centers in a 1-by-2 cell array 
%   of numeric vectors. 
[N,C] = hist3(X, varargin{:}); 
if ~isempty(find(strcmpi(varargin,'edges'), 1)) 
  %Put values on the upper edges as if they were in the last 
  %bin 
  N(:,end-1)=N(:,end-1)+N(:,end); 
  N(end-1,:)=N(end-1,:)+N(end,:); 
  %Remove upper edge 
  N(:,end)=[]; 
  N(end,:)=[]; 
  C{1}(end) = []; 
  C{2}(end) = []; 
end 













colmin=0; % input('Enter the minimum value for the contour plots :'); 





%% Angularity plots 
  
x = dataset1(:, 12); 
y = dataset1(:, 5); %angularity 
  
xlim([0 70]) 
ylim([0 100]) %angularity 
  
%hold on 




ylabel('Angularity')     
title('') 
  




densityplot(x, y, steps) 
colormap cool 
xlabel('Equivalent diameter') 
ylabel('Angularity')     
title('') 
hold on 
plot(x, y, 'k.', 'markersize', 0.5) 




%% Cal file 
x = dataset3(:, 9); 
y = dataset3(:, 5); %angularity 
  
xlim([0 70]) 
ylim([0 100]) %angularity 
  
%hold on 
















title('1b57.1.51 cal 800x') 
hold on 
plot(x, y, 'k.', 'markersize', 0.5) 






%% Circularity plots 
  
x = dataset1(:, 12); 
y = dataset1(:, 6); %circularity 
  
xlim([0 70]) 
ylim([0 1]) %circularity or convexity 
  
% clear out values with convextivity == 1 
Y = y; 
Y(find(Y == 1)) = NaN; 
  
%hold on 

















plot(x, y, 'k.', 'markersize', 0.5) 
















Neutron diffraction method 
F.1. Texture analyses 
Experimental conditions: 
 Wavelength =2.85Å 
 Detector position 2=38° (with coverage ±7°) 
 Pole figure grid, approximately 3°×3° (also see 
Fig.1) 
 Large wavelength  and relatively small scattering 
angle is chosen in attempt to resolve illite basal 




 A typical diffraction pattern (sample GCF15-01 as 
example in Fig.2a) 
 The following peaks are identified and processed to pole figures: 
o Illite(004): 2=33.7° 
o Illite(110): 2=37.4° 
o Quartz(100): 2=39.5° 
 The rest of the peaks (32.6°, 34.8°, 36.5°, 40.6°(?), 41.6°, 43.2°, 44.7°) are probably 
plagioclases. They did not show any preferred orientation 
 For sample GSF15-02 (exclusively) an additional peak from calcite was present while illite 







Fig.1. Pole figure mesh for 2=32° 
  
























































 In sample HCF16-08 (exclusively) a diffraction peak that can be identified as clinochlore (006) 
was also found at 2=35.6°. 
 In the tables below the identified pole figures are given and quantity q is the quality factor 
(simply a measure of peak integrated intensity, as a rule-of-the-thumb, q>100 is good quality 
pole figures, q<50 are poor quality pole figures 
 All pole figures are plotted in the same colour scheme, min corresponds to blue, max 










I(004) q=30 I(004) q=0 I(004) q=0 I(004) q=0 
 
min: 0.51       max: 2.10 
Too weak Too weak Too weak 
I(110) q=157 I(110) q=106 I(110) q=139 I(110) q=229 
 
min: 0.59       max: 1.65 
 
min: 0.63       max: 1.33 
 
min: 0.68       max: 1.32 
 
min: 0.55       max: 1.40 
Q(100) q=179 Q(100) q=134 Q(100) q=202 Q(100) q=168 
 
min: 0.83       max: 1.26 
 
min: 0.50       max: 1.62 
 
min: 0.71       max: 1.29 
 













I(004) q=30 I(004) q=26 I(004) q=30 I(004) q=90 
 
min: 0.25       max: 6.82 
Too weak 
(may be too little illite) 
Too weak 
 
min: 0.14       max: 3.85 
I(110) q=114 I(110) q=106 I(110) q=142 I(110) q=165 
 
min: 0.27       max: 2.36 
Too weak 
(may be too little illite) 
 
min: 0.54       max: 1.41 
 
min: 0.21       max: 2.77 
Q(100)q=240 Q(100)q=134 Q(100)q=210 Q(100)q=115 
 
min: 0.67       max: 1.70 
 
min: 0.80       max: 1.25 
 
min: 0.82       max: 1.23 
 
min: 0.63       max: 1.72 
 Calcite(012) q=240  CC(003) q=90 
 
 
min: 0.83       max: 1.20 
 
 
min: 0.07       max: 7.53 
229 
 











































































































































































































































































































































































































































































































































































































































































































































F.3. Estimated residual stress in quartz  
 
 sample p err p' err 
1 JP-207 73.33 6.969555 73.32667 6.969555 
2 JP-208 189.46 9.155403 189.4567 9.155403 
3 JPSG-15-01 167.68 8.407681 167.68 8.407681 
4 GCF15-01 131.01 8.976441 131.01 8.976441 
5 HCF16-08 178.76 16.55885 192.7667 16.47217 
6 GCF15-04 187.26 9.013712 207.0733 7.887218 
7 GCF15-02 220.98 3.813501 207.3433 3.120561 
8 MR-16-001-LIGHT 272.05 7.899302 304.3033 7.445383 
9 MR-16-004 141.11 9.307099 192.7567 7.613862 
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