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We propose a novel multi-port teleportation scheme performing transmission of a number of un-
known quantum states or one composite system in one go. Teleported states arrive on several ports
on the receiver’s side. Using equivalence between the teleportation process and state discrimination
task we derive a lower bound on the performance of the protocol, measured in the entanglement
fidelity. Obtained bound is effective, in the sense it depends only on the global parameters like
the number of teleported states, the number of ports, and the dimension of the underlying Hilbert
space. The lower bound outperform the explicit values of the entanglement fidelity calculated for
the non- and optimal port-based teleportation with the minimal possible dimension of the port. We
show that the number of teleported systems can grow when the number N of ports increases. We
further obtain that maximal number of faithfully teleported systems differs qualitatively in deter-
ministic and probabilistic scheme: it scales as o(N) and o(
√
N) respectively. In the end, we deliver
closed-form expressions for the entanglement fidelity as well as for the probability of success in the
qubit case in the picture of the spin angular momentum.
I. INTRODUCTION
In 2008 the novel port-based teleportation protocol
has been proposed [1, 2]. In the opposite to very first
teleportation procedure, described in [3], it does not re-
quire a correction on the receiver’s side depending on
the classical outcome of the sender’s measurement, see
Figure 1.
FIG. 1: Figure depicts standard configuration for the port-
based teleporation scheme. Two parties share N copies of the
maximally entangled state Φ+d = |φ+d 〉〈φ+d |, where |φ+d 〉 =
(1/
√
d)∑i |ii〉. Alice (sender) to send an unknown state θC to
Bob (receiver), performs a global measurement on the states
and her half of the maximally entangled pairs. As an out-
put she gets a classical output 1 ≤ i ≤ N indicating ports on
the Bob’s side where the state arrives. To recover the state
Bob has only to pick up the right port, according to the clas-
sical message i obtained from Alice, no further correction is
needed.
However, the teleportation in this case is imperfect
and the state after teleportation is distorted or the tele-
portation is perfect but one has to accept the non-zero
failure of the whole process. In both versions the ideal
transmission is possible only when parties exploit an
infinite number of maximally entangled pairs. The lack
of the correction led to various new applications, where
the ordinary teleportation fails, like for example NISQ
protocols [1, 4], position-based cryptography [5], fun-
damental limitations on quantum channels discrimina-
tion [6], connection between non-locality and complex-
ity [7], and many other important results [8–13].
Up to now, to perform a teleportation of a state of
multiparty system one has to apply the PBT several
times, run the recycling protocol for PBT [14] or just
use the PBT with port dimension large enough. In the
first two, we have to resign from single-shot scenario
and after each round, one needs to store the transmit-
ted state. It also requires preparing the resource state
many times, which could be expensive, or use distorted
resource state, affecting the performance. In the latter,
we have ’one go’ scenario, but increasing dimensional-
ity of the port significantly reduces the entanglement
fidelity [2, 15–17], requiring increasing the number of
used ports to compensate it [18].
In this paper we present a novel scheme, which we
call multi-port teleportation, allowing for teleporting a
quantum multiparty state in one go. In the proposed
scheme, each subsystem of the teleported multiparty
system will end up in one of Bob’s ports, and Alice’s
message will tell Bob’s which are these ports (see Fig.
2. Thus, in the protocol, Bob’s correction will amount
to permuting ports according to Alice’s message.
Although in this paper we concentrate on determin-
istic version of the protocol, in [19] also the probabilistic
one was provided, where the success of the whole pro-
cess has limited probability.
In the case of ports being qubits, it turns out that the
number of faithfully teleported systems increases in the num-
ber of ports. In the deterministic scheme, we obtain that
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2teleportation fidelity approaches 1 for number of tele-
ported qubits k = o(N) (this we actually prove also in
general qudit case). In probabilistic scheme, we prove,
using Gaussian approximation, that the probability of
success approaches 1 for k = o(
√
N) qubits. Thus, in
our new scheme, one can teleport an immense amount
of quantum information, in comparison with standard
port-based teleportation. Moreover the above results
prove qualitative difference between deterministic and prob-
abilistic scheme.
In more detail, we provide an explicit lower bound
for the entanglement fidelity. The bound has a very
simple form, depending only on the global parame-
ters, like number of the ports N, their dimension d, and
number k of teleported particles and it is significantly
better than the exact values for the optimal PBT capable
to teleport k-particle system (i.e. with dimension of sin-
gle port equal to dk). We further present exact, but more
complicated formulas for the entanglement fidelity, and
probability of success in terms of angular momentum
parameters, in qubit case. The proofs of expressions re-
quire advanced techniques of representation theory so
we delegate them to the companion paper [19], where
we treat the general case of qudits.
Our protocol is a single shot one, so we do not need
to prepare the resource state repeatedly or use its de-
graded version. This implies we exploit less amount
of entanglement. What is more, the measurement in
our case are of the same form, they do not have to be
adaptively changed comparing to the recycling proce-
dure, and their number grows polynomially in number
of ports N (for fixed number k of teleported systems).
Comparing with the high-dimensional PBT, we use the
same number of shared maximally entangled pairs but
we significantly reduce the dimension of each port, still
getting better performance measured in the entangle-
ment fidelity or the success probability.
II. THE MULTI-PORT-BASED TELEPORTATION
Our protocol exploits N pairs of two q-dits in maxi-
mally entangled state |φ+d 〉, shared between the sender
(Alice) and the receiver (Bob). The particles at Bob’s site
are referred to as ports. The task (see Fig. 2) is to tele-
port an unknown state of k systems from Alice to Bob,
where Alice informs Bob at which ports each system ar-
rived. Then Bob’s correction would apply to permuting
his ports according to Alice’s message.
In order to transmit a state Alice applies a global mea-
surement ΠACi , on the state to be teleported and her
halves of state φ+d . As an output she receives a tuple of
indices i = {i1, i2, . . . , ik} and sends it to Bob through
a classical channel. We denote the set of all outputs
i by I . Note that the number of outputs k!(Nk ) grows
polynomially in N at fixed k. The meaning of indices
(i1, . . . , ik) is that they point the ports on the receiver’s
side on which the teleported systems appear, i.e. the
first system arrives at port i1, the second at i2 and so
on. Finally, Bob may recover the initial form of the tele-
ported state by suitably permuting his systems.
FIG. 2: In multi-port teleportation scheme two parties share
N copies of the maximally entangled state Φ+d = |φ+d 〉〈φ+d |,
where |φ+d 〉 = (1/
√
d)∑i |ii〉. Alice to transmit a multipar-
tite state of k systems of the dimension dk to Bob, performs a
global measurement on the state θC and her halfs of the states
φ+d . As an output she gets a string i = {i1, i2, . . . , ik} indicat-
ing ports on the Bob’s side where the states arrive. To recover
the state Bob has to pick up pointed ports in the right order.
Denoting by θC, where C = C1C2 . . . Ck, the total state
to be teleported, by A = A1 A2 . . . AN and the same for
B, the resulting action of the teleportation channel N is
of the form
N (θC) = ∑
i∈I
TrAB¯iC
[√
ΠACi (|Φ〉〈Φ|AB ⊗ θC)
√
ΠACi
†]
= ∑
i∈I
TrAC
ΠACi TrB¯i N⊗
j=1
|φ+〉〈φ+|AjBj ⊗ θC

= ∑
i∈I
TrAC
[
ΠACi σ
AB
i ⊗ θC
]
, (1)
where |Φ〉 = |φ+d 〉⊗N and the bar in B¯i de-
notes discarded subsystems except those on positions
i1, i2, . . . , ik. The states σABi or shortly σi for i ∈ I , called
later the signals, are given as
σABi ≡ TrB¯i
(
Φ+A1B1 ⊗Φ
+
A2B2
⊗ · · · ⊗Φ+AN BN
)
=
1
dN−k
1A¯i ⊗Φ+AiBi ,
(2)
where Φ+AiBi = |φ+〉〈φ+|AjBj . Since, due to no-
programming theorem, the ideal transmission is impos-
sible, our goal is to know how well parties can perform
3the teleportation procedure. To examine the efficiency
of the protocol we have to answer how well it transmits
quantum correlations. In such scenario Alice teleports
k halfs of maximally entangled state and the efficiency
measure is the entanglement fidelity
F = Tr
[
Φ+BD(N ⊗ 1D)Φ+CD
]
=
1
d2k ∑i∈I
Tr
[
ΠABi σ
AB
i
]
,
(3)
where D = D1D2 · · ·Dk. The above considerations look
similar to the original PBT scheme, but incorporating k
particles into the teleportation process makes it struc-
turally entirely different, see [19]. The structure of the
signals σABi and the suitable measurements Π
AB
i , makes
the problem of evaluating F very hard and technical.
Due to this fact, we have to find methods to bound the
entanglement fidelity from the below. In the next sec-
tion provide such bound basing on discrimination task.
III. FIDELITY BOUND FROM THE STATE
DISCRIMINATION TASK
Evaluation of fidelity in the standard PBT was a
formidable task, requiring machinery of representation
theory of SU(2) for qubits, and much more advanced
representation theoretic tools for d > 2. The result-
ing formulas are usually still not very transparent, ex-
pressed in terms of complicated sums of representation
theory parameters such as dimensions of irreps, for
which no explicit formulas are known beyond qubits.
As one can imagine, letting the number of teleported
systems k to be larger than 1 (as was in PBT protocol)
introduces next level of complications, so that it is not
possible to rely just on existing tools.
In this section we give a very simple explicit lower
bound for fidelity of our protocol. The starting point
is the idea of [1, 2], exploited in [5], providing lower
bound of standard PBT protocol without referring to
advanced mathematical tools, by relating fidelity of
teleportation to probability of success in state discrimi-
nation. Generalizing this approach to our case is highly
nontrivial, as it amounts to solving quite complex com-
binatorial problem, contained in Lemma 1. This lemma
then leads us to our lower bound contained in Theorem
2.
We begin with connecting the entanglement fidelity
with the averaged success probability of distinguishing
pdist of distinguishing the signals σi with equal prior
probability 1/(k!(Nk )) for arbitrary measurements Πi:
F(E) = k!(
N
k )
d2k
pdist, pdist =
1
k!(Nk )
∑
i∈I
Tr(Πiσi). (4)
Having a lower bound on pdist we have automatically a
lower bound on F(E). Since we are interested in any
feasible lower bound, for any k ≥ 1, in (4) we take
square-root measurements (SRM) of the form:
Πi = ρ−1/2σiρ−1/2 with ρ = ∑
i∈I
σi. (5)
The support of square-root measurements is always re-
stricted to the support of the signals σi [1, 19] causing
technical difficulties in direct computations of explicit
expressions. Now, introducing and evaluating a quan-
tity r ≡ (1/(k!(Nk )))∑i∈I rank(σi) = dN−k, we formu-
late the generalisation of the statement of Lemma A.3
from [5], which gives a general lower bound on pdist:
pdist ≥ 1
k!(Nk )r Tr ρ
2
, (6)
where ρ is a normalised version of the operator ρ
from (5). To obtain closed expression from (6), we
need to evaluate Tr ρ2. Our findings, based on ad-
vanced combinatorics, crucial for the further consider-
ations, are summarised in the following Lemma (see
Appendix A):
Lemma 1. For the operator ρ ≡ 1
k!(Nk )
ρ, we have
Tr(ρ2) = dN−k N!
(N − k)!
(d2 + N − 1)!
(d2 + N − k− 1)! . (7)
Finally, we have
Theorem 2. A lower bound for the entanglement fidelity
F(E) in kPBT deterministic scheme with N ports of dimen-
sion d each, while teleporting k ≤ b(N + k)/2c states is the
following
F(E) ≥
(
N
k
)(
d2 + N − 1
k
)−1
. (8)
Using the results of the above theorem, we can eval-
uate the leading term in obtained bounds on the entan-
glement fidelity. We have:
F(E) ≥ 1−
k
∑
s=2k−1
d2 − 1
d2 + N + k− s− 1 +O(1/N
2). (9)
Finally, for k = 1, the bound from Theorem 2 reduces to
the bound for the standard non-optimal PBT presented
in [5]:
F(E) ≥ 1− d
2 − 1
d2 + N − 1 . (10)
One can see that right-hand side of (8) tends to 1 when
the number of ports tends to infinity for fixed k.
Having closed form of the bound in Theorem 2 we
can ask how our bound behaves with respect to explicit
values of the entanglement fidelity evaluated for the
standard and the optimal PBT schemes, with respective
dimension of the port. All findings, for various values
of the parameters, are summarised in Figure 3.
4FIG. 3: The left figure presents the bound obtained in the
Theorem 2 for d = 2 and k = 2, 3, 4 (blue, orange and green
full circles respectively). We compare it with the optimal PBT
scheme for d = 4, 8, 16 (empty triangles). In the case d = 2,
k = 2 we outperform existing schemes only for low values of
N, but for d = 2, k = 3, 4 we are significantly better than PBT.
This proves the existence of new, effective multi-port-based
teleportation protocols, outperforming known PBT schemes.
In the right figure, compare the values of the bound for given
k, d with the corresponding exact fidelity, see [19]).
IV. CHANGING THE NUMBER OF TELEPORTED
PARTICLES ADAPTIVELY
Now we look for the dependence between k and N
still allowing fidelity to converge to 1. For our consider-
ations we denote the right-hand side of (8) by B(N, k, d).
First, we consider a linear dependence between k and
N. In this case we have the following:
Proposition 3. Let N be related to k in the following linear
way: N = (a− 1)k + b, with a ≥ 2, k > b ≥ 0. Then, in
the asymptotic limit we have
lim
k→∞
B(N, k, d) =
(
1− 1
a− 1
)d2−1
. (11)
The condition a ≥ 2 is imposed in order to fulfil the
condition k ≤ bN+k2 c in the teleportation procedure.
One can see the limit of the bound B(N, k, d) in (11)
is not equal to 1 but is close to it when the ratio Nk is
large enough.
It is possible to find other interesting functional de-
pendence between the number of the teleported parti-
cles and the number of the ports which still allows for
reasonable fidelity. Let us consider a lower bound of
the bound B(N, k, d) in its original form given through
the right-hand side of (8). We deduce
B(N, k, d) ≥
(
1− d
2 − 1
d2 + N − 2k
)k
. (12)
Now, assuming k is a function of N, i.e. we have
k = k(N). Additionally, we take limN→∞ k(N) = ∞,
otherwise it would imply that k is constant. In order
to study a limit properties of the bound from (12), we
apply the classical Bernoulli’s inequality. Namely, let
x ≥ −1, then ∀c ∈ N there is (1+ x)c ≥ 1+ cx. Setting
c = − d2−1d2+N−2k(N) we check that a ≥ −1 if and only if
2k(N)− 1 ≤ N, where the latter follows from our basic
condition k(N) ≤ bN2 c. We can summarise all findings
presented in this section in the following:
Proposition 4. Let k(N) ≤ bN2 c, such that k(N) → ∞.
Then
B(N, k(N), d) ≥
(
1− d
2 − 1
d2 + N − 2k(N)
)k(N)
(13)
achieving asymptotically 1 if only if limN→∞
k(N)
N = 0.
In order to have a limit 1 of the bound B(N, k(N), d),
the function k(N) must tend to the infinity weaker then
linearly, e.g. if k(N) differs infinitesimally from the lin-
ear function.
Example 5 For the scheme with N ports of the dimension
d each, having k(N) = N1−α, with k ≤ bN2 c, and 0 <
α < 1, we satisfy all the conditions of Proposition 4 and have
F(E) →
N→∞
1.
In particular, the following example has been calcu-
lated in a different way, directly exploiting bound (8).
Example 6 For the scheme with N ports of the dimension
d ≤ bN+k2 c each, having k(N) =
√
d2 + N + 1− 1, with
k ≤ bN2 c, we have F(E) →N→∞ 1.
V. THE QUBIT CASE - EXPLICIT CONSIDERATIONS
In this section we aim to present exact epxressions
in qubit case, basing on the formulas for the arbitrary
dimension d of the port obtained using advanced math-
ematical tools in the companion paper [19]. There
we provide expressions for the entanglement fidelity
F and the success probability psucc in kPBT scheme in
terms of parameters describing irreducible representa-
tions (namely the dimension and the multiplicity) of
the symmetric groups S(N) and S(N − k), labelled by
corresponding Young diagrams of N(N − k) boxes, la-
belled by µ `d N (in short µ ` N). In the qubit case, bas-
ing on the Shur-Weyl duality, we can use the represen-
tations of SU(2)⊗N−k and SU(2)⊗N instead of S(N− k)
and S(N). Thus, considering N − k and N spin- 12 par-
ticle systems we obtain explicit expressions for fidelity
and success probability.
The expression for entanglement fidelity in kPBT pro-
tocol in qubit case is given by (see Appendix C)
5F =
1
2N+2k
N−k
2
∑
s=0( 12 )
 s+ k2∑
j=max{0( 12 ),s− k2 }
((
k
s− j + k/2
)
−
(
k
s + j + k/2+ 1
))√
(2j + 1)2N!
(N/2− j)!(N/2+ j + 1)!
2 . (14)
FIG. 4: The values of the entanglement fidelity (C6) and
psucc (15) compared with the optimal PBT scheme with re-
spective port dimension. The new scheme, although not op-
timised, performs better when either k ≥ 2 (fidelity) or k > 2
(psucc).
The expression for the success probability becomes
(see Appendix C):
psucc(N, k) =
1
2N
1
N + 1
N−k
2
∑
s=0( 12 )
(2s + 1)2
(
N + 1
N−k
2 − s
)
.
(15)
The values of fidelity and success probability compared
with the PBT schemes are depicted in Figure 4.
Setting k = a
√
N (k = aN) we can examine the de-
pendence of (C6) and (15) on a (Figure 5). We can ob-
serve, that when a → 0 then F → 1 and psucc → 1. The
latter is shown in Proposition 8.
FIG. 5: The figures present how entanglement fidelity (respec-
tively, psucc) changes when k = aN (respectively, k = a
√
N).
The dashed line presents the lower bound given in Proposi-
tion 3.
Basing on the expression (15) we can determine
bounds for psucc (see Appendix D and Figure 6):
Proposition 7. Let k = a
√
N, a ∈ (0, 1). Then
2
(∫ ∞
0
x2
1√
2pi
e−
(x+a
√
N
N+1 )
2
2 dx−M(N)− IB1 (N)− IB2 (N)
)
− δB(N) ≤ psucc ≤2
(∫ ∞
0
x2
1√
2pi
e−
(x+a
√
N
N+1 )
2
2 dx + M(N)
)
,
(16)
where
M(N) =
2
e
√
N + 1
1√
2pi
, IB1 (N) = (N + 1)
− 32 1√
2pi
,
IB2 (N) =
(√
N + 1√
2pi
+ 1
)
e−
(
√
N+1−1)2
2 ,
δB(N) = 4N−1/4 + 11
√
N + 1 e−
(N5/8−1)
2
N+1 .
(17)
Thus, we have
Proposition 8. The limiting value of psucc, where
i) k = a
√
N, a ∈ (0, 1),
ii) k = o(
√
N), i.e. k/
√
N → 0 when N → ∞
is
i)
lim
N→∞
psucc = 2
∫ ∞
0
x2
1√
2pi
e−
(x+a)2
2 dx, (18)
ii)
lim
N→∞
psucc = 1. (19)
6FIG. 6: The figures present lower and upper bounds for psucc
introduced in Proposition 7, for two different values of a,
where the number of teleported qubits is given by k = a
√
N.
VI. CONCLUSIONS AND DISCUSSIONS
We have proposed a new quantum teleportation pro-
tocol performing transmission more than one unknown
quantum state in one round. By examining a lower
bound on its performance, measured in the entangle-
ment fidelity, we show that the protocol outperform in-
troduced earlier PBT protocols with the minimal pos-
sible dimension of the port allowing for the same task.
The bound has been obtained by considering the tele-
portation process in our protocol as a state discrimina-
tion task and it depends only on global parameters like
the number of ports, their dimension, and the number
of teleported particles. We have shown that in general
the number of states to be teleported can be changed
adaptively by the sender with the growing number of
ports, still ensuring convergence of the entanglement
fidelity to 1 for k = o(N) teleported qudits. Finally,
we derived closed expressions for the entanglement fi-
delity and the probability of success in the described
scheme for qubits in the picture of the angular momen-
tum and using Gaussian approximation, we prove that
the probability of success approaches 1 for k = o(
√
N)
teleported qubits.
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Appendix A: Proof of Lemma 1
To present the proof, first we have to make a few observations regarding the operator ρ given through equa-
tion (5). First of all let us notice that calculated traces do not change after the following indices mapping
∀ i ∈ I Bi 7→ Bi0 = Bn−k+1Bn−k+2 · · · Bn︸ ︷︷ ︸
k
, (A1)
since we wish to teleport k-particle sate. Having that we can work with the equivalent form of the operator ρ,
which is given through the following expression
ρ = ∑
i∈I
σi =
1
dN−k
1A¯i ⊗ P+AiBi0 . (A2)
Finally, one can observe that the every term in the above equation can be viewed as a partially transposed permuta-
tion operator with respect to last k systems, i.e. 1A¯i ⊗ P+AiBi0 = (1/d
k)V(k)(pii). The permutations pii clearly depend
on the indices i and belong to the coset S(n− k)/S(n− 2k), see [19]. Having that,let us formulate the following
Definition 9.
ρ ≡
n−k
∑
a1,a2,...,ak=1
V(k)[(ak, n− k + 1)(ak−1, n− k + 2). · · · (a1, n)], (A3)
where all numbers a1, a2, . . . , ak are different and k ≤ bN2 c. For simplicity we drop-off here the normalisation constant in form
of every signal σi.
Next we will need some
Notation 10. We define inductively a sequence of transpositions
L1 = (a1, b1) = τ(a1,b1), L2 = (a2, L1(b2 )), L3 = (a3, L2L1(b3 )), . . . , Lk = (ak, Lk−1 · · · L2L1(bk )),
7L′1 = (b1, a1) = τ(a1,b1), L
′
2 = (b2, L
′
1(a2 )), L
′
3 = (b3, L
′
2L
′
1(a3 )), . . . , L
′
k = (bk, L
′
k−1 · · · L′2L′1(ak )),
where the numbers a1, a2, . . . , ak are different and similarly the numbers b1, b2, . . . , bk are different. For such a transpositions
we define reversed transpositions also defined on the same numbers a1, a2, . . . , ak and b1, b2, . . . , bk in the following way so in
the primed transpositions the numbers a1, a2, . . . , ak and b1, b2, . . . , bk are interchanged.
The above transpositions satisfy the relation which easily follows from the structure of the transpositions
Lemma 11. We have
L′sL′s−1 · · · L′1 = L1L2 · · · Ls, s = 1, . . . , k. (A4)
Using introduced notation we may derive the following composition rule
Proposition 12. Let the numbers 1 ≤ a1, a2, . . . , ak ≤ n− k are different and similarly numbers 1 ≤ b1, b2, . . . , bk ≤ n− k
are different and k ≤ b n2 c, then
V(k)[(ak, n− k + 1)(ak−1, n− k + 2) · · · (a1, n)]V(k)[(bk, n− k + 1)(bk−1, n− k + 2) · · · (b1, n)]
= dδak ,Lk−1 ···L2 L1(bk)dδak−1,Lk−2 ···L2 L1(bk−1) · · · dδa2,L1(b2) dδa1,b1 V(Lk)V(Lk−1) · · ·V(L1)×
×V(k)[(bk, n− k + 1)(bk−1, n− k + 2) · · · (b1, n)].
(A5)
Applying the statement of Proposition 12 twice, together with Lemma 11, we get
Proposition 13. Let the numbers 1 ≤ a1, a2, . . . , ak ≤ n− k are different and similarly the numbers 1 ≤ b1, b2, . . . , bk ≤
n− k are different and k ≤ b n2 c, then
V(k)[(ak, n− k + 1)(ak−1, n− k + 2) · · · (a1, n)]V(k)[(bk, n− k + 1)(bk−1, n− k + 2) · · · (b1, n)]×
×V(k)[(ak, n− k + 1)(ak−1, n− k + 2) · · · (a1, n)]
= d2δak ,Lk−1 ···L2 L1(bk)d2δak−1,Lk−2 ···L2 L1(bk−1) · · · d2δa2,L1(b2) d2δa1,b1×
×V(k)[(ak, n− k + 1)(ak−1, n− k + 2) · · · (a1, n)].
(A6)
From expression (A6) we get immediately
Corollary 14. Let the numbers 1 ≤ a1, a2, . . . , ak ≤ n− k are different and similarly numbers 1 ≤ b1, b2, . . . , bk ≤ n− k are
different and k ≤ b n2 c, then
Tr
[
V(k)[(ak, n− k + 1)(ak−1, n− k + 2) · · · (a1, n)]V(k)[(bk, n− k + 1)(bk−1, n− k + 2) · · · (b1, n)]
]
= dn−2kd2δak ,Lk−1 ···L2 L1(bk)d2δak−1,Lk−2 ···L2 L1(bk−1) · · · d2δa2,L1(b2) d2δa1,b1 .
(A7)
Using equation (A7) we get that
Tr(ρ2) =∑
ai
∑
bi
Tr[V(k)[(ak, n− k+ 1)(ak−1, n− k+ 2) · · · (a1, n)]V(k)[(bk, n− k+ 1)(bk−1, n− k+ 2) · · · (b1, n)], (A8)
where the summation is all over pairwise different 1 ≤ a1, a2, . . . , ak ≤ n− k and 1 ≤ b1, b2, . . . , bk ≤ n− k, is equal
to
Tr(ρ2) =∑
ai
∑
bi
dn−2kd2δak ,Lk−1 ···L2 L1(bk)d2δak−1,Lk−2 ···L2 L1(bk−1) · · · d2δa2,L1(b2) d2δa1,b1 . (A9)
In order th calculate this hudge sum we need the following
Lemma 15. In the above notation we have
bs 6= b1, b2, . . . , bs−1 ⇒ Ls−1Ls−2 · · · L1(bs) 6= a1, a2, . . . , ak−1, s = 1, . . . , k. (A10)
In the particular case, for k = 2, the statement of the above lemma reduces to
b2 6= b1 ⇒ τ(a1,b1)(b2) 6= a1. (A11)
Applying Lemma 15 to each sum appearing on the RHS of equation for Tr(ρ2) we get the final result of this note
8Theorem 16. Let ρ be as in Definition 9, then
Tr(ρ2) = dn−2k(n− 2k− 1)(n− 2k− 2) · · · (n− k)(d2 + n− 2k)(d2 + n− 2k + 1) · · · (d2 + n− k− 1). (A12)
Proof. In order to better explain the role of Lemma 15 in the proof, let us consider first the case of k = 2, where we
have
Tr(ρ2) = dn−4∑
bi
(
∑
ai
d
2δa2,τ(a1,b1)
(b2)d2δa1,b1
)
= dn−4∑
bi
(
∑
a1
∑
a2 6=a1
d
2δa2,τ(a1,b1)
(b2)d2δa1,b1
)
, (A13)
where 1 ≤ a1, a2 ≤ n− 2 and 1 ≤ b1, b2,≤ n− 2 are pairwise different. Now using Lemma 15 we get
∑
a2 6=a1
d
2δa2,τ(a1,b1)
(b2) = d2 + n− 4, (A14)
since a2 runs over the set {1, 2, . . . , n− 2}\{a1} exactly once is equal to the number τ(a1,b1)(b2) 6= a1 and n− 4 times
is not equal to τ(a1,b1)(b2). This implies
Tr(ρ2) = dn−4(d2 + n− 4)∑
b1
∑
b2 6=b1
(
∑
a1
d2δa1,b1
)
= dn−4(n− 3)(d2 + n− 4)
n−2
∑
b1=1
n−2
∑
a1=1
d2δa1,b1
= dn−4(n− 2)(n− 3)(d2 + n− 3)(d2 + n− 4).
(A15)
For general case the way of proving is the same but we have more steps.
Let us write down some
Example 17 Let k = 1, then
Tr(ρ2) = dn−2(n− 1)(d2 + n− 2). (A16)
This expression can be also evaluated using group-theoretic approach, see the proof of Theorem 52 on page 28 in [17].
Example 18 Let k = 2, then
Tr(ρ2) = dn−4(n− 2)(n− 3)(d2 + n− 3)(d2 + n− 4). (A17)
Here, the group-theoretic approach would demand new summation rules for the irreducible representations, which are yet not
know.
Appendix B: Additional Properties of the bound from Theorem 2 and sketch of the proof of Proposition 3
We can also derive an alternative lower bound for the entanglement fidelity exploiting symmetric polynomials.
Defining variables xs ≡ 1/(d2 + N + k − s − 1) for s = k, . . . , 2k − 1, and completely symmetric polynomials
Sl(x1, x2, . . . , xk) in variables x1, x2, . . . , xk, for l ∈ N, we can write the bound (8) from Theorem 2 as
F(E) ≥
k
∑
l=0
(−1)l(d2 − 1)lSl(x1, x2, . . . , xk). (B1)
To prove the asymptotic behaviour of B(N, k, d) = (Nk )(
d2+N−1
k )
−1
from Theorem 2, we just substitute the assumed
dependence N = (a− 1)k + b, and expand to
B(N, k, d) =
(a− 2)k + b + 1
(a− 1)k + b + 1 ×
(a− 2)k + b + 2
(a− 1)k + b + 2 × · · · ×
(a− 2)k + b + d2 − 1
(a− 1)k + b + d2 − 1 , (B2)
where there is d2 − 1 terms. This observation leads us to the statement of Proposition 3.
9Appendix C: Derivation of the entanglement fidelity and probability of success for qubits
The irreducible representations of S(n) are labelled by Young diagrams with n boxes, restricted to the ones with
at most d rows, denoted by µ `d n (in short µ ` n). Our formulas are expressed in terms of: (i) dimensionality dµ
of the irrep µ and (ii) its multiplicity mµ in the representation of S(n) permuting n qdits. (For qubits we shall see
that these quantities are expressed in more familiar language of angular momentum). Having a Young diagram
α ` N − k we denote the Young diagram µ ` N obtained from α by adding consecutive k boxes by µ ∈ α. The
number of such allowed additions is mµ/α.
F =
1
dN+2k ∑α`N−k
(
∑
µ∈α
mµ/α
√
mµdµ
)2
. (C1)
and the probability of success is given by
psucc =
1
dN ∑
α`N−k
m2α minµ∈α
dµ
mµ
. (C2)
The number of considered Young diagrams is given by [20–22]
mµ/α = k! det
(
1
αi − µj − i + j
)
i,j=1,2
(C3)
In qubit case, basing on Shur-Weyl duality we have the following. The multiplicity mµ equals dimension of spin-
j representation of SU(2)⊗(N−k), where 2j = µ1 − µ2 and thus mµ = 2j + 1; the dimension dµ corresponds to
multiplicity of spin-j representation, given by (2j+1)(N−k)!
((N−k)/2+j+1)!((N−k)/2−j)! . The number of considered Young diagrams
is given by [20–22]
mµ/α = k! det
(
1
αi − µj − i + j
)
i,j=1,2
(C4)
which can be expressed as
m2s,2j,k =
(
k
s− j + k/2
)
−
(
k
s + j + k/2+ 1
)
. (C5)
Thus, considering that spin of N − k spin- 12 particles can take values from 0 or 1/2 depending on the parity of
N − k to N−k2 and after adding k particles either from 0( 12 ) or s− k/2, whichever quantity is greater, to s+ k/2, We
can rewrite expression (C1) as
F =
1
2N+2k
N−k
2
∑
s=0( 12 )
 s+ k2∑
j=max{0( 12 ),s− k2 }
((
k
s− j + k/2
)
−
(
k
s + j + k/2+ 1
))√
(2j + 1)2N!
(N/2− j)!(N/2+ j + 1)!
2 . (C6)
In case of probability of success, using directly the argumentation from Section V, we rewrite expression (C2) as:
psucc(N, k) =
1
2N
N−k
2
∑
s=0( 12 )
min
j
N!(2s + 1)2
(N/2− j)!(N/2+ j + 1)! =
1
2N
N−k
2
∑
s=0( 12 )
N!(2s + 1)2
(N/2− s− k/2)!(N/2+ s + k/2+ 1)! . (C7)
Observing that
N!
(N/2− s− k/2)!(N/2+ s + k/2+ 1)! =
1
N + 1
(
N + 1
N−k
2 − s
)
. (C8)
we get final form given in equation (15) of the main text.
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Appendix D: Proof of Proposition 7
The probability of success in the multi-port teleportation scheme, for even N can be written as:
ps =
1
N + 1
N−k
2
∑
s=0
(2s + 1)2 Pr
(
X =
N − k
2
− s
)
. (D1)
Instead of using discrete probability distribution Pr(X ≤ l) we can approximate it by Gaussian distribution
Φ
(
l− N+12
1
2
√
N+1
)
. The error of such estimation is known due to the Berry-Essen Theorem [23, 24], which in our case
reads as
∀ l = 0, . . . , N + 1
∣∣∣∣∣Pr(X ≤ l)−Φ
(
l − N+12
1
2
√
N + 1
)∣∣∣∣∣ ≤ 4c√N + 1 . (D2)
The real constant c can be analytically bounded from below and due to [25] there is c ≥
√
10+3
6
√
2pi
≈ 0.4097. In this
paper for our purposes we set c = 1/2. We can rewrite Φ
(
l− N+12
1
2
√
N+1
)
as
Φ
(
l − N+12
1
2
√
N + 1
)
=
∫ − N−12
−∞
G
(
0, σ =
1
2
√
N + 1; x
)
d x +
l
∑
i=0
∫ − N+i2 +1
− N+i2
G
(
0,
1
2
√
N + 1; x
)
d x. (D3)
The first term of the above expression decays to 0 for N → ∞, more precisely we have∫ − N−12
−∞
G
(
0, σ =
1
2
√
N + 1; x
)
d x =
2√
2pi(N + 1)
∫ − N−12
−∞
exp
(
− 2x
2
N + 1
)
d x
=
2√
2pi(N + 1)
∫ ∞
N−1
2
exp
(
− 2x
2
N + 1
)
d x
≤
√
N + 1
2
exp
(
−N + 1
2
)
:= G1(N),
(D4)
since the Hoeffding bound states ∫ ∞
r
exp(−c˜2x2)d x ≤
√
pi
c˜
exp
(
−c˜2r2
)
. (D5)
Notice that factor G1(N) decays to 0 for N → ∞. Now, due to (D4), we have ∀ l = 0, . . . , N + 1∣∣∣∣∣Pr(X ≤ l)−Φ
(
l − N+12
1
2
√
N + 1
)∣∣∣∣∣ ≤
∣∣∣∣∣Pr(X ≤ l)− l∑i=0
∫ − N+i2 +1
− N+i2
G
(
0,
1
2
√
N + 1; x
)
d x
∣∣∣∣∣+ G1(N)
=
∣∣∣∣∣ l∑i=0 Pr(X = i)−
l
∑
i=0
∫ − N+i2 +1
− N+i2
G
(
0,
1
2
√
N + 1; x
)
d x
∣∣∣∣∣+ G1(N)
=
l
∑
i=0
∣∣∣∣∣Pr(X = i)−
∫ − N+i2 +1
− N+i2
G
(
0,
1
2
√
N + 1; x
)
d x
∣∣∣∣∣+ G1(N).
(D6)
Getting back to probability of success in (D1):
2
N + 1
N−k
2
∑
s=0
(2s + 1)2Φσ
(
− k
2
− s− 1
2
,− k
2
− s + 1
2
)
≥
ps =
2
N + 1
N−k
2
∑
s=0
(2s + 1)2 Pr
(
X =
N − k
2
− s
)
≥ 2
N + 1
 N−k2∑
s=0
(2s + 1)2Φσ
(
− k
2
− s− 1
2
,− k
2
− s + 1
2
)
−
N−k
2
∑
s=0
(2s + 1)2δs
 ,
(D7)
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where
δs =
∣∣∣∣Pr(x = N − k2 − s
)
−Φσ
(
− k
2
− s− 1
2
,− k
2
− s + 1
2
)∣∣∣∣ , σ = 12√N + 1. (D8)
The upper bound comes from the Lemma 7.2 from [26]. Since X ∼ B(N + 1, 12 )
Φσ
(
− k
2
− s− 1
2
,− k
2
− s + 1
2
)
≥ Pr
(
X =
N − k
2
− s
)
(D9)
if
N + 1
2
+ 1 ≤ N + 1−
(
N − k
2
− s
)
(D10)
which is equivalent to k + 2s ≥ 1 which clearly holds for k and s in question.
At this point we can divide further considerations into two main steps:
1. Showing that 2N+1 ∑
N−k
2
s=0 (2s + 1)
2δs → 0 for N → ∞.
2. Evaluating the first term from expression (D7) in the asymptotic regime N → ∞.
Showing decaying of the second term in (D7).
Let us focus on the first point. We write
2
N + 1
N−k
2
∑
s=0
(2s + 1)2δs =
2
N + 1
m(N)
∑
s=0
(2s + 1)2δs︸ ︷︷ ︸
A
+
2
N + 1
N−k
2
∑
s=m(N)
(2s + 1)2δs︸ ︷︷ ︸
B
.
(D11)
Substituting m(N) = (1/2)(b(N)
√
N − 1), using fact ∑
N−k
2
s=0 δs ≤ 4c√N+1 with c = 1/2, we bound A as
A ≤ 2(2m(N) + 1)
2
N + 1
m(N)
∑
s=0
δs ≤ 4b
2(N)N
(N + 1)3/2
≤ 4Nb
2(N)
N3/2
= 4N−1/4, (D12)
where we choose for example b(N) = N1/8 getting demanded asymptotic. For the factor B, first we write
δs ≤ Pr
(
x =
N − k
2
− s
)
+Φσ
(
− k
2
− s− 1
2
,− k
2
− s + 1
2
)
≤ Pr
(
x ≤ N − k
2
− s
)
+Φσ
(
− k
2
− s + 1
2
)
≤ exp
(
− (k + 2s + 1)
2
2(N + 1)
)
+ exp
(
− (k + 2s− 1)
2
2(N + 1)
)
≤ 2 exp
(
− (k + 2s− 1)
2
2(N + 1)
)
.
(D13)
Indeed, for Φσ
(
− k2 − s + 12
)
we use σ = 12
√
N + 1 and the Hoeffding bound (D5):
Φσ
(
− k
2
− s + 1
2
)
=
1√
2piσ
∫ ∞
− k2−s+ 12
exp
(
−1
2
x2
σ2
)
d x ≤ exp
(
−1
2
(− k2 − s + 12 )2
σ2
)
= exp
(
− (k + 2s− 1)
2
2(N + 1)
)
,
(D14)
For Pr
(
x ≤ N−k2 − s
)
we use the Chernoff bound Pr(X < (1− δ)µ) ≤ e− µδ
2
2 , with µ = N + 1 and 1− δ = N−k−2sN+1 :
Pr
(
x ≤ N − k
2
− s
)
≤ exp
(
− (k + 2s + 1)
2
2(N + 1)
)
. (D15)
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Applying (D13) to B we reduce to
B ≤ 4
N + 1
N−k
2
∑
s=m(N)
(2s + 1)2 exp
(
− (k + 2s− 1)
2
2(N + 1)
)
≤ 4(N − k + 1)
N + 1
N−k
2
∑
s=m(N)
exp
(
− (k + 2s− 1)
2
2(N + 1)
)
≤ 4(N − k + 1)
N + 1
∞
∑
s=m(N)
exp
(
− (k + 2s− 1)
2
2(N + 1)
)
≤ 4
∞
∑
s=m(N)
exp
(
− (k + 2s− 1)
2
2(N + 1)
)
≤ 11√
N + 1
exp
(
− (k + 2m(N)− 1)
2
2(N + 1)
)
≤ 11√N + 1 exp
(
−2m
2(N)
N + 1
)
,
(D16)
where in the fourth inequality we use the Hoeffding inequality. Finally, using explicit form of the function m(N) =
(1/2)(N5/8 − 1) and expression (D12) we bound left-hand side of (D11) as
2
N + 1
N−k
2
∑
s=0
(2s + 1)2δs ≤ 4N−3/2 + 11
√
N + 1 exp
−
(
N5/8 − 1
)2
N + 1
 (D17)
which clearly decays to 0 with N → ∞. It means ps in (D7) can be bounded from the below
ps ≥ 2N + 1
N−k
2
∑
s=0
(2s + 1)2Φσ
(
− k
2
− s− 1
2
,− k
2
− s + 1
2
)
− 4N−1/4 − 11√N + 1 exp
−
(
N5/8 − 1
)2
N + 1
 . (D18)
Estimation of the first term in (D7). We now want to estimate the expression
2
N + 1
 N−k2∑
s=0
(2s + 1)2Φσ
(
− k
2
− s− 1
2
,− k
2
− s + 1
2
) . (D19)
First, we can write
2
N + 1
 N−k2∑
s=0
(2s + 1)2Φσ
(
− k
2
− s− 1
2
,− k
2
− s + 1
2
,
) = 2
N + 1
N−k
2
∑
s=0
(2s + 1)2
∫ − k2−s+ 12
− k2−s− 12
2√
2pi(N + 1)
e−
2x2
N+1 dx
(D20)
≥ 2
N + 1
N−k
2
∑
s=0
(2s + 1)2
2√
2pi(N + 1)
e−
(k+2s+1)2
2(N+1) (D21)
= 2
2√
N + 1
N−k
2
∑
s=0
(
1√
N + 1
+ s
2√
N + 1
)2 1√
2pi
e−
(
1√
N+1
+s 2√
N+1
+ k√
N+1
)2
2 . (D22)
where we replace integral over interval [− k2 − s− 12 ,− k2 − s + 12 ] with local minimum of integrated function mul-
tiplied by the length of the interval, which is 1. One can identify the last expression as a Riemann left-sum of
function
f N(z) := z2 e
(z+ k√
N+1
)2
2 (D23)
on the interval [ 1√
N+1
, N−k√
N+1
]. We will transform this sum in the manner depicted in Figure 7. Setting k = a
√
N
the target function takes form
f N(z) = z2 e
(z+a
√
N
N+1 )
2
2 . (D24)
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One can check, that for
0 ≤ z ≤ m :=
−
√
N
N+1 a +
√
N
N+1 a
2 + 8
2
(D25)
it is monotonically increasing, while for z ≥ m it decreases. Therefore it can be split into two components: one
consisting of partitions {[ 1√
N+1
, 1+2s√
N+1
], s ∈ 0, . . . , sm} where 1+2sm√N+1 ≤ m, and the other consisting of partitions for
higher values of s. Thus we have
2√
N + 1
N−k
2
∑
s=0
(
1√
N + 1
+ s
2√
N + 1
)2 1√
2pi
e−
(
1√
N+1
+s 2√
N+1
+ k√
N+1
)2
2 (D26)
=2
2√
N + 1
sm
∑
s=0
(
1√
N + 1
+ s
2√
N + 1
)2 1√
2pi
e−
(
1√
N+1
+s 2√
N+1
+ k√
N+1
)2
2 (D27)
+ 2
2√
N + 1
N−k
2
∑
s=sm+1
(
1√
N + 1
+ s
2√
N + 1
)2 1√
2pi
e−
(
1√
N+1
+s 2√
N+1
+ k√
N+1
)2
2 (D28)
=SNL
(
1√
N + 1
,
1+ 2(sm + 1)√
N + 1
)
+ SNL
(
1+ 2(sm + 1)√
N + 1
,
N − a√N + 1√
N + 1
)
, (D29)
where SNL
(
1√
N+1
, 1+2(sm+1)√
N+1
)
denotes left Riemann sum on the interval [ 1√
N+1
, 1+(2sm+1)√
N+1
]. Setting t = s+ 1, we can
write
SNL
(
1√
N + 1
,
2sm + 1√
N + 1
)
= 2
2√
N + 1
sm
∑
s=0
(
1√
N + 1
+ s
2√
N + 1
)2 1√
2pi
e−
(
1√
N+1
+s 2√
N+1
+ k√
N+1
)2
2 (D30)
= 2
2√
N + 1
tm
∑
t=1
(
− 1√
N + 1
+ t
2√
N + 1
)2 1√
2pi
e−
(
− 1√
N+1
+t 2√
N+1
+ k√
N+1
)2
2 (D31)
= SNR
(
− 1√
N + 1
,
−1+ tm√
N + 1
)
. (D32)
Thus
SNL
(
1√
N + 1
,
1+ 2(sm + 1)√
N + 1
)
+ SNL
(
1+ 2(sm + 1)√
N + 1
,
N − a√N + 1√
N + 1
)
(D33)
= SNR
(
− 1√
N + 1
,
−1+ 2tm√
N + 1
)
+ SNL
(
1+ 2(sm + 1)√
N + 1
,
N − a√N + 1√
N + 1
)
. (D34)
We can observe, that we shifted the first left sum by − 2√
N+1
, which corresponds to single partition interval, turning
it into right sum. Supplementing the upper bound of the "missing middle term" 2√
N+1
m2 1√
2pi
e−
(
m+ k√
N+1
)2
2 , we
obtain the following restriction
SNR
(
− 1√
N + 1
,
−1+ 2tm√
N + 1
)
+ SNL
(
1+ 2(sm + 1)√
N + 1
,
N − a√N + 1√
N + 1
)
+
2√
N + 1
m2
1√
2pi
e−
(
m+ k√
N+1
)2
2 dx (D35)
≥
∫ N−a√N+1√
N+1
− 1√
N+1
x2
1√
2pi
e−
(x+a
√
N
N+1 )
2
2 dx (D36)
≥
∫ N−a√N+1√
N+1
1√
N+1
x2
1√
2pi
e−
(x+a
√
N
N+1 )
2
2 dx. (D37)
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FIG. 7: Three Riemann sums: (D33), (D34) and (D35).
These three sums are depicted in Figure 7.
Thus the initial Riemann sum (D33) is bounded by
2√
N + 1
N−k
2
∑
s=0
(
1√
N + 1
+ s
2√
N + 1
)2 1√
2pi
e−
(
1√
N+1
+s 2√
N+1
+ k√
N+1
)2
2 (D38)
= SNL
(
1√
N + 1
,
2sm + 3√
N + 1
) + SNL (
2sm + 3√
N + 1
,
N − a√N + 1√
N + 1
)
(D39)
= SNR
(
− 1√
N + 1
,
2sm + 1√
N + 1
) + SNL (
2sm + 3√
N + 1
,
N − a√N + 1√
N + 1
)
(D40)
≥
∫ N−a√N+1√
N+1
1√
N+1
x2
1√
2pi
e−
(x+a
√
N
N+1 )
2
2 dx− 2√
N + 1
m2
1√
2pi
e
(
m+ k√
N+1
)2
2 (D41)
≥
∫ N−a√N+1√
N+1
1√
N+1
x2
1√
2pi
e−
(x+a
√
N
N+1 )
2
2 dx− 2√
N + 1
m2
1√
2pi
e
m2
2 (D42)
≥
∫ N−a√N+1√
N+1
1√
N+1
x2
1√
2pi
e−
(x+a
√
N
N+1 )
2
2 dx− 4
e
√
N + 1
1√
2pi
(D43)
≥
∫ N−a√N+1√
N+1
1√
N+1
x2
1√
2pi
e−
(x+a
√
N
N+1 )
2
2 dx− 2√
N + 1
1√
2pi
(D44)
and thus (D19) admits the following restriction
2
N + 1
 N−k2∑
s=0
(2s + 1)2Φσ
(
− k
2
− s− 1
2
,− k
2
− s + 1
2
) (D45)
≥ 2 2√
N + 1
N−k
2
∑
s=0
(
1√
N + 1
+ s
2√
N + 1
)2 1√
2pi
e−
(
1√
N+1
+s 2√
N+1
+ k√
N+1
)2
2 (D46)
≥ 2
(∫ N−a√N+1√
N+1
1√
N+1
x2
1√
2pi
e−
(x+a
√
N
N+1 )
2
2 dx− 2√
N + 1
1√
2pi
)
. (D47)
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Equivalent reasoning can be used to obtain the upper bound of (D19). Thus, for finite N one obtains
2
∫ N−a√N+1√
N+1
1√
N+1
x2
1√
2pi
e−
(x+a
√
N
N+1 )
2
2 dx + 2M ≥ psucc ≥ 2
∫ N−a√N+1√
N+1
1√
N+1
x2
1√
2pi
e−
(x+a
√
N
N+1 )
2
2 dx− 2M−
N−k
2
∑
s=0
(2s + 1)2δs,
(D48)
where M = 2√
N+1
1√
2pi
. This bound can be further refined. On the one hand, clearly
∫ N−a√N+1√
N+1
1√
N+1
x2
1√
2pi
e−
(x+a
√
N
N+1 )
2
2 dx + M ≤
∫ ∞
0
x2
1√
2pi
e−
(x+a
√
N
N+1 )
2
2 dx + M. (D49)
On the other hand
∫ N−a√N+1√
N+1
1√
N+1
x2
1√
2pi
e−
(x+a
√
N
N+1 )
2
2 dx−M−
N−k
2
∑
s=0
(2s + 1)2δs =
∫ ∞
0
x2
1√
2pi
e−
(x+a
√
N
N+1 )
2
2 dx−M−
N−k
2
∑
s=0
(2s + 1)2δs −
∫ 1√
N+1
0
x2
1√
2pi
e−
(x+a
√
N
N+1 )
2
2 dx−
∫ ∞
N−a√N+1√
N+1
x2
1√
2pi
e−
(x+a
√
N
N+1 )
2
2 dx =
∫ ∞
0
x2
1√
2pi
e−
(x+a
√
N
N+1 )
2
2 dx−M−
N−k
2
∑
s=0
(2s + 1)2δs − I1 − I2.
(D50)
One has
I1 =
∫ 1√
N+1
0
x2
1√
2pi
e−
(x+a
√
N
N+1 )
2
2 dx ≤
∫ 1√
N+1
0
x2
1√
2pi
e−
x2
2 dx ≤
∫ 1√
N+1
0
1
N + 1
1√
2pi
dx = (N + 1)−
3
2
1√
2pi
(D51)
and having definition of the complementary error function erfc(x) := 1− erf(x), where erf(x) := 2√
pi
∫ x
0 e
−t2 dt is
the error function we write
I2 =
∫ ∞
N−a√N+1√
N+1
x2
1√
2pi
e−
(x+a
√
N
N+1 )
2
2 dx ≤
∫ ∞
N−a√N+1√
N+1
x2
1√
2pi
e−
x2
2 dx :=
∫ ∞
b
x2
1√
2pi
e−
x2
2 dx =
b e− b
2
2√
2pi
+
1
2
erfc
(
b√
2
)
=
b e− b
2
2√
2pi
+
1√
pi
∫ ∞
b√
2
e−
x2
2 dx ≤ b e
− b22√
2pi
+ e−
b2
2 ,
(D52)
where in (D52) we use Hoeffiding bound, i.e.
∫ ∞
t e
−cx2 dx ≤
√
pi
c e
−c2t2 and b = N+1−a
√
N√
N+1
=
√
N + 1− a
√
N
N+1 .
Furthermore
b e− b
2
2√
2pi
+ e−
b2
2 =

(√
N + 1− a
√
N
N+1
)
√
2pi
+ 1
 e− (√N+1−a√ NN+1 )22 ≤

(√
N + 1− a
√
N
N+1
)
√
2pi
+ 1
 e− (√N+1−1)22 ≤ (√N + 1√
2pi
+ 1
)
e−
(
√
N+1−1)2
2 .
(D53)
Finally, taking into account (D17), we can formulate the following lower and upper bounds for psucc:
Fact 19. For a given N and k = a
√
N, a ∈ (0, 1), whe have the following bound on psucc
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2
(∫ ∞
0
x2
1√
2pi
e−
(x+a
√
N
N+1 )
2
2 dx +
2
e
√
N + 1
1√
2pi
)
≥ psucc ≥ (D54)
2
(∫ ∞
0
x2
1√
2pi
e−
(x+a
√
N
N+1 )
2
2 dx− 2
e
√
N + 1
1√
2pi
−
(√
N + 1√
2pi
+ 1
)
e−
(
√
N+1−1)2
2 −(N + 1)− 32 1√
2pi
)
+ (D55)
− 2
N + 1
(
4N−1/4 + 11
√
N + 1 e−
(N5/8−1)
2
N+1
)
. (D56)
Taking the limit N → ∞ we can formulate the following
Fact 20. The limiting value of psucc, where k = a
√
N, a ∈ (0, 1), N → ∞ is
lim
N→∞
psucc = 2
∫ ∞
0
x2
1√
2pi
e−
(x+a)2
2 dx. (D57)
When we take k = o(
√
N), i.e. k/
√
N → 0 when N → 0, we can apply the bounds provided in Fact 19,
substituting a
√
N
N+1 with k/
√
N, when we take the limit N → ∞ we obtain
Corollary 21. When k = o(
√
N) then the limit of psucc is
lim
N→∞
psucc = 2
∫ ∞
0
x2
1√
2pi
e−
x2
2 dx = 1. (D58)
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