ABSTRACT. Let G be a finite cyclic group. Every sequence S over G can be written in the form S = (n 1 g) · ... · (n l g) where g ∈ G and n 1 , · · · , n l ∈ [1, ord(g)], and the index ind(S) of S is defined to be the minimum of (n 1 + · · · + n l )/ord(g) over all possible g ∈ G such that g = G.
Introduction
Throughout the paper, let G be an additively written finite cyclic group of order |G| = n. By a sequence over G we mean a finite sequence of terms from G which is unordered and repetition of terms is allowed. We view sequences over G as elements of the free abelian monoid F (G) and use multiplicative notation. Thus a sequence S of length |S| = k is written in the form S = (n 1 g) · ... · (n k g), where n 1 , · · · , n k ∈ N and g ∈ G. We call S a zero-sum sequence if investigated by Gao [3] in a systematical way. Since then it has received a great deal of attention (see for example [1, 2, 4, 7, 10, 11, 12, 13, 14, 15, 16, 17, 18] ). A main focus of the investigation of index is to determine minimal zero-sum sequences of index 1. If S is a minimal zero-sum sequence of length |S| such that |S| ≤ 3 or |S| ≥ ⌊ n 2 ⌋ + 2, then ind(S) = 1 (see [1, 14, 16] ). In contrast to that, it was shown that for each k with 5 ≤ k ≤ ⌊ n 2 ⌋ + 1, there is a minimal zero-sum subsequence T of length |T | = k with ind(T ) ≥ 2 ( [13, 15] ) and that the same is true for k = 4 and gcd(n, 6) = 1 ( [13] ). The left case leads to the above conjecture.
In [12] , it was prove that Conjecture 1.2 holds true if n is a prime power. In [11] , it was prove that Conjecture 1.2 holds for n = p α 1 · p β 2 , (p 1 = p 2 ) and if the sequence contains an element g of order ord(g) = n. However, the general case is still open. Definition 1.3. Let S = (n 1 g) · ... · (n k g) be a minimal zero-sum sequence over G. Then S is called reduced if (pn 1 g) · ... · (pn k g) is not a minimal zero-sum sequence for any prime factor p of n.
In this paper, our main result is stated by the following theorem. Theorem 1.4. Let G be a finite cyclic group such that gcd(|G|, 6) = 1, S = (n 1 g) · ... · (n k g) be a minimal zero-sum sequence over G with ord(g) = |G|. If S is reduced and at least one n i coprime to n, then ind(S) = 1
It was mentioned in [13] that Conjecture 1.2 was confirmed computationally if n ≤ 1000. Hence, throughout the paper, we always assume that n > 1000.
Induction on prime decomposition of n
Throughout, let G be a cyclic group of order |G| = n > 1000. Given real numbers a, b ∈ R, we use [a, b] = {x ∈ Z|a ≤ x ≤ b} to denote the set of integers between a and b. For x ∈ Z, we denote by |x| n ∈ [1, n] the integer congruent to x modulo n. Suppose that n has a prime decomposition n = p .. · (x k g) be a minimal zero-sum sequence over G such that ord(g) = n = |G| and 1 ≤ x 1 , x 2 , x 3 , x 4 ≤ n − 1. Then x 1 + x 2 + x 3 + x 4 = νn, where 1 ≤ ν ≤ 3.
For convenience, we use the following symbols:
T i = {p ∈ T |p = gcd(p, x i )}, i = 1, 2, 3, 4.
Theorem 2.1. If S is reduced and gcd(x 1 , x 2 , x 3 , x 4 , n) = 1, then |T | ≤ 3. Particularly, if |T | = 3, then after renumbering if necessary one of the following statements holds:
(A1) {gcd(x i , n)|i = 1, 2, 3, 4} = {p 1 p 2 , p 2 , p 1 p 3 , p 3 }.
(A2) {gcd(x i , n)|i = 1, 2, 3, 4} = {1, p 1 , p 2 , p 1 p 2 }.
(A3) gcd(x i , n) = 1 for i = 1, 2, 3, 4.
(A4) gcd(x 1 , n) = 1, gcd(x 2 , n) = p 1 p 2 , gcd(x 3 , n) = p 1 p 3 , gcd(x 4 , n) = p 2 p 3 .
For the proof of this theorem, we need the following lemma.
Lemma 2.2. Suppose that |T | ≥ 3, p ∈ T and 1 ≤ |px i | n ≤ n − 1 for i = 1, 2, 3, 4. If for any q ∈ T , (qx 1 g) · (qx 2 g) · (qx 3 g) · (qx 4 g) is not a minimal zero-sum sequence, then n = p 1 p 2 p 3 and one of (A1), (A2), (A3) holds.
Particularly, we can assume that x 1 = 1, {gcd(n, x 2 ), gcd(n, x 3 ), gcd(n, x 4 )} = {p 1 , p 2 , p 1 p 2 } for (A2), and x 1 = 1, p 1 p 2 |(x 2 + 1), p 1 p 3 |(x 3 + 1), p 2 p 3 |(x 4 + 1) for (A3).
Proof. Since (px 1 g) · (px 2 g) · (px 3 g) · (px 4 g) is not a minimal zero-sum sequence, without loss of generality, we can assume that |px 1 | n + |px 2 | n = n and |px 3 | n + |px 4 | n = n. We distinguish four cases.
Case 1. p ∈ T 1 ∩ T 2 .
For any q ∈ T 3 , (qx 1 g) · (qx 2 g) · (qx 3 g) · (qx 4 g) is a minimal zero-sum sequence, hence T 3 = ∅.
If |T 1 | > 2, then there is q ∈ T 1 such that (qx 1 g) · (qx 2 g) · (qx 3 g) · (qx 4 g) is a minimal zero-sum sequence, contradiction..
If |T 1 | = 2 < |T |, then there is q ∈ T 1 such that (qx 1 g) · (qx 2 g) · (qx 3 g) · (qx 4 g) is a minimal zero-sum sequence, contradiction.
If
) is a minimal zero-sum sequence, contradiction.
We must have gcd(x 2 , n)| gcd(x 1 , n) and gcd(
) is not a minimal zero-sum sequence, we can get µ 2 = 1. Similarly, µ 3 = 1.
Besides all of above, we can assume
) is a minimal zero-sum sequence, contradiction. Hence µ 3 = 1 and n = p 1 p 2 p 3 .
We must have gcd(x 2 , n)| gcd(x 1 , n) and gcd(x 3 , n) = gcd(x 4 , n).
) is a minimal zero-sum sequence.
We must have gcd(x 1 , n) = gcd(x 2 , n) and gcd(x 3 , n) = gcd(x 4 , n). For any q ∈ T 1 , it holds that 1 ≤ |qx i | n ≤ n − 1 for i = 1, 2, 3, 4. If T 3 is not empty, then |qx 1 | n + |qx 3 | n = n or |qx 2 | n + |qx 3 | n = n. However, there is q ′ ∈ T 3 such that q ′ ∤ qx 1 , q ′ ∤ qx 2 , q ′ | qx 3 , it is a contradiction. Repeat some similar discussions, we infer that
Now we can finish the proof of Theorem 2.1 via the following discussion:
T i is empty and d ≥ 2, then for any p ∈ T , we have 1 ≤ |px i | n ≤ n − 1 for i = 1, 2, 3, 4.
For the above two cases, by Lemma 2.2, we can assume that ∪ 4 i=1 T i = T and d ≥ 3. Without lace of generality, we let x 1 , x 2 , x 3 , x 4 be such that
Now we can assume that
Clearly, there is p ∈ T 3 ∩ T 4 such that 1 ≤ |px 3 | n ≤ n − 1, 1 ≤ |px 4 | n ≤ n − 1. If n|px 2 , then for any q( = p) ∈ T 3 ∩ T 4 , we have q|x 2 , and then q|x 1 , which contradicts to gcd(x 1 , x 2 , x 3 , x 4 , n) = 1.
It can be shown by similar argument in (5).
From (5), (6) , (7), (8), we can assume that
Without lack of generality, we let T 3 ∩ T 4 = {p d }. From all discussion above, we can assume that
replace the positions of x 2 , x 3 and repeat case (10), we can have µ 2 = 1. Similarly, µ 1 = 1. Hence we have gcd(
If S contains at least one x i coprime to n, then u = gcd(x 1 , x 2 , x 3 , x 4 , n) = 1. For |T | < 3, Theorem 1.4 is proved by the results in [11] and [12] . Hence, in order to prove Theorem 1.4, it is sufficient to show the following Theorem 2.3: Theorem 2.3. Let n = p 1 p 2 p 3 , where p 1 , p 2 , p 3 are three different primes, and gcd(n, 6) = 1.
) be a minimal zero-sum sequence over G = g such that ord(g) = n, where (x 1 , x 2 , x 3 , x 4 ) satisfies one of (A2), (A3) and (A4). Then ind(S) = 1.
Notice that, under each assumption of (A2), (A3) and (A4), we always assume that (px 1 g) · (px 2 g) · (px 3 g) · (px 4 g) is not a minimal zero-sum sequence for any p ∈ T .
Preliminaries for Theorem 2.3
Let S be the sequence as described in Theorem 2.3. Similar to Remark 2.1 of [11] , we may always assume that
, then it is easy to show that the following proposition implies Theorem 2.3 under assumption (A2), (A3) or (A4).
Proposition 3.1. Let n = p 1 p 2 p 3 , where p 1 , p 2 , p 3 are three different primes, and gcd(n, 6) = 1. Let S = (g)·(cg)·((n−b)g)·((n−a)g) be a minimal zero-sum sequence over G such that ord(g) = n, where 1 + c = a + b, and
Then ind(S) = 1. 
is not a minimal zero-sum sequence, we infer that a ≥ 36 under (A3), a ≥ 35 under (A2) or (A4). 
] contains at least one integer for
] contains an integer co-prime to n for some
For the proof of Lemma 3.3, Lemma 3.4 and Lemma 3.5, one is referred to the proof of Lemma 2.3-2.5 in [11] , and we omit it here.
Let Ω denote the set of those integers: x ∈ Ω if and only if x ∈ [ ] contains no integers co-prime to n for every t
] contains at least 4 integers, hence x, x + 1, x + 2, x + 3 ∈ Ω for some x. It is easy to know that at least one of the four integers is co-prime to n. Then this lemma holds. 
. Then one of the following holds for some x:
Proof. Since s ≥ 4, we can consider t = 0, 1 respectively. Because [
] contains exactly three integers for t = 0 or t = 1, we have 1 ≤ n 2b < 3, then (c1)-(c5) are all possible cases of the integers contained by [
] for some t = 0, 1. ] contains no integers co-prime to n for
] contains at most two integers for every
we have gcd(x + 2, x + 7) = 5, gcd(x + 1, x + 8) = 7, then gcd(x, x + 9) > 1, gcd(x + 1, x + 9) = gcd(x + 2, x + 9) = 1, so we have gcd(x + 9, n) = 1, which contradicts to our assumption.
The proof for (c2)-(c7) is similar. Then this lemma holds.
Lemma 3.9. If s ≥ 6 and [
Proof. Similar to the proof of Lemma 3.7.
] contains exactly one integer and n 2b < 2.
Proof. Suppose that [
(2s−2t−1)n 2b
If gcd(x, x + 1, n) = gcd(x + 1, x + 5, n) = gcd(x, x + 5, n) = 1, then gcd(x, x + 10) = gcd(x + 5, x + 10) = 1 and gcd(x + 1, x + 10) > 1. However, gcd(x + 1, x + 10) ∈ {1, 3, 9}, so gcd(x + 10, n) = 1, which contradicts to our assumption.
If gcd(x + 1, x + 5, n) = gcd(x + 5, x + 6, n) = gcd(x + 1, x + 6, n) = 1, gcd(x, x + 5) = 5, then gcd(x + 1, x + 11) = gcd(x + 6, x + 11) = 1 and gcd(x + 5, x + 11) > 1. However, since gcd(x + 5, x + 11)|6, we have gcd(x + 11, n) = 1, contradiction.
The proof for (c9-c14) is similar. Then this lemma holds. (c15) x, x+3, x+4, x+7, x+8, x+11, x+12 ∈ Ω; (c16) x, x+1, x+4, x+7, x+8, x+11, x+12 ∈ Ω; (c17) x, x+1, x+4, x+5, x+8, x+11, x+12 ∈ Ω; (c18) x, x+1, x+4, x+5, x+8, x+9, x+12 ∈ Ω; (c19) x, x+1, x+3, x+4, x+7, x+10, x+11 ∈ Ω; (c20) x, x+1, x+3, x+4, x+7, x+8, x+11 ∈ Ω; (c21) x, x+3, x+4, x+6, x+7, x+10, x+11 ∈ Ω; (c22) x, x+1, x+4, x+5, x+7, x+8, x+11 ∈ Ω; (c23) x, x+3, x+4, x+7, x+8, x+10, x+11 ∈ Ω; (c24) x, x+1, x+4, x+7, x+8, x+10, x+11 ∈ Ω; (c25) x, x+1, x+3, x+4, x+6, x+7, x+10 ∈ Ω; (c26) x, x+3, x+4, x+6, x+7, x+9, x+10 ∈ Ω; (c27) x, x+2, x+3, x+5, x+6, x+8, x+9 ∈ Ω; (c28) x, x+1, x+3, x+5, x+6, x+8, x+9 ∈ Ω; (c29) x, x+1, x+3, x+4, x+6, x+8, x+9 ∈ Ω; (c30) x, x+1, x+3, x+4, x+6, x+7, x+9 ∈ Ω; (c31) x, x + 3, x + 6, x + 7, x + 10, x + 11 ∈ Ω; (c32) x, x + 3, x + 6, x + 7, x + 9, x + 10 ∈ Ω; (c33) x, x + 3, x + 5, x + 6, x + 8, x + 9 ∈ Ω; (c34) x, x + 2, x + 4, x + 5, x + 7, x + 8 ∈ Ω; (c35) x, x + 3, x + 4, x + 7, x + 10, x + 11 ∈ Ω; (c36) x, x + 2, x + 3, x + 5, x + 7, x + 8 ∈ Ω; (c37) x, x + 1, x + 4, x + 7, x + 8, x + 11 ∈ Ω; (c38) x, x + 1, x + 3, x + 5, x + 6, x + 8 ∈ Ω; (c61) x, x + 3, x + 6, x + 9, x + 12 ∈ Ω; (c62) x, x + 2, x + 5, x + 8, x + 11 ∈ Ω; (c63) x, x + 3, x + 5, x + 8, x + 11 ∈ Ω; (c64) x, x + 3, x + 6, x + 8, x + 11 ∈ Ω; (c65) x, x + 3, x + 6, x + 9, x + 11 ∈ Ω; (c66) x, x + 2, x + 4, x + 7, x + 10 ∈ Ω; (c67) x, x + 2, x + 5, x + 7, x + 10 ∈ Ω; (c68) x, x + 2, x + 5, x + 8, x + 10 ∈ Ω; (c69) x, x + 3, x + 5, x + 7, x + 10 ∈ Ω; (c70) x, x + 3, x + 5, x + 8, x + 10 ∈ Ω; (c71) x, x + 3, x + 6, x + 8, x + 10 ∈ Ω; (c72) x, x + 2, x + 4, x + 6, x + 9 ∈ Ω; (c73) x, x + 2, x + 4, x + 7, x + 9 ∈ Ω; (c74) x, x + 2, x + 5, x + 7, x + 9 ∈ Ω; (c75) x, x + 3, x + 5, x + 7, x + 9 ∈ Ω; (c76) x, x + 2, x + 4, x + 6, x + 8 ∈ Ω.
Lemma 3.14. s ≤ 9.
The proof of Lemma 3.11 and Lemma 3.13 is similar to that of Lemma 3.7, and the proof of Lemma 3.12 and Lemma 3.14 is similar to that of Lemma 3.10.
In view of Lemmas 3.5 and 3.14, from now on we may always assume that s ≤ 9.
Let k 1 be the largest positive integer such that ⌈ 
contradiction.
Then we can show that Proposition 3.1 holds through the following two propositions. Proof. We prove this lemma under assumption (A4). For (A2) and (A3), the proof is very similar.
Since a ≤ b, by Lemma 3.4 we may assume every integer in [ n c , n b ] in not co-prime to n. Since n = p 1 p 2 p 3 , and p 1 p 3 |b, it follows that n b ≤ p 2 . Then one of the following holds:
For case (4.1): We have that gcd(m 1 , n) > 1, gcd(m 1 + 1, n) > 1 and gcd(n, 6) = 1, we infer that p 2 ≥ 23 and gcd(n, m 1 + 3) = 1, then m 1 ≥ 21 and n ≥ 23b. Note that
Let m = 2m 1 +5 and k = 2. Since 1+c = a+b, by (4.3) we have (2m 1 −2)(b+a−1) < (2m 1 +5)b, and thus (2m 1 − 2)(a − 1) < 7b. Since a ≥ 35 and m 1 ≥ 21, we have
and the result holds.
For case (4.2): We have that gcd(m 1 , n) > 1, gcd(m 1 + 1, n) > 1 and gcd(n, 6) = 1, we infer that m 1 ≥ 10. Then n ≥ 11b. Since n = p 1 p 2 p 3 , we have gcd(2m 1 +1, n) = 1 or gcd(2m 1 +3, n) = 1. Note that Case 2. 9 < 2n c ≤ 10 < 11 < 2n b < 12 and gcd(n, 11) = 1. Since 9(b + a − 1) = 9c < 12b, we have 9(a − 1) < 3b and 11a = 11a 9(a − 1)
Then Lemma 3.3(1) can be applied with k = 2, m = 11.
Case 3. 9 < 2n c ≤ 10 < 11 < 2n b < 12, gcd(n, 11) = 11 and 13 < 3n c ≤ 14 < 15 < 16 < 3n b < 18. It still holds 9(a − 1) < 3b. By assumption n ≥ 1000 and 5 × 7 × 11 < 1000, we have gcd(n, 14) = 1. Then 14a = 14a 9(a − 1) Since 13 × 7 × 5 < 1000, we have gcd(13, n) = 1 or gcd(15, n) = 1. Let m be one of 13 and 15 such that gcd(n, m) = 1. Easily, we have 12(a − 1) < 4b, then
Case 2. 12 < 
We claim that [ 
we infer that N j+1 − N j ≤ 2, it is sufficient to show our claim.
By the claim above we have
for some 1 ≤ j 0 ≤ 4. We remark that since n = p 1 p 2 p 3 and [ ) which is co-prime to n.
Note that m ≤ lm 1 + 3 and l ≥ 3, then
and we have done.
Proof of Proposition 3.17
In this section, we always assume that ⌈ Proof. If k 1 ≥ 7, then 7 ≤ k 1 ≤ s ≤ 9. By Lemma 3.10, n < 4b. Applying Lemma 5.1 with u = 2 and v = 4, we infer that n < 240, which contradicts to our assumption n > 1000.
Proof. Assume that k 1 = 6. Then s ≥ 6, by Lemma 3.10, we have n < 4b. If s ≤ 8, applying Lemma 5.1 with u = 2 and v = 4, we infer that n < 360, which contradicts to our assumption n > 1000.
Let s = 9. If 3 < 
and we can find m ∈ {13, 15, 17, 19} such gcd(m, n) = 1, by Lemma 3.4, ind(S) = 1.
Case 2. r = 1. 11 < 
and we can find m ∈ {5, 11, 17} such gcd(m, n) = 1, by Lemma 3.4, ind(S) = 1. Otherwise, n = 5 × 11 × 17 = 935 < 1000, which contradicts to our assumption. 
and we can find m ∈ {5, 13, 17, 23} such gcd(m, n) = 1,by Lemma 3.4, ind(S) = 1. 
and we can find m ∈ {11, 13, 15} such gcd(m, n) = 1 because 11 × 13 × 5 < 1000. By Lemma 3.4, ind(S) = 1. . Since gcd(n, 12) = 1, which contradicts to our previous assumption (B) with t = 0, 1, 2 for s = 5, 6, 7, respectively. Subcase 2.3. r = 2. We have A remark on the proof. From now on, throughout this section, if n is determined as a product of three small explicit primes similar to above, we only check it under assumption (A4). The proof for (A2) and (A3) is not essentially different from the above process. Subcase 3.3. r = 2. We have
Then n = 7 × 11 × 17. Otherwise, there exists m ∈ {11, 14, 17} such that gcd(n, m) = 1 and ind(S) = 1. Clearly, 17 ≥ < n, then ind(S) = 1.
Subcase 3.5. r = 4. We have
Since gcd(18, n) = gcd(24, n) = 1, we infer that Proof. We distinguish five cases. . We infer that at least one of 22, 25, 26 is co-prime to n and ind(S). Otherwise, n = 11 × 5 × 13 < 1000, contradiction. 
Note that
We obtain that |M a| n > n 2 and |M b| n > n 2 , and we are done. If a < n 9 , let m = 9 and k = 4, we have ma < n, and we are done. Then n 9 < a < n 8 , and thus 2n + n 2 < 23n 9
184 , which implies that n < 40, contradiction. So we must have 23c > 11n. Similarly, we can show that 23b < 9n. Moreover, we have gcd(n, 23) = 1, otherwise n = 5 × 7 × 23 = 805 < 1000, contradiction. Then |23| n + |23c| n + |23(n − b)| n + |23(n − a)| n = n and we are done.
, we have n < 6a ≤ n + 1 implies that 6a = n + 1, and gcd(n, n + 1) = gcd(n, 6a) = gcd(n, a) > 1, contradiction. Then a < n 6 . Subcase 3.1. 11|n. Then gcd(n, 7) = 1, gcd(n, 13) = 1 and gcd(n, 17) = 1. Otherwise, n ≤ 5 × 11 × 17 = 935 < 1000, contradiction.
We may assume that a > n 7 . Otherwise, we can let m = 7 and k = 3, we have ma < n, so the lemma follows from Lemma 3.3(1). Then
39 , so n < 41, contradiction. Hence we must have that 13c > 6n, and then |13c| n < n 2 . If 13a < 2n or 13b > 9n 2 , then |13a| n > n 2 or |13b| n > n 2 . Since gcd(n, 13) = 1, the lemma follows from Lemma 3.3(2) with M = 13.
Next assume that 13a > 2n and 13b < . Therefore, 5n 2 < 34n 13
We infer that |17a| n > n 2 and |17b| n > n 2 . Since gcd(n, 17) = 1, the lemma follows from Lemma 3.3(2) with M = 17. Subcase 3.2. 7|n. Then gcd(n, 11) = 1 and gcd(n, 13) = 1.
As in Subcase 3.1. We may assume that a > n 8 , and by a similar argument, we can complete the proof with M = 11 or M = 13. 
