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THE ADELIC GRASSMANNIAN AND EXCEPTIONAL
HERMITE POLYNOMIALS
ALEX KASMAN AND ROBERT MILSON
Abstract. It is shown that when dependence on the second flow of the KP hi-
erarchy is added, the resulting semi-stationary wave function of certain points
in George Wilson’s adelic Grassmannian are generating functions of the ex-
ceptional Hermite orthogonal polynomials. This surprising correspondence
between different mathematical objects that were not previously known to be
so closely related is interesting in its own right, but also proves useful in two
ways: it leads to new algorithms for effectively computing the associated differ-
ential and difference operators and it also answers some open questions about
them.
1. Introduction
Suppose that operators L and Λ share an eigenfunction ψ(x, z) so that
(1) Lψ = p(z)ψ and Λψ = π(x)ψ.
where L is an operator acting on functions of x that is independent of z, Λ is an
operator on functions of z that is independent of x, and the eigenvalues p(z) and
π(x) are both non-constant functions. In this case we say that the operators L and
Λ are bispectral and that (L,Λ, ψ) is a bispectral triple.
The term “bispectrality” was used to describe this situation in [4] where the
authors identified all bispectral Schro¨dinger operators of the form L = ∂2x + u(x)
sharing an eigenfunction with an ordinary differential operator Λ in z. Bispectrality
has since been considered in much greater generality, allowing L and Λ to be any
sorts of operators acting on functions of variables that can be either scalar or vector
valued and either discrete or continuous.
A fundamental breakthrough in the study of bispectral operators was George
Wilson’s 1993 paper [24] in which he made use of the Sato Grassmannian Gr
which was developed for producing solutions to the KP hierarchy [22, 23]. That
construction normally associates to a point W ∈ Gr a pseudo-differential opera-
tor LW depending on time variables ti for i = 1, 2, 3 . . . and a “wave function”
ψW (t1, t2, . . . , z) = (1 +O(z
−1))exp
∑∞
i=1 tiz
i satisfying the equations
(2) LWψW = zψW and ∂tiψW = (LiW )+ψW
which together are equivalent to a hierarchy of nonlinear evolution equations for
the coefficients of LW . The connection to bispectrality is most apparent when one
“turns off” all but one of the time variables. By setting t1 = x and ti = 0 for
i > 1 the wave function becomes a function of only the variables x and z as in the
definition of bispectrality. Wilson showed that ifW is in the “adelic Grassmannian”
Grad ⊂ Gr then there is a non-trivial ring of ordinary differential operators in x
having ψW as an eigenfunction and there exists another point β(W ) ∈ Grad such
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that ψW (x, z) = ψβ(W )(z, x). Wilson generalized the notion of a bispectral triple
to allow for L and Λ to be elements of commutative algebras, rather than fixed
operators, and showed that (up to trivial renormalizations) Grad is the moduli
space of bispectral ordinary differential operators that commute with operators of
relatively prime order [24].
Following Wilson’s seminal paper, it is now recognized that it is more natural
to define a bispectral triple as two commutative algebras of operators and a com-
mon eigenfunction. Furthermore, nearly all papers on this subject now produce
bispectral algebras using versions of Wilson’s construction that have been suitably
modified to different settings. For example, to consider the case of differential op-
erators that do not commute with operators of relatively prime order the scalar
eigenfunction is replaced with a vector eigenfunction and to study bispectral differ-
ence operators the (pseudo)-differential operators are replaced with infinite matrices
(e.g. see [15] and [12]).
Classical orthogonal polynomials are families of orthogonal polynomials that are
the eigenfunction of a second-order Sturm-Liouville eigenvalue problem. As such,
they may be considered as the eigenfunctions of a differential-difference bispectral
triple, where the 3-term recurrence plays the role of the differential equation in
spectral parameter. This idea can be naturally connected to the adelic grassman-
nian [13]. See also [14] and the references therein for an application of such ideas
to Krall polynomials, and the Askey-Wilson scheme.
Exceptional orthogonal polynomials[11, 19] generalize classical orthogonal poly-
nomials, because they are the eigenfunctions of a second-order Sturm-Liouville
problem, but fall outside the Askey-Wilson scheme by allowing for polynomial
sequences that omit a finite number of “exceptional” degrees. This relaxed as-
sumption implies that exceptional polynomials cannot satisfy a 3-term recurrence
relations. Indeed, unlike the differential-differential bispectral problem investigated
by Duistermaat and Gru¨nbaum [4], the dual eigenvalue problem for exceptional
Hermite polynomials consists of an algebra of commuting difference operators [9].
A similar situation seems to hold for the case of exceptional Laguerre and Jacobi
polynomials [3, 5] and for discrete exceptional polynomials [6, 20]. This observation
suggests that the ensemble consisting of (i) a family of exceptional orthogonal poly-
nomials, (ii) the corresponding exceptional second-order operator, and (iii) higher
order recurrences should also be regarded as an instance of a differential-difference
bispectral triple.
In the case of exceptional Hermite polynomials, the second-order exceptional
operator in question is known to have trivial monodromy [18]. It is also known
that every exceptional operator is related by a Darboux transformation to a classical
operator [8]. All of this is a further indication that bispectrality should be a key
concept in the theory of exceptional polynomials.
The present paper grew out of an investigation of questions surrounding the bis-
pectrality of the exceptional Hermite orthogonal polynomials [5, 7, 9]. Since the
differential operators that have these as eigenfunctions all have even degree and
since the operator in the other variable is a difference operator, one might expect
that Wilson’s construction should be suitably modified to address these questions.
However, the most surprising result to be presented below is the fact that essen-
tially no modification is needed; the exceptional Hermite orthogonal polynomials
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were already present (but unnoticed) in Wilson’s original construction. This ob-
servation turns out to be quite useful, greatly simplifying the construction of the
exceptional Hermite orthogonal polynomials and the associated operators, and pro-
viding answers to some open questions surrounding them.
The organization of the paper is as follows.
• Section 2 collects some background material on partitions, Maya diagrams
and Schur functions.
• Section 3 is a quick review of Grad, Wilson’s adelic grassmannian and of
the bispectral involution.
• Section 4 reviews classical and exceptional Hermite polynomials and shows
how these objects are naturally associated with certain points in Grad. In
particular, Theorem 4.10 shows that the wave function corresponding to
self-dual points W (λ) ∈ Grad labelled by a partition λ serve as generat-
ing functions for the family of exceptional Hermite orthogonal polynomials
(cf. [7, 9]) associated with the same partition. The only modification needed
to Wilson’s original construction is that rather than setting all time vari-
ables ti with i > 1 equal to zero, one must instead only set time variables
with index i > 2 equal to zero. The second time variable y = t2 plays the
role of a scaling parameter for the exceptional orthogonal polynomials.
• Theorem 4.15 gives a useful formula for the exceptional Hermite polynomi-
als as linear combinations of the classical Hermite polynomials with coeffi-
cients derived from wave functions in Grad. This formulation has a signif-
icant computational and conceptual advantage over the usual formulation
in terms of Wronskians.
• Section 4.5: The exceptional Hermite orthogonal polynomials are known
to be annihilated by point supported distributions, however it was not pre-
viously known how to determine which distributions annihilated a given
instance of the exceptional polynomials. In the context of Grad, this ques-
tion is answered easily using Wilson’s bispectral involution W 7→ β(W ).
• Section 5 introduces the bispectral triple associated with a given family of
exceptional Hermite polynomials. In this context, it is natural to intro-
duce and to study non-commutative stabilizer algebras corresponding to
the points in Grad. The bispectral involution defines an anti-isomorphism
between two such algebras. The eigenvalue relations engendered by the
bispectral triple can then be conveniently constructed as the restriction of
this anti-isomorphism to the commutative subalgebras corresponding to the
eigenvalues.
• Exceptional Hermite polynomials are known to satisfy lowering relations
[10] and higher-order recurrence relations [9]. Section 6.1: the algebra of
lowering operators is naturally isomorphic to the stabilizer algebra ofW (λ).
The corresponding algebraic structure has can be easily understood in terms
of certain combinatorial properties of the partition λ. Section 6.2: The ring
of the corresponding higher-order Jacobi operators can then be seen to be
the stabilizer algebra of β(Wˆ (λ)), the bispectral dual of the curve generated
by W (λ) under the second KP flow. The Grad-based construction allows
for a significant computational advantage in determining the form of these
exceptional Jacobi operators.
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• Section 7 collects some examples and details of calculations related the
intertwining relations, lowering operators and exceptional recurrence rela-
tions.
1.1. Conventions and Notations. Let P denote the ring of complex valued uni-
variate polynomials regarded as mappings without reference to any particular vari-
ables. If U ⊂ P is a polynomial subspace and x is an indeterminate, we will employ
the notation U(x) to denote a subspace of the corresponding C[x] ≃ P . Most of the
functions encountered below will depend on several variables, and so we will use
∂x to indicate denote the elementary partial-derivative operator
∂
∂x
. The symbol
Wrx denotes the usual Wronskian determinant with respect to the indeterminate x.
The symbol Wr, without any subscript, denotes the Wronskian taken with respect
to the first argument. The symbol S denotes the unit shift operator. If fn, n ∈ N0
is a sequence indexed by an indeterminate n, we will write Snfn := fn+1.
For later convenience, we also adopt the following unusual convention. When
a differential operator is constructed by the substitution of an elementary partial-
derivative operator into a multi-variable function, then it is understood that the
derivatives all appear to the right of all other variables — regardless of whether
they commute as operators. In contrast, when substituting a differential operator
into a univariate polynomial, it is understood that powers of the operator are com-
puted through composition. For example, let π(x, y, z) = x2y−1z − xy3z4. Then,
according to this convention we have
π(∂z , y, z) = y
−1z∂2z − y3z4∂z
π(x, y, ∂x) = x
2y−1∂x − xy3∂4x.
In particular, applying either of those differential operators to the function exz
results in π(x, y, z)exz. On the other hand, if γ(z) = z3 then we define
γ(z∂z) = (z∂z) ◦ (z∂z) ◦ (z∂z) = z3∂3z + 3z2∂2z + z∂z.
The following notations are all rigorously introduced as needed later in the
text, but are briefly summarized here for the reader’s convenience. The symbol
N = {1, 2, . . .} is the set of natural numbers, while N0 = {0, 1, 2, . . .} is the set
of non-negative integers. The usual univariate classical Hermite polynomials will
be denoted by hn(x), n ∈ N0 while Hn(x, y), n ∈ N0 are the same polynomials
converted to a bivariate form through the inclusion of a scaling parameter. Sim-
ilarly, h
(λ)
n (x) will denote the exceptional Hermite polynomials in their univariate
form, H
(λ)
n (x, y), where n is the degree, are the bivariate exceptional Hermites,
and finally R
(λ)
m (x, y), where m is the difference of the degrees of the numerator
and denominator, are rational functions made by dividing the bivariate exceptional
Hermite polynomials by a denominator polynomial τ (λ)(x, y). The span of the for-
mer will be denoted by
∗
U (λ) ⊂ P while the span of the latter will be denoted by
∗
W
(λ)
= τ (λ)−1
∗
U (λ).
The symbol λ will denote a partition andM(λ) the corresponding Maya diagram.
For each λ, the there are certain canonically defined sets I(λ) and J (λ) ⊂ Z that
serve as the index sets ofH
(λ)
n andR
(λ)
m , respectively. The symbolsK(λ), G(λ)q , q ∈ Z
denote finite sets of integers that encode various combinatorial properties of λ.
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The symbols κ(λ)(m), γ
(λ)
q (m), q ∈ Z denote the corresponding monic polynomials
whose roots are precisely these sets.
The symbol D will denote the vector space of distributions generated by 1-point
functionals1. The symbol Dζ refers to the subspace of functionals with support
at a particular ζ ∈ C. The symbol W (λ) ∈ Grad refers to a point in the adelic
Grassmannian that is canonically associated to a partition λ. These are the points
whose τ -function is a Schur polynomial; they are discussed by Wilson in Section 10,
Example 2 of [24]. The bispectral involution will be denoted by β : Grad → Grad.
As in Wilson, the application of a functional to a function will be denoted using
angle brackets, as in 〈c, f〉. We will also use angle brackets to denote the inner
product relative to which the Hermite polynomials are orthogonal. To avoid any
possible confusion, we will add a subscripted H and write 〈·, ·〉H in such cases.
2. Partitions and Schur Functions
2.1. Partitions andMaya Diagrams. A partition λ is a decreasing, non-negative
integer sequence λ1 ≥ λ2 ≥ · · · such that
|λ| :=
∞∑
i=1
λi <∞.
Implicit in this definition is the assumption that λi = 0 for i sufficiently large. The
length of λ, which we will denote by ℓ(λ), is the number of non-zero elements of
the sequence.
A closely related concept is that of a Maya diagram. A Maya diagram is a subset
of Z that contains a finite number of positive integers and excludes a finite number
of negative integers. For a given λ, define the strictly decreasing sequence
(3) mi(λ) = λi − i, i = 1, 2, . . . .
The set
(4) M(λ) = {mi(λ) : i = 1, 2, . . .}
is a Maya diagram because mi+1(λ) = mi(λ) − 1 for i ≥ ℓ(λ) + 1. Conversely, if
M ⊂ Z is a Maya diagram, then
M =M(λ) + l = {mi(λ) + l : i = 1, 2, . . .}
for some partition λ and l ∈ Z.
To a partition λ and an integer l ≥ ℓ(λ), define the index set of length l associated
to λ to be
K(λ)l = {m1(λ) + l, . . . ,ml(λ) + l}.(5)
Since l ≥ ℓ(λ), it follows that ml(λ) + l ≥ 0 and ml+1(λ) + l < 0. Hence K(λ)l
consists precisely of the non-negative elements of M(λ) + l. Observe that when
l = ℓ(λ) then ml(λ) + ℓ(λ) > 0 and mj(λ) + ℓ(λ) < 0, j > ℓ(λ), by definition. In
this case, it is convenient to drop the subscript and write
(6) K(λ) := K(λ)ℓ(λ) = {m1(λ) + ℓ(λ), . . . ,mℓ(λ) + ℓ(λ)}.
1Wilson in [24] refers to these as 1-point conditions; our D is Wilson’s C.
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Thus, K(λ) is the smallest index set, and also the only index set consisting of strictly
positive elements. The correspondence λ 7→ K(λ) is a bijection between the set of
partitions and the set of finite subsets of N.
For a partition λ, let
(7) J (λ) := Z \M(λ)
denote the complement of the corresponding Maya diagram2. An integer can be
“inserted” into the partition λ to produce a new partition as follows. For m ∈ J (λ)
let m ⊲ λ denote the partition
(8) λ1 − 1, . . . , λj − 1,m+ j, λj+1, λj+2, . . . ,
where j is the smallest natural number such that m+ j ≥ λj+1. The sequence (8)
is a partition because m ∈ J (λ) implies that either j = 0 and m > m1(λ), or that
λj − j = mj(λ) > m > mj+1(λ) = λj+1 − j − 1.
Another way to understand the transformation λ 7→ m⊲λ is to observe that it adds
one element to the corresponding index sets. To wit,
(9) K(m⊲λ)l+1 = K(λ)l ∪ {m+ l}, l ≥ ℓ(λ).
2.2. Schur Functions. For every k ∈ N, define the ordinary Bell polynomials
Bk(t1, . . . , tk) ∈ C[t1, . . . , tk] as the coefficients of the power generating function
(10) ψ0(t; z) := exp
(
∞∑
k=1
tkz
k
)
=
∞∑
k=0
Bk(t1, . . . , tk)z
k, t = (t1, t2, . . .).
Since the above generating function can also be written as
ψ0(t; z) =
∞∑
j=0
1
µ!
(
∞∑
k=0
tkz
k
)µ
,
the multinomial formula implies that
(11)
Bk(t1, . . . , tk) =
∑
‖µ‖=k
tµ11
µ1!
tµ22
µ2!
· · · t
µk
k
µk!
, ‖µ‖ = µ1 + 2µ2 + · · ·+ kµk
=
tk1
k!
+
tk−21 t2
(k − 2)! + · · ·+ tk−1t1 + tk.
For any partition λ, define the Schur function S(λ)(t1, . . . , tN ) ∈ Q[t1, . . . , tN ], N =
|λ| to be the multivariate polynomial
(12) S(λ) = det(Bλi−i+j)
l
i,j=1
where l is any integer satisfying l ≥ ℓ(λ) and Bk = 0 when k < 0. Moreover, since
∂tiBj(t1, . . . , tj) = Bj−i(t1, . . . , tj−i), j ≥ i,
we may re-express (12) in terms of a Wronskian determinant:
(13) S(λ) = Wr[Bkl , . . . , Bk1 ],
2Note that −J (λ) is itself a Maya diagram.
THE ADELIC GRASSMANNIAN AND EXCEPTIONAL HERMITE POLYNOMIALS 7
where k1 > · · · > kl are the elements of the index set K(λ)l defined in (5). It is
important to note that (12) and (13) yield the same polynomial Sλ regardless of
the value of l ≥ ℓ(λ) 3.
The Schur functions, S(λ), are closely related to the representation theory of
the symmetric group on n elements. Such irreducible representations are labelled
by partitions λ such that |λ| = N . The conjugacy classes of the symmetric group
correspond to cycle types cµ = (1
µ1 , 2µ2 , . . .) where
‖µ‖ :=
∑
j
j µj = N.
It is known [16, Section I.7] that
(14) S(λ)(t1, . . . , tN ) =
∑
‖µ‖=N
χ(λ)(cµ)
tµ11
µ1!
tµ22
µ2!
· · ·
t
µℓ(λ)
ℓ(λ)
µℓ(λ)!
where χ(λ) denotes the character of the representation labelled by λ. By the hook-
length formula, the coefficient of tN1 in S
(λ), is equal to
(15)
χ(λ)(1N )
N !
=
dλ
N !
=
∏
i<j≤n(ki − kj)∏
i ki!
,
where dλ is the dimension of the irreducible representation corresponding to λ, and
where k1 > · · · > kl are the elements of the index set K(λ)l defined in (5).
3. Sato Theory and the Adelic Grassmannian
3.1. The Adelic Grassmannian. For k ∈ N and ζ ∈ C we let ev(k, ζ) : P → P
denote the evaluation functional composed with the kth-order derivative:
(16) 〈ev(k, ζ), f〉 = f (k)(ζ), f ∈ P .
Let
Dζ = span{ev(k, ζ) : k ∈ N0}
denote the vector space of all 1-point functionals with support at a fixed ζ ∈ C and
let
D =
⊕
ζ∈C
Dζ
be the vector space spanned by 1-point functionals with arbitrary support. As
the need arises, we proceed with the understanding that functionals in D are also
allowed to act on rational and analytic functions (with the appropriate domain
safeguards). In situations where a functional acts on a multi-variable function,
we adopt the convention that c(z) indicates that c ∈ D acts on a function of the
variable z.
We will say that a subspace C ⊂ D is homogeneous if it has a basis of one-point
functionals. Thus, C ⊂ D is homogeneous if and only if
C =
⊕
ζ
(C ∩ Dζ).
3This is because increasing the value of n by one has the effect of increasing the size of the
matrix, adding a new first row and column, but since there is necessarily a 1 in the top-left corner
and zeroes below it, the determinant is unchanged.
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Let C ⊂ D be a finite-dimensional subspace of differential functionals, and let
(17) KerC = {f ∈ P : 〈c, f〉 = 0 for all c ∈ C}
be the joint kernel of the elements of C. It is easy to show that dimC = codimKerC,
where the latter denotes the codimension of KerC ⊂ P . Dually, if U = KerC for
some finite-dimensional C ⊂ D, then
C = AnnU = {c ∈ D : 〈c, f〉 = 0 for all f ∈ U}.
Let C ⊂ D be a homogeneous, finite-dimensional subspace of functionals. Define
(18) qC(z) :=
n∏
i=1
(z − ζi), WC := q−1C KerC
where ci ∈ Dζi , i = 1, . . . , n, ζi ∈ C is a choice of basis for C. It is evident that qC
and WC are independent of the choice of basis.
Definition 3.1. We define Grad, the adelic Grassmannian [24], to be the set of all
subspaces of the form WC where C ⊂ D is homogeneous. We will say that C ⊂ D
is reduced if for all ζ ∈ C we have ev(0, ζ) /∈ C. Equivalently, C is reduced if and
only if the elements of KerC do not have a shared root.
Proposition 3.2. For every W ∈ Grad there exists a unique reduced homogeneous
C˜ ⊂ D such that W =WC˜ .
3.2. KP Wave functions and Wilson’s Bispectral Algebras. Sato theory
associates a wave function and a rational solution of the KP hierarchy to each
point in Grad as follows [22] (see also [24, 23]).
Let WC ∈ Grad, C ∈ D as per (18), and let ci ∈ Dζi , i = 1, . . . , l be a basis of
C. Let
KC = ∂
l
t1 +
l∑
i=1
ai(t)∂
l−i
t1
denote the monic differential operator whose action on an arbitrary function f is
KCf(t) =
Wr[φ1(t), . . . , φl(t), f(t)]
Wr[φ1(t), . . . , φl(t)]
.
where
φi(t) := 〈ci, ψ0(t, z)〉
with ψ0(t, z) the generating function of the Bell polynomials previously introduced
in (10).
The dynamical wave function associated to W =WC is defined to be
(19) ψW (t; z) =
1
qC(z)
KCψ0(t, z) =
Wrt1 [φ1(t), . . . , φl(t), ψ0(t, z)]
qC(z)τC(t)
where
(20) τC(t) = Wrt1 [φ1(t), . . . , φl(t)].
The dynamical wave function can also derived from the τ -function using the so-
called Miwa shift [23, Equation (5.16)]:
ψW (t, z) =
φW (t, z)
τC(t)
ψ0(t; z)(21)
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where
φW (t, z) = τC(t1 − z−1, t2 − 1/2z−2, . . .).
Even though the definition of ψW depends on a choice of functionals C, the
correspondence W 7→ ψW is well-defined as a consequence of the following; c.f.,
Proposition 3.2.
Proposition 3.3. Let C ⊂ D be a homogeneous subspace of functionals with U =
KerC the corresponding polynomial subspace. Let r ∈ P be a monic polynomial
and let
(22) Cr = {c ∈ D : c ◦ r ∈ C} = Ann(rU).
Then, WCr =WC and KC′ = KC ◦ r(∂t1 )
Corollary 3.4. The definition (19) of the wave function ψW is independent of the
choice of C.
The dynamical wave function is fully characterized by the following properties.
Proposition 3.5. For an l-dimensional homogeneous C ⊂ D andW =WC ∈ Grad,
the corresponding wave function has the form
(23) ψW (t, z) =
1
qC(z)
(
zl +
l∑
i=1
φi(t)z
l−i
)
ψ0(t, z),
where the coefficients φi(t) are rational functions, and where
(24) 〈c(z), qC(z)ψW (t, z)〉 = 0,
for all t and c ∈ C. Moreover, if (24) holds for some c ∈ D, then necessarily c ∈ C.
The connection to the KP hierarchy takes the form of the following observations
[23]. The pseudo-differential operator
LW (t, z) = KC(t, z) ◦ ∂t1 ◦K−1C (t, z)
satisfies the nonlinear evolution equations (2) of the KP hierarchy. The ring
(25) RW := {p ∈ P : pW ⊂W}
is called the stabilizer of W . Dually, the stabilizer ring may be characterized as
(26) RW := {p ∈ P : c ◦ p ∈ C for all c ∈ C}.
It follows that for every p ∈ RW we have that
(27) Lp := p(LW ) = KC(t, z) ◦ p(∂t1) ◦K−1C (t, z)
is a differential operator. Moreover, by construction, Lp satisfies the eigenvalue
equation
(28) Lp(t, z)ψW (t, z) = p(z)ψW (t, z).
Since any polynomial with a factor of (qC(z))
N is in RW (z) for sufficiently high
powers of N , this construction produces an algebra of differential operators that is
non-empty and includes every sufficiently high order.
Although the construction above was initially created to study the dynamics of
the KP hierarchy, the seminal paper by Wilson [24] used it to address the bispectral
problem in the following elegant way. Rename the first time variable by setting
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x = t1 and “turn off” all of the other time variable by setting ti = 0 for i > 1.
Then the stationary wave function
(29) ψW (x, z) = ψW (x, 0, 0, 0, . . . ; z)
is an eigenfunction for a ring of ordinary differential operators in x with eigenvalues
depending polynomially on z; this follows by (28). Thus, [24, Proposition 5.1]
(30) ψW (x, z) = qC(z)
−1
(
zl +
l∑
i=1
φi(x)z
l−i
)
exz,
where φi(x), i = 1, . . . , n are rational functions uniquely determined by the condi-
tions 〈
ci(z), (z
l +
l∑
i=1
φi(x)z
l−i)exz
〉
= 0, i = 1, . . . , l,
where c1, . . . , cl are a basis of C. Wilson also showed [24, Theorem 2] that the
relation
(31) ψW (z, x) = ψβ(W )(x, z)
defines an involution W 7→ β(W ) on Grad. It follows that ψW (x, z) is part of a
bispectral triple in that it is also the eigenfunction for differential operators in z
with eigenvalues depending polynomially on x.
4. Grad and Exceptional Hermite Polynomials
4.1. Classical Hermite Polynomials. Classical Hermite polynomials are orthog-
onal polynomials defined by the recurrence relation
(32) h0 = 1, xhn(x) =
1
2
hn+1(x) + nhn−1(x), n = 1, 2, . . .
They are orthogonal with respect to the following inner product:
(33)
∫
R
hm(x)hn(x)e
−x2dx =
√
π 2nn!δn,m
and satisfy the following second-order eigenvalue equation
(34) h′′n − 2xh′n = −2nhn, n = 0, 1, . . .
The Hermite polynomials may also be defined in terms of the Rodrigues formula
(35) hn(x) = (−1)nex
2
∂nx e
−x2, n = 0, 1, 2, . . .
Relation (35) entails the following representation of the Hermite polynomials in
terms of an exponential generating function
∞∑
n=0
hn(x)
n!
(−z
2
)n
= ex
2
exp
(
−z
2
∂x
)
e−x
2
= ex
2−(x−z/2)2 = exz−
1
4 z
2
.(36)
Let us introduce a bivariate version of the Hermite polynomials, defined as
(37) Hn(x, y) := (−y)n/2hn
(
x√−4y
)
.
The univariate Hermite polynomials can be recovered as
hn(x) = 2
nHn(x,−1/4).
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The generating function for the bivariate polynomials takes the form:
(38) Ψ0(x, y, z) := exp(xz + yz
2) =
∞∑
n=0
Hn(x, y)
zn
n!
.
It follows from relation (38) that Hn(x, y) is monic in x and is weighted degree
homogeneous relative to the grading
(39) deg x = 1, deg y = 2.
A number of fundamental identities involving Hermite polynomials follow from
(38). For example, mirroring the argument of (36), the bivariate version of the
Rodrigues formula takes the form
(40) Hn(2xy, y) = e
−yx2∂nx e
yx2, n = 0, 1, 2, . . . .
By inspection, Ψ0(x, y, z) is annihilated by the operator 2y∂
2
x + x∂x − z∂z. Since
z∂zΨ0(x, y, z) =
∞∑
n=0
nHn
zn
n!
this observation entails the following, scaled version of the Hermite differential
equation:
(41) T (x, y, ∂x)Hn(x, y) = nHn(x, y), where T (x, y, z) = 2yz
2 + xz.
Applying the scaling transformation (37) to the classical orthogonality relation (33)
yields the following scaled orthogonality relation. For fixed y < 0, we have
(42) 〈Hn1(x, y), Hn2(x, y)〉H = νn(y) δn1,n2 , n ∈ N0,
where
(43) 〈f(x), g(x)〉H =
∫
R
f(x)g(x)e
x2
4y dx, y < 0
and where
(44) νn(y) = 2(−πy)1/2 (−2y)n n!.
Specializing the generating function for Bell polynomials (10), gives the following,
well-known, representation of Hermite polynomials as a finite sum:
(45) Hn(x, y) = n!Bn(x, y, 0, . . .) =
⌊n/2⌋∑
j=0
n!
(n− 2j)!j!x
n−2jyj
Next, consider the 1st order eigenvalue relation:
∂xΨ0(x, y, z) = zΨ0(x, y, z)
This relation entails the well-known lowering identity
(46) ∂xHn(x, y) = nHn−1(x, y).
In more combinatorial language, we can say that Hn(x, y), n ∈ N0 forms an Appell
sequence [21].
Similarly, the relation
(47) (∂z − 2yz)Ψ0(x, y, z) = xΨ0(x, y, z).
entails the bivariate version of the recurrence relation (32), namely:
(48) Θ1(n, y, Sn)Hn(x, y) = xHn(x, y), where Θ1(n, y, z) = z − 2ynz−1
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where S is the unit right-shift operator.
4.2. Exceptional polynomials. Exceptional Hermite polynomials [7] are a far
ranging generalization of the classical Hermite polynomials. Just like their classical
counterparts, exceptional polynomials satisfy a second-order eigenvalue equation.
The key difference is that the resulting polynomial family has a finite number of
missing, exceptional degrees.
Let λ be a fixed partition and set N = |λ|, ℓ = ℓ(λ). Let k1 > · · · > kℓ be the
elements of the corresponding index set K(λ) as per (6). In the existing literature,
exceptional Hermite polynomials associated to the partition λ are defined as the
Wronskian of classical Hermite polynomials,
h
(λ)
k+N−ℓ = Wr[hkℓ , . . . , hk1 , hk], k /∈ K(λ).
As was the case with classical Hermite polynomials, we define a bivariate version
of exceptional Hermite polynomials. Observe that the map
(49) Hk 7→Wr[Hkℓ , . . . , Hk1 , Hk], k /∈ K(λ),
changes the degree by N − ℓ. Set
(50) I(λ) = J (λ) +N,
and observe that if n ∈ J (λ), then k = n − N + ℓ /∈ K(λ) is a valid index for the
Wronskian in (49). We are thus able to define a non-zero polynomial
(51) H(λ)n :=
Wr[Hkℓ , . . . , Hk1 , Hn−N+ℓ]∏
i<j(ki − kj)
∏
i(n− δ − ki)
, n ∈ I(λ)
Observe that the “degree shift” of the index in (51) ensures precisely that the
exceptional polynomial H
(λ)
n (x, y) has degree n in x. Furthermore, H
(λ)
n (x, y) is
weighted-homogeneous relative to (39) and monic in x.
Proposition 4.1. The polynomial family {H(λ)n : n ∈ I(λ)} is missing the excep-
tional degrees
(52) K(λ)N = {0, 1, . . . , N − ℓ− 1} ∪ {λℓ +N − ℓ, . . . , λ1 +N − 1}.
Proof. By the remark just after (13), we have
(53) H(λ)n :=
Wr[HkN , . . . , Hk1 , Hn]∏
i<j(ki − kj)
∏
i(n− ki)
, n ∈ I(λ)
where k1, . . . , kN is an enumeration of K
(λ)
N . By (5) and the remark that follows,
K(λ)N consists of non-negative elements ofM(λ)+N . Conclusion (52) follows because
λ1 − 1 > λ2 − 2, · · · > λℓ − ℓ > −ℓ− 1 > ℓ− 2 > · · · > −N, · · ·
is a decreasing enumeration of M(λ). 
Analogously to (37), the bivariate and univariate Wronskians are related by
(54)
Wr[Hkℓ , . . . , Hk1 , Hk](x, y)
= 2
1
2 ℓ(ℓ+1)(−y)(k+N−ℓ)/2Wr[hkℓ , . . . , hk1 , hk]
(
x√−4y
)
Thus, one could define H
(λ)
n (x, y) by appropriately scaling and normalizing the
univariate Wronskian Wr[hkℓ , . . . , hk1 , hn−δ], but (51) is more direct.
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For notational convenience, let
(55) τ (λ)(x, y) :=
N !
dλ
S(λ)(x, y, 0, . . .),
with dλ as per the hook-length formula (15). Inspection of (14) shows that τ
(λ)(x, y)
is a monic polynomial in x of degree N and weighted-homogeneous relative to (39).
Hence, τ (λ) is nothing other than the Schur function S(λ) with all but the first two
variables set to zero, renormalized so as to be monic. The notation was chosen to
hint at the connection to the τ -functions of integrable systems, but the main point
here is the observation that the exceptional Hermite polynomials associated to a
partition can be expressed simply in terms of the Schur functions produced from
that partition via insertion:
Theorem 4.2. The exceptional Hermite polynomials are given by:
(56) H(λ)n = τ(n−N)⊲λ, n ∈ I(λ).
Proof. By (13), (15) and (45), we have
(57) τ (λ) =
Wr[Hkℓ , . . . , Hk1 ]∏
i<j≤n(ki − kj)
.
The desired conclusion now follows by (9). 
Before continuing let us also note the following generalization of (45).
Corollary 4.3. Let χ(λ) be the character of the λ-irrep of the symmetric group on
N objects, and cj := (2
j , 1N−2j) the indicated cycle type. Then,
(58) Wr[Hkℓ , . . . , Hk1 ](x, y) =
∏
i<j≤n
(ki − kj)
⌊N/2⌋∑
i=0
χ(λ)(cj)
N !
(N − 2j)!j! x
N−2jyj
This result was first announced in [3], where it was proved using a different method.
Next, define the differential operator
(59)
T (λ)(x, y, ∂x) = 2y∂
2
x +
(
x− 4y τ
(λ)
x (x, y)
τ (λ)(x, y)
)
∂x +
(
2y
τ
(λ)
xx (x, y)
τ (λ)(x, y)
− x τ
(λ)
x (x, y)
τ (λ)(x, y)
)
.
The above expression is called an exceptional operator because it admits polynomial
eigenfunctions for all but the finite number of exceptional degrees in (52).
Proposition 4.4. The exceptional Hermite polynomials, H
(λ)
n , n ∈ I(λ) are eigen-
function of T (λ) with
(60) T (λ)H(λ)n = (n−N)H(λ)n .
We postpone the proof until Proposition 4.7, below. Note that, since τ (∅) = 1, the
classical Hermite differential equation (41) is the particular case of the above result
corresponding to the trivial partition.
Modulo certain regularity assumptions, the polynomials H
(λ)
n (x, y), n ∈ I(λ)
constitute an orthogonal family. Say that λ is an even partition if ℓ is even and
if λ2i−1 = λ2i for every i = 1, . . . , ℓ/2. Equivalently, λ is even if and only if
κ(λ)(m) ≥ 0 for all m ∈ J (λ). The following result was proved by Krein and Adler
(see [7]).
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Proposition 4.5. If λ is an even partition and y < 0 is fixed, then τ
(λ)
y (x) :=
τ (λ)(x, y) has no real zeros.
Moreover, we have the following, proved in [7]. Set
w(λ)y (x) =
e
x2
4y
τ
(λ)
y (x)2
,(61)
ν(λ)m (y) = 2(−πy)1/2(−2y)m
(m+ ℓ)!
κ(λ)(m)
= 2−ℓ
νm+ℓ(y)
κ(λ)(m)
, m ∈ J (λ).(62)
where
(63) κ(λ)(m) =
ℓ∏
i=1
(m−mi(λ)).
Proposition 4.6. If λ is an even partition and y < 0 is fixed, then the corre-
sponding sequence of polynomials H
(λ)
m (x, y), n ∈ J (λ) is complete and orthogonal
relative to w
(λ)
y (x)dx. Indeed, for n1, n2 ∈ I(λ), we have
(64)
∫ ∞
−∞
H(λ)n1 (x, y)H
(λ)
n2 (x, y)w
(λ)
y (x)dx = ν
(λ)
n−N (y)δn1n2 .
It turns out that the eigenvalue relation (60) and the orthogonality relation (64)
are easier to express and understand if we change gauge and consider the following
exceptional rational functions. Let
(65) κ
(λ)
l (m) =
∏
k∈K
(λ)
l
(m− k) = κ(λ)(m− l)Fl−ℓ(m), l ≥ ℓ,
denote the monic polynomial with simple zeroes precisely at the elements of K(λ)l
as defined in (5). We can now define
R(λ)m =
τ (m⊲λ)
τ (λ)
=
H
(λ)
m+N
τ (λ)
, m ∈ J (λ).(66)
Equivalently, for l ≥ ℓ, we have
R
(λ)
k−l =
1
κ
(λ)
l (k)
Wr[Hkl , . . . , Hk1 , Hk]
Wr[Hkl , . . . , Hk1 ]
, k /∈ K(λ)l .(67)
The eigenvalue and orthogonality relations are now easier to formulate. Set
(68)
T˜ (λ)(x, y, ∂x) = (τ
(λ))−1 ◦ T (λ) ◦ τ (λ)
= 2y∂2x + x∂x + 4y
(
log τ (λ)(x, y)
)
xx
Proposition 4.7. With the above definitions, we have
(69) T˜ (λ)R(λ)m = mR
(λ)
m , m ∈ J (λ).
This result was proved in [7] and [9], but we will give a novel, simplified proof in
Section 4.4 once we introduce the intertwining operator.
Note that (64) may be restated quite simply as
(70)
〈
R(λ)m1(x, y), R
(λ)
m2 (x, y)
〉
H
= δm1,m2ν
(λ)
m1 (y), m1,m2 ∈ J (λ),
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where the inner product is the same as in (43). The orthogonality of R
(λ)
m , m ∈ J (λ)
stems from the fact T˜ (λ) is a symmetric operator relative to the above inner product.
This, in turn, is a consequence of the fact that the classical T (x, y, ∂x) is symmetric
relative to the same inner product, and the fact that T˜ is a modification of T by a
zeroth order term.
4.3. Semi-Stationary Wave Functions as Generating Functions. Thus far
we have considered dynamical wave functions depending on the infinitely many
variables of the KP hierarchy and stationary wave functions obtained from them by
setting all time variables except the first equal to zero. It turns out that exceptional
Hermite polynomials are best studied in the intermediate case in which the first
and second KP time variables are retained.
Note, for example, that the generating function (38) for the bivariate form of
the classical Hermite polynomials is a restricted vacuum wave function in which all
time variables ti for i > 2 have been set to zero:
(71) ψ0(x, y, 0, 0, . . . , z) = exp(xz + yz
2) = Ψ0(x, y, z).
The main result of this section is to demonstrate the exceptional Hermite poly-
nomials are similarly generated by the wave functions of certain points in Grad
indexed by partitions. Many of their known properties and answers to some open
questions concerning them can be derived from the bispectrality of these generating
functions and Wilson’s bispectral involution. We will return to this point in the
sections to follow.
Fix a partition λ, and let N = |λ|, ℓ = ℓ(λ). Define W (λ) ∈ Grad as
(72) W (λ)(z) := span{zm : m ∈ J (λ)},
where J (λ) is the complement of the corresponding Maya diagram as per (7). Set
(73) C(λ) = span
{
ev(k, 0): k ∈ K(λ)
}
Proposition 4.8. We have W (λ) =WC(λ) .
Proof. By construction, kerC(λ)(z) = {zk : k ∈ N0 \ K(λ)}. By (7) and (72), it
follows that
WC(λ)(z) = z
−ℓ kerC(λ)(z) =W (λ)(z).

Definition 4.9. We refer to
(74) Ψ(λ)(x, y, z) := ψW (λ)(x, y, 0, . . . ; z),
obtained by letting x = t1, y = t2 and ti = 0 for i > 2 in the dynamical wave
functions the semi-stationary wave function associated to W (λ).
Just as relation (38) shows that the vacuum wave function serves as a generating
function for the classical Hermite polynomials, the semi-stationary wave function
Ψ(λ)(x, y, z) serves as a generating function for the corresponding exceptional Her-
mite rational functions. To be more precise, we have the following.
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Theorem 4.10. We have
Ψ(λ)(x, y, z) =
∑
m∈J (λ)
κ(λ)(m)
(m+ ℓ)!
R(λ)m (x, y) z
m,(75)
=
∞∑
m=−ℓ
κ(λ)(m)
(m+ ℓ)!
R(λ)m (x, y) z
m,(76)
zNτ (λ)(x, y)Ψ(λ)(x, y, z) =
∑
n∈I(λ)
κ
(λ)
N (n)
n!
H(λ)n (x, y) z
n,(77)
=
∞∑
n=0
κ
(λ)
N (n)
n!
H(λ)n (x, y) z
n,(78)
with κ(λ)(m), κ
(λ)
N (n) the polynomials defined in (63) and (65).
Note that κ(λ)(m) = 0 precisely for those m ≥ −ℓ for which m /∈ J (λ). Thus (76) is
sensible despite the fact that Rm is not defined when m /∈ J (λ). A similar remark
applies to (78).
Proof. Let k1 > · · · > kℓ be the elements of K(λ) as per (6). By (73), ev(ki, 0), i =
1, . . . , ℓ is a basis for the annihilator of zℓW (λ)(z). By (38),
Hk(x, y) = 〈ev(k, 0)(z),Ψ0(x, y, z)〉 , k ∈ N0.
Hence, by (19)
(79)
Ψ(λ)(x, y, z) =
Wrx[Hkℓ(x, y), . . . , Hk1(x, y),Ψ0(x, y, z)]
Wrx[Hkℓ(x, y), . . . , Hk1(x, y)]z
ℓ
=
∞∑
n=0
Wrx[Hkℓ(x, y), . . . , Hk1(x, y), Hn(x, y)]
Wrx[Hkℓ(x, y), . . . , Hk1(x, y)]
zn−ℓ
n!
By (66), for m ∈ I(λ) and n = m+N , we have
Wrx[Hkℓ(x, y), . . . , Hk1(x, y), Hn(x, y)]
Wrx[Hk1(x, y), . . . , Hkℓ(x, y)]
= κ(λ)(m)R(λ)m (x, y),
which entails (75). Relation (77) follows by (56), (66) and (65). 
By (21) and (55), the semi-stationary wave function can also be given as
(80) Ψ(λ)(x, y, z) =
Φ(λ)(x, y, z)
τ (λ)(x, y)
Ψ0(x, y, z)
where
(81) Φ(λ)(x, y, z) =
N !
dλ
S(λ)
(
x− z−1, y − 2−1z−2,−3−1z−3, . . . ,−N−1z−N) ,
and where S(λ) is the Schur function defined in (13). By (14), S(λ)(t1, . . . , tN ) is
weighted-homogeneous of degree N relative to the grading deg ti = i. It follows
that Φ(λ)(x, y, z) is weighted-homogeneous of degree N , relative to the grading
(82) deg x = 1, deg y = 2, deg z = −1.
Let
∗
U (λ) denote the P-module spanned by exceptional Hermite polynomials:
(83)
∗
U (λ)(x, y) = span{H(λ)n (x, y) : n ∈ I(λ)} ⊗ C[y],
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and let
(84)
∗
W
(λ)
= (τ (λ))−1
∗
U (λ).
We will derive a number of results regarding exceptional Hermite polynomials by
manipulating meromorphic generating functions that have a Laurent series expan-
sion of the form
(85) Ψ(x, y, z) =
∑
m∈J (λ)
Fm(x, y)z
m, Fm ∈
∗
W
(λ)
.
Definition 4.11. For a given partition λ, we will call Φ(x, y, z) ∈ C[x, y, z, z−1] a
λ-generator if
Ψ(x, y, z) =
Φ(x, y, z)
τ (λ)(x, y)
exz+yz
2
has the form shown in (85). We will use F (λ) to denote the set of all λ-generators.
The semi-stationary wave function is the canonical example of a λ-generator
with Φ = Φ(λ). Also, observe that multiplication by a polynomial in y preserves
(85). For this reason we regard F (λ) as a P-module rather than a vector space. In
section 4.5, we will characterize F (λ) in term of 1-point functionals.
4.4. The intertwiner. Let λ be a partition. Let N = |λ|, ℓ = ℓ(λ), and let Φ(λ)
be as in (81). Set
(86)
∗
K(λ)(x, y, z) =
zℓΦ(λ)(x, y, z)
τ (λ)(x, y)
= zℓ +
ℓ∑
i=1
∗
Ki(x, y)
τ (λ)(x, y)
zℓ−i,
and observe that by (79), the coefficients
∗
Ki(x, y) ∈ C[x, y] are weighted-homogeneous
of degree i = 1, . . . , ℓ. Recalling the convention set forth in Section 1.1 regarding
the substitution of elementary derivative operators into multi-variable polynomials
we then have the operator
∗
K(λ)(x, y, ∂x) := ∂
ℓ
x +
ℓ∑
i=1
∗
Ki(x, y)
τ (λ)(x, y)
∂ℓ−ix ,
which we refer to as the semi-stationary intertwining operator. The choice of ter-
minology is justified by the following.
Proposition 4.12. We have,
(87)
∗
K(λ)(x, y, ∂x)Ψ0(x, y, z) = z
ℓΨ(λ)(x, y, z).
Proof. It suffices to observe that ∂xΨ0(x, y, z) = zΨ0(x, y, z). 
By (79), an equivalent definition of the intertwiner is
(88)
∗
K(λ)f =
Wr[Hkℓ , . . . , Hk1 , f ]
Wr[Hkℓ , . . . , Hk1 ]
where k1, . . . , kℓ enumerate the index set K
(λ).
By (14), we may write
(89) Φ(λ)(x, y, z) =
N∑
i=0
Φi(y, z)x
N−i,
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where the coefficients Φi(y, z) ∈ C[y, z, z−1] are weighted-homogeneous of degree i.
Also note that Φ0(y, z) = 1 as a consequence of (15); that is Φ
(λ)(x, y, z) is monic
in x.
Lemma 4.13. Let H(y, z) denote the umbral operator [21] whose action on a
polynomial φ(x) =
∑
i φix
i is
(90) H(y, z)φ(x) :=
∑
i
φiHi(x+ 2yz, y).
Then, H(y, z) is a 1-parameter transformation group with respect to y; that is,
(91) H(y1 + y2, z) =H(y1, z) ◦H(y2, z), H(y, z)−1 =H(−y, z).
Moreover, for π ∈ C[x, y, z] and πˆ(x, y, z) =H(y, z)π(x, y, z), we have
(92) π(∂z , y, z)e
xz+yz2 = πˆ(x, y, z)exz+yz
2
.
Proof. By (46), Hn(x, y) is a Appell sequence. Hence,
Hj(x+ 2yz, y) =
j∑
k=0
(
j
k
)
Hj−k(2yz, y)x
k,
By (40), we have
e−yz
2 ◦ ∂jz ◦ eyz
2
=
j∑
k=0
(
j
k
)
Hj−k(2yz, y)∂
k
z .
Hence,
πˆ(∂y, y, z) = e
−yz2 ◦ π(∂z , y, z) ◦ eyz
2
.
Relation (91) follows. Moreover,
π(∂z , y, z)e
xz+yz2 = eyz
2
πˆ(∂z , y, z)e
xz = πˆ(x, y, z)exz+yz
2
.

Using (90) we now define the dual intertwining operator,
(93)
K(λ)(x, y, z) =H(−y, z)Φ(λ)(x, y, z)
= HN (x− 2yz,−y) +
N∑
i=1
Φi(y, z)HN−i(x− 2yz,−y)
Proposition 4.14. The dual intertwiner K(λ)(∂z, y, z) is a monic differential op-
erator of order N . Moreover,
(94) K(λ)(∂z , y, z)Ψ0(x, y, z) = τ
(λ)(x, y)Ψ(λ)(x, y, z).
Proof. The first assertion now follows directly from the definition (93). By (91),
we have Φ(x, y, z) = H(y, z)K(λ)(x, y, z). The second assertion now follows by
(92). 
One useful consequence of (94), is a formula giving the exceptional Hermite
polynomials as a linear combination of the classical Hermite polynomials whose
coefficients are obtained straightforwardly from K(λ). Let K♮(n, y) be the unique
polynomial characterized by the relation
(95) (K(λ)(z, yz2, ∂z) ◦ ∂Nz )zn = K♮(n, y)zn.
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Note that ∂kz z
n = Fk(n)z
n−k where
(96) Fk(x) =
Γ(x+ 1)
Γ(x− k + 1) =


1 k = 0
x(x− 1) · · · (x− k + 1), k = 1, 2, . . .
((x+ 1)(x+ 2) · · · (x + k))−1 k = −1,−2, . . .
denotes the generalized falling factorial. Thus,
(97) K♮(n, y) =
N∑
j=0
K♮j(n)y
j =
N∑
j=0
N−j∑
i=0
Kij y
jFi+2j(n).
where Kij are the coefficients of K as per
(98) K(λ)(x, y, z) =
N∑
j=0
N−j∑
i=0
Kij x
iyjzi+2j−N .
Theorem 4.15. The expression K♮(n, y)/κ
(λ)
N (n), where the denominator is the
polynomial defined in (65), is a monic N th-degree polynomial in y whose coefficients
are polynomials in n. The difference operator K♮(n, yS−2n ), maps sequences with
support in N0 to sequences with support in I(λ). Moreover,
(99) κ
(λ)
N (n)H
(λ)
n (x, y) = K
♮(n, yS−2n )Hn(x, y), n ∈ I(λ),
It will be instructive to reformulate this result in a more explicit manner. The
Theorem claims that
(100) υ
(λ)
j (n) :=
K♮j(n)
κ
(λ)
N (n)
, j = 0, . . . , N
are polynomials with υ
(λ)
0 (n) = 1. It also claims that
(101) H(λ)n (x, y) = Hn(x, y) +
N∑
j=1
υ
(λ)
j (n)y
jHn−2j(x, y).n ∈ I(λ).
and that υ
(λ)
j (n) = 0 if n ∈ I(λ) but n− 2j < 0.
Lemma 4.16. The operator K(λ)(z, yz2, ∂z) ◦ ∂Nz maps C[z] into zNW (λ) ⊗ C[y].
Proof. Let
(102) Kj(x, z) :=
N−j∑
i=0
Kijx
izi+2j
denote the coefficients of zNK(λ)(x, y, z). Observe that
K(λ)(z, yz2, ∂z) ◦ ∂Nz =
N∑
j=0
N−j∑
i=0
Kijy
jzi+2j∂i+2jz =
N∑
j=0
yjz2jKj(z, ∂z)
By (75), (94), K(λ)(∂z, y, z) maps C[z] into W
(λ) ⊗ C[y]. It follows that each
Kj(∂z , z), j = 0, . . . , N maps C[z] into z
NW (λ). Observe that Kj(z, x)z
2j =
Kj(x, z)x
2j . Consequently,
(103) z2jKj(z, ∂z) = Kj(∂z, z) ◦ ∂2jz , j = 0, . . . , N
also maps C[z] into zNW (λ). 
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Proof of Theorem 4.15. LetKj(x, z), j = 0, . . . , N be as in (102). By the preceding
Lemma, for each j = 0, . . . , N , the operator z2jKj(∂z , z) maps C[z] into z
NW (λ) =
{zn : n ∈ I(λ)}. Observe that
z2jKj(z, ∂z)z
n = K♮j(n)z
n, j = 0, . . . , N.
Since N0 = K(λ)N ∪ I(λ), it follows that K♮j(n) = 0 if and only if n ∈ K(λ)N . This
proves that each υ
(λ)
j (n), j = 0, . . . , N is a polynomial. We already remarked
that K(λ)(∂z, y, z) is a monic operator of order N . By (103), we have K
♮
0(n)z
n =
K0(∂z , z)z
n. Hence K♮0(n) is a monic polynomial of degree N . From this, it follows
that υ
(λ)
0 (n) = 1. By (103), K
♮
j(n) = 0 if n < 2j. Therefore, υ
(λ)
j (n) = 0 if n ∈ I(λ)
and n− 2j < 0.
To prove (101), observe that
(104)
zNτ (λ)(x, y)Ψ(λ)(x, y, z) = zNK(λ)(∂z , y, z)Ψ0(x, y, z)
=
∞∑
n=0
N∑
j=0
yjHn(x, y)K
♮
j (n)
zn
n!
Hence,
∑
n∈I(λ)
κ
(λ)
N (n)

 N∑
j=0
yjHn(x, y)υ
(λ)
j (n)
zn
n!

 = ∑
n∈I(λ)
H(λ)n (x, y)κ
(λ)
N (n)
zn
n!
.

4.5. Exceptional One-point functionals. Recall from (72) and (84) thatW (λ) is
the span of monomials corresponding to the Maya diagramM(λ), and that ∗W (λ) is
the span of the exceptional Hermite rational functions. In this section we will show
that W (λ) and
∗
W
(λ)
have a dual relation with respect to the bispectral involution
on Grad. In effect, this serves as a characterization of the 1-point functionals that
annihilate the exceptional Hermite polynomials. As a byproduct, we will obtain a
characterization of F (λ), the module of λ-generators, in terms of 1-point functionals.
Although the semi-stationary Ψ(λ)(x, y, z) depends only on three variables, it is
also possible to write it in terms of the stationary wave function depending only
on two variables — provided we interpret the dependence on y as a curve in Grad.
For c ∈ D, let cˆy denote the 1-parameter family of functionals defined by
(105) 〈cˆy(z), f(z)〉 =
〈
c(z), eyz
2
f(z)
〉
.
In general, the coefficients of cˆy involve exponential functions of y. However, for
c ∈ D0 the coefficients are polynomials; that is, if c = ev(n, 0), then cˆy ∈ C[y]⊗D0.
Explicitly, by (40) and (45),
(106)
̂ev(n, 0)y =
n∑
k=0
(
n
k
)
Hk(0, y) ev(n− k, 0)
=
⌊n/2⌋∑
j=0
n!
(n− 2j)!j!y
j ev(n− 2j, 0)
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One can then extend (106) by linearity to all D0. For C ⊂ D0, let Cˆ ⊂ C[y] ⊗ D0
be the corresponding 1-parameter family of functionals. Let
(107) Wˆ (λ)y :=WCˆ(λ)y
where Cˆy = {cˆy : c ∈ C}.
be the corresponding curve in Grad.
Proposition 4.17. With the above definitions, we have
(108) Ψ(λ)(x, y, z) = ψ
Wˆ
(λ)
y
(x, z)eyz
2
.
Proof. By definition, Cλ is spanned by ev(ki, 0), i = 1, . . . , ℓ. By (38) and (105),
Hn(x, y) =
〈
c(z), exp(xz + yz2)
〉
= 〈cˆy(z), exz〉 , c = ev(n, 0).
Hence, by (29),
eyz
2
ψ
Wˆ
(λ)
y
(x, z) =
Wrx[Hkℓ(x, y), . . . , Hk1(x, y), e
xz]eyz
2
Wrx[Hkℓ(x, y), . . . , Hk1(x, y)]z
ℓ
= Ψ(λ)(x, y, z).

Our next observation is the following characterization ofW (λ) as a point in Grad.
Proposition 4.18. We have β(W (λ)) = W (λ); i.e., W (λ) ∈ Grad is a fixed point
of the bispectral involution.
Proof. By definition of the stationary wave function; c.f., (19) (29),
ψW (λ)(x, z) = z
−ℓWrx[x
k1 , . . . , xkℓ , exz]
Wrx[xk1 , . . . , xkℓ ]
=
∏
i<j
(ki − kj)x−|λ|z−ℓexz
∣∣∣∣∣∣∣∣∣
xk1 k1x
k1−1 . . . Fℓ(k1)x
k1−ℓ
...
...
. . .
...
xkℓ knx
kℓ−1 . . . Fℓ(kℓ)x
kℓ−ℓ
1 z . . . zℓ
∣∣∣∣∣∣∣∣∣
where Fj(a) := a(a − 1) · · · (a − j + 1). By inspection, the coefficient of zj in the
above determinant is a constant times xp where
p =
ℓ∑
i=1
ki − 1
2
ℓ(ℓ+ 1) + j = |λ| − ℓ+ j.
It follows that ψW (λ)(x, z) is a linear combination of monomials of the form (xz)
j−ℓexz, j =
0, . . . , ℓ. Therefore, ψW (λ)(x, z) = ψW (λ)(z, x). 
Recall that
∗
W
(λ)
(x, y) = span{R(λ)m (x, y) : m ∈ J (λ)}⊗C[y]. For a fixed y ∈ C.,
let
∗
W
(λ)
y denote the vector space obtained by restricting
∗
W
(λ)
to that particular
value of y. Starting from (58), a straightforward calculation shows that
R(λ)m (x, 0) = x
m, m ∈ J (λ).
Thus, by proposition 4.18,
∗
W
(λ)
0 = Wˆ
(λ)
0 = β(Wˆ
(λ)
0 ).
We now show that
∗
W
(λ)
y ∈ Grad for all y.
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Proposition 4.19. We have
∗
W
(λ)
y = β(Wˆ
(λ)
y ) for all y ∈ C.
In other words, the exceptional Hermite polynomials specify, and are determined
by a homogeneous subspace of conditions. To be more precise,
(109)
∗
U (λ)y = τ
(λ)
y β(Wˆ
(λ)
y ), y ∈ C.
where
∗
U
(λ)
y ⊂ P denotes the restriction to a particular value of y ∈ C.
Proof of Proposition 4.19. Fix a y ∈ C. By (31) and (108),
ψ
β(Wˆ
(λ)
y )
(z, x) = Ψ(λ)(x, y, z)e−yz
2
.
By (81) and (80), for y, z fixed τ (λ)(x, y)Ψ(λ)(x, y, z)is either regular or has re-
movable singularities for all x ∈ C. Hence, τ (λ)y β(Wˆ (λ)y ) is a polynomial subspace
for every value of y. Thus, it becomes possible to define
∗
C(λ) as the space of
continuous curves in cy ∈ D such that cy ∈ Ann τ (λ)y β(Wˆ (λ)y ) for all y. Hence,
Ψ
(λ)
y (z, x)e−yz
2
, y ∈ C has the form shown in (30) with C = ∗C(λ)y and qC(z) =
τ (λ)(z, y). Moreover, by Proposition 3.5, c ∈ ∗C(λ) if and only if〈
cy(x),Φ
(λ)(x, y, z)exz+yz
2
〉
≡ 0, y ∈ C.
By (77), for every c ∈ D, we have
zN
〈
c(x),Φ(λ)(x, y, z)exz+yz
2
〉
=
∑
n∈I(λ)
κ
(λ)
N (n)
〈
c(x), H(λ)n (x, y)
〉 zn
n!
.
By (81) and (80), the above relation is the Taylor series of an entire function.
Hence, c ∈ ∗C(λ) if and only if〈
cy(x), H
(λ)
n (x, y)
〉
= 0, n ∈ J (λ), y ∈ C.
It follows that
∗
U
(λ)
y = Ker
∗
C
(λ)
y , y ∈ C, as was to be shown. 
As a particular case, by (54), the elements of
∗
C(λ)(−1/4) are the one-point differ-
ential functionals that annihilate the univariate exceptional Hermite polynomials
h
(λ)
n , n ∈ J (λ).
We are now able to provide the following alternate characterization of F (λ), the
module of λ-generators.
Proposition 4.20. A Φ(x, y, z) ∈ C[x, y, z, z−1] is a λ-generator if and only if
zℓΦ(x, y, z) is a polynomial and if〈
c(z), zℓΦ(x, y, z)exz+yz
2
〉
≡ 0 for all c ∈ C(λ); and(110) 〈
cy(x),Φ(x, y, z)e
xz+yz2
〉
≡ 0 for all c ∈ ∗C(λ), y ∈ C.(111)
Proof. Suppose that
(112) Φ(x, y, z)exz+yz
2
=
∑
m∈J (λ)
Fm(x, y)z
m, Fm ∈
∗
U (λ).
Then, for c ∈ C(λ) we have〈
c(z), zℓΦ(x, y, z)exz+yz
2
〉
=
∑
m∈J (λ)
Fm(x, y)
〈
c(z), zm+ℓ
〉 ≡ 0.
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Similarly, for c ∈ ∗C(λ),〈
cy(x),Φ(x, y, z)e
xz+yz2
〉
=
∑
m∈J (λ)
〈cy(x)Fm(x, y)〉 zm+ℓ ≡ 0
Conversely, suppose that zℓΦ(x, y, z) is a polynomial and that (110) and (111) hold.
By (110) it follows that
Φ(λ)(x, y, z)exz+yz
2
=
∞∑
m∈J (λ)
Fm(x, y)z
m
where Fn(x, y) are polynomials. By Proposition 4.19 and by (111), each Fm ∈
∗
U (λ). 
5. Bispectrality
5.1. The stabilizer algebras. For a partition λ, let A(λ) be the algebra of dif-
ferential operators that preserve W (λ). Let
∗A(λ) be the dual algebra of differential
operators that preserve
∗
W
(λ)
. To be more precise, π ∈ A(λ) if and only if
π(∂z , z)W
(λ)(z) ⊂W (λ)(z)
and σ ∈ ∗A(λ) if and only if
σ(x, y, ∂x)
∗
W
(λ)
(x, y) ⊂ ∗W (λ)(x, y).
In the subsequent sections we will see that the operators and eigenvalues associ-
ated with the exceptional Hermite bispectral triple belong to certain commutative
subalgebras of A(λ) and ∗A(λ).
To gain a better understanding of A(λ), we introduce basic homogeneous oper-
ators whose action on a monomial either annihilates that monomial or shifts its
degree. Set
G(λ)k := (M(λ) + k) ∩ J (λ), k ∈ Z(113)
γ
(λ)
k (m) :=
∏
i∈G
(λ)
k
(m− i),(114)
Let G
(λ)
k be the differential operator defined by
(115) G
(λ)
k (∂z , z) := z
−kγ
(λ)
k (z∂z), k ∈ Z,
where
E(∂z, z) = z∂z,
is the Cauchy-Euler operator in z.
Proposition 5.1. The operator algebra A(λ) is generated by E (the Cauchy-Euler
operator) and by G
(λ)
k , k ∈ Z.
Proof. By construction,
E(∂z, z)z
m = mzm(116)
G
(λ)
k (∂z, z)z
m = γ
(λ)
k (m)z
m−k.(117)
The Cauchy-Euler operator preserves W (λ) because the latter is generated by
monomials, and because (116) holds. By (117), we have zm ∈ W (λ)(z) and
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zm−k /∈ W (λ)(z) if and only if m ∈ J (λ) and m − k ∈ M(λ). The latter is true if
and only if m ∈ G(λ)k , if and only if γ(λ)k (m) = 0. For this reason, G(λ)k restricts to
a well-defined linear transformation of W (λ).
Conversely, sinceW (λ) is generated by monomials, A(λ) is generated by homoge-
neous operators G(∂z , z) with the property that G(∂z , z)z
m ∈ W (λ)(z), m ∈ J (λ).
If G(x, z) has weighted-degree k, then it must be of the form
G(∂z , z) = z
−kG♮(z∂z),
where G♮(m) is a polynomial that vanishes on allm ∈ G(λ)k . It follows that G♮(m) =
γ
(λ)
k (m)α(m) for some polynomial α(m), and hence that
G(∂z, z) = G
(λ)
k (∂z , z) ◦ α(z∂z),
as was to be shown. 
The sequence of integers
(118) g(λ)q := #G(λ)q = deg γ(λ)q (m)
is a key combinatorial signature of the partition λ and is intimately connected with
the structure of the stabilizer algebras R(λ) and ∗R(λ) that will be introduced in the
following section. For now, we note the following symmetry property.
Proposition 5.2. For q ∈ Z, we have
(119) g(λ)q = g
(λ)
−q + q.
Proof. Without loss of generality, suppose that q ≥ 1. Since λi = 0 for i > ℓ we
have that
mℓ+q+j(λ) + q = −ℓ− j = mℓ+j(λ), j = 1, 2, . . . .
Hence, by (63) (65) and (113), we have
G(λ)q = {m1 + q, . . . ,mℓ+q + q, . . . ,mℓ+q+j + q, . . .} \ {m1, . . . ,mℓ, . . . ,mℓ+j, . . .}
= {m1 + q, . . . ,mℓ+q + q} \ {m1, . . . ,mℓ}
= ({m1 + q, . . . ,mℓ + q} \ {m1, . . . ,mℓ}) ⊔ {mℓ+1 + q, . . . ,mℓ+q + q},
where ⊔ denotes a disjoint union and mi = mi(λ). By similar reasoning,
G(λ)−q = {m1 − q, . . . ,mℓ − q} \ {m1, . . . ,mℓ+q}
= {m1 − q, . . . ,mℓ − q} \ {m1, . . . ,mℓ}
G(λ)−q + q = {m1, . . . ,mℓ} \ {m1 + q, . . . ,mℓ + q}
If A,B are finite sets of equal cardinality, then A \ B and B \ A also have equal
cardinality. It follows that
#G(λ)−q = #(G(λ)−q + q) = # ({m1 + q, . . . ,mℓ + q} \ {m1, . . . ,mℓ}) = #G(λ)−q − q.

The following technical result is fundamental in the manipulation of generating
functions based on F (λ).
Lemma 5.3 (Reindexing Lemma). We have
(120) κ(λ)(m)γ
(λ)
k (m) = κ
(λ)(m− k)γ(λ)−k (m− k)Fk(m+ ℓ), k ∈ Z.
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Proof. Fix λ and let mi = mi(λ), i ∈ N be as per (3). By inspection, (120) holds
for k = 0. By the definition of the generalized falling factorial (96),
(121) F−k(m)Fk(m+ k) = 1.
Thus (120) is equivalent to
κ(λ)(m− k)γ(λ)−k (m− k) = κ(λ)(m)γ(λ)k (m)F−k(m+ ℓ− k), k ∈ Z.
Hence, no generality is lost if we assume that k ≥ 1. Set
Ik = {m1 + k, . . . ,mℓ + k} ∩ {m1, . . . ,mℓ}
As was shown in the Proof to Proposition 5.2,
G(λ)k = ({m1 + k, . . . ,mℓ + k} \ {m1, . . . ,mℓ}) ⊔ {mℓ+1 + k, . . . ,mℓ+k + k}
G(λ)−k = {m1 − k, . . . ,mℓ − k} \ {m1, . . . ,mℓ}
Hence,
γ
(λ)
k (m) =
∏
k∈G
(λ)
k
(m− k) =
∏ℓ+k
i=1 (m−mi − k)∏
k∈Iq
(m− k) =
κ
(λ)
ℓ+k(m+ ℓ)∏
k∈Iq
(m− k)
γ
(λ)
−k (m− k) =
∏ℓ
i=1(m−mi)∏
k∈Iq
(m− k) =
κ(λ)(m)∏
k∈Iq
(m− k)
κ(λ)(m− k)Fk(m+ ℓ) = κ(λ)ℓ+k(m+ ℓ)
The desired relation (120) follows immediately. 
The algebras A(λ) and ∗A(λ) are closely related to F (λ). For π(x, y, z) that is
polynomial in x set
(122) Φπ(x, y, z) := τ
(λ)(x, y)e−xz−yz
2
π(∂z , y, z)Ψ
(λ)(x, y, z).
Equivalently,
π(∂z , y, z)Ψ
(λ)(x, y, z) =
Φπ(x, y, z)
τ (λ)(x, y)
exz+yz
2
.
Observe a λ-generator is a function of three variables: Φ(x, y, z). However a
π(x, z) ∈ A(λ)(x, z) is a function of only two variables. Thus, we need to consider
linear combinations of operators in A(λ) with polynomial coefficients to establish
the isomorphism F (λ)(x, y, z) ≃ A(λ)(x, z)⊗ C[y]. For the sake of convenience, we
will denote the latter simply as F (λ) ≃ A(λ) ⊗ P .
Proposition 5.4. If π ∈ A(λ), then Φπ ∈ F (λ). Conversely, for each Φ ∈ F (λ)
there exists a π ∈ A(λ) ⊗ P such that Φ = Φπ.
Proof. Suppose that π = E is the Cauchy-Euler operator. We have
E(∂z, z)Ψ
(λ)(x, y, z) =
ΦE(x, y, z)
τ (λ)(x, y)
exz+yz
2
=
∞∑
m=−ℓ
κ(λ)(m)m
(m+ ℓ)!
R(λ)(x, y)zm
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Hence, ΦE ∈ F (λ) by inspection. Next, suppose that π = G(λ)k for some k ∈ Z. By
(117) and the reindexing Lemma,
G
(λ)
k (∂z, z)Ψ
(λ)(x, y, z) =
∞∑
m=−ℓ
κ(λ)(m)γ
(λ)
k (m)
(m+ ℓ)!
R(λ)m (x, y)z
m−k
=
∞∑
m=−ℓ
κ(λ)(m− k)γ(λ)−k (m− k)Fk(m+ ℓ)
(m+ ℓ)!
R(λ)m (x, y)z
m−k
=
∞∑
m=−ℓ
κ(λ)(m)γ
(λ)
−k (m)
(m+ ℓ)!
R
(λ)
m+kz
m
The last step is justified by the fact that if m − k < −ℓ, then Fk(m + ℓ) = 0.
Hence, Φπ ∈ F (λ) in this case also. The case of the general π ∈ A(λ) now follows
by Proposition 5.1.
Conversely, let Φ ∈ F (λ) be given. Set Φˆ(x, y, z) = H(−y, z)Φ(x, y, z). Hence,
by Lemma 4.13, Φˆ(∂z, y, z)e
xz+yz2 = Φ(x, y, z)exz+yz
2
. By Proposition 4.20,〈
cy(x),Φ(x, y, z)e
xz+yz2
〉
=
〈
cy(x), Φˆ(∂z , y, z)e
xz+yz2
〉
≡ 0
for all c ∈ ∗C(λ). The kernel of K(λ)(∂z, y, z) consists of
ψc(y, z) :=
〈
cy(x), e
xz+yz2
〉
, c ∈ ∗C(λ).
Observe that
Φˆ(∂z , y, z)φc(y, z) =
〈
cy(x), Φˆ(∂z , y, z)e
xz+yz2
〉
= 0, c ∈ ∗C(λ).
Hence, there exists a π(∂z , y, z) such that Φˆ(∂z, y, z) = π(∂z , y, z) ◦K(λ)(∂z, y, z).
Hence, by (94),
τ (λ)(x, y)π(∂z , y, z)Ψ
(λ)(x, y, z) = π(∂z , y, z) ◦K(λ)(∂z, y, z)exz+yz
2
= Φ(x, y, z)exz+yz
2

Similarly, for σ(x, y, z) that is polynomial in z, set
(123) Φσ(x, y, z) := τ
(λ)(x, y)e−xz−yz
2
σ(x, y, ∂x)Ψ
(λ)(x, y, z).
Proposition 5.5. If σ ∈ ∗A(λ), then Φσ ∈ F (λ). Conversely for each Φ ∈ F (λ)
there exists a σ ∈ ∗A(λ) such that Φ = Φσ.
Proof. Let σ ∈ ∗A(λ) be given. Hence,
σ(x, y, ∂x)Ψ
(λ)(x, y, z) =
Φσ(x, y, z)
zℓτ (λ)(x, y)
exz+yz
2
=
∑
m∈J (λ)
σ(x, y, ∂x)R
(λ)
m (x, y)κ
(λ)(m)
zm
(m+ ℓ)!
.
By assumption, σ(x, y, ∂x)R
(λ)
m (x, y) ∈
∗
W
(λ)
(x, y). Therefore, Φσ ∈ F (λ).
Conversely, let Φ ∈ F (λ) be given. By Proposition 4.20,〈
c(z), zℓΦ(x, y, z)exz+yz
2
〉
≡ 0
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for all c ∈ C(λ). The kernel of ∗K(λ)(x, y, ∂x) is spanned by Hk1(x, y), . . . , Hkℓ(x, y).
Let ci = ev(ki, 0), i = 1, . . . , ℓ and recall that
Hki(x, y) =
〈
ci(z), e
xz+yz2
〉
.
Hence,
Φ(x, y, ∂x)H
(λ)
ki
(x, y) =
〈
ci(z),Φ(x, y, ∂x)e
xz+yz2
〉
= 0, i = 1, . . . , ℓ.
Hence, there exists a σ(x, y, ∂x) such that
Φ(x, y, ∂x) = τ
(λ)(x, y)σ(x, y, ∂x) ◦
∗
K(λ)(x, y, ∂x).
Hence, by (94),
τ (λ)(x, y)zℓσ(x, y, ∂x)Ψ
(λ)(x, y, z) = τ (λ)(x, y)σ(x, y, ∂x)
∗
K(λ)(x, y, ∂x)e
xz+yz2
= Φ(x, y, ∂x)e
xz+yz2 = Φ(x, y, z)exz+yz
2

Theorem 5.6. For every π ∈ A(λ) ⊗ P, there exists a π♭ ∈ ∗A(λ)(x, y) such that
(124) π(∂z, y, z)Ψ
(λ)(x, y, z) = π♭(x, y, ∂x)Ψ
(λ)(x, y, z).
The corresponding mapping A(λ) ⊗ P → ∗A(λ) is an algebra anti-isomorphism.
Proof. Let π ∈ A(λ) ⊗ P and let Φπ be the polynomial given by (122). By Propo-
sition 5.5, there exists a π♭ ∈ ∗A(λ) such that
π♭(x, y, ∂x)Ψ
(λ)(x, y, z) =
Φ(x, y, z)
zℓτ (λ)(x, y, z)
Ψ0(x, y, z) = π(∂z , y, z)Ψ
(λ)(x, y, z).
Given, π1, π2 ∈ A(λ) ⊗ P observe that
(π1(∂z , y, z) ◦ π2(∂z, z))Ψ(λ)(x, y, z) = π1(∂z , y, z)
(
π♭2(x, y, ∂x)Ψ
(λ)(x, y, z)
)
= π♭2(x, y, ∂x)
(
π1(∂z , y, z)Ψ
(λ)(x, y, z)
)
= (π♭2(x, y, ∂x) ◦ π♭1(x, y, ∂x))Ψ(λ)(x, y, z)
Therefore π 7→ π♭ is an anti-homomorphism. By Proposition 5.4 this anti-homomorphism
is onto. Suppose that π(∂z , y, z) is an operator that annihilates Ψ
(λ)(x, y, z). Hence,
it must annihilate every zm, m ∈ J (λ). This implies that π = 0, and therefore
π 7→ π♭ is also one-to-one. 
See [1] for a similar use of anti-isomorphisms in the study of bispectrality.
A fundamental instance of the anti-isomorphism (124) is the relation
(125) E(∂z, z)Ψ
(λ)(x, y, z) = T˜ (x, y)Ψ(λ)(x, y, z)
where E is the Cauchy-Euler operator and where T˜ is the exceptional operator
given in (68). An examination of the generating function (75) shows that (125) is
equivalent to the eigenvalue equation (69). We will prove the former and thereby
establish the latter.
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Proof of Proposition 4.7. Set u(λ)(x, y) =
(
log τ (λ)(x, y)
)
xx
. We wish to show that
E♭(x, z) = yz2 + xz + 4y u(λ)(x, y).
Since E(x, z) = xz, we have
Eˆ(x, y, z) =H(y, z)(xz) = zH1(x+ 2yz, y) = 2yz
2 + xz.
Hence,
Eˆ(x, y, ∂x) = 2y∂
2
x + x∂x = T (x, y)
is the classical Hermite operator. Hence, it suffices to show that
T˜ (x, y) ◦ ∗K(λ)(x, y, ∂x) =
∗
K(λ)(x, y, ∂x) ◦ T (x, y),
which is equivalent to
[T,
∗
K(λ)] = −4yu(λ) ∗K(λ).
It is well known that
Wr[f1, . . . , fl, f ] = τf
(l) − τ ′f (l−1) + . . . ,
where τ = Wr[f1, . . . , fl]. For the case at hand,
∗
K(λ) = ∂ℓx− τ
(λ)
x
τ (λ)
∂ℓ−1x + · · · . Hence,
[T,
∗
K(λ)] is an operator of order ℓ — the same as the order of
∗
K(λ). By (88), the
kernel of
∗
K(λ) is generated by Hkℓ , . . . , Hk1 . These are all eigenfunctions of T , and
hence annihilated by the commutator. Hence, [T,
∗
K(λ)] = µ
∗
K(λ). By inspection, µ
is the leading coefficient of
−
[
2y∂2x,
τ
(λ)
x
τ (λ)
∂l−1x
]
= −4yu(λ)∂ℓx.

5.2. The bispectral triple. For a partition λ and W (λ) ∈ Grad as per (72), let
R(λ) ⊂ P denote the commutative C-algebra that preservesW (λ). Let ∗R(λ) denote
the commutative P-algebra of bivariate polynomials that preserve ∗W (λ). Thus,
π ∈ R(λ) if and only if
π(z)W (λ)(z) ⊂W (λ)(z)
and σ ∈ ∗R(λ) if and only if
σ(x, y)
∗
W
(λ)
(x, y) ⊂ ∗W (λ)(x, y).
It is natural to regardR(λ) as a commutative subalgebra of A(λ) and to regard ∗R(λ)
as a commutative subalgebra of
∗A(λ). Indeed, as a direct consequence of Theorem
5.6 we have
π♭(x, y, ∂x)Ψ
(λ)(x, y, z) = π(z)Ψ(λ)(x, y, z), π ∈ R(λ),(126)
σ♯(∂z, y, z)Ψ
(λ)(x, y, z) = σ(x, y)Ψ(λ)(x, y, z), σ ∈ ∗R(λ).(127)
Let
∗S(λ) = {π♭ : π ∈ R(λ)}, and S(λ) = {σ♯ : σ ∈ ∗R(λ)}
denote the corresponding commutative subalgebras of
∗A(λ) and A(λ) ⊗ P , respec-
tively. Thus (126) and (127) should be regarded as the eigenvalue equations of the
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bispectral triple (S(λ), ∗S(λ),Ψ(λ)). This is, essentially, a parameterized version of
Wilson’s construction in [24].
Definition 5.7. We say that q ∈ N0 is a critical degree of R(λ) if zq ∈ R(λ)(z).
Analogously, we say that q ∈ N0 is a critical degree of
∗R(λ) if there exists a σ(x, y) ∈
∗R(λ)(x, y) such that degx σ(x, y) = q. Let D(λ) denote the set of critical degrees of
R(λ) and ∗D(λ) denote the set of critical degrees of ∗R(λ).
Observe that since R(λ), ∗R(λ) are closed under composition, both D(λ) and ∗D(λ)
are additive subsets of N0.
In Section 6.1, below, we will show that the operators in
∗S(λ) are lowering op-
erators for exceptional Hermite polynomials with (126) understood as a lowering
relation. In Section 6.2 we will exhibit a homomorphism that maps S(λ) into a
certain commutative algebra of difference operators S(λ). This homomorphism
transforms the differential eigenvalue equation (127) into the discrete eigenvalue
equation
Θ(λ)q (m, y, Sm)R
(λ)
m (x, y) = σ
(λ)
q (x, y)R
(λ)
m (x, y), q ∈
∗D(λ).(128)
where σq ∈
∗R(λ) is a monic polynomial of degree q ∈ ∗D(λ), and Θq ∈ S(λ) is the
corresponding monic difference operator of order 2q obtained by applying the above
homomorphism to σ♯q. Up to an index shift, (143) can be regarded as a recurrence
relation for exceptional Hermite polynomials:
(129) Θ(λ)q (n−N, y, Sn)H(λ)n (x, y) = σ(λ)q (x, y)H(λ)n (x, y), q ∈
∗D(λ).
However it is more instructive to couple (129) with the eigenvalue equation (60)
into a differential-difference bispectral triple (T (λ),S(λ), H(λ))
Proposition 5.8. For a monic π ∈ R(λ), the operator π♭(∂z , y, z) is a monic
differential operator whose order is equal to the degree of π. Dually, for a monic
σ ∈ ∗R(λ), the expression σ♯(∂z, y, z) is a monic differential operator whose order is
equal to the x-degree of σ(x, y).
Proof. These assertions follow by inspection of the construction of Φπ and Φσ
utilized in the proofs to Proposition 5.4 and 5.5. 
Going forward, the following combinatorial description of R(λ) will prove useful.
Definition 5.9. For q ∈ N, a Maya diagram M ⊂ Z is a q-core [16, p. 12] [17, p.
123] if and only if if there exist n0, . . . , nq−1 ∈ Z such that
(130) M =
q−1⋃
i=0
{mq + i : m ≤ ni},
We will also say that a partition λ is a q-core if the correspondingM(λ) is a q-core.
The following alternative characterization of a q-core is useful.
Proposition 5.10. A Maya diagram M ⊂ Z is a q-core if and only if M ⊂M + q.
Proof. Let M ⊂ Z be a Maya diagram and let q ∈ N. Define the Maya diagrams
Mi = {m ∈ Z : qm+ i ∈M}, i = 0, . . . , q − 1.
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By definition, M is a q-core if and only if each Mi is a trivial Maya diagram; i.e.,
if Mi ⊂Mi + 1. Observe that
M =
q−1⋃
i=0
(qMi + i), and M + q =
q−1⋃
i=0
(q(Mi + 1) + i).
Hence, M is a q-core if and only if each Mi ⊂Mi+1 if and only if M ⊂M + q. 
Proposition 5.11. Let g
(λ)
q , q ∈ Z be the integer sequence defined in (118). A
partition λ is a q-core if and only if g
(λ)
−q = 0, or equivalently, if and only if g
(λ)
q = q.
Proof. The first criterion is a direct consequence of the definition (113). The second
criterion follows by (119). 
Proposition 5.12. We have q ∈ D(λ) if and only if λ is a q-core.
Proof. By definition (72), zq ∈ R(λ)(z) if and only if J (λ) + q ⊂ J (λ). The latter
is true if and only if M(λ) ⊂M(λ) + q. 
The result below is a characterization of the inclusion S(λ) ⊂ A(λ) ⊗ P . This
result will play a key role in our study of exceptional recurrence relations in the
sections that follow.
Proposition 5.13. For π ∈ A(λ) ⊗ P, define
(131) πˆ(x, y, z) =H(y, z)π(x, y, z).
Then π ∈ S(λ) if and only if
(132) degz πˆ(x, y, z) ≤ 0.
Moreover, if condition (132) holds, then π = σ♯, where σ(x, y) is the leading coef-
ficient of πˆ(x, y, z); i.e.,
(133) σ(x, y) = lim
z→∞
πˆ(x, y, z).
Proof. Let π(∂z , y, z) ∈ A(λ)(z)⊗C[y] be given. Recall that π ∈ S(λ) if and only if
π♭(x, y, z) is z-independent. By Lemma 4.13,
πˆ(∂z, y, z) = e
−yz2 ◦ π(∂z , y, z) ◦ eyz
2
.
Let π˜♭(x, y, z) be as in (124). Thus, π ∈ S(λ) if and only if degz π˜♭(x, y, z) = m− ℓ.
Observe that
(134) π˜♭(∂z, y, z) = z
m ◦ πˆ(∂z , y, z) ◦ z−ℓ.
This is true if and only if degz πˆ(x, y, z) ≤ 0.
Next, suppose that (132) holds and that π♭(x, y, z) = σ(x, y) does not depend
on z. Thus, we may rewrite (124) as
(135)
∗
K(λ)(x, y, ∂x) ◦ π˜♭(x, y, ∂x) = σ(x, y) ◦
∗
K(λ)(x, y, ∂x) ◦ ∂m−ℓx .
By (86),
∗
K(λ)(x, y, ∂x) is a monic differential operator. It follows that σ(x, y) is
the leading-order coefficient of the operator π˜♭(x, y, ∂x). Conclusion (133) follows
because the conjugation (134) does not alter the coefficient of the leading z-term
of πˆ(x, y, z). Furthermore, since π(x, y, z) is polynomial in x and y, it follows that
σ(x, y) is also a polynomial. 
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In Proposition 5.12, above, we showed that q is a critical degree of R(λ) if and
only if the corresponding partition is a q-core. A priori, there does not seem to be
a simple criterion that describes the critical degrees of
∗R(λ). However, it is possible
to give some necessary conditions.
Proposition 5.14. If for fixed y 6= 0, the polynomial τ (λ)y (x) has only simple
zeroes, then σ ∈ ∗R(λ) if and only if σ(x, y) is weighted-homogeneous and ∂xσ(x, y)
is divisible by τ (λ)(x, y).
The proof can be found in [9]. Thus, if τ (λ) has only simple roots, then the critical
degrees of
∗R(λ) consists of all q ≥ N + 1 where N = |λ| = deg τ (λ). In this case,
∗R(λ) is the span of the following monic polynomials:
(136) σq(x, y) :=
1
q +N
∫ x
xqτ (λ)(x, y), q = 0, 1, 2, . . .
Proposition 5.15. We have
∗D(λ) ⊂ D(λ). In other words, if q is a critical degree
of
∗R(λ), then necessarily λ is a q-core.
Proof. Let q ∈ ∗D(λ) and σq(x, y) ∈
∗R(λ)(x, y) a corresponding eigenvalue such that
degx σq(x, y) = q. Fix an m ∈ J (λ). By definition, σq(x, y)R(λ)m (x, y) is a C[y]-
linear combination of R
(λ)
k (x, y), k ∈ J (λ). By definition (66), R(λ)m (x, y) is monic
in x. By assumption, σq(x, y) is also monic in x. Hence m+ q ∈ J (λ) also. Hence
J (λ) + q ⊂ J (λ). Therefore M(λ) is a q-core, by Proposition 5.12. 
The converse need not hold. In Example 7.1, below, we will demonstrate that
the partition λ = (2, 2, 0, . . .) is a 4-core, but that 4 is not a critical degree of
∗R(λ).
6. Lowering and recurrence relations for the exceptional Hermites
In Section 6.1, we show that relation (126) of the bispectral triple corresponds to
a lowering relation for exceptional Hermite polynomials. In the following section, we
exhibit a homomorphism from differential operators to difference operators that will
allow us to transform (127) into recurrence relations. Thus, the existence of lowering
operators in ∂x and difference operators in n sharing the exceptional Hermites as
eigenfunctions follows naturally from the bispectrality of the wave functions in
the adelic Grassmannian. Furthermore, it is notable that the correspondence is
constructive in nature. Consequently, we will emphasize not only that the existence
of the operators follows from Wilson’s construction but moreover that this provides
a convenient way to actually compute all of the corresponding operators.
6.1. Lowering operators. We are now ready to describe the lowering operators
for the exceptional Hermite rational functions R
(λ)
n (x, y), n ∈ J (λ). A conjugation
of the lowering relation (137) below by τ (λ)(x, y) then yields the corresponding
lowering relations for the exceptional polynomials H
(λ)
n (x, y), n ∈ I(λ).
Theorem 6.1. Let q ∈ N be a critical degree of R(λ). Let L(λ)q (x, y, ∂x) =
π♭(x, y, ∂x) be the the corresponding monic operator of order q corresponding to
π(z) = zq. Then
(137) L(λ)q (x, y, ∂x)R
(λ)
m (x, y) = γ
(λ)
q (m)R
(λ)
m−q(x, y), m ∈ J (λ).
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where R
(λ)
m (x, y), m ∈ J (λ) are the exceptional rational functions (66). Moreover,
(138) L(λ)q f =
Wr[R
(λ)
k1
, . . . , R
(λ)
kq
, f ]
Wr[R
(λ)
k1
, . . . , R
(λ)
kq
]
,
where k1, . . . , kq is an enumeration of G(λ)q ⊂ J (λ).
Proof. Using (65), (63), (75) we have:
L(λ)q (x, y, ∂x)Ψ
(λ)(x, y, z) = zqΨ(λ)(x, y, z)
=
∞∑
m=−ℓ
κ(λ)(m)R(λ)m (x, y, z)
zm+q
(m+ ℓ)!
=
∞∑
m=−ℓ
κ(λ)q (m)R
(λ)
m−q(x, y, z)
zm
(m+ ℓ)!
,
where ℓ = ℓ(λ). By (113), we have
{m1 + q, . . . ,mq + q} = {m1, . . . ,mℓ} ∪ G(λ)q .
Hence, κ
(λ)
q (m) = κ(λ)(m)γ
(λ)
q (m), which implies (137). Furthermore, since γ
(λ)
q (m)
vanishes precisely at k1, . . . , kq, it follows that R
(λ)
k1
, . . . , R
(λ)
kq
are in the kernel of
L
(λ)
q . Since L
(λ)
q is a monic differential operator, (138) follows. 
Proposition 6.2. The commutative algebra
∗S(λ) is generated by the lowering op-
erators L
(λ)
q where q is a critical degree of R(λ).
Proof. Since W (λ) is spanned by monomials, the same is true for R(λ). 
It is also worthwhile to note the following, alternate, characterization of the
lowering operators.
Proposition 6.3. Let q ∈ N be a critical degree of R(λ), and L(λ)q (x, y, ∂x) the
corresponding lowering operator (138). Let K(λ)(x, y, ∂x) be the intertwiner as per
(86). Then,
(139)
∗
K(λ)(x, y, ∂x) ◦ ∂qx = L(λ)q (x, y, ∂x) ◦
∗
K(λ)(x, y, ∂x).
Proof. It suffices to observe that
zq+ℓΨ(λ)(x, y, z) =
∗
K(λ)(x, y, ∂x)(z
qexz+yz
2
)
=
∗
K(λ)(x, y, ∂x) ◦ ∂qx exz+yz
2
= Lq(x, y, ∂x)
∗
K(λ)(x, y, ∂x)e
xz+yz2 .

In this way, we recover the interpretation of R(λ) and of critical degrees presented
in (27).
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6.2. Recurrence relations. In this section we describe the recurrence relations
satisfied by exceptional Hermite polynomials. As a motivation, it is instructive to
revisit the connection between the classical 3-term recurrence relation (48) and the
first order differential relation (47). Set
π1(x, y, z) := x− 2yz
and express (47) as
π1(∂z, y, z)Ψ0(x, y, z) = xΨ0(x, y, z).
Set
(140) π♮1(n, y, z) = −2yz + nz−1
so that
π1(∂z , y, z)z
n = π♮1(n, y, z)z
n.
The classic recurrence relation (48) can then be derived as follows:
xΨ0(x, y, z) =
∞∑
n=0
Hn(x, y)π
♮(n, y, z)
zn
n!
(141)
=
∞∑
n=0
Hn(x, y)
(
−2y(n+ 1) z
n+1
(n+ 1)!
+
zn−1
(n− 1)!
)
=
∞∑
n=0
Θ1(n, y, Sn)Hn(x, y)
zn
n!
(142)
where
Θ1(n, y, z) = −2yπ♮1(n, (4y)−1, z) = z − 2ynz−1.
As we will see below, the construction π → π♮ → Θ generalizes to the case of
Ψ(λ)(x, y, z) and leads to an explicit formula for exceptional recurrence relations.
Let λ be a partition, N = |λ| and ℓ = ℓ(λ). As we will show below, the recurrence
relations corresponding to λ take the form
(143) Θ(λ)q (m, y, Sm)R
(λ)
m (x, y) = σ
(λ)
q (x, y)R
(λ)
m (x, y),
where q ∈ N0 is a critical degree of
∗R(λ), where σ(λ)q ∈
∗R(λ) is a monic, ho-
mogeneous polynomial of degree q, and where Θ
(λ)
q (m, y, Sm) is a monic difference
operator of order 2q derived from the action of the corresponding πq = σ
♯
q on mono-
mials zm. The transformation πq 7→ Θq doubles the order because the action of a
πq(∂z, y, z), π ∈ S(λ), q ∈
∗D(λ) on zm involves degree shifts k ∈ {−q,−q+2, . . . , q}.
In the classical case, this phenomenon is illustrated by relation (140).
Thus, the operators Θ
(λ)
q generate an algebra of difference operatorsS(λ) which is
naturally isomorphic to the algebra of differential operators S(λ). This isomorphism
is best understood as the restriction of an algebra homomorphism A(λ) → A(λ),
where the latter is the algebra of difference operators that preserves sequences
with support in J (λ). This homomorphism from differential to difference operators
effectively transforms the differential eigenvalue relation (127) into the difference
eigenvalue relation (143).
Just like in the classical case, the exceptional Jacobi operator, relative to a
basis of normalized R
(λ)
m (x, y), is represented by a symmetric matrix. This is a
consequence of the fact that multiplication by the corresponding eigenvalue is a
symmetric operator relative to (43). This symmetry imposes a certain relation
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between the coefficients of the exceptional Jacobi operator and the exceptional
norming constants. We will derive and make use of this observation below.
We begin by describing the homomorphism A(λ) → A(λ). For a given partition
λ, let
∗J (λ) be the vector space of sequences supported on J (λ) ⊂ Z. Let ε denote
the multiplication operator
(144) ε(m)fm = mfm,
where fm, m ∈ J (λ) is a sequence. Evidently, ε ∈ End
∗J (λ). For q ∈ Z, define the
weighted shift operator
(145) Γ(λ)q (m, Sm) := γ
(λ)
−q (m)S
q
m.
Observe that Γ
(λ)
q ∈ End
∗J (λ) because
Γ(λ)q (m, Sm)fm = γ
(λ)
−q (m)fm+q,
and because γ
(λ)
−q (m) = 0 precisely when m ∈ J (λ) but m+ q /∈ J (λ). Let A(λ) ⊂
End
∗J (λ) be the algebra of difference operators generated by ε and Γ(λ)q , q ∈ Z.
Recall that F (λ) is isomorphic to the module of Laurent series
Φ(x, y, z)
τ (λ)(x, y)
exz+yz
2
=
∑
m∈J (λ)
Fm(x, y)z
m, Fm ∈
∗
W
(λ)
, Φ ∈ F (λ).
Thus, A(λ) also acts on F (λ). This gives the isomorphism A(λ) ≃ A(λ) with
E(∂z, z) 7→ ε(m) and G(λ)q (∂z , z) 7→ Γ(λ)q (m, Sm).
The homomorphismA(λ) → A(λ) can also be described as a mapping π(∂z , y, z) 7→
Θ
(λ)
π (m, y, Sm) where the latter will be defined below.
Proposition 6.4. For every π(x, y, z) ∈ C[x, y, z, z−1] there exists a π♮(m, y, z) ∈
C[m, y, z, z−1] such that
(146) π(∂z , y, z)z
m = π♮(m, y, z)zm
Proof. It suffices to observe that ∂izz
m = Fi(m)z
m−i. Thus, the mapping π 7→ π♮
is described by
xi 7→ Fi(m)z−i, yj 7→ yj, zk 7→ zk,
where Fi is the falling factorial (96). 
Thus, if π(x, y, z) ∈ C[x, y, z, z−1] is weighted-homogeneous of degree q ∈ Z with
d = degy π(x, y, z), then it can be given as
(147) π(x, y, z) = yq/2
∑
k
π♮k(xz)y
−k/2z−k =
d∑
j=0
π♮q−2j(xz)y
jz2j−q
where π♮q−2j(x), j = 0, . . . , d are polynomials. In this way,
(148) π♮(m, y, z) = yq/2
∑
k
π♮k(m)y
−k/2z−k =
d∑
j=0
π♮q−2j(m)y
jz2j−q, k = q − 2j.
Proposition 6.5. For a weighted-homogeneous π(x, y, z) we have π ∈ A(λ) ⊗P if
and only if every π♮k(m) is divisible by γ
(λ)
k (m).
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Proof. By Proposition 5.1 there exist polynomials αk(m), k = q−2d, q−2d+2, . . . , q
such that
π(∂z , y, z) = y
q/2
∑
k
αk(z∂z)G
(λ)
k (∂z , z)y
−k/2.
Hence,
π♮(m, y, z) = yq/2
∑
k
αk(m)γ
(λ)
k (m)y
−k/2z−k,
and π♮k(m) = γ
(λ)
k (m)αk(m). 
Proposition 6.6. For every π ∈ A(λ) ⊗ P we have
(149) π♭(x, y, ∂x)R
(λ)
m (x, y) = Θ
(λ)
π (m, y, Sm)R
(λ)
m (x, y).
where the difference operator Θ
(λ)
π ∈ A(λ) ⊗ P is given by
(150) Θ(λ)π (m, y, Sm) = y
q/2
∑
k
γ
(λ)
−k (m)αk(m+ k)y
−k/2
S
k
m,
and where
(151) αk(m) =
π♮k(m)
γ
(λ)
k (m)
, k = q − 2d+ q, q − 2d+ 2, . . . , q.
Proof of Proposition 6.6. Using (75), (124) (120), we have
∞∑
m=−ℓ
π♭(x, y, ∂x)R
(λ)
m (x, y)
κ(λ)(m)
(m+ ℓ)!
zm
= yq/2
∞∑
m=−ℓ
∑
k
κ(λ)(m)
(m+ ℓ)!
γ
(λ)
k (m)αk(m)R
(λ)
m (x, y)y
−k/2zm−k,
= yq/2
∞∑
m=−ℓ
∑
k
γ
(λ)
−k (m)αk(m+ k)R
(λ)
m+k(x, y)
κ(λ)(m)
(m + ℓ)!
y−k/2zm,
where the last step is justified by the fact that if m− k < −ℓ, then Fk(m+ ℓ) = 0.
Matching coefficients yields (150). 
Note that the coefficients of Θ
(λ)
π are non-singular because, by Proposition 6.5,
αk(m) are polynomial. Also note that Θ
(λ)
π is an endomorphism of
∗J (λ), because
m ∈ J (λ) and m+ k /∈ J (λ) is precisely the condition γ(λ)−k (m) = 0.
Let S(λ) ⊂ A(λ)⊗P be the commutative subalgebra corresponding to the image
of S(λ) ⊂ A(λ)⊗P under the above isomorphism. The elements ofS(λ) are precisely
the exceptional Jacobi operators. To be more precise, let q be a critical degree of
∗R(λ) and σ(λ)q (x, y) ∈
∗R(λ)(x, y) a corresponding weighted homogeneous, x-monic
polynomial of degree q. Let πq = σ
♯
q, so that (127) holds. We will refer to the
corresponding difference operator Θ
(λ)
q := Θ
(λ)
π as a qth order exceptional Jacobi
operator4. We are now able to assert the following.
4There isn’t a unique qth order Jacobi operator, because one can modify σq(x, y) by adding
eigenvalues of lower degree.
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Theorem 6.7. Let q be a critical degree of
∗R(λ), and σ(λ)q ,Θ(λ)q , πq as above so
that, by definition,
(152) σ(λ)q (x, y)R
(λ)
m (x, y) = Θ
(λ)
q (m, y, Sm)R
(λ)
m (x, y).
Then, degy πq(x, y, z) ≤ q and
(153) Θ(λ)q (m, y, z) = (−2y)qπ♮q
(
m, (4y)−1, z
)
where π♮q is related to πq by (146). Explicitly,
σq(x, y)R
(λ)
m (x, y) = y
q/2
∑
k
(−2)−kπ♮q,−k(m)y−k/2R(λ)m+k(x, y)(154)
where π♮q,k(m), k = −q,−q + 2, . . . , q are the coefficients of π♮q as per (148).
Lemma 6.8. Let d = degy πq(x, y, z) and let π
♮
q,k(m) be the coefficients of π
♮
q(m, y, z)
as per (148). Then, necessarily d ≤ q and deg π♮q,k(m) ≤ (q + k)/2 for all k.
Proof. By assumption, πq ∈
∗A(λ) ⊗ P . Let πˆq(x, y, z) =H(y, z)πq(x, y, z). Let πˆij
and πij denote the corresponding coefficients so that
πq(x, y, z) =
∑
i,j≥0
πijx
iyjzi+2j−q =
∑
i,j≥0
πˆijy
jzi+2j−qHi(x − 2yz,−y).
By Proposition 5.13, degz πˆq(x, y, z) ≤ 0. Hence, there are no terms of positive
z-degree in the last sum. Hence, i + 2j − q ≥ j for all non-zero terms in the first
sum. Hence, by (147),
deg π♮q,k − k ≤ (q − k)/2
for all k ∈ {q − 2d, q − 2d+ 2, . . . , q}. In particular 2d − q ≤ d, which means that
d ≤ q. 
As was mentioned earlier, the symmetry of the exceptional Jacobi operator im-
poses a certain relation between the coefficients π♮k(m), k = −q,−q + 2, . . . , q and
the exceptional norming constants ν
(λ)
m (y), as defined in (62).
Lemma 6.9. Let q, πq be as above, and let αq,k(m) be as per (151). Then,
(155) αq,−k(m) = (−2)kαq,k(m+ k), k = −q,−q + 2, . . . , q.
Proof. By (150) and (120), for m ∈ J (λ), we have
σq(x, y)R
(λ)
m (x, y) = y
q/2
∑
k
γ
(λ)
−k (m)αk(m+ k)y
−k/2R
(λ)
m+k(x, y).
Hence, setting n = m+ k and using (70), we have〈
σqR
(λ)
m , R
(λ)
n
〉
H
= γ
(λ)
−k (m)αq,k(m+ k)y
(q−k)/2ν(λ)n (y)
= γ
(λ)
m−n(m)αq,n−m(n)y
(q+m−n)/2 (n+ ℓ)!
κ(λ)(n)
(−2y)nν(λ)0 (y)
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Since multiplication by σq is a symmetric operator, the above expression is sym-
metric in m,n. Hence,
γ
(λ)
m−n(m)αq,n−m(m)
(n+ ℓ)!
κ(λ)(n)
(−2)n = γ(λ)n−m(n)αq,m−n(m)
(m+ ℓ)!
κ(λ)(m)
(−2)m
αq,−k(m) = (−2)kαq,k(m+ k)
κ(λ)(m)γ
(λ)
−k (m)
κ(λ)(n)γ
(λ)
k (m+ k)
Fk(m+ k + ℓ)
The desired relation now follows by (120). 
Proof of Theorem 6.7. By (150) and (155), for m ∈ J (λ) we have
(156)
σq(x, y)R
(λ)
m (x, y) = y
q/2
∑
k
γ
(λ)
−k (m)αq,k(m+ k)y
−k/2Rm+k(x, y)
= yq/2
∑
k
(−2)−kγ(λ)−k (m)αq,−k(m)y−k/2Rm+k(x, y).
where the sum is over k = −q,−q + 2, . . . , q. On the other hand,
(−2y)qπ♮q(m, (4y)−1, z) = (−2y)q
∑
k
π♮q,k(m)(4y)
(k−q)/2z−k
= yq/2
∑
k
(−2)−kγ(λ)−k (m)αq,−k(m)y−k/2zk
A direct comparison of the last line and of (156) establishes (152). 
7. Algorithms and examples
7.1. Intertwiners. Recall that, by (66) and (88),
R(λ)m (x, y) =
H
(λ)
m+N (x, y)
τ (λ)(x, y)
, m ∈ J (λ)
may be given in terms of a Wronskian as
κ(λ)(m)R(λ)m (x, y) =
∗
K(λ)(x, y, ∂x)Hm+ℓ(x, y), m ∈ I(λ).
Theorem 4.15 exhibits a constructive procedure for giving exceptional Hermite poly-
nomials as linear combinations of classical polynomials by using the dual intertwiner
K(λ)(∂z , y, z). Let us illustrate the calculations with an example.
Example 7.1. Consider the partition λ = (2, 2, 0, . . .). Correspondingly, ℓ =
2, N = 4, and
M(λ) = {1, 0,−3,−4, . . .}, I(λ) = {2, 3, 6, 7, 8, . . .}, K(λ)(λ) = {2, 3}.
Using (13), (45), and (81), we have
S(λ)(t1, t2, . . .) =
t41
12
+ t22 − t1t3
Φ(λ)(x, y, z) =
(
x− z−1)4 + 12(y − 1
2
z−2
)
− (x− z−1)(−1
3
z−3
)
= x4 + 12y2 − 4x3z−1 + (6x2 − 12y)z−2,
τ (λ)(x, y) = x4 + 12y2.
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Applying (93) gives
K(λ)(∂z , y, z) = ∂
4
z −
(
8yz + 4z−1
)
∂3z +
(
24y2z2 + 12y + 6z−2
)
∂2z
− 32y3z3∂z +
(
16y4z4 − 16y3z2 − 24yz−2) .
Applying (97) gives
κ
(λ)
N (n) = n(n− 1)(n− 4)(n− 5)
υ
(λ)
1 (n) = −4(2n− 3)
υ
(λ)
2 (n) = 24(n− 2)(n− 3)
υ
(λ)
3 (n) = −16(n− 2)(n− 3)(2n− 11)
υ
(λ)
4 (n) = 16(n− 2)(n− 3)(n− 6)(n− 7)
The corresponding exceptional polynomials
H(λ)n =
Wr[H2, H3, Hn−2]
(n− 4)(n− 5) , n ∈ I
(λ),
may therefore be given as
H(λ)n (x, y) = Hn(x, y)− 4(2n− 3)yHn−2(x, y) + 24(n− 2)(n− 3)y2Hn−4(x, y)
− 16(n− 2)(n− 3)(2n− 11)y3Hn−6(x, y)
+ 16(n− 2)(n− 3)(n− 6)(n− 7)y4Hn−8(x, y), n ∈ I(λ).
Example 7.2. Next, consider the partition λ = (2, 1, 0, . . .). Correspondingly,
(157) M(λ) = {. . . ,−4,−3,−1, 1}, I(λ) = {1, 3, 5, 6, 7, . . .}, K(λ) = {1, 3}.
By (51), the corresponding exceptional polynomials are
H(λ)n =
Wr[H1, H3, Hn−1]
2(n− 2)(n− 4) , n ∈ I
(λ).
Using the same formulas as above, we have
(158)
S(λ)(t1, t2, . . .) =
t31
3
− t3
Φ(λ)(x, y, z) = x3 − 3x2z−1 + 3xz−2
τ (λ)(x, y) = x3.
The τ -function of this example is degenerate because it corresponds to a solution of
KdV; the correspondingW (λ) is a stationary point of the second KP flow. Applying
(93) gives
K(λ)(x, y, z) = x3 − (6yz + 3z−1)x2 + (12y2z2 + 6y + 3z−2)x− 8y3z3
Note that since
∗
W
(λ)
is stationary, we have
∗
K(λ)(x, y, z) = z−1K(λ)(z, 0, x) = z2 − 3x−1z + 3x−2
Applying (97) and (99) gives
H(λ)n = Hn + 6yHn−2 − 12(n− 1)(n− 3)y2Hn−4 + 8(n− 1)(n− 3)(n− 5)y3Hn−6.
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7.2. Lowering operators. In this section, we collect some calculations related to
Theorem 6.1.
Example 7.2 (continued). Recall that λ = (2, 1, 0, . . .) with the corresponding
Maya diagram given in (157). We will use Proposition 5.12 to determine the critical
degrees of R(λ). The index set for R(λ)m (x, y), m ∈ J (λ) is
J (λ) = {−2, 0, 2, 3, 4, 5, 6, . . .}.
R
(λ)
−2 = x
−2, R
(λ)
0 = 1− 6x−2y, R(λ)2 = x2 − 4y + 12x−2y2, R(λ)3 = x3, . . .
M(λ) − 1
M(λ)
M(λ) + 1
M(λ) + 2
M(λ) + 3
M(λ) + 4
M(λ) + 5
M(λ) + 6
−6−5−4−3−2−1 0 1 2 3 4 5 6 7
Figure 1. Translates of M(λ) where λ = (2, 1, 0, . . .).
By inspection of Table 7.2, D(λ) = {2, 4, 5, 6, . . .}, which means that the ring of
lowering operators
∗S(λ) is generated by L2 and L5.
Applying (138) gives
L2 = ∂
2
x − 6x−2
L5 = ∂
5
x − 15x−2∂3x + 45x−3∂2x − 45x−4∂x
Because W (λ) is stationary under the 2nd KP flow, the lowering operators are
independent of y. The corresponding lowering relations are:
L2R
(λ)
m = (m+ 2)(m− 3)R(λ)m−2, m ∈ J (λ)
L5R
(λ)
m = (m+ 2)m(m− 2)(m− 4)(m− 6)R(λ)m−5 m ∈ J (λ)
Note that the above relations are sensible, because the polynomial γ
(λ)
q (m) on the
RHS annihilates precisely those indices m ∈ J (λ) for which m− q /∈ J (λ).
7.3. Critical degrees and recurrence relations. The explicit construction of
an exceptional recurrence relation (152) requires knowledge of the critical degrees q
of
∗R(λ). For each such q ∈ ∗D(λ), one also requires the eigenvalue σq(x, y) and the se-
quence of polynomials π♮q,k(m), k = −q,−q+2, . . . , q, which serve as the coefficients
of the recurrence relation. From an algorithmic standpoint, the determination of
q, σq and the π
♮
q,k(m) is a combined calculation. By Proposition 6.5,
(159) π♮q,k(m) = γ
(λ)
k (m)α
(q)
k (m), k = −q,−q + 2, . . . , q.
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where the α
(q)
k (m) are polynomials, with γ
(λ)
k (m) fixed as per (114). Thus, for
a given q ≥ 1, one has to consider a certain homogeneous linear system whose
unknowns are the q+1 polynomials α
(q)
k (m). If the system has a non-trivial solution,
then the corresponding q is a critical degree. One can extract the eigenvalue, and
the coefficients of the recurrence relation from the corresponding solution.
By Lemma 6.8, deg π♮q,k(m) ≤ (q + k)/2. Hence, by (114),
(160) degα
(q)
k (m) ≤ b(q)k :=
1
2
(q + k)− gk,
where gk = g
(λ)
k = deg γk(m) for notational convenience. In other words, b
(q)
k is an
upper bound for the degrees of freedom inherent in the choice of π♮q,k(m).
We represent the level q variables using the truncated list
α
(q) = (α
(q)
−q(m), α
(q)
−q+2(m), . . . , α
(q)
q (m))
and set
(161) π
♮(x, y, z;α(q)) = yq/2
∑
k∈Z
γ
(λ)
k (m)α
(q)
k (m)y
−k/2z−k.
As per Proposition 6.4, let π(x, y, z;α(q)) be such that
(162) π(∂z , y, z;α)z
m = π♮(m, y, z;α)zm.
Set
πˆ(x, y, z;α(q)) :=H(y, z)π(x, y, z;α(q)),(163)
= yq/2
∑
ik
πˆik(α
(q))xiy−k/2zi−k
σ(x, y;α(q)) := yq/2
∑
k
πˆkk(α
(q))xiy−k/2(164)
By Proposition 5.13, π(∂z , y, z;α) ∈ S(λ) if and only if
(165) πˆik(α
(q)) = 0, i > k
If that is the case, then
π♭(x, y, z;α(q)) = σ(x, y;α(q)).
Thus, (165) constitutes the linear system for the recurrence relations.
Let us write
(166) α
(q)
k (m) =
b
(q)
k∑
a=0
αkam
a, k = −q,−q + 2, . . . , q
where αka are lexicographically ordered indeterminates. This means that αk1a1 
αk2a2 if and only if k1 < k2, or if k1 = k2 and a1 ≤ a2. Let us also say that αk1a1
and αk2a2 have the same parity if k1 ≡ k2(mod2). One can show that
(167) πˆa+gk,k(α
(q)) = αka + . . . ,
where the . . . indicates terms of higher lexicographic order and equal parity. Thus,
the system (165) is quasi-triangular, because αka can be eliminated provided a +
gk > k.
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Also, by (155) we have
(168) α−ka = (−2)k

αka +
b
(q)
k∑
i=a+1
(
i
a
)
αki

 , a = 0, . . . , b(q)k .
Thus, for k < 0, the row-reduction may be improved by employing the universal
(168) in place of the more computationally demanding (165).
Example 7.1 (continued). Let us determine the critical degrees for the partition
λ = (2, 2, 0, . . .). The Maya diagram and its translates are shown in the figure
below. The black-filled boxes belong to M(λ) + q, the empty boxes below to J (λ);
the red-filled boxes belong to G
(λ)
q = (M(λ) + q) ∩ J (λ).
M(λ) − 6
M(λ) − 4
M(λ) − 2
M(λ)
M(λ) + 2
M(λ) + 4
M(λ) + 5
M(λ) + 6
−8−7−6−5−4−3−2−1 0 1 2 3 4 5 6 7
Figure 2. Translates of M(λ) where λ = (2, 2, 0, . . .).
The critical degrees of R(λ) are the shifts q for which M(λ) ⊂M(λ) + q. These
are also the shifts for which g
(λ)
q = #G
(λ)
q = q. The above table indicates that
the set of all such shifts is D(λ) = {0, 4, 5, 6, . . .}. These are also the orders of the
lowering operators for this partition. Not all of these are critical degrees of
∗R(λ).
Since τ
(λ)
y (x) = x4 + 12y2 has simple zeros for y 6= 0, Proposition 5.14 may be
applied to conclude that
∗D(λ) = {5, 6, 7, . . .}. This can also be established using a
direct calculation using criterion (165).
We now illustrate the relevant procedure by determining the recurrence relation
for q = 6. By (161), the generic operator that preserves W (λ) and has shifts
−6,−4, . . . , 6 is given by
π♮(m, y, z,α(6)) = α−6,0y
6z6 + (α−4,0 + α−4,1m)y
5z4 + α−2,0(m+ 2)(m+ 1)y
4z2
+ (α00 + α01m+ α02m
2 + α03m
3)y3
+ α20(m+ 2)(m+ 1)(m− 2)(m− 3)y2z−2
+ (α40 +mα41)(m+ 2)(m+ 1)(m− 4)(m− 5)yz−4
+ α60(m+ 2)(m+ 1)(m− 2)(m− 3)(m− 6)(m− 7)z−6
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By (165), we will have π ∈ S(λ) provided πˆij(α(6)) = 0 for all i > j. In that case,
by (164),
σ(x, y;α(6)) = (−6x2y2 − 12y3)α20 + (x4y + 12x2y2 − 52y3)α40
+ (4x4y − 48x2y2 − 144y3)α41
+ (x6 + 30x4y − 396x2y2 − 264y3)α60
will be the corresponding eigenvalue.
Applying (162) and (163), the linear system in question has the following matrix:
πˆij(α
(6)) α01 α02 α03 α20 α41 α40 α60
πˆ32 0 0 0 4 52 8 240
πˆ10 1 1 1 0 60 48 −48
πˆ20 0 1 3 36 216 24 720
πˆ30 0 0 1 8 40 0 160
πˆ42 0 0 0 1 10 0 60
πˆ54 0 0 0 0 1 0 12
The symmetry relations (168) give
α−2,0 = 4α2,0, α−4,0 = 16(β4,0 + 4α4,1), α−4,1 = 16α4,1, α−6,0 = 64α6,0
Setting α0,0 = 0, α6,0 = 1, solving the above relations, and using (153) gives the
following recurrence relation of order 12:
(x6+36x2y2 − 192y3)R(λ)m
= Rm+6 − 6(2m+ 5)yRm+4 + 60(m+ 1)(m+ 2)y2Rm+2 + (304m− 240m2 − 160m3)y3Rm
+ 240(m− 3)(m− 2)(m+ 1)(m+ 2)y4Rm−2
− 96(m− 5)(m− 4)(m+ 1)(m+ 2)(2m− 3)y5Rm−4
+ 64(m− 7)(m− 6)(m− 3)(m− 2)(m+ 1)(m+ 2)y6Rm−6
This corresponds to the eigenvalue equation
π6(∂z , y, z)Ψ
(λ)(x, y, z) = (x6 + 36x2y2 − 192y3)Ψ(λ)(x, y, z),
where
π6(∂z , y, z) = ∂
6
z − 12yz∂5z +
(
60y2z2 − 30y − 24z−2) ∂4z
+
(−160y3z3 + 240y2z + 192yz−1 + 96z−3) ∂3z+
+
(
240y4z4 − 720y3z2 − 360y2 − 288yz−2 − 108z−4) ∂2z
+
(−192y5z5 + 960y4z3 − 96y3z − 288yz−3 − 144z−5) ∂z
+
(
64y6z6 − 480y5z4 + 480y4z2 + 720y2z−2 + 720yz−4 + 504z−6)
Let us consider the similar calculation for q = 4. Generically,
π♮(m, y, z,α(4)) = α−4,0y
4z4 + (α00 + α01m+ α02m
2)y2
+ α40(m+ 2)(m+ 1)(m− 4)(m− 5)yz−4
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The linear system πˆik(α
(4)) = 0, i > k is a truncation of the α(6) system shown
above. The corresponding matrix
πˆij(α
(4)) α01 α02 α40
πˆ32 0 0 8
πˆ10 1 1 48
πˆ20 0 1 24
has maximal rank, which means that 4 /∈ ∗D(λ). In other words, just as predicted
by Proposition 5.14, there is no recurrence relation of order 8.
8. Conclusions and Remarks
Both the wave functions in the adelic Grassmannian and the exceptional Her-
mite polynomials exhibit bispectrality. However, it was not previously recognized
that some of those wave functions were generating functions for the exceptional
Hermites. That this fundamental connection previously went unnoticed may be a
consequence of the fact that Wilson’s bispectral wave functions were obtained by
setting all higher KP variables ti for i > 1 to zero while this correspondence holds
only when y = t2 is non-zero.
Stating the correspondence precisely required the use of new notation and some
technical lemmas. It is also stated most naturally not in terms of the exceptional
Hermite polynomials H
(λ)
n but rather through their rational counterparts, R
(λ)
m .
Nevertheless, the rewards are worth these efforts. Many of the known properties
of the exceptional Hermites are easily rederived from the bispectrality of these
generating functions. Moreover, utilizing this connection also leads to new results
and more effective algorithms for computing the associated rings of operators.
One of the key benefits to situating exceptional polynomials within Grad is the re-
alization that there are two relevant notions of bispectrality: differential-differential
and differential-difference. A consequence of this remark is the existence of a dif-
ference intertwiner that serves to give exceptional polynomials as a canonical linear
combination of their classical counter-parts. The other consequence, of course, is
the re-interpretation of exceptional recurrence relations in terms of the commutative
algebra of operators canonically associated to every point in Grad.
This paper considered only the wave functions associated to a collection of points
in Grad indexed by partitions and their flows under the second flow of the KP hi-
erarchy. These wave functions are precisely the generating functions for the excep-
tional Hermite functions with a scaling parameter. It is our intention to consider
in a future paper how this construction generalizes to other points in the adelic
Grassmannian and to their dependences on the higher KP time variables.
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