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Abstract
In this paper we find a ground state solution for the nonlinear
Schro¨dinger-Maxwell equations{
−∆u+ V (x)u+ φu = |u|p−1u in R3,
−∆φ = u2 in R3.
where V is a possibly singular potential and 3 < p < 5.
1 Introduction
In this paper we study the following problem:{
−∆u + V (x)u+ φu = f(u) in R3,
−∆φ = u2 in R3,
(SM)
where V : R3 → R and f ∈ C(R,R). Such a system represents the non-
linear Schro¨dinger-Maxwell equations in the electrostatic case (for more
details on the physical aspects of this problem and the relativistic Klein-
Gordon-Maxwell equations, we refer to [3, 4]). In [3], the potential V has
been supposed constant, and the linear version of the problem (i.e. f ≡ 0)
has been studied as an eigenvalue problem for a bounded domain. The lin-
ear and nonlinear Schro¨dinger-Maxwell equations have been treated also
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in [1, 7–10, 13–17, 23, 24, 26], where V is a positive constant or a radially
symmetric potential. For a related problem see [21, 25].
Recently, the case of a positive and bounded non-radial potential V
has been studied in [27], when f is asymptotically linear, and in [2], when
f(u) = |u|p−1u, with 3 < p < 5. Moreover, in [2], existence of ground
state solutions for problem (SM) has been proved in several situations,
including the positive constant potential case.
In this paper we are interested in looking for solutions to the problem{
−∆u+ V (x)u+ φu = |u|p−1u in R3,
−∆φ = u2 in R3,
(1)
where 3 < p < 5 and V satisfies the following hypotheses:
(V1) V : R3 → R is a measurable function;
(V2) V∞ := lim inf |y|→∞ V (y) > V (x), for almost every x ∈ R3, and the
inequality is strict in a non-zero measure domain;
(V3) there exists C¯ > 0 such that, for any u ∈ H1(R3),∫
R3
|∇u|2 + V (x)u2 > C¯‖u‖2.
In the same spirit of [18], where similar hypotheses on V are introduced
to study singular nonlinear Schro¨dinger equations, our aim is to extend
the existence result contained in [2] to the case of a potential unbounded
from below.
Remark 1.1. Hypotheses on V are satisfied by a large class of potentials including
those most meaningful by a physical point of view. Here we give some examples
of admissible potentials V : R3 → R:
1. V (x) = V1 − λ|x|
−α, where V1 is a positive constant, α = 1, 2 and λ is a
positive constant small enough;
2. V (x) = V1(x)−λ|x|−α, where V1 is a potential bounded below by a positive
constant and satisfying (V2), α = 1, 2 and λ is a sufficiently small positive
constant;
3. V (x) = V1(x)−λV2(x), where V1 is a potential bounded below by a positive
constant and satisfying (V2), λ is a sufficiently small positive constant and
V2 is a positive function such that
∃α1 > 0, α2 > 0:
∫
R3
V2(x)u
2 6
∫
R3
α1|∇u|
2+α2u
2, for any u ∈ H1(R3),
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and
lim
|x|→+∞
V2(x) = 0.
The solutions (u, φ) ∈ H1(R3)× D1,2(R3) of (1) are the critical points of
the action functional E : H1(R3)×D1,2(R3)→ R, defined as
E(u, φ) :=
1
2
∫
R3
|∇u|2+ V (x)u2−
1
4
∫
R3
|∇φ|2+
1
2
∫
R3
φu2−
1
p+ 1
∫
R3
|u|p+1.
We are looking for a ground state solution of (1), that is, according to the
definition given in [12], a solution (u0, φ0) of (1) with the property of hav-
ing the least action among all possible solutions of (1), namely E(u0, φ0) 6
E(u, φ), for any solution (u, φ) of (1).
Our main result is the following
Theorem 1.2. If V satisfies (V1-3), then the problem (1) has a ground state
solution for any p ∈]3, 5[.
The action functional E exhibits a strong indefiniteness, namely it is
unbounded both from below and from above on infinite dimensional sub-
spaces. This indefiniteness can be removed using the reduction method
described in [5], by which we are led to study a one variable functional
that does not present such a strongly indefinite nature.
The main difficulty related with the problem of finding the critical
points of the new functional, consists in the lack of compactness of the
Sobolev spaces embeddings in the unbounded domain R3. In [2], this dif-
ficulty has been overcome by means of a concentration-compactness argu-
ment on suitable measures (see the definition of the sequence µn in [2, Sec-
tion 2.3.1]). Actually such measures, related with a minimizing sequence
for the functional restricted to the Nehari manifold, seem to be not the
right ones in our situation. In fact, since the potential V is permitted to be
unbounded below, we have no way to affirm that the integral∫
Ω
|∇u|2 + V (x)|u|2
is nonnegative for any u ∈ H1(R3) and Ω ⊂ R3.
This technical difficulty has been overcome exploiting a more suitable
version of the concentration-compactness principle, based on that used,
for example, in [11, Lemma 6.1].
Section 2 is devoted to some preliminaries necessary to prove Theo-
rem 1.2 in Section 3.
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NOTATION
• For any 1 6 s < +∞, Ls(R3) is the usual Lebesgue space endowed
with the norm
‖u‖ss :=
∫
R3
|u|s;
• H1(R3) is the usual Sobolev space endowed with the norm
‖u‖2 :=
∫
R3
|∇u|2 + u2;
• D1,2(R3) is completion of C∞0 (R
3) with respect to the norm
‖u‖2D1,2(R3) :=
∫
R3
|∇u|2;
• for any r > 0 and A ⊂ R3
Br := {y ∈ R
3 | |y| 6 r},
Ac := R3 \ A;
• C, C ′, Ci are positive constants which can change from line to line;
• on(1) is a quantity which goes to zero as n→ +∞.
2 Preliminary results
We first recall some well-known facts (see, for instance [3,8–10,13,24]). For
every u ∈ L12/5(R3), there exists a unique φu ∈ D1,2(R3) solution of
−∆φ = u2, in R3.
It can be proved that (u, φ) ∈ H1(R3) × D1,2(R3) is a solution of (1) if and
only if u ∈ H1(R3) is a critical point of the functional I : H1(R3) → R
defined as
I(u) =
1
2
∫
R3
|∇u|2 + V (x)u2 +
1
4
∫
R3
φuu
2 −
1
p+ 1
∫
R3
|u|p+1, (2)
and φ = φu.
The functions φu possess the following properties (see [13] and [24])
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Lemma 2.1. For any u ∈ H1(R3), we have:
i) ‖φu‖D1,2(R3) 6 C‖u‖
2, where C does not depend from u. As a consequence
there exists C ′ > 0 such that∫
R3
φuu
2 6 C ′‖u‖412
5
;
ii) φu > 0;
iii) for any t > 0: φtu = t
2φu;
iv) for any Ω ⊂ R3 measurable,∫
Ω
φuu
2 =
∫
Ω
∫
R3
u2(x)u2(y)
|x− y|
dx dy.
In order to get our result, we will use a very standard device: we will
look for a minimizer of the functional (2) restricted to the Nehari manifold
N =
{
u ∈ H1(R3) \ {0} | G(u) = 0
}
,
where
G(u) :=
∫
R3
|∇u|2 + V (x)u2 + φuu
2 − |u|p+1.
The following lemma describes some properties of the Nehari manifoldN
(see [2, 22]):
Lemma 2.2. 1. For any u 6= 0 there exists a unique number t¯ > 0 such that
t¯u ∈ N and
I(t¯u) = max
t>0
I(tu);
2. there exists a positive constant C, such that for all u ∈ N , ‖u‖p+1 > C;
3. N is a C1 manifold.
The Nehari manifold N is a natural constrained for the functional I,
therefore we are allowed to look for critical points of I restricted to N .
In view of this, we assume the following definition
c := inf
u∈N
I(u),
so that our goal is to find u¯ ∈ N such that I(u¯) = c, from which we would
deduce that (u¯, φu¯) is a ground state solution of (1).
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First we recall some preliminary lemmas which can be obtained by us-
ing the same arguments as in [22] (see also [2]).
As a consequence of the Lemma 2.2, we are allowed to define the map
t : H1(R3) \ {0} → R+ such that for any u ∈ H1(R3), u 6= 0 :
I (t(u)u) = max
t>0
I(tu).
Lemma 2.3. The following equalities hold
c = inf
g∈Γ
max
t∈[0,1]
I(g(t)) = inf
u 6=0
max
t>0
I(tu),
where
Γ =
{
g ∈ C
(
[0, 1], H1(R3)
)
| g(0) = 0, I(g(1)) 6 0, g(1) 6= 0
}
.
Let λ > 0, we define
Iλ(u) :=
1
2
∫
R3
|∇u|2 + λu2 +
1
4
∫
R3
φuu
2 −
1
p+ 1
∫
R3
|u|p+1,
c(λ) := inf
u∈Nλ
Iλ(u),
where Nλ is the Nehari manifold of Iλ.
Lemma 2.4. Let λ, λ′, λn > 0.
1. If λ < λ′, then c(λ) < c(λ′);
2. if λn → λ, then c(λn)→ c(λ).
As in [22], we have
Lemma 2.5. If V satisfies (V1-3), we get c < c(V∞).
Proof By [2, Theorem 1.1], there exists (w, φw) ∈ H1(R3) × D1,2(R3) a
ground state solution of the problem{
−∆u + V∞u+ φu = |u|
p−1u in R3,
−∆φ = u2 in R3.
Let t(w) > 0 be such that t(w)w ∈ N . By (V2), we have
c(V∞) = IV∞(w) > IV∞
(
t(w)w
)
= I
(
t(w)w
)
+
∫
RN
(
V∞ − V (x)
)
|t(w)w|2 > c,
and then we conclude. 
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3 Proof of the main theorem
Let (un)n ⊂ N such that
lim
n
I(un) = c. (3)
We define the functional J : H1(R3)→ R as:
J(u) =
(
1
2
−
1
p+ 1
)∫
R3
|∇u|2 + V (x)u2 +
(
1
4
−
1
p + 1
)∫
R3
φuu
2.
Observe that for any u ∈ N ,we have I(u) = J(u).
By (V3) and (3), we deduce that (un)n is bounded inH
1(R3), so there exists
u¯ ∈ H1(R3) such that, up to a subsequence,
un ⇀ u¯ weakly in H
1(R3), (4)
un → u¯ in L
s(B),with B ⊂ R3, bounded, and 1 6 s < 6.
To prove Theorem 1.2, we need some compactness on the sequence (un)n.
We denote by νn the measure
νn(Ω) =
(
1
2
−
1
p+ 1
)∫
Ω
|∇un|
2 + V (x)u2n +
(
1
4
−
1
p+ 1
)∫
Ω
φunu
2
n.
Observe that, since there is no lower boundedness condition on the poten-
tial V , the measures νn may be not positive, and then we are not allowed to
use the Lions’ concentration arguments [19, 20] on them. However, using
a variant presented in [11], in the following theorem we are able to show
that the functions uk concentrate in the H
1(R3)−norms.
Theorem 3.1. For any δ > 0 there exists R˜ > 0 such that for any n > R˜∫
|x|>R˜
(|∇un|
2 + |un|
2) < δ.
Proof By contradiction, suppose that there exist δ0 > 0 and a subse-
quence (uk)k such that for any k > 1∫
|x|>k
(|∇uk|
2 + |uk|
2) > δ0. (5)
We define
ρk(Ω) =
∫
Ω
|∇uk|
2 + |uk|
2 +
∫
Ω
φuku
2
k.
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and, for any r > 0, we set Ar := {x ∈ R3 | r 6 |x| 6 r + 1}.
We claim that
for any µ > 0 and R > 0, there exists r > R such that ρk(Ar) < µ (6)
for infinitely many k. If not, then there should exist µˆ > 0 and R̂ ∈ N such
that, for anym > R̂, there exists p(m) such that, for any k > p(m),
ρk(Am) > µˆ.
We are allowed to take (p(m))m not decreasing, so that for every m > R̂
we could get uk such that, using i of Lemma 2.1,
C‖uk‖
2(1 + ‖uk‖
2) > ‖uk‖
2 +
∫
R3
φuku
2
k > ρk(Bm \B bR) >
(
m− R̂
)
µˆ
contradicting the boundedness in H1(R3) of the sequence (un)n.
So, we assume that (6) holds. Taking into account Lemma 2.4 and Lemma
2.5, consider µ > 0 such that
c < c(V∞ − µ) < c(V∞).
Using (V2), there exists Rµ ∈ N such that for almost every |x| > Rµ
V (x) > V∞ − µ > 0; (7)
we take r > Rµ such that, up to a subsequence,
ρk(Ar) < µ, for all k > 1. (8)
In particular, (7) and (8) imply∫
Ar
|∇uk|
2 + V (x)u2k = O(µ), for all k > 1, (9)∫
Ar
φuku
2
k = O(µ), for all k > 1. (10)
Let χ ∈ C∞, such that χ = 1 in Br and χ = 0 in (Br+1)c, 0 6 χ 6 1 and
|∇χ| 6 2. Set vk = χuk and wk = (1− χ)uk.
By simple computations, by (7) and (9) we infer∫
Ar
|∇vk|
2 + V (x)v2k = O(µ),
∫
Ar
|vk|
p+1 = O(µ),∫
Ar
|∇wk|
2 + V (x)w2k = O(µ),
∫
Ar
|wk|
p+1 = O(µ).
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Hence, we deduce that∫
R3
|∇uk|
2 + V (x)u2k =
∫
R3
|∇vk|
2 + V (x)v2k
+
∫
R3
|∇wk|
2 + V (x)w2k +O(µ), (11)∫
R3
|uk|
p+1 =
∫
R3
|vk|
p+1 +
∫
R3
|wk|
p+1 +O(µ); (12)
for large k > 1, by (5) and (7), we also deduce that there exists δ′ > 0 such
that ∫
R3
|∇wk|
2 + V (x)|wk|
2 > δ′ +O(µ). (13)
Moreover, by point iv of Lemma 2.1 and (10), we have∫
R3
φuku
2
k =
∫
R3
φvkv
2
k +
∫
R3
φwkw
2
k + 2
∫
Br
∫
Bcr+1
u2k(x)u
2
k(y)
|x− y|
dx dy +O(µ)
>
∫
R3
φvkv
2
k +
∫
R3
φwkw
2
k +O(µ). (14)
Hence, by (11) and (14), we get
J(uk) > J(vk) + J(wk) +O(µ),
and then, using (13) and (V3), we deduce
J(uk)− Cδ
′
> J(vk) +O(µ), (15)
J(uk) > J(wk) +O(µ). (16)
We recall the definition of the functional G : H1(R3)→ R
G(u) =
∫
R3
|∇u|2 + V (x)u2 + φuu
2 − |u|p+1
and that if u ∈ N , then G(u) = 0. By (11), (12) and (14), we have
0 = G(uk) > G(vk) +G(wk) +O(µ). (17)
We have to distinguish three cases.
CASE 1: up to a subsequence, G(vk) 6 0.
By Lemma 2.2, for any k > 1, there exists θk > 0 such that θkvk ∈ N , and
then ∫
R3
|∇vk|
2 + V (x)v2k + θ
2
kφvkv
2
k =
∫
R3
θ
p−1
k |vk|
p+1. (18)
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By (18) we have
(θp−1k − 1)
∫
R3
|∇vk|
2 + V (x)v2k + (θ
p−1
k − θ
2
k)
∫
R3
φvkv
2
k 6 0,
and, by (V3), we deduce that θk 6 1. Therefore, for all k > 1, by (V3) and
(15),
c6I(θkvk)=J(θkvk)6J(vk)6J(uk)− Cδ
′ +O(µ) = c− Cδ′ + ok(1) +O(µ),
which is a contradiction.
CASE 2: up to a subsequence, G(wk) 6 0.
Let (ηk)k be such that, for any k > 1, ηkwk ∈ N .Arguing as in the previous
case, we deduce that ηk 6 1. Define w˜k = ηkwk. Let (tk)k be such that, for
any k > 1, tkw˜k ∈ NV∞−µ.
By (7),
∫
R3
|∇w˜k|
2 + (V∞ − µ)w˜
2
k + φw˜kw˜
2
k
6
∫
R3
|∇w˜k|
2 + V (x)w˜2k + φw˜kw˜
2
k =
∫
R3
|w˜k|
p+1,
and then tk 6 1. By (16) and (V3), we conclude that
c(V∞ − µ) 6
t2k
2
∫
R3
|∇w˜k|
2 + (V∞ − µ)w˜
2
k +
t4k
4
∫
R3
φw˜kw˜
2
k −
t
p+1
k
p+ 1
∫
R3
|w˜k|
p+1
6
t2k
2
∫
R3
|∇w˜k|
2 + V (x)w˜2k +
t4k
4
∫
R3
φw˜kw˜
2
k −
t
p+1
k
p+ 1
∫
R3
|w˜k|
p+1
=
(
t2k
2
−
t
p+1
k
p+ 1
)∫
R3
|∇w˜k|
2 + V (x)w˜2k +
(
t4k
4
−
t
p+1
k
p+ 1
)∫
R3
φw˜kw˜
2
k
6 J(w˜k) = J(ηkwk) 6 J(wk) 6 J(uk) +O(µ) = c+ ok(1) +O(µ),
but, letting µ go to zero and k go to∞, by Lemma 2.4, this yields a contra-
diction with Lemma 2.5.
CASE 3: up to a subsequence, G(vk) > 0 and G(wk) > 0.
By (17), we infer that G(vk) = O(µ) and G(wk) = O(µ). Let (ηk)k be such
that ηkwk ∈ N . If ηk 6 1 + O(µ), we can repeat the arguments of Case 2.
Suppose that
lim
k
ηk = η0 > 1.
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We have
O(µ) = G(wk) =
∫
R3
|∇wk|
2 + V (x)w2k + φwkw
2
k − |wk|
p+1
=
(
1−
1
η
p−1
k
)∫
R3
|∇wk|
2 + V (x)w2k +
(
1−
1
η
p−3
k
)∫
R3
φwkw
2
k
and so ∫
R3
|∇wk|
2 + V (x)w2k = O(µ),
which contradicts (13). 
Proof of Theorem 1.2 By Theorem 3.1, for any δ > 0 there exists r > 0
such that
‖un‖H1(Bcr) < δ, uniformly for n > 1. (19)
By (4) and (19), we have that, taken s ∈ [2, 6[, for any δ > 0 there exists
r > 0 such that, for any n > 1 large enough
‖un − u¯‖Ls(R3) 6 ‖un − u¯‖Ls(Br) + ‖un − u¯‖Ls(Bcr)
6 δ + C
(
‖un‖H1(Bcr) + ‖u¯‖H1(Bcr)
)
6 (1 + 2C)δ,
where C > 0 is the constant of the embedding H1(Bcr) →֒ L
s(Bcr). We
deduce that
un → u¯ in L
s(R3), for any s ∈ [2, 6[. (20)
Since φ is continuous from L12/5(R3) to D1,2(R3) (see for instance [24]),
from (20) we deduce that
φun → φu¯ in D
1,2(R3), as n→∞,∫
R3
φunu
2
n →
∫
R3
φu¯u¯
2, as n→∞, (21)
and for any ψ ∈ C∞0 (R
3) ∫
R3
φununψ →
∫
R3
φu¯u¯ψ. (22)
By (3), we can suppose (see [28]) that (un)n is a Palais-Smale sequence for
I|N and, as a consequence, it is easy to see that (un)n is a Palais-Smale
sequence for I . By (4), (20) and (22), we conclude that I ′(u¯) = 0.
Since (un)n is in N , by 3 of Lemma 2.2 (‖un‖p+1)n is bounded below by a
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positive constant. As a consequence, (20) implies that u¯ 6= 0 and so u¯ ∈ N .
Finally, by (4), (20) and (21) and by (V2-3) we get
c 6 I(u¯) 6 lim inf I(un) = c,
so we can conclude that (u¯, φu¯) is a ground state solution of (1). 
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