A number of identical machines operating in parallel are to be used to complete the processing of a collection of jobs so as to minimize either the jobs' makespan or flowtime. The total processing required to complete each job has the same probability distribution, but some jobs may have received differing amounts of processing prior to the start. When the distribution has a monotone hazard rate the expected value of the makespan (flowtime) is minimized by a strategy which always processes those jobs with the least (greatest) hazard rates. When the distribution has a density whose logarithm is concave or convex these strategies minimize the makespan and flowtime in distribution. These results are also true when the processing requirements are distributed as exponential random variables with different parameters.
Results for monotone hazard rates. Theorem 1 states that when p(s) is a monotone function of s (increasing or decreasing) then the LHR and HHR
scheduling strategies minimize the expected values of the makespan and flowtime respectively. The LHR strategy begins by assigning machines to the job(s) of lowest hazard rate, any remaining machines to the job(s) of secondlowest hazard rate, and continues in this manner until all machines are assigned or all jobs are allocated to machines. If at any stage in this procedure the number of unassigned machines is less than the number of jobs of lowest hazard rate amongst those still unallocated to machines, then LHR shares the effort of those machines equally amongst such jobs if p(s) is increasing, and assigns them one by one to the jobs of smallest indices amongst such jobs if p(s) is decreasing. In the latter case, the choice of jobs of smallest indices is an arbitrary convention ensuring that LHR is uniquely defined. Strategy HHR is the reverse procedure, which begins by allocating machines to the job(s) of highest hazard rate. If the number of unassigned machines is ever less than the number of jobs of highest hazard rate amongst those still unallocated to machines, then HHR shares the effort of those machines equally amongst such jobs if p(s) is decreasing, and assigns them one by one to the jobs of smallest indices amongst such jobs if p(s) is increasing. The LHR and HHR strategies are optimal even if the number of available machines is not constant, but an arbitrary non-decreasing function of time.
It is worth observing that when p(s) is decreasing LHR is non-preemptive, as is HHR when p(s) is increasing. When p(s) is a monotone hazard rate we say it is MHR.
Remark. Although we shall find it convenient to require p(s) to be strictly monotone, all our theorems are still true for non-increasing or non-decreasing hazard rates. In such cases LHR becomes the strategy of processing those jobs with the longest expected processing times (LEPT), and HHR becomes the strategy of processing those jobs with the shortest expected processing times (SEPT) (where the processing time is the time needed to finish a job if it is processed continuously by a single machine).
Results for sign-consistent densities. Stronger results can be proved for a second class of distributions. Theorem 2 states that when log(f(s)} is a concave
Scheduling jobs with stochastic processing requirements 169 or convex function of s then the LHR and HHR scheduling strategies minimize in distribution the makespan and flowtime respectively. For any y they minimize the probabilities that the makespan and flowtime are greater than '. Moreover, LHR minimizes the distribution of the makespan even when the number of available machines is an arbitrary function of time, and when some of the jobs are not available for further processing until random times after the start. When f(s) has a concave or convex logarithm it is called a sign-consistent density of order two (sc2). The name comes from the fact that the determinant of the 2 x 2 matrix with elements f(s, + ti) has the same sign for all sl < s2 and tl < t2. It is simple to show that a distribution with an sc2 density also has a MHR hazard rate, and that p(s) is increasing or decreasing as log{f(s)} is concave or convex. Karlin (1968) has made a detailed study of sign-consistent densities. He and other authors have described their importance in areas of statistical theory, reliability, game theory and mathematical economics (P61ya densities, the concave case, are especially important). The uniform, exponential, hyperexponential, gamma, and folded-normal distributions all have sc2 densities.
Other processing-time distributions can be represented as the limit of se-1,quences of distributions with sc2 densities, and we can thereby establish the results of this subsection for these distributions as well. Suppose n jobs have processing requirements distributed as exponential random variables with different parameters, say A1
is the constant hazard rate of job i when processed by a single machine). We consider a distribution having an sc2 density and non-decreasing, continuous hazard rate, such that the hazard rate has n plateaus over which it is successively constant at A1, A2, ---, and A,, joined by increasing sections. By imagining that the n jobs have received amounts of processing prior to the start such that their hazard rates at the start are just at the beginnings of the relevant plateaus, and then letting the lengths of the plateaus become very large, we can approximate exponentially distributed processing requirements arbitrarily closely. A deterministic distribution, for which F(s) = 0, (0 5 s < a) and F(a) = 1, can also be approximated arbitrarily closely by a distribution with an sc2 density and increasing hazard rate. This gives the well-known result that SEPT minimizes the flowtime when jobs have differing deterministic processing requirements (see Conway, Maxwell and Miller (1967) and Schrage (1968) Glazebrook (1976) and Nash and Gittins (1977) have used optimal control formulations in proving results for single-machine stochastic scheduling problems, and special cases of parallel-machine problems in which none of the jobs has received any processing prior to the start and the hazard rate is monotone.
Suppose that at the start, time 0, there are n jobs to be processed. The state of the jobs at time t is defined as the vector of the amounts of processing they have so far received and is denoted by x(t) = (xl(t), ---, x,, (t)). Writing x'(t) denotes that the jobs I = {i, ---i1} have already been completed. An admissible scheduling strategy, is a measurable function v(x', t) such that for all t _0, Remark. It has already been noted that when the hazard rate is increasing LHR may share the effort of a single machine amongst several jobs. For example, if the hazard rate is increasing and three jobs, which have had identical amounts of previous processing, are to be completed on two machines, then LHR processes each job at rate -until one job is completed. In practice sharing is approximated by very frequently changing the set of jobs being processed, so that the amounts of processing the three jobs have received remain nearly equal. Similarly, when the hazard rate is decreasing HHR may share machine effort. For this reason the definition of an admissible strategy is framed to permit fractional allocations of effort. The allocation (2, 2, 2) is admissible. LHR and HHR are admissible strategies.
Unless otherwise stated, we assume throughout this section that the number of available machines is non-decreasing in time and that all the jobs are available for processing from the start onwards. With this model defined we state our main results.
Theorem 1. If p(s) is MHR then the expected values of the makespan and
flowtime are minimized by LHR and HHR respectively. Theorem 2. If f(s) is sc2 then for any y the probabilities that the makespan and flowtime are greater than y are minimized by LHR and HHR respectively. Moreover, the makespan is minimized in distribution even when m (t) is arbitrary and some of the jobs only become available for further processing at random times after the start.
The proofs of Theorems 1 and 2 will be completed at the end of this section where they will be obtained from Lemma 1 and Theorems 3 and 4. All the theorems are proved by induction on the number of jobs not yet complete. Assuming that Theorems 1 and 2 are true when there are less than n jobs unfinished we will show that they are true when the number of unfinished jobs is n. Rather than give eight separate proofs for each of the possible cases that arise from considering whether the distribution has MHR or SC2 properties, whether p(s) is increasing or decreasing, and whether we are seeking to minimize the makespan or flowtime, we shall as far as possible explain the proofs in a way that will hold for all cases, and comment on variations where necessary. To this end, observe that the probability that a random variable is greater than y is equal to the expected value of an indicator function which is equal to 1 if the variable is greater than y and equal to 0 otherwise. Let G be one of the following four functions: the makespan, the flowtime, or one of the two indicator functions for the makespan or flowtime being greater than y. Henceforth a strategy which is LHR or HHR will be denoted by u = u(x, t), and u should be interpreted as denoting LHR or HHR as we are considering a problem of minimizing makespan or flowtime respectively. We shall find it convenient to let (LHR) denote the assumption that G is a function of makespan and u is LHR, and let (HHR) denote the assumption that G is a function of flowtime and u is HHR.
Let V'(x', t, c v) represent the expected value of G, given that starting in state x at time t we employ a scheduling strategy which is identical to v until the time of the next job completion and identical to u thereafter, where for (HHR) the flowtime is to be computed as c plus the completion times of the remaining jobs (we may think of c as the sum of the times at which jobs in I were completed). Assume that when there are just n -1 jobs to finish Theorems 1 and 2 are true and u is optimal. To show u is optimal when there are n jobs to finish, we shall show that v = u minimizes V(x, t, c I v) for all (x, t, c). V(x, t, c ju) will be abbreviated to V(x, t, c). Writing pi (x) for p (x,), we find that for all (x, t, c), Proof. The proofs of (6)-(10) are by induction on the number of uncompleted jobs. Assuming that they are true when rewritten to apply to starting states with just n -1 unfinished jobs, we show they are true as written above for n unfinished jobs. This follows from the identities (11)-(14) that follow below. The identities are all produced by straightforward manipulation of (3)-(5) using the fact that when we wish we can differentiate these with respect to x, simply by taking the derivative inside the integral. This is justified within the proof of Lemma 2(b). Taking a right-hand derivative of (3) The conditions under which we have shown the optimality of LHR and HHR for the makespan and flowtime problems are the most general for which the results can be obtained. It should be clear from the proofs that these strategies are not necessarily optimal for hazard rates that are not monotone, and that the assumptions that m (t) is non-decreasing and that all jobs are available for processing from the start can only be relaxed in the sc2 (LHR) case (see Weber (1980a) for appropriate counterexamples).
Equation (2) comes from observing that Q(x(s))Q/O(x(t)) is the probability that no job completion has occurred before time s and that, conditional on no prior job completion, ui (x (s), s)p, (x (s))ds is the probability that job i is completed in

Proof of Lemma 2(a). Identity (3) is a simple consequence of t and it is obtained by noting that in (2) we can replace every uh (x(s)
By similar methods it can also be shown that for any y, LHR minimizes the probability that the time to first idleness is less than y, where the time to first idleness is defined as the first time that m (t) is greater than the number of jobs still to be completed. This is true for any distribution with a MHR hazard rate, and as before m (t) must be non-decreasing and all jobs must be available for processing at the start unless the density is sc2 . The proof is almost identical to that for LHR minimizing makespan if we simply redefine V as the probability that when using an LHR strategy the time to first idleness is less than y (Weber and Nash ( Observe that ((,'--h) is 1 for i --m and h = k, and 0 otherwise. Thus the middle term of (33) becomes just ,pV, and this completes the proof of the lemma by giving identity (4).
