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a b s t r a c t
The solution of coupled discrete-time Markovian jump Lyapunov matrix equations
(CDMJLMEs) is important in stability analysis and controller design for Markovian jump
linear systems. This paper presents a simple and effective iterative method to produce
numerical solutions to this class of matrix equations. The gradient-based algorithm is
developed from an optimization point of view. A necessary and sufficient condition
guaranteeing the convergence of the algorithm is established. This condition shows that
the algorithm always converges provided the CDMJLMEs have unique solutions which is
evidently different from the existing results that converge conditionally. A simple sufficient
condition which is easy to test is also provided. The optimal step size in the algorithm such
that the convergence rate of the algorithm ismaximized is given explicitly. It turns out that
an upper bound of the convergence rate is bounded by a function of the condition number
of the augmented coefficient matrix of the CDMJLMEs. Some parameters are introduced
to the algorithm that will potentially reduce the condition number and thus increase the
convergence rate of the algorithm. A numerical example is used to illustrate the efficiency
of the proposed approach.
© 2008 Elsevier Ltd. All rights reserved.
1. Introduction
The analysis and synthesis of linear systems with Markovian jumping parameters have attracted increasing attention in
recent years (e.g., [1,2]). The interest of this topic lies in the fact that a lot of practical systems can be modeled by linear
systems with Markovian jumping parameters, for example, network control systems [3], a model with random abrupt
changes, sudden environmental changes and abrupt variations of the operating point and so on [4]. The Markovian jumping
systems have been well investigated in recent years. For example, the stabilization problem and filter design problem of
Markovian jump systemswith time delay are respectively considered in [5,6] and in [7,8], and the control ofMarkovian jump
systems with actuator saturation is investigated in [9]. Moreover, bilinear Markovian jump systems and two-dimensional
Markovian jump linear systems have also been studied (see, e.g., [10,11]).
For stability analysis of discrete-time Markovian jumping linear systems, the coupled discrete-time Markovian jumping
Lyapunov matrix equations (CDMJLMEs) are used to test the mean square stability of the system. It is shown in [12]
that the Markovian jumping linear system is mean square stable if and only if the corresponding CDMJLMEs have unique
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positive definite solutions. This condition is also equivalent to the spectral radius of an augmented matrix being less than
one. The authors of [12] also suggested a method to obtain the exact solution to the CDMJLMEs by using the idea of the
Kronecker product. However, thismethod is computationally very expensive if the numbers of themodels and/or the system
dimensions are high. To overcome this disadvantage, an iterative method is provided in [13] to solve the CDMJLMEs. This
method was proven to converge to the exact solution if the initial condition is chosen as zero and all the subsystems are
Schur stable. Though these restrictions are removed in [14], the algorithm is valid if and only if a certain augmented matrix
is Schur stable. Also in [14], the authors also provided another iterative method to produce solution (when it exists) to
the CDMJLMEs if the spectral radius of an augmented matrix is less than one. The authors have demonstrated that this
condition may be restrictive if the dimension of the system and/or the numbers of the models are large. A disadvantage of
this method is that discrete-time Lyapunovmatrix equations with number equal to the number of models have to be solved
in each iteration, which is computationally expensive when this number is large. The classical approach to numerically
approximate the solution to equations is through iteration (see, e.g., [15–18]). Recently, Ding and Chen [18] provided a novel
iterative method to solve general coupled matrix equations by using hierarchical identification principle. But this method
is not directly applicable to the CDMJLMEs as pointed out in [14].
This paper provides a novel iterative method to obtain approximate solutions to the CDMJLMEs. We firstly transform
the problem of solving matrix equations into the problem of minimizing certain objective function whose gradient can be
explicitly calculated. Then the algorithm is constructed by the well-known gradient-based iteration. We have proven that
the algorithm converges to the unique solution of the CDMJLMEs if and only if the step size satisfies a certain inequality
which is always satisfied if the step size is sufficiently small. Therefore, the algorithm can always be guaranteed to converge
if the unique solutions exist, which is quite different from the abovementioned results that converge conditionally. We also
provide a sufficient but easily tested condition for the step size to guarantee the convergence of the algorithm. Moreover,
an optimal step size that achieves the fastest convergence of the iterates is presented.
This paper is organized as follows. In Section 2, we give the problem formulation and some existing algorithms are briefly
restated. Our main results are presented in Section 3 where the algorithm is given and the convergence property is proven.
Section 4 provides an example to illustrate the efficiency of the proposed algorithm. Section 5 concludes the paper.
Notations. Throughout this paper, we use tr (A), ρ (A), λ (A), σmax (A), σmin (A), AT, ‖A‖F and ‖A‖2 to denote, respectively, the
trace, the spectral radius, the eigenvalue set, the maximal singular value, the minimal singular value, transpose, Frobenius
norm and 2-norm of the matrix A. In denotes an identity matrix of dimension n and diag {ai}ni=1 denotes a diagonal matrix
with the ith diagonal element ai (ai can be either a matrix or a scalar). The matrix P > 0 (P ≥ 0) means that P is real
symmetric and positive (semi-positive) definite. The Kronecker product A⊗B of twomatrices A = [aij]m,ni,j=1 and B = [bkl]p,qk,l=1
is defined as the partitioned matrix A ⊗ B = [aijB]m,ni,j=1 of dimension mp × nq. The stretching function vec (A) of a matrix
A = [a1, a2, . . . , am] is defined as vec (A) =
[
aT1, a
T
2, . . . , a
T
m
]T
.
2. Problem formulation and background results
Let {θ (k) , k ≥ 0} be a discrete-time homogeneous Markov chain with finite state space N = {1, 2, . . . ,N} and
stationary transition probability matrixΠ = [piij], i, j ∈ N where
Pr {θ (k+ 1) = j |θ (k) = i } = piij ≥ 0, ∀i, j ∈ N .
We note that Π is a probability matrix, that is, ΣNj=1piij = 1,∀i ∈ N . The discrete-time Markovian jump linear system on
a probability space (Ω, E,P ) where Ω is the sample space, E is the algebra of events and P is the probability measure
defined on E , respectively, is given by [14]
x (k+ 1) = Aθ(k)x (k) , x (0) = x0, θ (0) = θ0, (1)
where x (k) ∈ Rn is the state vector and A = (A1, A2, . . . , AN), Ai ∈ Rn×n, i ∈ N , θ0 ∈ N are constant coefficient matrices.
It is well known that the stability of the system (1) is closely related with the following CDMJLMEs:
Ai
(
N∑
j=1
piijPj
)
ATi − Pi + Si = 0, i ∈ N . (2)
Lemma 1 ([19]). The discrete-time Markovian jump linear system (1) is mean square stable (see Definition 1 in [12]) if and only
if the CDMJLMEs (2) have a unique solution P = (P1, P2, . . . , PN) with Pi > 0, i ∈ N , for arbitrary given S = (S1, S2, . . . , SN)
where Si > 0, i ∈ N .
Lemma 2 ([12]). The CDMJLMEs have unique solution P = (P1, P2, . . . , PN) with Pi > 0, i ∈ N for arbitrary given matrix
S = (S1, S2, . . . , SN) with Si > 0, i ∈ N if and only if
ρ (X) < 1,
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where
X =

pi11A1 ⊗ A1 pi12A1 ⊗ A1 · · · pi1NA1 ⊗ A1
pi21A2 ⊗ A2 pi22A2 ⊗ A2 · · · pi2NA2 ⊗ A2
...
...
. . .
...
piN1AN ⊗ AN piN2AN ⊗ AN · · · piNNAN ⊗ AN
 . (3)
Moreover, the CDMJLMEs have unique solution for arbitrarily given matrix S = (S1, S2, . . . , SN) if and only if
λ (X) ∩ {1} = ∅. (4)
It follows from Lemmas 1 and 2 that using ρ (X) to test the stability of system (1) is very complicated if the system
dimension n and/or N is large (where N is the numbers of the models). On the other hand, if the numerical solutions to the
CDMJLMEs (2) can be obtained, testing the positive definiteness of Pi, i ∈ N , becomes simple as the dimension of Pi, i ∈ N
is n×n. For this reason, it is important to search for numerical solutions to the CDMJLMEs (2). In fact, this problem has been
investigated by several researchers [14,13]. The main results are restated as follows.
Algorithm 1 ([13]). Assume that the CDMJLMEs (2) have unique solution P = (P1, P2, . . . , PN) with Pi > 0, i ∈ N for
S = (S1, S2, . . . , SN) with Si > 0, i ∈ N , i.e., ρ (X) < 1, and Ai, i ∈ N are all Schur stable. Then the unique solution to the
CDMJLMEs (2) can be obtained by the following iteration
Pi (k+ 1) = Ai
(
N∑
j=1
piijPj (k)
)
ATi + Si, i ∈ N , (5)
for zero initial conditions Pi (0) = 0, i ∈ N .
Algorithm 2 ([14]). Assume that the CDMJLMEs (2) have unique solution P = (P1, P2, . . . , PN) with Pi > 0, i ∈ N for
S = (S1, S2, . . . , SN) with Si > 0, i ∈ N , i.e., ρ (X) < 1. Then the unique solution to the CDMJLMEs (2) can be obtained by
the iteration (5) for arbitrary initial conditions Pi (0), i ∈ N .
Algorithm 3 ([14]). Assume that the CDMJLMEs (2) have a unique solution, i.e., λ (X)∩{1} = ∅. Then the following iteration
piiiAiPi (k+ 1) ATi − Pi (k+ 1)+ Ai
(
N∑
j=1,j6=i
piijPj (k)
)
ATi + Si = 0, i ∈ N , (6)
converges to the unique exact solution providedM is invertible and ρ (W ) < 1 where
M = diag {I − piii (Ai ⊗ Ai)}Ni=1 ,
and
W =

0 W12 · · · W1N
W21 0 · · · W2N
...
...
. . .
...
WN1 WN2 · · · 0
 , (7)
withWij = piij (I − piii (Ai ⊗ Ai))−1 (Ai ⊗ Ai), i, j ∈ N .
Remark 1. Algorithms 1 and 2 can only deal with the case that ρ (X) < 1. The numerical tests given in [14] show that this
condition can be difficult to satisfy when n and N are large. Though it is clear in numerical examples that the conditions
λ (X)∩{1} = ∅ and ρ(W ) < 1 have an improvement over ρ(X) < 1 [14], we observe thatN discrete-time Lyapunovmatrix
equations in the form
AXAT − P + Q = 0, (8)
should be solved in each step in iteration (6) which needs additional computation. The precision of the solution by iteration
(6) heavily relies on the precision of the numerical solution to the discrete-time Lyapunov equation (8).
Remark 2. The method given in [18,17] by using hierarchical identification principle is applicable to solve the CDMJLMEs
(2). However, as pointed out in [14], the CDMJLMEs (2) should be augmented firstly to satisfy the standard form that studied
in [14], which may lead to additional computation.
In this paper, we are interested in the numerical solutions of the CDMJLMEs (2). Our method overcomes all the
shortcomings of themethodsmentioned above as it can be proven to converge to the exact solution provided the CDMJLMEs
(2) have unique solutions. A necessary and sufficient condition and an easily verifiable sufficient condition that guarantee
the convergence of the algorithm are provided.
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3. Main results
The basic idea of our method is to search for an optimal matrix P = (P1, P2, . . . , PN) such that the following objective
function
J (P) = 1
2
N∑
i=1
αi
∥∥∥∥∥Ai
(
N∑
j=1
piijPj
)
ATi − Pi + Si
∥∥∥∥∥
2
F
, (9)
where αi > 0, i ∈ N , is minimized. We use the gradient-based iterative method to search for the optimal solution
to the minimization problem and can indeed to prove that such iteration converges to the optimal solution P∞ =
(P1∞, P2∞, . . . , PN∞) which is the unique exact solutions to the CDMJLMEs (2). Firstly, we should calculate the gradient
of J (P)with respect to Pi, i ∈ N . The result is given as the following lemma whose proof is presented in appendix.
Lemma 3. The gradient of J (P) with respect to Ps, s ∈ N can be obtained as follows:
∂ J (P)
∂Ps
=
N∑
i=1
αipiisATi∆iAi − αs∆s,
where∆i, i ∈ N are given by
∆i = Ai
(
N∑
j=1
piijPj
)
ATi − Pi + Si. (10)
With the explicit formulation for the gradient, solution to the optimization problem may be approximately obtained by
the following iteration
Pi (k) = Pi (k− 1)− κ
(
N∑
j=1
αjpijiATj∆j (k− 1) Aj − αi∆i (k− 1)
)
, i ∈ N , (11)
where κ is the step size (or the convergence factor) to be specified later and
∆j (k) = Aj
(
N∑
s=1
pijsPs (k)
)
ATj − Pj (k)+ Sj, j ∈ N . (12)
According to Lemma 2, the CDMJLMEs (2) have a unique solutions if and only if (4) is satisfied, or equivalently, the
following matrix
Φ = X − InN ,
is nonsingular, where X is defined as (3). The following theorem provides a necessary and sufficient condition for that the
iteration (11) converges to the unique exact solution of the CDMJLMEs (2).
Theorem 1. Assume that the CDMJLMEs (2) have unique solution P∞ = (P1∞, P2∞, . . . , PN∞) , i.e., (4) is satisfied. Then
the iteration in (11) converges to P∞, that is, limk→∞ Pi (k) = Pi∞, i ∈ N , for arbitrary initial condition P (0) =
(P1 (0) , P2 (0) , . . . , PN (0)) if and only if
0 < κ <
2
σ 2max (Φα)
, κmax, (13)
whereΦα = ΓΦ with
Γ =

√
α1In2 0 · · · 0
0
√
α2In2 · · · 0
...
...
. . .
...
0 0 · · · √αN In2
 .
Proof. Denote the error matrices P˜i (k) = Pi (k)− Pi∞, i ∈ N . Then by using (12) and the CDMJLMEs (2), we obtain
∆j (k) = Aj
(
N∑
s=1
pijsPs (k)
)
ATj − Pj (k)−
(
Aj
(
N∑
s=1
pijsPs∞
)
ATj − Pj∞
)
= Aj
(
N∑
s=1
pijs˜Ps (k)
)
ATj − P˜j (k) ,
, ∆˜j (k) , j ∈ N .
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Adding−Pi∞ on both sides of (11) and using the above relation, produces
P˜i (k) = P˜i (k− 1)− κ
(
N∑
j=1
αjpijiATj ∆˜j (k− 1) Aj − αi∆˜i (k− 1)
)
= P˜i (k− 1)+ καi
(
Ai
(
N∑
s=1
piis˜Ps (k− 1)
)
ATi − P˜i (k− 1)
)
− κ
(
N∑
j=1
αjpijiATj
(
Aj
(
N∑
s=1
pijs˜Ps (k− 1)
)
ATj − P˜j (k− 1)
)
Aj
)
= (1− καi) P˜i (k− 1)+ καi
N∑
s=1
piisAi˜Ps (k− 1) ATi
− κ
(
N∑
j=1
N∑
s=1
αjpijipijsATj Aj˜Ps (k− 1) ATj Aj −
N∑
j=1
αjpijiATj P˜j (k− 1) Aj
)
.
Now taking vec on both sides of the above equation and using the well-known relationship vec (AXB) = (BT ⊗ A) vec (X) ,
gives
vec
(˜
Pi (k)
) = (1− καi) vec (˜Pi (k− 1))+ κFi (k− 1) , (14)
for i ∈ N ,where
Fi (k− 1) = αi
N∑
s=1
(
piis (Ai ⊗ Ai) vec
(˜
Ps (k− 1)
))+ N∑
s=1
αjpisi
(
ATs ⊗ ATs
)
vec
(˜
Ps (k− 1)
)
−
N∑
s=1
N∑
j=1
(
αjpijipijsATj Aj ⊗ ATj Aj
)
vec
(˜
Ps (k− 1)
)
=
N∑
s=1
(
αipiis (Ai ⊗ Ai)−
N∑
j=1
(
αjpijipijsATj Aj ⊗ ATj Aj
)+ αjpisi (ATs ⊗ ATs )
)
vec
(˜
Ps (k− 1)
)
.
Substituting the above equation into (14) and simplifying, yields
vec
(˜
P (k)
) = Ψ vec (˜P (k− 1)) , (15)
where
vec
(˜
P (k)
) =

vec
(˜
P1 (k)
)
vec
(˜
P2 (k)
)
...
vec
(˜
PN (k)
)
 , (16)
and Ψ is given by:
Ψ = (I − κΓ 2)+ κ (Γ 2X + XTΓ 2 − XTΓ 2X)
= I − κ (Γ 2 − Γ 2X − XTΓ 2 + XTΓ 2X)
= I − κ (Γ X − Γ )T (Γ X − Γ )
= I − κ (ΓΦ)T (ΓΦ)
= I − κΦTαΦα. (17)
Therefore, the iteration (11) converges to P∞ for arbitrary initial conditions Pi (0), i ∈ N if and only if the iteration (15)
converges to P˜∞ = 0 for arbitrary initial conditions P˜i (0), i ∈ N . This requirement is equivalent to that Ψ is a Schur stable
matrix. On the basis of (17), Ψ is Schur stable if and only (13) holds. This completes the proof. 
Eqs. (15) and (17) in fact imply the following result.
Proposition 1. The error matrix P (k)− P∞ satisfies the following relationship
‖P (k)− P∞‖F ≤
(
ρ
(
I − κΦTαΦα
))k ‖P (0)− P∞‖F . (18)
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Proof. Since Ψ is symmetric, it follows from (13) that
‖Ψ ‖2 = ρ
(
I − κΦTαΦα
)
< 1.
It is easy to show that for an arbitrary matrix A, ‖A‖F = ‖vec (A)‖2. Therefore, Eq. (15) in turns implies
‖P (k)− P∞‖F =
∥∥vec (˜P (k))∥∥2
= ∥∥Ψ vec (˜P (k− 1))∥∥2
≤ ‖Ψ ‖2
∥∥vec (˜P (k− 1))∥∥2
= ρ (I − κΦTαΦα) ∥∥vec (˜P (k− 1))∥∥2
≤ (ρ (I − κΦTαΦα))k ∥∥vec (˜P (0))∥∥2
= (ρ (I − κΦTαΦα))k ‖P (0)− P∞‖F .
This completes the proof. 
It can be seen from inequality (18) that ρ
(
I − κΦTαΦα
)
can measure the convergence rate of the algorithm. The smaller
the ρ
(
I − κΦTαΦα
)
, the faster the algorithm converges. The following proposition indicates that the minimal value of
ρ
(
I − κΦTαΦα
)
is in fact bounded by certain function. The proof is very simple as we have noticed that I − κΦTαΦα is a
symmetric matrix.
Proposition 2. The number ρ
(
I − κΦTαΦα
)
is minimized if
κ = κopt = 2
σ 2max (Φα)+ σ 2min (Φα)
. (19)
In this case, the minimal value of ρ
(
I − κΦTαΦα
)
is given by
ρopt
(
I − κΦTαΦα
) = cond2 (Φα)− 1
cond2 (Φα)+ 1 , (20)
where cond (Φα) = σmax(Φα)σmin(Φα) is the condition number of Φα.
Remark 3. It is well known that for iterative solution (e.g., Jacobi iteration and Gauss–Seidel iteration) to the linear equation
Ax = b, the condition number of A will influence the convergence rate of the iteration (see, e.g., [16]). Eq. (20) shows that
cond (Φα) also plays the same important role in the convergence rate of the iteration (11) which coincides with the familiar
conclusions.
Remark 4. Propositions 1 and 2 show that the convergence rate of the iteration in (11) is monotonic with respect to
cond (Φα). The smaller the cond (Φα), the faster the iteration converges. Therefore, we want to reduce cond (Φα) via
properly choosing the matrix Γ . Since Γ is diagonal, such problem is known as ‘‘minimizing condition number by scaling’’
and can be numerically solved by linear matrix inequality techniques [20].
Remark 5. Proposition 2 gives a method to obtain the optimal step size such that the convergence rate of the algorithm is
maximized. However, the right-hand side of (19) is difficult to obtain asΦα has a rather high dimensions nN × nN.
Theorem 1 provides a necessary and sufficient condition for the convergence of the iteration in (11), which is quite
different from the Algorithms 1–3. Nevertheless, the right-hand side of (13) is difficult to calculate due to high dimensions.
To overcome this shortcoming, we further provide an easily verifiable sufficient condition to guarantee convergence.
Corollary 1. Assume that the CDMJLMEs (2) have unique solution P∞ = (P1∞, P2∞, . . . , PN∞). Then the iteration in (11)
converges to P∞ for arbitrary initial conditions P (0) = (P1 (0) , P2 (0) , . . . , PN (0)) if the parameter κ is chosen such that
0 < κ <
2
max
1≤i≤N
{αi}
(
‖Π‖2 max
1≤i≤N
{‖Ai‖22}+ 1)2 .
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Proof. It is easy to establish that
σ 2max (Φα) = ‖Φα‖22
= ‖ΓΦ‖22
= ‖Γ X − Γ ‖22
≤ ‖Γ ‖22 (‖X‖2 + 1)2 . (21)
Note that we can write the matrix X in (3) as
X = diag {Ai ⊗ Ai}Ni=1 (Π ⊗ IN) . (22)
Substituting (22) into (21) gives
σ 2max (Φα) ≤ ‖Γ ‖22
(∥∥diag {Ai ⊗ Ai}Ni=1 (Π ⊗ IN)∥∥2 + 1)2
≤ ‖Γ ‖22
(∥∥diag {Ai ⊗ Ai}Ni=1∥∥2 ‖Π ⊗ IN‖2 + 1)2
= ‖Γ ‖22
(‖Π‖2 ∥∥diag {Ai ⊗ Ai}Ni=1∥∥2 + 1)2
= ‖Γ ‖22
(
‖Π‖2 max
1≤i≤N
{‖Ai ⊗ Ai‖2} + 1
)2
= max
1≤i≤N
{αi}
(
‖Π‖2 max
1≤i≤N
{‖Ai‖22}+ 1)2 .
The proof is completed by substituting the above inequality into (13). 
Remark 6. Corollary 1 indicates that if the CDMJLMEs (2) have unique solution, then the iteration (11) always converges to
this unique solution provided the parameter κ is sufficiently small.
4. Numerical example
In this section, we use an example to demonstrate the efficiency of the proposed algorithm. Let
A1 =
[0.0164 0.0576 0.7176
0.1901 0.3676 0.6927
0.5869 0.6315 0.0841
]
, A2 =
[0.4544 0.1536 0.7275
0.4418 0.6756 0.4784
0.3533 0.6992 0.5548
]
,
A3 =
[0.1210 0.8928 0.8656
0.4508 0.2731 0.2324
0.7159 0.2548 0.8049
]
, Π =
[0.1000 0.3000 0.6000
0.5000 0.2500 0.2500
0.3000 0.3000 0.4000
]
,
and Si = I3, i = 1, 2, 3. Direct computation shows that
ρ (X) = 2.0226, ρ (W ) = 12.8269, (23)
where X andW are respectively given by (3) and (7). Therefore, we can conclude that both Algorithm 1 (or Algorithm 2) and
Algorithm 3 fail to converge. But iteration (11) converges for arbitrary initial condition sinceΦ is nonsingular.
With the initial conditions Pi (0) = I3, i = 1, 2, 3, αi = 1, i = 1, 2, 3 and for different step sizes, the results produced
from iterations in (11) are plotted in Fig. 1 in which the y-axis is the absolute error defined as
ε (k) =
3∑
j=1
∥∥∥∥∥Aj
(
3∑
s=1
pijsPs (k)
)
ATj − Pj (k)+ Sj
∥∥∥∥∥
F
, k ≥ 0.
Clearly, it is seen from Fig. 1 that the optimal step size κopt = 0.5475 leads to the fastest convergence speed. Associated
with the step size κopt, an approximation of the unique solution is given as follows:
P1 (100) =
[ 0.9962 −0.2771 −0.7379
−0.2771 0.4678 −0.7762
−0.7379 −0.7762 0.7276
]
,
P2 (100) =
[ 0.5878 −0.7032 −0.6991
−0.7032 0.3550 −0.6613
−0.6991 −0.6613 0.3423
]
,
P3 (100) =
[ 0.3102 −0.7260 −1.322
−0.7260 0.7490 −0.5882
−1.322 −0.5882 −0.0570
]
.
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Fig. 1. Convergence performance of the iteration in (11) for different step size κ .
The Frobenius norm of the absolute error is ε (100) = 1.5707 × 10−12 which indicates that Pi (100), i = 1, 2, 3, is a well-
approximated solution to the CDMJLMEs (2).
5. Conclusion
This paper is concerned with the numerical solutions to the CDMJLMEs encountered in stability analysis problem for
Markovian jump linear systems. We have provided a simple and effective gradient-based iterative algorithm to accomplish
this object. It is proven in this paper that the presented algorithm always converges to the exact solution to the CDMJLMEs
provided they have a unique solution. A necessary and sufficient condition together with an easily tested condition
concerning the step size of the algorithm that guarantees the convergence of the algorithm is established. The optimal step
size such that the convergence rate is maximized is also given explicitly. Comparison with existing algorithms by example
shows that the proposed algorithm is very effective. The results of this paper can be easily used to solve the continuous-time
Markovian jump Lyapunov matrix equations.
Appendix. Proof of Lemma 3
For convenience, we introduce the following notations
Tis = Ai
(
N∑
j=1,j6=s
piijPj
)
ATi , i ∈ N , s ∈ N
Ji (P) = 12
∥∥∥∥∥Ai
(
N∑
j=1
piijPj
)
ATi − Pi + Si
∥∥∥∥∥
2
F
= 1
2
tr
(
∆Ti
(
Tis + piisAiPsATi − Pi + Si
))
,
where∆i is defined as (12). Denote Ps = [pkl]. If s 6= i, then we have
∂tr (Ji (P))
∂pkl
= tr
(
∆Ti
(
∂
∂pkl
Tis + ∂
∂pkl
piisAiPsATi −
∂
∂pkl
Pi + ∂
∂pkl
Si
))
= tr (∆Ti (piisAiekeTl ATi ))
= piiseTl ATi∆iAiek,
where ei denotes the ith column of the identity matrix In. It follows that, for s 6= i,
∂tr (Ji (P))
∂Ps
= piisATi∆iAi. (24)
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Similarly, if s = i, we have
∂tr (Ji (P))
∂pkl
= tr
(
∆Ti
(
∂
∂pkl
Tis + ∂
∂pkl
piisAiPsATi −
∂
∂pkl
Pi + ∂
∂pkl
Si
))
= tr
(
∆Ti
(
∂
∂pkl
piisAiPsATi −
∂
∂pkl
Pi
))
= tr (∆Ti (piisAiekeTl ATi − ekeTl ))
= piiseTl ATi∆iAiek − eTl∆iek,
that is, for i = s,
∂tr (Ji (P))
∂Pi
= piiiATi∆iAi −∆i. (25)
On the basis of (24) and (25), the resulting gradient can be obtained as
∂ J (P)
∂Ps
=
N∑
i=1
αi
∂ Ji (P)
∂Ps
=
N∑
i=1
αipiisATi∆iAi − αs∆s.
This completes the proof.
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