Abstract-The rodent whisker-to-barrel cortex pathway is a classic model to study the effects of sensory experience and deprivation on neuronal circuit formation, not only during development but also in the adult. Decades of research have produced a vast body of evidence highlighting the fundamental role of neuronal activity (spontaneous and/or sensory-evoked) for circuit formation and function. In this context, it has become clear that neuronal adaptation and plasticity is not just a function of the neonatal brain, but persists into adulthood, especially after experience-driven modulation of network status. Mechanisms for structural remodeling of the somatodendritic or axonal domain include microscale alterations of neurites or synapses. At the same time, functional alterations at the nanoscale such as expression or activation changes of channels and receptors contribute to the modulation of intrinsic excitability or inputoutput relationships. However, it remains elusive how these forms of structural and functional plasticity come together to shape neuronal network formation and function. While specifically somatodendritic plasticity has been studied in great detail, the role of axonal plasticity, (e.g. at presynaptic boutons, branches or axonal microdomains), is rather poorly understood. Therefore, this review will only briefly highlight somatodendritic plasticity and instead focus on axonal plasticity. We discuss (i) the role of spontaneous and sensory-evoked plasticity during critical periods, (ii) the assembly of axonal presynaptic sites, (iii) axonal plasticity in the mature brain under baseline and sensory manipulation conditions, and finally (iv) plasticity of electrogenic axonal microdomains, namely the axon initial segment, during development and in the mature CNS.
INTRODUCTION
A hallmark feature of mammalian sensory cortices is their dynamic developmental profile and ability to maintain a certain level of plasticity after maturation. Plasticity is a somewhat variable term and used quite abundantly in the context of developmental remodeling of growing and consolidating connections, for the reemergence of remodeling events in the mature CNS, and for global effects such as behavior modifications (for review see (Berlucchi and Buchtel, 2009 ). A precise definition of the term is still subject of debate. Mostly, cells that exhibit plasticity do so in direct response to changes in their environment, resulting e.g. from sensory-evoked experience both during development and in the adult such as changes in neural network activity after deprivation or over-stimulation. Neuronal plasticity can occur at various sites along the cell, and encompasses more than just structural changes on the microscale. From a neuroncentered perspective, structural plasticity has been described for the somatodendritic domain (spine growth and retraction, synaptogenesis) and the axonal domain (dynamic regulation of synaptic boutons, axonal growth/ retraction and redirection, branching, electrogenic microdomain plasticity). Another potential form of plasticity occurs at a functional level. Here, nanoscale changes that rely e.g. on up/down regulation of receptors and channels at synaptic sites or axonal boutons directly modulate intrinsic excitability and input-output relations (reviewed in (Zhang and Linden, 2003; Wefelmeyer et al., 2016) . For example, spike generation thresholds and channel conductances have been shown to be altered in an experience-dependent manner both in visual (Aizenman et al., 2003) and barrel cortex (Maravall et al., 2004) . Furthermore, the neuron's metabolic activities as well as gene expression can undergo plastic events in response to changes in the cellular environment or excitation state (Polleux, 2005) . And last but not least, the extracellular matrix (Frischknecht et al., 2014) as well as myelin (Fields, 2015) to the overall effect of these dynamic changes -the maintenance, stabilization but also adaptation of a single neuron within the context of its ever changing circuit.
Specifically synaptic plasticity has been studied for decades, generating a vast body of evidence highlighting the importance of dynamic remodeling processes at synapses for fundamental functions of single cells and their contribution to neuronal networks (Lohmann and Kessels, 2014) . However, the role of axonal plasticity in this context is rather poorly understood. In fact, other than during development, the axon's ability to partake in rapid events of plasticity in the mature brain has been seen as being somewhat limited, albeit important (Gogolla et al., 2007) . Recent work now highlights axonal structures such as boutons and microdomains and their increasingly better understood role in neuronal plasticity both during development and in the adult (Sections 2 and 3 of this review). Therefore this review only briefly discusses developmental dendritic plasticity and focuses on the occurrence and role of axonal plasticity in the mature neocortex with a focus on the rodent somatosensory system. We direct the reader to numerous excellent reviews regarding the complex subject of synaptic plasticity (Feldman, 2009; Lohmann and Kessels, 2014; Vitali and Jabaudon, 2014; Whitt et al., 2014) and instead concentrate on the literature describing alterations and remodeling specifically of the axonal domain.
ACTIVITY-DEPENDENT PLASTICITY
During development, sensory cortices undergo significant structural remodeling both in terms of initially providing a surplus supply of axonal and synaptic connections as well as pruning of those excessive connections that are not properly strengthened by appropriate usage. These refining events depend on a number of regulatory mechanisms including the correct spatio-temporal expression and secretion of trophic factors, neuroattractant and repulsive molecules, intracellular second messenger levels, and importantly, neuronal activity. Ultimately, the combination of these events leads to the establishment of mature neural circuits (Katz and Shatz, 1996) . This process, which is temporally and spatially regulated, is predominantly driven by intrinsic, patterned, spontaneous and sensory-evoked neuronal activity (Kirkby et al., 2013; Yang et al., 2016) . While developmentally regulated, certain forms of these events also exist in more mature networks and provide the basis for neuronal plasticity, a phenomenon that allows adult circuits to adapt to changing physiological circumstances. These events are likely at the core of such important events as learning and the consolidation of memory (Caroni et al., 2012) .
The dynamic nature of these events poses a challenge to the nervous system in form of maintaining the structural integrity and stability of networks while simultaneously allowing a certain level of flexibility, particularly in form of synaptic plasticity. In this context, balancing mechanisms that regulate structural network stability, termed neuronal homeostasis, are essential (Turrigiano and Nelson, 2000; Turrigiano, 2012; Davis, 2013) . Homeostatic plasticity stands in contrast to the classic Hebbian view of plasticity (Hebb, 1949) , which describes the principle that positive feedback strengthens activity-dependent changes and negative feedback results in the weakening of synaptic contacts, thus leading to long-lasting synaptic plasticity (Turrigiano and Nelson, 2000) . Homeostatic plasticity constrains network activity within the optimal physiological range for proper neuronal function, basically resulting in the opposite effect of Hebbian plasticity, namely the weakening of synaptic efficacies after increased neuronal activity and vice versa (Burrone et al., 2002; Turrigiano and Nelson, 2004; Turrigiano, 2012) . Of note, the time scales of these two types of plasticity are possibly an order of magnitude apart, with Hebbian plasticity occurring rapidly within seconds to minutes (Malenka and Bear, 2004) , while homeostatic plasticity is thought to take hours to days (Hengen et al., 2013; Keck et al., 2013) , but also refer to (Ibata et al., 2008) . This leaves Hebbian and homeostatic plasticity as principally opposing mechanisms, whose regulation needs to be achieved in some form of organized pattern so that both can contribute to neuronal changes in opposite directions without causing network imbalance (Yin and Yuan, 2014) . It is important to keep in mind that the subcellular modifications inherent with both types of plasticity eventually control neuronal function both from a single-neuron view as well as at the network level and can include structural/functional changes from subnanometer to micrometer dimensions (Turrigiano, 2012) . In addition, homeostatic mechanisms are not restricted to the somatodendritic domain of neurons. Instead, they can encompass the entire neuron with axonal compartments being important regulators in this context (Wefelmeyer et al., 2016) .
Critical periods and the impact of sensory-evoked activity on axons during cortical development A fundamental principle of neuroplasticity is its activitydependence: the recurring formation and retraction of neuronal connections (neurites and synapses) depends on the activity of the local network in response to cellintrinsic programs and/or sensory experience (Hensch, 2005) . From a developmental perspective, experiencedependent plasticity occurs during defined postnatal time windows, so called critical periods (CP), which represent the optimal time window during which newly formed connections are most pliable and adaptive to changes in the surrounding network. How quickly after birth a CP opens or closes depends on multiple factors and varies with the sensory modality of a given cortical region (Hubel and Wiesel, 1970; Fox, 1992; Hensch, 2004 Hensch, , 2005 ). An overview of currently known CPs and windows of plasticity during barrel cortex development is provided in Fig. 1 .
During rat barrel cortex development, spontaneous, synchronous, and spatially confined network bursts (spindle bursts) occur during the early postnatal period (Khazipov et al., 2004) and persist until the cellular activity pattern becomes increasingly desynchronized around P12 (Golshani et al., 2009) . The functional relevance of these spontaneous activity patterns becomes apparent when one considers the many developmental programs Fig. 1 . Summary of critical periods for axonal plasticity during development in mouse and rat barrel cortex. Data from various publications are shown with regard to species (mouse or rat), and which type of plasticity occurs: general developmental plasticity, plasticity specifically occurring during critical periods and lesion-induced plasticity. A timeline of rodent postnatal development is provided at the top. Arrows along whiskers indicate continuous growth during the first postnatal week and the onset of active whisking (vertical arrows) around P12-14. Scissors indicate lesioninduction, the exact mode of which can be found in the quoted references. Abbreviations: AMPA = a-amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid, CP = critical period, GABA = gamma amino butyric acid, ION = infraorbital nerve, KCC 2 = Potassium-chloride transporter member 5, LTP = long-term potentiation, NMDA = N-Methyl-D-Aspartat, PTG = principal trigeminal nucleus, SSA = spontaneous synchronized activity, SSP = spontaneous spindle bursts, SWI = single whisker induced, TC = thalamocortical, TCA = thalamocortical axons, VB = ventrobasal, VPM = ventral posteromedial nucleus. References: (1) (McCabe et al., 2007) , (2) (Golshani et al., 2009) , (3) (Khazipov et al., 2004) , (4) (Crair and Malenka, 1995) , (5) (Blaesse et al., 2009), (6) (Li et al., 1994) , (7) (Rebsam et al., 2002) , (8) (Durham and Woolsey, 1984) , (9) (Daw et al., 2007) , (10) (Senft and Woolsey, 1991) , (11) (Wen and Barth, 2011), (12) (Rice and Van der Loos, 1977) , (13) (Datwani et al., 2002) , (14) (Petersen, 2007) , (15) (Woolsey and Wann, 1976) , (16) (Lendvai et al., 2000) , (17) (Catalano et al., 1996) , (18) (Lendvai et al., 2000) , (19) (Minlebaev et al., 2007) , (20) (Minlebaev et al., 2009), (21) (Stern et al., 2001) , (22) (Shoykhet et al., 2005) , (23) (Maravall et al., 2004) , (24) (Lee et al., 2009), (25) (Baldi et al., 2000) . that are directly or indirectly (e.g. after activity-dependent changes in expression of growth factors or neurotransmitters) driven by activity. These include the modulation of progenitor proliferation and neurogenesis, the regulation of an appropriate number of neurons via directed apoptosis (Golbs et al., 2011) , neuronal migration and guidance (Heck et al., 2007) , as well as structural differentiation of dendrites (Konur and Ghosh, 2005) and axons (Ruthazer et al., 2003) . The combination of these processes is ultimately the very basis on which neuronal network formation, its maintenance and consolidation are built (for detailed review see (Kilb et al., 2011; Kirkby et al., 2013) ). Considering the narrow CP of postnatal development based on synchronous spindle bursts, it is interesting to note that the emergence of mature GABAergic inhibition in the somatosensory cortex contributes to the decline of these spontaneous activity patterns beginning at around P10 in rodents (McCabe et al., 2007) . In fact, the emergence of a balance between excitation and inhibition is thought to be a fundamental regulatory event for the onset and offset of CPs (Zhang and Sun, 2011; Froemke, 2015) , although recent data also suggest a significant contribution of silent synapse maturation to end CPs . During sensory cortex development, formation of functional synapses by GABAergic interneurons proceeds glutamatergic synapse formation. Interestingly, these early interneurons do not seem to function as inhibitory neurons, but rather generate predominantly excitatory depolarizing potentials, which might be crucial for the early postnatal development of neuronal networks . During the second postnatal week, a switch of the GABA-mediated response occurs, a process driven by the emergence of expression of a K + -Cl -co-transporter (KCC 2 ; (Blaesse et al., 2009) ). It is thought that this key event significantly contributes to the onset as well as closure of CPs throughout the brain and alterations in the balance of excitation and inhibition during these CPs can have long-lasting detrimental effects on the maturation and consolidation of cortical networks . Interestingly, the above-mentioned CP for structural plasticity in the barrel cortex differs quite profoundly from that described for the visual system, in that it occurs much earlier (closure at P4, for review see (Erzurumlu and Gaspar, 2012) ), and likely during a period of still immature GABA transmission (Owens and Kriegstein, 2002) . At this time point in whisker-to-barrel cortex development, the complete pathway connecting the whisker field to the somatosensory cortex has been established (Erzurumlu and Gaspar, 2012; Feldmeyer et al., 2013) . Around birth, barrelette patterns appear in the principal trigeminal nucleus (Li et al., 1994) , subsequently followed by the formation of barrel rows in primary somatosensory cortex at P2 (Rebsam et al., 2002) . At the same time, barreloids become apparent in the ventral posterior medial nucleus of the thalamus. Lesion studies indicate the P3-P4 window as the end of this early CP of structural plasticity, when missing external stimuli no longer elicit thalamic or cortical remapping (Woolsey and Wann, 1976; Durham and Woolsey, 1984; Lee et al., 2009) . On a structural level, whisker trimming from P0-P3 caused an expansion of the intact layer (L) 4 representation including increased spine density and dendritic arborization in spiny stellates (Lee et al., 2009 ). This effect could not be observed if sensory deprivation occurs at later developmental stages. Further evidence supports the hypothesis that sensory deprivation-derived effects on structural plasticity only work during a limited time window (Rebsam et al., 2005) . Interestingly, the CP for structural plasticity at the axon initial segment (AIS), an electrogenic axonal domain essential for AP initiation, requires far longer sensory deprivation past the onset of active whisking in mice at P12-13 (see Section 3.3 of this review; Jamann and Engelhardt, unpublished data), indicating that this particular cellular compartment can maintain certain levels of plasticity when the surrounding synaptic connections have already reached a level of maturity and stability. The potential functional consequences will be discussed in Section 3.3. Prior to CP closure, at P2-3, thalamocortical axons (TCAs) innervating the barrel field in L4 exhibit diffuse projection patterns, while toward the end of the first postnatal week, they become far more organized with significant branch arborization and densely clustered axonal arbors (Senft and Woolsey, 1991; Rebsam et al., 2002; Lee et al., 2005) . This indicates a gradual addition of axonal branches at appropriate (i.g. input-driven and thus ''verified") locations in L4, while simultaneously, inappropriate branches are eliminated (Wu et al., 2011) . The end of the first postnatal week also coincides with the now rapid integration of GABAergic interneurons in a feed-forward loop (Daw et al., 2007) . Following the maturation of the axonal connections in L4, a CP for L4 to 2/3 projections and synapses has been postulated from P10-14, based on numerous studies utilizing various manipulative interventions either by sensory deprivation (whisker trimming) (Lendvai et al., 2000; Maravall et al., 2004; Shoykhet et al., 2005) or single-whisker experience to study synaptic strength in barrel cortex (Stern et al., 2001 ). Another clearly defined CP then exists between P13-16 for L2/3 horizontal connections (Wen and Barth, 2011) . Toward the end of the second postnatal week, from P11-13, rodent pups begin to whisk actively (Landers and Philip Zeigler, 2006; Arakawa and Erzurumlu, 2015) , indicating that the described developmental changes are at least in part correlated to, or caused by, an increase in activity in the sensory periphery.
Assembly and plasticity of axonal presynaptic sites
Possible anatomical substrates of axonal plasticity are the presynaptic terminals, which show a remarkable capacity for remodeling not only during development, but throughout an entire neuronal life span. The findings discussed in the following section are not restricted to barrel cortex function, but rather highlight a general principle of axonal plasticity.
The literature describes two different types of axonal boutons, those placed along the projection of the axon, ''en passant" boutons (EPBs), and those at the end, ''terminaux" boutons (TBs). Whereas EPBs couple with dendritic spines and produce mostly excitatory synapses, TBs pair with dendritic shafts. There is evidence that boutons are plastic and have the ability to grow, withdraw (Holtmaat and Svoboda, 2009 ) and interact with surrounding boutons (Friedman et al., 2000) in an activitydependent manner. Despite their relative structural complexity, presynaptic terminals can remodel very rapidly in a timeframe from minutes to hours (Friedman et al., 2000; Bresler et al., 2004) . The conventional view is that the site of synaptogenesis depends on axo-dendritic contact and the expression of specific transsynaptic adhesion proteins and secreted factors (reviewed in (JohnsonVenkatesh and Umemori, 2010; Siddiqui and Craig, 2011) ). Yet it becomes increasingly clear that the axon also has intrinsic abilities to establish orphan presynaptic sites independent of dendritic contact and thus offers the option for presynaptic plasticity also after maturation (reviewed in (Pinto et al., 2016) .
How is axonal transport of presynaptic components organized? Proteins associated with the presynaptic active zone are transported from the somatic Golgi apparatus selectively through the axon often in clusters with other synaptic vesicles, a process introduced as the 'prefabricated synapse' hypothesis (Ahmari et al., 2000) . Two major types of axonal transport vesicles have been identified: synaptic vesicle protein transport vesicles (STVs) and piccolo-bassoon transport vesicles (PTVs), which both rely on the microtubule-associated transport proteins kinesin and dynein for anterograde and retrograde transport, respectively (Hirokawa et al., 2010) . Interestingly, along their axonal path, both STVs and PTVs frequently pause or change direction, and often at the same sites even though their transport is mutually independent (Bury and Sabo, 2011) . Past studies have provided evidence that the axon has predefined sites along its shaft where EPBs will selectively form (Sabo et al., 2006) . For example, Krueger and colleagues showed that axonal presynaptic sites can be fully mature with complete release properties for synaptic vesicles, but lack a corresponding postsynaptic partner (Krueger et al., 2003) . The authors also noted that these sites are in fact highly mobile, implying possible presynaptic mechanisms for neuronal plasticity during development and in the adult. Overall, it becomes increasingly clear that the presynaptic site with its structural scaffolds, site of assembly and dynamic motility is a likely site of axonal plasticity not only during development, but throughout the lifespan of a neuron (Sigrist and Schmitz, 2011; Bury and Sabo, 2016) .
There is evidence that the assembly of presynaptic boutons is organized in an activity-dependent manner. For example, KCl-induced depolarization in vitro causes polymerization of F-actin, which in turn leads to an increase in sites of synaptic vesicle clustering (Zhang and Benson, 2001 ). Furthermore, a reduction in evoked and spontaneous synaptic release in the cortex and retina in vivo leads to a significant reduction in synaptic number and density, respectively (Bouwman et al., 2004; Kerschensteiner et al., 2009) .
Known presynaptic receptors at cortical synapses include metabotropic receptors such as GABA B receptors and metabotropic glutamate receptors as well as ligand-gated ion channels, GABA A receptors, kainate receptors, and NMDA receptors (NMDARs; (Engelman and MacDermott, 2004; Pinheiro and Mulle, 2008) . In this context, the activation of presynaptic ionotropic receptors augments synaptic release probability, while the opposite is true for presynaptic metabotropic receptors (Pinheiro and Mulle, 2008) . However, this is not a general mechanism, but can vary among different brain regions (Casado et al., 2002; Bardoni et al., 2004) Recent studies highlighted the potential contribution of NMDA-mediated mechanisms to presynaptic assembly. Sceniak and colleagues showed that the activation of NMDARs by appropriate agonists in vitro controls the accumulation and clustering of both synaptic vesicles and active zone proteins at premature presynaptic sites, a process that potentially also involves AMPA/kainate receptor-mediated signals (Sceniak et al., 2012) . The authors suggest this occurs in a cell-autonomous fashion, which could be an important feed-back mechanism not only for activity-dependent development but also to further the refinement of cortical functional properties. Further work not only provided strong evidence for NMDAR presence in presynaptic active zones, but also indicated that NMDAR transport is organized in a STV-independent fashion within the axon (Gill et al., 2015) . Along those lines, NMDARs have also been implicated in the regulation of presynaptic plasticity especially during development across various CNS regions including the somatosensory cortex (Bender et al., 2006; Brasier and Feldman, 2008; Corlew et al., 2008; RodriguezMoreno and Paulsen, 2008) . This is not only observed at a structural level, but also in electrophysiological experiments. Functional presynaptic NMDARs exist along the ascending L4 to L2/3 synapses in somatosensory cortex, but interestingly are devoid at the local L2/3 o L2/3 as well as L4 to L4 synapses that originate from the same presynaptic neuron . Further functional data indicate presynaptic NMDARs in the modulation of activity-dependent (i.e. AP-driven) transmitter release (Bender et al., 2006; Brasier and Feldman, 2008) . In addition, knocking out postsynaptic NMDAR subunit NR1 impacts presynaptic terminal differentiation in that the typical refining process between P3-7 is significantly impaired (Lee et al., 2005) . In support of this data, Mizuno and colleagues recently showed in a similar NMDAR-deficient mouse model that dendritic motility is greatly enhanced during TCA reorganization during the same developmental time window (Mizuno et al., 2014) .
In somatosensory pathways, kainate receptors are developmentally regulated (Bettler and Mulle, 1995; Daw et al., 2007) . Kidd and colleagues showed presynaptic kainate receptors are expressed at L4 TCAs and can be synaptically activated as a response to brief trains of activity. The result is a mediation of short-term depression at these synapses (Kidd et al., 2002) . Other recent work reports that presynaptic kainate receptors can both upand downregulate thalamocortical transmission in developing barrel cortex, in part by directly facilitating axonal AP initiation (Jouhanneau et al., 2011) . The authors suggest that this presynaptically driven, bi-directional thalamocortical transmission plays a significant role in determining the physiological balance and dynamic properties of TCA input into the developing L4.
While presynaptic glutamate receptors play a substantial role during cortical development, their expression and physiological impact decreases with maturation in a brain region-specific manner, the underlying mechanisms of which remain elusive to date. As outlined above, the presynaptic kainate receptor at the thalamocortical synapse in L4 barrel cortex is dramatically down-regulated during the first postnatal week, a mechanism suggested contributing to the maturation of sensory processing (Kidd et al., 2002) . Similar developmentally regulated downregulation has been observed for other presynaptic receptors as well. Even though presynaptic glutamate receptors are likely not a major factor in the regulation of adult axonal plasticity, they could still contribute to it, possibly even in concert with other axonal mechanisms. Evidence for axonal bouton plasticity in more mature systems will be discussed in Section 3.
AXONAL PLASTICITY IN THE MATURE BRAIN
The significant structural and functional plasticity observed during development is expectedly far reduced in the more mature of adult cortex. For example, structural plasticity of axonal arbors and boutons is greatly reduced in the adult brain (Qiao et al., 2016) . However, a certain level of plasticity has to be maintained in order to allow for a number of essential network functions such as learning and the consolidation of memory. As outlined by several studies, synaptogenesis and synapse pruning exist in the adult brain in different regions even under baseline, non-deprived conditions (Trachtenberg et al., 2002; De Paola et al., 2006; Stettler et al., 2006) . The following section reviews the potential mechanisms of axonal plasticity at the proximal and distal ends under baseline conditions as well as when networks are exposed to changes in activity.
Baseline plasticity
Due to the recent development of new tools such as twophoton in vivo imaging, axonal branches, boutons and dendritic spines can be time lapse-imaged up to several months in living rodents (Holtmaat et al., 2005; Zuo et al., 2005) . As mentioned, two subtypes of boutons, EPBs, which are found on the side of the axon, and TBs, located at the tip of a branch have been identified. Depending on the brain region the original soma stems from, axons are equipped with various compositions of bouton subtypes resulting in cell-type-specific turnover rates (De Paola et al., 2006; Marik et al., 2010) . For example, TCAs typically have thick axonal shafts and carry a high density of short branches and EPBs, whereas TBs are sparse (De Paola et al., 2006) . The survival fraction of the EPBs of these afferents is over 80% after one month and some boutons were even found to exist 9 months later, indicating that they could possibly be stable for an entire lifetime. Contrarily, axons originating from L4 neurons consist of thin shafts with a high density of thin, spine-like TBs, which are found to be highly dynamic with less than 30% still present after 1.5 months of imaging (De Paola et al., 2006) . Additionally, baseline bouton turnover rates also depend on the neuronal cell types, being slightly higher in inhibitory interneurons than excitatory cells (Marik et al., 2010; Keck et al., 2011) .
Taken together, axonal boutons of excitatory neurons show a baseline plasticity under normal physiological conditions in the cortex (De Paola et al., 2006; Stettler et al., 2006) . After introduction of sensory deprivation, rapid dynamic bouton remodeling can be observed in both excitatory (Yamahachi et al., 2009 ) and inhibitory circuits (Marik et al., 2010; Chen et al., 2011; Keck et al., 2011) . It almost seems as if the observed axonal remodeling partially recapitulates the overshoot and pruning of axons and collaterals reported during development. However, it is important to note that baseline bouton dynamics show a striking variability between excitatory cell types (e.g. the rather stable TCA vs. the far more dynamic intracortical axons, (De Paola et al., 2006) , also reviewed in (Wefelmeyer et al., 2016) .
Keeping in mind that axonal boutons contact dendritic shafts or spines, which are known to exhibit similar structural plasticity (for extensive review see (Holtmaat and Svoboda, 2009; Kasai et al., 2010) , it is likely that the two pre-and postsynaptic players somehow correlate their plasticity. In fact, they may even influence one another in order to achieve optimal adaptation to novel sensory information. Examples of concerted actions between pre-and postsynaptic modulations come from studies conducted in visual cortex. After retinal lesions, a rapid and significant reduction of dendritic spines on GABAergic interneurons was paralleled by an equally fast decrease in axonal bouton number. Consequently, a loss of input on L5 pyramidal neurons was observed (Keck et al., 2011) . Likewise, a study utilizing eyelid sutures as a model for visual deprivation showed that L2/3 interneurons eliminate both axonal boutons and dendritic branch tips, resulting in a loss of inhibitory control over local pyramidal neurons (Chen et al., 2011) . Regarding the actual extent of this interaction of pre-and postsynaptic sites, fairly little is known at this point. So far, simultaneous imaging of spines and boutons has only successfully been achieved in slice cultures of non-neocortical regions such as the hippocampus or the cerebellum (Konur and Yuste, 2004; Deng and Dunaevsky, 2005; Umeda et al., 2005) . Results from these studies suggest that both pre-and postsynaptic regions, although structurally motile, maintain stable contacts through regulatory mechanisms that coordinate local plasticity. However, to our knowledge, this has not been investigated in the barrel cortex in vivo to date. Therefore, a feasible approach to interpret interactions at the synapse is by comparison of separately produced data. Similar to boutons, spine densities and dynamics appear to be an intrinsic feature depending on the type of neuron and highly vary between cortical layers and brain regions (Trachtenberg et al., 2002; Holtmaat et al., 2005 Holtmaat et al., , 2006 Majewska et al., 2006 Compared to boutons, the survival fraction in dendritic spines in the neocortex is slightly lower (survival fraction 60-70%) (Trachtenberg et al., 2002; Holtmaat et al., 2005) , indicating higher turnover rates in spines. This discrepancy could be explained by the fact that not all new spines necessarily form synapses (Trachtenberg et al., 2002) or that new spines might form synapses with preexisting synaptic boutons resulting in ''multisynapse boutons" (De Paola et al., 2006) .
Other possible sites of structural plasticity in the mature brain are axonal branches. Overall, the axonal arbor is relatively stable in adult mice. Compared to the developing brain, the rate of de novo branch formations and eliminations (De Paola et al., 2006; Marik et al., 2010 ) is very low (around 4 percent per month). However, a subset of branches continues to grow and retract over the time-course of days. Strikingly, although most movements are rather small, in some cases growth over tens of micrometers in several days could be observed, indicating that adult neurons maintain the capacity of adjusting their shape in response to novel stimuli (De Paola et al., 2006) . The observed plasticity especially occurs at distal axonal ends, where new contacts with surrounding cells are formed. Despite these changes, the total branch length remains constant, indicating that the growth and retraction rates are balanced (De Paola et al., 2006) . Again, looking at dendritic branches in comparison, a certain resemblance of plasticity is evident. In the adult barrel cortex, no additions or retractions of dendritic branches could be observed (Trachtenberg et al., 2002) . In contrast to that, dynamic plasticity of dendritic arbors has been described in other sensory cortical regions (Lee et al., 2006; Chow et al., 2009 ). Hence, baseline plasticity of dendritic branches in the mature barrel cortex might just be too low to be detectable with today's imaging tools. Furthermore, different cellular subclasses exhibit different extents of dendritic plasticity. In visual cortex, cells that expand and retract their branches are mainly GABAergic interneurons, whereas pyramidal neurons remain mostly stable over months (Lee et al., 2006) . Similarly to axonal branches, it appears to be mainly the branch tips in the periphery of the dendritic field that extend and retract (Lee et al., 2008) .
In summary, axonal and dendritic plasticity is clearly reduced but still present in the mature barrel cortex. Plasticity mainly occurs via creation or deletion of new synapses through formation and elimination of both boutons and spines. New branches are only sparsely formed, yet to some extent, growth and retraction of branches occurs, mainly at the tips of the cellular arbor (De Paola et al., 2006; Lee et al., 2008) . Presumably, this plasticity is a way of ''scouting" for new contacts with nearby cells in order to maintain the system's ability to adapt to changes even in the mature brain.
Axonal plasticity after sensory manipulation
The available data regarding the extent of baseline axonal plasticity in the adult cortex are limited. Even fewer studies have investigated whether experiencedependent axonal plasticity occurs after altering the sensory input into the somatosensory cortex. In the barrel cortex, there are two commonly used models of manipulating activity: either by depriving the cortex of peripheral sensory input through e.g. trimming or plucking of the whiskers or by enhancing the sensory input through various ways of whisker stimulation.
It has been known for decades that after partial vibrissectomy, where one row of whiskers is spared, the cortical representation of the spared row expands to the neighboring columns (Kossut et al., 1988; Siucinska and Kossut, 1994; Melzer and Smith, 1995) . After retrogradely tracing axonal arbors in young adult mice via injection of fluorescent dextrans into L3 and L4 of the deprived and the spared (control) columns, one study found that this phenomenon could partially be explained by the expansion and growth of axons into the spared rows (Kossut and Juliano, 1999) . These axon terminals extended significantly and showed a remarkable increase (up to 80%) in density in the connections of the spared C columns with the neighboring B and D columns. The same effect could be reproduced after fourteen days of whisker plucking in adult mice (Marik et al., 2010) . A similar axonal outgrowth into the deprived region could be observed in the visual system after focal retinal lesions (Yamahachi et al., 2009) . Intriguingly, axon dynamics in the somatosensory system are contrary for inhibitory cells. Within the first few days of whisker plucking in mice, interneurons react to deprivation with a massive extension of their axons out of deprived into surrounding areas outside of their normal range (Marik et al., 2010) . Unlike excitatory neurons, overall axonal length of inhibitory neurons located in the non-deprived columns does not change. According to the morphological changes of the axonal arbor, bouton turnover of axons projecting into the deprived region strongly increases after 30 days of whisker plucking (Marik et al., 2010) . On the other hand, axons projecting into non-deprived areas only show a minor increase in bouton dynamics. Still, not only intracortical connections are altered by deprivation. After whisker clipping, the density and length of rat TCAs is reduced and accompanied by a decrease in bouton density (Wimmer et al., 2010; Oberlaender et al., 2012) . Strikingly, this effect is reversible upon regrowth of whiskers, seemingly independent of the age at the onset of sensory deprivation, and could be facilitated by exposure of animals to enriched environment (Wimmer et al., 2010) .
Concerning morphological changes at the synapse after increased activity, induction of long-term depression causes an increase in bouton turnover while decreasing the contacts with spines in the hippocampus (Becker et al., 2008) . Although the hippocampus is not a primary sensory area, it is prone to similar mechanisms of plasticity and thus could serve as an example for possible local adaptation strategies at the synapse. As previously mentioned, neuronal activity in the barrel cortex can be increased by sensory stimulation. Contrary to the result from deprivation experiments, housing mice in an enriched environment for several weeks induces a slight but not significant increase in bouton turnover (Qiao et al., 2016) . This discrepancy might be due to the fact that whisker plucking is an unnatural, invasive way of inducing plasticity whereas enriched environments represent a more realistic stimulus. Another explanation could be that a simple increase in activity is not reason enough for neurons to establish new contacts. This view is supported by a study showing that only after conditioned learning, a 50% increase of GAD67-positive boutons in the barrel cortex could be observed, whereas simple whisker stimulation was not sufficient to cause significant changes (Siucinska, 2006) . Overall, the studies on activity-dependent plasticity suggest that in the mature barrel cortex, the ability of adaptive structural fine tuning is inherent, yet somewhat limited.
Axonal microdomain plasticity: the AIS
So far we have solely been discussing plasticity at the distal axon. However, the axon initial segment (AIS) at the more proximal axon is an intriguing candidate for plasticity in the adult. The AIS is an unmyelinated, electrogenic axonal microdomain characterized by a distinct molecular composition of various transmembrane channels and receptors, tethered in place by scaffolding proteins (for detailed reviews see (Bender and Trussell, 2012; Chang and Rasband, 2013; Leterrier, 2016; Yamada and Kuba, 2016) . In most cortical neurons, the AIS is located adjacent to the axon hillock. However, in neurons that have an axon onset off a basal dendrite, for example subpopulations of hippocampal neurons or type I pyramidal neurons in L5 of the somatosensory cortex, the AIS is a more distal structure that can be isolated from the soma by a significant gap (Thome et al., 2014; Hamada et al., 2016) . Of note, certain cell types such as dopaminergic (Chand et al., 2015) or serotonergic neurons (Tran, Engelhardt, Lau, unpublished data) can show rather distal AIS location. Regardless of position, the main structural scaffolding protein of the AIS, ankyrin-G, is a key player for assembling most other proteins present at the AIS (reviewed in (Rasband, 2010; Leterrier et al., 2017) . For example, it is responsible for clustering high densities of voltagegated sodium channels (approx. 50 times higher than in dendrites, (Kole et al., 2008) . This results in a high local excitability, making the AIS the site of AP initiation in most vertebrate neurons. Thus, it is not surprising that altering the structure of the AIS is an effective way of influencing AP properties and ultimately a neuron's excitability. In 2010, two hallmark papers were the first to describe two different forms of such structural plasticity at the AIS, namely the distal relocation and elongation, respectively (Grubb and Burrone, 2010; Kuba et al., 2010) . After exposure to chronic depolarization, hippocampal neurons in vitro shift their AIS distally, presumably to reduce their excitability (Grubb and Burrone, 2010) . Generally, the distal shift of the AIS has been observed in vivo as well (Harty et al., 2013) . However, data from barrel cortex are yet to be published and it currently remains unknown if this process of distal AIS relocation occurs equally rapidly in vivo. On the other hand, Kuba and colleagues deprived chickens of their auditory input by removing their cochlea after birth. In the following days, AIS length increased substantially (1.7Â), suggesting a homeostatic response to lack of activity (Kuba et al., 2010) . The same group had previously described that the length of the AIS is involved in sound encoding, with AIS of neurons responding to low frequencies being longer than the ones responding to high frequencies (Kuba and Ohmori, 2009 ). Of note, AIS plasticity in the form of length reduction can occur quite rapidly, within a few hours of elevated activity in vitro (Evans et al., 2015) and in vivo (Jamann and Engelhardt, unpublished data). Interestingly, AIS plasticity can also occur under pathophysiological conditions in otherwise structurally intact neurons that are locally removed from the site of insult. In a model of mild traumatic brain injury, Viscak and colleagues observe both structural (shortening) as well as functional (attenuation of AP acceleration) AIS plasticity in barrel cortex L5 pyramidal neurons (Viscak and Povlishock, personal communication). Similarly, molecular remodeling of the AIS has been observed in the surviving peri-infarct region after focal cortical stroke (Hinman et al., 2013) . Moreover, the authors showed that de novo AIS formation occurred within the peri-infarct cortex, indicating that axonal sprouting induced by stroke may contribute to the formation of new functional axons (Hinman et al., 2013) .
Similarly to synaptic plasticity, AIS plasticity may also an important role during the maturation of sensory systems. During the development of the visual cortex, the AIS undergoes substantial structural remodeling (Gutzmann et al., 2014) . Initially throughout late embryonic and early postnatal stages, AIS length increases steadily. Shortly after eye-opening around P14, AIS rapidly and substantially shorten, possibly as a reaction to the sudden increase in sensory input. Ultimately, AIS reach an intermediate, mature length in adult animals (Gutzmann et al., 2014) . Similarly, AIS shorten after the onset of active whisking around P12 in the barrel cortex (Jamann and Engelhardt, unpublished data). On the other hand, in non-sensory cortices and hippocampus, AIS length seems to be far more stable and displays significantly reduced structural plasticity (Gutzmann et al., 2014) , Katgely and Engelhardt, unpublished data) .
All large-scale changes of the AIS described above typically occur over the time course of hours to days. However, there is significant evidence about fast dynamics in the distribution of ion channels and modulations of ion currents that occur far more rapidly (reviewed in (Petersen et al., 2016) . The release of transmitters acting on receptors that are located at or near the AIS can result in very fast modulation of neuronal excitability. In isolated hippocampal neurons, an increase in the extracellular concentration of glutamate induces the irreversible endocytosis of sodium and potassium channels at the AIS within minutes (Benned-Jensen et al., 2016) . The reduction of the number of channels is triggered by NMDA receptor-mediated Ca 2+ -influx, which in turn activates the protease calpain. Evidence for calpain-mediated proteolysis of the AIS scaffolds during ischemia was presented previously, but in a non-NMDAdependent manner (Schafer et al., 2009 ). This rapid internalization of ion channels might be a very efficient homeostatic mechanism, resulting in protection from glutamate-induced excitotoxicity. Another study utilizing both cultured neurons and acute brain slices showed that disruption of the AIS is associated with decreased Na + current amplitude and neuronal excitability -in this case mediated by binding of ATP to Ca-permeable P2X7 receptors (Del Puerto et al., 2015) . Recent data from Martinello and colleagues suggest that the activation of G-protein-coupled receptors can modulate the AIS within seconds (Martinello et al., 2015) . Hippocampal granule cells need strong excitatory inputs to generate APs due to their low intrinsic excitability, thus firing at low frequency. Their innervation is partially derived from septal cholinergic fibers triggering the activation of muscarinic M1 receptors, thus promoting the activity of Ttype Ca 2+ channels (Aznavour et al., 2005) . The resulting increased intracellular Ca 2+ triggers a long-lasting suppression of the M-current mediated by potassium channels at the AIS (Martinello et al., 2015) . These authors then showed that by inhibiting an AIS-specific, lowthreshold voltage-sensitive outward current, acetylcholine decreases the threshold of granule cells. As a result, the answer of granule cells to excitatory input is more reliable and with a higher gain. Strikingly, this transient effect occurred within seconds, lasted approximately 30 minutes, and according to the authors, might be a putative mechanism for memory storage. Other regions that also undergo rapid AIS plasticity include the dorsal cochlear nucleus (Bender et al., 2010) and prefrontal cortex (Yin et al., 2017) . Interestingly, in prefrontal neurons, serotonin acts specifically on 5-HT 1A receptors located at the AIS, thereby selectively inhibiting the sodium channel subtype Na V 1.2. This leads to a decrease in AIS-mediated backpropagation while the actual AP initiation, which is mediated by Na V 1.6, remains unchanged (Yin et al., 2017) . Since axonal backpropagation has a significant impact on synaptic integration, this serotonin-mediated modulation could effectively promote the integration of EPSPs, thus facilitating sustained neuronal firing. The authors suggest that this might be important for working memory (Yin et al., 2017) .
What are the underlying mechanisms behind the structural plasticity of the AIS? Up to date, no single pathway has been identified that is responsible for the regulation of the length changes or distal shifts, although posttranslational modifications such as methylation or phosphorylation of the Ca 2+ -dependent and calmodulin-dependent protein phosphatase calcineurin have been discussed in this context (Evans et al., 2013; Yoshimura and Rasband, 2014; Hannon et al., 2015) . Additionally, blockage of L-type voltage-gated calcium channels reduces, but not completely abolishes AIS plasticity, suggesting that these channels might be mediators of AIS plasticity (Chand et al., 2015; Evans et al., 2015) . A possible antagonist of calcineurin is cyclindependent kinase 5, which, when blocked, causes a shortening and proximal relocation of the AIS (Chand et al., 2015; Evans et al., 2015) . A similar finding was obtained in mushroom body neurons of Drosophila melanogaster (Trunova et al., 2011) , indicating that this mechanisms might be highly conserved throughout evolution. Another noteworthy protein is glycogen synthase kinase 3 (GSK3), a kinase involved in many regulatory neuronal pathways (Beurel et al., 2015) . It phosphorylates ß-catenin, a protein enriched at the AIS (Tapia et al., 2013) . If GSK3 or ß-catenin are inhibited during the development of cultured neurons, ankyrin-G and sodium channel fluorescence intensity levels are reduced, indicating that GSK3 is somehow involved in proper development and assembly of the AIS (Tapia et al., 2013) . Nevertheless, the exact molecular mechanisms regulating AIS structural plasticity remain elusive and warrant further investigation.
Even if the underlying mechanisms of AIS remodeling remain unclear at this point, its effects on neuronal excitability have been studied recently. As mentioned above, both mechanisms, variation of length and position of the AIS, can influence intrinsic excitability (reviewed in Yamada and Kuba, 2016) . It has been proposed that this represents another form of homeostatic plasticity (Wefelmeyer et al., 2016) , similar to synaptic scaling or changes in postsynaptic receptor accumulation at synapses in sensory systems (for review see (Turrigiano and Nelson, 2004; Nelson and Turrigiano, 2008) . Through these mechanisms, neurons can adapt to changes in circuit activity. In a simplified model, a neuron is more excitable with a long AIS that is close to the soma, and less excitable with a short and distant AIS ( Fig. 2A) However, recent studies have found that this principle does not necessarily apply to all neurons (Chand et al., 2015) , since soma size and geometry of the dendritic tree have to be taken into account as well (Eyal et al., 2014; Gulledge and Bravo, 2016; Hamada et al., 2016) . It has been demonstrated in modeling studies that the larger and more complex the dendritic tree is, the more distal the optimal AIS position is located (Gulledge and Bravo, 2016) . Also, whereas for large neurons a long AIS is indeed equivalent to higher excitability, for smaller neurons, an AIS of intermediate length that is close to the soma is preferable for AP generation. Overall, changes of AIS length appear to be more effective than changes of location (Gulledge and Bravo, 2016, Fig. 2B ).
An important, additional factor to this complex matter is the distribution and innervation pattern of axo-axonic synapses specifically at the AIS. In neocortex, axoaxonic innervation is predominantly derived from Chandelier cells (ChC; (Somogyi, 1977; Fairen and Valverde, 1980; Huang et al., 2007; Helmstaedter et al., 2009 )), with one ChC producing synapses with hundreds of AIS of cortical pyramidal cells (for review see (Wang et al., 2016) . Contrary to almost all other structural AIS components investigated so far, these synapses do not shift distally upon hyperpolarization (Muir and Kittler, 2014; Wefelmeyer et al., 2015; Fig. 2C) . Furthermore, it remains unclear how, if at all, these innervation patterns change with plasticity-related AIS length changes. Since it is still not entirely clear whether these synapses are inhibitory or excitatory (depending on the postsynaptic target (Gulledge and Stuart, 2003; Woodruff et al., 2011) ), the functional implication of this structural mismatch is unknown. Considering the crucial role of ChCs for basic sensory cortex function, their contribution to cortical plasticity is an exciting field in somatosensory circuit biology and will continue to be the topic of extensive future research.
3 Fig. 2 . Plasticity of the axon initial segment. (A) During critical period-driven development, the AIS undergoes structural changes that have functional implications for the developing network. Structurally intact AIS are observed during the embryonic period prior to the onset of directed sensory input in the auditory (Kuba et al., 2010) , visual (Gutzmann et al., 2014) , motor (Le Bras et al., 2014) and somatosensory system (Jamann and Engelhardt, unpublished data). Similar data have been collected from monkey prefrontal cortex (Cruz et al., 2009) . These data are interpreted as follows: immature AIS undergo a period of elongation until the peak of the respective critical periods of cortical plasticity and the onset of neuronal input from the periphery, after which they shorten significantly to presumably find their optimal physiological range. Sensory deprivation prevents this shortening. (B) Apart from developmental plasticity, two major forms of structural and functional AIS plasticity have been observed so far. Upper panel: Sensory deprivation in vivo and the resulting decreased neuronal activity leads to a significant elongation of the AIS (indicated by solid green arrow). Consequently, overall neuronal excitability is increased (direct evidence: (Kuba et al., 2010) , indirect evidence: (Gutzmann et al., 2014) ). Lower panel: Chronic depolarization in vitro and in vivo and the resulting increased neuronal activity can lead to either significant distal relocation of the AIS (broken green arrowheads; direct evidence in excitatory, but not inhibitory neurons: (Grubb and Burrone, 2010; Evans et al., 2013 Evans et al., , 2015 , indirect evidence: (Harty et al., 2013) ) or a significant shortening of the AIS (solid green arrow; indirect evidence: (Gulledge and Bravo, 2016) . These changes, however, may be partially cell type-specific, since inverted AIS plasticity was observed in dopaminergic interneurons of the olfactory bulb in vitro (Chand et al., 2015) . AIS length changes have also been observed under pathophysiological conditions such as blast exposure (AIS shortening, (Baalman et al., 2013) ), focal cortical stroke (AIS shortening, (Hinman et al., 2013) , Angelman syndrome (AIS lengthening, (Kaphzan et al., 2011) , mild traumatic brain injury (AIS shortening, Vascak and Povlishock, personal communication), experimental autoimmune encephalomyelitis (AIS shortening, (Clark et al., 2016) or cuprizone-induced demyelination (AIS channel redistribution, (Hamada and Kole, 2015) . For detailed reviews of specific AIS-associated changes also after injury and disease see Adachi et al., 2015; Petersen et al., 2016) . (C) Modeling data suggests that there exists an optimal relation between AIS length and location. Large neurons (e.g. pyramidal neurons) have a more distal, long AIS (upper panel), while small neurons display a proximal, medium length (lower panel) AIS. This implies that for any given somatodendritic morphology, an increase in dendritic membrane capacitance and/or conductance favors a longer and more distally located AIS for ''optimal" (minimal rheobase currents) function (Gulledge and Bravo, 2016) . Similar fine-tuning capacities at the AIS have been reported for the avian auditory system as well (Kuba et al., 2006) . Recent in vivo data from the somatosensory cortex supports this conclusion (Hamada et al., 2016) , the overall hypothesis being that the morphology (and possibly dynamic alteration) of the somatodendritic domain during events of plasticity contribute to AIS plasticity (or vice versa). (D) Upon chronic depolarization in vitro and the associated distal shift of the AIS, the corresponding axo-axonic innervation patter does not change in position along the axon. This results in a spatial mismatch between the AIS and its GABAergic input. Modeling data from this experiment suggests that via this mechanism, GABAergic synapses strongly oppose action potential generation, consequently downregulating neuronal excitability in their target cells (Muir and Kittler, 2014; Wefelmeyer et al., 2015) .
CONCLUSIONS
This review focused on the role of axons and their domains for plasticity, however, from a mechanistic point of view, functions of the somatodendritic domain and axonal domain will most likely be linked and influenced by each other. None of the mechanisms of neuronal plasticity outlined in this review can be seen as isolated events. In fact it is a core challenge in this field of research to bring the many forms of structural and functional plasticity together. Overall, presynaptic changes at the level of axonal boutons as well as axonal branch reorganization can potentially serve the homeostatic regulation of excitability not only during development, but in an experience-dependent manner in the adult, e.g. after lesions or during learning and memory consolidation. And considering the rapid changes observed for AIS plasticity, it is tempting to speculate that the AIS can act as a fast modulator of neuronal excitability in the event of sudden changes in network activity. By remodeling not only distal axonal compartments like boutons or arbors but also their intrinsic firing capacities, neurons might be able to apply homeostatic mechanisms to maintain proper function within a network that is undergoing sudden changes. Future studies will have to address the question how rapid and long-lasting AIS plasticity can help to modulate neuronal network function.
