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Abstract
The expansion plan of a Mobile Cellular Network requires as the ﬁrst step, the analysis of a
set of important variables known as networks key performance indicators (KPI). Colombian
network operators use commercial software to analyze KPI behavior on each particular
cell of the network. This analysis is based on KPI trend lines for each sector of the
network, missing information about spatial correlation of some KPI and the contribution
of the sectorization. With the premise that a better analysis can provide more information
about KPI to network operators and assuming that some KPI behave like a wireless sensor
network variable, we propose a Global-Local Multiple Output Gaussian Process framework
for including sectorization and the spatial correlations between sectors. We deﬁne a two layer
tree with parent nodes on the upper layer and children nodes on the lower layer in order to
represent the interaction between the multiple outputs. Then we compute the Multiple
Output Gaussian Process (MGP) covariance matrix as a linear combination of a global
multiple output covariance matrix (using the total number of outputs) and a set of local
matrices (only using the outputs belonging to each parent node). With this construction
of the covariance matrix and the tree we are capable to do interpolation using the MGP
framework. To improve the results, we also test diﬀerent ways of computing the MGP
covariance matrix. Results over synthetic data and Wireless data show that the proposed
methodology make a better representation of the KPI than a single output Gaussian Process
(GP) or a Multiple Output GP.
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1 Introduction
Recently, the world has been experimenting a big revolution due to the constant growing
number of users subscribed to mobile services, higher velocities and a big amount of mobile
services available [1]. Colombia is one of the countries that has been experimenting this
revolution, hence the local Mobile Phone Companies struggle to increase the Quality of
Service in order to keep and sign more users and improve their own proﬁt. This goal requires
a precise expansion plan made by the Mobile Network Operators.
An expansion plan of a Mobile Cellular Network is typically conformed by these phases: The
analysis of the network based on, among others, traﬃc and call drop rate; the analysis of
radio-wave propagation and/or the ﬁeld topology to identify a set of new cells to improve
the network performance; the assignment of new cells to controllers (RNCs) and Switches
(MSCs) while taking into account capacity and routing constraints; the expansion of the
ﬁxed network connectivity [2].
The ﬁrst phase of an expansion plan, requires real-time monitoring of a set of variables
(By example: number of users, throughput, established radio access bearer, drop call ratio,
etc.). Some of these variables (denominated Key Performance Indicators or KPI) are used to
compute a set of metrics which are considered primary to evaluate process performance as
indicators of quantitative management and also needed to measure progress toward company
goals [3]. This is why the analysis of KPI requires to be as informative and accurate as
possible.
Colombian Cellular Network Operators, are in use of commercial software like Argela Network
Performance Monitor [4] and Radcom Q-Solutions [5] for an automated monitoring and
statistical analysis of KPI. This automated analysis is applied independently to each sector
of the network and the interpretation of the results is done only by using trend lines
and thresholds of minimum and maximum values (daily or monthly values), leaving out
information about the behavior of a KPI on nearby sectors and the structure correlations
(Sectorization). This information can be included to perform the analysis and could provide
to the network operators more information about the complete behavior of the network.
In the literature, most of the analysis regarding Mobile Cellular Networks (MCN) distributed
over a geographic area is oriented to the characterization of user mobility [6] [7] or to develop
a time variant user mobility model [8]. Other approaches estimate the position of a device
under a WiFi network [9] [10] and the interpolation of the position of a device in a local
network. There is no record of modeling sectorization and correlation between diﬀerent
points on a cellular network or interpolation of a KPI over a complete area.
The opposite happens in a Wireless Sensor Network (WSN), where the spatial points or
nodes gather data of physical environment variables that can vary over time (by example:
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temperature, humidity, pressure, etc.). Here the variables are often analyzed through machine
learning techniques [11]. These techniques use the historical and the recent monitored
data to perform diﬀerent analysis, including: clustering [12], event recognition and fault
detection [13], optimal sensor placement [14], object localization [15] [16], reliability analysis
and regression involving multiple outputs [17]. If we assume that some of the KPI can present
variations over time, behaving like WSN network data, it is possible to apply machine learning
techniques and perform an spatio-temporal regression to a subset of the KPI of a cellular
network in order to provide information to the Network operator about what is happening
in a complete area of the network.
In order to perform spatio-temporal regression, one of the most used tools in machine learning
is the Gaussian Process (GPs) [18], a statistical tool that provides a highly ﬂexible framework
and includes the capability of modeling the uncertainty about the data. This ﬂexibility has
been extended to model structured data [19] [20] and even modeling correlations between
diﬀerent points of a network [21] among others.
In this document we extend that ﬂexibility by deﬁning a Global-local Multiple-Output
Gaussian Process (GLMGP) as an alternative to modeling correlations between multiple
antennas and the sectorization of the network. We also propose a variation of the
methodology to perform interpolations of KPI in the whole area where the cellular network
is placed. We evaluate the method in both simulated and real data, concluding that our
method performs better than single output Gaussian Processes (GPs) and multiple output
GPs (MGPs).
It is important to clarify that in the proposed GLMGP methodology we interpret the
hierarchical relationship of two layers from a tree as a contribution for the structure of the
matrix that stores the correlations between the outputs (in this case the covariance matrix).
We do not deﬁne a probabilistic hierarchical dependency between the outputs as in [22]
or [23]. That is why we call the proposed methodology Global and Local Multiple Output
Gaussian Process instead of Hierarchical Multiple Output Gaussian Process.
This document is organized as follows: Section 2 shows the general and speciﬁc aims of
the project. In Section 3 we review topics about Mobile Cellular Networks and the basic
framework of a Gaussian Process and the Multiple Output Gaussian Process. Section 4
describes the proposed methodology as well as the databases and the metrics used to evaluate
and validate the performance. In Section 5 we present and discuss the results of the proposed
method by using synthetic datasets and real mobile wireless data, and comparing against GP
and MGP. Finally on section 6 we summarize the conclusions of this project, and present the
possible future works.
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2 Aims
2.1 General Aim
To develop a methodology based on Multiple Output Gaussian Processes and Hierarchical
Gaussian Processes to interpolate KPI values over a complete area of a Mobile Cellular
Network.
2.2 Specific Aims
1. To develop a mathematical formulation for the integration of Hierarchical and
Multiple-Output dependencies to perform regression over a Cellular Network.
2. Validate the obtained methodology using cross-validation.
3. To implement an algorithm that could represent KPI values over a complete geographic
area of a Cellular Network for diﬀerent time intervals.
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3 Background
In this section we include some of the concepts required to understand the methods
proposed in this document. First we present the basic deﬁnition of a Cellular Network
and Sectorization. Later we review Gaussian Process (GP) framework: Covariance functions,
Likelihood and Parameter Estimation. Finally we present one extension of the GP for dealing
with multiple outputs, The Linear Model of Coregionalization as well as the particular case
of the Intrinsic Coregionalization Model.
3.1 Mobile Cellular Networks
A cellular network or mobile network is a communications network where the last connection
(with the user) is wireless. The network is distributed over land areas called cells, each
served by at least one ﬁxed-location transceiver, known as a cell site or base station. This
base station provides the cell with the network coverage which can be used for transmission of
voice, data and others [24]. In a cellular network, each cell uses a diﬀerent set of frequencies
from neighboring cells, to avoid interference and provide guaranteed bandwidth within each
cell. When joined together these cells provide radio coverage over a wide geographic area.
This enables a large number of portable transceivers (e.g., mobile phones, pagers, etc.) to
communicate with each other and with ﬁxed transceivers and telephones anywhere in the
network, even if some of the transceivers are moving through more than one cell during
transmission. Figure 1 shows a basic conﬁguration of a cellular network distributed over a
geographical area.
The network operators perform sectorization in order to optimize and re-use some frequencies
of the network. Sectorization consists in replacing the omni-directional antennas at each
node (antenna location) by three (or six) sector antennas with a regular 120 (or 60) degrees
opening [25]. Figure 2 shows an example of sectorization on a cellular network.
3.2 Gaussian Processes for Regression
Supervised Learning is an area from machine learning where the goal is to infer a latent
function based on a set of training examples. These examples are usually composed by a pair
(input, output), where the output corresponds to a numerical value in the case of regression,
or to a rank or a class in the case of classification. The regression problem is formed by a
set of inputs xi,x ∈ Rp and a set of outputs yi = f(xi). The idea is to use the information
of the training set D = {(xi, yi)|i = 1, ..., n} in order to make prediction over values x∗ that
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Figure 1: Example of a Mobile Cellular Network. Source: Wikipedia
Figure 2: An example of sectorization on a Mobile Cellular Network with 3 sectors and
120 degrees. Source: JPL’s Wireless Communication Reference Website Âľ Jean-Paul M.G.
Linnartz, 1993, 1995.
are outside of the training set. In this document we use Gaussian Process based models to
make predictions for KPI data.
Formally, a Gaussian Process (GP) is a possible inﬁnite collection of scalar random variables
indexed by an input space such that for any ﬁnite set of inputs X = {x1,x2, · · · ,xn}, the
random variables f , [f(x1), f(x2), · · · , f(xn)] are distributed according to a multivariate
Cuesta Ramírez, Jhouben Janyk 10
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Gaussian distribution.
A GP is completely speciﬁed by a mean function m(x) = E[f(x)] and a covariance function
kf (x,x
′) = E[(f(x)−m(x))(f(x′)−m(x′))⊤] [26]. This formulation takes the form
f(x) ∼ GP(m(x), k(x,x′)). (1)
Without loss of generality, the mean function is assumed to be equal to zero. A covariance
function is a positive semi-deﬁnite function that measures the similarity between pairs of
points over the input space D. Such functions are used to compute the so-called Gram
matrix o kernel matrix.
Examples of covariance functions are the Squared Exponential (RBF kernel) expressed as
k(x,x′) = exp
(
−||x− x
′||2
2ℓ2
)
, (2)
where ℓ corresponds to the length-scale; and the Màtern Class given by:
k(r) =
21−ν
Γ(ν)
(√
2νr
ℓ
)ν
Kν
(√
2νr
ℓ
)
, (3)
where r = ||x − x′||, ν and ℓ are positive parameters and Kν is a modiﬁed Bessel function
as in [18]. Common cases of ν are 1
2
, 3
2
, 5
2
In the case of a ν = 1/2 and D = 1 this kernel
function is called Ornstein Uhlenbeck kernel (OU-kernel).
Using N (0,K) as GP prior over the functions f(x), a likelihood distribution given by y(x) =
f(x) + ǫ (where ǫ ∼ N (0, σ2n)) and the Bayes theorem, it is possible to obtain a predictive
distribution for a set of new inputs X∗,
f∗|X,y,X∗ ∼ N (¯f∗, cov(f∗)), (4)
where
f¯∗ , E[f∗|X,y,X∗] = K(X∗,X)[K(X,X) + σ2nI ]−1
and the covariance
cov(f∗) = K(X∗,X∗)−K(X∗,X)[K(X,X) + σ2nI]−1K(X,X∗),
here K(X,X) is the covariance function evaluated on the training set X, K(X∗,X) is the
covariance of the training and test sets, K(X∗,X∗) is the covariance of the new inputs and
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the parameter σ2n represents the variance of the noise.
The estimation of the covariance function parameters θ is performed by minimizing
the negative of the log marginal likelihood. The log marginal likelihood is given as
log p(y|X,θ) = −1
2
y⊤Σ−1y − 1
2
log|Σ|−N
2
D log(2π), (5)
where D is the dimension of x, N is the number of training inputs, y is the vector of outputs
corresponding to the inputs X, θ represents the parameters, and Σ = K(X,X) + σ2nI. This
minimization is made using a gradient-descent algorithm [27] [28].
3.3 Multiple Output Gaussian Process
The Multiple Output Gaussian Process (MGP) framework starts by deﬁning a set of latent
Gaussian processes which are then linearly combined to represent the diﬀerent outputs, and
thus modeling correlations between them. The key point in such framework is the deﬁnition
of a suitable covariance function, in a mathematical sense, i.e., the covariance function for
multiple outputs has to be positive semi-deﬁnite. See [29] for a review of diﬀerent kernel
functions for vector-valued data. Once the covariance function is deﬁned, the predictive
distribution follows a similar form to Equation (4). The parameters of the covariance
function can be estimated by maximizing a marginal log-likelihood similar to (5).
In what follows, we brieﬂy review the linear model of corregionalization, which is a
common choice to build valid covariance functions for multiple outputs [30], and that we use
in this project for building the covariance function of the proposed method.
3.3.1 Linear Model of Coregionalization
In the linear model of coregionalization (LMC) the covariance function is formed by a
sum of separable kernels. Under this LMC assumption, the outputs are expressed as
linear combinations of independent random functions, ensuring a valid positive semi-deﬁnite
covariance matrix [29]. Over a set of outputs {fd(x)}Dd=1 with x ∈ Rp, each component fd is
expressed as
fd(x) =
Q∑
q=1
Rq∑
i=1
aid,qu
i
q(x),
where Q represents the groups of latent functions uiq(x) and Rq represents the number of
functions in a group that share the same covariance; and the functions uiq(x), with q = 1, ..., Q
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and i = 1, ..., Rq have mean equal to zero and covariance cov[uiq(x), u
i′
q′(x
′)] = kq(x,x
′) if
q = q′ and i = i′. The cross-covariance between any two functions fd(x) and f ′d(x
′) is given
in terms of the covariance functions for uiq(x)
cov[fd(x), fd′(x′)] =
Q∑
q=1
Q∑
q′=1
Rq∑
i=1
Rq∑
i′=1
aid,qa
i′
d′,q′cov[u
i
q(x), u
i′
q′(x
′)].
Due to independence of the latent functions, the kernel matrix can now be expressed as
K(x,x′) =
Q∑
q=1
Bqkq(x,x
′), (6)
where Q represents the number of latent functions, each Bq ∈ RD×D is known as a
coregionalization matrix and the rank Rq of each matrix Bq is determined by the number of
latent functions that share the same covariance function.
When Q = 1 in Eq. (6), the LMC approach is known as the Intrinsic Coregionalization
Model (ICM). The kernel matrix for multiple outputs becomes K(x,x′) = k(x,x′)B [31],
and for an entire data set X takes the form
K(X,X) = B⊗ k(X,X), (7)
where the operator ⊗ represents the Kronecker product. There are diﬀerent ways in which
B can be parametrized. One of them is using a Cholesky decomposition, B = LL⊤, or using
a kernel matrix computed from a valid kernel function, like the ones in Eqs. (2) and (3).
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4 Materials and Methods
In this section we present the formulation of the proposed Global and Local Multiple Output
Gaussian Process (GLMGP), as well as the materials and methods used for the development
of this project. First we present the GLMGP method where, by deﬁning an index variable
it is possible to include into the covariance matrix, the sectorization and spatial correlations
between the diﬀerent cells of the network. We also present a variation of the GLGMP
covariance to perform spatio-temporal regression for the KPI. Later we describe two synthetic
databases that will be used in the section 5 to contrast the proposed GLMGP and the MGP
framework. After that, we present two real databases of a Colombian wireless cellular network
that are going to be used to performance comparison and spatio-temporal interpolation.
Finally we describe the software implementation and the validation and error measures.
4.1 Global and Local Multiple Output Gaussian Process
V
A1
S1
A2
S2 S3
Ak
Si ... Sj
AC
SD
Figure 3: Representation of a Global-Local or Parent-Child treed structure. V represents the
KPI of interest. The red nodes represent the A parents and the lower S nodes represent the
total number of children (equal to the total number of outputs of a single MGP approach).
As a reminder, the goal on this document is to extend the ﬂexibility of GPs in order
to compute the correlations of multiple-antennas with sectorization. This can be seen
as a multiple-output problem including a parent-child structure on data. In the case of
correlation between multiple outputs the GPs can be extended to the Multiple-Output GPs
(MGP), which were reviewed on section 3.3. Now for including sectorization we are going
to extend the Multi-GP framework proposing a Global-Local Multiple-Output Gaussian
Process.
We can see the sectorization structure of the network, like a tree based structure.
Figure 3 show a general treed structure with a two layer (parent-child) representation,
where antennas act as parents while sectors act as children. Based on the tree, the ﬁrst step
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for including sectorization into a Multi-GP framework is deﬁning a tree T as a vector of
parent indexes for every child output. With this information we deﬁne a global covariance
matrix Kg computed as a Multi GP covariance for all the outputs (using, for example, the
LMC) and later we compute the contribution of the children as a block-diagonal matrix
formed by a set of C local matrices Kiℓ (where C is equal to the number of parents of the
global layer and i = 1, ..., C). Each local matrix Kiℓ is computed again as a multiple output
covariance matrix, but in this computation the outputs are equivalent to the group of
children associated to the ith parent (again this covariance is computed using, for example,
LMC). The resulting covariance matrix K takes the form
K = Kg + blockdiag({Kiℓ}Ci=1), (8)
where C is the number of parents, and each matrix Kg and Kℓ is computed as in Equations
(6) or (7).
With this covariance, we can still use the MGP framework just by changing the original
covariance matrix K from the equations representing LMC and ICM (Eq. (6) and Eq.
(7) respectively) for the new covariance matrix deﬁned by equation (8). This procedure
maintains the form of the marginal likelihood expressed before in Equation 5 but increases
the number of parameters to optimize, given the set of local covariance matrices that the
new model structure will have to adjust.
Figure 4 shows both a MGP and GLMGP covariance matrices for a conﬁguration
f1 f2 f3 f4 f5 f6
f1
f2
f3
f4
f5
f6
2
4
6
8
(a)
f1 f2 f3 f4 f5 f6
f1
f2
f3
f4
f5
f6
2
4
6
8
10
(b)
Figure 4: Representation of the covariance structure for a MGP covariance (a) and a GLMGP
covariance (b) over a set of 6 outputs f .
of six outputs and the same six outputs plus a tree structure conformed by three parents
for the GLMGP. We see that our proposed covariance represents the children contribution
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as a non uniform increment of the values of the diagonal block. The increment on the
diagonal depends of the contribution that each group of children do to each parent. The
proposed modiﬁcation of the covariance matrix is ﬂexible in the way that we can deﬁne
diﬀerent covariance functions, number of latent functions or rank for the coregionalization
matrices for each part of the tree, this means we can deﬁne a diﬀerent conﬁguration per each
Multi-GP covariance matrix to be computed. We can also compute global covariances and
local covariances over diﬀerent partitions of the input space, this means that if we have, for
example a x that we know a priori that the parents diﬀer on the spatial positions and the
children only diﬀer on angles or time intervals (in the case of sectors of a wireless network),
it is also possible to compute the global covariance with spatial coordinates only and the
local covariance with angles and time intervals.
In the proposed methodology, we compute the covariance matrices using the ICM.
The ICM matrix was computed using two approaches: using a Cholesky decomposition
(called ICM-L) and a covariance function deﬁned over the spatial input space (called ICM-K).
The ICM-K diﬀers for the regular ICM-L in the way that we change the coregionalization
matrix B on Eq. (7) for a valid kernel K deﬁned over the spatial dimensions of X. The
ICM-K is going to be used on Sec. 5 to perform an spatio-temporal interpolation of KPIs,
that can not be performed using MGP or ICM-L due to the constraints existent while
computing the coregionalization matrix of the LMC.
4.2 Databases
4.3 Synthetic Data
We generated a ﬁrst synthetic data-set (Sy1) from a Gaussian Process conﬁguration using
a model of 6 spatial points with a màtern 3/2 kernel function. We also generated a second
data-set (Sy2) from a Multiple Output Conﬁguration using a MGP model (composed by a
one-dimensional input, 6 outputs, 30 points per output, a màtern 3/2 kernel, Q = 1 latent
functions and a rank of coregionalization matrix of Rq = 1). Finally we generated a third
synthetic data-set (Sy3) from a Global Local Treed Conﬁguration model with the same 6
outputs, a hierarchical tree T = [1, 1, 1, 2, 2, 3] (this tree means that there are 3 nodes in the
Global layer and the ﬁrst node has 3 outputs associated, the second node has 2 and the third
node just 1 output), a number of latent functions Q = 1, a màtern 3/2 kernel for the Global
layer and [OU,OU,màtern 3/2] respectively to each group of outputs on the Local layer. All
the data-sets were generated with the same spatial positions, time intervals and the angle of
each sector.
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4.4 Wireless Database 1
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Figure 5: Distribution of the 11 antennas of the cellular network of Database 1. Each antenna
is placed with its corresponding sectors
This database (DB1) is composed by a complete month of daily measurements of traﬃc KPI
for each sector on the cellular network. As we can see in ﬁgure 5 this database is composed
by 11 antennas and most of them have 3 sectors, making a total of 32 diﬀerent sectors placed
on 11 spatial points. Figure 6 shows an example of a traﬃc KPI for two of the sectors of the
network. We can see that this KPI presents a high variability in some days of the months.
This database is not available online and can not be distributed due to copyrights.
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Figure 6: (a) and (b) are a two representations of the traﬃc KPI for two diﬀerent
sectors. x-axis values represent the day of the month and y-axis values represent the traﬃc
measurements in MB.
4.5 Wireless Database 2
This second database is composed also by a month hourly measurements of various KPI per
sector (this database is neither available due to copyrights). As we can see in 7 this network
is composed by 13 antennas and a total of 55 sectors. The KPIs include:
• Connections Voice (Number)
• Traﬃc Voice (Mega Bytes)
• Connections Data (Number)
• Traﬃc Download (Mega Bytes)
• Traﬃc Upload (Mega Bytes)
• Number of Users (Number)
• User Net Throughput (bits per second)
• DL Average Channel Elements Consumed (Kilo bits per second)
• UL Average Channel Elements Consumed (Kilo bits per second)
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Figure 7: Distribution of the 13 antennas of the Wireless Database 2. Each antenna is placed
with 3 representative sectors (in some cases there are six sectors).
For this Database we performed three diﬀerent analysis. One Analysis (DB2A1) using 1
day of 24 hours of each KPI and on the second analysis (DB2A2) daily measures at a ﬁxed
hour (like DB1). The ﬁxed hour was 12h. at noon. Figures 8, 9, show an example Traﬃc
and DL Average on the same sector for the three analysis we performed for DB2A1 and
DB2A2respectively; there we can see how DB2A1 has more soft functions than DB2A2.
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Figure 8: Representation of the Connections RAB voice KPI (a) and the DL Average (b)
for the same sector of the dataset DB2A1. x-axis values represent the hours of the day and
y-axis values represent KPI measurements in kbps.
Time
0 5 10 15 20 25 30
0
200
400
600
800
1000
1200
(a)
Time
Time Series Sector 1
0 5 10 15 20 25 30
8
10
12
14
16
18
20
22
24
(b)
Figure 9: Representation of the Traﬃc KPI (a) and the DL Average (b) for the same sector of
the dataset DB2A2. x-axis values represent the day of the month and y-axis values represent
KPI measurements in MB.
4.6 Software Implementation and Validation Measures
In order to perform KPI analysis and regression automatically, we used MATLAB R© as
the software to implement all the algorithms related to the proposed methodology. We
also made use of the toolbox GPMAT (Software of the Machine Learning Club from the
University of Sheﬃeld: https://github.com/SheffieldML/GPmat) for GP and MGP tests.
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For the implementation, all the relative distances between the diﬀerent cells of any database
were computed using InkScape R© as a CAD software and scaled by 1/100 to ease the
calculations. The database information was stored in a matrix including the number of the
cell, number of sector, spatial coordinates, time (This value can be days for the Database
1 and for Database 2 could be either days or hours), and the KPIs associated to each row.
This matrix is represented as


A1 S1 xx,1 xy,1 t1 α1
A1 S2 xx,1 xy,1 t2 α1
A1 Sd xx,1 xy,1 tn α1
...
...
...
Ac S1 xx,c xy,c t1 αc
Ac S2 xx,c xy,c t2 αc
Ac Sd xx,c xy,c tn αc


,


y1,1
y1,2
y1,n
...
yc,1
yc,2
yc,n


,
where c is the total of Antennas A, d is the number of sectors per antenna, xx,i y xy,i are
the spatial position (x, y) of the corresponding antenna i (with i = {1, · · · , c}) ,tk represents
the time interval between two measurements (with k = {1, · · · , n}), αi (with i = {1, · · · , c})
corresponds to the angle (in radians) of each sector and n can be the number of days or
the hour (it depends on the database), yi,k is the KPI value for the corresponding row of
the matrix. For computing the covariance matrices, we used the the kernels OU, Squared
Exponential and Màtern 3/2 covariance functions as expressed on Equations 2 and 3 on
section 3.3.
In the proposed methodology we used the metrics Standardized Mean Squared Error
and Mean Standardized Log Loss (SMSE and MSLL respectively [32]) to evaluate the model
performance and complexity. As lower the SMSE better is the performance of the model
and a highly negative MSLL represents a more accurate model [18]. We validated the
methodology via Cross Validation [27]. All the algorithms were trained using 70% of the
data and validated with remaining 30%. We repeated the experiment 10 times in order to
report a standard deviation of the error measures.
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5 Results and Discussion
In this section we compare the results obtained after comparing the GP and MGP LMC
methods against the proposed GLMGP ICM-L and ICM-K over synthetic and real data.
First we report the results over synthetic data in Section 5.1. Later we report over two real
wireless databases on Section 5.2 and 5.3 respectively. All the results are summarized using
the metrics previously deﬁned on section 4.6.
5.1 Results over Synthetic Datasets
Table 1: Results Over Sy1 Data.
Model SMSE MSLL
GP 0.5954±0.0421 -0.2500 ±0.0385
MGP LMC 0.6282 ±0.0201 -0.3394±0.0279
GLMGP ICM-L 0.6579 ±0.0435 -0.3049 ±0.0230
The results over Sy1, Sy2 and Sy3 are summarized in tables 1, 2 and 3 respectively. The
ﬁrst table shows how a GP can perform better interpolating its own data, but the MPG and
GLMGP presents a better modeling. On the second table we see that for Multiple Output
data the GLMGP is as better interpolator and model than MGP. The same happens in
the third table, here we see that the proposed GLMGP performs and model better the tree
structured data. Those results
Table 2: Results Over Sy2 Data.
Model SMSE MSLL
GP 0.6778 ±0.1583 -0.2351 ±0.0647
MGP LMC 0.1208 ±0.0176 -1.1398 ±0.1046
GLMGP IMC-L 0.1173±0.0183 -1.1406±0.1310
Table 3: Results Over Sy3 Data.
Model SMSE MSLL
GP 0.1259 ±0.0215 -1.0077 ±0.0524
MGP LMC 0.1480 ±0.0419 -1.4175 ±0.0948
GLMGP ICM-L 0.0881±0.0143 -1.6910±0.0718
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5.2 Results over Wireless Database 1
Table 4: Results over Wireless Database 1 for GP MGP and GLMGP.
Model SMSE MSLL
GP 0.4369 ±0.0038 -0.4860 ±0.0068
MGP LMC 0.4297 ±0.0172 -0.6009 ±0.0342
GLMGP ICM-L 0.3920 ±0.0101 -0.6570 ±0.0341
GLMGP ICM-K 0.1602±0.0149 -1.1726±0.3011
The best conﬁgurations for each model over DB1 traﬃc KPI are summarized on the table 4.
Here we can observe that GLMGP ICM-L and ICM-K performs and model better than GP
and MGP. The GP conﬁguration was a màtern 3/2 kernel. The MGP conﬁguration was a
màtern 3/2 kernel with Q = 11 and Rq = 2. The GLMGP ICM-L and ICM-K conﬁgurations
were the same màtern 3/2 kernel. Figure 10 shows a comparison of the interpolation over a
sector of the network. We clearly see how the proposed methodologies perform better than
GP and MGP. It is important to remark that the spatio temporal interpolations will be
performed on section 5.4.
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Figure 10: Graphical comparison of the interpolation over a sector of the DB1.
5.3 Results over Wireless Database 2
In this section we summarize some of the results for the DB2A1 and DB2A2 conﬁgurations
of the second real wireless database explained on section 4.5. All the models were trained
using a màtern 3/2 and Q = 1 and Rq = 1.
5.3.1 Results over DB2A1
Table 5 presents the results for the UL Avg Channel Elements Consumed KPI. Here we see
that all the compared methodologies perform and model well this KPI, being the GLMGP
ICM-L the best interpolator and the single GP the best Model. This KPI as seen on ﬁgure 8
this KPI sometimes presents visible trends, therefore is correct to aﬃrm that all the models
are accurate while interpolating this KPI. The opposite happens in table 6, where according to
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Table 5: Results over DB2A1 for the UL Average Channel Elements Consumed KPI.
Model SMSE MSLL
GP 0.0432 ±0.0086 -2.9351±0.1248
MGP LMC 0.0456 ±0.010 -2.4967 ±0.0537
GLMGP ICM-L 0.0217±0.0030 -2.3119 ±0.0803
GLMGP ICM-K 0.0344 ±0.0090 -2.0065 ±0.1159
the ﬁgure 8 this KPI presents more variations, making more diﬃcult to perform interpolation.
In this table we see how the proposed GLMGP instead of having similar SMSE with GP and
MGP, it models better the KPI regarding the number of users. The ﬁgure 11 shows a
graphical example of the results for the Number of Users KPI interpolation over one of the
sectors of the network. Here we see how GP and MGP diﬀer more from the real values than
the GLMGP methods.
Table 6: Results over DB2A1 for the Number of Users KPI.
Model SMSE MSLL
GP 0.5090 ±0.0272 1.3934 ±0.2252
MGP LMC 0.6977 ±0.0980 -0.4782 ±0.0326
GLMGP ICM-L 0.5432±0.0569 -0.5096 ±0.0312
GLMGP ICM-K 0.6515 ±0.0795 -0.6661±0.1887
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Figure 11: Graphical comparison of the interpolation over Number of Users KPI on a sector
of the DB2A1. The KPI values were scaled by 1/1000
5.3.2 Results over DB2A2
Figure 12 shows an example of the interpolation of DL Avg Channel Elements Consumed
KPI on a sector of the network. We see how all methods perform relatively well in most
of the time, being MGP framework the best interpolator for this particular sector of the
network. For a complete summary, table 7 presents the results for the DL Avg Channel
Elements Consumed KPI. Here we see that all the compared methodologies perform and
model well this KPI, being the GP the best interpolator and also the best Model. In this
situation the ﬂexibility of the MGP and GLMGP frameworks makes a more diﬃcult job to
ﬁnd a conﬁguration that suits better this KPI (changing the number of latent functions Q,
the rank of corregionalization matrix Rq and the types of kernel for each parent or child
in the GLMGP case); still all the models were capable to interpolate well this KPI. Now,
table 8 shows a particular case where all methods catastrophically fails while interpolating
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Table 7: Results over DB2A2 for the DL Average Channel Elements Consumed KPI.
Model SMSE MSLL
GP 0.4001±0.0226 -2.0626±0.0863
MGP LMC 0.6324 ±0.0710 -0.65632±0.0552
GLMGP ICM-L 0.5173 ±0.0855 -1.1573 ±0.0583
GLMGP ICM-K 0.5784 ±0.0707 -0.8718 ±0.2030
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Figure 12: Graphical comparison of the interpolation over DL Avg Channel Elements
Consumed KPI on a sector of the DB2A2.
the data, being GP and MGP the worst models in terms of MSLL (presenting a positive
value). After seeing the results for each of the outputs of the DB2A2, we could observe
that some sectors presented high values on the SMSE and high positive values of MSLL.
This could happen because all methods were trained with normalized data given that some
sectors, even within the same antennas, presented high variability on the KPI values: ones
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varying from 1− 6 others from 1− 600 or 1− 200. This means that all models fails to model
the KPI while normalizing the data. This could be ﬁxed only by using GLMGP ﬂexibility,
changing the kernel function for each sector and the MGP parameters (Q and Rq) or the
way of computing the scales.
Table 8: Results over DBDA2 for the Connections Voice.
Model SMSE MSLL
GP 0.9289±0.0527 1.4374 ±0.3748
MGP LMC 1.4346 ±0.0447 0.0601 ±0.0193
GLMGP ICM-L 1.1330 ±0.0450 -0.0340 ±0.0148
GLMGP ICM-K 1.1289 ±0.1046 -0.2610±0.1703
5.4 Spatio - Temporal Regression Results
In this section we present the spatio-temporal results for one KPI for each real database, the
traﬃc in the case of DB1 and the number of users in the case of DB2. The interpolations
were made by the GLMGP ICM-K conﬁguration. Here, we present a set of ﬁgures of the
results of the interpolation made by the proposed GLMGP for the traﬃc KPI. A complete
animation of the interpolation can be found on: This Link
5.4.1 Interpolation for DB1
For this interpolation we used a 21 × 21 grid for the spatial positions and a linspace of 146
time intervals between t = 1 and t = 30 and an angle α of 45 degrees converted to radians
for each new point. Figure 13 presents the spatio temporal regression made by the GLMGP
for the Traﬃc KPI of DB1. We can observe how it decreases the values from day 7(a) to
day 8 (b) and continues decreasing on day 13 (c). Later on day 15(d) we have again a
behavior similar to day 1. This kind of behavior could be useful for the network operator
to determine the HotSpots where the KPI has higher values. It is important to remark that
some particular geographical zones close to (0, 0) distance, present small negative KPI values,
what in reality has no meaning to the network operator. This happens because we are not
restraining the model to interpolate strictly positive KPI values. Figure 14 presents the
corresponding contours for each day on ﬁgure 13. Here we can see more clearly the spatial
region where traﬃc KPI reach it maximum value. In this case the region of interest for this
Cuesta Ramírez, Jhouben Janyk 28
Master Thesis: 5.4 Spatio - Temporal Regression Results
KPI (High values) suggest that the right-bottom zone as a hotspot for the Network Operator.
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Figure 13: Representation of the spatio temporal interpolation for the traﬃc KPI of DB1.
(a), (b), (c) and (d) represents the KPI value for the days 7, 8, 13, 15 respectively.
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Figure 14: Contour of the spatio temporal interpolation for the traﬃc KPI of DB1. (a),
(b), (c) and (d) represents the KPI value for the days 7, 8, 13, 15 respectively. The triangles
represent the antennas of the Wireless Network.
5.4.2 Interpolation for DB2
For this interpolation we also used a 21× 21 grid for the spatial positions and a linspace of
146 time intervals between t = 1 and t = 30 and an angle α of 45. Figure 15 presents the
spatio temporal regression made by the GLMGP for the Traﬃc KPI of DB2A1. This KPI
present more variation among the hours, resulting with a set of diﬀerent hotspots during the
whole interpolation. We also see negative values on interpolation, due to the model ﬂexibility.
Figure 16 shows the corresponding contours from each hour of the KPI interpolation. Here
we see more clearly the locations where this KPI present it higher values.
Figure 17 shows another example of KPI spatio-temporal interpolation over the Number of
Users KPI for DB2A2. This KPI behaves similar like the Traﬃc of DB1 presenting high
values on various time intervals and presenting a hotspot moving from the left-bottom part
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Figure 15: Representation of the spatio temporal interpolation for the traﬃc KPI of DB2.
(a), (b), (c) and (d) represents the KPI value for the hours 6, 12, 18, 24 respectively. The
triangles represent the antennas of the Wireless Network. The KPI is scaled by 1/10.
to the right-bottom part of the ﬁgure. Figure 18 presents the corresponding contour for this
KPI. Here we see more clearly the hotspot and its movement.
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Figure 16: Contour of the spatio temporal interpolation for the traﬃc KPI of DB1. (a), (b),
(c) and (d) represents the KPI value for the hours 6, 12, 18, 24 respectively. The KPI is scaled
by 1/10.
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Figure 17: Representation of the spatio temporal interpolation for the Number of Users KPI
of DB2. (a), (b), (c) and (d) represents the KPI value for the hours 6, 12, 18, 24 respectively.
The KPI is scaled by 1/100
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Figure 18: Contour of the spatio temporal interpolation for the Number of Users KPI of
DB1. (a), (b), (c) and (d) represents the KPI value for the hours 6, 12, 18, 24 respectively.
The triangles represent the antennas of the Wireless Network. The KPI is scaled by 1/100
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6 Conclusions and Future Work
In this project we introduced a Global and Local Multiple Output Gaussian Process
framework for modeling Mobile Cellular Networks with sectorization. We included a tree
variable as a vector of indexes to represent the parent-children relationship between the
placement of the Antenna and the group of sectors allocated in the same spatial position of
the network. With this tree was possible to extend the Gaussian Process (GP) framework
by including the sectorization tree structure in a Multiple Output GP (MGP) covariance
matrix. This model was compared with GP and MGP frameworks and it evinced a better
performance and being a more accurate model for wireless KPI data. With this model we
were capable to perform spatio-temporal interpolation for diﬀerent KPIs of the network. Due
to the ﬂexibility of the proposed methodology it could be implemented to perform regression
on problems regarding wireless sensor network as well as problems related to structured data
like the motion capture applications. Now, according to the general objective and the speciﬁc
aims described in section 2, next we summarize the contributions of this project.
Specific Aim 1: We were capable to integrate hierarchical and multiple output
dependencies between the diﬀerent sectors of the network by deﬁning a two layered Tree
that governs the contributions of the Global and the Local layers on a set of MGP covariance
matrices. Despite of not modeling directly the probabilistic dependency between the KPIs
of the antennas and the sectors, the proposed methodology could model this dependency in
terms of the covariance matrix.
Specific Aim 2: It was possible to validate the proposed methodology using
cross-validation.
Specific Aim 3: We implemented a set of algorithms for training and interpolating diﬀerent
KPIs. We extended the existent GPmat Toolbox by programming the functions and routines
regarding to the proposed methodology. Also, with the conﬁgurations resulted after using
cross-validation, we performed Regression for diﬀerent KPIs over a complete geographic area
and for diﬀerent time intervals.
There are some limitations of the proposed methodology that we propose as future works.
Next, we list the activities for future works
Future Work 1: Automatic learning of the Tree. For now we assume that the tree variable
is known, which for KPIs is given by the sectorization, but in other applications this variable
is unknown and a bad manual deﬁnition could lead to bad modeling of the data.
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Future Work 2: To model hierarchical probabilistic dependencies for multiple output
data and model Multiple KPIs at once. These two future works could provide a better
interpretation of multiple output and treed data.
Future Work 3: This model presented the problem of having negative values for KPI
while performing regression over the complete geographic area of the network. This could be
avoided by including into the framework other methodologies like, by example the Warped
GPs [33]
FutureWork 4: Models based on GP framework need the inversion of theN×N covariance
matrix for computing the regression on new points. This could be a problem if we are
interested on analyzing a big amount of data at once (it could be very long time series or a
set of many antennas), making the model to consume a lot of memory. This could be solved
by inducing sparsity on the model.
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Abstract. We propose a novel Multi-Level Multiple Output Gaussian Process
framework for dealing with multivariate and treed data.We define a two-layer
hierarchical tree with parent nodes on the upper layer and children nodes on
the lower layer in order to represent the interaction between the multiple out-
puts.Then we compute the Multiple Output Gaussian Process (MGP) covariance
matrix as a linear combination of a global multiple output covariance matrix (us-
ing the total number of outputs) and a set of local matrices (only using the outputs
belonging to each parent node). With this construction of the covariance matrix
and the tree we are capable to do interpolation using the MGP framework. To
improve the results, we also test different ways of computing the Intrinsic Model
of Coregionalization covariance matrix that uses the input space. Results over
synthetic data, Motion Capture data and Wireless data shows that the proposed
methodology makes a better representation of treed multiple output data.
1 Introduction
Gaussian Processes (GP) [7] are widely used for Bayesian regression and classification.
Recently, they have been used more often in different disciplines due to its powerful
prediction abilities, and the availability of GP implementations in different program-
ming languages. GP provides a framework for non-linear interpolation and uncertainty
quantification for single output problems (e.g., modeling the stock exchange), and mul-
tiple output problems (e.g, modeling a temperature map over a complete area) [4]. In
the latter case, the GP are usually known as multiple output Gaussian processes (MGP).
A MGP makes possible to include the correlation of the outputs, improving predictions
while maintaining a positive definite covariance matrix.
In this paper, we are interested in modeling multiple-output data with a hierarchical
relationship between the outputs (e.g.,the relationship between femur, tibia and the foot
in the skeleton) in order to keep improve the predictions by exploiting the hierarchical
correlation of the outputs. There are some methodologies that have made predictions for
one output treed data, either by dividing the input space and computing classification
and regression Trees [9]; making partitions over the input data and defining independent
GP for each partition [14], [8]; or putting a prior over the inputs [11].
To the best of our knowledge, the papers [5] [10] are the only two dealing with a
multiple output treed data configuration. [10] proposes a Multivariate Bayesian treed
Gaussian process to model the cross-covariance function and the nonstationarity of a
set of multivariate outputs defining partitions over the input space. In [5] is proposed
a multiple output framework for uncertainty quantification based on a construction of
a correlation tree using a multi-element method, but assuming a constant relationship
between outputs for a fast computing. In this paper, we propose a MGP modification
(GLMGP) that includes Global and Local relationship between multiple output data and
stores it into a covariance matrix. Despite of needing a prior knowledge of the hierarchy
of the data, the proposed model improves the prediction performance and conserves the
classical tractability of the GP framework. We made predictions over real hierarchical
multiple output data applications: motion capture data-set1, where the angular position
and the hierarchical structure of the bones and a wireless spatial network configuration
with sectors located within cells. Furthermore we improve even more the predictions
by changing the way of computing the covariance matrix given the application.
This paper is organized as follows: in Section 2 we explain the way to go from a GP
passing through a MGP in order to define the proposed GLMGP in Section 2.3. Later in
Section 3 we made a comparison of the results of the MGP and the proposed method-
ology; we first explain the validation measures used to compare the models (Section
3.1), then we compare and analyze the results over simulated and real data. Finally on
Section 4 conclusions are made.
2 Materials and Methods
In this section, we remark the basics of a GP regression. Later, we explain the multiple
output framework with the two common approaches for covariance matrix computation:
the linear model of coregionalization and the process convolution. Finally in Section 2.3
we introduce the proposed methodology and the proposed modification to the multiple
output approach.
2.1 Gaussian Process
A Gaussian Process (GP) is a possible infinite collection of scalar random variables
indexed by an input space such that for any finite set of inputs X = {x1,x2, · · · ,xn},
the random variables f , [ f (x1), f (x2), · · · , f (xn)] are distributed according to a multi-
variate Gaussian distribution. A GP is completely specified by a mean function m(x) =
E[ f (x)] and a covariance function k f (x,x
′) = E[( f (x)−m(x))( f (x′)−m(x′))⊤] [12].
This formulation takes the form
f(x)∼ GP (m(x),k(x,x′)).
Without loss of generality, the mean function is assumed to be equal to zero. A
covariance function is a positive semi-definite function that measures the similarity
1 CMU Graphics Lab Motion Capture Database, available on: http://mocap.cs.cmu.edu/
between pairs of points over the input space D . Such functions are used to compute
the so-called Gram matrix o kernel matrix. Examples of covariance functions are the
Squared Exponential (RBF kernel) expressed as
k(x,x′) = exp
(
−||x−x
′||2
2ℓ2
)
, (1)
where ℓ corresponds to the length-scale; and the Ma`tern Class given by:
k(r) =
21−ν
Γ(ν)
(√
2νr
ℓ
)ν
Kν
(√
2νr
ℓ
)
, (2)
where r= ||x−x′||, ν and ℓ are positive parameters and Kν is a modified Bessel function
as in [7]. Common cases of ν are 1
2
, 3
2
, 5
2
In the case of a ν = 1/2 and D = 1 this kernel
function is called Ornstein Uhlenbeck kernel (OU-kernel).
Using N (0,K) as GP prior over the functions f (x) and a likelihood distribution
given by y(x) = f (x)+ ε (where ε ∼ N (0,σ2n)) and using Bayes theorem, it is possible
to obtain a predictive distribution for a set of new inputs X∗,
f∗|X,y,X∗ ∼ N (f¯∗,cov(f∗)), (3)
where f¯∗ , E[f∗|X,y,X∗] = K(X∗,X)[K(X,X)+σ2nI]−1 and the covariance cov(f∗) =
K(X∗,X∗)−K(X∗,X)[K(X,X)+σ2nI]−1K(X,X∗), here K(X,X) is the covariance func-
tion evaluated on the training set X, K(X∗,X) is the covariance of the training and test
sets, K(X∗,X∗) is the covariance of the new inputs and the parameter σ2n represents the
variance of the noise.
The estimation of the covariance function parameters is performed by maximizing the
log marginal likelihood by a gradient-descent algorithm [6] [13]. The log marginal like-
lihood is given as in [7]
log p(y|X,φ) =−1
2
y⊤Σ−1y− 1
2
log |Σ|− N
2
D log(2pi), (4)
where D is the dimension of x, N is the number of training inputs, y is the vector of
outputs corresponding to the total of inputs X, φ represents the parameters, and Σ =
K(X,X)+σ2nI.
2.2 Multiple Output Gaussian Process
The Multiple Output Gaussian Process (MGP) framework starts by defining a set of
latent Gaussian processes which are then linearly combined to represent the different
outputs, and thus modeling correlations between them. The key point in such frame-
work is the definition of a suitable covariance function, in a mathematical sense, i.e.,
the covariance function for multiple outputs has to be positive semi-definite. See [3]
for a review of different kernel functions for vector-valued data. Once the covariance
funcion is defined, the predictive distribution follow a similar form to Equation (3). The
parameters of the covariance funtion can be estimated by maximizing a marginal log-
likelihood similar to (4).
In what follows, we briefly review the linear model of corregionalization, which is a
common choice to build valid covariance functions for multiple outputs [2], and that
we use for building the multi-level multi-output covariance function.
Linear Model of Coregionalization: In the linear model of coregionalization (LMC)
the covariance function is formed by a sum of separable kernels. Under this LMC
assumption, the outputs are expressed as linear combinations of independent random
functions, ensuring a valid positive semi-definite covariance matrix [3]. Over a set of
outputs { fd(x)}Dd=1 with x ∈Rp, each component fd is expressed as
fd(x) =
Q
∑
q=1
Rq
∑
i=1
aid,qu
i
q(x),
where Q represents the groups of latent functions uiq(x) and Rq are represents the num-
ber of functions in a group that share the same covariance; and the functions uiq(x), with
q= 1, ...,Q and i= 1, ...,Rq have mean equal to zero and covariance cov[u
i
q(x),u
i′
q′(x
′)] =
kq(x,x
′) if q= q′ and i= i′. The cross-covariance between any two functions fd(x) and
f ′d(x
′) is given in terms of the covariance functions for uiq(x)
cov[ fd(x), fd′(x
′)] =
Q
∑
q=1
Q
∑
q′=1
Rq
∑
i=1
Rq
∑
i′=1
aid,qa
i′
d′,q′cov[u
i
q(x),u
i′
q′(x
′)].
Due to independence of the latent functions, the kernel matrix can now be expressed as
K(x,x′) =
Q
∑
q=1
Bqkq(x,x
′), (5)
whereQ represents the number of latent functions, each Bq ∈RD×D is known as a core-
gionalization matrix and the rank Rq of each matrix Bq is determined by the number of
latent functions that share the same covariance function.
When Q = 1 in Eq. (5), the LMC approach is known as the Intrinsic Coregionaliza-
tion Model (ICM). The kernel matrix for multiple outputs becomes K(x,x′) = k(x,x′)B
[1], and for an entire data set X takes the form
K(X,X) = B⊗ k(X,X), (6)
where the operator ⊗ represents the Kronecker product. There are different ways in
which B can be parameterized. One of them is using a Cholesky decomposition, B =
LL⊤, or using a kernel matrix computed from a valid kernel function, like the ones in
Eqs. (1) and (2).
VP1
C1
P2
C2 C3
Pk
Ci ... C j
PC
CD
Fig. 1. Representation of a Global-Local or Parent-Child treed structure.V represents the variable
of interest. The red nodes represent theC parents and the lowerD nodes represent the total number
of children (equal to the total number of outputs of a single MGP approach).
2.3 Global and Local Multi Output Treed GP
In this paper, we propose the Global and Local Treed Multiple Output Gaussian Process
(GLMGP) as a multiple output GP that computes the correlations of multiple-output
data with a parent-child- type of configuration.
We first define the tree T as a vector of parent indexes for every child output. With
this information we compute a global covariance matrix Kg defined as a Multi GP
covariance for all the outputs (using, for example, the LMC) and later we compute
the contribution of the children as a block-diagonal matrix formed by a set of C local
matrices Kiℓ (where C is equal to the number of parents of the global layer and i =
1, ...,C). Each local matrix Kiℓ is computed again as a multiple output covariance matrix,
but in this computation the outputs are equivalent to the group of children associated
to the ith parent (again this covariance is computed using, for example, LMC). The
resulting covariance matrix K takes the form
K = Kg+blockdiag({Kiℓ}Ci=1),
where C is the number of parents, and each matrix Kg and Kℓ is computed as in Equa-
tions 5 or 6.
The Figure 1 shows a general treed structure with a two layer (parent-child) repre-
sentation. A real-life example of a tree structured data is Mocap data. Here we have
measures of the spatial position of different body parts while a subject is performing a
motion. Here, the tree is represented by the body that has a hierarchical inner structure
i.e the femur, tibia and the foot of the left leg. We can exploit a parent-children relation
where the femur is the parent and the tibia and the foot that will include information of
the skeletal structure. Now, the position data of the leg can be interpreted as multiple
output because of the influence of the femur, tibia and foot on the motion of a subject.
Figures 2 and 3 show both a MGP and GLMGP covariance matrices for a configu-
ration of six outputs and the same six outputs plus a tree structure conformed by three
parents for the GLMGP (these two configuration will be explained in detail on Section
3.2). We see that our proposed covariance represents the children contribution as a non
uniform increment of the values of the diagonal block. The increment value depends on
the contribution that the children do to each parent. The proposed modification of the
covariance matrix is flexible in the way that we can define different covariance func-
tions, number of latent functions or rank for the coregionalization matrices for each part
of the tree, this means we can define a different configuration per each Multi-GP covari-
ance matrix to be computed. Asides this modification does not represent any change on
the marginal likelihood expressed before in Equation 4.
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Fig. 2. MultiGP Covariance Matrix Block Structure for a set of 6 outputs f
In the proposed methodology, we compute the covariance matrices using the ICM.
The ICM matrix was computed using two approaches: using a Cholesky decomposition
(called ICM-L) and a covariance function (called ICM-K). The use of ICM-L or ICM-K
depends on the context and will be explained further in the results on Sec. 3.
3 Results
In this section we compare the results obtained after comparing the MGP LMCmethods
against the GLMGP ICM-L and ICM-K over synthetic and real data. First in Section
3.1 we describe the Validation and Error Measures. Later we report the results over syn-
thetic and real data in Sections 3.2 and 3.3 respectively. All the algorithms were trained
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Fig. 3. GMLGP Covariance Matrix Block Structure for a set of 6 outputs f
using 70% of the data and validated with remaining 30%. We used the the kernels OU,
Squared Exponential and Ma`tern 3/2 covariance functions as expressed on Equations 1
and 2 on section 2.2. We repeated the experiment 10 times in order to report a standard
deviation of the error measures.
3.1 Validation and Error Measures
The proposed GLMGPmethodology and theMGP LMCwere compared using the Stan-
dardized Mean Square Error (SMSE) and the Mean Standardized Log Loss (MSLL)
measures [7] via hold-out validation (see [6]) and computed as in [2]. It is important
to remark that a lower SMSE error implies a better interpolator and a lower negative
MSLL implies that the model is more adequate to the data.
3.2 Results over Simulated Data
We generate a first synthetic data-set (Sy1) from a Multiple Output Configuration using
a MGP model (composed by a one-dimensional input, 6 outputs, 30 points per output,
a ma`tern 3/2 kernel, Q = 1 latent functions and a rank of coregionalization matrix
of Rq = 1). We generate a second synthetic data-set (Sy2) from a Global Local Treed
Configuration model with the same 6 outputs, a hierarchical tree T = [1,1,1,2,2,3] (this
tree means that there are 3 nodes in the Global layer and the first node have 3 outputs
associated, the second node have 2 and the third node just 1 output), a Q = 1 a ma`tern
3/2 kernel for the Global layer and [OU,OU,ma`tern32] respectively to each group of
outputs on the Local layer. The results over Sy1 and Sy2 are summarized in tables 1 and
2. The first table shows that on the MGP data the GLMGP is as better interpolator and
model than MGP, but in the second table we see that the proposed GLMGP performs
and model better the tree structured data. It is important to remark that both methods
were trained using just a ma`tern32 kernel and using Q= 1 and Rq = 1.
Table 1. Results Over Sy1 Data. Methods with a ∗ used both the same training points
Model SMSE MSLL
MGP LMC 0.2185±0.0813 -1.0499±0.0839
GLMGP ICM-L 0.2192±0.0878 -1.0335±0.1132
MGP LMC* 0.1208±0.0176 -1.1398±0.1046
GLMGP IMC-L* 0.1173±0.0183 -1.1406±0.1310
Table 2. Results Over Sy2 treed Data. Methods with a ∗ used both the same training points
Model SMSE MSLL
MGP LMC 0.2156±0.0357 -1.3623±0.1061
GLMGP ICM-L 0.1245±0.0302 -1.4918±0.0916
MGP LMC* 0.1480±0.0419 -1.4175±0.0948
GLMGP ICM-L* 0.0881±0.0143 -1.6910±0.0718
3.3 Results over Real Data
In this section we show examples of interpolation for real data. Firstly we use Mocap
data-set (Online Available http://mocap.cs.cmu.edu/) as a time series regression
example. Later a Colombian Network Wireless data is used for a spatio-temporal inter-
polation (this database is not available due to copyright).
Mocap Dataset For Mocap data we worked with the Subject eight - trial two of a walk
motion. We selected the bone structures of the right leg and left leg as Global layer
parents; and the femur, tibia, foot and toes as the children for each parent (with reference
to Figure 1). The time interval t of the motion was taken as the input X while the angles
θx,θy,θz were taken as the outputs. There was a total of 8 outputs because we remove 4
angles that had no significant variation (1e−7) and a tree T = [1,1,1,1,2,2,2,2]. With
this data we did interpolation using the MGP LMC and the GLMGP. Table 3 shows the
results of the MGP against the two proposed methodologies. We see that GLMGP ICM
is slightly better than MGP on SMSE, but has a better interpretation for Mocap treed
data. In this one dimensional case we used the Cholesky decomposition for computing
the coregionalization matrix (ICM-L) instead of a covariance function (ICM-K). This is
done because because of using ICM-K was not ensuring a positive definite covariance
matrix.
Table 3. Results over Mocap Data
Model SMSE MSLL
MGP ICM 0.2880±0.0186 -0.8839±0.0551
GLMGP ICM-L 0.2533±0.0166 -1.2894±0.0780
Wireless Treed Data The Wireless data used in this paper is conformed by 30 daily
measurements of a Traffic Key Performance Indicator (KPI) of a network of 32 sectors
placed in 11 different spatially located cells. Using the information of the cell-sector re-
lationship we treated the cells as a parent and the sectors as the children and defined the
tree as T = [1,1,2,2,2,3,3,3, · · · ,11,11,11]. We take the spatial coordinates [xxi ,xyi ]
and the day ti as the inputs, and the KPI value as the output y. We tested different con-
figurations of MGP LMC and GLMGP and reported the best results on Table 4. The
best LMC model was a configuration of a ma`tern32 kernel with Q= 2 and Rq = 1; the
best ICM-L was a configuration of ma`tern32 for Global layer and OU for local layer
with Rq = 1 for all the MGP covariances computed. The best ICM-K model had the
same kernel configuration of ICM-L. Despite of this we see on the results table that
ICM-K improves the results considerably, even for the SMSE.
Table 4. Results over Wireless Treed (Cell-Sector) Data.
Model SMSE MSLL
MGP LMC 0.2885±0.0390 -0.9147±0.0789
GLMGP ICM-L 0.4744±0.2720 -0.6850±0.4064
GLMGP ICM-K 0.1602±0.0149 -1.1726±0.3011
4 Conclusions
We have presented GLMGP as a model that takes into account a parent-child relation-
ship between data outputs and represents it in a covariance matrix. Instead of modifying
the prior, we defined a tree with global indexes over the inputs that remains unchanged
the tractability of the model. This model proved to be better than the MGP in capturing
the information and interpretation of the structured data . Despite of the fact that the
model can not learn or define a proper tree by its own, it is very useful in applications
when we know the interaction of the output variables previously like the cell-sector re-
lationship, skeletal structures of the body, etc.
We also tested two ways of computing the coregionalization matrix in order make a
more flexible model the ICM-L and the ICM-K. In the case of the ICM-L it had a good
performance for synthetic and mocap data and the ICM-K performed better on the wire-
less data-set. In the future, we expect to improve this model in order to include more
than a Global and Local layers and also a modification that can estimate a tree structure
that improves the interpolation results. In addition, for the one-dimensional case, we
expect to find a parametrization of the outputs under the ICM-K framework to ensure a
positive definite covariance matrix.
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