With the expansion of the Internet, more and more information about the users is being left in the cyberspace. People communicate, form their social networks, build professional images or reputation on the Web, giving up their anonymity for the comfort of staying online (Bernstein etal., 2011). The user-related information is utilised by different service providers in order to create users' profiles and provide them with better, personalised services (Hildebrandt and Backhouse, 2005) . This poses a challenge of how the users should manage the information created upon their presence on the Web, more specifically -their virtual identities, that can be build based on that information.
Introduction
With the expansion of the Internet, more and more information about the users is being left in the cyberspace. People communicate, form their social networks, build professional images or reputation on the Web, giving up their anonymity for the comfort of staying online (Bernstein etal., 2011) . The user-related information is utilised by different service providers in order to create users' profiles and provide them with better, personalised services (Hildebrandt and Backhouse, 2005) . This poses a challenge of how the users should manage the information created upon their presence on the Web, more specifically -their virtual identities, that can be build based on that information.
In this paper we present results of a research, run by the project named "Ego -Virtual Identity", concerning the process of virtual identities creation and maintenance, which is one of the major challenges of contemporary identity management systems. The virtual identity is defined as a structured collection of topics describing user's information needs. We describe the process of preparation knowledge base, in a form of graph of concepts extracted from Polish Wikipedia, for the purpose of building virtual identities, and the methods designed for maintaining and evolving the identities.
The reminder of the paper is structure as follows. Section 2 describes related work in the domain of virtual identities and Wikipedia research. Section 3 is devoted to the Wikipedia resources processing in order to prepare suitable knowledge base. In the next section we introduce two methods for virtual identities evolution. Finally, in section 5 we demonstrate the results of experiments concerning effectiveness of proposed methods. The article concludes with the final remarks.
2.
Related works
Virtual Identities
The concept of virtual (or digital) identities in Information Science has been recently heavily studied as a formal representation of knowledge of a person or any other subject. More precisely, the virtual identity of a person can be defined as a set of attributes characterising the person (Rannenberg etal., 2009) or as a digital representation of a set of claims made by one digital subject about itself or another party (Cameron, 2005) . The virtual identities may be considered a stable representation of digital subjects or a temporal one, a full description or only partial, fixed or context-depended (Identity Commons, 2012 ,Rundle etal., 2010 . This plurality of approaches is reflected by a large number of different initiatives and projects concerning virtual identities; some frequently updated lists of identity-related efforts can be found on the Internet In previous works of our team (Filipowska and Małyszko, 2013 ,Węckowski, 2012) we have been analysing different approaches to designing, construction and maintenance of virtual identities for Web users. In this paper we continue the research on evolution of virtual identities, which we define as a time-varying and evolving information structure that reflects the information needs of a user.
Wikipedia
We have chosen Polish Wikipedia for building a knowledge base required for establishing and maintaining virtual identities. Wikipedia is a subject of multiple studies, although most of them are devoted to the English version of the service. The main research areas concerning Wikipedia include: structure analysis (Wu etal., 2008 , Kamps and Koolen, 2009 , Shirakawa etal., 2009 , Nuzzolese etal., 2011 , Hanada etal., 2013 , knowledge building (Hieu etal., 2013 , Al-akashi and Inkpen, 2012 , Radhakrishnan and Varma, 2013 or topic detection using Wikipedia (Sato etal., 2010 , Vidal etal., 2012 , Coursey and Mihalcea, 2009 . To the best of our knowledge, there is no other approach for building and maintaining virtual identities based on Wikipedia concepts.
Wikipedia Resources
Our approach to building and evolving virtual identities relays on Wikipedia as a knowledge base. In this section we describe the process of data preparation and the main features of Polish Wikipedia resources.
Data Structure
Wikipedia is internally organised in a quite complex structure. The main objects in Wikipedia database are pages, representing Web pages that can be accessed on the Internet. Every page is associated with a namespace, which describes the content type of the page. Thus, the page can contain e.g. a regular article, a conversation regarding an article, a page template, a help information or a category listing, showing all pages assigned to the category. Additionally, some pages can serve only for redirection to other pages, when there exist multiple synonyms of one concept. There are also pages created strictly for internal Wikipedia management, and they do not contain any encyclopedia-like articles. Other elements of Wikipedia structure are less interesting in terms of building a knowledge base from their content -they regard to image management, user management or statistics and logging.
Our main interest in processing Wikipedia resources was to utilise the structure of links between pages to obtain a semantic network of concepts that the pages refer to. Wikipedia pages are grouped into categories (represented also by pages) that can be recursively grouped into higher order categories. Thanks to this architecture we managed to extract a directed graph, in which the nodes represent concepts from Wikipedia pages and the connections are organised according to the category links between pages. An exemplary fragment of the resulting graph is shown in figure 1.
Data Preparation
Data preparation procedure comprise of a several steps that transform data from Wikipedia database into a graph of concepts, which can be used as a knowledge base for building virtual identities. 1 or 14). Then we drop the category pages that have the same name as the regular pages, this way we receive a set of pages with unique names, which we can use as concept names. After that, the data about connections are extracted from categorylinks to form a graph.
At this stage our resource still needs additional cleaning as some of the extracted concepts origin from Wikipedia pages that are meant for organisational purposes only. There are three main types of Wikipedia pages that should not be included in our knowledge base:
 hidden categories, that are invisible when using Wikipedia, and they are not semantically connected to the pages assigned to them,  disambiguation pages, which help Wikipedia users in navigating, but do not represent different concepts,  administration pages (metapages), that serve only for Wikipedia maintenance.
After removing those elements, we considered the resulting graph of concepts to be suitable to serve as a knowledge base for virtual identities.
Basic Features of Wikipedia-based Resources
The resulting graph of concepts consists of over 1.1 million of nodes and nearly 3 millions of connections. The concepts are connected in a hierarchical manner, every concept can have multiple sub-concepts and multiple super-concepts. An average number of sub-concepts is 25.39 and the average number of sueper-concepts is only 2.34. Distribution of the direct super-concepts count and direct sub-concept count over whole graph is presented in figure 2 and figure 3 respectively. In both cases it can be assumed that the distribution follows approximately the power law (Barabasi and Albert, 1999):
( 1) for a constant C and power y. Using doubly logarithmic scale we can see a well-known shape of degree distribution of social or telecommunication networks (Mislove etal., 2007) . Thus, there is a large number of nodes with only few connections and a small number of nodes having big number of neighbours.
Fig 2: Distribution of direct super-concepts.
A significant number of concepts (over 600 000) are assigned to only one super-concept and over a 1 million of concepts are assigned to less than 4 super-concepts. The maximum number of superconcepts assigned is 82. This means that vast majority of concepts (over 96%) feature with relatively low number of super-concepts assigned. In the case of sub-concepts the distribution is slightly different. The numbers of concepts with 1-3 sub-concepts are around 10 thousand, and only after summing up the concepts with less than 32 sub-concepts will we reach the count of 1 million. The highest numbers of sub-concepts assigned to single super-concept are over 10 000 and refer mainly to some astronomical objects, e.g. asteroids.
As the structure of concepts' connection is derived from a user-created content, the assumed hierarchy may be not coherent -there can be multiple paths leading from a super-concept to any of its distant descendants, and even cycles in the paths, which should not happen in a hierarchical structure. We have applied to our graph the Tarjan's algorithm for finding strongly connected components (Tarjan, 1972) . It resulted in 163 strongly connected components found, which consisted of 488 nodes in total.
The presented features of our knowledge base served for designing algorithms for building and maintaining virtual identities.
4.
Identity Evolution Algorithms
Wikipedia-based Virtual Identities
In our approach the virtual identity is defined as an information structure that reflects the information needs of a user. This can include personal and professional interests, habits, information that the user accesses frequently etc. The information needs can be gathered using different forms of user monitoring, e.g. content extraction from Web pages visited by the user. Then the user's virtual identity can be build as a collection of concepts (regarding the information needs) with weights assigned that indicate the importance of a given concept to the identity. Thus, there is a need for a knowledge base that can provide a stable structure of concepts, and a set of algorithms for assigning users with appropriate concepts accompanied with weights.
In our studies the knowledge base is extracted from Wikipedia pages, as described in Section 3, and the process of gathering user information needs is assumed to the one described in (Filipowska and Małyszko, 2013) . To build a user's virtual identity, the Web pages that he/she visits are being monitored and processed in order to extract the main content of every page together with the most important concepts describing the page. Every day the results of this monitoring are being transformed into an update package, that is meant to modify the state of the user's virtual identity. An update package contains several pieces of data:  a set of concepts, that were extracted from Web pages,  a weight for every concept, showing the percentage of visited Web pages, on which the given concept was found, (a.k.a. update package weights),  the total number of pages visited in the given period,  timestamps indicating the update package period.
Each update package is merged into virtual identity. Firstly, the impact factor of the package is calculated as a relation between the number of visited pages (from the package) to the average number of pages visited daily by the user. The impact factor shows the influence power of the package on the virtual identity -the more Web pages was visited by the user, the more meaningful are the weights of concepts in the package. Then, according to the value of impact factor and the weights from the package, new weights for concepts in the virtual identity are calculated and stored. This allows for incremental construction of virtual identities, that reflects time-varying user information needs.
The following description of algorithms shows how the virtual identity updates are processed and how they benefit from the structured knowledge base.
Weights Update
Weights update algorithm was designed for the purpose of virtual identities evolution. As every identity is defined by a collection of concepts with weights assigned, updating the weights allow for constant adjustments of the identity content to the changing information needs of a user. Initially all weights are set to 0 and during the identity life-cycle they can increase up to 1. Upon new update package arrival, e.g. each day, new weights for concepts in the virtual identity are calculated; it is done in two phases. Firstly, the weights are directly affected by the contents of the package (package weights), and then there is a refinement process of updating weights during propagation.
In the first phase, for every concept in the identity a new weight is calculated according to the formula 2. If a concept is not in the update package, i.e. it was not found on the pages visited by the user, it is assumed that the package weight for the concept is 0.
( 2) where:
-;
-j-th historical weight -a weight of the concept registered before processing the j-th previous means the current concept weight, means the weight before the last package processing, etc.; -history limit -number of historical weights taken into account; -damping factor -a value used for dampening the influence of older historical weights on the newly calculated one; -in the update package;
-impact factor of the update package.
The formula can be summarised as a weighted average of the current and historical weights of a concept and the package weight, where the importance of the components are defined by dumping factor and impact factor respectively. As a result of applying the formula, the weights of concepts in an identity can increase, decrease or remain unchanged. This should reflect changes in the topicality of the pages read by the user. If the user starts a new hobby online or stops visiting some kind of pages due to staring a new job, the corresponding concepts in the virtual identity should update their weights as a result of the changes in the user's behaviour. Taking historical weights into consideration assures that the changes are not happening rapidly but rather smoothly. If in successive update packages the value of package weight for a given concept is stable, then the concept weight in the identity should asymptotically draw near to that value, eventually converging with the real characteristics of information needs.
The second phase of weights update is connected with the propagation process described in section 4.3. From each concept with a non-zero weight in the update package, a propagation process is started to update weights of neighbouring nodes, and for each affected concept a new weight is calculated. There are two differences between the weight calculation in the first and in the second phase. Firstly, the weights of concepts affected by propagation are updated using a lower impact factor, as the value of the factor is divided by the number newly affected concepts on each iteration in the propagation process. Secondly, the update package weight is recalculated for each affected concept according to the formula 3, to be higher than the current weight of the affected concept.
The rationale behind this change is that the propagation is started only from the concepts contained in update package, so the ones that the user was interested in. Thus, the weights of affected concepts should not be allowed to decrease, since lowering of the weights is possible in the first phase.
The two phases of the weights update algorithm allow for adaptive evolution of virtual identity contents to reflect the information needs of a user.
Propagation
Propagation algorithm was designed to allow for having weights updates of a single concept to influence the weights of concepts, that are closely related. This means that when a new update package is being merged into the virtual identity, for each concept in the package the weight from the package updates not only the corresponding concept in the virtual identity, but the weight change is being propagated to other connected concepts. Having well structured knowledge base we can design an identity evolution process that avoids excessive selectivity and allows for better presentation of a user's information needs, e.g. if the user is interested in FC Barcelona and this concept has a high weight in the virtual identity, presumably the concept Football should be influenced to have a nonzero weight.
The propagation algorithm follows the links in the graph of concepts and continues recursivelystarting from an initial node (influenced by an update package) it updates weights of directly connected sub-concepts and super-concepts and then propagates further from every affected sub-and superconcept. If there is more than one path between two concepts, then the shortest path is selected. The influence of propagation should be smaller the further propagation goes and the more concepts are is updated with a weight , during each iteration of propagation the affected concepts are updated with the same weight but the impact is being divided each time by the count of concepts affected in the iteration.
Proposed design of the algorithm allows for providing three basic control parameters: depth limit -the maximum distance, measured in links traversed, between initial concept and any concept affected by propagation; this stops the propagation at a certain depth, impact limit -the minimum value of the impact factor, that allows for continuing propagation; if the impact value will drop below this threshold due to being divided by the number of affected concepts, the propagation will stop there, direction -the way the propagation selects concepts to be affected in each iteration: all -subconcepts and super-concepts from each previously affected node, up -only super-concepts, down -only sub-concepts, up&down -sub-concepts (recursively) and super-concepts (recursively) with no sibling concepts.
The performance of this algorithms, with respond to different parameter sets, is discussed in the section 5.
Experiments
To verify the performance of the algorithms and illustrate the trends in the weight update and the propagation processes, several experiments has been performed.
Weights Update
In the experiment with weights update algorithm we wanted to analyse the weights' change patterns.
In the firs step we wanted to gain some insight in the behaviour of the algorithm, depending on different values of parameters. Then we wanted to investigate how fast the weights are changing as a reaction for a sequence of update packages.
To that end we have selected a random concept that is linked to some sub-concepts and some superconcepts. Using the weights update algorithm, we applied to an empty virtual identity a series of update packages containing only the selected concept with the package weight equal . And we repeated the process for different values of history limit ( ):
. Then we measured the number of steps (update package applied) that is needed to achieve a concept weight that is close to . We assumed to be a fair approximation. Figure 4 shows the results of this analysis.
As expected, the time of convergence increases with the increase of both parameters' values. Although, higher values of induce approximately linear growth of the time, whereas with the time growth is exponential.
Fig 4: Number of steps after which weight gets valuegreater or equal to 0.999
In the second part of the experiment we analysed the changes in the weights updates for a single concept, one of its sub-concepts and one super-concept. Again, we applied a sequence of update packages, with single concept weighted with , until the weight of that concept exceeds and then we applied twice as much empty update packages, to analyse the decreasing pattern. We , . The result are shown in figure 5.
In the examined case the weight arrived at close-to-one value after 227 steps, and after the same number of steps (involving empty packages) it decreased to value less than . The interesting parts are the sub-and super-concept, whose weights growth was affected only by the weights update during propagation. Although their behaviour is similar to the base node, they asymptotically draw near to much lower values. Another issue is the effect of fast decreasing weights just after the point of changing to empty packages. There is a need for further studies if this behaviour is desirable or the changes should be more subtle.
The weights update experiment showed some basic features of a virtual identity evolution in terms of responsiveness of weights value to the new update packages. It also provided us with a rationale for adjusting the algorithm parameters when running in an identity management system. 
Propagation
Experiments concerning propagation algorithm were aimed at analysing the scope of influence with regard to different set of parameters. As a result we wanted to gain a kind of rationale on how to moderate the propagation process in a production environment.
There were two separate experiments for two different propagation directions, namely all and up&down. The experimental ranges for the remaining parameters, upon some preliminary experiments, were determined as follows: depth limit
. In both experiments the propagation process was performed fifteen times (for every combination of and ) from every concept in our knowledge base and the number of affected concepts were counted. The average results are presented in figure 6 and figure 7. As expected, the average number of affected concepts increases with the increase of depth limit and with the decrease of impact limit. The propagation in all directions involve many more affected concepts than the propagation only upwards and only downwards the hierarchy. For depth limit of 2 and 3 with no impact limit, propagation in all directions affects respectively almost 1 thousand and almost 3.5 thousand concepts on average, which is unreasonably high number as for virtual identity purposes. In case of the up&down propagation for the same parameters ranges, the results do not exceed 30 concepts affected. There also can be seen a significant difference between propagation with relatively small impact limit, like , and with . The latter allows for affecting large number of concepts which can be semantically distant from the initial concept.
There is a need for proper adjustment of parameters to keep a balance between selectivity of concepts that are found on Web pages, and overreacting to concepts weights changes. Although the up&down propagation affects significantly less concepts than the all-direction case, only further studies with real users can show if disregarding sibling concepts and propagation only to successors and predecessors sufficiently fills the selectivity gap.
Conclusions and Future Work
In this article we presented the results of a research on building and evolving Wikipedia-based virtual identities. We described the process of extracting structured collection of concepts from Wikipedia and a process of maintaining virtual identities to reflect the time-varying information needs of Web users. We introduced two algorithms -weights update and propagation -which allows for automatic evolution of identities upon new updates from user monitoring systems. The presented experiments introduce some insight into the virtual identities life-cycle and provide a rationale for parameter tuning in a production environment.
The future work will be devoted to some validation tests, involving real Web users. The virtual identities built with the use of the proposed approach should be positively assessed by the users, only then the weights convergence process and the propagation-based filling of the selectivity gap, can be considered appropriate. The users are the ultimate source of information about the quality of the virtual identities and the correct adjustment of methods' parameters.
Another area of research will be analysis of possible exchanging the Wikipedia-based concept graph with DBpedia. This could offer new possibilities of extending the proposed methods with some advanced reasoning and finding additional relations between concepts. However, Polish DBpedia is not yet fully available, and the work on it is an ongoing effort.
