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Mobilni internet visokih prenosnih hitrosti, nizkih zakasnitev ter velike 
razpoložljivosti, selitev storitev in aplikacij v internetni oblak ter razmah interneta 
stvari in komunikacij med napravami je nova stvarnost, s katero se danes soočajo 
operaterji sodobnih komunikacijskih sistemov. Na letnem nivoju že vrsto let sledimo 
trendu povečevanja prenosa podatkovnega prometa, sočasno pa se povečuje tudi 
obseg sistemske signalizacije ter število povezanih naprav. Odgovor na te izzive 
predstavlja razvit paketni sistem (angl. EPS – Evolved Packet System) ter njegova 
evolucijska nadgradnja, tehnologija pete generacije. Z uvajanjem sistema pete 
generacije (angl. 5G – Fifth generation) ter njegovim pozicioniranjem v nove 
industrijske vertikale, kot so energetika, pametna mesta, tovarne 4.0, digitalno zdravje 
in avtonomna vožnja, sodobni mobilni sistemi postajajo tehnološko in zmogljivostno 
še bolj heterogeni, saj bodo morali za svojo uveljavitev in uspešno komercializacijo 
podpirati tudi industrijskim specifikam prilagojene tehnološke rešitve. Takšen primer 
so tudi sistemi za kritične komunikacije, kjer poleg splošnih funkcionalnih in 
nefunkcionalnih zahtev v ospredje stopijo predvsem domensko-pogojene specifike, 
med katere sodijo podpora za sočasno gostovanje v tehnološko različnih dostopovnih 
omrežjih ter možnost združevanja njihovih kapacitet za potrebe zagotavljanja visoke 
razpoložljivosti in učinkovito uravnanjave prometne obremenitve posameznih 
segmentov komunikacijskega omrežja. Današnji operaterji so se tako znašli na 
prelomnici, tako v storitvenem, tehnološkem kot poslovnem smislu, zato bodo morali 
korenito spremeniti koncept načrtovanja, upravljanja in delovanja omrežij ter razviti 
nove modele zaračunavanja ter medsebojnega povezovanja za do nedavnega 
popolnoma ločene industrijske vertikale.  
Navkljub pospešenemu uvajanju tehnologije pete generacije v komercialna 
mobilna omrežja pa je temeljna tehnologija tudi za bodoča omrežja še vedno platforma 
EPS, natančneje radijsko omrežje ter razvito paketno jedro s sistemskimi 
nadgradnjami, saj uvedba radijskega omrežja 5G brez teh danes ni možna. Tehnologija 
EPS je zasnovana v skladu s smernicami sodobnih in odprtih komunikacijskih 
sistemov, ki omogoča ločitev omrežnih funkcij od storitvene logike in s tem neodvisen 
razvoj operaterskih storitvenih ekosistemov, kot je npr. multimedijski podsistem 
internetni protokol (angl. IMS - IP Multimedia Subsystem), kakor tudi popolnoma 
odprtih internetnih storitvenih ekosistemov, kot so npr. Google, Twitter ipd. S 
pomočjo jasno definiranih vmesnikov tehnologija EPS omogoča postavitev enotne 
komunikacijske rešitve, ki med seboj povezuje nabor tehnološko raznolikih fiksnih, 
mobilnih in brezžičnih dostopovnih omrežij in podpira tako storitveno mobilnost kot 
tudi heterogeno omrežno mobilnost med dostopovnimi omrežji iz in izven družine 
partnerskega projekta tretje generacije (angl. 3GPP – 3rd Generation Partnership 
Project). Učinkovita ločitev kontrolne in uporabniške ravnine ter fleksibilnost 





redundance, medsebojne operaterske povezljivosti, gradnje odprtih omrežij ter 
izkoriščanja virov in posameznih komponent sistema, kot so radijski spekter, 
hrbtenične zmogljivosti ter skupna uporaba baznih postaj.  
Vsem prednostim navkljub pa standard EPS ne podpira sočasnega gostovanja 
storitev v več dostopovnih domenah oziroma t.i. več-domnost in ne določa metode in 
mehanizmov za zavedanje trenutnega stanja in zmogljivosti omrežnih virov 
uporabljenega dostopovnega omrežja, ki ne pripada družini tehnologij 3GPP, kamor 
sodijo brezžična, fiksna in satelitska dostopovna omrežja. Posledično EPS ne podpira 
mehanizmov, ki bi zagotovili celovito krmiljenje preko vseh tehnološko raznolikih 
segmentov in bi omogočali dinamično povezavo konteksta storitve na kontekst 
uporabljene dostopovne domene ter s tem razširitev koncepta krmiljenja prometa v 
smeri podpore več-domnosti, ki pa je potrebna za zagotavljanje naprednih omrežnih 
funkcij, pričakovanih v zahtevnih komunikacijskih okoljih, kot so sistemi za kritične 
komunikacije. 
Tematika te doktorske disertacije se ukvarja s sistemi enotnega krmiljenja 
prometa v heterogenem komunikacijskem okolju na osnovi zajema omrežnega, 
transportnega in aplikacijskega konteksta, in sicer s pomočjo razširitev metod in 
mehanizmov upravljanja, administriranja in vzdrževanja (angl. OAM – Operation, 
Administration and Management). Gre za generičen tehnološki okvir, ki pokriva 
področje zavedanja stanja omrežnih virov, zmogljivosti posameznih omrežnih 
segmentov, preverjanje povezljivosti, detekcijo in odkrivanje napak ter s tem povezano 
napredno omrežno upravljanje, ki obsega možnost dinamičnega krmiljenja omrežnih 
virov in prometa. Danes ne obstaja celovit koncept OAM, ki bi zajel vse sloje 
komunikacijskega okolja od fizičnega sloja do aplikacij, obstoječi koncepti so 
domensko specifični in tipično omejeni na tehnologije fizičnega, povezavnega in 
omrežnega sloja ter posledično ne predvidevajo sočasne več-domnosti uporabnika 
oziroma lokalnega omrežja ter s tem razširitev in apliciranje konteksta aplikacij na več 
heterogenih dostopovnih domen sočasno.  
V doktorski disertaciji smo predlagali razširitev mehanizmov omrežnega OAM 
z mehanizmi transportnega in aplikacijskega OAM, ki bo predstavljal enoten okvir za 
zajem karakterističnih parametrov aplikacijskega, transportnega in omrežnega 
konteksta. V ta namen smo zasnovali in pilotno implemenirali heterogen 
širokopasovni sistem za kritične komunikacije, ki temelji na razširjenem konceptu EPS. 
Sistem je zasnovan za potrebe širokopasovnih komunikacij profesionalnih služb javne 
varnosti in povezuje v enotno komunikacijsko rešitev zmogljivosti profesionalnih 
komunikacijskih sistemov ter komercialne mobilne, satelitske in fiksne omrežne 
tehnologije. S pomočjo uporabe napredne kontrolne in podatkovne ravnine sistema, 
ki temelji na tehnologiji mobilnega internetnega protokola verzije 6 za podporo več-
domnemu gostovanju lokalnega omrežja, smo omogočili združevanje kapacitet 
dostopovnih omrežij v zmogljiv logičen komunikacijski kanal, ki omogoča poleg 
povečanja kapacitete sistema tudi vpeljavo naprednih omrežnih storitve, kot sta 





sistem smo implementirali in verificirali na mobilnem, fiksnem in satelitskem sistemu 
nacionalnega operaterja. Rezultati meritev zmogljivosti, ki smo jih izvedli v nekaj 
mesečnem obdobju v urbanem okolju, so potrdili pričakovane prednosti, obenem pa 
pokazali na izziv, ki ga prinaša heterogenost takšnega komunikacijskega okolja, ki se 
je najvidneje izrazil v izstopajoči in karakteristični variaciji zakasnitev in njene 
variance. Rezultati raziskav in testiranj so s tem potrdili, da enega izmed temeljnih 
izzivov heterogenih komunikacijskih okolij predstavlja harmonizacija pogleda na 
tehnološko raznolike dostopovne rešitve. 
Na podlagi teh izsledkov smo podali zasnovo heterogene rešitve OAM (H-
OAM), ki jo lahko transparentno apliciramo na heterogene tehnološke dostopovne 
domene, ter smo jo s pomočjo odprtokodnih in profesionalnih orodij pilotno 
implementirali. Rešitev H-OAM razširja obstoječe standardizirane modele OAM in 
temelji na metodah za zajem omrežnega, transportnega in aplikacijskega konteksta ter 
omogoča dinamičen in kontinuiran zajem karakterističnih parametrov nosilne 
infrastrukture na vertikalnih in horizontalnih nivojih ter na celotni komunikacijski 
poti. S pilotno implementacijo in verifikacijo predlaganega okvirja H-OAM na omrežju 
dveh komercialnih mobilnih operaterjev smo pokazali izvedljivost ter njegovo 
praktično uporabnost v heterogenih komunikacijskih sistemih. Implementacija je 
omogočila preverjanje povezljivosti omrežja in aplikacij, avtomatsko zaznavo in 
odkrivanje napak ter samodejne meritve zmogljivostnih karakteristik s pomočjo mreže 
distribuiranih agentov s podporo za avtonomno delovanje in s centralnim 
upravljanjem. Predlagan koncept H-OAM smo dodatno verificirali še z apliciranjem 
rešitve na zasnovano širokopasovno omrežje za kritične komunikacije, na osnovi česar 
smo empirično potrdili visoko časovno varianco karakteristik, kot so npr. zakasnitve 
in prenosna hitrost obstoječih dostopovnih tehnologij.   
Za potrebe po zagotavljanju dinamičnega prilagajanja in krmiljenja sistemskih 
virov glede na trenuten kontekst aplikacije in končnega uporabnika smo nato podali 
še predlog razširitev mehanizmov krmiljenja z metodo prenosa omrežnega, 
transportnega in aplikacijskega konteksta ter upoštevanjem sočasne več-domnosti 
uporabnika. Metoda temelji na razširitvi obstoječih standardiziranih metod za 
krmiljenje virov z razširitvijo aplikacijske logike krmilnika, ki v odločitveni proces 
vnese t.i. kontekst kakovosti uporabnika, ki vključuje omrežni, transportni in 
aplikacijski konteksta, zajet s pomočjo H-OAM, izračunava objektivno merljivo 
kakovost uporabniške izkušnje in nato ustrezno optimizira rabo razpoložljivih virov 
komunikacijskega sistema. Predlagano rešitev za podporo za več-domnosti lokalnega 
omrežja smo implementirali v obliki razširitve pilotnega sistema za kritične 
komunikacije s podporo mehanizma mobilnega internetnega protokola ter z 
razširitvijo metode za krmiljenje prometnih tokov na podlagi zajetega omrežnega 
konteksta v okviru rešitve H-OAM. Prav tako smo v laboratorijskem okolju vzpostavili 
podsistem za krmiljenje virov in dostopa ter IMS, in na osnovi tega uspešno verificirali 
izvedljivost predloga za razširjeno logiko krmiljenja virov s pomočjo uporabe modela 





zasnovi krmilne rešitve, ki temelji na arhitekturi naslednje generacije, je predlagana 
razširitev logike krmilnika združljiva tudi z najnovejšimi rešitvami za kontrolo politik 
in zaračunavanja, ki jih podpirata EPS in 5G. 
Izjemno hiter tehnološki napredek narekuje nadaljni razvoj predstavljenih rezultatov 
doktorskega dela. Tehnologija 5G uvaja popolnoma nov koncept izvedbe, 
implementacije in operativnega delovanja mobilnih omrežij naslednje generacije, ki 
temelji na storitveno usmerjeni arhitekturi jedrnega sistema in sledi konceptu strogega 
ločevanja uporabniških in kontrolnih funkcij. Elementi krmilne ravnine 5G so 
opredeljeni kot omrežne funkcije z enim logičnim vmesnikom, ki so med seboj 
povezani na principu enotnega vodila. Koncept enotnega vodila omogoča neposredno 
komunikacijo med elementi kontrolne ravnine ter poenostavlja način implementacije 
sistema 5G na osnovi koncepta navideznih omrežnih funkcij. V okviru evropskih 
projektov MATILDA in 5GINFIRE tako že nadgrajujemo zasnovane rešitve z novimi 
tehnološkimi dognanji ter inovativnimi pristopi k virtualizaciji radijskih in jedrnih 
komponent mobilnega sistema ter sistemski orkestraciji, osnovani na omrežnih in 
vertikalnih aplikacijskih orkestratorjih, ki bodo omogočili hitrejšo in bolj učinkovito 
vzpostavitev sodobnih komunikacijskih sistemov, njihovo prilagajanje na nove 
industrijske vertikale, večjo zanesljivost delovanje ter še bolj učinkovito optimizacijo 
razpoložljivih virov. Nenazadnje, predstavljeni rezultati in inovacije tega doktorskega 
dela so omogočili zasnovo novih visoko tehnoloških produktnih rešitev, ki so že 
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Today, the new digital reality that operators of modern communications systems are 
faced with is shaped by a variety of phenomenal technological advancements, 
including, a high-speed, low-latency and high-availability mobile Internet, migration 
of services and applications into the Internet cloud, and the rise of the Internet of 
Things and machine-to-machine communications. The trends of data-based traffic in 
mobile networks has been consistently increasing over the past years, which in parallel 
effects in the equally increasing numbers of the required system-level signalling traffic 
and the number of connected devices. The evolved packet system (EPS) represents an 
answer to these challenges along with its evolutionary successor fifth generation (5G). 
The introduction of 5G and its positioning within new industrial verticals, such as 
energy systems, smart cities, industry 4.0, digital health and autonomous driving, is a 
driving force for further increase in the technological heterogeneity of modern mobile 
systems where a successful rollout and commercialisation of 5G depends among other 
things also on a successful and timely delivery of technological solutions that comply 
with particular specifics of each vertical industry. Emergency communications 
represent such an example where general functional and non-functional requirements 
are further complemented with domain-specific expectations, including support for 
multi-homing in technologically diverse access systems and possibilities for capacity 
and performance bundling to deliver improved availability and efficient load 
balancing of individual segments of the communications systems. As a result, the 
operators and service providers are today faced with ground-breaking changes both 
technology and service wise as well as in terms of their businesses, and are forced to 
drastically redesign their concepts of network design, management and operation as 
well as develop new business models that will cater for newly interconnected vertical 
sectors.  
Despite the fast pace of introducing 5G into commercial networks, the EPS with the 
radio network and the evolved packet core with further system upgrades still serves 
as the baseline technology for future networks and is currently a prerequisite for 
deployment of 5G new radio. The EPS technology design is in line with the general 
guidelines for building modern and open communications systems based on clear 
separation of network and service logic and with that independent development of 
operator-grade service ecosystems, such as internet protocol multimedia subsystem 
(IMS), as well as open Internet-based service platforms, such as Google, Twitter etc.  
Clearly defined interfaces enable deployment of unified communications solutions 
that are capable of interconnecting a range of technologically heterogeneous fixed, 
wireless and mobile access domains and support both service mobility and 
heterogeneous network mobility within and beyond the 3rd Generation Partnership 
Project family (3GPP) of technologies. By efficiently separating the control and user 
planes combined with flexible access signalling, such solutions allow for adaptivity 





and efficiency of resource usage, such as radio spectrum, core capabilities and base 
station sharing. 
However, in spite of the aforementioned benefits, the EPS does not support multi-
homing of applications in multiple access domains simultaneously, and does not 
provide methods and mechanisms for state and capability awareness of the currently 
used access network resources that fall outside of the 3GPP family, which includes 
wireless, fixed and satellite access networks. Consequently, the EPS does not support 
mechanisms for end-to-end resource control reaching across all technologically 
diverse network segments that would enable a dynamic correlation between service 
contexts and access domain contexts and with that establishment of extended resource 
control mechanisms with multi-homing support, which is a required feature for the 
delivery of the expected advanced network functions in more demanding 
communications environments, such as emergency communications. 
The topic of this PhD thesis addressed the topic of unified resource control systems in 
heterogeneous communications environments based on network, transport and 
application context capture by means of extending the operations, administration and 
maintenance (OAM) methods and models. The generic technological framework 
encompasses advanced state awareness mechanisms on the level of network resources, 
network segment capacities, connectivity checks, detection and discovery of errors and 
the pertaining advanced network management that supports dynamic network 
resource and load control. To the best of our knowledge no such advanced OAM 
concepts exist today that would encompass all communications layers from physical 
layer to applications; existing concepts are domain-specific and typically limited to 
physical, transport and network layer technologies and consequently do not foresee 
simultaneous user or access multi-homing with advanced application-level context 
awareness. 
In this thesis we propose extensions of the network OAM mechanisms with additional 
transport and application OAM mechanisms, which together have the capability to 
deliver a complete framework for capture of characteristic contextual parameters on 
application, transport and network layers. To do so, we have design and pilot 
implemented an EPS-based heterogeneous broadband critical communications 
system. The system is designed according to the needs of professional public safety 
services, delivers broadband communications capabilities and is capable of 
interconnecting capabilities of dedicated professional systems with commercial 
mobile, satellite and fixed technologies into a unified communications solutions. By 
means of advanced IPv6-based access and data layers with multi-homing support, the 
system is capable of bundling available access network capacities into a single logical 
communications channel that allows for an increased system capacity as well as 
introduction of advanced network services, such as high availability and load 
balancing. We have implemented and verified the designed system in a mobile, fixed 
and satellite network of the Slovenian national operator. The results of capabilities 





environment have confirmed the expected benefits and have at the same time 
emphasized the challenges associated with managing such heterogeneity, most 
importantly by demonstrating characteristic delay and jitter variations. This confirms 
the presumption that access diversity management and harmonisation indeed 
represent one of the baseline challenges of heterogeneous communications 
environments. 
Based on these findings, we have designed and pilot implemented a heterogeneous 
OAM solution (H-OAM) that can be transparently applied to technologically 
heterogeneous access domains. The H-OAM solution extends existing standardised 
OAM models and is based on methods for network, transport and application context 
capture and enables a continuous and dynamic capture of characteristic end-to-end 
core infrastructure parameters on both vertical and horizontal layers. The pilot 
implementation and verification of the proposed H-OAM framework in the networks 
of two commercial mobile operators have confirmed its feasibility and usefulness in 
practice in heterogeneous communications systems. The implementation enabled 
monitoring and probing of network and application connectivity, automatic detection 
and discovery of errors and automated performance measurements by means of a 
centrally managed network of autonomous distributed agent probes. The proposed H-
OAM concept has been additionally verified in the implemented critical 
communications solution, the results of which have empirically confirmed the 
anticipated high time variance of the monitored characteristics, including delays and 
transfer speeds of existing access technologies. 
 
To address the need for dynamic adaptivity and resource control based on the current 
context of the used application and the end-user herself, we have proposed also 
extensions of resource control mechanisms by means of network, transport and 
application context transfer, taking into account also user multi-homing aspects. The 
method extends existing standardised methods for resource control and extends the 
controlled logic to introduce into the decision making process the so called quality 
context of the user, which is based on the network, transport and application context 
captured with the H-OAM solution and calculates objectively measurable quality of 
user experience, which represent an input for resource usage optimisation. The 
proposed access network multi-homing support solution has been implemented as an 
extension of the critical communications system using mobile internet protocol 
mechanism and by means of extending the traffic control methods based on the 
captured H-OAM network context. Also, we have set up a combined resource control 
and service logic solution in the laboratory environment based on RACS and IMS 
functions and have verified the feasibility of implementing an extended resource 
control logic using quality context modelling. By using a technology agnostic approach 
in the design of the next generation network (NGN) based control solution, the 
proposed controller logic extensions are compatible also with the latest policy control 






The unprecedented pace of technological advancements dictates further development 
and extensions of the presented results of this thesis. The 5G technology is now 
introducing a redesigned concept of design, deployment and operation of next 
generation mobile networks, which is based on service oriented architecture of the core 
system and implements strict separation of user and control functions. 5G control layer 
elements are defined as network functions with a unified logical interface that are 
interconnected through a shared communications bus. This concept enables direct 
communication between control layer elements and simplifies the implementation of 
the 5G system by means of the virtual network functions (VNF) concept. 
Consequently, we are already in the process of upgrading the designed solutions as 
part of two ongoing EU research and innovation projects MATILDA and 5GINFIRE, 
focused primarily on virtualisation of radio and core mobile network components, 
their customisations for specific industrial verticals, improvement of reliability and 
optimisation of resource usage. Last but not least, the presented results and 
innovations have been included in the design of technology intensive products, which 
have already been successfully commercialised in a start-up company. 
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Mobilni internet visokih prenosnih hitrosti, nizkih zakasnitev ter velike 
razpoložljivosti (angl. Tactile Internet) je nova stvarnost, s katero se danes soočajo 
operaterji sodobnih komunikacijskih sistemov. Razmaha novih več-funkcijskih 
mobilnih terminalov, uveljavljanje interneta stvari (angl. IoT – Internet of Things), 
selitev storitev v »internetni oblak« in vse večja razširjenost koncepta komunikacije 
stroj-stroj (angl. M2M – Machine to Machine) preko internetne domene, vnašajo nove 
prometne vzorce, tako na nivoju uporabniške ravnine kot sistemske signalizacije. Na 
letnem nivoju že vrsto let sledimo trendu povečevanja prenosa podatkovnega 
prometa, sočasno pa se povečuje tudi obseg sistemske signalizacije ter število 
povezanih naprav [1]. Dodatno dinamiko v že tako kompleksno mobilno domeno 
vnaša razvijajoči se internet stvari ter peta generacija mobilnih tehnologij (angl. 5G – 
5th Generation) [2].  
Internet stvari omogoča neposredno komunikacijo M2M, zaradi katere se 
drastično povečuje število komunikacijskih naprav, priključenih v mobilni internetni 
sistem [3], hkrati pa imajo naprave M2M nove prometne značilnosti, saj sistem IoT 
združuje v enotno komunikacijsko rešitev tradicionalno nepovezane silose, od naprav 
hišne avtomatizacije, bele tehnike in zabave, do profesionalnih poslovnih rešitev in 
sistemov družbenega pomena, kot so sistemi za elektronsko cestninjenje in elektronski 
nadzor prometa.  
Razvit paketni sistem (angl. EPS – Evolved Packet System) predstavlja danes 
globalno razširjen, zmogljiv in visoko skalabilen komunikacijski sistem četrte 
generacije (angl. 4G – 4th Generation) [4], ki podaja odgovore na izzive obstoječega in 
prihajajočega interneta vsega (angl. IoE – Internet of Everything). EPS združuje 
tehnološko dovršen radijski mobilni sistem (angl. LTE – Long Term Evolution) ter 
modularno zasnovano mobilno jedro (angl. EPC – Evolved Packet Core) [5], [6], preko 
katerega se izvaja povezovanje v storitvene podsistem ponudnikov aplikacij.  
Sistem 5G predstavlja najnovejšo mobilno tehnologijo, ki pa že v osnovnih 
izhodiščih [7] in arhitekturni zasnovi [2] presega koncepte obstoječih mobilnih 
sistemov in se tako načrtno pozicionira tudi kot rešitev za nove industrijske vertikale 
[8], [9]. Slednje predstavljajo komunikacije v energetiki, pametnih mestih, tovarnah 4.0 
in rešitve za kritične komunikacije. Komunikacija med napravami ter širši koncept 
interneta stvari predstavljata enega izmed ključnih izzivov, ki jih z uvedbo 
mehanizmov za množično komunikacijo med stroji (angl. mMTC – massive Machine 
Type Communications) in rešitvami za zelo zanesljive komunikacije z nizkimi 
zakasnitvami (angl. URLLC – Ultra-Reliable Low-Latency Communication) naslavlja 
tehnologija 5G (angl. 5th Generation). 
Sodobni mobilni sistemi tako postajajo tehnološko in zmogljivostno še bolj 
heterogeni, saj bodo morali za svojo široko uveljavitev in uspešno komercializacijo 





operaterji so se znašli na prelomnici, tako v storitvenem, tehnološkem kot poslovnem 
smislu, zato bodo morali korenito spremeniti koncept načrtovanja, upravljanja in 
delovanja omrežij ter razviti nove modele zaračunavanja ter medsebojnega 
povezovanja za do nedavnega popolnoma ločene industrijske vertikale.  
Navkljub pospešenemu uvajanju tehnologije 5G v komercialna mobilna omrežja 
radijsko omrežje LTE ter jedro EPC s sistemskimi nadgradnjami še vedno predstavljata 
temelj tudi bodočih mobilnih rešitev, brez katerih vpeljava trenutne verzije radijskega 
omrežja 5G1 (angl. 5G NR - 5G New Radio) v komercialne mobilne sisteme danes ne 
bi bila mogoča. EPS s svojimi nadgradnjami v smeri podpore 5G prinaša operaterjem 
nove, še neizkoriščene zmožnosti, kot je povezovanje heterogenih mobilnih in fiksnih 
dostopovnih domen (EDGE, UMTS, HSPA, LTE, NB-IoT, 5G NR, satelitski dostop, 
WiFi, WiMAX, xDSL, FTTH, DOCSIS) v enotno komunikacijsko platformo [5]. Zaradi 
stroge ločitve kontrolne in podatkovne ravnine mobilnega sistema (angl. CUPS – 
Control and User Plane Separation) [6] mogoča preprosto in neodvisno razširljivost 
dostopovnih in hrbteničnih omrežnih komponent, kar operaterju zagotavlja postopno 
in dolgotrajno rast in optimizacijo sistema glede na različne ciljne parametre: število 
priključenih uporabnikov, tip in količina terminalov, zahtevana kakovost storitve 
(angl. QoS - Quality of Service) ter prometne značilnosti uporabljenih storitev in 
aplikacij.  
Standardizirana tehnološka zasnova sistema z jasno definiranimi vmesniki 
omogoča postavitev enotne komunikacijske rešitve z elementi različnih proizvajalcev, 
ki lahko med seboj povežejo tehnološko in zmogljivostno ne-heterogena dostopovna 
omrežja. Uporaba preizkušenih šifrirnih metod in varnostnih procedur, kot so 
dogovor o avtentikaciji in ključih (angl. AKA – Authentication and Key Agreement) in 
razširljiv avtentikacijski protokol (angl. EAP-AKA – Extensible Authentication 
Protocol-AKA), napredni enkripcijski standard (angl. AES – Advanced Encryption 
Standard) ter zgoščevalna koda za avtentikacijo sporočil (angl. HMAC – Hash-based 
Message Authentication Code), uporabnikom sistema nudi visoko stopnjo varnosti in 
zasebnosti komunikacije, ne glede na to, katero dostopovno domeno uporabnik 
trenutno uporablja [10]. Ločitev kontrolne in uporabniške ravnine ter fleksibilnost 
dostopovne signalizacije omogočata prilagodljivost rešitve EPS tudi s stališča 
medsebojne operaterske povezljivosti, gradnje odprtih omrežij in izkoriščanja virov in 
posameznih komponent sistema, kot so radijski spekter, hrbtenične zmogljivosti ter 
skupna uporaba baznih postaj in drugih aktivnih elementov. Na osnovi teh 
mehanizmov je omogočena tudi vpeljava redundance, ki še dodatno 
povečazanesljivost delovanja mobilnega sistema ter razpoložljivost storitev. Širok 
nabor standardiziranih mehanizmov za zagotavljane QoS [4], razširjena signalizacija 
tunelirnega protokola GTP (angl. GPRS Tunneling Protocol) ter uvedba koncepta za 
krmiljenje politik in zaračunavanje (angl. PCC – Policy Charging Control) [4] 
                                               
1 Danes se vpeljuje tehnologija 5G v ne-samostojnem načinu (angl. NSA – Non-standalone) kjer kontrolno ravnin 





omogočajo sistemu EPS visoko stopnjo dinamike pri zagotavljanju QoS, ki lahko 
upošteva zahteve uporabnikov ter trenutne potrebe izvajanih storitev. Poleg storitvene 
mobilnosti je omogočena tudi heterogena omrežna mobilnost, tako med tehnologijami 
iz družine partnerskega projekta tretje generacije (angl. 3GPP – 3rd Generation 
Partnership Project), ki je izvedena na osnovi tunelirnega protokola GTP, kakor tudi z 
drugimi ne-3GPP sistemi, kar omogoča mehanizem PMIPv6/GRE (angl. Proxy Mobile 
IPv6 / Generic Routing Encapsulation) [5]. Kot lahko upravičeno pričakujemo od 
mobilnih rešitev, tudi platforma EPS omogoča standardiziran način 
medoperaterskega povezovanja in zaračunavanja storitev, kar predstavlja osnovo za 
omogočanje povezljivost v mednarodnem okolju, na osnovi katere je zagotovljeno 
gostovanje uporabnikov, tako v mobilnih kot tudi drugih komunikacijskih domenah 
[5]. 
Heterogen komunikacijski sistem na osnovi tehnologije EPS prinaša prednosti 
tako končnim uporabnikom kot tudi omrežnim in storitvenim operaterjem, saj bodo ti 
lahko na osnovi ekonomije obsega in združevalnih učinkov znižali stroške delovanja 
omrežja (angl. OPEX – OPerating EXpenditures) ter izdatke naložb v osnovna sredstva 
(angl. CAPEX – CAPital EXpenditures). Največ tehnoloških, uporabniških in finančnih 
prednosti pa bodo seveda uživali končni uporabniki. Storitve in aplikacije bodo 
zmogljivejše, prijaznejše, predvsem pa transparentno dostopne. 
Zaradi predstavljenih prednosti rešitve EPS in njegove nadgradljivosti v smeri 
podpore 5G, smo ga izbrali kot primarno tehnološko rešitev za verifikacijo zastavljenih 
konceptov doktorskega dela. 
 
1.1 Evolucija paketnega sistema v smeri 5G 
 
EPS, osnovan na konceptu »vse IP« (angl. All IP), omogoča združevanje heterogenih 
komunikacijskih rešitev, ki zajemajo mobilne, brezžične in fiksne tehnologije, v enotno 
komunikacijsko platformo in trenutno predstavlja predpogoj za implementacijo 
naslednje generacije radijskega dostopovnega omrežja 5G NR, v načinu NSA (angl. 
Non Stand Alone), kjer radijski sistem LTE in jedrni elementi EPC še vedno izvajajo 
vse kontrolne in krmilne funkcije mobilnega sistema. V standardizacijiskem procesu 
5G se že predvidevajo dodatno razširitev paketnega jedra 5G tudi v smeri vključevanja 
satelitskih dostopovnih domen [9], ki predstavljajo zadnji manjkajoči globalno 
razširjen dostopovni segment širokopasovnih omrežjih.  
Obstoječa platforma EPS je zasnovana v skladu s smernicami sodobnih in odprtih 
komunikacijskih sistemov, ki omogočajo ločitev omrežnih funkcij od storitvene logike 
[4] ter s tem neodvisen razvoj operaterskih storitvenih ekosistemov, ki so lahko 
izvedeni na platformi IMS (angl. IP Multimedia Subsystem), kakor tudi popolnoma 
odprtih internetnih storitvenih ekosistemov, imenovanih »prekrivne rešitve« (angl. 
OTT – Over-The-Top), med katerimi so danes najbolj prepoznavni Google, Twitter, 





Sklopljen mobilen, brezžičen in fiksen sistem bo postal s stališča storitev in 
aplikacij enotna platforma, zato ne bo več potrebe po zavedanju o trenutnem stanju 
sistema na nivoju aplikacijske logike, sledenju trenutne prisotnosti ter ugotavljanju 
zmogljivosti izbrane fiksne, brezžične in mobilne domene, saj bo za prenos omrežnih 
kontekstov, kot so varnost, ohranjanje seje, QoS itd., transparentno poskrbelo omrežje 
samo. Kompleksnost razvoja storitev in aplikacij, predvsem pa njihova uporaba s 
stališča končnih uporabnikov, se bo tako zmanjšala. Arhitektura razširjenega sistema 
EPS, ki omogoča tudi integracijo z ne-3GPP sistemi, definira sledeče omrežne funkcije 
[4], [5]. 
• Enotna avtentikacija in avtorizacija: avtentikacija in avtorizacija se izvajata na osnovi 
varnostnih procedur AKA. Na radijskem delu omrežja ne-3GPP (npr. WiFi) se 
sporočila EAP-AKA prenašajo prek protokola 802.1X, med terminalom (angl. UE – 
User Equipment) in brezžično dostopovno točko (angl. AP – Access Point), na 
hrbteničnem delu omrežja, med točko AP in strežnikom 3GPP AAA (angl. 
Authentication, Authorization and Accounting), pa prek vmesnika, ki temelji na 
protokolu Diameter. Identifikacija terminala UE poteka na osnovi mednarodne 
identitete mobilnega naročnika, ki se na WiFi domeni prenaša v obliki NAI (angl. 
Network Access Identifier) v okviru procedure EAP-AKA. 
• Avtorizacija terminala: je omogočena na osnovi identifikatorja IMEI (angl. 
International Mobile Equipment Identity), ki ga posreduje terminal UE v procesu 
avtentikacije, t.j. s proceduro EAP-AKA. 
• Prenos varnostnega konteksta med rešitvami 3GPP in ne-3GPP: LTE in npr. WiFi 
omogočata zagotavljanje zasebnosti in integritet prenašanega uporabniškega 
prometa in signalizacije. Varnostne storitve v obeh domenah lahko temeljijo na 
uporabi mehanizma AES tako, da je omogočena ekvivalentna stopnja varnosti na 
obeh dostopovnih sistemih. 
• Mobilnost in ohranjanje seje: kontrolna ravnina, na kateri temelji funkcija 
uporabniške mobilnosti, je izvedena na protokolu ter tunelskem mehanizmu GRE, 
ki zagotavlja podatkovno ravnino sistema. V razvoju so tudi razširitvene opcije 
protokola GTP, ki bodo omogočale zamenjavo mehanizma PMIPv6/GRE na 
vmesniku S2a, ki predstavlja povezavo proti dostopovnim tehnologijam ne-3GPP.  
• Transparentnost dostopa uporabnika do storitev: koncept dinamične izbire storitvenega 
podomrežja (angl. PDN – Packet Data Network) se izvaja z enakimi mehanizmi na 
obeh dostopovnih sistemih, 3GPP in ne-3GPP. Izbira storitvenega omrežja poteka 
na osnovi posredovanega naslova APN (angl. Access Point Name) s strani 
terminala UE oziroma HSS (angl. Home Subscriber Server). Tuneliranje 
uporabniškega prometa do domene PDN pa poteka preko mehanizma 
PMIPv6/GRE.  
• Gostovanje uporabnikov: informacija o kodi države MCC (angl. Mobile Country 
Code) in kodi omrežja MNC (angl. Mobile Network Code), ki se nahaja v naslovu 
NAI in je posredovana s strani terminala UE ob avtentikaciji, se s strani dostopovne 





se bo izvedla avtentikacija in avtorizacija uporabnika. Na osnovi kode NAI in 
naslova APN, pa ima dostopovna domena dovolj informacij, da za gostujočega 
uporabnika poišče domače mobilno omrežje (angl. PLMN – Packet Land Mobile 
Network) in potrebne omrežne elemente (strežnik 3GPP AAA, vozlišče P-GW ter 
entiteto za dinamično krmiljenje zmogljivosti).  
• Ohranjanje dogovorjenega nivoja QoS: mehanizem PMIPv6/GRE v osnovi ne omogoča 
prenosa signalizacije QoS od vozlišča P-GW proti dostopovnem prehodu ne-3GPP, 
kjer se izvaja funkcija MAG (angl. Mobile Access Gateway). S podporo funkcije 
BBERF (angl. Bearer Binding and Event Reporting Function), na dostopovnem 
prehodu ne-3GPP, se lahko omogoči tudi prenos signalizacije QoS med funkcijo 
kontrole politiki in zaračunavanja (angl. PCRF – Policy and Charging Rules 
Function) in dostopovno domeno ter s tem prenos konteksta QoS, ko uporabnik 
prehaja med mobilno domeno 3GPP in dostopovno domeno ne-3GPP. 
 
1.2 Več-domnost in krmiljenje prometa 
 
Navkljub dobro definiranim omrežnim primitivom in široki podpori temeljnih 
omrežnih funkcij, standard EPS [5] predvideva storitveno gostovanje le v eni 
dostopovni domeni sočasno. Koncept mobilnosti uporabnika oz. mobilnosti lokalnega 
omrežja, ki bi imel omogočeno sočasno gostovanje storitve na več dostopovnih 
domenah, v trenutnem standardu ni predviden. Za podporo več-domnosti bo tako 
potrebno razširiti kontrolno in podatkovno ravnino EPS z mehanizmi dvojnega 
protokolnega sklada mobilnega protokola verzije 6 [11], [12] in omrežnega mobilnega 
protokola [13], [14], oziroma v prihodnosti s prehodom na mobilno jedro 5G (angl. 5GS 
– 5G System) [2].   
Standard EPS [5] prav tako ne določa metode in mehanizmov za zavedanje 
trenutnega stanja in zmogljivosti omrežnih virov uporabljenega dostopovnega 
omrežja, ki izhajajo iz družine ne-3GPP tehnoloških rešitev, med katere spadajo 
brezžične, fiksne in satelitske dostopovne domene. S tem pa tudi ni določen okvir 
krmiljenja heterogeno zasnovanega mobilnega sistema [15], [16], [17], ki bi omogočal 
dinamično povezavo konteksta storitve na kontekst uporabljene dostopovne domene 
ter razširitev koncepta krmiljenja prometa v smeri podpore več-domnosti, ki pa je 
potrebna za zagotavljanje naprednih omrežnih funkcij, pričakovanih v zahtevnih 








1.3 Heterogena komunikacijska omrežja za kritične 
komunikacije 
 
EPS s pripadajočimi zmogljivostmi predstavlja eno izmed ključnih evolucijskih 
tehnologij tako za komercialne komunikacije kot tudi za profesionalne sisteme, kamor 
sodijo tudi kritične komunikacije. V tovrstnih sistemih v ospredje stopijo poleg 
splošnih funkcionalnih in nefunkcionalnih zahtev tudi domensko-pogojene specifike, 
kar posledično pomeni dodatne specifike tako pri načtovanju kot pri implementaciji 
sicer standardiziranih tehnologij. Navadeni izzivi so v nadaljevanju ilustrirani na 
primeru heterogenega komunikacijskega sistema za kritične komunikacije, ki temelji 
na razširjenem konceptu EPS. 
Rešitev A-ERCS (angl. Advanced – Emergency Response Communications 
System) [16] predstavlja primer pilotne vzpostavitve heterogenega komunikacijksega 
sistema za kritične komunikacije na temelju razširjenega koncepta EPS, ki smo jo 
implementirali v Sloveniji na mobilnem, fiksnem in satelitskem omrežju nacionalnega 
operaterja. Rešitev smo razvili v okviru evropskega projekta GEN6 [11] za potrebe 
širokopasovnih komunikacij profesionalnih služb javne varnosti. A-ERCS predstavlja 
heterogen komunikacijski sistem za zaščito in reševanje naslednje generacije, ki 
povezuje v enotno komunikacijsko rešitev zmogljivosti profesionalnih 
komunikacijskih sistemov, kot tudi komercialne mobilne, satelitske in fiksne omrežne 
tehnologije. Na osnovi uporabe napredne kontrolne in podatkovne ravnine sistema, ki 
temelji na tehnologiji mobilnega internetnega protokola verzije 6 za podporo več-
domnemu gostovanju lokalnega omrežja [14], je omogočeno združevanje kapacitet 
tehnološko raznolokih dostopovnih omrežij v zmogljiv logičen komunikacijski kanal, 
ki omogoča poleg povečanja kapacitete sistema tudi vpeljavo naprednih omrežnih 










Inovacija v obliki sočasnega gostovanja na več dostopovnih omrežjih poleg 
prednosti, ki se odražajo v povečanju kapacitet in razpoložljivosti, prinaša tudi 
tehnološke in znanstvene izzive. Najbolj izstopajoč in karakterističen parameter 
predstavljajo zakasnitve in variacija zakasnitev, ki so domensko in tehnološko 
pogojene. Glede na rezultate meritev zmogljivosti heterogenega komunikacijskega 
sistema, ki smo jih izvedli v nekaj mesečnem obdobju v urbanem okolju, so odstopanja 
pri zakasnitvah in variaciji zakasnitev izbranih dostopovnih domen velika. Kot je 
pričakovati iz izvedenih meritev [18], daje tehnologija LTE najboljše rezultate 
(zakasnitve podatkovne ravnine pod 50 ms), sledi tehnologija HSPA (angl. High Speed 
Packet Access) z zakasnitvami podatkovne ravnine pod 100 ms (v 97 % meritev), 
največje zakasnitve (prek 600 ms) pa lahko pričakujemo pri satelitskem dostopovnem 
sistemu. Slednje lahko pripišemo predvsem geostacionarni poziciji komunikacijskega 
satelita, ki se nahaja 35786 km nad ekvatorjem, zato prihajajo do izraza visoke 
propagacijske zakasnitve. Heterogenost komunikacijske rešitve se tako odraža tudi v 
heterogenosti in časovni varianci zmogljivostnih karakteristik, ki lahko v primeru 
zakasnitve nihajo med 10 ms in 750 ms.  
Za zagotavljanje ustreznega nivoja QoS aplikacijam oziroma doseganje 
pričakovanega zadovoljstva uporabnikov (angl. QoE – Quality of Experience) je 
potrebno poznavanje kapacitet vseh omrežnih segmentov komunikacijske rešitve ter 
dinamično prilagajanje in krmiljenje sistemskih virov glede na trenuten kontekst 
aplikacije in končnega uporabnika.  
Širšo uporabnost predlaganega koncepta krmiljenja na osnovi zajema 
aplikacijskega konteksta, kjer izvajanje krmiljenja temelji tudi na upoštevanju metrike 
QoE, najlažje predstavimo na konkretnem primeru pretočne video vsebine. Ker 
koncept QoE zajema bogatejši nabor parametrov kot omrežni QoS, lahko zajamemo 
tudi širši kontekst uporabe aplikacije s tipom terminala in okoljem, kjer uporabnik 
storitev uporablja. Uporabniki namreč podzavestno prilagodimo pričakovanja 
konkretni situaciji, npr. če uporabljamo aplikacije na mobilnem terminalu na poti ali 
pa v domačem okolju na konzoli IP TV (angl. Internet Protocol Television). Operater 
oz. ponudnik aplikacije lahko tako targetirano prilagodi (glede na terminal in 
uporabnikovo okolje) video podatkovni tok, zmanjša ali pa poveča ločljivost in 
kakovost videa, slednje pa se na omrežnem nivoju neposredno odraža v zahtevanem 
bitnem pretoku in zahtevah QoS do omrežja. Končni učinek QoE pri uporabi storitve 
se s stališča uporabnika ne zmanjša, optimizacija pa se odraža v zmogljivostnih 
potrebah in zahtevah QoS do omrežja.   
 
Tako QoS kot tudi QoE sta v kritičnih komunikacijah ključnega pomena. 
Temeljni nerešeni izzivi predstavljenega širokopasovnega komunikacijskega sistema 
za kritične komunikacije, temelječega na konceptih EPS, so:  






• Mehanizmi in metode za dinamičen zajem omrežnega konteksta dostopovne 
domene oz. njenih karakterističnih zmogljivostnih parametrov. 
• Mehanizmi za zavedanje karakteristik uporabljenih storitvenih tokov in metode za 
njihovo optimalno apliciranje na razpoložljive dostopovne komunikacijske 
domene. 
• Centralizirano krmiljenje storitvenih prometnih tokov in njihovo krmiljenje 
skladno s trenutnimi zmogljivostmi razpoložljivih dostopovnih domen.  
• Mehanizmi in metode za merjenje vplivov krmiljenja na zmogljivosti 
transportnega in aplikacijskega sloja heterogenega komunikacijskega sistema. 
 
1.4 Predstavitev ožjega znanstvenega področja  
 
Glede na predstavljene ugotovitve smo ožje znanstveno področje doktorskega dela 
usmerili v sisteme enotnega krmiljenja prometa v heterogenem komunikacijskem 
sistemu na osnovi zajema omrežnega, transportnega in aplikacijskega konteksta, in 
sicer s pomočjo razširitev metod in mehanizmov upravljanja, administriranja in 
vzdrževanja (angl. OAM – Operation, Administration and Management).  
Koncept OAM predstavlja generičen tehnološki okvir, ki pokriva področje 
zavedanja stanja omrežnih virov, zmogljivosti posameznih omrežnih segmentov, 
preverjanje povezljivosti, detekcijo in odkrivanje napak ter omrežno upravljanje [35]. 
Slednji predstavlja standardiziran tehnološki okvir za črpanje informacij o stanju virov 
različnih dostopovnih domen ter s tem možnost dinamičnega krmiljenja omrežnih 
virov in prometa preko standardiziranih mehanizmov, definiranih za omrežne 
arhitekture NGN (angl. Next generation Network) [95], [98], [99], 3GPP [96], [97], 
WiMAX [102], CABLE LABS [100], [101], BB Forum [103] in IETF [94].  
Navkljub pomembnosti mehanizmov in metod OAM za delovanje sodobnih 
komunikacijskih rešitev ne obstaja enoten pogled na koncept OAM, zato med 
standardizacijskimi organizacijami prihaja do odstopanj pri podprtih funkcijah in 
mehanizmih [35]. Po pregledu strokovne literature s področja standardizacije, 
specifikacij in priporočil v Mednarodni telekomunikacijski zvezi (angl. ITU-T – 
International Telecommunication Union-Telecommunication) [37], [38], [39], [40], [41], 
[64], [65], [67], [68], [69], Delovni skupini za internetsko inženirstvo (angl. IETF – 
International Engineering Task Force)  [19], [20], [21], [22], [23], [24], [25], [26], [27], 
[28], [29], [30], [31], [32], [33], [34], [35], [36], [44], [45], [46], [47], [48], [49], [50], [51], 
[52], [53], [54], [55], [56], [57], [58], [59], [60], [61], [62], [63], [64], [65], [66], [67], [68], 
[69], [70], [71], [72], [73], [74], [75], [76], [77], [78], [79], [80], [81], Forumu mestni 
Ethernet (angl. MEF – Metropolitan Ethernet Forum) [42], Inštituta inženirjev 
elektrotehnike in elektronike (angl. IEEE – Institute of Electrical and Electronics 





[89], [90], [91], [92], [93] ugotavljamo, da ne obstaja okvir, ki bi definiral koncept OAM 
na transportnem in aplikacijskem sloju protokolnega sklada TCP/IP (angl. 
Transmission Control Protocol/Internet Protocol) oziroma na transportnem, sejnem, 
predstavitvenem in aplikacijskem sloju protokolnega sklada OSI (angl. Open System 
Interconnection). Vse obstoječe metode in koncepti so omejeni na tehnologije fizičnega, 
povezavnega in omrežnega sloja protokolnega sklada TCP/IP in OSI. Prav tako so 
analizirane metode praviloma domensko specifične in so vezane na posamezen 
protokol (npr. GTP, IPv4, IPv6) oziroma družino tehnologij (npr. Ethernet, 
MetroEthernet, MPLS).  
Po pregledu virov in standardizacije s področja dinamičnega krmiljenja 
omrežnih virov ugotavljamo, da so obstoječi mehanizmi za krmiljenje domensko 
specifični. Omrežne arhitekture krmiljenja [95], [98] in [99] so optimizirane za NGN, v 
dokumentih [97] in [96] so določene krmilne funkcije za mobilne sisteme 3GPP, 
standard [102] je omejen na domeno WiMAX, specifikacije [100] in [101] na sisteme 
CABLE LABS, arhitektura [103] pa na sisteme xDSL in FTTH. Posledično te arhitekture 
zato tudi ne predvidevajo sočasne več-domnosti uporabnika oziroma lokalnega 
omrežja ter s tem razširitev in apliciranje konteksta aplikacij na več heterogenih 
dostopovnih domen sočasno.  
Temeljni izziv heterogenih komunikacijskih okolij tako predstavlja 
harmonizacija pogleda na tehnološko različna dostopovna omrežja ter koncept 
njihovega enotnega krmiljenja. Pregled znanstvene in strokovne literature narekuje 
zasnovo novega modela OAM, ki vključuje v enoten okvir horizontalne in vertikalne 
ravni heterogenih komunikacijskih domen in bo omogočal enotno krmiljenje virov 
konvergentnega komunikacijskega sistema na osnovi zajema omrežnega, 
transportnega in aplikacijskega konteksta. Slednja metoda predstavlja krmiljenje na 
osnovi upoštevanja aplikacijskih informacij, ki so zajete najbližje končnemu 
uporabniku in so nujno potrebne za doseganje še sprejemljive uporabniške izkušnje 
[15].   
Zato smo predlagali razširitev mehanizmov omrežnega OAM internetnega 
protokola verzije 4 in internetnega protokola verzije 6 z mehanizmi transportnega in 
aplikacijskega OAM, ki bo predstavljal enoten okvir za zajem karakterističnih 
parametrov aplikacijskega, transportnega in omrežnega konteksta, ter s tem tvorjenje 
rešitve H-OAM (angl. Heterogeneous – Operation, Administration and Management), 
ki je lahko transparentno aplicirana na heterogene tehnološke dostopovne domene. 
Prav tako predlagamo razširitev mehanizmov krmiljenja z metodo prenosa 
omrežnega, transportnega in aplikacijskega konteksta ter upoštevanjem sočasne več-










V okviru dokorske disertacije smo za raziskave in potrditev pričakovanih prispevkov 
k znanosti uporabili naslednje metode in pristope: 
 
1. Pregled in študija znanstvene in strokovne literature iz predstavljenega znanstveno-
raziskovalnega področja. Študija literature zajema analizo arhitektur in konceptov 
OAM ter krmiljenja virov v paketnih komunikacijskih sistemih, analizo standardov 
in mehanizmov s področja krmiljenja brezžičnih, mobilnih, fiksnih in satelitskih 
dostopovnih sistemov ter standardizacije in znanstvenih objav s področja zajema 
konteksta omrežja in aplikacijskih zmogljivosti paketnih sistemov.    
 
2. Zasnova metode za zajem omrežnega, transportnega in aplikacijskega konteksta. Obsega 
analizo zmogljivosti dostopovnih in hrbteničnih omrežij ter načrtovanje sistema H-
OAM za dinamičen in kontinuiran zajem omrežnih, transportnih in aplikacijskih 
parametrov nosilne infrastrukture na nivoju uporabniške podatkovne ravnine. 
 
3. Postavitev in prilagajanje okvirja H-OAM na rešitvi za kritične komunikacije. Vključuje 
postavitev pilotnega širokopasovnega sistema za kritične komunikacije na osnovi 
izhodišč, relevantnih za heterogene dostopovne domene, ter okvirja H-OAM na 
osnovi odprtokodnih in profesionalnih orodij, ki omogočajo zajem karakterističnih 
zmogljivostnih parametrov, relevantnih za omrežni, transportni in aplikacijski sloj. 
 
4. Razvoj mehanizma za krmiljenje virov in prilagajanje ter optimizacija krmiljenja virov za 
več-domno delovanje v heterogenih komunikacijskih domenah. Obsega delo na razširitvi 
pilotnega omrežnega sistema za kritične komunikacije na podporo mehanizma 
mobilnega internetnega protokola za več-domnost lokalnega omrežja ter razširitev 
metode za krmiljenje prometnih tokov v skladu z zajetim omrežnim kontekstom 
okvirja H-OAM. 
 
5. Verifikacija okvirja H-OAM ter metode krmiljenja. Vključuje definiranje verifikacijskih 
procedur, ki so omogočale zmogljivostno in funkcionalno validacijo delovanja 
omrežja in storitev na osnovi zajema zmogljivostnih značilk prometnih tokov z 
odprtokodnimi in profesionalnimi rešitvami. 
 
1.6 Struktura dokumenta 
 
Ta doktorska disertacija je sestavljena iz rezultatov znanstveno-raziskovalnega 





revijah s faktorjem vpliva, in njihovih povzetkov ter spremne besede. Dokument je v 
nadaljevanju organiziran na sledeč način. 
 Poglavje 2 podaja povzetek objavljenih del. Vsak povzetek podaja ključne 
rezultate in ugotovitve, pri čemer tematsko sledi izvorni strukturi pripadajočega 
originalnega članka.  
Sledijo Poglavje 3, Poglavje 4, Poglavje 5 in Poglavje 6, ki podajajo izvorne 
objavljene članke.  
V Poglavju 7 so podane sklepne misli, ki zaokrožijo predstavljeno tematiko ter 
rezultate in izsledke znanstveno-raziskovalnega in razvojnega dela ter podajo 
smernice za nadaljnje raziskave.  
V zadnjem delu dokumenta je podana literatura (Poglavje 9), dokument pa je 
sklenjen z izjavo avtorja ter seznamom uporabljenih kratic.   
 
 




2 Povzetki objavljenih del 
 
Rezultati raziskav, predlagane inovacije ter razvojni dosežki predstavljenega 
doktorskega dela so bili vsebinsko zajeti v štirih člankih, objavljenih v znanstvenih 
revijah s faktorjem vpliva, in sicer: 
 
1. STERLE, Janez, SEDLAR, Urban, RUGELJ, Miha, KOS, Andrej, VOLK, Mojca. 
Application-driven OAM framework for heterogeneous IoT environments. International 
journal of distributed sensor networks, ISSN 1550-1477. [Online ed.], 2016, vol. 
2016, str. 1-9, ilustr.   
 
2. SEDLAR, Urban, RUGELJ, Miha, VOLK, Mojca, STERLE, Janez. Deploying and 
managing a network of autonomous internet measurement probes : lessons 
learned. International journal of distributed sensor networks, ISSN 1550-1477. 
[Online ed.], 2015, vol. 2015, str. 1-8, ilustr.  
 
3. STERLE, Janez, VOLK, Mojca, SEDLAR, Urban, BEŠTER, Janez, KOS, Andrej. 
Application-based NGN QoE controller. IEEE communications magazine, ISSN 0163-
6804. [Print ed.], Jan. 2011, vol. 49, no. 1, str. 92-101, ilustr.  
 
4. STERLE, Janez, RUGELJ, Miha, SEDLAR, Urban, KORŠIČ, Luka, KOS, Andrej, 
ZIDAR, Peter, VOLK, Mojca. A novel approach to building a heterogeneous emergency 
response communication system. International journal of distributed sensor networks, 
ISSN 1550-1477. [Online ed.], 2015, vol. 2015, str. 1-9, ilustr.  
 
Članki so predstavljeni v angleškem jeziku, njihovi povzetki pa v slovenskem jeziku. 
Predstavljeni članki vsebinsko niso spremenjeni, smo pa sledili zastavljenim 
oblikovnim smernicam doktorskega dela, zato uporabljen format in kompozicija nista 
identični objavljenim izvirnikom. Objavljen korpus del predstavlja vsebinsko 
povezano celoto, ki sledi zadanim ciljem doktorskega dela, kot sledi. 
 
1. Zasnova novega okvirja OAM, apliciranega na heterogene komunikacijske sisteme, 
ter njegova pilotna validacija v komercialnem mobilnem omrežju je predstavljena 
v članku Aplikacijsko usmerjen okvir OAM za heterogena okolja IoT (angl. Application-
driven OAM framework for heterogeneous IoT environments), ki smo ga objavili v reviji 
International Journal of Distributed Sensor Networks. Vsebina članka v angleškem 
jeziku je podana v poglavju 3.  
 
2. Zasnova, razvoj, implementacija ter pilotna demonstracija delovanja avtonomnih 
merilnih agentov za heterogena omrežna okolja, ki predstavlja praktično realizacijo 
predlaganega okvirja OAM za heterogena okolja, je predstavljena v članku 




Vzpostavitev in upravljanje mreže avtonomnih internetnih merilnih sond (angl. Deploying 
and managing a network of autonomous internet measurement probes). Vsebina članka, 
ki je bil objavljen v reviji International Journal of Distributed Sensor Networks, je 
podana v angleškem jeziku v poglavju 4. 
 
3. Rezultati analize, konceptualne zasnove ter laboratorijske verifikacije sistema za 
krmiljenje virov in prometa heterogenega komunikacijskega sistema na osnovi 
upoštevanja aplikacijskega konteksta so bili objavljeni v članku Aplikacijsko 
usmerjen krmilnik NGN QoE (angl. Application-based NGN QoE controller). Delo je bilo 
objavljeno v reviji IEEE Communications Magazine in je predstavljeno v angleškem 
jeziku v poglavju 5.  
 
4. Rezultati razvoja in pilotne implementacije robustnega in visoko razpoložljivega 
širokopasovnega komunikacijskega sistema za potrebe javne varnosti, ki temelji na 
sodobnih tehnoloških rešitvah ter inovativnih mehanizmih krmiljenja, so zajeti v 
članku Inovativen pristop k izgradnji heterogenega komunikacijskega sistema za odziv v 
sili (angl. A novel approach to building a heterogeneous emergency response 
communication system). Članek je bil predstaljen v reviji International Journal of 
Distributed Sensor Networks in je podan v poglavju 6. 
 
V nadaljevanju tega poglavja so predstavljeni kratki povzetki objavljeni del, njihova 
originalna vsebina v angleškem jeziku pa v poglavjih, ki sledijo. 
 




Zasnova novega okvirja OAM, apliciranega na heterogene komunikacijske sisteme, ter 
njegova pilotna implementacija in validacija v komercialnem mobilnem omrežju. 
 
Metode in ogrodje 
Na osnovi študije in analize znanstvene in strokovne literature na področju OAM  smo 
sklenili, da ne obstaja enoten pogled na koncept OAM, zato med standardizacijskimi 
organizacijami prihaja do odstopanj pri podprtih funkcijah in mehanizmih. 
Ugotavljamo, da manjka ogrodje, ki bi definiralo enoten koncept OAM na 
transportnem in aplikacijskem sloju sklada TCP/IP oziroma na transportnem, sejnem, 
predstavitvenem in aplikacijskem sloju protokolnega sklada OSI. Obstoječe metode in 
mehanizmi so omejeni na tehnologije fizičnega, povezavnega in omrežnega sloja 
protokolnega sklada TCP/IP in OSI. Prav tako so metode praviloma domensko 
specifične oz. omejene na posamezen protokol oz. družino tehnologij. 




Zato smo predlagali razširitev obstoječih mehanizmov OAM z mehanizmi 
transportnega in aplikacijskega OAM, ki tako definira enotne okvire za zajem 
karakterističnih parametrov aplikacijskega in omrežnega konteksta ter s tem tvorjenje 
rešitve heterogeni OAM (H-OAM), ki omogoča njegovo transparentno apliciranje na 
tehnološko raznolike dostopovne sisteme. 
Definirali smo okvir H-OAM, ki nadgrajuje obstoječe mehanizme OAM iz IETF, 
MEF in ITU-T. Pri načrtovanju smo sledili več-nivojskemu pristopu. S tem smo dosegli, 
da ima lahko vsak nivo svoja karakteristična orodja za generiranje diagnostičnega 
prometa [106], ki omogočajo zaznavo in odkrivanje napak (angl. streamlined failure 
detection and isolation) ter samodejne meritve zmogljivosti in nadzor (angl. 
automated performance measurements and monitoring) obravnavanega sistema.  
 
Implementacija in verifikacija 
Na osnovi predlaganega okvirja H-OAM smo implementirali praktično delujočo 
rešitev, katere delovanje smo verificirali na dveh komercialnih mobilnih omrežjih z 
vzpostavljenimi heterogenimi dostopovnimi sistemi 2G/GSM, 3G/HSPA ter 4G/LTE.  
Centralni del zasnovane rešitve predstavljajo distribuirani agenti H-OAM z 
avtonomnim delovanje ter centralnim upravljanjem. Agenti izvajajo diagnostične teste 
v cikličnem načinu, na fizičnem, povezavnem, omrežnem, transportnem in 
aplikacijskem nivoju, s čimer je omogočen zajem karakterističnih značilk in 
zmogljivostnih parametrov omrežja in aplikacij. Rezultati dogodkov se zbirajo v 
centralnem podatkovnem in analitskem skladišču, ki izvaja tudi diagnostiko v 
realnem času in omogoča kasnejšo napredno analizo.  
Zasnovan sistem je optimiziran za proaktivni način delovanja, procedure 
H-OAM se tako izvajajo v kontinuiranem načinu, s čimer omogočajo periodično 
posredovanje in zajem testnih sporočil (angl. keep-alive) ter preverjanje kontinuitete, 
povezljivosti poti in zmogljivosti sistema ter aplikacij. Detekcija napak oz. degradacija 
zmogljivosti se ugotavlja na osnovi izgubljenih kontrolnih sporočil oz. na zajetih 
vrednostih zmogljivostnih parametrov (angl. KPI – Key Performance Indicator), ki ne 
dosegajo pričakovanega praga.  
 
Sklepi 
Z implementacijo sistema s podporo 2G, 3G in dostopovnimi omrežji 4G ter 
verifikacijo delovanja na osnovi izmerjenih KPI ter zajema statusnih informacij 
fizičnega, povezavnega, omrežnega, transportnega in aplikacijskega nivoja, smo 
dosegli vse zastavljene cilje, pričakovane s strani diagnostike OAM [106]. Te smo 
demonstrirali s sledečimi operativnimi procedurami pilotnega sistema: 
• Preverjanje kontinuitete omrežne poti, transportnih protokolov (npr. TCP) ter 
spletnih aplikacij. 
• Preverjanje povezljivosti na osnovi emulacije prometa omrežnih, transportnih ter 
spletnih storitev. 
• Samodejne meritve zmogljivosti in nadzora omrežnih poti in aplikacij. 




Z verifikacijo rešitve v mobilnih omrežjih dveh nacionalnih mobilnih operaterjev, kjer 
je bilo proženih preko 10.000 unikatnih diagnostičnih sporočil, ter zajemom 
zmogljivostnih parametrov smo pokazali, da zasnovano orodje po metodi H-OAM 
omogoča delovanje v načinu od konca do konca (angl. end-to-end), aplicira se lahko 
tako na vertikalne kot horizontalne sloje heterogenih komunikacijskih sistemov in je 
zaradi implementacije na principu pouporabe mehanizmov obstoječih 
komunikacijskih protokolov in aplikacij dovolj skalabilno celo za delovanje na nivoju 
globalnega interneta. 
 
2.2  Deploying and managing a network of autonomous 
internet measurement probes... 
 
Cilji 
Zasnova, razvoj, implementacija ter pilotna demonstracija delovanja avtonomnih 
merilnih agentov za heterogena omrežna okolja. 
 
Arhitektura  
Na osnovi primarnih izhodišč za zasnovo merilnega sistema na konceptih H-OAM, 
katerega cilj je implemnetacija zajema diagnostičnih podatkov tako vertikalnih kot 
horizontalnih slojev heterogenih komunikacijskih sistemov, smo podali zahteve in 
omejitve pri zasnovi arhitekture in delovanja merilne rešitve. Te so: 
1. Preprosta razširljivost. Rešitev mora omogočati preprosto namestitev in 
porazdeljeno delovanje sistema, na osnovi katerega se lahko izvaja masovno 
zbiranje omrežnih in aplikacijskih parametrov, analiza trendov ter sistemska 
optimizacija. 
2. Centralen nadzor. Orkestrirano delovanje in nadzor množice agentov mora 
zagotavljati kontinuiran zajem sistemskih parametrov in izvajanje stresnih testnih 
procedur. 
3. Avtonomno in robustno delovanje agentov. Agent mora vsebovati dovolj inteligence, 
da lahko preživi in še naprej deluje skladno z zastavljenimi nalogami tudi v 
primeru motenj v delovanju omrežja in aplikacij.  
4. Funkcionalne zahteve. Omogočeno naj bo posnemanje uporabniških aktivnosti in 
aplikacij s pouporabo najnovejše programske opreme in obstoječih funkcij 
protokolov ter aplikacij. Prav tako naj vključuje zajem zmogljivostnih in drugih 
diagnostičnih parametrov aplikacijskega nivoja ter paralelen zajem značilk fizičnih, 
povezavnih ter omrežnih slojev komunikacijskega sistema.  
5. Strojna oprema: Izbira strojnih komponent naj temelji na uporabi cenovno dosegljive 
in komercialno dobavljive opreme z odprtimi programskimi vmesniki, ki 
omogočajo cikličen zajem in diagnostiko parametrov fizičnih, povezavnih in 
omrežnih nivojev, npr. modul 2G/3G/4G, ter priklop različnih zunanjih senzorjev 




za določitev lokacije, npr. modul za globalno pozicioniranje (angl. GPS – Global 
Positioning System). 
 
Podana sistemska izhodišča so nam služila kot osnova za zasnovo arhitekture sistema 
in njegovih komponent. Ta zajema programske agente, centralno upravljanje in nadzor 
sistema ter podatkovno-analitsko komponento za zbiranje zajetih parametrov ter 
njihovo analizo in vizualizacijo. Programski agent predstavlja osrednji element v 
arhitekturi, ki opravlja nalogo aktivnega in pasivnega zajema karakterističnih 
parametrov omrežja in aplikacij. Z inovativno zasnovo diagrama poteka delovanja 
sistema smo omogočili visoko avtonomijo, razširljivost ter robustnost delovanja 
merilnih agentov navkljub centralno zasnovanemu upravljanju, nadzoru ter 
skladiščenju zajetih informacij komunikacijskega sistema.  
Razširljivost centralno zasnovanih komponent arhitekture, ki bo potrebna v 
primeru operativnega delovanja velikega števila agentov v komunikacijskem sistemu, 
smo predvideli z mehnizmi za uravnavanje obremenitev (angl. load balancing) preko 
več strežnikov, predpomnilnikov za poizvedbe podatkov v bazi ter uporabo 
razširljivih baz za shranjevanje podatkov. 
 
Implementacija in verifikacija 
Programske merilne agente smo implementirali na strojni opremi x86 in zadnji verziji 
komercialno dobavljivih mobilnih modulov LTE kategorije 3. Agente smo zasnovali 
na operacijskem sistemu Linux, logiko diagrama poteka v programskem jeziku 
Python, povezljivost z ostalimi elementi rešitve pa na osnovi aplikacijskih 
programskih vmesnikov REST (angl. Representational State Transfer). Glede na 
zadane ciljne merilne rešitve smo izbrali razširjene odprtokodne projekte (GNU Ping, 
Traceroute, Wget, Iperf in skriptni brskalnik PhantomJS), na osnovi katerih smo 
omogočili cikličen zajem in diagnostiko množice aplikacijskih, transportnih in 
mrežnih parametrov ter drugih značilk nadzorovanega komunikacijskega sistema.  
Na osnovi emulacije prometa in protokolov z orodji Ping, Traceroute ter Iperf, 
smo implementirati zajem značilk omrežnega sloja (npr. obhodni časi in prenosna 
hitrost omrežja) ter transportnega sloja (npr. število vzpostavljenih povezav TCP, 
izguba paketov UDP (angl. User Datagram Protocol), ponovne vzpostavitve sej TCP). 
Zajem značilk aplikacijskega sloja smo realizirali z emulacijo in posnemanjem 
aplikacijskih akcij uporabnika ter preko vnaprej definiranih aplikacijskih skriptnih 
ogrodij. Za spletne storitve smo dodatno implementirali tudi izračun objektivne ocene 
uporabniške izkušnje (angl. MOS – Mean Opinion Score), ki smo jo razvili v 
znastvenem delu [146]. Neposredno iz mobilnega modula pa smo zagotovili zajem 
značilk, ki so karakteristične za fizični in povezavni sloj dostopovnega dela 
komunikacijskega sistema. Ti so: 
• tehnologija (npr. LTE) in pripadajoči radijski parametri (npr. SINR – angl. 
Signal to Interference and Noise Ration, RSRP – angl. Reference Signal Received 
Power, RSRQ – angl. Reference Signal Received Quality), 




• oddajna in sprejemna frekvenca s pripadajočim radijskim kanalom ter pasovno 
širino radijskega kanala, 
• identifikatorji omrežja, ki določajo operaterja, območje sledenja, celico itd.  
 
Sklepi 
Pilotni preizkus delovanja zasnovane merilne rešitve na komercialnem mobilnem 
omrežju je potrdil robustnost zasnovane arhitekture ter praktične implementacije 
programske logike končnega avtomata merilnega agenta, ki omogoča njegovo 
kontinuirano delovanje preko napredne logike programskih akcij ter strojnih in 
programskih stražarjev.  
Vzpostavljen več-nivojski mehanizem nadzora in krmiljenja agentov omogoča 
konstanten vpogled v stanje agentove strojne opreme in operacijskega sistema (npr. 
obremenjenost procesorja in pomnilnika ter zasedenost diska), preko mehanizma 
takošnjega posredovanja zajetih omrežnih in aplikacijskih parametrov pa hiter 
vpogled v trenutni status in zmogljivosti nadzorovanega omrežja in aplikacij. S 
pomočjo zajema celovitih podatkov posameznega delovnega cikla, ki jih agent 
posreduje v formatu XML (angl. Extensible Markup Language) v skladišče za zbiranje 
rezultatov, pa je na osnovi napredne analize omogočen zelo podroben in celovit 
vpogled v delovanje komunikacijskega sistema, na osnovi katerega lahko realiziramo 
ugotavljanje trendov, iskanje kompleksnih napak ter napredno več-nivojsko 
diagnostiko vertikalnih in horizontalnih slojev omrežja in aplikacij.   
 
2.3  Application-based NGN QoE controller 
 
Cilji 
Zasnova, laboratorijska implementacija ter verifikacija sistema za krmiljenje virov in 
prometa heterogenega komunikacijskega sistema na osnovi upoštevanja 
aplikacijskega konteksta, ki združuje zmogljivostne parametre omrežja (QoS) in 
kakovost uporabniške izkušnje (QoE). 
 
Metode  
Na podlagi študije in analize znastvene in strokovne literature s področja krmiljenja 
virov v heterogenih komunikacijskih sistemih smo sklenili, da naslednja generacija 
tehnološko raznolikih in več-operatersko zasnovanih omrežnih okolij potrebujejo 
storitveno naravnano krmiljenje, ki bo omogočalo transparentno zagotavljanje 
storitev, neodvisno od uporabljenega dostopovnega in jedrnega prenosnega sistema. 
Zagotavljanje storitev mora potekati po principu od konca do konca (angl. end-to-end) 
in mora biti konsistentno aplicirano na vse sloje na komunikacijski poti.  
Parameter kakovosti storitev (QoS), ki neposredno odraža zmogljivostne 
karakteristike omrežja, je potreben toda nezadosten pogoj za optimizacijo delovanja 




sodobnih komunikacijskih sistemov, saj ne zadosti kriteriju od konca do konca, prav 
tako pa je težko zagotoviti njegovo konsistentno apliciranje na vse sloje 
komunikacijske rešitve, ker je tehnološko pogojen. Ciljni optimizacijski parameteri 
sistema morajo tako izhajati tudi iz kakovosti uporabniške izkušnje (QoE), ki je 
tehnološko neodvisna metrika in odraža končna pričakovanja uporabnika, s tem pa 
odpira več možnosti za prilagajanje sistema neposredno na specifike in kontekst 
posameznega uporabnika. 
 
Ogrodje in laboratorijska implementacija 
Aplikacijski krmilnik smo zasnovali kot razširitev krmilnega ogrodja obstoječe 
arhitekture NGN, razvite za heterogene komunikacijske rešitve, ki temelji na 
mehanizmih RACS (angl. Resource and Admission Control Sub-System), NASS (angl. 
Network Attachment Subsystem) in IMS ter z nadgradnjo njihovih krmilnih procedur. 
Predlagali smo razširitev obstoječih (statičnih in dinamičnih) uporabniških in 
storitvenih profilov v elementih HSS, RACS ter IMS, s kontekstom kakovosti (angl. QC 
– Quality Context). Na osnovi slednjega, pred vzpostavitvijo uporabniške storitve, 
omogočimo tudi zajem uporabniških vidikov QoE, ki predstavlja temelj naše inovacije.  
Zaradi zahtevane determinističnosti krmiljenja v setu QC predvidimo samo 
objektivno določljive parametre, ki izhajajo iz omrežnega in aplikacijskega sloja (npr. 
zakasnitve, pasovna širina, FEC, efekt predpomnilnika), parametre, vezane na 
izvajane storitve (npr. tip vsebine, uporabljen terminal in razpoložljivo kodiranje), ter 
parametre končnega uporabnika (npr. starostna skupina, lokacijske informacije). Prav 
tako za samo izvedbo rešitve predvidimo uporabo algoritmov za izračun objektivnega 
QoE, kar je naš zastavljen končni cilj.  
Model QC smo umestili kot jedrni modul zasnovane aplikacijske logike 
krmilnika, ki odločitvenemu procesu omogoča optimizacijo komunikacijskega sistema 
in izračun končne ocene QoE glede na kontekst posameznega uporabnika. 
 
Sklepi 
Rezultati laboratorijskih testiranj in pripadajoči izsledki so potrdili izvedljivost in 
učinkovitost zasnove predlagane krmilnika. V laboratorijskem okolju smo prototipno 
implementirali sistem RACS, NASS in IMS ter predlagan modul QC. Za njegovo 
zasnovo smo uporabili algoritme za izračun objektivnega QoE ter razširjene parametre 
QC, ki so upoštevali tudi kontekst aplikacij.  
Zaradi tehnološko neodvisnega pristopa pri razvoju rešitve, ki temelji na krmilni 
arhitekturi NGN, je aplikacijski krmilnik združljiv z najnovejšimi rešitvami PCC  
tehnologij EPS in 5G. Z uvajanjem novih standardiziranih odprtih vmesnikov na 
elementih mobilnega omrežja EPS in 5G bo dostop do parametrov sistema (npr. tip 
uporabniškega terminala in njegove zmogljivosti, lokacijske informacije uporabnika, 
trenutne radijske razmere, obremenjenost baznih postaj in hrbteničnih elementov 
omrežja), ki predstavljajo vhodne metrike v model QC, izvedbeno lažji in bo lahko 
posledično optimizacija komunikacijskega sistema bolj učinkovita, predvsem pa bo 




omogočeno zagotavljanje še višjega in bolj personaliziranega QoE za končnega 
uporabnika. 
 
2.4  A novel approach to building a heterogeneous emergency 
response communication system 
 
Cilji 
Zasnova, razvoj in pilotna implementacija robustnega in visoko razpoložljivega 
širokopasovnega komunikacijskega sistema za potrebe javne varnosti (ang. ECS – 
Emergency Communications System), ki temelji na zadnjih tehnoloških rešitvah ter 
inovativnih mehanizmih krmiljenja. 
 
Arhitektura in metode 
Na osnovi zastavljenih ciljev za komunikacijske sisteme za zaščito in reševanje 
naslednje generacije, smo podali predlog zasnove širokopasovnega komunikacijskega 
sistema, osnovanega na stacionarnih in mobilnih komunikacijskimi vozliščih, ki so 
med seboj povezani preko sistema profesionalnih in komercialnih fiksnih in brezžičnih 
dostopovnih omrežij. 
Osrednji element zasnovane arhitekture predstavljajo distribuirana in 
modularno zasnovana komunikacijska vozlišča ECS s podprtimi vmesniki za 
heterogene dostopovne sisteme, ki vsebujejo odločitveno in krmilno logiko za 
zagotavljanje avtonomnega iskanja razpoložljivih heterogenih prenosnih omrežij in 
omogočanje transparentne povezljivosti med posameznimi vozlišči ECS, s čimer je 
omogočeno zagotavljanje visoke razpoložljivosti ECS. ECS deluje avtonomno in lahko 
komunikacijo vzpostavi preko profesionalnega, komercialnega ali drugega na zahtevo 
aktiviranega prenosnega omrežja, ki podpira prenos prometa IP. 
Konvergenčni sloj ECS je zasnovan na naprednih mehanizmih IPv6, kot so 
omrežna mobilnosti s transparentnim tuneliranjem (angl. NEMO – Network Mobility), 
mobilnost prek protokola dvojnega sklada s krmiljenjem pretoka (DSMIPv6), 
multicast prenos z opcijami dosega (ang. Multicast Scope Options) ter funkcija 
avtonomne povezljivosti na osnovi protokola OSPFv3 (angl. Open Shortest Path First). 
 
Implementacija in verifikacija 
Zasnovana rešitev ECS je bila pilotno vzpostavljena in integrirana s fiksnim, mobilnim 
in satelitskim sistemom nacionalnega telekomunikacijskega operaterja. Na mobilnem 
sistemu operaterja je bila vzpostavljena namenska dostopovna točka z opcijami za 
QoS. Za zagotavljanje visoke stopnje varnosti je bil vpeljan tro-nivojski avtentikacijski 
in avtorizacijski sistem, ki temelji na avtentikacijiski proceduri EPS-AKA, razširjeni 
avtentikaciji terminalov in uporabnikov na osnovi protokola EAP ter varnostnih 
storitvah protokolov IPSec in TLS (angl. Transport Layer Security). Za dodatno 




povečanje zmogljivosti rešitve in omogočanje QoS na nacionalnem nivoju je bil 
vzpostavljen APN na mobilnem omrežju integriran z nacionalnim omrežjem MPLS 
(angl. Multi Protocol label Switching), ki je omogočil povezavo stacionarnih in 
mobilnih vozlišč zasnovane rešitve ECS, tako na nivoju kontrolne kot podatkovne 
ravnine.  
Pilotna vozlišča ECS so bila implementirana na osnovi komercialnega 
usmerjevalnika, razširitve vozlišč za podporo senzorike pa na odprtokodnih rešitvah. 
Interna sistemska logika vgrajenega upravitelja dogodkov (angl. Embeded Event 
Manager) je bila uporabljena za implementacijo izvajanja nalog iskanja razpoložljivih 
dostopovnih sistemov, njihovih zmogljivosti ter kot del integrirane krmilne logike 
usmerjevalnika, ki je na osnovi predefiniranih parametrov in akcij izbrala optimalno 
dostopovno povezavo ter izvajala posredovanje in tuneliranje prometnih tokov.  
Z dodatno integracijo merilne rešitve, ki je predstavljala osnovo sistema H-OAM, 
smo demonstrirali praktičen zajem diagnostičnih in zmogljivostnih karakteristik (KPI) 
uporabljenih dostopovnih sistemov nacionalnega operaterja. Zajete parametre KPI 
smo uporabili tudi kot odločitvene parametre v implementirani procesni logiki za 
izbiro optimalnega prenosnega omrežja, upravljanje več-domnosti ter v procesu 
krmiljenja aplikacijskih prometnih tokov na vozliščih ECS.  
 
Rezultati 
Rezultati meritev parametrov heterogenega komunikacijskega sistema so pokazali, da 
so odstopanja pri zakasnitvah in variaciji zakasnitev razpoložljivih dostopovnih 
omrežij velika. Kot je bilo pričakovati in je razvidno iz funkcij CDF, so bili na 
tehnologiji LTE doseženi najboljši rezultati z zakasnitvijo podatkovne ravnine pod 50 
ms (v 100 % meritev), sledi tehnologija HSPA z zakasnitvami podatkovne ravnine pod 
100 ms (v 97 % meritev), največje zakasnitve (prek 600 ms) pa lahko pričakujemo pri 
satelitskem dostopovnem sistemu. Slednje lahko pripišemo predvsem geostacionarni 
lokaciji komunikacijskega satelita, ki se nahaja 35786 km nad ekvatorjem, zato prihaja 
do izraza visoke propagacijske zakasnitve. 
Primerljive rezultate smo dosegli tudi pri meritvah odzivnosti spletnih aplikacij, 
kjer smo na tehnologiji LTE dosegali odzivne časa pod 500 ms v 99 % meritev (velja za 
IPv4 kot IPv6), na tehnologiji HSPA pa pod 2 s v 86 % meritev (velja za IPv4 in IPv6). 
V primeru satelitskega dostopa pa je bila odzivnost aplikacij 6 s (v 93 % meritev na 
IPv4-prenosu oziroma 67 % meritev na prenosu prek IPv6).  
Slabši rezultat tehnologije IPv6 na satelitskem prenosnem omrežju gre pripisati 
predvsem uporabljenim tunelskim mehanizmov na komunikacijskih prehodih, 
katerih posredovalni algoritmi so bili implementirani v programski kodi na splošno 
namenskem CPU (angl. Central Processing Unit). Satelitski sistem namreč ni podpiral 
protokola IPv6, ki bi omogočal privzeto posredovanje v strojni mikro kodi, zato je bilo 
potrebno implementirati ovijanja prometa v protokol IPv4, katere implementacija pa 
ni bila podprta za strojno izvajanje. 
  





Heterogenost zasovane komunikacijske rešitve se odraža v visoki časovni varianci 
zmogljivostnih karakteristik, ki lahko v primeru zakasnitve nihajo med 10 ms in 750 
ms. Kot je razvidno iz meritev odzivnosti spletnih aplikacij oziroma predstavljenih 
funkcij CDF, pa se kumulativni učinek zakasnitev še dodatno poveča. 
Iz slednjega smo sklenili, da je za zagotavljanje ustreznega nivoja kakovosti 
storitev (QoS) aplikacijam oziroma za doseganje ustreznega zadovoljstva uporabnikov 
(QoE) v heterogenih komunikacijskih omrežjih ECS potrebno dobro poznavanje tako 
potreb prometnih tokov aplikacij kot zmogljivostnih karakteristik razpoložljivih 
omrežnih segmentov. Potrebno je omogočiti tudi dinamično prilagajanje 
komunikacijskega sistema na osnovi mehanizmov krmiljenja virov, ki pa morajo za 
optimalno delovanje rešitve upoštevati tudi pričakovano končno uporabniško 
izkušnjo. 









We present a novel approach for providing a comprehensive operational picture of 
heterogeneous networks by collecting system information from physical, data-link, 
network and application layers using extended methods and mechanisms for OAM, 
which take into account particularities of persistent access heterogeneity and IoT. A 
heterogeneous OAM (H-OAM) framework is proposed with a toolset for streamlined 
failure detection and isolation, and automated performance measurement and 
monitoring. The framework combines extended standardized OAM toolsets for 
physical and data-link layers with multiple well-defined and recognized IP network 
layer toolsets, which introduces possibilities for a tactical view of the monitored 
system and quick root cause analysis with unified interpretation and cross-correlation 
of horizontal and vertical levels. A practical deployment of an H-OAM system is 
presented and its use is demonstrated in a live mobile IoT testbed environment where 
performance is a function of a wide variety of physical layer parameters that need to 
be tuned and monitored by the operator. Results of two concrete usage scenarios 
performed in cooperation with two largest Slovenian mobile operators demonstrate 
how continuity check and connectivity verification, and performance diagnostics are 





The expansion of smart mobile terminals and tablet computers, relocation of the 
services into public and private clouds, the rise of the Internet of Things (IoT), and the 
increasing prevalence of machine-to-machine (M2M) communication are global 
evolutionary trends, which have introduced new usage and traffic patterns into mobile 
Internet systems. IoT and M2M paradigms in particular are bringing further dynamics 
into an already complex mobile domain, mainly by dramatically increasing the 
number of communication devices connected to the mobile systems. Also, IoT will 
integrate a myriad of traditionally separate solutions, significantly varying in their 
requirements. This includes home automation, entertainment, professional business 
solutions, and systems of societal importance, such as electronic toll collection, traffic 
control, and professional networks for critical communications. Finally, IoT will power 
the next generation of critical infrastructures, which will lead to even greater increase 




in the heterogeneity of used communication technologies. Altogether, a new era of 
communication environments is on its rise, the principal characteristics of which are 
extreme heterogeneity on all levels of the system, including access network 
transparency, service quality and resilience requirements, and significantly increased 
requirements for transmission of large volumes of data. 
This calls for further research in the direction of web-based surveillance and 
monitoring of IoT systems and the pertaining heterogeneous communication 
infrastructure, with advanced mechanisms and protocols for alerting and notification, 
and QoS/QoE monitoring and prediction. 
 
EPS as an Enabler for Heterogeneous IoT Environments 
 
One of the answers to the upcoming challenges associated with the rise of the IoT is 
evolved packet system (EPS), a powerful and scalable fourth-generation 
communication platform [2]. The EPS introduces a technologically advanced mobile 
radio system called Long Term Evolution (LTE) and a new mobile core called Evolved 
Packet Core (EPC), which has replaced the existing GPRS/UMTS core network [2]. One 
of the important capabilities provided by the EPS is the integration of heterogeneous 
mobile, wireless, and fixed access domains, such as HSPA, LTE, WiFi, WiMAX, xDSL, 
FTTH, and DOCSIS, into a single communication platform. The prestandardization 
directions for the fifth generation of mobile systems (5G) take this capability even 
further and propose additional possibilities for expansion of the packet core in the 
direction of satellite access networks integration into a single packet core solution. 
From the services' and applications' point of view, the integrated mobile, wireless, 
satellite, and fixed systems will become a single unified communications platform, 
eliminating the need for network awareness state and logic at the application level. 
With this, the EPS network itself will transparently integrate heterogeneous 
technologies into a single communication solution in a native manner [2] and perform 
management of network contexts such as user presence tracking [104], enforced 
security policy level, assessing the performance potential of the currently camped 
fixed, wireless, satellite, and mobile domains, and the preservation of the required 
Quality of Service (QoS) and Quality of Experience (QoE) requested by the services 
and applications. This will significantly reduce the complexity of the service and 
application development and in particular their use from the perspective of the end-
users. Simultaneously, the EPS allows for separation of network functions from service 
and application logic and hence development of decoupled application ecosystems 
that can capitalise on the benefits of the EPS as an enabler for ubiquitous and 
transparent access. These two facts stand in favour of choosing the EPS platform for 
the forthcoming heterogeneous IoT (H-IoT) environments. 
The architecture of the EPS system, which enables the integration of the 
heterogeneous access systems under a single network domain, defines the following 
fundamental network primitives[2]: 




(i) Seamless user authentication and authorization based on the EPS-AKA and 
EAP-AKA safety procedures. 
(ii) Terminal authorization enabled with support for International Mobile station 
Equipment Identity (IMEI) identifier. 
(iii) Security context (privacy and integrity) transfer between 3GPP and non-3GPP 
systems enforced with strong encryption algorithms, such as Advanced 
Encryption Standard (AES), enforcing an equivalent security level in all access 
domains. 
(iv) Mobility and seamless session preservation by means of advanced tunnelling 
techniques supported by the GTP and PMIPv6/GRE protocols. 
(v) Standardized functions for international and national user and service roaming. 
(vi) Mechanisms for static and dynamic enforcement of QoS. 
 
However, despite the well-defined network primitives and broad support for state-of-
the-art networking features, there are still two main challenges that need to be 
addressed in the EPS system to be able to support advanced heterogeneous IoT 
scenarios, as follows. 
Firstly, the current EPS system only supports user camping in one access domain 
at a time. The concept of user and network mobility, which would enable simultaneous 
connectivity on multiple access networks, is not foreseen in the current standard [2]. 
To support multihoming connectivity, it is necessary to expand the control and data 
plane of the current EPS system with the logic of the dual stack mobile IPv6 protocol 
(DS-MIPv6) [105] for user multihoming and network mobility protocol functions 
(NEMO) with multiple care-of-addresses support [106] for network multihoming. 
Such capabilities are required for demanding communication environments with high 
availability and redundancy constraints, such as IoT-enabled heterogeneous systems 
for critical communications. 
Secondly, another challenge is that EPS standards [2] do not provide methods 
and mechanisms for collecting current system state and available capacities of network 
resources (hereafter “network context”) provided by the heterogeneous access 
networks of the non-3GPP family. This includes wireless, fixed, and satellite access 
networks. This might lead to situations where fall-back scenarios where user switches 
from the 3GPP access networks (e.g., LTE) to non-3GPP ones will result in loss of 
control over QoS and QoE. This is not in line with the prevailing trend of launching 
and providing a secure and quality-aware IoT service. Also, as the amount of IoT 
service provisioning over various existing access networks grows, this will lead to 
increased occurrence of fall-back scenarios, in particular between LTE and WiFi, which 
will further intensify the problem of QoS control and assurance. 
For such advanced heterogeneous IoT environments, an appropriate policing 
and OAM framework is needed, which would allow collecting the network state of 
utilised access technologies, as well as mapping of service requirements (service 
context) to the network contexts. 






Review of the scientific and technical literature dictates a design of a new model for 
management, administration, and maintenance of such heterogeneous IoT-enabled 
environments. The operations, administration, and management (OAM) in packet-
based networks represents a generic technological framework that covers an area of 
awareness of the state of network resources, available capacity of individual network 
segments, connectivity verification, fault detection, and network management [106]. It 
is based on collecting information on the state of resources of different network 
domains and represents the enabler for the dynamic control of network resources 
through standard mechanisms defined for Next-Generation Network Architecture 
[108], 3GPP [109], and IETF [109]. 
Despite the importance of OAM mechanisms and methods for the functioning of 
modern communications solutions, there is no single view on the concept of OAM. On 
the standardization level, there is no unified understanding of required features and 
mechanisms that must be supported [106]. Following a review of related work in the 
field of standardization, specifications, and recommendations of the International 
Telecommunication Union (ITU-T) [110], Internet Engineering Task Force (IETF) [85], 
[41], Metro Ethernet Forum (MEF) [42], Institute of Electrical and Electronics Engineers 
(IEEE) [44], and other scientific sources [109], [44], it can be concluded that no such 
framework exists that would define the concept of OAM in the transport and 
application layers of a TCP/IP protocol stack. The existing methods and concepts are 
limited to physical, data-link, and network layers. They are domain specific and are 
limited to a particular protocol (i.e., GTP, IPv4, and IPv6) or a family of technologies 
(i.e., Ethernet OAM, MPLS OAM). 
We therefore conclude that a design of a new model for OAM in IoT environment 
is needed, which will provide a unified interpretation of horizontal (end-to-end) and 
vertical (stack) levels in a single OAM framework, and will allow for application-
driven and centralized control of resources in convergent communication 
environments based on collection and coordinated interpretation of physical, data-
link, network, and application contexts. 
In this paper, we present a novel approach for providing a comprehensive 
operational picture of a heterogeneous system by collecting system information from 
physical, data-link, network, and application layers using extended OAM methods 
and mechanisms, which take into account particularities of persistent access 
heterogeneity and IoT. 
The remainder of this paper is organized as follows. Section 3 proposes a 
heterogeneous OAM framework and Section 4 presents a practical design and 
implementation of such a system. Its use is demonstrated in a live mobile IoT testbed 
environment with heterogeneous access options in Section 5, followed by concluding 
remarks and future challenges in Section 6. 




3.4 Application-Driven OAM Framework 
 
The proposed solution is an H-OAM framework, which targets an application-driven 
OAM toolset for heterogeneous environments, supporting the following mechanisms 
and functions for the IoT environments [106]: 
(i) Streamlined failure detection and isolation. 
(ii) Automated performance measurement and monitoring. 
 
The proposed framework is designed based on extending the IETF, MEF, and ITU-T 
OAM toolsets, which define OAM solutions for the physical and data-link layers (e.g., 
MPLS, MPLS-TP, Pseudowire, Ethernet, Metro Ethernet, LTE, and WCDMA OAM), as 
well as multiple well-defined and recognized IP network layer toolsets (Ping, 
Traceroute, OWAMP, TWAMP, and TRILL OAM). 
 
Figure III-1. (a) Generic protocol stack for collecting OAM diagnostics in heterogeneous IoT 
environments. (b) Sample report for the H-OAM diagnostics. 




As described in [106], we follow a multilayer OAM design approach where each 
layer has its own OAM protocol for collecting failure, isolation, and performance 
monitoring parameters. In the figure (Figure III-1(a)), we propose a generic protocol 
stack environment for the operation of the H-OAM system, where IoT devices are 
connected over the connecting physical access layer to the EPC core (in the figure 
represented as GTP protocol layer). Physical access layer and EPC core layer are 
forming the foundation for the EPS bearer, which is providing virtual connection 
between IoT devices and the IoT services subsystem supported by the IP transport 
layer infrastructure. 
To achieve an end-to-end OAM concept, we propose using native protocols (e.g., 
TCP, HTTP, and DNS) and applications (e.g., wget [113] and DNS dig utilities[114]) as 
an enabler of the application OAM toolset in the IP, TCP/UDP, and application layers. 
Generation of diagnostic traffic with native applications and protocols is used to 
enforce fate-sharing between OAM traffic that monitors the data plane and the data 
plane traffic it monitors [106]; therefore, there is a high probability that diagnostic 
OAM traffic will follow the same network path and cross the same passive and active 
system elements as native application flows. Also, the mechanisms of the continuity 
check and connectivity verification messages are enforced by sending native protocol 
messages of the monitored applications (e.g., HTTP get request and response) and 
collecting application status messages (e.g., HTTP status codes) for fault detection and 
isolation [106]. 
Another important aspect that goes in favour of using native protocols and 
applications, as opposed to developing dedicated ones, is the availability of OAM peer 
nodes that are used during continuity check and connectivity verification process. 
With the use of standardized application frameworks (e.g., wget or full-blown web 
browser frameworks such as PhantomJS), every publicly available web server can be 
used as fault detection and performance measurement peer in the OAM process. This 
extends the reach of the H-OAM system diagnostics across the entire Internet domain. 
An example report with visualization of the H-OAM diagnostic cycle for a 
complex multilayer IoT system based on LTE access network, consisting of the LTE 
Phy and data-link layers, is depicted in the figure (Figure III-1(b)). It follows the 
layered presentation approach, with performance indicators of the LTE physical layer 
OAM parameters (e.g., RSRP, RSRQ, RSSI, SINR, and Tx Power) at the bottom, 
followed by the status parameters collected from RRC/PDCP data-link layer (e.g., 
camped ECI, band and bandwidth, operator identifier, and EMM states), IP layer (e.g., 
PING RTT and speed), and TCP/UDP layers (e.g., TCP connection time), and status of 
the application protocol sessions and application Key Performance Indicator (KPI) 
values on the top (e.g., DNS response time, HTTP status code, URL redirects, 
application response time, and MOS). 
In contrast to existing approaches, such as [92] and [106], which use only 
horizontal end-to-end interpretation of the monitored environment, such layered 
presentation enables the tactical view of the monitored system and quick root-cause 




analysis with unified interpretation and cross-correlation of horizontal (end-to-end) 
and vertical (stack layers) levels of the H-IoT communication solution. 
 
3.5 Design and Implementation of the Heterogeneous OAM 
Solution 
 
A practical H-OAM solution was designed and implemented based on the proposed 
framework. The central part of the implemented framework is a system of centrally 
managed but autonomously operated H-OAM probes as depicted in the figure (Figure 
III-2). The probes run purposely build software agents that are controlled from the 
cloud-based management system. The agents can be configured to perform a variety 
of physical, network, and application-level diagnostic tests and were designed to 
remain autonomous if the connectivity is broken; this feature allows the agents to 
collect comprehensive physical, network, and application-level relevant data and 
submit it to the central storage when the connectivity is restored. Agents push their 
results (tickets) to a central H-OAM system in two ways: basic KPIs used for the 
connectivity check are sent to the real-time monitoring server as they are measured, 
while the detailed measured and collected data are uploaded and inserted into the 
database after the entire diagnostic cycle is completed. 
 
 
Figure III-2. H-OAM system design. 
 
Thus, the proposed H-OAM system is by design optimized for the proactive 
operation mode [106]. This means that the H-OAM tests are performed on a continual 
basis, and keep-alive messages for continuity check and connectivity verification, as 
well as performance measurements, are conducted periodically, and faults or 
performance degradations in connectivity are detected when a certain number of 
expected protocol messages are not received, or when the performance KPIs are under 
the defined minimum threshold [106]. 




The presented H-OAM probes were implemented on x86 hardware running 
Linux OS and Python agent software that orchestrates the tests. We supported a 
diverse OAM toolset for network and application diagnostics, as well as for 
performance measurements, with some examples listed below: 
(i) Ping and Traceroute utilities for IP session connectivity check and path 
discovery. 
(ii) FTP, HTTP, and Iperf-based engines for diagnostics and performance 
measurement of mobile, wireless, and fixed access and core networks. 
(iii) wget utility [113], PhantomJS framework, and BrowserMob proxy [115] for 
web-based service and application diagnostics. 
(iv) DNS dig utility for DNS service diagnostic [114]. 
 
In addition, custom software logic was developed for extending the IP network and 
application layer indicators with physical layer indicators. For selected 2G, 3G, and 4G 
mobile radio modems, we developed dedicated software modules capable of 
capturing radio parameters and system information state. The developed OAM 
software module for LTE radio, for example, is capable of collecting various physical 
radio parameters, such as RSRP, RSRQ, RSSI, and Tx Power, as well as basic system 
information, such as mobile operator identifier, cell identifier, band, channel 
bandwidth, tracking area code, and radio states, which are propagated over the radio 
interface by the mobile network system messages (MIB and SIB). These are vital 
indicators that define both the state and the performance characteristics of the LTE 
network. 
Finally, a purposely built data driven analytics system was implemented for fault 
detection and performance monitoring in real time [116]. The dashboard console of the 
H-OAM module displaying active H-OAM agents with status updates, collected KPIs, 
and agent-generated tickets on geographical maps is presented in the figure 
(Figure III-3). 
Based on the above presented measured KPIs and collected status information 
on physical, data-link, network, and application layers, all fundamental tasks expected 
from the OAM diagnostics [106] in IoT environment can be achieved. We have 
demonstrated this with the following: 
(i) Continuity check of the network path, transport protocol services (e.g., TCP), 
and web-based applications, 
(ii) Connectivity verification based on emulation of the network and transport 
services and web-based applications, 
(iii) Performance measurement and monitoring of network/transport paths and 
applications. 
 





Figure III-3. Real-time visualization and analytics of the H-OAM diagnostic KPIs. 
 
Real-time KPI analytics, as well as detailed offline postprocessing and data 
analysis, can provide deep and multilayer insight into the health and capabilities of 
the monitored H-IoT system. The proposed setup supports multiple operational use 
cases, such as continuous service monitoring, monitoring performance and SLA of the 
system, predicting application performance under realistic load conditions, live 
network and application troubleshooting, and root-cause analysis, as well as testing, 
modelling, and prediction of QoS and QoE. Some exemplary insights are presented in 
the following.  
 
3.6 System Testing and Operational Results 
 
The presented H-OAM system was tested in the most challenging IoT setup, a live 
mobile network with heterogeneous access options where performance is a function 
of a wide variety of physical layer parameters that need to be tuned and monitored by 
the operator. H-OAM agents were used in two modes, as a stationary agent for a case 
where the system was primarily used for network and application continuity and 
connectivity verification and as a mobile agent for mobile system drive test verification 
and testing. The two largest mobile operators in Slovenia with national coverage were 
used as the enabling IoT testbed environment and the testing was carried out in the 
period between May 1 and August 7, 2015. To verify the system operation, more than 
10.000 unique diagnostic messages and performance measurements KPIs were taken 
with the H-OAM agent equipped with a Category 3 LTE modem. 
The protocol stack of the pilot environment is shown in Figure III-4. Due to the 
closed EPC core network deployment approach and operator's security policy issues, 




H-OAM diagnostic on the IP transport and GTP protocol layer was not possible and 
was not part of the pilot setup environment, even though the integration of the 
transport OAM mechanisms in the H-OAM solution would be possible. 
 
 
Figure III-4. IoT system layers of the testbed environment monitored by the H-OAM agent. 
 
In the testbed deployment, two distinctive H-OAM use cases (Figure III-4) were 
investigated and tested for web-based IoT applications and network services: 
(i) Continuity check and connectivity verification of the IoT applications. 
(ii) Performance diagnostics of network services. 
 
HTTP-Based IoT Application Monitoring 
 
In the first scenario, HTTP-based IoT applications were investigated for continuity 
check, connectivity verification, and performance diagnostics. The dashboard console 
was used to monitor the collected KPIs in real time and to observe measurements in 
the agent tickets, as presented in the figure (Figure III-3). 
Complementary to that, we used advanced data postprocessing and analysis 
based on cross-layer KPI verification for fast problem detection and fault localization. 
Figure III-5 shows a deployed H-OAM agent that is not able to connect to a web server 
service, which is indicated with the application KPI failure status. Although the 
connectivity from the H-OAM agent to the web server is available on the network layer 
(indicated by the EMM connection status and successful IP session ping response), the 
cause of the service fault is on the TCP level; the most probable reason for this is that 
the web server service is not running or is misconfigured or the TCP port is blocked 
by intermediate firewall, as can be inferred from the TCP connection timeout. 






Figure III-5. Root-cause analysis and fault localization based on the cross-layer KPI verification. 
 
Network Services Monitoring 
 
In the second scenario, network service between mobile H-OAM agents used in drive 
mode and a dedicated H-OAM termination point located in a data centre were 
investigated from the perspective of connectivity verification and performance 
diagnostics of the LTE mobile network. To achieve unbiased measurement results, 
dedicated Iperf server was deployed and extended with custom developed program 
logic that prevents test server overload. An area of the city of Ljubljana, Slovenia, was 
used as a pilot grid to perform mobile system drive test. In the figure (Figure III-6(b)), 
download speed heat map of the measured grid is showing the areas with good 
bandwidth coverage indicated with scaled green dots and areas with poor bandwidth 
coverage indicated with scaled red dots. As can be observed from the collected 




diagnostic ticket in Figure III-6(b), there are several reasons for varying performance 
of the LTE mobile interface. LTE mobile network has a complex radio access 
subsystem, where performance is a function of a variety of physical and data-link layer 
parameters that need to be tuned and monitored for optimal mobile system operation. 
Some of the causes of LTE connectivity performance degradation in mobile mode can 
be inferred from the H-OAM diagnostic measurements (Figure III-6(b)): 
(i) Low mobile signal strength as a consequence of quickly changing radio 
propagation environment (radio reflection from the moving vehicles and 
buildings), which impacts multiple radio parameters (e.g., RSRP, RSRQ, RSSI, 
and Tx Power). 
(ii) System frequency change (e.g., from 800 MHz to 1800 MHz) due to base station 
or cell change. 
(iii) Channel bandwidth change (from 20 MHz channel to 15 MHz, 10 MHz, or even 
less). 
(iv) High user saturation in the camped cell. 
 
 
Figure III-6. (a) CDF and histogram graph for download and upload speed. (b) Download speed map 
with diagnostic result for one measured ticket. 
 
Graphs (CDF and histogram) in the figure (Figure III-6(a)) show dependency of 
the achieved download (DL) and upload (UL) speeds of the LTE mobile interface as a 
function of channel bandwidth and used frequency band by the IoT device. With the 
channel bandwidth of 20 MHz, the achieved speed of the LTE radio interface goes up 
to 95 Mbps for download speed and up to 45 Mbps in the upload direction, while on 




the 10 MHz channel bandwidth, the upload and download speeds decrease drastically, 
in the download direction up to 60 Mbps and in the upload direction up to 25 Mbps. 
 
3.7 Conclusion and Future Work 
 
In this paper, we proposed an H-OAM framework that aims to unify diagnostics and 
performance measurements of heterogeneous networks. Due to the fact that 
heterogeneous connectivity has become the norm in IoT systems, such solution offers 
a wide range of applications in IoT and beyond, including monitoring, tuning, 
analysing, and troubleshooting applications and network connectivity by inspecting 
data collected on multiple layers of the communication stack. 
We demonstrated the design and practical implementation of the framework and 
showed that it yields useful results when deployed in a real-life LTE network to 
perform continuous diagnostic tests. Our implementation collects KPIs on the physical 
LTE layer (RSRP, RSRQ, RSSI, and Tx Power, as well as basic mobile system 
information) and IP and TCP/UDP layers, as well as on the IoT application layer 
(focusing on DNS and HTTP protocols that are common in modern IoT applications). 
As demonstrated, either visualization and analysis of the diagnostic results can be 
done in real time for a limited set of KPIs or a deeper analysis can be performed in the 
postprocessing. 
The proposed solution leverages the EPS architecture, which makes it especially 
suitable for HSPA and LTE networks; however, many challenges remain with 
networks that are not yet integrated into the EPS, such as satellite access and 
simultaneous multihoming capabilities. While some of these will be addressed in 5G 
systems, future work is needed in this area to address unmanaged connectivity 
technologies. 
Additionally, many opportunities exist for optimization of the proposed system 
in terms of diagnostic procedures that are tailored to individual use cases. In this way, 
different cost metrics can be applied, such as minimizing the use of resources (the 
required amount of traffic, processing power, or energy efficiency [117]) when they are 
scarce or maximizing the speed of response to changing conditions. This will be 
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4 Deploying and managing a network of autonomous 




We present our experience with design, development, deployment, and operation of a 
nation-wide network of mobile Internet measurement probes. Mobile internet is 
becoming increasingly important, with new technologies being deployed on a regular 
basis. In the last decade we have seen a transition over a multitude of data transmission 
technologies, from EDGE, UMTS, and HSPA to LTE, with 5G already on the horizon. 
This presents an extremely heterogeneous environment where problems are difficult 
to pinpoint, because of either the fast changing radio channel conditions, daily 
mobility of the user base, or a number of fallback technologies that are available at a 
specific location and chosen by the terminal itself. To quantify these conditions, we 
have developed a mobile internet measurement probe called QMON, which can be 
either statically deployed or used in drive measurements and is able to collect 
hundreds of key performance indicators on physical, network, and application layers 
of the network stack, acting at the same time as an event-driven real-time sensor 
network and a batch-mode detailed data collection device. In this paper we expose 
some of the design considerations and pitfalls; among them are the problems of 
managing and monitoring the remote probes that measure the same communication 




In recent years, mobile Internet connectivity has become ubiquitous, enabling a 
plethora of new apps and services. Worldwide, deployments of 4G networks have 
significantly reduced the mobile data latencies and increased the available 
throughputs and are quickly closing the gap with fixed technologies [124]. With work 
on 5G technologies already underway, the future of mobile data seems brighter than 
ever—enabling everything from HD and Ultra HD video streaming and virtual reality 
on the go to connecting billions of devices to the Internet as a part of the Internet of 
Things (IoT) paradigm [125]. 
However, the reality of real-world mobile networks is more complex, further 
complicated by legacy system constraints and a need for seamless transition between 
technologies. Due to the fast progress of the latter, mobile networks are constantly 
evolving. This means that often many heterogeneous technologies coexist in the same 
location and in the same mobile system (e.g., 2G, 3G, and 4G) [126]. In addition, 




compared to fixed networks, which operate in a relatively stable environment [127], 
the last mile in mobile networks is a radio channel that can be subject to radio 
interference, coverage issues, or traffic spikes due to daily user commuting. 
This makes such networks increasingly complex [128] and difficult to tune, as it 
introduces a wide variety of physical layer parameters the operator needs to monitor 
and adjust when optimizing it [129]. Firstly, on the radio layer, multiple concurrently 
available network technologies on different frequency bands provide different channel 
bandwidths, capacities, and latencies and have different coverage and energy 
efficiency [117]. Next, on top of the radio layer, different network protocol stacks 
exhibit different performances (IPv4 versus IPv6, TCP and multipath TCP versus UDP, 
etc.). And lastly, what the user sees is only the performance of the applications and 
services, which is subject to yet another set of conditions (application behavior and 
optimizations, hardware capabilities, and server loads). 
To address this challenge, we have designed and implemented a distributed 
multilayer measurement system called QMON [116]. It is a cloud-managed system of 
probes that perform a wide range of measurements, some of which are done by 
emulating the user activity on the application layer. The system thus collects vast 
amounts of data on multiple layers of the network stack. Special attention was given 
to layer 7 web-based services and applications, with the rationale that L7 metrics of 
modern services are most indicative of the users' level of satisfaction. In addition to 
quantifying the users' level of satisfaction, the collected data also enables better 
understanding of the network and makes future optimizations possible, on both the 
network and physical layers. For example, it can be used to adaptively route the traffic 
and perform the best path selection, provide configuration for a software-defined 
network (SDN), or guide the providers in either manual or automated physical layer 
optimizations [130]. 
In this paper we describe how we designed and implemented the system from 
the point of view of data capture and exchange and outline the practical experience we 
had with deployment and management of a number of probes deployed at dozens of 
fixed locations as well as in vehicles for performing the periodic drive tests. 
 
4.3 Related Work 
 
Many solutions exist for monitoring communications networks and Internet services, 
both commercially and as research projects. Some crowdsourced application-layer 
solutions that have existed for long are Speedtest.net [131] and Grenouille [132]. For 
example, of a crowdsourced network-level solution, see RIPE Atlas [133]. 
However, to gain better insight into the network, the whole stack needs to be 
taken into account and a cross-layer solution is needed, addressing physical, network, 
and application layers. In this area, due to necessary collection of data from mobile 
hardware, the number of solutions quickly plummets. Apart from research efforts such 




as QoE Doctor [134], not many practical products exist to address the measurements 
and monitoring of the last generation commercial mobile networks. In addition, 
commercial solutions typically lag behind the state of the art in consumer off-the-shelf 
mobile radio hardware, while their high price also prevents the use of such equipment 
on a larger scale, for example, as a part of an IoT system. Only recently has the trend 
of deploying measurement and sensing probes on a large-scale and using data 
analytics to gain insight become viable, owing primarily to the lowering prices of the 
hardware components. For example, [135] describes a project named SITEWARE, a 
distributed network, and Quality of Service (QoS)/Quality of Experience (QoE) 
measurement platform that leverages big data and allows network optimization. Our 
research and presented solution is similar in the way it addresses cross-layer data 
collection and measurements; however, it places more focus on practical 
implementation and deployment with mobile operators. Our solution also tries to 
achieve a good trade-off between real-time awareness and the option of a detailed 
historical drill-down analysis, while the autonomous operation in adverse network 
conditions requires it to have a nonnegligible portion of the system intelligence on the 
probe itself. 
 
4.4 System Constraints 
 
Our guidelines and resulting constraints for the system were primarily inspired by the 
need for scalability, manageability, and autonomy, while achieving a trade-off 
between real-time feedback and detailed drill-down analysis. Below we present them 
in more detail: 
(i) Scalability: effortless deployment and distributed operation enable low cost 
large-scale data collection for longitudinal case studies, trend analysis, and 
optimization, which are simply not attainable with small or short-lived 
deployments. 
(ii) Central control to orchestrate the network of agents: this allows it to perform 
both synchronized measurements and stress tests. 
(iii) Agent autonomy and robustness: in case of possible network problems (which 
can be commonplace in mobile environments) the agent should have enough 
intelligence to survive and continue doing useful work on its own. 
(iv) The main functional requirement: it is related to the mobile network monitoring 
use cases, namely, to be able to emulate user activity by using up-to-date 
software and services. This includes measuring response times and other KPIs 
on the application layer, while at the same time collecting as many network and 
physical layer parameters as possible. 
(v) Hardware constraints: they provide a variety of radio network data parameters 
(using the modem as a sensor), as well as USB and GPIO for connecting 




additional sensors (GPS, temperature). With all other things being equal, we 
prefer off-the-shelf hardware to drive down maintenance costs. 
4.5 System Design 
 
The architecture of the system is presented in Figure IV-1. The measurement probe 
hosts the main component of the system, the software agent that performs the 
measurements and collects mobile system parameters. The agent interfaces with the 
hardware to collect mobile radio parameters, performs user emulation, and stores the 
results in an XML file. For the basic performance indicators, as soon as the results are 
obtained, they are pushed to a real-time event processing engine that allows 
monitoring of the system in real-time. When the entire measurement cycle is 
completed, the results are uploaded to a data server, where they are parsed, stored in 
a database, and enriched with GeoIP data and data from the ARIN/RIPE database. 
 
 
Figure IV-1. System architecture and main data flows. Green color denotes the monitoring 
subsystem. 
 
Below we further outline how the system design addresses some of the key 




Since the probes can be deployed in remote or even inaccessible locations, probe 
autonomy is of the highest importance. This is further complicated by the inherent 




planned communication blackouts to avoid interference with Internet measurements. 
This makes remote decision making in the cloud impractical, and the agent needs to 
be appropriately smarter, allowing it to handle different software errors and hardware 
malfunctions. The latter turns out to happen quite often with commercial firmware of 
the latest generation of modern peripherals. 
Another desired property of an autonomous agent is the ability to operate 
without the visibility of Command and Control (C&C) servers. This might seem to be 
a primitive requirement in the era of always-on broadband and redundancy built into 
the data centers, but mobile coverage is often far from perfect, especially in rural areas. 
Borders of white spots with no mobile coverage are one of the most interesting spots 
for an operator or a regulator to measure and monitor, making the need for 
autonomous operation the norm rather than the exception. Thus, to satisfy both 
requirements the remote configuration and agent operation roughly follow the 
procedure outlined in the diagram in Figure IV-2. 
 
 
Figure IV-2. Agent autonomous operation flow chart. 
 
Updating and Rollback 
 
To provide bug fixes and seamless roll-out of new features, an updating mechanism is 
needed. However, it has to be designed in the simplest possible manner, so as to be 
able to make it as bug-free and fool-proof as possible. If the agent software is corrupted 
remotely, either it has to be able to roll-back the destructive changes itself, or manual 
intervention is needed which can often be costly. 




We addressed this as follows. The agent first fetches the update package; upon 
unpacking it, an independent process is started, which performs integrity checks, 
terminates the agent, moves the old files to a safe location, unpacks the archive, and 
tries to start the agent. If the agent starts, it terminates the update process; otherwise, 
if the update process has not been terminated after a certain amount of time, it assumes 
something went wrong and performs a rollback by deleting newly extracted files, 




Designing the probe with an autonomous agent worker makes the scalability of the 
sensor node trivial; all operations on the side of the agent can run independently and 
thus concurrently. Probe deployment is further facilitated by the unique agent GUID 
(see Figure IV-2) which is generated upon first start and is used for agent identification 
in all subsequent communication. 
Thus, only the remote configuration (Figure IV-1, steps (1)-(2)), server-side data 
collection (Figure IV-1, steps (5) and (6)), and data processing (Figure IV-1, step (8)) 
need to be scaled when the number of probes is increased. Although scaling in steps 
(2), (5), and (6) can be achieved by balancing the load over multiple servers, database 
query caching can provide significant resource savings in step (2) as well. Finally, a 
scalable data storage technology should be used in the system as well, in the form of 




The probe is implemented on an industrial x86 computer with the latest generation of 
mobile modem hardware. Based on the Linux OS and the agent software developed in 
Python, the agent fetches the data over a REST API from the management server and 
performs the measurements in a cycle, using a variety of protocols and methods. 
On the physical layer, the following parameters and metrics are collected directly 
from the modem hardware: 
(i) Radio access technology used (LTE, HSPA, UMTS, or EDGE). 
(ii) Received Signal Strength Indicator (RSSI). 
(iii) Transmit power. 
(iv) Radio state (RRC idle or RRC active). 
(v) Multiple HSPA-specific parameters: frequency band and channel, receiving 
levels for individual carriers. 
(vi) Multiple LTE-specific parameters: signal-to-interference-plus-noise ratio 
(SINR), frequency band, channel bandwidth, Reference Signal Received Power 
(RSRP), Reference Signal Received Quality (RSRQ), Tx and Rx channels, and so 
forth. 




(vii) Various mobile channel identifiers (operator name, operator code, cell ID, local 
area code, tracking area code, etc.). 
 
Collection of these parameters allows the operator to capture exact mobile radio 
context of the measurements; since many of the parameters (including the technology 
and the base station) change due to environmental factors or user mobility, this can 
give insight into any sudden performance degradation. 
On the network layer the metrics are obtained by actively generating service and 
application traffic between the probe and the network elements or servers either in the 
operator's network or in the public Internet. In some cases, the amount of traffic 
generated is limited only by the link speed and measurement duration, which can lead 
to significant mobile data usage; when such high-throughput measurements are 
required, their frequency can be adjusted to reduce the amount of traffic transferred. 
The following metrics are captured on the network layer: 
(i) ICMP ping to estimate round-trip times (RTT) on the network level. 
(ii) Traceroute to determine the measured path of the individual measurements. 
(iii) Uplink and downlink throughputs using both TCP and UDP traffic. 
 
On the application layer the user actions are again actively emulated, using either 
actual applications or headless application-scripting frameworks: 
(i) HTTP and FTP upload and download throughputs. 
(ii) DNS resolution times. 
(iii) Web-based metrics, performed by emulating user requests for page loads. 
Duration needed for the page to load that is captured, as well as the total 
payload of the page, number of connections, and connection times. 
(iv) In addition, based on the duration of web page requests, Mean Opinion Score 
(MOS) for web browsing that is also calculated. 
 
Finally, contextual data, such as hardware temperature, system load, and probe 
location are collected. Location information is obtained from a GPS receiver module, 
but, in case of indoor use, one of the possible alternatives could also be WiFi 
positioning [104]. 
A number of open source projects were used to gather the described metrics and 
KPIs, ranging from GNU ping, traceroute, wget, and iperf, to the scriptable browser 
engine PhantomJS [115]. 
A significant part of the network and application-level tests could have also been 
implemented as a smartphone app, making the solution more cost-efficient and easier 
to deploy. However, the amount of physical layer indicators and metrics that can be 
acquired on such devices is very limited in comparison to dedicated mobile modem 
hardware. The main reason for this is that the sandboxed environment of mobile apps 
does not allow the necessary low-level access to the hardware. At the same time, 




mobile phone hardware would be very heterogeneous, offering nonuniform sets of 
capabilities and incomparable datasets. 
 
4.7 Data Processing Pipeline 
 
Data processing combines two independent data pipelines that serve different 
purposes: (1) an event-driven pipeline that is based on real-time KPI delivery, and (2) 
a batch postprocessing pipeline based on commercial Business Intelligence (BI) tools. 
This combination allowed us to get the best of both worlds: fast response for basic 
metrics and big-data-sized detailed results for drill-down analysis. Such approach 
proved extremely valuable due to the fact that the network resources are completely 
unavailable when measurement process is in progress and can be sporadically 
constrained otherwise due to poor coverage. 
 
Real-Time Event Processing 
 
The purpose of real-time processing is to be able to monitor the state of the mobile 
networks in real-time [136]. This is useful either for operators when making changes 
to the network, or while driving to get the instantaneous feedback on the coverage, 
network parameters, and system behavior. This can be seen in Figure IV-3 (Figure IV-
3(d) showing the real-time status in the mobile app and Figure IV-3(c) showing the 
web-based real-time dashboard). 
Real-time event processing fuses historical data, KPI events delivered by the 
agent, and the information stored in the database of the C&C server (fetched over an 
HTTP API). For triggering alarms based on the combination of events, a rudimentary 
complex event processing (CEP) engine with windowing support was deployed that 
checks for concurrent occurrence of multiple conditions and tracks moving averages 
of KPIs. 
 
Batch Processing and Data Analysis 
 
The detailed results are delivered in the XML format after the measurement cycle is 
completed. The use of plaintext XML files simplifies the data management, 
resubmission of failed files, and checksumming and allows manual collection of large 
amounts of data when uplink is not adequate. Uploaded files are regularly parsed to 
a database and archived as the reference copy, making it easy to replay events on a 
different server or to track down problems with the data processing chain. Once 
parsed, the data is stored in a database, which serves as a data source for import into 
the BI solution. However, such multistaged process means that in the worst case the 
generated reports lag a couple of hours behind the state of the network. 
 





Figure IV-3. System implementation building blocks: (1) agent management Web GUI; (2) industrial-
grade probe hardware; (3) mobile dashboard displaying agent status for drive measurements; (4) real-
time dashboard displaying measured KPIs; (5) drill-down analytics using a professional BI tool. 
 
Data Processing Pipeline Limitations 
 
The size of collected result-sets can range from 1 KB per measurement cycle (e.g., a 
single measurement with results and metadata) to multiple megabytes per cycle (for 
hundreds of measurements). The size of the results is in addition to the amount of 
reported details also correlated with the duration of the cycle. The average data rate 
per agent in our deployment is thus currently at around 3 kbit/s per probe, with log 




data accounting for another 8 kbit/s. At this rate, a single upload server with a gigabit 
network interface could accommodate tens of thousands of probes. On the other hand, 
the amount of data collected grows quickly, with 1 GB/probe/month for results data 
and another 2.5 GB/probe/month for logs (where enabled). We have addressed this 
with sharding of results and by discarding the old log files. 
However, due to the constraints of the measurement process, which should not 
be interrupted by the transmission of the results, the available slots for communication 
with the backend can easily be underallocated, especially on slow mobile links; this 
requires special caution when configuring the system, to achieve the right balance 




Two examples of measured results obtained by the system are shown in Figure IV-5. 
The map on the left depicts an area of the city of Ljubljana, together with the locations 
of mobile cell towers. Red and green dots represent measurements obtained during a 
drive test, with the color indicating the LTE Reference Signal Received Power (RSRP). 
The circled area of the city clearly exhibits low RSRP. The metadata associated with 
each measurement can be used to determine which base station is serving the area, 
what frequency and frequency band were being used, the speed of the vehicle when 
the measurement was performed, and if a handover between base stations occurred. 
In addition, the effect of poor signal strength on the actual download and upload 
speeds can be estimated, determining how the user perceives the problem. 
The right side of Figure IV-5 shows a cumulative distribution function (CDF) and 
a histogram for LTE download (DL) and upload (UL) speeds. It can be seen that higher 
speeds were achieved at 1800 MHz using a 20 MHz band (upper blue histogram) than 
at 800 MHz using a 10 MHz band (bottom blue). Similarly, upload speeds were higher 
at 1800 MHz using a 20 MHz band (upper red histogram) than at 800 MHz using a 
10 MHz band (bottom red). This is expected behavior; however, it shows how varied 
the root causes for poor performance can be: in the range of the radio access technology 
used (LTE or HSPA, UMTS or EDGE fallback), actual poor signal strength, handovers 
due to user mobility, used frequency and bandwidth of the base station, and congested 
or misconfigured network core or overloaded application servers. By collecting as 
much context data as possible for each measurement, the main reasons for poor 










4.8 Management and Monitoring 
 
Remote Agent Management 
 
Monitoring and remote management of probes with the primary purpose of network 
measuring are especially challenging, since the communication channel and the 
measurement channel are the same, even more so because the channel needs to be torn 
down and set up multiple times when changing measurement parameters (e.g., 
switching between mobile technologies) or measuring the time needed to connect to 
the network. 
We have solved this in the following ways: 
(i) No unnecessary services are running that could cause unwanted traffic while 
measurements are in progress. 
(ii) No persistent connection or tunnel is established between the agent and the 
server-side, which ensures the measurements are not influenced by monitoring 
and remote control traffic. Therefore, all management and remote control must 
be initiated from the agent during the idle period. 
 
However, this puts a lot of responsibility on the agent itself, since it must remain 
completely autonomous and capable of recovering from any possible situation. For 
this reason, we have implemented an internal state machine that retries certain actions 
(e.g., mobile modem commands, if the modem fails to connect to the network with the 
desired technology) or initiates a soft reboot. If the modem drivers hang the system 
irrecoverably, a hardware watchdog initiates a power cycle. 
Finally, for the cases when a remote and inaccessible probe gets completely cut 
off the Internet, we have added an out-of-band communication channel that leverages 
the same hardware, SMS text message. This allows limited communication when the 




Remote monitoring happens on four different fronts, which are leveraging the data 
connected at different points in the system, as follows: 
(i) Configuration C&C dispatcher receives an event when an agent fetches a 
configuration; the request happens over an HTTPS get, and the same request is 
used to piggyback some metadata about the current state of the probe and the 
agent software. In this manner, vital statistics about the CPU, memory, and disk 
utilization are collected, as well as a number of controlled (intentional) and 
uncontrolled (unintentional) reboots. 
(ii) Real-time dashboard receives events for basic KPI results; this allows the user 
to monitor the state of the network, but the presence, frequency, and payload 




of the events also carry the information about the measurement system itself, 
which makes it a valuable source for monitoring. 
(iii) The detailed XML results include over 500 different KPIs covering physical, 
network, and application layer. Since these result files can become large, FTP 
was used as a protocol for syncing the measured and gathered data with the 
server. This can only be processed in a batch mode, as the results are pushed to 
the server only after the measurement cycle is completed. 
(iv) Similarly, the log agent files containing different levels of debug information 
are as well pushed to the server, but only after a cycle is completed; this, 
however, is useful only for historical trending, analysis, and root cause 
discovery, due to time lag. 
 
Thus, the monitoring process is multistaged. Firstly, the previous conditions of the 
probe are updated, when the agent fetches configuration, at the same time reporting 
the previously dispatched configuration, CPU, memory, and disk utilization, as well 
as their historical trend. Next, when basic KPIs are delivered immediately after the 
measurement, this serves as an agent heartbeat. Finally, when the entire measurement 
cycle is complete, the results and logs are uploaded in their entirety. These can be 
imported into an analytics tool and used to discover past trends and anomalies, which 
serve to guide development of further features, creation of filters, and setting the 
thresholds for alarms. For example, the peak in Figure IV-4 shows an anomaly detected 
from historical logs of the management server (configuration dispatcher): a single 
rogue probe was hitting the server with thousands of configuration requests per day 
due to an unhandled exception, which caused it to abort the measurements. 
Occurrences such as this can serve to train the complex event detection engine, which 
is then able to detect similar anomalies as they happen, reducing the time needed to 
respond and fix the problem. 
 





Figure IV-4. Inferring operation anomalies from the number of log events for configuration requests; 
February 7–10 clearly shows a peak which had to be investigated. Such occurrences found in 
historical data can serve to train CEP filters to detect similar anomalies in real-time in the future. 
 
 
Figure IV-5. Two examples of the results obtained with the presented measurement system. (a) A 
map of Ljubljana with points indicating a probe during a drive test. The color of the points represents 
LTE Reference Signal Received Power (RSRP), while the map also shows location of the deidentified 
mobile cell sites. Dashed red ellipse indicates an area of low RSRP signal strength. (b) Cumulative 
distribution function (CDF) and histogram charts for mobile LTE download (blue) and upload 
speeds (red); both are shown at different LTE frequency bands (1800 MHz using the 20 MHz band—




In this paper we presented the design of a distributed multilayer mobile network 
monitoring solution that is remotely managed and operates as a wide-area sensor 




network. The probes push the data in two modes, basic real-time indicators for 
instantaneous feedback and detailed measurement results that allow the operator to 
gain deep insights into the mobile network. The solution has been deployed and is 
successfully being used or evaluated by multiple mobile network operators in Central 




The research and development work was in part supported by the European 
Commission (CIP-ICT-PSP-2011-297239), the Slovenian Research Agency under Grant 









5 Application-based NGN QoE controller 
 
© [2011 IEEE. Reprinted, with permission, from [Janez Sterle, Mojca Volk, Urban 
Sedlar, Janez Bester, and Andrej Kos, Application-based NGN QoE controller, IEEE 




In this article, a specification and testbed implementation results of an application-
based QoE controller are presented, proposing a solution for objective and context-
aware end-to-end QoE control in the NGN networks. The proposed solution bases on 
standardized NGN service enabler operation principles that allows for efficient in-
service QoE estimation and optimization. QoE control is accomplished through 
context-based QoE modeling, the principal role of which is to provide a detailed 
description of the circumstances, under which the communication is established and 
by which the enduser’s QoE is affected. Implementation results and findings confirm 
feasibility and efficient design of the QoE controller proposal as well as full compliance 




Witnessing fierce competition of alternative and internet-based service providers, the 
prospects of incumbent operators are increasingly focused on quality-assured and 
open service provisioning principles. In such environments, success is conditioned 
with efficient exploitation of modern technologies, which provide added value to 
multimedia communications by assuring their quality and security. Next Generation 
Networks (NGN) [137], built as a heterogeneous concatenation of various access, 
transport, control and services solutions, merged into a single multimedia-rich service 
provisioning environment, are said to be the de facto infrastructure of the future. 
One of the principal advantages of the NGN is a service-oriented approach 
providing transport independent service provisioning, that is, various multimedia-
rich communication services are provided within a unified service environment, while 
dynamically exploiting various broadband and narrowband transport technologies to 
complete the delivery [138]. This is achieved through dynamic service-oriented 
admission control using complex quality negotiation procedures [139]. Arbitrary 
functionalities are employed to mediate the differentiations between service and 
transport layers in terms of technological dependencies and the belonging transport 
quality mechanisms and procedures [140]. Hereby, the service environment becomes 




access agnostic and end-users access their services from any chosen access network. 
Today, a recognized NGN architecture comprises Internet Protocol Multimedia 
Subsystem (IMS) that provides unified signaling and service control to the overlay 
service environment, and Resource and Admission Control Subsystem (RACS) and 




Figure V-1. Converged dynamic quality related profiles in the NGN and ingress QC 
parameterization. 
 
However, such service-oriented approach is relatively new and differs 
substantially from the principles of legacy telecommunications systems, which 
presents several quality-related challenges to operators and service providers. 
Foremost, such inherent heterogeneity may provoke diminished and inconsistent 
service operation compared to legacy telecommunications systems, unless appropriate 
technologies and mechanisms are implemented. Service provisioning needs end-to-




end attention and cross-layer consolidations to provide a uniform and sustainable 
experience. 
There is another issue regarding selection of appropriate quality-related metrics 
to assess the achieved level of provisioned quality. In general referred to as quality, 
two mainstream approaches are presently discussed, that is, Quality of Service (QoS) 
and Quality of Experience (QoE) [139], [122], [141]. QoS represents an objective 
network-oriented measure of efficiency when providing a service, typically expressed 
with delay, jitter, lost information and throughput parameters. On the other hand, QoE 
is a subjective and network-independent measure of service efficiency as perceived by 
the end-user when consuming the service as well as a measure of ability of the system 
to achieve the end-user’s expectations. Today, the reference metric is believed to be the 
QoE rather than QoS. 
 
 
Figure V-2. NGN network architecture and a successfully completed QoE controller service, hosted 
on a SIP Back-to-Back User Agent (B2BUA) application server. 
 
For both issues, approaches and interpretations differ substantially, and 
standardization is insufficient and weakly consolidated [141], [122]. Practical 
experiences are scarce, and implementations are mainly related to focused and 
specialized areas. As a consequence, aside the arbitrary mediation layer, QoE 
assurance in the NGN is predominantly based on legacy QoS approaches. The 
challenge is even bigger due to the fact that thorough NGN quality assurance requires 




an end-to-end approach, aiming at enhanced end-user’s QoE rather than mere QoS 
provisioning. 
Numerous research efforts and proposal are aiming at resolving these issues. 
According to results and findings in scientific literature, the majority of existent 
approaches are focused on development of advanced network-level QoS mechanisms 
and end-to-end communication path models [142]. There are also various proposed 
quality assurance solutions that are focused on independent agent-based arbitrary and 
admission control functionalities, related to functional enhancements of the 
RACS subsystem [143]. To the best of our knowledge, existent proposals are 
prevalently proprietary and only loosely related to NGN standards and technologies. 
The key drawback of such network-level approaches is their technological 
dependency, limitation to specific transport layer segments and potential increase in 
admission control complexity, which is not acceptable in terms of service-oriented and 
technology-independent quality control concept, required in the NGN [141], [122]. 
The predominance of network-oriented solutions has incited further efforts in the 
direction of end-to-end interconnection and consolidation standards, representing the 
grounds for NGN-based quality assurance frameworks. Some standardized 
frameworks are readily available, e.g. - ITU-T G.10x0 recommendations series 
resolving parameterization and end-to-end service performance assessment, and non-
invasive quality assessment models for multimedia services [144] (e.g. – ITU P.NAMS 
and P.NBAMS). Also, there are numerous proposals on predictive differential media 
quality assessment methodologies using a combination of QoS metrics and other 
additional parameters, e.g. -codec effects, distortions, application effects, etc. [144], 
[141], [122]. However, these frameworks are again derived predominately from 
existent QoS-based methodologies and in addition lack considerable practical 
experience [141], [122]. 
In our opinion, there is significant research indigence in efficient QoE assurance 
solutions, appropriate for modern NGN service environments. Therefore, this article 
presents an application-based QoE controller proposal. The proposed solution 
introduces into the NGN service environment a novel value-added service enabler for 
the service of insession QoE control. The service is available to end users who wish to 
benefit from QoE optimizations by the NGN environment while accessing other 
available services within their multimedia communication. 
In the following section, QoE controller proposal is presented in detail. Service 
enabler design principles are discussed, followed by a detailed overview of its 
construction and workflow. Finally, implementation into a laboratory NGN testbed is 








5.3 Application-based QoE controller 
 
Despite numerous research efforts in defining QoE-based frameworks, these are not 
yet transferred into practice. Real-world solutions and any extensive practical 
experience are mainly network-oriented and base on QoS principles, which is not 
suitable for NGN service environments. In the latter, service provisioning aims at 
achieving an appropriate level of QoE through multimedia-rich services while 
employing various available transport networks for their delivery. For this reason, the 
quality assurance requires an end-to-end attention to achieve the target QoE as well as 
appropriate cross-layer mediation to reflect the QoE in particular QoS configurations 
of the respective transport path. From such conditions, the following deduction 
applies: while available network-based solutions suffice for QoS control in separate 
transport networks, an independent overlay end-to-end QoE-based solution is 
required in the service environment. Their interrelationship can be inclusive, where 
the overlay QoE solution conducts the underlying QoS solutions operation to provide 
the QoE QoS translations, or exclusive, where the QoE solution operates 
independently with an assumption that appropriate QoS assurance is provided on the 
transport layer at all times. Since the first option corresponds to RACS and NASS 




Figure V-3. Proposed service enabler application logic architecture. 




Three more reasons are in favor of such conclusion. First, the transport 
infrastructure employed by the NGN service environment typically comprises 
established QoS-assured networks, in which quality is provided by means of legacy 
QoS principles, while dynamic QoS adjustments are rather limited. This significantly 
restrains QoE from taking effect through crosslayer operation, resulting in ineffective 
QoE provisioning. Second, if QoE assurance solution is limited to service environment, 
its transport independence is ensured. And third, QoS and other transport-layer effects 
represent only a small portion of the entire range of effects determining the perceived 
end-user’s QoE. Even if the solution is limited to service environment only, excluding 
QoS control, the target QoE can be handled efficiently based on a large volume of 
effects, available in the NGN service environment [122], as discussed in the following 
section. 
The solution proposal in this article is given for the case of an NGN environment 
comprising hybrid transport infrastructure, IMS and arbitrary mediation layer 
implementing RACS and NASS functionalities. Concepts and limitations regarding 
implementation, service triggering, and communication provisioning are considered 
and adopted from the respective recommendations [142], [139]. 
Nevertheless, the presented ideas are applicable to a much wider range of 
challenges, including present and future internet systems and should therefore be 
discussed further also in this respect. 
 
5.4 Quality context 
 
A thorough inspection of the NGN service environment shows that a large volume of 
information relating to the effects of QoS and QoE is available throughout various IMS, 
RACS, and NASS entities [145], [122]. 
First, various information on end-users, services and relevant conditions of the 
transport infrastructure is available, organized into several end-user and service 
profiles, i.e., User Profile Server Function (UPSF) or Home Subscriber Server (HSS) 
profiles, and NASS transport profiles. Second, when building a communication, the 
initial incoming communication request from the end-user in the form of a Session 
Initiation Protocol (SIP)/Session Description Protocol (SDP) request and the respective 
profiles configure the provisioning chain and decide the provisioned QoS as well as 
the perceived QoE. The latter is, however, not optimized for many scenarios and 
requested services and requires adjustments (e.g., unsuitable terminal equipment, 
diminished network capacities, etc.). 
In the current NGN environments, however, service- and transport-layer profiles 
are provided statically. Their correlation to the dynamically-provided real-time 
quality-related information is incomplete and lacks detailed interpretation and 
consolidation amongst the involved subsystems. Moreover, the SIP/SDP request 
message information is currently not interpreted as a profiling compound even though 




it carries vital quality information in a standardized form. Also, there is a variety of 
other, either derived or by other means provided out-of-band information available 
within the NGN that have until now neither been considered as important nor 
exploited for the purposes of quality assurance, even though they clearly are of 
significance to the QoE. 
Assuring an optimal interpretation, such information could serve for 
enhancements of existent profiling principles of the NGN to achieve converged and 
dynamic quality-related profiles. The proposal is presented in Figure V-1, further 
findings and design principles are available in [145]. As denoted in Figure V-1, it 
interprets existent service and transport layer profiles as static profiles (i.e., service 
subscription, content profile, NASS transport profile), while SIP/SDP and RACS-
provided quality information represents real-time dynamic profiles (SIP/SDP service 
request, RACS transport profile). 
Furthermore, by applying the extended profiles to an appropriate end-to-end 
QoE-based communication model, a detailed description of service provisioning 
circumstances could be achieved, representing the so-called quality context (QC). 
Employing context-based principles in the QoE controller operations represents a 
novel approach to such NGN solutions. Hereafter,  the QoE-based communication 
model is referred to as the QC model and the extended profiles are collectively referred 
to as the ingress QC parameters. 
 
5.5 Service enabler design 
 
The following requirements and guidelines have been identified for this proposal. The 
aim of the solution is to provide QoE optimization to NGN end-users who wish to 
receive such enabling service while consuming other services. QoE control is achieved 
by means of the QC, the principal role of which is to provide a detailed description of 
the circumstances, under which the communication is established and the end-user’s 
QoE is affected. 
The QC model serves as the core component of the proposed QoE controller 
application logic, providing final QoE estimation and optimizations. It comprises a 
comprehensive set of parameters and mappings among them to construct an end-to-
end QoE model of a generalized NGN communication provisioning process. Aside the 
ingress QC parameters, there is a comprehensive set of derived parameters, the value 
of which is defined with ingress parameters and the respective mappings. A single 
egress parameter represents the resulting QoE estimation. This is opposite to 
measuring QoE directly by relying on subjective end-user feedback (e.g., MOS 
methodology). Based on an accurate QoE estimation, the QoE could be further 
optimized by means of appropriate ingress QC parameter adjustments. 
Although numerous approaches to objective and subjective QoE estimation are 
available, using a variety of methodologies and information, this proposal is limited 




to QoE estimation methods based on objective parameters. As this represents a novel 
approach, it is subject to comprehensive research activities and requires detailed 
attention in a separate work. 
In the process of QoE estimation and optimization, the QoE controller service is 
required to operate objectively, that is, the solution should handle all end-users and 
compounds of any multimedia-rich communication equally throughout the process of 
QoE estimation. This means that the QoE controller is required to provide a 
deterministic service behavior, for various endusers at various times and for various 
conditions, defined with service environment and transport infrastructure, that affect 
the communication, to which the QoE controller service should be applied to. This is 
evident also from ingress QC parameter set construction in Figure V-1, clearly 
denoting end-user, service, and content profiles. Also, to assure objective QC 
operation, all QC parameters should be unambiguously definable through objective 
methods only. 
Due to subjectivity and non-linearity of enduser’s perception, the QoE is required 
to be sustained at its maximum at all times. Therefore, the QoE controller service 
should operate proactively, that is, the service should take effect in the process of 
communication establishment prior to the actual QoE taking effect on the enduser. 
Also, for appropriate in-service operation, the solution should take effect in real 
time and should be focused on non-intrusive operation principles, i.e., minimum 
signaling complexity, optimized delay management, pre-processing, etc. The solution 
should avoid transport infrastructure dependencies and should base on standardized 
technologies, protocols and procedures to meet the NGN concept requirements. 
By taking into account the described design principles, it becomes apparent that 
the proposed solution can optimally be implemented in the NGN environment as a 
value-added service enabler within a standardized IMS-based application server (AS). 
Service enabler operation is thoroughly discussed in the next sections, followed 
by a detailed insight into QoE estimation and optimization principles. 
 
5.6 Service enabler workflow 
 
The proposed QoE controller service aims to provide QoE optimization through 
appropriate ingress QC parameters adjustments in real time in the process of 
communication establishment using standardized NGN service control mechanisms. 
Therefore, the NGN service control model is engaged as depicted in Figure V-2, 
placing the proposed QoE controller as the first service enabler in the service triggering 
chain. Prior to further services triggering, the request is forwarded to the QoE 
controller AS where QoE optimization is achieved respecting the QoE estimation, 
provided by the QC model. The procedure is as follows.  
The QoE controller service is available only to subscribed end-users. The 
standardized NGN end-user and service profiles are taken for this proposal and the 




service triggering procedure is standards-based using initial filter criteria (iFC) within 
the Serving-Call/Session Control Function (S-CSCF) entity. The iFC is provided with 
the profiles and represents instructions for service request processing, i.e., orders and 
commands for received SIP/SDP message processing and interpretation. 
Referring to Figure V-2, the QoE controller service execution point trigger (SPT) 
represents the incoming request in the form of SIP/SDP INVITE message from or on 
behalf of the enduser. Based on the incoming request (1. Service request), the S-CSCF 
executes initial filtering (2. Service triggering). If triggering is successful, the request is 
forwarded to the QoE controller AS via the IMS Service Control (ISC) reference point 
(3. Service request). 
The AS receives the incoming service triggering request and executes the 
application logic (4a. Service logic execution). For the purpose of application logic 
execution, the AS aside the received SIP/SDP request retrieves and applies other 
information representing the ingress QC parameters. These are profiles formerly or in 
real time acquired from the UPSF/HSS database via Sh reference point (0. Service 
profile acquisition), as well as other information available locally or through the AS. 
When acquired, the QoE controller service feeds the ingress QC parameters to 
the QoE estimation logic and determines the QoE estimation. When determined, the 
QoE estimation logic attempts to optimize (increase) the QoE estimation by adjusting 
a precisely selected set of ingress QC parameters, that is, either through modifications 
in the received SIP/SDP message prior to its forwarding back to the IMS or through 
profile adjustments. Details on information retrieval, and ingress QC parameter 
definition and adjustments are discussed in the following section. 
After the QoE optimization process is completed a (modified) SIP/SDP request is 
forwarded back to the respective S-CSCF, either: 
- In the form of original or adjusted SIP/SDP request message (5. Service request) 
with eventually adjusted media construction and parameter values, for the case of 
a successful QoE optimization or 
- In the form of communication release message (typically SIP BYE message method, 
e.g., 5. Service termination), for the case of an unsuccessful QoE optimization. 
 
In both cases, if changes have been made to the ingress QC parameters, acquired from 
the profile databases, these are updated, respectively (4a. Quality profile 
modification). 
According to routing information in the initial request message header, the 
modified SIP request/BYE message is forwarded back to communicating S-CSCF. The 
following procedures are standard service control procedures as applied to the 
communication request within IMS (6. Service request), and RACS and NASS 
subsystems (6. Resource reservation request), respectively.  
The proposed service application logic requires implementation of a Back-to-
Back User Agent (B2B UA) AS entity. B2BUA implementation is suitable for complex 
application logic requiring third party call control functionalities, i.e., enabling 




appropriate incoming session termination and outgoing session establishment, as well 
as message header and body modifications.  
In this proposal, the incoming communication request processing and 
adjustment procedure are limited to the first incoming request, i.e., SIP INVITE 
message for the case of an originating end-user. However, as denoted in Figure V-2, 
QoE control could also be applied to the second communication establishment 
negotiation cycle, i.e., SIP PRACK messaging (X. Service request, final configuration). 
Inclusion of SIP PRACK and SIP UPDATE message handling should be further 
discussed in relation to the issues of end-to-end consolidations and technology-
dependent cross-layer QoS and QoE parameter translations in the NGN. Also, support 
for terminating enduser scenarios and other SIP request methods SPTs (e.g., SIP 
MESSAGE) are for further work. 
 
5.7 QoE optimization 
 
Figure V-3 represents detailed architecture of the QoE controller service enabler 
application logic. The application logic is modular. The principal component 
represents the decision logic, providing QoE estimation as a result of applying QoE 
estimation algorithm to the ingress QC parameters. The QC model serves as the 
guiding principle for the design of the QoE estimation algorithm. Therefore, the 
construction of the QC model in this respect requires careful application-based design, 
as follows. For ingress QC parameter acquisition, SIP and Diameter protocol stacks 
interconnected to ISC and Sh reference point implementations are required within the 
service enabler AS, as well as other dedicated interfaces towards other services and 
applications available in the respective NGN or specialized systems, if considered 
(e.g., monitoring and measurement systems, billing systems, etc.). These provide AS 
with further QoE-related information, e.g., presence information, management status 
reports, etc. The reference points serve as standardized NGN mechanisms for correct 
SIP/SDP request message reception and for ingress information retrieval through 
appropriate protocol message reception and processing (i.e., for SIP/SDP, Diameter 
and other dedicated protocols). 
Since AS deployment capabilities and the available reference points are 
respected, the organization and interpretation of the ingress QC parameters follows 
the means of their acquisition by the service enabler via available reference points in 
the process of communication establishment. Referring to Figs. V-1 and V-3, in 
addition to standardized UPSF/HSS-based profiles, in our proposal two groups of 
ingress QC parameters are of principal importance: 
1. SIP/SDP information derived from the received request message 
2. Any other objective QC information, readily available either in UPSF/HSS, AS and 
optionally in other applications or dedicated systems. 
 




Further groups of ingress QC parameters are: 
- Available network-related QoS parameters (IP packet delay, throughput, etc.), and 
application-layer parameters, (buffering effects, Forward Error Correction (FEC) 
effects, etc.) 
- Parameters relating to services (content media type and service delivery media 
type, service rating, coding technologies, etc.) 
- End-user’s QoE-related parameters (e.g., age, subscription profile, personal content 
prioritization, usefulness, expectations, etc.), resulting in egress QoE estimation 
 
The trigger point for QoE estimation represents the received request message (Figs. 
V-2 and V-3, Service request, INVITE forwarded), while the information retrieval 
could be accomplished in advance, periodically or on demand (Figure V-2, 0. Service 
profile acquisition and Figure V-3, Other information acquisition). The information 
acquisition is subject to further research, primarily addressing the issue of application 
logic and the respective communication set-up delay optimizations related to the 
frequency of the information retrieval processes. 
The QoE estimation is achieved by acquiring and applying the ingress QC 
parameters to the QC model. Based on the acquired QoE estimation, the decision logic 
either admits the incoming request with no modifications or enforces QoE 
optimization. The decision is achieved using a QoE scale that determines appropriate 
and inappropriate estimated QoE levels. If inappropriate, the QoE optimization 
enforces a range of adjustments on a precise selection of the ingress QC parameters 
using strict rules and limitations, which is followed by repeated QoE estimation. The 
procedure is repeated until an adequate QoE level is achieved using the respective 
adjustments, or until the maximum number of estimations is reached (obeying 
constraints on the maximum number of estimations or their duration). Afterwards, 
standard NGN service control procedure is resumed. Additionally, the respective 
profiles affected by modifications in the ingress QC parameters are appropriately 
updated. 
Precise definitions of QC model construction, QoE scale levels, ingress QC 
parameter selection and modification rules, maximum number of estimations, etc., are 
sensitive decisions and should be made in relation to real-life implementations only. 
Specific details for the case of a laboratory implementation are available in the 
following section. 
 
5.8 Implementation and validation 
 
The proposed QoE controller service enabler has been implemented and validated 
within a laboratory environment. The laboratory NGN testbed is designed to provide 
the basic functionalities of a real-world NGN deployment, comprising the following 
components (Figure V-4): 




- Fraunhofer FOKUS Open IMS Core 
- berliOS UCT Policy Control Framework 
- UCT IMS Client and Mercuro Silver IMS Client 
- Laboratory NGN infrastructure with Iskratel SI3000 solution 
- Ethernet, WiMAX, and UMTS/HSPA access networking deployments 
 
The deployed NGN testbed is standards compliant, which has been verified using 
reference NGN test procedures and the respective methodologies and metrics, defined 
with ETSI TS 186.008-1/2/3 and by employing a selection of test tools, e.g., Wireshark, 
IMS Bench SIPp, and RightMark CPU Clock Utility. The following aspects of the 
proposed QoE controller service enabler have been tested and validated. 
 
 
Figure V-4. NGN testbed deployment. 
 
First, standards compliance of the QoE controller service enabler has been 
validated through message flow and functional design observations. Full 
correspondence has been validated against ETSI TS 186.008-1/2/3 tests methodology. 
Protocol message composition and message flows have been captured and studied in 
detail using SIPp and Wireshark tools, confirming full compliance of the QoE 
controller procedures with the NGN testbed implementation as defined with [137] 




(Figs. V-2 and V-5). A standards-based service enabler is established, allowing for 
proactive and in-service operation. 
For QoE estimation algorithm, a QC model has been established comprising 56 
ingress QC parameters and 134 QC model parameters in total. The model construction 
is taken after various objective parametric end-to-end QoE modeling 
recommendations and principles, available in research literature, and comprises 24 
nontechnical parameters, the value of which is objectively definable through 
mappings that model subjective end-user’s perception, leading to QoE estimation 
(Figs. V-6a and V-6b). Examples of such parameters are Presence, QoE suggestion, 
Responsiveness, Usefulness, and End-user’s age. Also, the QC model incorporates 
cross-layer translations between transport-independent service-layer parameters and 
transport-dependent networklayer parameters for typical network-based QoS 
mechanisms after available standards and recommendations. Such examples are 
translations from Application class of service derived from Service priority to Network 
class of service and from Media priority through Transport Service class to QoS class 
identifier after the ITU-T Y.1541 and Y.1221 recommendations. QoE controller ingress 
QC parameter availability has been fully confirmed for the implemented FOKUS 
Home Subscriber Server (FHoSS, Figure V-4), ISC and Sh reference points, and 
SIP/SDP INVITE message construction in UCT IMS Client and Mercuro Silver IMS 
Client. An example analysis of SIP/SDP INVITE request message construction for 
ingress QC parameters availability inspection is represented in Figure V-5. 
 
 
Figure V-5. SIP/SDP INVITE protocol request message construction analysis for ingress QC 
parameter availability confirmation (Wireshark capture). 
 
Next, the QoE estimation algorithm has been tested for 30 communication 
construction scenarios with varied ingress QC parameters: SDP Media types, SDP 




Requested datarate, Requested codec, Transport mode, Service Bandwidth, Content 
types (including Content media type, Content datarate, Content codec, Content 
priority, etc.). Test scenarios have been taken after principal NGN standards 
recommendations, referenced in [137]]. A portion of results, displayed in Matlab 
programming environment, is given in Figure V-6c, displaying effects of SDP Media 
types and Content types on QoE estimation. 
QoE scale in the QoE estimation algorithm has been set to [0,100] with admittance 
threshold of 60 (Figure V-6). Ingress QC parameter adjustments are allowed on SDP 
Media type, SDP Requested datarate, Requested codec, Content types, Media 
structure, Transport mode, and Service bandwidth parameters and a series of 
limitation are set to protect the algorithm from performing uncontrollable or malicious 
effect to the communication, the end-user or the service provider. 
Finally, service enabler workflow construction and efficiency have been 
thoroughly investigated. Three principal factors have been identified: 
1. AS implementation efficiency 
2. Introduced service enabler signaling overhead 
3. Application logic operation efficiency 
 
 
Figure V-6. QoE estimation algorithm test results (capture in Matlab programming environment). 
 




Again, ETSI TS 186.008-1/2/3 methodology has been applied using Wireshark, 
IMS Bench SIPp, RightMark CPU Clock Utility, and Jmeter tools. The respective IMS 
Bench SIPp test scenario comprised 20.000 end-users with an average session duration 
time of 30 seconds. The results are as follows.  
Ad (1), AS implementation efficiency greatly depends on selected AS 
implementation that is to be included in the NGN system. For the case of a Tomcat AS 
implementation, performance results are favorable. HTTP interface performance tests 
for 10 sessions have shown a capacity of 30 scenario attempts per second (SAPS) with 
CPU load at 98 percent. Similarly, SIP interface performance tests have shown 10 SAPS 
at first inadequately handled scenarios (IHS) and 60 SAPS in maximum.  
Ad (2), introduced service enabler signaling overhead comprises two Diameter 
profile acquisition procedures comprising Cx/Sh-Pull —Cx/Sh-Pull-Resp message 
pair, separately for S-CSCF and AS, one SPT triggering with the belonging iFC and 
SPT records in the FhoSS and S-CSCF databases, and one service request forwarding 
message pair comprising two SIP INVITE message exchanges over the ISC interface. 
This confirms minimal induced signaling overhead and a design, limited to basic 
service triggering and session control procedures required for service enabler 
operation in the NGN. 
Ad (3), application logic operation efficiency is implementation-dependent and 
is subject to selected implementation technologies as well as efficiency of internal and 
external logic operation and interface signaling. In this respect, from the NGN service 
environment and the end-user’s viewpoints, the principal metrics represents the delay 
induced due to service enabler operation. As the latter is of great importance and has 
effects on the resulting QoE itself while providing QoE optimization service, further 
attention is of vital importance. In further studies, attention will be placed on two key 
aspects: internal QoE enabler application logic performance optimization and ingress 
QC parameter acquisition efficiency. 
Herewith, the service enabler design and operation have been successfully 
validated for standards compliance, in-service operation, signaling overhead 
efficiency and objective application-based QoE control. A basic laboratory testbed 
NGN implementation suffices and provides all required functionalities, mechanisms 
and procedures. With the presented implementation results and findings, a conclusion 
has been drawn that the QoE controller proposal is readily designed in compliance 
with the requirements for deployment into real-world NGN environments. 
 
5.9 Conclusion and future work 
 
In this article, a QoE controller service enabler solution has been presented. The 
proposal represents a novel application-based approach to inservice QoE control. The 
QC serves as the guiding principle for the design of QoE estimation logic, enabling 
end-to-end QoE modeling, and appropriate quality-related configuration adjustments 




for QoE optimization purposes. By employing a standards-compliant service enabler 
and the respective NGN service control and triggering principles, QoE control is 
provided as an enabling service, triggered in the communication establishment 
process. 
The testbed implementation results have successfully confirmed that the 
proposal is efficiently designed in the direction of full standards compliance, favorable 
signaling overhead efficiency, and objective application-based QoE control principles, 
therewith presenting a nonintrusive proposal for in-service QoE control for any NGN-
based service environment. 
There are many interesting research challenges that require further attention. 
First, the design of appropriate QoE estimation algorithm and the respective QoE 
modeling, estimation, and optimization are highly complex tasks that should be 
addressed in further work. Specific attention should be placed on end-to-end 
consolidations and transport-dependent cross-layer QoS and QoE parameter 
translations beyond the NGN service environment. Also, further work is required to 
provide validated objective QoE estimation and optimization effects against selected 
methodologies involving end-user feedback in real-world implementations.  This can 
be achieved though applied use-cases in relation to other value-added services 
available to the end-users. Next, the presented service enabler proposal requires tight 
coupling with the respective NGN service environment. For this reason, any further 
enhancements and optimizations of this proposal are heavily dependent of the 
respective real-life NGN deployments and are subject to case-by-case design. Herein, 
business model effects on the service construction should be analyzed and discussed 
in detail, addressing also the potential of the proposal to serve as a value-added 
service. Nonetheless, the proposal carries potential for cost-efficient application-based 
quality control solution in place of existent complex and dedicated admission control 
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6 A novel approach to building a heterogeneous emergency 




We present a specification and a nationwide pilot implementation of a future public 
safety communication system. We propose a novel approach to survivable 
heterogeneous emergency communication systems, merging professional and 
commercial off-the-shelf (COTS) equipment, communicating over state-of-the-art 
mobile and satellite links. We explain the architecture and functional outline of an 
Advanced Emergency Response Communications System (A-ERCS), which was 
developed and integrated with professional, commercial, and ad hoc networks to 
provide survivable communications services and sensor-based applications to support 
public safety agencies in their day-to-day operation and disaster relief missions. 
Further, we present the results of a real-world pilot implementation, customized for 
fire fighter services in Slovenia, and discuss the outcomes of performance tests, 
showing how the proposed solution can be applied in public safety practice and how 




Earthquake in the Emilia-Romagna region in Northern Italy (2012), earthquake and 
tsunami in Tohoku region in Japan (2011), and September 11 attacks in the United 
States (2001)—those are examples of natural and man-made disasters that are part of 
life which can happen at any time, with little or no warning, and in unfortunate cases 
with devastating consequences. The ability of public safety agencies to cope with such 
unexpected situations with efficiency and effectiveness depends heavily on their 
preparedness for emergency management with appropriate communications 
infrastructures in place. 
In day-to-day operations, the emergency communications systems (ECS) set up 
by public safety agencies for professional use operate normally. However, in case of 
severe conditions, availability and appropriateness of communications services for 
first responders is a multidimensional challenge. 
Survivability of individual ECS deployments is subject to planning and resilience 
support as well as concrete damage in individual situations. Total autonomy, full 
operational control, service planning for known and preauthorized professional end-
users, and targeted system planning are the four key approaches in use that separate 
today's ECS from commercial and other specialized networks. There is no explicit 




technology or approach that could reduce professional systems' vulnerability 
compared to day-to-day deployments. Hence, public safety agencies typically rely on 
two or more parallel professional systems with different vulnerability profiles to 
increase survivability of their telecommunications infrastructure, for example, a 
Terrestrial Trunked Radio (TETRA) system and a satellite network. This was, for 
instance, the case during the Tohoku earthquake incident in Japan (2011) when the 
affected areas suffered complete telecommunications outage and the satellite system 
was the only available communications infrastructure. 
Another challenging aspect concerns technological capacities and features 
available in ECS systems. In the past decades, there has been immense progress in 
commercial and consumer communication technologies, systems, and services that 
today allow for powerful high-bandwidth mobile communications with converged 
voice, data, video, and sensor-based services, as well as ad hoc, self-healing, and 
context-driven capabilities. Yet, professional systems today typically rely on narrow-
bandwidth circuit-switched voice services based on technologies that are proven for 
their resilience and controllability but are far outdated in terms of data-centric services, 
mobility, and flexibility [118]. This is primarily due to the fact that high availability 
and system autonomy have priority over high system capacity and rich portfolio of 
supported functionalities and services, resulting in purpose-built systems optimized 
for voice communications with integrated policies for predefined chain-of-command 
hierarchies of the agency. However, the experience from different first responder 
missions in the past years has led to a conclusion that voice and data are equally 
important means of communication in emergency situations. In all European 
countries, public safety agencies have implemented individual ECS systems based on 
DMR, TETRA, and complementary VHF/UHF technologies. Current professional 
systems are optimized for voice communication with special features for public safety 
use including direct terminal-to-terminal communications, push-to-talk 
functionalities, and group service calls. TETRA has also data capabilities but they are 
limited with the system channel speed at 9.6 Kbps. 
Simultaneously in nearly all European countries there are several commercial 
mobile networks with High Speed Packet Access (HSPA) and, recently, Long Term 
Evolution (LTE) capacities, a variety of municipal and agency WiFi networks as well 
as fixed broadband networks (Digital Subscriber Line and Fiber to the Home), all with 
at least a couple of hundreds of times faster data rates; for example, in Slovenia the 
highest deployed mobile system data transmission rates vary between 20 Mbps on 
HSPA and 150 Mbps on LTE networks and support any kind of IP-based 
communication, including VoIP, video and data transmission, and streamed video. 
Also of importance and in relation to the commercial communication technologies are 
the emerging ad hoc setup functions and direct terminal-to-terminal capabilities (i.e., 
proximity services in LTE standardized with 3GPP release 12 and WiFi Direct mode). 
Yet, in case of a disaster, use of commercial systems is not recommended for mission-
critical services [119]. 




Another important aspect that goes against professional systems and in favor of 
commercial technologies is the availability and cost of the professional technology 
compared to commercial off-the-shelf (COTS) products for use in public commercial 
systems. Professional terminal equipment is costly and first responders are equipped 
based on agency's custom preorders. On the other hand, handhelds, tablets, routers, 
and switches are low-cost COTS devices available in the nearest store. 
Other areas relevant to the ECS are sensor systems and Internet of Things (IoT) 
technologies. These have become a mainstream and mature technological field with a 
variety of commercially available sensor sets for situation surveillance and 
environment monitoring (e.g., avalanche trackers, water level sensors, heat sensors, 
CO and butane probes, and temperature and humidity sensors), well-being (e.g., 
heart-rate monitors, heat exposure sensors, location trackers, and accelerometers), and 
large-scale high-end solutions for smart context-aware surveillance and monitoring in 
modern settings, such as SmartCity, SmartEnergy, and SmartGrid. The ability of 
contextualized decision making and prioritization in disaster relief situations has been 
proven as a vital aspect preventing consequences that are inconvenient at best and 
disastrous at worst. 
This altogether calls for a new era in professional emergency communications 
systems capable of coping with different requirements and constraints for different 
scenarios, occurring in day-to-day operations and massive disaster relief 
interventions, allowing for coordinated cross-agency operations as well as 
international cooperation. This raises a number of research challenges in three major 
directions: 
(i) Providing high-performance communications in day-to-day operations and 
survivable communications in extreme situations using distributed 
architectures and service intelligence. 
(ii) Use of IoT and sensor technologies in ECS systems to provide contextualized 
support for on-site intervention management. 
(iii) Support for advanced ECS features such as multidimensional mobility and 
tracking, admission control flexibility, and system scalability by means of 
advanced networking technologies and information-centric admission control 
intelligence. 
 
The following section proposes an advanced heterogeneous ECS system for 
emergency response communications and explains its architecture. The technologies 
used in the A-ERCS design are presented as well as the composition of its major 
components, followed by insights into pilot deployment and performance testing of 
the deployed system. The paper is concluded with a discussion on future technological 








6.3 Novel Heterogeneous Emergency Communications 
System Architecture 
 
The proposed solution is an Advanced Emergency Response Communications System 
(A-ERCS), capable of provisioning novel mobile, sensor, and web applications and 
services for first responders based on transparent, context-driven, and survivable 
communications powered by all-IP and ad hoc connectivity modes, state-of-the-art 
mobile and satellite links, and support for sensor and wearable computing 
deployments. 
Its main objective is to enable survivable heterogeneous ECS using COTS 
principles on top of professional and commercial communication infrastructures as 
well as IoT technologies, thereby closing the gap between today's ECS systems and the 
vision of a future information-driven Broadband Public Protection and Disaster Relief 
(BB PPDR) environment [119]. 
The concept of the solution is represented in Figure VI-1. It follows the principles 
of a distributed and robust overlay communication solution in portable or mobile 
setup installed on a tactical command level typically located on site of the intervention. 
During day-to-day operations and disaster relief missions, the system provides first 
responders with data transport and rich multimedia services, which are enabled across 
professional (e.g., DMR, TETRA, P25, and satellite), commercial (e.g., HSPA, LTE), and 
ad hoc networks (Mesh WiFi, standalone compact LTE/EPC) that are at a certain point 
in time available on the location of the intervention. A-ERCS core mobile node 
maintains transparent connectivity from the on-site location into the headquarters by 
setting up the connection via the best available professional, commercial, or ad hoc 
access network currently available on the location; if one network (e.g., TETRA) fails, 
the A-ERCS system transparently switches to the next best available network (e.g., 
LTE). State-of-the-art IPv6 features such as Network Mobility (NEMO) transparent 
tunneling with multiple care-of addresses, Dual Stack Mobile IPv6 (DSMIPv6) with 
flow mobility features, controlled multicast transmission with scope options, and ad 
hoc node-to-node routing capabilities based on Open Shortest Path First (OSPFv3) 
link-local addresses are used as a convergence layer in the form of a smart mobile 
network enabler that provides transparent connectivity and hence survivability of 
communications. Using NEMO and DSMIPv6 tunneling approach, the system is 
capable of integrating the best functionalities and principles of professional (system 
robustness), commercial (high performance and low latency), satellite, and ad hoc 
(high availability) backhaul communication networks into a powerful ECS solution to 
support first responders in their day-to-day operations as well as in extreme disaster 
relief missions. 
 





Figure VI-1. A novel heterogeneous ECS approach. 
 
 
A-ERCS System Architecture 
 
As depicted in Figure VI-2, the A-ERCS system comprises the following system 
segments (right to left): 
(i) On-site emergency infrastructure, termed A-ERCS node extension, comprising 
A-ERCS mobile devices for communication throughout the intervention among 
members of the on-site unit as well as with the Tactical Emergency Control 
Center (TECC); sensor systems, such as water level sensors, earthquake 
monitoring system, and heat sensors; and on-site communication 
infrastructure, such as Mesh WiFi. 
(ii) Core communication node (A-ERCS node), implemented in the TECC vehicle, 
supporting on-site intervention coordination and communication with the 
Strategic Emergency Control Center (SECC) leading the entire operation from 
the headquarters. 
(iii) An A-ERCS backhaul-supported system, constructed as a heterogeneous 
communication infrastructure comprising core network(s) and different 
professional and commercial access networks and ruggedized COTS systems in 
the role of a (redundant) backhaul transport infrastructure. 
(iv) SECC located on distributed sites and responsible for the control and cross-
communication of the entire operation on a national level (including 




cooperation and communication with other civil protection, rescue, or military 
services) as well as cross-border cooperation. 
 
 
Figure VI-2. High-level A-ERCS system overview. 
 
The integrated segments together build a converged emergency response 
infrastructure, capable of providing operational assistance services for the on-site first 
responder unit and the TECC team, as well as situational awareness and monitoring 
of the intervention site. An example of such integrated infrastructure and its functional 
elements is represented in detail in Figure VI-3. 
 
 




The principal role of the A-ERCS node is to provide intelligence that is able to 
automatically and transparently set up, configure, and maintain connectivity with and 
between the available networks and systems at all times during the intervention, 
taking into account the fact that during the intervention one or several backhaul 
transport systems might fail. Internal A-ERCS node logic monitors the connectivity 




status of the connected interfaces (i.e., HSPA/LTE, satellite, and WiFi) and periodically 
measures Quality of Service (QoS) capabilities of the available network. Based on 
predefined policy manager rules and policy based routing functions appropriate IPv6 
packet forwarding treatment can be enforced. 
For example, in the case of a major natural catastrophe, such as an earthquake, 
the A-ERCS system will try to set up connectivity between the TECC and the SECC via 
any available HSPA or LTE network. If the HSPA or LTE network fails, the A-ERCS 
node would instantly and seamlessly reestablish the connectivity via a satellite 
network or an ad hoc WiFi/WiMAX backhaul system that was set up to support the 
intervention. 
Furthermore, based on currently available connectivity, the A-ERCS node can 
prioritize services using IPv6 and LTE access network QoS capabilities according to 
the currently available transmission capacities and access network capabilities. For 
example, voice services will have first priority (i.e., LTE QoS Class Identifier (QCI) 1 
with Guaranteed Bit Rate (GBR) of 100 Kbit/s and Expedited Forwarding (EF) DiffServ 
treatment), followed by messaging and sensor readings as second priority, and 
video/image transfer as third priority. Actual availability of these services is subject to 
available backhaul networks and the respective capacities. For example, in case of an 
intervention due to a massive traffic accident, the A-ERCS node can establish voice 
and messaging services between the TECC and SECC via a professional system and 
non-mission-critical video/image transfer via a commercial network HSPA/LTE. On 
the other hand, in case of an earthquake, the majority of commercial systems will 
probably fail. In this case, the A-ERCS node would establish voice and messaging 
service via a TETRA system, while video/image transfer service would no longer be 
available due to lack of capacities, unless a dedicated microwave link (e.g., ad hoc 
WiFi) is set up between the TECC and the SECC. In case of an aftershock and outage 
of the TETRA system and the microwave link, voice services would be reestablished 
via a satellite system while other services would no longer be available. 
An important aspect of the A-ERCS node operation is its ability to respond to 
current circumstances and to set up and configure communication services 
automatically and with minimum delay. This accounts for highly reliable 
communications and is achieved through a set of advanced self-configuration and self-
organization features enabled by extended IPv6 protocol functions (i.e., A-ERCS node 
multihoming based on NEMO support with multiple care-of addresses, ad hoc node-
to-node routing with OSPFv3 based on link-local addressing, and IPv6 Policy Routing 
for strict policy enforcement). Also, the A-ERCS system itself needs to provide reliable 
and resilient operation, requiring further self-configuration and self-healing features 
(i.e., network multihoming with Border Gateway Protocol (BGP) routing for 
multidomain connectivity). Also incorporated in the A-ERCS node are local 
applications (such as a push application to deliver fire routes to the first responder's 
device, a vital signs monitoring application) and databases (e.g., local fire route and 




3D building plans database, intervention inventory, and contact lists) and a 
management system. 
The described A-ERCS node features require a corresponding mobile and 
portable hardware infrastructure. Core components are a router with various 
heterogeneous backhaul interfaces and smart routing and policing features, a firewall 
function, and a system server as well as terminal equipment (e.g., user devices, 
monitors, printers, and faxes). 
 
A-ERCS Node Extension 
 
The A-ERCS node extension is a segment of the A-ERCS infrastructure, deployed on 
site where the first responder units are in operation (e.g., a Public Fire Fighter Service). 
In the A-ERCS context it is positioned as an extension to the infrastructure deployed 
in the TECC vehicle. Its role is to provide services utilizing professional voice services 
(e.g., TETRA) and data services (e.g., video transmission, image transmission, and 
other data services) using local on-site WiFi mesh and WiFi Direct connectivity or 
available professional or commercial networks (e.g., ad hoc links, especially in 
situations when the TECC is not located directly on site). 
In general, the implementation and operational features of the A-ERCS node 
extension for communication services must follow the requirements and features of 
the A-ERCS node. Two systems/technologies are planned, professional system for 
voice communication and local Mesh and Direct WiFi for non-mission-critical data and 
video communication. Ad hoc WiFi setup capabilities are enabled with IPv6 link-local 
addressing features and OSPFv3 routing functions. 
Part of the A-ERCS node extension is also a sensor setup based on 6LoWPAN, 
planned to support local TECC applications as well as sensor-based applications in 
other parts and units of the emergency response system as a whole, for example, for 
on-site video surveillance of the conditions, automated avalanche monitoring, and 
periodic radiation measurements of nuclear plant areas. 
 
A-ERCS Strategic Emergency Control Center 
 
In terms of communications infrastructure, the SECC represents the backend part of 
the A-ERCS infrastructure that is in direct communication with the A-ERCS node via 
the backhaul-supported systems. Its role is twofold: 
(i) To assure voice communication with the assigned TECC team member in 
charge during an intervention according to the specified intervention 
procedures. 
(ii) To provide (selected, adjusted, or limited) access to and connectivity with 
intervention support services, such as team dispatcher application and 
inventory, and tools for real-time collection and analytics for sensor data. 
 




To provide connectivity towards the TECC via the backhaul-supported systems, a 
SECC router with smart tunneling and policing functions, a SECC firewall, and L2/L3 
switch are required. 
 
A-ERCS Backhaul-Supported System 
 
This segment represents a heterogeneous transport infrastructure comprising existent 
and newly deployed professional, commercial, and alternative networks able to 
provide data connectivity based on IP. Its role is to provide transparent data transport 
infrastructure used by the A-ERCS node for connectivity between the TECC and the 
SECC. The A-ERCS node is in charge of prioritization, policing, routing, and 
establishment of connectivity via the most appropriate transport networks based on 
the available transport network capabilities, defined use case scenarios that 
correspond to the established emergency response procedures, and protocols of the 
first responder agency. 
On the side of professional systems, TETRA, P25, DMR, or VHF/UHF system can 
be in use today on a national level for civil protection and rescue services. Built with 
Professional Mobile Radio (PMR) technologies it assures high reliability and coverage. 
However, current network capabilities on a system level are limited to up to 9.6 Kbps 
per data channel typically with no direct support for IP data transfer. Currently, only 
voice communications and very-low-bitrate file transfer are supported. Bearing in 
mind that the system is narrowband, it does not correspond to the requirements of an 
advanced modern ECS system. Therefore, within the A-ERCS system, additional 
professional backhaul systems are planned for use, namely, satellite and professional 
LTE/EPC systems. 
Commercial backhaul systems are currently not used for mission-critical public 
protection and disaster relief purposes. For the case of Slovenia, there are currently 
three major mobile operators with their own network infrastructure and nationwide 
coverage, all supporting EDGE and HSPA+ radio network technologies, with 
bandwidth capabilities up to 42 Mbps on the system level. Two mobile networks also 
support LTE with system speeds of up to 150 Mbps. 
The third backhaul option for the A-ERCS system, also not in use for the time 
being in regular procedures, is alternative ad hoc systems. Backhaul WiMAX and 
Mesh WiFi systems provide an alternative to professional and commercial 
communication solutions, especially under unusual or even critical circumstances. An 
important advantage of such systems is the ability for an ad hoc setup as well as a 
variety of advanced features for instant network setup, configuration, and operation 











The described A-ERCS system has been implemented as a BB PPDR pilot test bed 
integrated with fixed, mobile, and satellite networks provided by the Slovenian 
national operator Telekom Slovenije. 
In EDGE, HSPA, and LTE networks, a dedicated private Access Point Name 
(APN) service was set up with QoS options. Three separated levels of user and node 
authentication and authorization functions (e.g., Evolved Packet System 
Authentication Key Agreement (EPS AKA) with extended user and terminal 
authentication, end-to-end IPSec and TLS encryption functions and application 
security) and dedicated APN integrated with Multiprotocol Label Switching Virtual 
Private Network (MPLS VPN) were used for securing and virtualizing national mobile 
network capabilities for first responders use. National MPLS network was used for 
connecting control and data plane capabilities of private virtual mobile network 
through L2 MPLS VPN domain to the SECC, connecting A-ERCS mobile nodes, users, 
and sensors with the services placed strategically. Tight integration between the SECC 
system control (e.g., LDAP and RADIUS enforcement servers) and the national mobile 
network provides full access and service control (e.g., node and user terminal 
authentication and remote provisioning) over A-ERCS mobile nodes and users. 
For the case of extreme disaster relief operations, broadband satellite connectivity 
provided by Telekom Slovenije is utilized, capable of transporting A-ERCS node 
services and strategically located services over IPSec and TLS-secured IPv6 tunneling, 
with data speed of up to 4 Mbps. 
From the implementation perspective, as represented in Figure VI-4(a), Cisco 
ruggedized mobile router with LTE, HSPA, EDGE, Ethernet, and serial interfaces and 
smart tunneling, routing, policing, and security features was selected as a platform for 
the deployment of the A-ERCS mobile node capabilities. Router internal system logic 
(i.e., Embedded Event Manager and IP SLA) was used for the implementation of the 
A-ERCS backhaul system discovery function and as intelligent service routing engine 
capable of selecting the appropriate backhaul tunneling link for active services on site 
of the intervention. Debian operating system with prestandard implementation of 
DSMIPv6TLS tunneling capabilities from Nokia Networks [120] and industrial 
computer with integrated LTE, HSPA, EDGE, WiFi, and Ethernet connectivity were 
used for implementation of an advanced sensor gateway functioning as the A-ERCS 
mobile node extension, with GPS, temperature, humidity, and video surveillance 
capabilities. 
In addition, to support BB PPDR system trial execution and testing, IoT-driven 
tactical intervention management software of the 6inACTION system was used 
(Figure VI-4(b)), incorporating central web-based intervention management 
dashboard customized for site monitoring, surveillance, and sensor analytics. User 
access control of the management system enables customizable views for strategic, 




command, and operational levels, with real-time tracking and monitoring capabilities 
of units, users, devices, and sensors. 
 
 
Figure VI-4. Pilot A-ERCS system deployment. (a) Left shows A-ERCS portable node 
implementation and right triage and tracking application. (b) Intervention management software. 
 
Lastly, a smart phone triage and tracking mobile application was used to pilot 
BB PPDR end-user devices (Figure VI-4(a)). The application is also part of the 
6inACTION system and is available for Android and iOS mobile terminals with 
capabilities of real-time unit tracking and smart triage reporting. Hardened water, 
shock, and dust proof enclosures were used to protect commercially available smart 
phones and tablets in extreme conditions. 
Finally, from the business perspective, the “Company Owned, Company 
Operated” (CoCo) model was considered for implementation, that is, a BB PPDR 
service delivered by a third party as described in the CEPT ECC requirements for 








A-ERCS Performance Testing 
 
Performance tests of the A-ERCS were performed using HSPA, LTE, satellite, and L2 
MPLS VPN backhaul networks. Using a professional measurement system qMON 
[121], the pilot setup was tested against the following QoS metrics [122]: 
(i) RTT (round-trip times) (ms). 
(ii) Web resource response and download times (ms). 
(iii) Download speed (kbps). 
(iv) Upload speed (kbps). 
 
Below we present reference results for three static A-ERCS mobile nodes connected to 
different backhaul-supported systems (i.e., HSPA, LTE, and satellite); all nodes and 
backhaul systems were functioning in best-effort mode in a densely populated urban 
location. HSPA and LTE connectivity were limited to 5 MHz radio channel bandwidth 
in FDD mode even though the LTE network supports radio channel with the size up 
to 20 MHz. Such usage is foreseen as one of the options for future BB PPDR 
deployments [119]. Tests were performed in the period between December 2013 and 
January 2014; during that time, more than 3000 continuous measurements of the 
selected QoS metrics were taken for each node. 
Figure VI-5 summarizes system response time measurements between SECC 
location and A-ERCS nodes tunneling IPv4 (in blue) and IPv6 (in green) services over 
LTE, HSPA, and satellite backhaul systems. As expected, the presented CDF and 
histogram graphs reflect superiority of the LTE technology in terms of low data plane 
system latency (less than 50 ms RTT) and fast idle-to-active activation times. 
A-ERCS system response time over HSPA backhaul is close to HSPA system 
capabilities with round-trip times shorter than 100 ms in more than 97% of tests. RTT 
longer than 100 ms are due to the HSPA network system setting, responsible for 
aggressively pushing mobile terminals into the idle mode for the reason of smartphone 
battery saving. Thus, the HSPA mobile interface needs additional time for reactivation 
of radio resources. 
High expected round-trip-time delay over satellite connection (above 600 ms) 
could be attributed primarily to the distance of the communication satellites in the 
geostationary orbit (35786 km above the equator); with such distances the finite speed 
of electromagnetic wave propagation itself accounts for 239 ms. 
A-ERCS system services response time was measured by emulating user activity 
at each of the A-ERCS mobile nodes. Software agents were used to emulate user 
interactions with the web-based tactical intervention management dashboard and 
triage and tracking application. Two use cases were verified emulating first 
respondent intervention activities: photo download speed in the triage application and 
tactical dashboard web site download time, the latter reflecting response time for 
HTTP-based tactical intervention management dashboard applications. 
 





Figure VI-5. System response time [ms] measured between strategic location and A-ERCS mobile 
nodes (CDF (line) and histogram (bar) graph). 
 
As depicted in Figure VI-6(a), in terms of interactive HTTP-based services, the 
best performance was achieved on the LTE backhaul with the response time below 
500 ms in 99% of the measurements. HSPA system reached response times below 2 s 
in 86% of measurements. Due to the described drawbacks of geostationary satellite 
communications, A-ERCS node on satellite backhaul had the poorest performance 
with response times below 6 s in 93% of measurements for IPv4 and 67% of 
measurements for IPv6. 
 
 
Figure VI-6. (a) Tactical dashboard WEB download time [ms], and (b) Triage Application Photo 
download speed [kbps] (CDF (line) and histogram (bar) graph). 
 




Similar results were obtained in the case of the triage and tracking application 
photo download speeds with LTE as leading and satellite as the worst performing 
technology (Figure VI-6(b)). 
The above results show two important findings. Firstly, IPv4 and IPv6 
technologies in the fixed backhaul-supported systems are very mature, but providing 
a solution integrating fixed and mobile backhaul-supported systems with IPv6 in a 
compact A-ERCS node presents a significant challenge. Secondly, the cause of 
performance impact on IPv6 connectivity can be linked to using nonnative tunneling 
techniques within the ruggedized mobile router. Confirming these findings, some 
efforts have already been dedicated to resolving the availability of mobile network 
equipment with integrated 3G and 4G interfaces with dual stack IPv4/IPv6 EPS bearer 
and PDP context support. In the long run, the solution to this challenge is the use of 
LTE in the ruggedized mobile router with native IPv6 support. 
 
6.4 Future Heterogeneous ECS Challenges 
 
The core challenge identified in the currently deployed distributed A-ERCS system is 
the inability to assure unified view and strict service, control, and data plane 
consistency across the system as a whole due to the distributed design spanning 
several heterogeneous communications networks. Service, control, and data planes are 
decentralized and limited to the domain of each individual network (e.g., A-ERCS 
system and LTE, HSPA, satellite, and MPLS VPN backhaul). Hence, it is hard to assure 
strict service prioritization and preemption capabilities in such a decentralized and 
heterogeneous ECS system. 
This calls for integration of Software Defined Network (SDN) technologies into 
the A-ERCS. The targeted technical requirements for future upgrades are advanced 
communication survivability using SDN driven tunneling with bundling capabilities 
for virtual channel establishment, allowing for transparent communication 
establishment over one or several available networks represented as a single virtual 
channel. Context-driven routing with traffic engineering and dynamic QoS support is 
needed, as well as dynamic cross-network domain admission control and service 
preemption support. Very high availability with near-real-time rerouting capabilities 
is also required, allowing for (almost) instant fallback scenarios in case of extreme 
conditions causing failure of individual networks. Another technical requirement for 
future heterogeneous ECS is information-driven user, service and network 
prioritization based on network and service contexts (e.g., current capacity, QoS 
parameters, and satellite link delays and priority of commercial networks for streamed 
video and professional networks for voice communications), and energy efficiency 
[117]. 
 




6.5 Conclusions and Future Work 
 
After a discussion on the communication and service requirements of the BB PPDR 
domain to adopt advanced and heterogeneous COTS communication technologies, 
this paper proposes a novel emergency response system architecture that enables 
survivable and transparent communication capabilities under extreme circumstances 
by efficiently utilizing existing professional, commercial, and other alternative 
networks combined with transparent context-driven tunneling mechanisms, advanced 
networking technologies, and sensor-based services. As presented, a real-world pilot 
BB PPDR test bed was implemented in Slovenia, with a core mobile node installed in 
a first responder tactical command vehicle and integrated with commercial 
EDGE/HSPA/LTE and satellite networks of a national provider. Transparent private 
mobile network virtualization with IPv6 support and QoS capabilities was enabled, 
and IoT-based sensor setup was integrated to cater for strategic intervention 
management services. Next, the paper presents the results of performance tests of the 
proposed system, demonstrating maturity of IPv6 technologies for PPDR 
environments and arguing in favor of migration towards LTE technologies for efficient 
fixed-mobile backhaul networks integration. Finally, upcoming challenges in BB PPDR 
are discussed, highlighting the potential of SDN technologies to provide enhanced 
availability, survivability, and transparent backhaul virtualization, as well as 
contextualized prioritization and preemption support, as required in PPDR day-to-
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Odgovor na izzive, s katerimi se danes soočamo v sodobnih komunikacijskih sistemih 
in so posledica selitve storitev in aplikacij v internetni oblak, razmaha novih več-
funkcijskih mobilnih terminalov, uveljavljanja interneta stvari (IoT) ter vse bolj 
popularnega in razširjenega koncepta komunikacije med napravami (M2M), 
predstavlja EPS ter njegova evolucijska nadgradnja, sistem 5G. Z uvajanjem sistema 
5G ter njegovim pozicioniranjem v nove industrijske vertikale, kot so energetika, 
pametna mesta, tovarne 4.0, digitalno zdravje, avtonomna vožnja in kritične 
komunikacije, sodobni mobilni sistemi postajajo tehnološko in zmogljivostno še bolj 
heterogeni, saj bodo morali za svojo uveljavitev in uspešno komercializacijo podpirati 
tudi industrijskim specifikam prilagojene tehnološke rešitve. 
Rezultati raziskav in testiranj zasnovanega širokopasovnega komunikacijskega 
sistema za potrebe javne varnosti, ki smo ga v okviru doktorskega dela verificirali na 
mobilnem, fiksnem in satelitskem sistemu nacionalnega operaterja, so potrdila, da 
enega izmed temeljnih izzivov heterogenih komunikacijskih okolij predstavlja 
harmonizacija pogleda na tehnološko raznolike dostopovne rešitve. V doktorskem 
delu smo zato predlagali zasnovo novega modela rešitve za upravljanje, 
administriranje in vzdrževanje (t.i. H-OAM), ki združuje v enoten okvir horizontalne 
in vertikalne sloje komunikacijskega sistema ter s tem omogoči avtomatiziran zajem 
karakterističnih parametrov fizičnega, povezavnega, omrežnega, transportnega in 
aplikacijskega sloja komunikacijske rešitve. Ti parametri predstavljajo primarne 
vhodne podatke v predlagano metodo krmiljenja virov in prometnih tokov, ki 
omogoča krmiljenje tudi na osnovi upoštevanja aplikacijskega in uporabniškega 
konteksta. 
S pilotno implementacijo in verifikacijo predlaganega okvirja H-OAM na 
omrežju dveh komercialnih mobilnih operaterjev smo pokazali izvedljivost ter 
njegovo praktično uporabnost v heterogenih komunikacijskih sistemih (EDGE, HSPA 
in LTE). Implementacija je omogočila preverjanje povezljivosti omrežja in aplikacij, 
avtomatsko zaznavo in odkrivanje napak ter samodejne meritve zmogljivostnih 
karakteristik. Predlagan koncept H-OAM smo dodatno verificirali še z apliciranjem 
rešitve na zasnovano širokopasovno omrežje za kritične komunikacije, na osnovi česar 
smo empirično potrdili visoko časovno varianco karakteristik, kot so npr. zakasnitve 
in prenosna hitrost obstoječih dostopovnih tehnologij.   
Prav tako smo v laboratorijskem okolju pilotno vzpostavili sistem RACS, NASS 
in IMS, na osnovi katerega smo uspešno verificirali izvedljivost predlagane  zasnove 
krmiljenja, ki nadgrajuje krmilnik NGN z modelom konteksta kakovosti (QC). Model 
QC smo umestili kot jedrni element načrtovane aplikacijske logike krmilnika, ki 
odločitvenemu procesu omogoča optimizacijo virov komunikacijskega sistema ter s 





Zaradi uporabe tehnološko neodvisnega pristopa pri zasnovi krmilne rešitve, ki 
temelji na arhitekturi NGN, je predlagan krmilnik združljiv tudi z najnovejšimi 
rešitvami za kontrolo politik in zaračunavanja, ki jih podpirata EPS in 5G. Z uvajanjem 
novih standardiziranih odprtih vmesnikov na elementih mobilnega omrežja 4G in 5G 
bo dostop do parametrov sistema (npr. tip uporabniškega terminala in njegove 
zmogljivosti, lokacijske informacije uporabnika, trenutne radijske razmere, 
obremenjenost baznih postaj in hrbteničnih elementov omrežja), ki predstavljajo 
vhodne metrike v model QC, izvedbeno lažji. S tem bo lahko optimizacija 
komunikacijske rešitve še bolj učinkovita, predvsem pa bo omogočeno zagotavljanje 
višjega in bolj personaliziranega QoE končnim uporabnikom. 
Izjemno hiter tehnološki napredek narekuje nadaljni razvoj predstavljenih 
rezultatov doktorskega dela. Tehnologija 5G namreč uvaja popolnoma nov koncept 
izvedbe, implementacije in operativnega delovanja mobilnih omrežij naslednje 
generacije, ki temelji na storitveno usmerjeni arhitekturi jedrnega sistema in sledi 
konceptu strogega ločevanja uporabniških in kontrolnih funkcij. Elementi krmilne 
ravnine 5G so opredeljeni kot omrežne funkcije z enim logičnim vmesnikom, ki so med 
seboj povezani na principu enotnega vodila. Koncept enotnega vodila omogoča 
neposredno komunikacijo med elementi kontrolne ravnine ter poenostavlja način 
implementacije sistema 5G na osnovi koncepta navideznih omrežnih funkcij VNF 
(angl. Virtual Network Functions). V mednarodnem partnerstvu v okviru sodelovanja 
v projektih H2020 MATILDA [147] in H2020 5GINFIRE [148] tako že nadgrajujemo 
zasnovane rešitve z novimi tehnološkimi dognanji ter inovativnimi pristopi k 
virtualizaciji radijskih in jedrnih komponent mobilnega sistema ter sistemski 
orkestraciji, osnovani na omrežnih orkestratorjih (angl. MANO – Management and 
Orchestration) [149] in vertikalnih aplikacijskih orkestratorjih (angl. VAO – Vertical 
Application Orchestrator) [150], ki bodo omogočili hitrejšo in bolj učinkovito 
vzpostavitev sodobnih komunikacijskih sistemov, njihovo prilagajanje na nove 
industrijske vertikale, večjo zanesljivost delovanje ter še bolj učinkovito optimizacijo 
razpoložljivih virov. 
In nenazadnje, rezultati in inovacije predstavljenega doktorskega dela niso ostali 
le del pisnih poročil laboratorijskih testiranjih in znastvenih objav, ampak so omogočili 
zasnovo novih visoko tehnoloških produktnih rešitev, ki so že doživele uspešno 
komercializacijo tudi v okviru mladega zagonskega podjetja [121].  
 




8 Prispevki k znanosti 
 
Temeljni izziv sodobnih heterogenih komunikacijskih okolij predstavlja harmonizacija 
pogleda na tehnološko raznolike dostopovne omrežne domene ter njihovo enotno 
krmiljenje. Pregled znanstvene in strokovne literature narekuje zasnovo novega 
modela za upravljanje, administriranje in vzdrževanje, ki vključuje v enoten okvir 
horizontalne in vertikalne ravni heterogenih komunikacijskih domen in bo omogočal 
homogeno krmiljenje virov sodobnih konvergentnih komunikacijskih rešitev.  
 
Izvirni prispevki k znanosti predstavljenega doktorskega dela so strnjeni v naslednjih 
točkah. 
 
1. Predlog novega modela za heterogeno upravljanje, administriranje in vzdrževanje 
na osnovi metode zajema omrežnega, transportnega in aplikacijskega konteksta, 
ki vključuje horizontalne in vertikalne ravni raznovrstnih komunikacijskih okolij. 
Kandidat predlaga ogrodje novega modela za heterogeno upravljanje, 
administriranje in vzdrževanje, pri čemer sledi več-nivojskemu pristopu. S tem 
doseže, da imajo omrežni, transportni in aplikacijski sloj svoja orodja za ustvarjanje 
diagnostičnega prometa. S pomočjo kontinuiranega in proaktivnega načina 
delovanja je mogoče periodično upravljanje s testnimi sporočili od konca do konca 




2. Določitev in zasnova metode za zajem omrežnega in aplikacijskega konteksta v 
raznovrstnih dostopovnih okoljih. 
Kandidat zasnuje porazdeljene programske agente z avtonomnim delovanjem in 
centralnim upravljanjem. Zasnovani programski agenti, ki izvajajo periodične 
diagnostične teste na različnih slojih omrežja, omogočajo zajem značilnosti in 
zmogljivosti raznovrstnih dostopovnih omrežij. 
 
3. Zasnova krmiljenja raznovrstnih komunikacijskih sistemov na osnovi modela za 
heterogeno upravljanje, administriranje in vzdrževanje z metodo prenosa 
omrežnega, transportnega in aplikacijskega konteksta, ki vključuje večdomnost 
uporabnika. 
Kandidat predlaga razširitev obstoječih (statičnih in dinamičnih) uporabniških in 
storitvenih profilov s kontekstom kakovosti, s katerim omogoči zajem omrežnih, 
transportnih, aplikacijskih in uporabniških vidikov. Na osnovi objektivno 
določljivih parametrov, ki izhajajo iz omrežja in aplikacij, parametrov vezanih na 




izvajane storitve, ter konteksta končnega uporabnika umesti kontekst kakovosti 
kot jedrni modul zasnovane aplikacijske logike krmilnika za optimizacijo 
komunikacijskega sistema glede na kontekst posameznega uporabnika.  
 
4. Verifikacija okvirja za heterogeno upravljanje, administriranje in vzdrževanje na 
omrežni rešitvi za kritične komunikacije, ki združuje fiksne, mobilne ter satelitske 
dostopovne domene.  
Kandidat na osnovi stacionarnih in mobilnih komunikacijskih vozlišč zasnuje 
širokopasovni komunikacijski sistem za kritične komunikacije. Z implementacijo 
in integracijo rešitve za heterogeno upravljanje, administriranje in vzdrževanje 
prikaže praktičen zajem diagnostičnih in zmogljivostnih karakteristik uporabljenih 
dostopovnih sistemov. Kandidat zajete značilke uporabi kot vhodne parametre v 
odločitveni logiki za izbiro optimalnega dostopovnega sistema, upravljanje več-
domnosti ter v procesu krmiljenja prometnih tokov na omrežnih vozliščih. Izveden 
pilotni preizkus delovanja okvirja za heterogeno upravljanje, administriranje in 
vzdrževanje je potrdil robustnost zasnovane arhitekture ter praktične 
implementacije programske logike končnega avtomata programskega agenta, ki 
omogoča njegovo kontinuirano delovanje preko napredne logike programskih 
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Seznam uporabljenih kratic 
 
KRATICA ANGLEŠKI POMEN SLOVENSKI POMEN 
2G Second generation Druga generacija  
3G Third generation Tretja generacija  
3GPP 3rd Generation Partnership 
Project 
Partnerski projekt tretje 
generacije 
3GPP AAA 3GPP Authenticaton, 
Authorization, Accounting 
Strežnik 3GPP za avtentikacijo 
avtorizacijo in beleženje 
3GPP Access 3GPP Access Dostop 3GPP 
4G Fourth generation Četrta generacija  
5G Fifth generation Peta generacija  
5G NR Fifth generation New Radio Nov radijski sistem pete 
generacije 
5GS 5G System Sistem 5G 
AAA Authentication, Authorization 
and Accounting 
Avtentikacija, avtorizacija in 
beleženje 
A-ERCS Advanced – Emergency Response 
Communications System 
Napredni komunikacijski 
sistem za krizno reševanje 
AES Advanced Encryption Standard Napredni enkripcijski standard 
AKA Authentication and Key 
Agreement 
Dogovor o avtentikaciji in 
ključih 
All IP All IP Vse IP 
AP Access Point Dostopovna točka 
APN Access Point Name Ime dostopovne točke 
BBERF Bearer Binding and Event 
Reporting Function 
Funkcija povezovanja vezi in 
sporočanja dogodkov 
Bearer Bearer Nosilec 
CAPEX  CAPital Expenditure Osnovna sredstva 
CDF Cumulative Distribution Function Funkcija kumulativne 
porazdelitve 
CPU Central Processing Unit Centralna procesna enota 
CUPS Control and User Plane 
Separation 




Dedicated EPS bearer Namenski nosilec EPS 
Default EPS 
bearer 
Default EPS bearer Privzeti nosilec EPS 




DHCP Dynamic Host Configuration 
Protocol 
Protokol za dinamično 
konfiguriranje gostiteljskih 
računalnikov 
DNS Domanin Name System Sistem domenskih imen 
DSMIPv6  Dual-Stack Mobile IPv6 Dvojni protokolni sklad mobilni 
IPv6 




EDGE Enhanced Data GSM 
Environment 
Izboljšano podatkovno okolje 
GSM 
eNB  Evolved UMTS Terrestrial Access 
Network 
Razvito prizemno dostopovno 
omrežje UMTS 
EPC Evolved Packet Core Razvito paketno jedro 
ePDG Evolved Packet Data Gateway Razvit paketni podatkovni 
prehod 
EPS Evolved Packet System Razvit paketni sistem 
EPS bearer EPS bearer Nosilec EPS 
GBR  Guaranteed Bit Rate Zajamčena bitna hitrost 
GPRS General Packet Radio Services Generične paketne radijske 
storitve 
GPS Global Positioning System Globalni sistem pozicioniranja 
GRE Generic Routing Encapsulation Generično ovijanje pri 
usmerjanju 
GRX  GPRS Roaming Exchange Izmenjava gostovanja GPRS 
GSM Global System for Mobile 
communication 
Globalni sistem za mobilne 
komunikacije 
GTP GPRS Tunneling Protocol Tunelirni protokol GPRS 
HMAC Hash Message Authentication 
Codes 
Zgoščevalna koda za 
avtentikacijo sporočil  
H-OAM Heterogeneous Operation, 
Administration and Management 
Heterogeni OAM  
HSPA High Speed Packet Access Paketni dostop visokih hitrosti 
HSS Home Subscriber Server Strežnik domačih naročnikov  
IEEE Institute of Electrical and 
Electronics Engineers 
Inštitut inženirjev 
elektrotehnike in elektronike 
IETF Internet Engineering Task Force Delovna skupina za internetno 
inženirstvo 
IK Integrity Key Integritetni ključ 
IKE Internet Key Exchange Protokol za izmenjavo ključev 








IMS IP Multimedia Subsystem Multimedijski podsistem IP 




IoE Internet of Everything Internet vsega 
IOS Internetworking Operating 
System 
Medmrežni operacijski sistem 
IoT Internet of Things Internet stvari 
IP Internet Protocol Internetni protokol 
IP TV IP Television Televizija IP 
IPinIP  Internet Protocol in Internet 
Protocol 
IPvIP 
IPv4 Internet protocol version 4 Internetni protokol verzije 4 
IPv6 Internet protocol version 6 Internetni protokol verzije 6 




ITU-T International Telecommunication 
Union-Telecommunication 
Mednarodna 
telekomunikacijska zveza - 
Telekomunikacije 
I-WLAN  Interworking-WLAN Združevalni WLAN 
KPI Key Performance Indicator Ključni performančni indikator 
LAN   Local Area Network Lokalno omrežje 
LTE Long Term Evolution Dolgoročni razvoj 
LTE-A  LTE-Advanced Napredni LTE 
M2M Machine to Machine Stroj - stroj 
MAG  Mobile Access Gateway Mobilni dostopovni prehod 
MANO Management and Orchestration Upravljanje in orkestracija 
MCC Mobile Country Code Mobilna koda države 
MD5   Message Digest #5 Zgoščevalna funkcija številka 5 
MEF Metropolitan Ethernet Forum Forum za Mestni Ethernet 
MIMO Multiple Input, Multiple Output Več vhodov, več izhodov 
MME Mobility Management Entity Entitete za upravljanje 
mobilnosti 
mMTC massive Machine Type 
Communications 
Množične komunikacije med 
napravami 
MNC Mobile Network Code Mobilna koda omrežja 
MOS Mean Opinion Score Srednja vrednost mnenja 
MPLS Multi Protocol label Switching Večprotokolna komutacija z 
zamenjavo label   
NAI Network Access Identifier Identifikator dostopovnega 
omrežja 
NEMO Network Mobility Mobilnost omrežja 




NGN Next Generation Network Omrežje naslednje generacije 
NSA Non StandAlone Nesamostojno 
OAM Operation, Administration and 
Maintenance 
Upravljanje, administriranje in 
vzdrževanje  
OPEX  Operational Expenditures Stroški delovanja 
OSI   Open System Interconnection  Povezovanje odprtih sistemov 
OSPF Open Shortest Path First Odprti protokol prioritizacije 
najkrajše poti 
OTT Over The Top Prekrivno 
PCC Policy Charging Control Kontrola politike in 
zaračunavanja 
PCEF Policy and Charging Enforcement 
Function 
Funkcija zagotavljanja politike 
in zaračunavanja 
PCRF Policy and Charging Rules 
Function 
Funkcija kontrole politiki in 
zaračunavanja 




PDN Packet Data Network Paketno podatkovno omrežje 
P-GW Packet Data Network Gateway Prehod paketnega 
podatkovnega omrežja 
PLMN Public Land Mobile Network Javno prizemeljsko mobilno 
omrežje 
PMIPv6 Proxy Mobile IP Proksi za mobilni IP 
QC Quality Context Kontekst kakovosti 
QCI QoS Class Identifier Identifikator razreda QoS 
QoE Quality of Experience Kakovost uporabniške izkušnje 
QoS   Quality of Service Kakovost storitve 
RACS Resource and Admission Control 
Sub-System 
Podsistem za krmiljenje virov in 
dostopa 
REST Representational State Transfer Predstavitveni prenos stanj 
RRC Radio Resource Control Kontrola radijskih virov 
RSRP Reference Signal Received Power Referenčna prejeta signalna 
moč 
RSRQ Reference Signal Received Quality Referenčna prejeta signalna 
kakovost 
RTT  Round Trip Time Obhodni čas 
SINR  Signal to Interference plus Noise 
Ratio 
Razmerje signal proti 
interferenci in šumu 
SLA   Service Level Agreement Dogovor o nivoju storitev 
TCP Transmission Control Protocol Protokol za krmiljenje prenosa 
TLS Transport Layer Security Varnost transportnega sloja 













UDP User Datagram Protocol Uporabniški datagramski 
protokol 
UE User Equipment Uporabniška oprema 




URLLC Ultra-Reliable Low-Latency 
Communication 
Visoko zanesljive komunikacije 
z nizko zakasnitvijo 
VAO Vertical Application Orchestrator Vertikalni aplikacijski 
orkestrator 
XML Extensible Markup Language Razširljiv označevalni jezik 
