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The quantum electrodynamics (QED) on a spatially flat (1+3)-dimensional Friedmann-Lemaˆıtre-
Robertson-Walker (FLRW) spacetime with a Milne-type scale factor is outlined focusing on the
amplitudes of the allowed effects in the first order of perturbations. The definition of the transition
rates is reconsidered obtaining an appropriate angular behavior of the probability of the pair creation
from a photon.
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I. INTRODUCTION
In general relativity, the standard quantum field theory
(QFT) based on perturbations is inchoate since one payed
more attention to alternative non-perturbative methods
[1–8] hoping to avoid some difficulties of the QFT aris-
ing even in the case of the simplest manifolds of interest
in the actual cosmology, namely the spatially flat FLRW
manifolds. These manifolds, largely used in the ΛCDM
models, are symmetric under translations and, conse-
quently, there are quantum modes expressed in terms of
plane waves with similar properties as in special relativ-
ity. For this reason these manifolds are useful for study-
ing the behavior of the quantum matter in the presence of
classical gravity turning back to the perturbation meth-
ods of the quantum field theory where significant results
were obtained by many authors [9–16].
Inspired by these results we constructed the QED in
Coulomb gauge on the de Sitter expanding universe [17],
analyzing the processes in the first order of perturba-
tions that are allowed on this manifold since the energy
and momentum cannot be conserved simultaneously [9–
11, 17]. Recently we completed this approach with the in-
tegral representation of the fermion propagators we need
for calculating Feynman diagrams in any order of per-
turbations [18]. Thus we have an example of a complete
QED on a curved background but which remains singular
so far.
Looking for another example of manifold where the
QED could be constructed without huge difficulties we
observed that there exists an expanding spacetime where
the free field equations can be analytically solved [19].
This is the (1+3)-dimensional spatially flat FRLW man-
ifold whose expansion is given by a Milne-type scale fac-
tor, proportional with the proper (or cosmic) time, t.
This spacetime is interesting and somewhat special since
this is produced by gravitational sources behaving as 1t2
in contrast with the genuine Milne’s universe which is
flat, having no gravitational sources [20].
However, the major advantage of this geometry is of
hosting a friendly QED which can be constructed without
major difficulties in a similar manner as the de Sitter one
but giving different or even complementary results. For
example, the solutions of the free Dirac equation are sim-
ilar to those on the de Sitter spacetime but with the mass
and momentum changing their roles between themselves.
Thus our Milne-type spatially flat FLRW spacetime is
interesting and helpful in investigating the technical fea-
tures of the QED on curved backgrounds regardless the
possible speculations concerning the physical interpreta-
tion of the singularity at t = 0.
Encouraged by these arguments we would like to inves-
tigate here the QED processes in the first order of per-
turbations deriving their amplitudes and studying the
resulted probabilities. We must specify, the transition
rates in this new QED must be re-defined as long as the
Dirac δ-function of the energy conservation is replaced
by a different time integral. In this manner, we obtain
plausible probabilities but which lay out the well-known
old problems of the perturbation theory, namely the in-
frared divergences and the divergences which appear on
some particular directions when we study the angular
dependence. The first one cannot be solved at this level
beefore considering a renormalization procedure. How-
ever, the angular divergences can be removed extracting
the physical results according to the method of the re-
duced amplitudes proposed by Yennie and all [22] and
used successfully in other investigations [23–25]. Thus
we obtain new results that may be analyzed by using
graphical methods.
We start in the second section defining the Milne-type
spatially flat FRLW spacetime deriving the fundamental
solutions of the free Dirac and Maxwell fields. In the
next section we outline the QED on this spacetime de-
riving the first order amplitudes of the principal effects.
In the fourth section we propose a new definition of the
transition rate that can be applied in this case when the
energy is not conserved. Thus we find that the proba-
bilities of the transitions between charged states vanish
remaining only with transitions between neutral states
whose properties are studied in the next section resorting
to graphical methods. Finally we present our concluding
remarks.
II. FREE FIELDS ON AN EXPANDIND
SPACETIME
Let us start defining the spacetime M as the (1 + 3)-
dimensional spatially flat FLRW manifold having the
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2scale factor a(t) = ωt where t ∈ (0,∞) is the proper (or
cosmic) time of the usual FLRW chart whose coordinates
xµ (labeled by the natural indices µ, ν, ... = 0, 1, 2, 3)
are x0 = t and the Cartesian space coordinates, xi
(i, j, k... = 1, 2, 3), for which we may use the vector no-
tation ~x = (x1, x2, x3). This chart, denoted by {t, ~x},
is related to the conformal flat one, {tc, ~x}, where we
have the same space coordinates but the conformal time
tc ∈ (−∞,∞) defined as
tc =
∫
dt
a(t)
=
1
ω
ln(ωt) → a(tc) = eωtc . (2.1)
The corresponding line elements read
ds2 = gµν(x)dx
µdxν = dt2 − (ωt)2d~x · d~x
= e2ωtc(dt2c − d~x · d~x) . (2.2)
Note that the constant ω, introduced from dimensional
considerations, is an useful free parameter which in the
case of the genuine Milne’s universe must be fixed to
ω = 1 [20].
The spacetime M is produced by isotropic gravita-
tional sources, i. e. the density ρ and pressure p, evolving
in time as
ρ =
3
8piG
1
t2
, p = − 1
8piG
1
t2
, (2.3)
and vanishing for t → ∞. These sourced govern the
expansion of M that can be better observed in the chart
{t, ~ˆx}, of ’physical’ space coordinates xˆi = ωtxi, where
the line element
ds2 =
(
1− 1
t2
~ˆx · ~ˆx
)
dt2 + 2~ˆx · d~ˆx dt
t
− d~ˆx · d~ˆx , (2.4)
lays out an expanding horizon at |~ˆx| = t and tends to the
Minkowski spacetime when t→∞ and the gravitational
sources vanish.
In what follows we consider only the FLRW and confor-
mal charts where we introduce the local orthogonal non-
holonomic frames defined by the vector fields eαˆ = e
µ
αˆ∂µ,
labeled by the local indices, µˆ, νˆ, ... = 0, 1, 2, 3, and the
associated coframes given by the 1-forms ωαˆ = eˆαˆµdx
µ.
In a given tetrad gauge, the metric tensor is expressed
as gµν = ηαˆβˆ eˆ
αˆ
µ eˆ
βˆ
ν where η = diag(1,−1,−1,−1) is the
Minkowski metric. Here we are interested to chose the
tertrad gauge able to preserve the symmetry of M as
a global one. Bearing in mind that M has the isom-
etry group E(3) = T (3)sSO(3) (of space translations
and rotations) we understand that this can be done only
by using Cartesian space coordinates and the diagonal
tetrad gauge,
e0 = ∂t = e
−ωtc ∂tc , ω
0 = dt = eωtcdtc , (2.5)
ei =
1
ωt ∂i = e
−ωtc ∂i , ωi = ωtdxi = eωtcdxi .(2.6)
we need for writing the Dirac equation.
For calculating Feynman diagrams we need to know
the quantum modes of the free fields on M . Let us start
with the massive Dirac field ψ of mass m which satisfy
the field equation (ED −m)ψ = 0 where
ED = iγ
0∂t + i
1
ωt
γi∂i +
3i
2
1
t
γ0 −m. (2.7)
The term of this operator depending on the Hubble func-
tion a˙a =
1
t can be removed at any time by substituting
ψ → (ωt)− 32ψ.
The fundamental solutions of the Dirac equation can
be derived in the standard representation of the Dirac
matrices [19] or in the chiral representation (with diag-
onal γ0) where we have to look for plane wave solutions
of the form
U~p,σ(t, ~x) = [2pia(t)]
− 32 ei~p·~xUp(t)uσ (2.8)
V~p,σ(t, ~x) = [2pia(t)]
− 32 e−i~p·~xVp(t)vσ (2.9)
depending on the diagonal matrix-functions
Up(t) = diag
(
u+p (t), u
−
p (t)
)
, (2.10)
Vp(t) = diag
(
v+p (t), v
−
p (t)
)
, (2.11)
whose matrix elements are functions only on t and p =
|~p|, determining the time modulation of the fundamental
spinors. The spin part is encapsulated in the spinors of
the momentum-helicity basis that in the chiral represen-
tation of the Dirac matrices read [29]
uσ =
1√
2
(
ξσ(~p)
ξσ(~p)
)
vσ =
c√
2
( −ησ(~p)
ησ(~p)
)
(2.12)
where ξσ(~p) and ησ(~p) = iσ2ξ
∗
σ are the Pauli spinors of
the helicity basis corresponding to the helicities σ = ± 12
as given in the Appendix A. The fundamental spinors are
solutions of the free Dirac equation whether the modu-
lation functions u±p (t) and v
±
p (t) satisfy the first order
differential equations(
i∂t ± 2σp
ωt
)
u±p (t) = mu
∓
p (t) , (2.13)(
i∂t ∓ 2σp
ωt
)
v±p (t) = −mv∓p (t) , (2.14)
in the chart with the proper time. The solutions of these
systems must satisfy the charge-conjugation symmetry
[19],
v±p (t) =
[
u∓p (t)
]∗
, (2.15)
and the normalization conditions
|u+p |2 + |u−p |2 = |v+p |2 + |v−p |2 = 1 . (2.16)
that determine the definitive form of the fundamental
spinors,
U~p,σ(x) =
√
mt
pi
ei~p·~x
[2piωt]
3
2
(
Kσ−i pω (im t) ξσ(~p)
Kσ+i pω (im t) ξσ(~p)
)
(2.17)
V~p,σ(x) =
√
mt
pi
e−i~p·~x
[2piωt]
3
2
(
Kσ−i pω (−im t) ησ(~p)−Kσ+i pω (−im t) ησ(~p)
)
,
(2.18)
3according to the identity (B4). Note that these spinors
have a surprising structure since their modulation func-
tions
Kσ∓i pω (im t) = K 12∓i 2σpω (im t) , (2.19)
are somewhat complementary to those derived on the de
Sitter spacetime [26], depending on momentum through
the index instead of argument.
The fundamental spinors (2.17) and (2.18) form the
momentum-helicity basis in which the general solutions
of the Dirac equation can be expanded as
ψ(t, ~x ) = ψ(+)(t, ~x ) + ψ(−)(t, ~x )
=
∫
d3p
∑
σ
[U~p,σ(x)a(~p, σ) + V~p,σ(x)b
†(~p, σ)] .(2.20)
After quantization, the particle (a, a†) and antiparticle
(b, b†) operators satisfy the canonical anti-commutation
relations [19],
{a(~p, σ), a†(~p ′, σ′)} = {b(~p, σ), b†(~p ′, σ′)}
= δσσ′δ
3(~p− ~p ′) . (2.21)
Then ψ becomes a quantum free field that can be used
in perturbation for calculating physical effects.
The free Maxwell field Aµ can be written easily in
the conformal chart taking over the well-known results
in Minkowski spacetime since the free Maxwell equations
are conformally invariant. The problem is the electro-
magnetic gauge which does not have this property such
that we are forced to adopt the Coulomb gauge with
A0(x) = 0 as in Refs. [17, 21], remaining with the free
Maxwell equations
1√
g(x)
(∂2tc −∆)Ai(x) = 0 , (2.22)
which can be solved in momentum-helicity basis where
we obtain the expansion
Ai(x) =
∫
d3k
∑
λ
[
µ~k,λ; i(x)α(
~k, λ) + µ~k,λ; i(x)
∗α†(~k, λ)
]
,
(2.23)
in terms of the modes functions,
µ~k,λ; i(tc, ~x ) =
1
(2pi)3/2
1√
2k
e−iktc+i~k·~x εi(~k, λ) , (2.24)
depending on the momentum ~k (k = |~k|) and helicity
λ = ±1 of the polarization vectors ~ελ(~k) in Coulomb
gauge (given in Appendix A). Hereby we obtain the mode
functions in the FLRW chart
µ~k,λ; i(t, ~x ) =
1
(2pi)3/2
1√
2k
(ωt)−i
k
ω ei
~k·~x εi(~k, λ) , (2.25)
which will be used in our further calculations.
III. FIRST ORDER QED AMPLITUDES
In this geometry we would like to study the QED in
Coulomb gauge that can be constructed following step
by step the method we used for building the QED on
the de Sitter spacetime [17]. The principal pieces are the
massive Dirac field ψ and the electromagnetic potential
Aµ minimally coupled to the gravity of M , interacting
between themselves according to the QED action
S =
∫
d4x
√
g [LD(ψ) + LM (A) + Lint(ψ,A)] , (3.1)
given by the Lagrangians of the Dirac (D) and Maxwell
(M) free fields which have the standard form as in Ref.
[17], while the interacting part,
Lint(ψ,A) = −e0ψ¯(x)γµˆeνµˆ(x)Aν(x)ψ(x) , (3.2)
corresponds to the minimal electromagnetic coupling
given by the electrical charge e0.
The quantization of the entire theory and the pertur-
bation procedure based on the reduction formalism can
be done just as in the de Sitter case [17] exploiting usual
in − out initial/final conditions in the conformal chart
where tc ∈ (−∞,∞). Finally, we obtain a perturbation
procedure that allows us to calculate the transition am-
plitudes between two free states, α → β, that can be
rewritten in the FLRW chart as
〈out, β|in, α〉 = 〈β|Te(−i
∫
d3x
√
g
∫∞
0
dtLint)|α〉 (3.3)
where Lint given by Eq. (3.2) is expressed in terms of
free fields multiplied in the chronological order [27].
Under such circumstances we can study the QED tran-
sition amplitudes since the quantum modes of the free
fields on this manifold can be analytically solved. More-
over, recently we have shown that the Feynman prop-
agators have an integral representation similar to the
Fourier one used on the Minkowski spacetime such that
we can calculate Feynman diagrams of any order. How-
ever, here we restrict ourselves to the effects in the first
order of the perturbation theory which are allowed be-
cause the energy is not conserved on M , in contrast with
the Minkowski spacetime where the energy-momentum
conservation forbids such effects.
There are two types of processes involving particles,
electrons of parameters e−(~p, σ), antiparticles, e+(~p′, σ′)
and photons γ(~k, λ). The first type is of the processes
whose in and out states are charged as, for example, in
the case of the photon adsorption e− + γ → e− whose
amplitude reads
Aσ,λσ′ (~p,
~k; ~p′) = 〈e−(~p′, σ′)|S1|e−(~p, σ), γ(~k, λ)〉
= −ie0
∫
d4x(ωt)2 U~p ′,σ′(x) γ
iµ~k,λ; i(x)U~p,σ(x) .(3.4)
When the photon is adsorbed by a positron we have to
replace U~p ′,σ′ → V~p,σ and U~p,σ → V~p ′,σ′ . Moreover, if
4we replace µi → µ∗i then we obtain the amplitudes of the
transitions e− → e− + γ and respectively e+ → e+ + γ
in which a photon is emitted.
The second type of amplitudes involves only neutral
in and out states as in the cases of the pair creation,
γ → e− + e+, and annihilation, e− + e+ → γ, when we
find the related amplitudes
Aλσ,σ′(
~k; ~p, ~p′) = 〈e−(~p, σ), e+(~p′, σ′)|S1|γ(~k, λ)〉
= −〈γ(~k, λ)|S1|e−(~p, σ), e+(~p′, σ′)〉∗
= −ie0
∫
d4x(ωt)2 U~p,σ(x) γ
iµ~k,λ; i(x)V~p ′,σ′(x) . (3.5)
If we replace µi → µ∗i in Eq. (3.5) then we obtain
the amplitudes of the creation of leptons from vacuum,
vac → e+ + e− + γ or their annihilation to vacuum,
e+ + e− + γ → vac.
In what follows we focus on the amplitudes (3.4) and
(3.5) that can be calculated by using the previous results
and taking into account that we work with the chiral
representation of the Dirac matrices. Thus we obtain
Aσ,λσ′ (~p,
~k; ~p′) = i
e0m
pi
ω−i
k
ω−1√
2k (2pi)
3
2
× δ3(~p+ ~k − ~p′) Πσ,λσ′ (~p,~k; ~p′) I−σ′,σ(p′, p, k) , (3.6)
Aλσ,σ′(
~k; ~p, ~p′) = i
e0m
pi
ω−i
k
ω−1√
2k (2pi)
3
2
× δ3(~p+ ~p′ − ~k) Πλσ,σ′(~k; ~p, ~p′) I+σ,σ′(p, p′, k) , (3.7)
where we separate the terms depending on polarizations,
Πσ,λσ′ (~p,
~k; ~p′) = ξ+σ′(~p
′)σiεi(~k, λ)ξσ(~p) , (3.8)
Πλσ,σ′(
~k; ~p, ~p′) = ξ+σ (~p)σiεi(~k, λ)ησ′(~p
′) , (3.9)
from the time integrals
I±σ,σ′(p, p
′, k) =
∫ ∞
0
dtK±σ,σ′(p, p′, k; t) , (3.10)
whose time-dependent functions
K±σ,σ′(p, p′, k; t) = ti
k
ω
[
Kσ+i pω (−imt)Kσ′−i p′ω (∓imt)
±Kσ−i pω (−imt)Kσ′+i p′ω (∓imt)
]
, (3.11)
result from Eqs. (2.17) and (2.18).
These integrals have remarkable properties,
I±σ,σ′(p, p
′, k) = ±I±−σ,−σ′(p, p′, k) = ±I±σ,σ′(−p,−p′, k)
= I±σ,−σ′(p,−p′, k) = I±−σ,σ′(−p, p′, k) , (3.12)
since Kν = K−ν , and can be solved according to Eq.
(B6) obtaining, after a few manipulations, the following
quantities we need for deriving the transition probabili-
ties: ∣∣∣I+± 12 ,± 12 (p, p′, k)∣∣∣ = ∆(p, p′, k) epik2ω , (3.13)∣∣∣I+∓ 12 ,± 12 (p, p′, k)∣∣∣ = ∆(p,−p′, k) epik2ω , (3.14)∣∣∣I−± 12 ,± 12 (p, p′, k)∣∣∣ = ∆(p, p′, k) epik2ω
×
∣∣∣∣sinh pipω ± p′ − pk cosh pipω
∣∣∣∣ , (3.15)∣∣∣I−∓ 12 ,± 12 (p, p′, k)∣∣∣ = ∆(p,−p′, k) epik2ω
×
∣∣∣∣sinh pipω ± p+ p′k cosh pipω
∣∣∣∣ , (3.16)
where
∆(p, p′, k) =
pi
3
2
√
ω
2m
[
k sinhkpiω
k2 − (p− p′)2
] 1
2
×
[
sinh
(
pi(k − p+ p′)
2ω
)
sinh
(
pi(k + p− p′)
2ω
)
× cosh
(
pi(k + p+ p′)
2ω
)
cosh
(
pi(k − p− p′)
2ω
)]− 12
.
(3.17)
We observe that the function ∆(p, p′, k) satisfies
∆(p, p′, k) = ∆(−p,−p′, k) = ∆(p, p′,−k) , (3.18)
being singular for k±(p−p′) = 0. Note that the function
∆(p,−p′, k) is singular only for k = (p+p′) since k, p, p′ ∈
R+.
IV. RATES AND PROBABILITIES
The results of the previous section lead to the conclu-
sion that the amplitudes of the transitions α → β have
the general form
Aαβ = 〈out β|in α〉 = δ3(~pα − ~pβ)MαβIαβ , (4.1)
laying out the Dirac δ-function of the momentum conser-
vation but without conserving the energy. Thus the time
integration gives the quantity
Iαβ =
∫ ∞
0
dtKαβ(t) , (4.2)
instead of the familiar δ(Eα−Eβ) we meet in the flat case
when the energy is conserved. This could lead to some
difficulties when we calculate the transition probabilities.
We remind the reader that in the usual QED on
Minkowski spacetime the transition probabilities are de-
rived from amplitudes satisfying the energy-momentum
conservation,
Aˆαβ = δ(Eα − Eβ)δ3(~pα − ~pβ)Mˆαβ , (4.3)
5evaluating δ(0)δ3(0) ∼ 1(2pi)4TV in terms of the total vol-
ume V and interaction time T such that one obtains the
probability per unit of volume and unit of time as [27, 28]
Pˆαβ = |Aˆαβ |
2
V T
= δ(Eα − Eβ)δ3(~pα − ~pβ) |Mˆαβ |
2
(2pi)4
. (4.4)
In fact this is the transition rate per unit of volume we
refer here simply as rate denoted by R.
In our QED on M the rates must be derived in another
manner since the amplitudes have here different forms as
in Eq. (4.1). Therefore, we introduce first the time-
dependent amplitudes
Aαβ(t) = δ
3(~pα − ~pβ)MαβIαβ(t)
= δ3(~pα − ~pβ)Mαβ
∫ t
0
dt′Kαβ(t′) , (4.5)
that can be rewritten in terms of the conformal time as
Aαβ(tc) = Aαβ [t(tc)]. Then we define the transition rate
according to Eq. (2.1) as
Rαβ = lim
tc→∞
1
2V
d
dtc
|Aαβ(tc)|2 = lim
t→∞
ωt
2V
d
dt
|Aαβ(t)|2
(4.6)
obtaining the final result
Rαβ = δ3(~pα − ~pβ) |Mαβ |
2
(2pi)3
|Iαβ |Kαβ (4.7)
where
Kαβ = lim
t→∞ |ωtKαβ(t)| . (4.8)
Note that the basic definition (4.6) is given in the con-
formal chart where the in and out states can be defined
correctly in the domain −∞ < tc <∞, as in the flat case
or in our de Sitter QED.
Thus for calculating the transition rates of the pro-
cesses under consideration here we need to calculate the
limits (4.8) of the functions (3.11). Fortunately, this can
be done easily since the modified Bessel functions have
a simple asymptotic behavior as in Eq. (B5). Thus we
obtain the dramatic result,
lim
t→∞ωt
∣∣∣K+σ,σ′(p, p′, k; t)∣∣∣ = piωm , (4.9)
lim
t→∞ωt
∣∣∣K−σ,σ′(p, p′, k; t)∣∣∣ = 0 , (4.10)
which shows that the rates of all the processes involving
charged states vanish, remaining only with the transi-
tions between neutral states For the transition, γ(~k, λ)→
e−(~p, σ) + e+(~p′, σ′) we obtain the expression
Rλσ,σ′(~k; ~p, ~p′) =
e20
(2pi)7
mω
k
δ3(~p+ ~p′ − ~k)
× |Πλσ,σ′(~k; ~p, ~p′)|2 |I+σ,σ′(p, p′, k)| , (4.11)
FIG. 1. Pair production in the frame {e} (I) for p > p′: (I
A) θ = 0 → k = p + p′, σ′ = σ and λ = 2σ, (I B) θ = pi →
k = p′ − p, σ′ = −σ and λ = 2σ, and (II) for p < p′ : (II
A) θ = 0 → k = p + p′, σ′ = σ and λ = 2σ, (II B) θ = pi →
k = p′ − p and σ′ = −σ and λ = −2σ.
which allows us to derive the probability per units of
volume and time integrating over ~k. Thus we obtain
Pλσ,σ′(~p, ~p′) =
∫
d3k
(2pi)3
Rλσ,σ′(~k; ~p, ~p′) =
e20
(2pi)10
mω
k(θ)
× |Πλσ,σ′(~p+ ~p′; ~p, ~p′)|2 |I+σ,σ′(p, p′, k(θ))| , (4.12)
where
k(θ) = |~p+ ~p′| =
√
p2 + 2pp′ cos θ + p′2 (4.13)
depend on the angle θ between ~p and ~p′.
For studying these probabilities we have to calculate
the polarization terms which are extremely complicated
in an arbitrary geometry. For this reason it is convenient
to consider a particular frame {e} = {~e1, ~e2, ~e3} in the
momentum space where ~k = ~p + ~p′ = k(θ)~e3 and the
vectors ~p and ~p′ are in the plane {~e1, ~e3} (as in Fig. 1)
having the spherical coordinates ~p = (p, α, 0) and ~p ′ =
(p′, β, pi) such that
θ = α+ β , (4.14)
p sinα = p′ sinβ . (4.15)
In this geometry the polarization vectors take the simple
form ~ε±1(~k) = 1√2 (±~e1− i~e2) that allows us to derive the
polarization matrices
Πˆλ=1 =
√
2
(
cos α2 cos
β
2 cos
α
2 sin
β
2
sin α2 cos
β
2 sin
α
2 sin
β
2
)
, (4.16)
Πˆλ=−1 =
√
2
(
sin α2 sin
β
2 sin
α
2 cos
β
2
cos α2 sin
β
2 cos
α
2 cos
β
2
)
, (4.17)
6FIG. 2. The singular behavior of the functions ∆(p, p′, k(θ))
(left panel) and ∆(p,−p′, k(θ)) (right panel) for p = 0.01ω
and p′ = 0.03ω.
whose matrix elements,
∣∣∣Πˆλσ,σ′ ∣∣∣ are the absolute values of
the polarization terms in the particular frame {e}. Now
we can choose the free parameters p, p′ and θ since the
angles we need for calculating the polarization matrix
can be deduced as
α = arctan
(
p′ sin θ
p+ p′ cos θ
)
, (4.18)
β = θ − arctan
(
p′ sin θ
p+ p′ cos θ
)
, (4.19)
when p > p′, as it results from Eqs. (4.14) and (4.15).
For p < p′ we obtain similar relations changing α ↔ β
and p↔ p′ while for p = p′ we have α = β = θ2 .
Finally, according to Eqs. (3.13) and (3.14) we obtain
the definitive result in the frame {e} where the probabil-
ity per unit of volume and unit of time,
Pλσ,σ′(p, p′, θ) =
e20
(2pi)10
mω
k(θ)
e
pik(θ)
2ω
× Πˆ2σ,σ′ ∆(p, sign(σσ′)p′, k(θ)) ,(4.20)
depends only on polarization and the free parameters
(p, p′, θ) through the polarization term and the function
∆(p, p′, k) defined by Eq. (3.17).
V. GRAPHICAL ANALYSIS
The closed expression (4.20) encourages us to study the
dependence of this probability on the kinematic param-
eters and polarizations. We observe first that here we
cannot speak about the polarization conservation since
we work in the momentum-helicity basis. Nevertheless,
there are some particular positions in which the momenta
have the same direction and, consequently, the polariza-
tions must be conserved as spin projections on the same
direction. These positions are obtained either for θ = 0,
as in the panels I A and II A of Fig. 1, when we have
α = β = 0→ p′ = p+ k , λ = σ + σ′ , (5.1)
or for θ = pi when we find two different cases presented
in the panels II A and respectively II B. In the first one
FIG. 3. The effect of the reduction procedure: the original
(dashed lines) and reduced (solid lines) probabilities versus θ
for different polarizations and p = 0.05ω and p′ = 0.02ω.
(I B) we set p > p′ and consequently
α = 0 , β = pi → k = p− p′ , λ = σ − σ′ , (5.2)
while in the second one (II B) the situation is reversed
such that p < p′ and
α = pi , β = 0→ k = p′ − p , λ = σ′ − σ . (5.3)
Note that when p = p′ we remain only with the parallel
case (I A=II A) since the anti-parallel equal momenta
lead to k = 0 when the photon of the in state disappears.
Now we expect to recognize the above selection rules by
plotting the probabilities (4.20) versus θ for fixed values
of the momenta p and p′. The unpleasant surprise is of
finding a wrong behaviors just for the angles θ = 0 or θ =
pi for which the selection rules require the probabilities
to vanish if the polarizations are not conserved. This
is because of the function ∆(p, p′, k(θ)) which becomes
singular for k± (p− p′) = 0 having the profile plotted in
Fig. 2.
Thus we meet again the sickness of the perturbation
procedures leading to singularities or violation of the con-
servation rules on some particular directions. In order to
extract the physical information we need to remove these
effects resorting to the method of Yennie and all [22] of
constructing the reduced amplitudes by multiplying the
calculated one by suitable trigonometric functions. Thus,
for example, the singularity at θ = 0 of the scattering am-
plitudes of various scattering processes can be removed
by multiplying the amplitude with (1 − cos θ)n where n
gives the reduction order. In the case of our amplitudes
the reduction of the first order, with n = 1, is enough
for eliminating the singularities in θ = 0 and θ = pi if we
7FIG. 4. Reduced probabilities versus θ for different polariza-
tions and momenta: (1) p = 0.002ω and p′ = 0.001ω (2)
p = 0.02ω and p′ = 0.01ω. (3) p = 0.2ω and p′ = 0.1ω (4)
p = 2ω and p′ = ω
define the reduced probabilities as
RedPλ=±2σσ,σ (p, p′, θ) = Pλ=±2σσ,σ (p, p′, θ) cos4
θ
2
, (5.4)
RedPλ=±2σσ,−σ (p, p′, θ) = Pλ=±2σσ,−σ (p, p′, θ) sin4
θ
2
. (5.5)
Now we can verify that these match perfectly with the
selection rules (5.1)-(5.3) by plotting them on the whole
domain θ ∈ [0, pi] as in Figs. 3 and 4. Moreover, we
observe that the reduction procedure does not affect the
physical content since for the angles θ = 0 and θ = pi for
which the function ∆ is regular we have RedPλσ,σ′ = Pλσ,σ′
as we see in Fig. 3. Thus we can conclude that the
reduction procedure is correct helping us to understand
the physical behavior of the analyzed process.
On the other hand, we must specify that another prob-
lem is the divergence at p ∼ p′ = 0. Indeed, as we see
in Fig. 4, the reduced probabilities increase when the
momenta p and p′ are decreasing such that for vanishing
momenta the probabilities diverge,
lim
p→0
p′→0
Pλσ,σ′ = lim
p→0
p′→0
RedPλσ,σ′ =∞ . (5.6)
This unwanted effect is somewhat analogous to the in-
frared catastrophe of the usual QED and could be of
interest in a future procedure of the vertex renormaliza-
tion.
Finally we note that the dependence on the parameter
ω is almost trivial since for large values of ω the proba-
bilities are increasing linearly with this parameter.
VI. CONCLUDING REMARKS
We visited here for the first time the world of the quan-
tum fields on the spatially flat FLRW spacetime with
a Milne-type modulation factor (denoted here by M).
The first impression was that this manifold, born from
a time singularity, might produce new spectacular phys-
ical effects but, in fact, our calculations show that, at
least from the point of view of the quantum theory, this
spacetime behaves normally producing similar effects as
the de Sitter expanding universe [17]. The only notable
new feature is that the first order transitions between
charged states are forbidden but we cannot say if this is
specific to this geometry as long as we do not have other
examples.
From the technical point of view, M and the de Sitter
spacetime have complementary behaviors as we can see
from the next self-explanatory table,
M de Sitter
t 0 < t = 1ω e
ωtc <∞ −∞ < t <∞
tc −∞ < tc <∞ −∞ < tc = − 1ω e−ωt < − 1ω
a(t) ωt eωt
a(tc) e
ωtc − 1ωtc
u±p K 1
2∓i 2σpω (imt) K 12∓imω (iptc)
where we used the identity (2.19) denoting by ω the free
parameter of M and the Hubble constant of the de Sitter
expanding portion [26]. Thus we have at least two related
examples that will help us to construct the perturbative
QFT on curved backgrounds.
In other respects, it is worth noting that we met here
the same general problems of the scattering theory known
from long time on the flat spacetime namely, the infrared
catastrophe and a divergent angular behavior on special
directions as the forward and backward ones. We have
seen that the angular divergences can be removed by us-
ing a reduction procedure [22] but we cannot comment
about the infrared divergences in this stage of the theory
when the processes in the second or higher orders of per-
turbations are not yet calculated and, consequently, we
have no idea about the renormalization procedures that
could be applied in this case.
We hope that the study of these problems will lead
to a better understanding of the perturbative QFT on
the FLRW spacetimes and even to a possible integration
of the perturbative and non-perturbative methods in a
future general and effective new QFT.
Appendix A: Polarization
The Pauli spinors of the momentum-helicity basis,
ξσ(~p), of helicity σ = ± 12 , satisfy the eigenvalues problem
(~p · ~S) ξσ(~p) = σ p ξσ(~p) where Si = 12σi are the spin op-
erators expressed in terms of Pauli matrices. They have
8the form
ξ 1
2
(~p) =
√
p+ p3
2p
(
1
p1+ip2
p+p3
)
, (A1)
ξ− 12 (~p) =
√
p+ p3
2p
(
−p1+ip2
p+p3
1
)
. (A2)
The antiparticle spinors are defined usually as ησ(~p) =
iσ2ξσ(~p)
∗ [27, 29] in order to satisfy (~p · ~S) ησ(~p) =
−σ p ησ(~p).
The polarization of the free Maxwell field is given by
the polarization vectors ~ελ(~k) which have c-number com-
ponents. Here we consider only the circular polarization
[27] with ~ε±1(~k) = 1√2 (±~e1 + i~e2), in a three-dimensional
orthogonal local frame {~ei} where ~k = k~e3.
Appendix B: Modified Bessel functions
According to the general properties of the modified
Bessel functions, Iν(z) and Kν(z) = K−ν(z) [30], we de-
duce that those used here, Kν±(z), with ν± =
1
2 ± iµ are
related among themselves through
H(1,2)ν (z) = ∓
2i
pi
e∓
i
2piνKν(∓iz) , z ∈ R . (B1)
The functions used here, Kν±(z) with ν± =
1
2 ± iµ (µ ∈
R), are related among themselves through
[Kν±(z)]
∗ = Kν∓(z
∗) , ∀z ∈ C , (B2)
satisfy the equations(
d
dz
+
ν±
z
)
Kν±(z) = −Kν∓(z) , (B3)
and the identities
Kν±(z)Kν∓(−z) +Kν±(−z)Kν∓(z) =
ipi
z
, (B4)
that guarantees the correct orthonormalization proper-
ties of the fundamental spinors. For z → ∞ these func-
tions behave as [30]
Iν(z)→
√
pi
2z
ez , Kν(z)→ K 1
2
(z) =
√
pi
2z
e−z , (B5)
regardless the index ν.
Moreover, here we use the integral (6576-4) of Ref. [31]
with b = ±a,∫ ∞
0
dxx−λKµ(ax)Kν(±ax) = (±)
ν 2−2−λaλ−1
Γ(1− λ)
× Γ
(
1− λ+ µ+ ν
2
)
Γ
(
1− λ− µ+ ν
2
)
× Γ
(
1− λ+ µ− ν
2
)
Γ
(
1− λ− µ− ν
2
)
. (B6)
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