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Abstract—Given the critical dependence of broadcast channels
by the accuracy of channel state information at the transmitter
(CSIT), we develop a general downlink model with zero-forcing
(ZF) precoding, applied in realistic heterogeneous cellular systems
with multiple antenna base stations (BSs). Specifically, we take
into consideration imperfect CSIT due to pilot contamination,
channel aging due to users relative movement, and unavoidable
residual additive transceiver hardware impairments (RATHIs).
Assuming that the BSs are Poisson distributed, the main con-
tributions focus on the derivations of the upper bound of the
coverage probability and the achievable user rate for this general
model. We show that both the coverage probability and the user
rate are dependent on the imperfect CSIT and RATHIs. More
concretely, we quantify the resultant performance loss of the
network due to these effects. We depict that the uplink RATHIs
have equal impact, but the downlink transmit BS distortion has
a greater impact than the receive hardware impairment of the
user. Thus, the transmit BS hardware should be of better quality
than user’s receive hardware. Furthermore, we characterise both
the coverage probability and user rate in terms of the time
variation of the channel. It is shown that both of them decrease
with increasing user mobility, but after a specific value of the
normalised Doppler shift, they increase again. Actually, the time
variation, following the Jakes autocorrelation function, mirrors
this effect on coverage probability and user rate. Finally, we
consider space division multiple access (SDMA), single user
beamforming (SU-BF), and baseline single-input single-output
(SISO) transmission. A comparison among these schemes reveals
that the coverage by means of SU-BF outperforms SDMA in
terms of coverage.
Index Terms—Channel estimation, channel aging, additive
hardware impairments, coverage probability, multiple antenna
heterogeneous cellular networks.
I. INTRODUCTION
The design of the future Fifth Generation (5G) networks,
demanding to cover the upcoming avalanche of wireless traffic
volume due to the accompanied societal development, is
quite challenging. Intercell interference is considered as a
key limiting factor among the next generation of wireless
systems [1], [2], which include both a vector Gaussian broadcast
and interference channels by means of multi-user multiple-
input multiple-output (MU-MIMO) and multi-cell scenarios,
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respectively. Simplistic models such as the Wyner model [3],
where the intercell interference is assumed to be a constant
factor of the total interference, are highly inaccurate given the
dramatic variation of the signal-to-interference-plus-noise ratio
(SINR) value across a cell. Nevertheless, other works consider
a fixed user or a small number of interfering BSs which might
provide tractable results but very pessimistic with not much
insight on users’ performance [4].
Fortunately, tractable and accurate models have been de-
veloped for studying the downlink coverage, taking into
account the full network interference [5]–[7]. Specifically, the
introduction of the randomness regarding the locations of the
BSs by means of a heterogeneous Poisson point process (PPP),
which allows the usage of tools from stochastic geometry,
has taken place. In this technique, known as heterogeneous
networks (HetNets) design, small cells are embodied into a
macrocell network with main benefits being a dense coverage
and ubiquitous high throughput [8]. Hence, novel results
regarding the coverage probability have been derived to quantify
the quality of service in next generation networks without the
need for Monte-Carlo simulations. HetNets design belongs
to the major technologies currently on the table for 5G. The
heterogeneous cellular networks (HCNs), which are the focal
point of this study, can be considered as HetNets of a single
tier.
Although appealing in their concept, HCNs as any other
network, are hampered by the inevitable transceiver hardware
impairments [9]–[25]. The impact of hardware impairments is a
major challenge because the applied compensation algorithms,
which include analog and digital signal processing, cannot
remove the impairments completely, since the time-varying
hardware characteristics cannot be fully parameterized and
estimated, and because there is a randomness induced by
different sources of noise [9], [22], [26], [27]. Especially,
cheap hardware components, being attractive for industrial
implementation, are particularly prone to the transceiver
impairments. Such impairments are originated by amplifier
non-linearities, I/Q-imbalance, and quantization errors [9],
[10], [14], and can mainly be modelled as residual additive
impairments [9]–[13], [16]–[25]. In the literature, three basic
categories are met, namely, the residual additive impairments,
the multiplicative impairments, and the amplified thermal noise
[26], [27]. The residual additive impairments, modelled as
independent additive distortion noises at the BS as well as at
the user, describe the aggregate effect from many impairments.
On the other hand, there are hardware impairments multiplied
with the channel vector, which might cause channel attenuation
and phase shifts. They appear as a multiplicative distortion
that cannot be incorporated by the channel vector. Herein, our
analysis focuses on the impact of the residual additive hardware
impairment, while the study of multiplicative impairments is
left for future work. Regarding the introduction of amplified
thermal noise, this is straightforward. Moreover, it is worthwhile
to mention that the adoption of the current model for the
additive impairments is based on its analytical tractability and
the experimental verifications. Remarkably, some of the authors
have achieved to introduce the rate-splitting approach as a
robust method against the RATHIs, although these impairments
are residual [24], [25]. The topic of dealing with other methods
and strategies to mitigate the RATHIs is left for future work.
Notably, since HetsNets are a candidate solution for 5G
systems [28], [29], they need to be evaluated in the presence of
the detrimental transceiver hardware imperfections, in order to
make realistic conclusions regarding their final implementation.
It is worthwhile to mention that the research area of HCNs has
not considered this kind of inevitable degradations except [21],
which in turn, brings out a gold rush for new research.
Note that [21] assumes perfect channel state information at
the transmitter (CSIT), neglecting that, in practice, CSIT is
imperfect due to several reasons.
Several works have investigated the impact of generally
imperfect CSIT in different scenarios of HetNets [30]–[34].
However, except [35], no other previous work has taken into
account for pilot contamination due to the re-use of the pilot
sequences or users’ mobility, which both are inevitable degrad-
ing causes on system’s performance and result in imperfect
CSIT [36]–[38]. In particular, pilot contamination is an inherent
weakness in next generation systems aiming to employ the
concept of massive MIMO which include a large number of
antennas (tens or hundreds) at each BS [36]. Notably, massive
MIMO are based on time-division duplexing (TDD) mode for
channel estimation. With respect to users’ mobility and its
induced time variation of the channel, a lack of investigation
appears in the literature [37], [38]. Its practical importance
becomes higher, especially, in outdoor urban environments,
where the mobility of terminals is increased. Despite that
numerous studies, concerning 5G systems, have been presented
(see [39] and references therein), the lack of channel aging
works continues. The impact of terminal mobility is often
modelled by means of a stationary ergodic Gauss-Markov
block fading [37], [38], [40]–[42], [42]–[45]. For example,
in [37], the authors provided deterministic equivalents (DEs)
for the maximal-ratio-combining (MRC) receivers in the uplink
and the maximal-ratio-transmission (MRT) precoders in the
downlink)1. This analysis was extended in [38], [41] by deriving
DEs for the more sophisticated minimum mean-square error
(MMSE) receivers (for the uplink) and regularized zero-forcing
precoders (for the downlink). It is worthwhile to mention
that in the analysis of this paper, we consider both the pilot
contamination and the relative user mobility.
1The deterministic equivalents are deterministic tight approximations of
functionals of random matrices of finite size.
A. Motivation-Central Idea
This work relies on the observation that the promising
HCNs, meant to be applied in 5G systems, have been mostly
evaluated under the assumptions of perfect hardware and
static environment, while these are highly unrealistic. In
addition, no imperfect CSIT has been assumed regarding HCNs
MIMO systems. Only in [35], the authors have studied the
uplink of massive MIMO systems with pilot contamination.
Hence, the fundamental question behind this work is “how
the transceiver impairments, the pilot contamination, and the
channel aging affect the downlink performance of realistic
HCNs, when imperfect CSIT is accounted?” Motivated by
recent performance analysis results, we are going to establish
the theoretical framework modelling the additive residual
transceiver hardware impairments (RATHIs) and imperfect
CSIT, and identify the realistic potentials of HCNs before their
final implementation.
The main contributions are summarised as follows.
• Contrary to existing work [21] which has studied the effect
of RATHIs in the case of perfect CSIT, we calculate the
estimated channel due to RATHIs, pilot contamination, and
channel aging, and then, we evaluate the effect of RATHIs
and imperfect CSIT on the performance of downlink
realistic HCNs in terms of the coverage probability and
the user rate. For the sake of comparison, we also present
the results corresponding to perfect hardware and no user
mobility. As far as the authors are aware, this is the most
general result in the literature that accounts for practical
impairments and imperfect CSIT.
• Contrary to [35], where only the uplink performance
was investigated for massive MIMO, we focus on the
downlink. Moreover, we present more general results,
since the proposed metrics can describe scenarios with
not only finite number of BS antennas, but also with large
number of antennas. On the other hand, works such as
[35] describe only the large number of antennas regime.
• We investigate and elaborate on the impact of RATHIs and
imperfect CSIT on the downlink coverage probability and
the downlink achievable user rate. Actually, without being
vague regarding the sources of imperfect CSIT in HetNets
such as in [30]–[34], we consider the presence of pilot
contamination, channel aging, and hardware impairments.
Specifically, we show that the uplink hardware impair-
ments have an equal effect on the estimation of the channel.
However, the downlink hardware impairments behave
differently. The BS transmit impairments degrade more
the system performance than the user receive impairments.
Moreover, the higher the time variation of the channel,
the higher the degradation of the system. Accordingly,
a proper system design should take into account these
observations.
• We focus on the design of a realistic HCN and investigate,
if it is beneficial to transmit with space division multiple
access (SDMA) or to employ fewer antennas under
practical conditions. In fact, single-stream transmission
looks better than SDMA. In other words, the claim having
more antennas is always beneficial is not necessarily
correct, as it heavily depends on how the transmit antennas
are used and which transmission/reception scheme is
employed from a system perspective.
The remainder of this paper is structured as follows. Sec-
tion II presents the basic parameters of the system model of
a HCN with randomly located BSs having multiple antennas
and serving multiple users. In Section III, a description of the
RATHIs is provided. In Section IV, the channel estimation
phase, considering pilot contamination and channel aging, is
modelled under the presence of RATHIs. Next, Section V
exposes the downlink transmission under RATHIs and imperfect
CSIT. Subsection VI-A includes the derivation and investigation
of the coverage probability in a realistic HCN with multiple
antenna BSs impaired by RATHIs, when multiple users
are served. Remarkably, a relative movement of the users
with comparison to the BS antennas is considered as well.
In Subsection VI-B, the derivation of the achievable user
rate is provided under the same realistic conditions. The
numerical results are placed in Section VII, while Section VIII
summariseds the paper.
Notation: Vectors and matrices are denoted by boldface
lower and upper case symbols. (·)T, (·)∗, (·)H, and tr(·)
express the transpose, conjugate, Hermitian transpose, and
trace operators, respectively. The expectation and variance
operators are denoted by E [·] and Var [·]. The diag{·} operator
generates a diagonal matrix from a given vector, and the
symbol , declares definition. The notations CM×1 and CM×N
refer to complex M -dimensional vectors and M ×N matrices,
respectively. The indicator function 1(e) is 1 when event e
holds and 0 otherwise, and J0(·) is the zeroth-order Bessel
function of the first kind. Moreover, B (x, y) is the Beta
function defined in [46, Eq. (8.380.1)], and Γ (x, y) denotes the
Gamma distribution with shape and scale parameters x and y,
respectively. Furthermore, ∪
x∈A
denotes the union with A being
an index set. Also, LI(s) expressed the Laplace transform of
I . Finally, b ∼ CN (0
¯
,Σ) represents a circularly symmetric
complex Gaussian variable with zero-mean and covariance
matrix Σ.
II. SYSTEM MODEL
In this paper, we consider a network cellular MU system with
a BS per cell that has multiple antennas and serves multiple
users. The locations of the BSs are drawn according to an
independent PPP ΦB with density λB . In other words, we
refer to the formulation of MU-MIMO HCNs. Herein, we
note that the locations of the users are also modelled by an
independent PPP Φk with a sufficiently high density λk. In
addition, the BS in the lth cell, deployed with a number of BS
antennas Ml, communicates with its associated users whose
number is Kl such that Kl ≤ Ml. Hence, many degrees of
freedoms are shared2. Actually, we assume that each cell is
large enough, i.e., the lth macrocell can accommodate K users
2Given this model, it is realistic that the downlink transmit power pl, the
number of BS antennas Ml, and the number of users served by each BS Kl
differ across cells. However, for the sake of simplicity, we assume universal
parameters in this setting, i.e., pl = p, the number of BS antennas Ml = M ,
and the number of users served by each BS K = Kl ≤Ml = M .
connected with the nearest BS. In other words, K users, that
are independently distributed, belong to the Voronoi cell of
this BS, while a Voronoi tessellation is structured by the set
of all these cells. Exploiting Slivnyak’s theorem we are able
to conduct the analysis by focusing on a typical user found at
the origin [47]. Basically, we focus on the downlink scenario
of communication between the BS and the associated users.
During the uplink, channel estimation takes place, while we
elaborate further on the downlink data transmission, where we
derive the coverage probability and study its realistic behaviour.
Regarding HCNs, their evolution, started from the downlink
single-input single-output (SISO) systems [5], has enabled the
coexistence of multiple antenna strategies [48], [49] such as
beamforming and SDMA. In fact, HCNs and multiple antenna
strategies coexist and complement each other. Thus, they should
not be studied in isolation, as happened in the premature
literature in this area. For this reason, we focus on the impact
of RATHIs on multiple antenna HCNs.
All point-to-point channels are characterised by independent
and identically distributed (i.i.d.) Rayleigh block fading models
with unit mean. Moreover, the same time-frequency resources
are shared by the users across all cells. Note that we assume that
the channel coherence time is Tc. At the same time, aiming
to provide a realistic analysis, we assume imperfect CSIT
due to pilot contamination, channel aging, and RATHIs. In
other words, the BS is aware of the estimated channel, obtained
during the training phase and having duration τ symbols, while
the downlink transmission phase has a duration of Tc − τ
symbols.
III. PRESENTATION OF RATHIS
In practice, both the users and the BSs are affected by certain
additive impairments [9], [10]. Although mitigation schemes
are implemented in both the transmitter and receiver, these
are not perfect. Therefore, RATHIs still emerge by means of
residual additive distortion noises [9], [10]. More concretely,
at the transmitter side, an impairment emerges that causes a
mismatch between the intended signal and what is actually
transmitted during the transmit processing, while at the receiver
side the received signal appears a distortion.
The study of the impact of RATHIs has originated from
conventional wireless systems and has continued to 5G net-
works such as massive MIMO systems [9]–[13], [16], [17],
[26], [50], [51]. Unfortunately, the majority of HCNs literature,
except [21] relies on the assumption of perfect transceiver
hardware, although hardware imperfections exist. Reasonably,
it is conjectured that by following the same path will increase
the gap between theory and practice.
Mathematically speaking, given the channel realisations, the
conditional transmitter and receiver distortion noises for the ith
link are modelled as Gaussian distributed, where their average
power is proportional to the average signal power, as shown
by measurement results [10].
Let us denote the transmit and receive nodes as nodes i and
j, where i = UE and j = BS for the uplink, while i = BS and
j = UE for the downlink. In addtion, let Ti be the number of
transmit antennas, i.e., TUE = 1 for the uplink and TBS = M
for the downlink. Qi[n] is the transmit covariance matrix at time
instance n of the corresponding node with diagonal elements
qi1 [n], . . . , qTi [n], e.g., if the transmitter node is the UE, Qi[n]
degenerates to a scalar QUE[n]. Specifically, the RATHIs at
the transmitter and the receiver are given by
ηit,n ∼ CN
(
0
¯
,Λin
)
(1)
ηjr,n ∼ CN
(
0
¯
,Υjn
)
, (2)
where Λin = κ
2
tidiag (q1[n], . . . , qTi [n]) and Υ
j
n =
κ2rj‖xk,n‖
−α∑|j|
k=1 h
H
k[n]Qk[n]hk[n]. Note that if j = UE,
then |j| = 1. The circularly-symmetric complex Gaussianity
can be justified by the aggregate contribution of many impair-
ments3. The proportionality parameters κ2ti and κ
2
rj describe the
severity of the residual impairments at the transmitter and the
receiver side. In applications, these parameters are met as the
error vector magnitudes (EVM) at each transceiver side [52].
The procedure for obtaining the knowledge of the estimated
channel is described in the following section.
IV. CHANNEL ESTIMATION
The transmit signal by each user to its BS is attenuated
with distance r as r−α, where α is the path-loss exponent
parameter. During the channel estimation, an effect, known as
pilot contamination due to the re-use of the pilot sequences,
might arise. It is worthwhile to mention that both the system
model and the proposed expressions below can describe any
number of BS antennas, e.g., both small and large number
of antennas. Indeed, the results are quite general, and will be
derived by means of a common analysis followed in the study of
HetNets. In other words, contrary to works for massive MIMO
that can describe only the large antenna regime, the proposed
expressions can describe the whole spectrum in terms of the
number of antennas (from small to large number). Notably,
the pilot contamination concerns systems with any number
of antennas. However, it is negligible for small number of
antennas, while its presence is observable for large MIMO
cellular systems [36]. Hence, since our model is able to
describe any number of antennas (even a large number), pilot
contamination is meaningful in the current work.
A. Pilot Contamination
Each BS estimates the CSI during an uplink training phase,
where the sharing of the same band of frequencies leads to
degradation of the performance of the system due to pilot
contamination. If the subscript tr denotes the training stage,
the noisy observation of the channel vector from the user k
(typical user at the origin) at time instance n, transmitting
each pilot symbol with average power ρUEup
(
ptr = τρ
UE
up
)
to
3The additive distortions are time-dependent because they take new
realisations for each new data signal.
its associated BS in the presence of RATHIs, is given by
ỹk,tr[n]=hk[n]‖xk,n‖−α/2︸ ︷︷ ︸
Desired
signal
+hk[n]η
UE
t,n ‖xk,n‖−α/2︸ ︷︷ ︸
UE transmit
impairment
+ ηBSR,n︸︷︷︸
BS receive
impairment
+
∑
l∈ΦB/b0
glk[n]‖yk,n‖−α/2︸ ︷︷ ︸
Interference
part
+
1
√
ptr
Ntr[n]ψ
H
k︸ ︷︷ ︸
noise
, (3)
where hk[n] ∈ CM×1 is the desired channel vector from the kth
user in the current cell (located at the origin) to its associated
BS located at xk,n, while the interference term glk[n] ∈ CM×1
is the channel vector corresponding to the link from the kth user
of the lth cell located at ylk,n ∈ R2. The vector ψk ∈ Cτ×1
denotes the training sequence of the kth user with ψkψHk=1 and
Ntr[n] ∈ CM×τ is a spatially white additive Gaussian noise
matrix with i.i.d entries at the current base station during the
training stage, which are distributed as CN (0, 1). Similarly,
the channel vectors glk,n∀l, n are Gaussian distributed as
CN (0
¯
, IM ), and they are independent across cells and user
distances. Based on (1) and (2) for i = UE and j = BS,
respectively, and after making the appropriate substitutions, the
hardware impairments at the uplink are written such that their
variances are given by
ΛUEn = κ
2
tUEρ
UE
up
ΥBSn = κ
2
rBSρ
UE
up ‖xk,n‖−α
K∑
k=1
diag
(
|h1k[n]|2, . . . , |hMk [n]|2
)
,
where QUE[n] is now deterministic and ρUEup = tr (QUE[n])
After applying the minimum mean square error (MMSE)
estimation to (3), in order to estimate hk[n] conditioned on
the distance ‖xk,n‖ from the kth user, the current BS obtains
ĥk[n]
∣∣∣
‖xk,n‖
=E
[
hk[n]ỹ
H
k,tr[n]
]
E−1
[
ỹk,tr[n]ỹ
H
k,tr[n]
]
ỹk,tr[n]
=
√
ptr‖xk,n‖−α/2
ptr‖xk,n‖−α
(
κ2r,BS + κ
2
t,UE
)
+ ptrVar (In) + 1
ỹk,tr[n],
(4)
where In=
∑
l∈ΦB/b0
glk[n]‖yk,n‖−α/2 represents the inteference
contribution at time n and Var (·) is the variance operator
conditioned on ‖xk,n‖. Specifically, conditioning on ‖xk,n‖,
Var (In) can be derived by using Campbell’s theorem [53] as
Var(In) = 2E
(
‖glk[n]‖2
)
πλB
∫ ∞
‖xk,n‖
r1−αdr
= 2MπλB
‖xk‖2−α
α− 2
, (5)
where we have used that the square of glk[n] follows a Γ (M, 1)
distribution with mean value equal to M . Clearly, increase of
the path-loss exponent and BSs’ density, increases the variance
of the interference.
As a result, the estimated channel ĥk and estimation
error vectors ek[n] = hk[n] − ĥk[n] at time instance n are
uncorrelated and distributed as ĥk[n] ∼ CN
(
0
¯
, σ2
ĥk
IM
)
and
êk[n] ∼ CN
(
0
¯
, σ2êkIM
)
with
σ2
ĥk
=
(α− 2)(
κ2r,BS + κ
2
t,UE + 1
)
(α− 2) + 2MπλB‖xk‖2 + ‖xk‖α
(6)
and
σ2êk =
(
κ2r,BS+κ
2
t,UE
)
(α−2)+2MπλB‖xk‖2(
κ2r,BS+κ
2
t,UE+1
)
(α−2)+2MπλB‖xk‖2 + ‖xk‖α
.
(7)
Remark 1: If we set the distortion parameters in (4) or in any
other expression including the RATHIs equal to zero, we result
in the expressions corresponding to the ideal uplink model,
which does not account for RATHIs.
Remark 2: Interestingly, in the interference-limited regime,
the covariances of the estimated channel and the estimation
error do not depend on the uplink transmit power ptr. Moreover,
in these expressions and under these conditions, the distance
from the typical user is not raised to the path-loss parameter
α. Thus, the covariances are not environment-dependent.
Remark 3: The uplink RATHIs, κ2t,UE and κ
2
r,BS, have the
same effect on the accuracy of the estimated channel. Therefore,
equal caution should be given in the quality of the user transmit
and BS receive hardware.
B. Channel Aging
Another additive reason with negative effect that necessitates
the estimation of the channel is imposed by the relative
movement of the users with comparison to the BS antennas.
In such case, the description of the channel can be made by a
time-varying model. In mathematical terms, the relationship
of the current sample of the channel with its past samples,
i.e., the time varying-model at time-slot n, is represented by
an autoregressive-model of order 1 that includes the second
order statistics of the channel in terms of its autocorrelation
function being generally a function of velocity of the user, the
propagation geometry, and the antenna characteristics. Basically,
this is a Gauss-Markov model of low order (1) for reasons of
computational complexity and tractability. Actually, the current
channel between the BS and the typical user belonging to its
cell is modelled as
hk[n] =δhk[n− 1] + ek[n], (8)
where hk[n−1] is the channel in the previous symbol duration
and ek[n] ∈ CN is an uncorrelated channel error due to the
channel variation modelled as a stationary Gaussian random pro-
cess with i.i.d. entries and distribution CN (0
¯
, (1−α2)IN [54].
Given that the variation of the channel is described by means
of its second order statistics, we employ the autocorrelation
function of the channel, which is an appropriate measure. We
choose the Jakes model for representing the autocorrelation
function, which is widely accepted due to its generality and
simplicity [40]. The Jakes model describes a propagation
medium with two-dimensional isotropic scattering and a
monopole antenna at the receiver [55]. Mathematically, the
normalised discrete-time autocorrelation function of the fading
channel is expressed by
rh[k] =J0(2πfDTs|k|). (9)
Specifically, fD and Ts are the maximum Doppler shift and the
channel sampling period, respectively. Regarding the maximum
Doppler shift fD, it can be expressed in terms of the relative
velocity of the v, i.e., fD = vfcc , where c = 3 × 10
8 m/s is
the speed of light and fc is the carrier frequency. Note that
we assume that the base stations have perfect knowledge of
δ = rh[1].
Interestingly, we are able to combine both effects of pilot
contamination and time-variation of the channel according
to [37], [38]. Specifically, we have that the fading channel at
time slot n can be expressed by
hk[n] = δhk[n− 1] + ek[n]
= δĥk[n− 1] + ẽk[n], (10)
where ĥk[n − 1] and ẽk[n] = δh̃k[n − 1] + ek[n] ∼
CN
(
0
¯
, σ2ẽkIM
)
with σ2êk =
(
1− δ2σ2
ĥk
)
are mutually in-
dependent. In other words, the estimated channel at time n is
now ĥk[n] = δĥk[n− 1].
Remark 4: Imperfect CSIT is the result of three different
sources, namely, i) pilot contamination, ii) channel aging, and
iii) RATHIs.
V. DOWNLINK TRANSMISSION
The channel power distribution of a link depends upon its
physical representation, i.e., if it describes the desired or the
interference contribution to the received signal or we address
to a multi-antenna BS deployment with single or multi-user
transmission. However, in order to arrive at the stage of the
statistical distribution of the power, we have to model the
downlink transmission. Note that if δ = 0, we obtain a static
environment with no user mobility.
This paper assumes linear precoding by the matrix
W[n] = [w1, . . . ,wK ] ∈ CM×K , employed by the asso-
ciated BS, which multiplies the data signal vector d[n] =[
d1[n], . . . , dK [n]
]T ∈ CM ∼ CN (0
¯
, IK) for all users in that
cell. In our case, we employ ZF precoding that has the form
Ŵ[n] = H̄[n]
(
H̄H[n]H̄[n]
)−1
(11)
= δ−1H̄†[n− 1] = δ−1Ŵ[n− 1], (12)
where H̄[n] is the normalised version of Ĥ[n] and is related to
Ĥ[n] as defined in Appendix A, while (·) denotes the pseudo-
inverse of a matrix. Thus, the precoder is normalised and
the average transmit power per user of the associated BS is
constrained to p, i.e., E
[
tr
(
Ŵ[n]ŴH[n]
) ]
= 1. Note that
Ŵ[n] denotes the ZF precoder of the associated BS at time n
as well as in (12) we have introduced the user mobility effect
for the kth user by means of ĥk[n] = δĥk[n− 1].
Thus, the received signal from the associated BS to the
typical user at xk,n during the nth time-slot after applying
the ZF precoder, accounting for a quasi-static block fading
model with frequency-flat fading channels varying for symbol
to symbol and RATHIs, can be expressed as4
yk[n] = h
H
k[n]|xk,n‖−α/2
(
s[n] + ηBSt,n
)
+ ηUEr,n
+
∑
l∈ΦB/xk,n
gHlk[n]slk[n]‖ylk,n‖−α/2, (13)
where s[n] = W[n]d[n] ∈ CM×1 is the transmit signal vector
for the kth user with covariance matrix QBS[n] = E [s[n]sH[n]]
and p = tr (QBS[n]) is the associated average transmit power.
The channel vector hk[n] ∈ CM×1 denotes the desired channel
vector between the associated BS located at xk,n ∈ R2 and
the typical user at time-instance n. Similarly, glk[n] ∈ CM×1
expresses the interference channel vector from the BSs found
at ylk,n ∈ R2 far from the typical user at time-instance n.
Especially, in the case of Rayleigh fading, the channel power
distributions of both the direct and the interfering links follow
the Gamma distribution [56].
Given that we have assumed the realistic scenario of RATHIs
as well as imperfect CSI due to pilot contamination and time-
variation of the channel (channel aging) (see (10) and (12)),
the received signal by user k can be written as5,6
yk[n] = ĥ
H
k[n− 1]ŵk[n− 1]d[n]‖xk,n‖−α/2
+ δ−1ẽHk[n]Ŵ[n− 1]d[n]‖xk,n‖−α/2
+ hHk[n]‖xk,n‖−α/2ηBSt,n + ηUEr,n
+
∑
l∈ΦB/xk,n
gHlk[n]Ŵl[n]dl[n]‖y‖−α/2, (14)
where we have used (10) for replacing the current desired
channel7. In addition, we have used (12) to express the current
precoder in terms of its delayed instance known at the BS. The
first term in (14) represents the desired signal contribution in
the typical current cell, while the second term describes the
estimation error effect. Further, the third term describes the
contribution due to the transmit BS impairment. The fourth
term represents the receive impairment part because of the
hardware impairments at the user side. Moreover, the next
term characterises the inter-cell interference coming from BSs
in different cells.
ηBSt,n ∼ CN
(
0
¯
,ΛBSn
)
and ηUEr,n ∼ CN
(
0
¯
,ΥUEn
)
are the
residual downlink additive Gaussian distortions at the BS and
the UE, which are given by (1) and (2) for i = BS and j = UE,
respectively. Specifically, we have
ΛBSn = κ
2
tBSdiag (q1[n], . . . , qM [n]) (15)
ΥUEn = κ
2
rUE‖xk,n‖
−αhHk[n]QBS[n]hk[n]. (16)
Remark 5: The receive distortion at user k includes the
path-loss coming from the associated BS.
4Since we focus on the investigation of the interference-limited SIR, its
expression does not depend on the transmit power.
5 We assume that the RATHIs from other BSs are negligible due to the
increased path-loss, while the transmit hardware impairment depends only on
the transmit signal power from the tagged BS and not from the path-loss.
6Herein, we assume that the thermal noise is negligible as compared to the
distortion noises and interference from the other cells as shown by simulations
and previously known results. Hence, its omission is reasonable. However, it
can be included in the proposed analysis with no extra special effort.
7The replacement concerns only the current desired channel because the
interference part is not of direct interest and can be kept in the initial form.
The achievable downlink SIR γk from the associated BS to
the kth user can be defined as in (19) at the top of the next
page. Note that we have assumed encoding of the message over
many realisations of all sources of randomness in the model
including noise, channel estimate error, and RATHIs. Based on
this remark, the hardware impairments are written as ηBSt,n ∼
CN (0
¯
, κ2tBSIK) and η
UE
r,n ∼ CN (0¯
, κ2rUE‖xk,n‖
−α‖hk[n]‖2).
Remark 6: If the distortion parameters in (14) or in any
other expression including the downlink RATHIs are set to
zero, we result in the expressions corresponding to the ideal
downlink model, which does not account for RATHIs [49].
In order to develop this general model, we assume that
the desired channel power from the associated BS at time
n = τ + 1, . . . , Tc located at xk,n ∈ R2 to the typical user k,
found at the origin, is given by Zk[n], while the interfering
link from other BSs, i.e., the inter-cell interference from other
cells’ BSs (located at ylk,n ∈ R2) is denoted by Il[n].
Proposition 1: The SIR of the downlink transmission from
the associated BS to the typical user, accounting for RATHIs
and imperfect CSI due to pilot contamination and time variation
of the channel due to user mobility, can be represented as in (19)
where the probability density function (PDF) of the desired
signal power is obtained by
pZk[n] (z) =
e−z/σ
2
ĝk
(M −K)!σ2
ĥk
(
z
σ2
ĥk
)M−K
, z ≥ 0 (20)
and the various terms are given by
Zk[n] = |ĥHk[n− 1]ŵk[n− 1]|2 (21)
Ek[n] = δ
−2 (1 + κ2tBS) ∥∥ẽHk[n]Ŵ[n− 1]∥∥2 (22)
Iηt [n] = κ
2
tBS |ĥ
H
k[n− 1]ŵk[n− 1]|2 (23)
Iηr [n] = κ
2
rUE‖hk[n]‖
2 (24)
Il[n] =
∑
l∈ΦB/xk,n
∣∣glk[n]Ŵl[n]∣∣2‖y‖−α
=
∑
l∈ΦB/xk,n
glk,n‖y‖−α. (25)
Note that wk is the kth column of Wk. In addition, we
have Iηt [n] ∼ pkκ2BSΓ(∆, σ2ĥk), and Iηr [n] ∼ pkκ
2
UEΓ(M, 1)
while the total interference from all the other base sta-
tions found at a distance ‖ylk,n‖ from the typical user
is Il[n] =
∑
l∈ΦB/xk,n plglk[n]‖ylk,n‖
−α, where glk[n] =∣∣glk[n]Ŵl[n]∣∣2 ∼ Γ(K, 1).
Proof: See Appendix A.
It is worthwhile to mention that the distance ‖xk,n‖ in the
uplink and the downlink expresses two different variables and
no confusion should arise. Specifically, during the uplink, the
covariance of the estimated channel that includes ‖xk,n‖−α is
calculated for a given distance. Thus, it is deterministic, while
its instance in the downlink is randomly distributed.
VI. MAIN RESULTS
Herein, we present the coverage probability and the achiev-
able rate of the typical user, which are the main results of this
work.
γk =
Zk[n]‖xk,n‖−α
(Ek[n] + Iηt [n] + Iηr [n]) ‖xk,n‖−α + Il[n]
. (19)
A. Coverage Probability
The focal point of this subsection is the derivation of an
upper bound of the downlink coverage probability of the typical
user in a multiple antenna HCN under the presence of RATHIs
as well as imperfect CSIT due to pilot contamination and
channel aging. Please note that the derivation of a lower bound,
which is quite meaningful, is left for future work. Specifically,
this subsection first presents a formal definition of the coverage
probability with random BS locations drawn from a PPP. Next,
the main result is provided with the technical derivation given
in Appendix B. Remarkably, although we start from an abstract
definition, we result in the most general and versatile expression
known in the literature towards a more realistic assessment of
a network with randomly located BSs. Interestingly, we present
a more general result than [21], since now imperfect CSIT is
assumed, when the BSs are randomly located. It is based on
the calculation of the Laplace transforms provided by means
of Proposition 2 and Lemma 1 provided below.
Definition 1 ([21], [49]): A typical user is in coverage if
its effective downlink SIR from at least one of the randomly
located BSs in the network is higher than the corresponding
target T . In general, we have
pc (T, λB , α, δ, q) , E
[
1
(
∪
x∈ΦB
SIR (x) > T
)]
, (26)
where q defines a set of parameters. Specifically, we define
q , {κUEt , κUEr , κBSt , κBSr }.
Theorem 1: The upper bound of the downlink probability
of coverage pc (T, λB , α, δ, q) in a general cellular network
with randomly distributed multiple antenna BSs, accounting
for RATHIs and imperfect CSIT due to pilot contamination
and channel aging, is given by
pc (T, λB , α, δ, q)≤λB
∫
l∈R2
∆−1∑
i=0
i∑
k=0
∑
u1+u2+u3=i−k
(
i
k
)
×
(
i−k
u1 + u2 + u3
)
(−1)isk
i!
du1
dsu1
LEk
(
l−αs
)
× d
u2
dsu2
LIηt
(
l−αs
) du3
dsu3
LIηt
(
l−αs
) dk
dsk
LIl(s) dl, (27)
where l = ‖x‖ and s = T
σ2ĝk
la, while LIηr (s), LIηt (s), and
LIl(s) are the Laplace transforms of the powers of the receive
distortion, transmit distortion, and interference coming from
other BSs.
Proof: See Appendix B8.
Proposition 2: The Laplace transform of the interference
power of a general cellular network with randomly distributed
multiple antenna BSs having RATHIs and imperfect CSIT is
8Although the expressions [21]-[25] could be characterised in the asymptotic
regime, this action would result in deterministic expressions that could not be
manipulated statistically, in order to derive the coverage probability.
given by
LIl(s) = exp
(
−s 2a C (α,K)
)
, (28)
where C (α,K) = 2πλBa
∑K
m=0
(
K
m
)
B
(
K −m+ 2a ,m−
2
a
)
.
Proof: See Appendix C.
Lemma 1: The Laplace transforms of the parts, describing
the RATHIs Iηt and Iηr as well as the estimation error, are
given by
LIηt (s) =
1(
1 + κ2tBSs
)∆ , (29)
LIηr (s) =
1(
1 + κ2rUEs
)M , (30)
LEk(s) =
1(
1 + δ−2
(
1 + κ2tBS
)
σ2êks
)∆ . (31)
Proof: The first two Laplace transforms are easily obtained,
since Iηt and Iηr follow the scaled Gamma distributions with
scaled parameters κ2tBS and κ
2
rUE , as mentioned in Appendix A.
In the same appendix, it is shown that the estimation error is
a scaled Gamma distribution.
Remark 7: The expressions corresponding to the Laplace
transforms of the distortion noises reveal that the downlink
RATHIs show a different behaviour than the uplink impairments.
Specifically, κ2t,BS has a greater impact than κ
2
r,UE, since M >
∆. As a result, the quality of the transmit BS impairments
should be kept above a certain standard that would not allow
significant distortion of the system performance. Moreover,
the Laplace transform of the transmit impairments depends on
both the number of BS antennas and users, while the Laplace
transform of the receive impairments depends only on the
number of BS antennas. In other words, the higher the number
of users is, the smaller the impact of the transmit impairments
becomes, since the corresponding Laplace transform increases.
Furthermore, the Laplace transform of the estimation error
depends on the channel aging by means of δ and both transmit
and receive hardware impairments. In fact, the more severe the
channel aging is by means of smaller δ (higher users’ velocity),
the smaller LEk(s) becomes.
Lemma 2: The PDF of glk,n, describing the interfering marks,
is Γ(K, 1) distributed.
Proof: Given that the precoding matrices Ŵl[n] have
unit-norm columns and each instance does not depend on
glk[n] and ḡlk[n] (the normalised version of glk[n]), Ŵl[n]
are independent isotropic unit-norm random vectors. Hence,
the sum of glk[n] expresses the squared modulus of a linear
combination of K complex normal random variables, i.e.,
glk,n ∼ Γ(K, 1).
Corollary 1: When M = K, i.e., in the special case of
full SDMA, the upper bound of the coverage probability with
RATHIs and channel aging, described by Theorem 1, is given
by
pc (T, λB , α, δ, q)≤λB
∫
l∈R2
LEk
(
l−αs
)
LIηt
(
l−αs
)
× LIηr
(
l−αs
)
LIl(s) dl. (32)
B. Average Achievable Rate
This subsection presents the mean achievable data rate for
a typical user under the proposed general system model with
RATHIs and imperfect CSIT. Given that the analysis and some
definitions are similar to Section VI-A, the presentation is
more concise. Actually, the following theorem is one of the
main results of this paper, being unique in the research area of
practical systems with hardware impairments, when the BSs
are randomly positioned.
Theorem 2: The downlink average achievable user rate of a
HCN in the presence of RATHIs and imperfect CSIT due to
pilot contamination and channel aging is
Rk (T, λB , α, δ, q) =
∫
x∈R2
∫
t>0
∆−1∑
i=0
i∑
k=0
∑
u1+u2+u3=i−k
(
i
k
)
×
(
i−k
u1+u2+ u3
)
(−1)i sk
i!
du1
dsu1
LEk
(
l−αs
(
et − 1
))
× d
u2
dsu2
LIηt
(
l−αs
(
et − 1
)) du3
dsu3
LIηr
(
l−αs
(
et − 1
))
× d
k
dsk
LIl
(
s
(
et − 1
))
dtdl, (33)
where the various parameters are also defined in Theorem 1.
Proof: See Appendix D.
VII. NUMERICAL RESULTS
This section aims at investigating the impact of the various
parameters such as number of users and antennas on the general
expressions corresponding to the coverage probability and
the user rates provided by Theorems 1 and 2, respectively.
Given that the typical user lies at the origin, we choose a
sufficiently large area of 50 km× 50 km, where the locations
of the BSs are simulated as realisations of a PPP with given
density λB = 0.01. The users’ PPP density is considered to
be λk = 60λB as in [35].
Coverage of the user means that the received SIR from at
least one of the BSs exceeds a certain target. We are interested
in the calculation of the desired signal strength and interference
power. Note that the received SIR is obtained from each BS.
The desired estimate of the coverage probability comes by
repeating this scheme an adequate number of times. Thus, this
procedure allows us not only to validate our model, but also
to demonstrate the effect of the various parameters on the
coverage probability.
Herein, we consider a setup, where the number of antennas
per BS and and the number of users are M = 5 and K = 3,
respectively. The path-loss is set to α = 3, while the uplink
and downlink transmit powers are ρUEup = 5 dB and p = 15 dB.
Note that τ = K, hence ptr = 15 dB. Moreover, we assume
that the distance between the user and the BS during the
uplink phase is ‖xk‖=15 m, and it is known by the BS. In the
figures, the proposed analytical expressions of the coverage
probability pc (T, λB , α, δ, q) and the achievable user rate
Rk (T, λB , α, δ, q) are plotted along with the corresponding
simulated results. The “dot” and “solid” lines illustrate the
analytical results with specific RATHIs/user mobility and no
transceiver impairments or no relative user movement. In
a similar way, the bullets designate the simulation results.
Obviously, the inevitable presence of RATHIs or the time
variation of the channel result in the worsening of the system
performance. Actually, the more severe these effects are, the
higher the degradation of the system performance becomes.
A. Impact of RATHIs
In order to investigate how the RATHIs affect the coverage
probability, we assume no user mobility, i.e., δ = 0. First, we
focus on the uplink RATHIs κ2rBS and κ
2
tUE , while we have
assumed that the downlink RATHIs are zero. Specifically, in
Fig 1, we show the variation of the coverage probability for
different values of uplink hardware impairments. Based on this
model, the transmit impairment of the user and the receive
impairment at the BS contribute the same at the coverage
probability, which is in agreement with theory. For example,
we set κ2tUE = 0.08 and κ
2
rBS = 0 as well as κ
2
tUE = 0 and
κ2rBS = 0.08 and the coverage probability does not change.
Thus, as a design plan, we could keep κ2tUE constant and play
with the quality of the BS hardware for obtaining a certain
coverage probability.
Fig. 1. Coverage probability of a multiple-antenna HCN for varying uplink
RATHIs versus ρ (M = 5, K = 3, α = 3, κtBS = κrUE = 0, δ = 0).
In Fig. 2, we plot the coverage probability as a function of
the target SIR for different values of the downlink RATHIs.
Clearly, here the transmit hardware impairment κtBS exhibits
higher impact on pc (q) than κrUE , which coincides with the
theoretical observations. For this reason, we should be more
careful with the quality of the transmit impairments at the
BS. These nominal values of RATHIs are quite reasonable
according to [51]. Moreover, in the same figure, we have
depicted the simulated and theoretical results corresponding to
Fig. 2. Coverage probability of a multiple-antenna HCN for varying downlink
RATHIs versus ρ (M = 5, K = 3, α = 3, κtUE = κrBS = 0, δ = 0).
Fig. 3. Achievable user rate of a multiple-antenna HCN for varying uplink
and downlink RATHIs versus ρ (M = 5, K = 3, α = 3, δ = 0).)
ideal hardware for the sake of comparison. Similar conclusions
can be extracted by observing the rate versus ρ for varying
downlink RATHIs in Fig 3.
B. Impact of User Mobility
We study the effect of time-variation of the channel due to
user mobility on the coverage probability of a cellular network
in Fig. 4. These observations are consistent with the coverage
probability and user rate results derived in Sections VI-A
and VI-B, respectively. Note that in order to focus only on
the effect of time-variation of the channel, we assume that
the hardware is ideal, i.e., both in the downlink and the
uplink the RATHIs are set to zero. Clearly, it is shown that
an increase of the time variation of the channel results in a
decrease of pc (T, λB , α, δ, q). This behaviour continues till the
normalised Doppler shift fDTs becomes fDTs ≈ 0.36. Then,
Fig. 4. Achievable user rate of a HCN versus ρ for varying user mobility
(M = 5, K = 3, α = 3, κtUE = κrBS = κrUE = κrUE = 0, δ = 0).
Fig. 5. Coverage probability of a multiple-antenna HCN versus ρ for varying
Doppler shift (M = 5, K = 3, α = 3, κtUE = κrBS = κrUE = κrUE = 0,
δ = 0).
increasing fDTs, the coverage probability is improved. Actually,
behind this behaviour is hidden the variation of the Jakes
autocorrelation function with fDTs. In Fig. 5, we illustrate the
achievable rate versus ρ. It is shown that the rate decreases
with increasing time-variation, as expected.
C. Comparison between Transmission Techniques
We elaborate on the following three transmission setups:
i) SISO with M = K = 1, i.e., we have a single transmit
antenna per BS and one user ii) full SDMA with M = K = 5,
i.e., 5 transmit antennas per BS serving 5 users iii) SU-BF
transmission, in order to shed light on the realistic performance
of HCNs, as far as the system parameters M and K change.
Furthermore, we choose a set of parameters of RATHIs and
time variation, representing a realistic scenario, to be q =
{0.03, 0.03, 0.08, 0.08} and δ = 0.1.
Fig. 6. Coverage probability of a multiple-antenna HCN versus ρ for various
combinations of multi-antenna techniques (α = 3, κtUE = κrBS = κrUE =
κtBS = 0.08, δ = 0.1).
In Fig. 6, we observe that the SU-BF transmission achieves
higher coverage probability with comparison to SISO. Note
that the latter is better than SDMA. In other words, we verify
that it is better to serve a single user in each resource block,
either by SISO or SU-BF, instead of serving multiple users.
However, herein and with comparison to [49], we illustrate
how, given this property, the coverage probability varies with
SIR in the presence of the RATHIs. Similar observations have
been mentioned in [21] and in [49] for the cases of RATHIs
and perfect CSIT with ideal hardware, respectively. Especially,
we illustrate that SU-BF transmission proves to be better with
comparison to SISO in some regimes/situations because, in
addition to the proximity gain enjoyed by the SISO due to
extreme densification, the SU-BF transmission presents an
additional beamforming gain. Moreover, SISO outperforms
SDMA. More concretely, instead of serving multiple users, it
is preferable to serve a single user in each resource block by
means of SISO or SU-BF. Herein, it is worthwhile to mention
that in interference-limited networks, the use of more antennas
for multi-stream transmission (SDMA) is not always beneficial,
but it depends on which transmission/reception scheme is
employed. Also, this claim depends on the performance metric
we study. Interestingly, having this property in mind, we depict
how the presence of the RATHIs affect the performance of the
system in terms of the degradation of both coverage probability
and user rate.
VIII. CONCLUSION
In this paper, we presented a new framework for the downlink
cellular network analysis with imperfect CSIT. Specifically,
we proposed a multiple antenna HCN that generalises the
state of the art by accounting for imperfect CSIT due to pilot
contamination, channel aging, and RATHIs. Furthermore, we
quantified the performance loss due to imperfect CSIT. We
showed that the uplink RATHIs have equivalent contribution to
both metrics under investigation, while the downlink RATHIs
exhibit different impact. Specifically, the quality of the BS
transmitter has greater impact than the receive hardware of
the user. Moreover, we demonstrated the loss due to time
variation in both coverage probability and user rate. In addition,
we demonstrated the outperformance of SU-BF in terms of
coverage and user-rate against both SISO and SDMA in the
case of a more realistic analysis than previous works did.
In other words, we confirmed that, given a total number of
transmit antennas, it is better to share them across many BSs
than collecting them in a few BSs. Actually, the proposed
framework is of high interest because it allows us to explore
how various multiple antenna techniques affect the coverage
and the rate in realistic conditions.
APPENDIX A
PROOF OF PROPOSITION 1
Initially, we assume that the columns of the precod-
ing matrix Ŵ[n] with unit norm equal the normalised
columns of ĤH[n]
(
Ĥ[n]ĤH[n]
)−1
. In other words, Ŵ[n] =
H̄H[n]
(
H̄[n]H̄H[n]
)−1
, where H̄[n] =
[
h̄1[n], . . . , h̄K [n]
]
∈
C(M×K) with columns h̄[n] = ĥ[n]
‖ĥ[n]‖
. As a result, the
numerator of the SIR in (19), describing the desired signal
power, is Γ
(
∆, σ2
ĥk
)
distributed with ∆ = M − K + 1
(or else it follows the Erlang distribution with shape and
scale parameters ∆ and σ2
ĥk
, respectively), since Zk[n] =
|h̄Hk[n]wk[n]|2 · ‖hk[n]‖2. Actually, Zk[n] can be written as
the product of two independent random variables distributed as
B (M −K + 1,K − 1) and Γ
(
M,σ2
ĥk
)
, respectively [57]9.
Note that ZF beamforming has been applied. Therefore,
the resultant PDF of the product follows the Γ
(
∆, σ2
ĥk
)
distribution. The term in the denominator, concerning the error,
is expressed in terms of a sum of K independent random
variables as
Ek[n] = δ
−2 (1 + κ2tBS) ∥∥ẽHk[n]Ŵ[n−1]∥∥2
== δ−2
(
1 + κ2tBS
) K∑
i=1
∣∣ẽHk[n]ŵi[n−1]∣∣2.
Since
∣∣ẽHk[n]ŵi[n−1]∣∣2 is the squared modulus of a linear
combination of M complex random variables with ŵk[n−1]
being independent and having unit norm, it is distributed as
Γ
(
1, σ2êk
)
. Thus,
∥∥ẽHk[n]Ŵ[n−1]∥∥2 is Γ (K,σ2êk) distributed.
Taking the expectation over the transmit distortion noise of the
tagged BS, then IηBSt [n] = pκ
2
tBS‖h
H
k[n]‖2, which follows a
scaled Γ(M,σ2
ĥk
) distribution. Following a similar procedure,
we take the expectation over the receive distortion noise
ηBSr,n. We obtain IηUEr [n] = pκ
2
rUE‖hk[n]‖
2 following a scaled
Γ(M, 1). Regarding the other term in the denominator, it
represents the interference from other BSs, Il[n]. Especially,
glk,n = |gHlk[n]Wl[n]|2 ∼ Γ(K, 1) because Wl[n − 1] being
the precoding matrices from other BSs have unit-rorm and are
independent from the normalised ḡlk[n]. On this ground, glk,n
9The random variable ‖ĥHk[n]‖
2 is the linear combination of M i.i.d. expo-
nential random variables each with variance σ2
ĥk
, i.e., ‖ĥHk[n]‖
2 d∼Γ[M,σ2
ĥk
].
is a linear combination of K independent complex normal
random variables with unit variance, i.e., glk,n ∼ Γ(K, 1).
APPENDIX B
PROOF OF THEOREM 1
Starting from the definition of pc(T, λB , α, δ, q) and by
means of appropriate substitution of the SIR γk, we have
pc(T, λB , α, δ, q) = E
[
1
(
∪
xk,n∈ΦB
SIR (xk,n) > T
)]
(34)
≤ E
[
∪
xk,n∈ΦB
1 (SIR) > T
]
(35)
=E
 ∑
xk,n∈ΦB
P [SIR > T |l]
 (36)
=λB
∫
x∈R2
E [P[Zk>T (Ek[n]+Iηt [n]+Iηr [n]) + T lαIl|l]]dx,
(37)
where in (35), we have employed the union bound or else the
Boole’s inequality, and in (37), we have used the Campbell-
Mecke Theorem [47]. Given that Zk[n] is Gamma distributed,
its PDF is provided by (20). Below, we have removed the
index n for the ease of exposition. We turn our attention to
the integrable part of (37). This can be expressed as
P[Zk>T (Ek+Iηt +Iηr)+T lαIl|l]=e
−T(Ek+Iηt+Iηr )
σ2
ĝk
×e
−Tl
αIl
σ2
ĝk
∆−1∑
i=0
i∑
k=0
(
i
k
)
(T (Ek+Iηt +Iηr))
i−k
(T lαIl)
k
i!
(
σ2ĝk
)i ,
(38)
where in (38), we have applied the Binomial theorem. In
addition, if we apply the expectation operator, we obtain
E[P[Zk>T (Iηt +Iηr)+T lαIl|l]]=
∆−1∑
i=0
i∑
k=0
∑
u1+u2+u3=i−k
(
i
k
)
×
(
i−k
u1 + u2 + u3
)
(−1)isk
i!
du1
dsu1
LEk (s)
du2
dsu2
LIηt(s)
× d
u3
dsu3
LIηt(s)
dk
dsk
LIl(s), (39)
where we have set s = T
σ2ĝk
lα. We result in (39), after
using the Multinomial theorem. Note that the inner sum is
taken over all combinations of nonnegative integer indices
u1 through u3 such that the sum u1 + u2 + u3 is i − k.
Moreover, we have used the definition of the Laplace Transform
EI
[
e−sI (sI)
i
]
= siL{tigI (t)} (s) and the Laplace identity
tigI (t) ←→ (−1)i d
i
disLI{gI (t)} (s). Regarding the Laplace
transform LIl (s), it is obtained by means of Proposition 2,
while the transforms LIηt and LIηr (s) are provided by
Lemma 1. Finally, the proof is concluded after substituting (39)
into (37).
APPENDIX C
PROOF OF PROPOSITION 2
The Laplace transform of the interference power relies on its
PDF. Specifically, setting gl , glk,n, accounting for the power
of the interference channel, has identical distribution for all l,
LIl (s) can be obtained as
LIl(s) = EIl
[
e−sIl
]
= EIl
[
e
−s
∑
l∈ΦB\x
gly
−α]
=EΦB ,gl
 ∏
l∈ΦB\x
e−sgly
−a
 (40)
=EΦB
 ∏
l∈ΦB\x
Lgl
(
sy−a
) (41)
= exp
(
−λB
∫
R2
(
1− Lgl
(
sy−a
))
dy
)
(42)
= exp
(
−2πλB
∫ ∞
0
(∑K
m=1
(
K
m
)
(sr−a)
m
(1+sr−a)
K
rdr
)
(43)
= exp
(
− 2πλBs
2
a
α
K∑
m=1
(
K
m
)
B
(
K−m+ 2
a
,m− 2
a
))
.
In particular, (40) results from the independence among
the locations of the BSs. Moreover (40) holds due to the
independence between the spatial and the fading distributions.
The property of the probability generating functional (PGFL)
regarding the PPP [53] is used to obtain (42). Furthermore,
we substitute the Laplace transform of gl following a Gamma
distribution. Note that in the next step, application of the
Binomial theorem takes place, while we continue with conver-
sion of the Cartesian coordinates to polar coordinates in (43).
Finally, we conclude the proof by calculating the integral in
the following way. We make the substitution (1 + r−α)−1 → t,
and after many algebraic manipulations, and the use of [46,
Eq. (8.380.1)] we lead to the desired result.
APPENDIX D
PROOF OF THEOREM 2
The achievable rate of the typical user at the origin is derived
as
Rk (T, λB , α, δ, q) = E [ln (1 + SIR)] (44)
=
∫
x∈R2
E [ln (1 + SIR)] dl (45)
=
∫
x∈R2
∫
t>0
P [ln (1 + SIR)] dtdl (46)
=
∫
x∈R2
∫
t>0
P
[
hk>(T (Iηt + Iηr) + T l
αIl)
(
et − 1
)]
dtdl
(47)
=
∫
x∈R2
∫
t>0
E
[
e
− T
σ2
ĝk
(Ek+Iηt+Iηr)(e
t−1)
e
− T
σ2
ĝk
lαIl(et−1)
×
∆−1∑
i=0
i∑
k=0
(
i
k
)
(T (Ek+Iηt +Iηr)(e
t−1))i−k(T lαIl(et− 1))
k
i!
(
σ2ĝk
)i ]dtdl
(48)
=
∫
x∈R2
∫
t>0
∆−1∑
i=0
i∑
k=0
∑
u1+u2+u3=i−k
(
i
k
)(
i−k
u1+u2+ u3
)
(−1)isk
i!
× d
u1
dsu1
LEk
(
l−αs
(
et − 1
)) du2
dsu2
LIηt
(
l−αs
(
et − 1
))
× d
u3
dsu3
LIηr
(
l−αs
(
et − 1
)) dk
dsk
LIl
(
s
(
et − 1
))
dtdl, (49)
where the expectation in (44) is taken over the fading distribu-
tion and the spatial randomness described by a PPP. In (45),
we have applied the property, concerning a positive random
variable x, E [x] =
∫
t>0
P (x > t) dt. Next, we consider that hk
follows a Gamma distribution with shape and rate parameters,
∆ and 1, respectively.
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