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Exact dynamics and thermalization of open quantum systems coupled to reservoir
through particle exchanges
Fei-Lei Xiong1 and Wei-Min Zhang1, ∗
1Department of Physics and Center for Quantum Information Science,
National Cheng Kung University, Tainan 70101, Taiwan
In this paper, we study the exact dynamics of general open systems interacting with its environ-
ment through particle exchanges. The paper includes two main results. First, by taking advantage
of the propagating function in the coherent state representation, we solve the exact master equation,
whose solution is expressed in terms of the Keldysh nonequilibrium Green functions. Second, in the
dynamical perspective, we provide a rigorous thermalization process of open quantum systems.
I. INTRODUCTION
In the realistic world, physical systems are inevitably
coupled to environments, which makes the theory of
open quantum systems vastly used in many fields of
physics, chemistry, biology, and engineering. The sys-
tematic study of open quantum systems has aroused the
researchers’ interest since the 1960s [1–7], and becomes
more and more important for the prosperously develop-
ing field of quantum information processing [7–9], quan-
tum transport theory [10, 11], and rapidly improving
time-resolved measurement technologies [12, 13]. One of
the most crucial problems in dealing with open quantum
systems is how to determine explicitly the evolution of
open quantum system states, through which all the in-
formation about the system dynamics can be obtained.
However, due to the contamination of the huge environ-
ment, the system dynamics is non-unitary and always
involves complicated fluctuation and dissipation. As a
consequence, up to date, most open quantum systems
can only be dealt with perturbative methods, such as
Born-Markov approximation or cutting-off in Nakajima-
Zwanzig operator projective technique [3–5]. Only a few
classes of open quantum systems, e.g., the harmonic oscil-
lator in quantum Brownian motion [14, 15] and the open
systems interacting with particle-exchange coupling [16],
can an exact master equation be obtained, let alone the
exact state evolution.
In a series of papers [16–19], we have obtained the gen-
eral exact master equation for the open quantum sys-
tems whose interaction only involves particle exchanges.
This large class of open systems is an extension of
the famous Fano-Anderson model [20, 21] and charac-
terizes many physical phenomena in different systems,
such as Fano resonance in atomic and condensed matter
physics [22], Anderson localization in many-body sys-
tems [23], photon-atom bound states in photonic crys-
tal [24–26], quantum transport in quantum dot junc-
tions [10], impurity defects in solids [27], etc. Although
it has been studied for decades, the exact general master
equation has not been derived until very recently [16–
∗Electronic address: wzhang@mail.ncku.edu.tw
19]. With the progress, various perspectives of the open
systems can be studied, e.g., memory effects [28], en-
tanglement dynamics [29–31], decoherence [17, 32, 33],
the fluctuation-dissipation theorem [16], exact transient
quantum transport [11, 34, 35], etc.
In this paper, one main result we obtained is the so-
lution of the exact master equation, i.e., the exact form
of the reduced density matrix at an arbitrary later time.
Note that the time-dependence of the reduced density
matrix includes complete information about the system
dynamics, it offers more perspectives in studying the
memory effects [36–38], entanglement dynamics and dy-
namical phase transition [39] of such class of open sys-
tems. Using the result of the reduced density matrix,
we also study the general thermalization in this paper,
which is another important and hot topic for both exper-
imentalists [40, 41] and theorists [42–53] in recent years.
In equilibrium statistic mechanics, the thermal distribu-
tion is based on the assumption of equal probability of
all permissible microstates [54]. However, the foundation
of thermalization has always been a tough problem and
a long-term goal of physicists [51]. In the past decade,
by taking advantage of the eigenstate thermalization hy-
pothesis, researchers study the thermalization of closed
quantum systems and make interesting contributions in
understanding the physics beneath it [42–44, 46–52]. In
contrast, in this paper, we discuss the thermalization of
open systems from the dynamical perspective. With the
exact evolution of the open quantum systems, such an
aim is achieved.
The rest of the paper is organized as follows. In Sec. II,
we introduce the system we concerned about and briefly
review the previous results related to our present work.
In Sec. III, we shall derive the exact solution of the re-
duced density matrix. In Sec. IV, we explain the physical
consequences of the solution and discuss the general ther-
malization of the open systems. A brief summary will be
given in Sec. V.
II. OVERVIEW OF THE EXACT MASTER
EQUATION
The system we are interested are characterized by the
Hamiltonian HS =
∑d
i,j=1 ǫija
†
iaj , and interacts with
2bosonic (fermionic) environment described by HE =∑
k ǫkb
†
kbk, via the interaction Hint =
∑
j,k(Vjka
†
jbk +
H.c.), where a†j (aj) is the creation (annihilation) op-
erator of the jth level in the system; b†k (bk) is the
creation (annihilation) operator of the k-mode in the
environment; ǫij and ǫk characterize the energy levels
of the system and the environment, and Vjk is the in-
teraction strength between them. If the creation and
annihilation operators satisfy the commutation (anti-
commutation) relations, the corresponding systems is
bosonic (fermionic).
To make the notations more compact, we denote that
a† = (a†1 · · · a†d ), a = (a1 · · · ad )T, and the matrix
constituted of ǫij as ǫS. The spectrum of the environment
and the system-environment interaction can be specified
with the spectral density function J(ǫ), whose elements
are defined through Jij(ω) = 2π
∑
k VkiV
∗
kjδ(ǫ − ǫk). We
assume that initially the system and the environment
is decoupled [55], i.e., ρtot(0) = ρ(0) ⊗ ρE(0), where
ρ(0) is an arbitrary physical state of the system and
ρE(0) = ⊗ke−β(ǫk−µ)b
†
k
bk/Z is the thermal state of the
environment with inverse temperature β and chemical
potential µ. Here, Z = ∏k |1 ∓ e−β[ǫk−µ]|∓1 denotes
the grand partition function of the environment with the
upper and lower sign corresponding to the bosonic and
fermionic case respectively. Hereafter, we also use this
convention.
The reduced density matrix at latter time t is con-
nected to the initial state through the propagating func-
tion J (η∗,η, t; ζ′∗, ζ, 0) in the coherent state representa-
tion, i.e.,
〈η∗|ρ(t)|η〉 =
∫
dµ(ζ)dµ(ζ′)〈ζ∗|ρ(0)|ζ′〉J (η∗,η, t; ζ′∗, ζ, 0) ,
(1)
where ζ∗ = (ζ∗1 · · · ζ∗d ) and ζ = (ζ1 · · · ζd )T, with the
components being complex (Grassmannian) for bosons
(fermions); 〈ζ∗| = 〈0| eζ∗a (|ζ〉 = ea†ζ |0〉) is the un-
normalized coherent state with 〈0| (|0〉) standing for the
vacuum state [56]; dµ(ζ) is the integral measure, and
dµ(ζ) =
∏d
j=1(d
2ζj/π)e
−ζ∗j ζj for bosons and dµ(ζ) =∏d
j=1 dζ
∗
j dζje
−ζ∗j ζj for fermions. With coherent state
path-integral approach, the propagating function can be
derived as [18, 19]
J (η∗,η, t; ζ′∗, ζ, 0) = e
η∗ v1±v η
|1± v|±1 e
±ζ′∗A˜ζ+ζ′∗u˜†η+η∗u˜ζ ,
(2)
where A˜ = 1 − u† 11±vu, u˜ = 11±vu, with the matri-
ces u and v being respectively the abbreviations of the
nonequilibrium Green functions u(t) and v(t, t). More
specifically, u(t) is the spectral Green function with ele-
ments defined as uij(t) = 〈[ai(t), a†j(0)]∓〉 [57], and v(t, t)
is related to the system’s particle number originated from
the environment, reading [16]
v(t, t) =
∫ t
0
dt1
∫ t
0
dt2 u(t− t1) g˜(t1, t2)u†(t− t2) . (3)
Here, g˜(t1, t2) =
∫
dǫ
2πf(ǫ)J(ǫ)e
−iǫ(t1−t2) denotes a
system-bath correction, with f(ǫ) = 1
eβ(ǫ−µ)∓1
standing
for the initial particle distribution of the environment.
Taking advantage of Eqs. (1)-(2), the master equation
has been derived [16–19], reading
dρ(t)
dt
=
1
i
[
H˜S(t), ρ(t)
]
+
∑
ij
{
γij(t)
[
2ajρ(t)a
†
i
− a†iajρ(t)− ρ(t)a†iaj
]
+ γ˜ij(t)
[
a†iρ(t)aj
± ajρ(t)a†i ∓ a†iajρ(t)− ρ(t)aja†i
]}
. (4)
In this master equation, H˜S(t) =
∑
ij ǫ˜ij(t)a
†
iaj is the
renormalized system Hamiltonian; γij(t) and γ˜ij(t) char-
acterize the dissipation and fluctuation rate induced by
the system’s coupling with the environment, respectively.
The coefficients ǫ˜ij(t), γij(t) and γ˜ij(t) are determined
only by the non-equilibrium Green functions u(t) and
v(t, t) [16].
Furthermore, the Green function u(t) satisfies the
Dyson equation and the solution can be expressed as [16]
u(t) =
∑
l
Zle
−iǫlt +
∫
dǫ
2π
D(ǫ)e−iǫt . (5)
The quantities ǫl, Zl andD(ǫ) are all connected with the
Green function in the energy domain
U(z) =
1
zI− ǫS −Σ(z) , (6)
where Σ(z) =
∫
dǫ
2π
J(ǫ)
z−ǫ is the self-energy correction. ǫl is
the energy of the lth localized mode and is determined
by the singularities of U(z), i.e., it satisfies the equation
det(ǫl − ǫS −Σ(ǫl)) = 0. Zl is the Hermitian matrix
characterizing the amplitude of the lth localized mode,
reading Zl =
1
2πi
∮
Cl
dzU(z) , where Cl is the positively-
oriented curve in the neighbourhood of z = ǫl. D(ǫ) is
the spectrum of the system broadened by the environ-
ment and reads D(ǫ) = U(ǫ + i0+)J(ǫ)U(ǫ − i0+) [63].
III. THE EXACT SYSTEM STATE EVOLUTION
With the initial system state ρ(0), and the Green func-
tions u(t) and v(t, t), the reduced density matrix ρ(t)
at arbitrary instant can be determined from Eq. (4) in
principle. However, because the coefficients are all time-
dependent, the problem is too complicated to solve di-
rectly. Luckily, one can solve it by taking advantage of
the propagating function in Eqs. (1)-(2), as is shown in
this section. First, in Sec. III A, we shall introduce some
3conventions and derive ρ(0)’s elements in the coherent
state representation. In Sec. III B, we obtain ρ(t)’s el-
ements at arbitrary later time. In Sec. III C, the exact
form of ρ(t) will be given.
A. Representation of the initial system state
To obtain the density matrix elements at arbitrary
time, one needs to carry out the integrals of Eq. (1) with
the explicit expression of 〈ζ∗|ρ(0)|ζ′〉. Define the Fock
state
|I〉 = a
†
I√
i1! · · · id!
|0〉 , 〈I| = 〈0| aIT√
i1! · · · id!
. (7)
where a†I := (a
†
1)
i1 · · · (a†d)id , aIT := (ad)id · · · (a1)i1 ,
and in denotes the particle number in the nth level.
For bosons, the in takes the values 0, 1, 2, · · · , while for
fermionic systems, in is either 0 or 1. Corresponding to
the state |I〉, we define a class of sequences with the form
I = (1, · · · , 1︸ ︷︷ ︸
i1
, 2, · · · , 2︸ ︷︷ ︸
i2
, · · · , d, · · · , d︸ ︷︷ ︸
id
) . (8)
Then the initial system density matrix can be generally
expressed as
ρ(0) =
∑
IJ
ρIJ(0)
a
†
I |0〉〈0|aJT√
i1! · · · id!j1! · · · jd!
, (9)
where the summation is over all the possible physical
pairs of I and J . That is, except for the constraints over
I and J individually, for fermions and massive bosons,
the sequences I and J together satisfy the constraint i1+
· · ·+ id = j1 + · · ·+ jd. With Eq. (9) and the definition
of coherent states, it is easy to find
〈ζ∗|ρ(0)|ζ′〉 =
∑
IJ
ρIJ (0)
ζ∗I ζ
′
JT√
i1! · · · id!j1! · · · jd!
, (10)
where ζ∗I = (ζ
∗
1 )
i1 · · · (ζ∗d )id and ζ′JT = (ζ′d)jd · · · (ζ′1)j1 .
B. Evolution of the density matrix elements in the
coherent state representation
Following Eqs. (2) and (10), Eq. (1) can be re-
expressed as
〈η∗|ρ(t)|η〉 = e
η∗ v1±v η
|1± v|±1
∑
IJ
ρIJ (0)√
i1! · · · id!j1! · · · jd!∫
dµ(ζ)dµ(ζ′)ζ∗I ζ
′
JTe
±ζ′∗A˜ζ+ζ′∗u˜†η+η∗u˜ζ . (11)
In order to obtain the explicit form of 〈η∗|ρ(t)|η〉, one
needs to simplify the integral. The result is given in the
following (See Appendix A for the details).
1. Bosonic case
In the bosonic case, the result is∑
I′J′
perm(A˜J′,I′)(η
∗u˜)I′(u˜
†η)
J′
T , (12)
where we have used the following conventions:
(i) I ′ = (1, · · · , 1︸ ︷︷ ︸
i′1
, · · · , d, · · · , d︸ ︷︷ ︸
i′
d
) is a subsequence of
I and I ′ = (1, · · · , 1︸ ︷︷ ︸
i′1
, · · · , d, · · · , d︸ ︷︷ ︸
i′
d
) is its comple-
ment, with in = i
′
n + i
′
n for each n. By subse-
quence, we mean deleting some elements in a se-
quence and keeping the remaining elements in the
original order. The summation is over all the pos-
sible ways of choosing I ′ and J ′ in I and J , re-
spectively, with each pair satisfying the constraint
i′1 + · · ·+ i′d = j′1 + · · ·+ j′d;
(ii) A˜J′,I′ is the matrix obtained by first taking j
′
n
copies of the nth column of A˜ in Eq. (2) for each
n and then taking i′n copies of the nth row of the
matrix obtained by the first step [58];
(iii) perm(A˜J′,I′) stands for the permanent of the ma-
trix A˜J′,I′ [58];
(iv) (η∗u˜)I′ := [(η
∗u˜)1]
i′1 · · · [(η∗u˜)d]i′d , (u˜†η)J′T :=
[(u˜†η)d]
j′
d · · · [(u˜†η)1]j′1 .
2. Fermionic case
In the fermionic scenario, the integral can be simplified
to ∑
I′J′
δI
I′I′
δJ
J′J′
det
(
A˜J′,I′
)
(η∗u˜)I′(u˜
†η)
J′
T . (13)
Here, we have used the conventions:
(i) I ′, I ′, J ′, J ′ and the summation follow the same
conventions as those in the bosonic case, except that
all the elements in the sequences appear at most
once;
(ii) I ′I ′ is the new sequence obtained by joining I ′ and
I ′ end-to-end. δI
I′I′
= ±1 when I ′I ′ is an even/odd
permutation of I;
(iii) A˜J′,I′ follows the same convention as in the bosonic
case. However, as all the elements 1, · · · , d appear
at most once in I ′ and J ′, A˜J′,I′ is in fact a subma-
trix of A˜ [58];
(iv) det
(
A˜J′,I′
)
stands for the determinant of the ma-
trix A˜J′,I′ ;
4(v) (η∗u˜)I′ and (u˜
†η)
J′
T follow the same convention as
in the bosonic case.
3. Common expression
The results in the previous two cases can be expressed
as a common expression. By denoting
s± =
{
1 (boson) ,
δI
I′I′
δJ
J′J′
(fermion) ,
(14)
and
|A˜J′,I′ |± :=
{
perm(A˜J′,I′) (boson) ,
det
(
A˜J′,I′
)
(fermion) ,
(15)
Eqs. (12) and (13) can be summarized as∑
I′J′
s±|A˜J′,I′ |±(η∗u˜)I′(u˜†η)J′T . (16)
Thus, in the coherent state representation, the elements
of ρ(t) can be given by
〈η∗|ρ(t)|η〉 =
∑
IJ
ρIJ(0)√
i1! · · · id!j1! · · · jd!∑
I′J′
s±|A˜J′,I′ |±(η∗u˜)I′
eη
∗ v
1±v η
|1± v|±1 (u˜
†η)
J′
T . (17)
C. Exact form of the density matrix
The reduced density matrix ρ(t) satisfying Eq. (17) can
be explicitly written as
ρ(t) =
∑
IJ
ρIJ(0)
∑
I′J′
s±
|A˜J′,I′ |±(a†u˜)I′ρth(t)(u˜†a)J′T√
i1! · · · id!j1! · · · jd!
,
(18)
where ρth(t) = e
a
† ln( v1±v )a
|1±v|±1 is a thermal-like state [45];
(a†u˜)I′ := [(a
†u˜)1]
i′1 · · · [(a†u˜)d]i′d and (u˜†a)J′T :=
[(u˜†a)d]
j′
d · · · [(u˜†a)1]j′1 . Equation (18) is directly ob-
tained from Eq. (17) with the identity
〈η∗|(a†u˜)I′ea
† ln( v1±v )a(u˜†a)
J′
T |η〉
=(η∗u˜)I′e
η∗ v1±vη(u˜†η)
J′
T , (19)
which can be easily derived with the properties of coher-
ent states that
〈η∗|(a†u˜)I′ = 〈η∗|(η∗u˜)I′ , (20a)
(u˜†a)
J′
T |η〉 = (u˜†η)
J′
T |η〉 , (20b)
and
〈η∗|ea† ln( v1±v )a|η〉 = eη∗ v1±v η . (21)
IV. PHYSICAL INTERPRETATION OF THE
SOLUTION AND THE THERMALIZATION
In this section, we shall discuss the physics beneath the
solution. The physical interpretation of the solution will
be given in Sec. IVA, and the thermalization problem
will be discussed in Sec. IVB.
A. Physical interpretation of the solution
To explain the physical consequence contained in
Eq. (18), we consider two limiting cases first. One is
that there is no particle in the environment initially, and
the other is no particle in the system initially. Finally,
we shall consider the joint effect and the general solution.
1. No particle in the environment initially
In this case, the environment is initially in a vac-
uum state, so that f(ǫ) = 0 and v(t, t) = 0. Conse-
quently, in Eq. (18), A˜ = 1 − u† 11±vu, u˜ = 11±vu, and
ρth(t) = 1|1±v|±1 e
a† ln( v1±v )a reduces to A = 1 − u†u,
u, and ρth(t) = |0〉〈0|, respectively. As a result, ρ(t) is
simply reduced to
ρ(t) =
∑
IJ
ρIJ (0)
∑
I′J′
s±
|AJ′,I′ |±(a†u)I′ |0〉〈0|(u†a)J′T√
i1! · · · id!j1! · · · jd!
.
(22)
Compared with the form of the initial state of Eq. (9),
one can see that the factor a†I |0〉〈0|aJT evolves to∑
I′J′ s±|AJ′,I′ |±(a†u)I′ |0〉〈0|(u†a)J′T . Note that u
quantifies the particles maintained in the system and
A = 1 − u†u quantifies their loss into the environment.
Therefore, the summation describes all the possibilities
that part of the system particles maintains in the system
while the others dissipate into the environment. That is,
the solution in Eq. (22) precisely describes the pure dis-
sipation process. The sign s± and the quantity |AJ′,I′ |±
are the manifestations of the particle exchange symme-
try, which is quite similar to the cases encountered in the
boson and fermion sampling [59].
2. No particle in the system initially
In this case, the system initial state reads ρ(0) = |0〉〈0|,
i.e., all the ρIJ(0)’s are 0 except the one that I and J are
both empty sequence. Following Eq. (18), one can easily
find that
ρ(t) = ρth(t) =
ea
† ln( v1±v )a
|1± v|±1 . (23)
5For understanding the physical consequence of Eq. (23),
one needs to consider the physical meaning of v(t, t). We
introduce the spectral Green function of the total system,
i.e., utot(t) = e
−iǫtott, where ǫtot is the energy matrix of
the total system Hamiltonian. Formally, utot(t) can be
written in matrix blocks, i.e.,
utot(t) =
(
uSS(t) uSE(t)
uES(t) uEE(t)
)
, (24)
where uXY(t) is the spectral Green function between X
and Y, with S (E) being the abbreviation of the system
(environment). Equivalent to Eq. (3), v(t, t) can be ex-
pressed as
v(t, t) = uSE(t)f(ǫE)u
†
ES(t) , (25)
where f(ǫE) is the particle distribution of the environ-
ment. From the equation, it is obvious that v(t, t) char-
acterizes the average particle number transported from
all the energy levels of the environment to the system.
Therefore, ρth(t) is a thermal-like state completely con-
tributed by the environmental particles propagating to
the system, with the average particle number character-
ized by v(t, t). In other words, the solution (23) comes
from the thermal fluctuation process.
3. Joint effect between fluctuation and dissipation
Now we consider the general result of Eq. (18). From
Sec. IVA1, we can conclude that particles initially in
the system contribute to the terms s±, |AJ′,I′ |±, (a†u)I′
and (u†a)
J′
T . From Sec. IVA2, we know that ρth(t)
originates from the particles initially in the environment.
When initially particles coexist in both the system and
environment, the dissipation property is modified due to
the fluctuation. That is, A = 1−u†u and u are modified
as A˜ = 1−u† 11±vu and u˜ = 11±vu, respectively. Due to
the effect A → A˜, the probability of the system parti-
cles dissipating into the environment becomes larger for
bosons, while it becomes less for fermions. Correspond-
ingly, the modification u → u˜ reveals that, for bosons,
the amplitude of the system particles maintaining in the
system becomes smaller; while for fermions, it becomes
larger. These are due to the statistic properties of identi-
cal particles. For bosons, if an environmental level is oc-
cupied with some particles, the probability of the system
particles hopping into that level becomes larger, as is de-
scribed in Feynman lectures [60] and manifested in many
phenomena such as superradience and Bose-Einstein con-
densation. While for fermions, due to the Pauli exclusion
principle, if an environmental level is occupied, the tran-
sition onto it is forbidden.
B. The thermalization
In this subsection, we shall study the asymptotic
behavior of the state as the time approaches infinity.
The absence or presence of localized modes determines
whether the system can be finally thermalized, so we con-
sider these two cases separately.
In the case that there are no localized modes (see Ap-
pendix B), u(t) and v(t, t) would finally evolve to
u(∞) = 0 , (26a)
v(∞,∞) =
∫
dǫ
2π
f(ǫ)D(ǫ) := n . (26b)
In this case, the final state of the system would be (See
Appendix C for the details)
ρ(∞) = ρth(∞) = e
a† ln( n1±n )a
|1± n|±1 . (27)
Equation (27) implies that the final particle distribution
in the system is completely characterized by the matrix
n [61], i.e.,
Tr[ρ(∞)a†jai] = nij . (28)
With the expression of n in Eq. (26b) and the prop-
erties of the spectral function D(ǫ) (that it is positive-
semidefinite and
∫
dǫ
2πD(ǫ) = I), the final particle distri-
bution can be seen as a weighted sum of the Bose/Fermi
distribution. That is, without localized modes, the sys-
tem would finally reach a thermal-like state, instead of
the conventional thermal state.
When the coupling strength between the system and
the environment is very weak, then the spectral density
J(ǫ) and the Lamb shift ∆(ǫ) both tend to vanish, i.e.,
J(ǫ)→ 0 , ∆(ǫ)→ 0 . (29)
Following
D(ǫ)=
1
ǫ−ǫS−∆(ǫ)+iJ(ǫ)2
J(ǫ)
1
ǫ−ǫS−∆(ǫ)− iJ(ǫ)2
,
(30)
and the careful analysis in Appendix D, one can find that
under condition (29),
D(ǫ)→ 2πδ(ǫI− ǫS) . (31)
That is, when the system-environment coupling becomes
very weak, the broadening and Lamb shift of the system
energy levels also vanishes, making the spectrum of the
system converging to that of the isolated system. As a
consequence of Eqs. (31) and (26b), n approaches to the
conventional Bose/Fermi distribution, i.e.,
n→ f(ǫS) = 1
eβ(ǫS−µ) ∓ 1 . (32)
Thus, Eq. (27) converges to
ρ(∞) = e−βa†(ǫS−µ)a/Tr[e−βa†(ǫS−µ)a] , (33)
6which is exactly the thermal state of the system HS =
a†ǫSa in the grand canonical ensemble with inverse tem-
perature β and chemical potential µ of the environment.
This provides a rigorous proof that in the weak-coupling
limit, the exact evolution of an open quantum system
would reproduce in the steady state limit the thermal
state in conventional statistic mechanics.
On the other hand, if there are localized modes, their
contribution to the oscillations in u(t) (See Eq. (5))
would survive as t approaches infinity, i.e.,
u(t→∞) =
∑
l
Zle
−iǫlt . (34)
Following the expression of the reduced density matrix
in Eq. (18), the final state must be expressed in terms of
the coefficients ρIJ (0), i.e., the system keeps the mem-
ory of its initial state. Therefore, the system cannot be
thermalized.
V. SUMMARY
In this paper, we have investigated a general solution
of open quantum systems interacting with the environ-
ment through particle exchanges. The exact evolution
of the reduced density matrix is given in terms of the
nonequilibrium Green functions. We explained the phys-
ical consequences of the solution. With the exact density
matrix, we study the thermalization process. We obtain
the result of equilibrium statistical mechanics from the
dynamical perspective and go beyond it. That is, when
there are no localized modes and the system-environment
coupling is very weak, the final state would be as ex-
pected from the conventional statistical mechanics; for
no localized modes but relatively strong coupling regime,
the steady state would be thermal-like, which departures
from the prediction of conventional statistical mechan-
ics; when there are localized modes, the system keeps the
memory of the initial state and can not be thermalized.
With the explicit expression of the reduced density
matrix, one can obtain the complete information about
the system dynamics, which is quite important for the
rapidly developing quantum thermodynamics and quan-
tum information, because their central physical quantity,
entropy, is directly related to the state. It is also note-
worthy that the model studied in our work involves non-
Markovian nature. With the explicit form of the den-
sity matrix evolution, one can study the memory effects
from more perspectives, e.g., quantum coherence, entan-
glement, and dynamical phase transition. Although we
only consider the single-reservoir case, our result can be
directly extended to the multi-reservoir case by just ex-
tending the corresponding expressions of the nonequilib-
rium Green functions u(t) and v(t, t) to multi-reservoirs
(multi-leads in nano/quantum devices). Therefore, it is
also easy to apply to quantum transport theory.
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Appendix A: Simplification of the integral
1. Bosonic case
From Eq. (11), for bosons,
∫
dµ(ζ)dµ(ζ′)ζ∗I ζ
′
JTe
ζ′∗A˜ζ+ζ′∗u˜†η+η∗u˜ζ
=
∫ d∏
n=1
d2ζnd
2ζ′n
π2
ζ∗I ζ
′
JTexp
{
−(ζ∗ ζ′∗ )( 1 0−A˜ 1
)(
ζ
ζ′
)
+
(
ζ∗ ζ′∗
)( 0
u˜†η
)
+
(
η∗u˜ 0
)( ζ
ζ′
)}
= ∂α∗
JT
αI
∫ d∏
n=1
d2ζnd
2ζ′n
π2
exp
{
−(ζ∗ ζ′∗ )( 1 0−A˜ 1
)(
ζ
ζ′
)
+
(
ζ∗ ζ′∗
)( α
u˜†η
)
+
(
η∗u˜ α∗
)( ζ
ζ′
)} ∣∣∣∣∣
α,α∗=0
= ∂α∗
JT
αI e
α∗A˜α+η∗u˜α+α∗u˜†η
∣∣∣∣
α,α∗=0
, (A1)
where we have used the convention ∂α∗
JT
αI := (∂α∗d)
jd · · · (∂α∗1 )j1(∂α1)i1 · · · (∂αd)id and the formula of Gaussian
integral [62].
∂α∗
JT
αI e
α∗A˜α+α∗u˜†η+η∗u˜α|α=α∗=0 is only related to the coefficient of αidd · · ·αi11 α∗j11 · · ·α∗jdd in the polynomial
7expansion of eα
∗A˜α+α∗u˜†η+η∗u˜α. Note
eα
∗A˜α+α∗u˜†η+η∗u˜α =
∞∑
k1,k2,k3=0
(α∗A˜α)k1
k1!
(η∗u˜α)k2
k2!
(α∗u˜†η)k3
k3!
. (A2)
The terms with factor αidd · · ·αi11 α∗j11 · · ·α∗jdd can be obtained through that
(i) (α
∗A˜α)i
′
1+···+i
′
d
(i′1+···+i
′
d
)! contributes to α
i′d
d · · ·αi
′
1
1 α
∗j′1
1 · · ·α∗j
′
d
d ,
(ii) (η
∗u˜α)i
′
1
+···+i′
d
(i′1+···+i
′
d
)!
contributes to α
i′
d
d · · ·α
i′1
1 ,
(iii) (α
∗u˜†η)j
′
1
+···+j′
d
(j′1+···+j
′
d
)!
contributes to α
∗j′1
1 · · ·α∗j
′
d
d ,
where i′1, · · · , i′d, j′1, · · · , j′d, i′1, · · · , i′d, j′1, · · · , j′d satisfy the constraint
i′1, · · · , i′d, j′1, · · · , j′d, i′1, · · · , i′d, j′1, · · · , j′d ∈ {0, 1, 2, · · · } ; (A3a)
i′1 = i1 − i′1, · · · , i′d = id − i′d ; (A3b)
j′1 = j1 − j′1, · · · , j′d = jd − j′d ; (A3c)
i′1 + · · ·+ i′d = j′1 + · · ·+ j′d . (A3d)
Note,
(i) the coefficient of α
i′d
d · · ·αi
′
1
1 α
∗j′1
1 · · ·α∗j
′
d
d in
(α∗A˜α)i
′
1+···+i
′
d
(i′1+···+i
′
d
)! is
perm(A˜J′,I′ )
i′1!···i
′
d
!j′1!···j
′
d
! ;
(ii) the coefficient of α
i′
d
d · · ·α
i′1
1 in
(η∗u˜α)i
′
1+···+i
′
d
(i′1+···+i
′
d
)!
is [(η
∗u˜)1]
i′
1 ···[(η∗u˜)d]
i′
d
i′1!···i
′
d
!
=
(η∗u˜)
I′
i′1!···i
′
d
!
;
(iii) the coefficient of α
∗j′1
1 · · ·α
∗j′
d
d in
(α∗u˜†η)j
′
1+···+j
′
d
(j′1+···+j
′
d
)!
is [(u˜
†η)d]
j′
d ···[(u˜†η)1]
j′1
j′1!···j
′
d
!
=
(u˜†η)
J′
T
j′1!···j
′
d
!
.
Therefore, the coefficient of αidd · · ·αi11 α∗j11 · · ·α∗jdd in (α
∗A˜α)i
′
1+···+i
′
d
(i′1+···+i
′
d
)!
(α∗u˜†η)j
′
1
+···+j′
d
(j′1+···+j
′
d
)!
(η∗u˜α)i
′
1
+···+i′
d
(i′1+···+i
′
d
)!
is
perm(A˜J′,I′ )
i′1!···i
′
d
!j′1!···j
′
d
!
(η∗u˜)
I′
i′1!···i
′
d
!
(u˜†η)
J′
T
j′1!···j
′
d
!
, and the total coefficient of αidd · · ·αi11 α∗j11 · · ·α∗jdd in Eq. (A2) is the summation of
all these terms with i′(·)’s j
′
(·)’s satisfying Eq. (A3), i.e.,
∑
i′1,··· ,i
′
d
,j′1,··· ,j
′
d
perm(A˜J′,I′)
i′1! · · · i′d!j′1! · · · j′d!
(η∗u˜)I′
i′1! · · · i′d!
(u˜†η)
J′
T
j′1! · · · j′d!
. (A4)
Also note that
∂α∗
JT
αI (α
id
d · · ·αi11 α∗j11 · · ·α∗jdd ) = i1! · · · id!j1! · · · jd! , (A5)
therefore
∂α∗
JT
αI e
α∗A˜α+α∗u˜†η+η∗u˜α
∣∣∣∣
α=α∗=0
=
∑
i′1,··· ,i
′
d
,j′1,··· ,j
′
d
Ci1
i′1
· · ·Cid
i′
d
Cj1
j′1
· · ·Cjd
j′
d
perm(A˜J′,I′)(η
∗u˜)I′(u˜
†η)
J′
T , (A6)
where Cnk =
n!
k!(n−k)! stands for the binomial coefficient. The factor C
i1
i′1
· · ·Cid
i′
d
Cj1
j′1
· · ·Cjd
j′
d
is the number of ways of
obtaining I ′ from I as well as obtaining J ′ from J . So we can transform the summation over all the possible I ′’s
and J ′’s to the summation of all the possible ways of obtaining subsequences I ′’s and J ′’s from I and J , respectively.
Therefore, the factor Ci1
i′1
· · ·Cid
i′
d
Cj1
j′1
· · ·Cjd
j′
d
is absorbed in the sum and the result can be reexpressed as∫
dµ(ζ)dµ(ζ′)ζ∗I ζ
′
JTe
ζ′∗A˜ζ+ζ′∗u˜†η+η∗u˜ζ =
∑
I′,J′
perm(A˜J′,I′)(η
∗u˜)I′(u˜
†η)
J′
T . (A7)
82. Fermionic case
From Eq. (11), for fermions, we have∫
dµ(ζ)dµ(ζ′)ζ∗I ζ
′
JTe
−ζ′∗A˜ζ+ζ′∗u˜†η+η∗u˜ζ
=
∫ d∏
n=1
(dζ∗ndζndζ
′∗
n dζ
′
n)ζ
∗
I ζ
′
JTexp
{
−(ζ∗ ζ′∗ )( 1 0
A˜ 1
)(
ζ
ζ′
)
+
(
ζ∗ ζ′∗
)( 0
u˜†η
)
+
(
η∗u˜ 0
)( ζ
ζ′
)}
= ∂α∗
JT
αI
∫ d∏
n=1
(dζ∗ndζndζ
′∗
n dζ
′
n) exp
{
−(ζ∗ ζ′∗ )( 1 0
A˜ 1
)(
ζ
ζ′
)
+
(
ζ∗ ζ′∗
)( α
u˜†η
)
+
(
η∗u˜ α∗
)( ζ
ζ′
)} ∣∣∣∣∣
α,α∗=0
= ∂α∗
JT
αI e
−α∗A˜α+η∗u˜α+α∗u˜†η
∣∣∣∣
α,α∗=0
, (A8)
where we have used the convention ∂α∗
JT
αI := (∂α∗d)
jd · · · (∂α∗1 )j1(∂α1)i1 · · · (∂αd)id and the formula of Grassmannian
Gaussian integral [62].
∂α∗
JT
αI e
−α∗A˜α+α∗u˜†η+η∗u˜α|α=α∗=0 is only related to the coefficient of αidd · · ·αi11 α∗j11 · · ·α∗jdd in the polynomial
expansion of e−α
∗A˜α+α∗u˜†η+η∗u˜α. Note
e−α
∗A˜α+α∗u˜†η+η∗u˜α =
∞∑
k1,k2,k3=0
(−α∗A˜α)k1
k1!
(η∗u˜α)k2
k2!
(α∗u˜†η)k3
k3!
, (A9)
the terms with factor αidd · · ·αi11 α∗j11 · · ·α∗jdd can be obtained through that
(i) (−α
∗A˜α)i
′
1+···+i
′
d
(i′1+···+i
′
d
)! contributes to α
i′d
d · · ·αi
′
1
1 α
∗j′1
1 · · ·α∗j
′
d
d ,
(ii) (η
∗u˜α)i
′
1
+···+i′
d
(i′1+···+i
′
d
)!
contributes to α
i′
d
d · · ·α
i′1
1 ,
(iii) (α
∗u˜†η)j
′
1
+···+j′
d
(j′1+···+j
′
d
)!
contributes to α
∗j′1
1 · · ·α
∗j′
d
d ,
where i′1, · · · , i′d, j′1, · · · , j′d, i′1, · · · , i′d, j′1, · · · , j′d satisfy the constraint
i′1, · · · , i′d, j′1, · · · , j′d, i′1, · · · , i′d, j′1, · · · , j′d ∈ {0, 1} ; (A10a)
i′1 = i1 − i′1, · · · , i′d = id − i′d ; (A10b)
j′1 = j1 − j′1, · · · , j′d = jd − j′d ; (A10c)
i′1 + · · ·+ i′d = j′1 + · · ·+ j′d . (A10d)
Note that
(i) the coefficient of α
i′d
d · · ·α
i′1
1 α
∗j′1
1 · · ·α∗j
′
d
d in
(−α∗A˜α)i
′
1+···+i
′
d
(i′1+···+i
′
d
)! is det
(
A˜J′,I′
)
;
(ii) the coefficient of α
i′
d
d · · ·α
i′1
1 in
(η∗u˜α)i
′
1
+···+i′
d
(i′1+···+i
′
d
)!
is (η∗u˜)I′ ;
(iii) the coefficient of α
∗j′1
1 · · ·α∗j
′
d
d in
(α∗u˜†η)j
′
1
+···+j′
d
(j′1+···+j
′
d
)!
is (u˜†η)
J′
T ;
and
αidd · · ·αi11 α∗j11 · · ·α∗jdd =δII′I′δJJ′J′α
i′d
d · · ·αi
′
1
1 α
∗j′1
1 · · ·α∗j
′
d
d α
i′
d
d · · ·α
i′1
1 α
∗j′1
1 · · ·α∗j
′
d
d , (A11)
9therefore, the coefficient of αidd · · ·αi11 α∗j11 · · ·α∗jdd in (−α
∗A˜α)i
′
1+···+i
′
d
(i′1+···+i
′
d
)!
(α∗u˜†η)j
′
1
+···+j′
d
(j′1+···+j
′
d
)!
(η∗u˜α)i
′
1
+···+i′
d
(i′1+···+i
′
d
)!
is
δI
I′I′
δJ
J′J′
det
(
A˜J′,I′
)
(η∗u˜)I′(u˜
†η)
J′
T . The total coefficient of αidd · · ·αi11 α∗j11 · · ·α∗jdd in Eq. (A9) is the sum-
mation of all the possible terms with i′(·)’s j
′
(·)’s satisfying Eq. (A10), which is denoted as∑
i′1,··· ,i
′
d
,j′1,··· ,j
′
d
δI
I′I′
δJ
J′J′
det
(
A˜J′,I′
)
(η∗u˜)I′(u˜
†η)
J′
T . (A12)
Also note that for Grassmannian variables
∂α∗
JT
αI (α
id
d · · ·αi11 α∗j11 · · ·α∗jdd ) = 1 , (A13)
therefore
∂α∗
JT
αIe
−α∗A˜α+α∗u˜†η+η∗u˜α
∣∣∣∣
α=α∗=0
=
∑
i′1,··· ,i
′
d
,j′1,··· ,j
′
d
δI
I′I′
δJ
J′J′
det
(
A˜J′,I′
)
(η∗u˜)I′(u˜
†η)
J′
T . (A14)
We can express the result in a new way, i.e., as the summation over all the possible ways of obtaining I ′’s and J ′’s
from I and J , respectively. Because the way obtaining I ′ and J ′ from I and J in the fermionic case is unique,∑
i′1,··· ,i
′
d
,j′1,··· ,j
′
d
can be directly replaced by
∑
I′,J′ . Therefore, the final result can be formulated as∫
dµ(ζ)dµ(ζ′)ζ∗I ζ
′
JTe
−ζ′∗A˜ζ+ζ′∗u˜†η+η∗u˜ζ =
∑
I′,J′
δI
I′I′
δJ
J′J′
det
(
A˜J′,I′
)
(η∗u˜)I′(u˜
†η)
J′
T . (A15)
Appendix B: Asymptotic form of v(t, t) as t approaches infinity
Except for the formula in Ref. [16], the elements of v(t, t) can also be expressed in terms of the system-environment
Green function, reading
vii′ (t, t) =
∑
k
uik(t)f(ǫk)u
†
ki′ (t) , (B1)
where uik(t) = 〈[ai(t), b†k(0)]∓〉 and u†ki′(t) = [ui′k(t)]∗. In order to obtain v(t, t) in the long-time limit, we need to
find the asymptotic behavior of uik(t).
Note that
uik(t) =
∑
j
∫ t
0
dτuij(t− τ)Vjke−iǫkτ = i
∑
j
∫ ∞
−∞
dǫ
2π
Uij(ǫ+ i0
+)Vjke
−iǫt
∫ t
0
dτei(ǫ−ǫk)τ , (B2)
and ∫ ∞
0
dτei(ǫ−ǫk)τ =
i
ǫ− ǫk + i0+ , (B3)
limt→∞ uik(t) can be simplified to
lim
t→∞
uik(t) = −
∑
j
∫ ∞
−∞
dǫ
2π
Uij(ǫ+ i0
+)Vjk
ǫ− ǫk + i0+ e
−iǫt . (B4)
When there are no localized modes in the total system, there is no singularity in Uij(ǫ+ i0
+) and there is only a pole
located at ǫk − i0 in the integrated function of Eq. (B4). Using the contour integral, one obtains
lim
t→∞
uik(t) = −
∑
j
Uij(ǫk + i0
+)Vjke
−iǫkt . (B5)
vii′ (t, t) in the long-time limit therefore reads
vii′ (t, t) =
∫
dǫ
2π
f(ǫ)
∑
j,j′
Uij(ǫ + i0
+)e−iǫtJjj′ (ǫ)U
†
j′i′(ǫ + i0
+)eiǫt . (B6)
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In terms of the matrix representation, it can be expressed as
lim
t→∞
v(t, t) =
∫
dǫ
2π
f(ǫ)U(ǫ + i0+)J(ǫ)U†(ǫ + i0+) . (B7)
Following Eq. (D1), it can be further simplified to
lim
t→∞
v(t, t) =
∫
dǫ
2π
f(ǫ)D(ǫ) . (B8)
This is the standard equilibrium fluctuation-dissipation theorem.
Appendix C: Equilibrium state of the system
If the total system possesses no localized modes, the open system would finally reach an equilibrium state. Following
the expression of the reduced density matrix in Eq. (18) and the asymptotic expression of u(t) and v(t, t) in Eq. (26),
when t approaches infinity, only the terms with I ′ = J ′ = 0 would survive, i.e.,
ρ(∞) =
∑
IJ
ρIJ (0)
|A˜J,I |±ρth(∞)√
i1! · · · id!j1! · · · jd!
. (C1)
Because A˜ reduces to the identity matrix I as u vanishes, the matrix A˜J,I would approach to a block-diagonal matrix
in the form
A˜J,I =

(A˜J,I)1
(A˜J,I)2
. . .
(A˜J,I)d
 (C2)
where
(A˜J,I)n =
1 · · · 1... . . . ...
1 · · · 1

jn×in
. (C3)
The permanent and determinant of A˜J,I then share a common expression, reading
|A˜J,I |± =
{
0 (I 6= J) ,
i1! · · · id! (I = J) . (C4)
Following Eq. (C1), ρ(∞) can be simplified to
ρ(∞) =
∑
I=J
ρIJ (0)ρ
th(∞) . (C5)
With the normalization condition that
∑
I=J ρIJ (0) = 1, it can be finally written as
ρ(∞) = ρth(∞) = e
a† ln( v(∞,∞)1±v(∞,∞))a
|1± v(∞,∞)|±1 =
ea
† ln( n1±n)a
|1± n|±1 . (C6)
Appendix D: Asymptotic form of D(ǫ) as the coupling strength vanishes
When J(ǫ)→ 0 and ∆(ǫ)→ 0, the spectrum
D(ǫ) =
1
ǫ− ǫS −∆(ǫ) + iJ(ǫ)2
J(ǫ)
1
ǫ − ǫS −∆(ǫ)− iJ(ǫ)2
, (D1)
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is vanishing for the values of ǫ that the matrices ǫ−ǫS−∆(ǫ)± iJ(ǫ)2 are invertible. Because J(ǫ)→ 0 and ∆(ǫ)→ 0,
the condition can be simplified as that ǫ − ǫS is invertible. Therefore, D(ǫ) is nonvanishing only for ǫ equaling an
eigenvalue ǫλ of ǫS. So in order to grasp the asymptotic behavior of D(ǫ), one only needs to analyze the behavior of
D(ǫ) around ǫ = ǫλ.
Consider the behavior of 1
ǫ−ǫS−∆(ǫ)±i
J(ǫ)
2
for ǫ ≈ ǫλ. Denote the eigenspace of ǫS corresponding to the eigenvalue
ǫλ as Hλ, then the matrix ǫ− ǫS −∆(ǫ)± iJ(ǫ)2 can be written in blocks, reading
ǫ − ǫS −∆(ǫ)± i
2
J(ǫ) =
(
(ǫ− ǫλ)Iλ −∆λλ(ǫ)± i2Jλλ(ǫ)
[−∆(ǫ)± i2J(ǫ)]λλ⊥[−∆(ǫ)± i2J(ǫ)]λ⊥λ [ǫ− ǫS −∆(ǫ)± i2J(ǫ)]λ⊥λ⊥
)
, (D2)
where the subscripts λ and λ⊥ are corresponding to the spaceHλ and its orthogonal complement, respectively. Because
J(ǫ) ≈ 0 and ∆(ǫ) ≈ 0, the inverse of ǫ− ǫS −∆(ǫ)± i2J(ǫ) is approximately
1
ǫ− ǫS −∆(ǫ)± i2J(ǫ)
≈
(
1
(ǫ−ǫλ)Iλ−∆λλ(ǫ)±
i
2Jλλ(ǫ)
0
0
1
ǫ−(ǫS)λ⊥λ⊥
)
, (D3)
where Iλ is the identity in Hλ. (In this equation, we have kept the term (ǫ − ǫλ)Iλ for ǫ − ǫλ could also be small.)
Following Eqs. (D1) and (D3), and using the properties that J(ǫ) ≈ 0 and ∆(ǫ) ≈ 0, the expression of D(ǫ) around
ǫ ≈ ǫλ can be approximately written as
D(ǫ) ≈ 1
(ǫ− ǫλ)Iλ −∆λλ(ǫ) + i2Jλλ(ǫ)
Jλλ(ǫ)
1
(ǫ − ǫλ)Iλ −∆λλ(ǫ)− i2Jλλ(ǫ)
. (D4)
When J(ǫ) and ∆(ǫ) approach to 0, the real part of (ǫ− ǫλ)Iλ −∆λλ(ǫ)± i2Jλλ(ǫ) is dominant by (ǫ− ǫλ)Iλ, so the
above equation can be further simplified to
D(ǫ) ≈ Jλλ(ǫ)
(ǫ− ǫλ)2Iλ + [Jλλ(ǫ)]2/4 . (D5)
After expressing the right hand side of the equation in the eigenbasis of Jλλ(ǫ), one can easily find that the diagonal
elements all approach to 2πδ(ǫ− ǫλ) as J(ǫ) vanishes. Consequently, for ǫ near ǫλ,
D(ǫ)→ 2πδ(ǫ − ǫλ)Iλ . (D6)
For every λ, such conclusion is always true. Therefore, for all ǫ,
D(ǫ)→ 2π
∑
λ
δ(ǫ − ǫλ)Iλ = 2πδ(ǫI− ǫS) . (D7)
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