We report that upon excitation by a single pulse, a classical harmonic oscillator immersed in the classical electromagnetic zero-point radiation exhibits a discrete harmonic spectrum in agreement with that of its quantum counterpart. This result is interesting in view of the fact that the vacuum field is needed in the classical calculation to obtain the agreement.
I. INTRODUCTION
Historically, the discreteness of atomic spectra motivated the early development of quantum mechanics. Modern quantum mechanics describes atomic spectra with high accuracy.
Classical mechanics incorrectly predicts the radiation death of an atom and no discrete states. In the theory of Stochastic Electrodynamics (SED) classical mechanics is modified by adding a classical vacuum field. The vacuum field is called classical as it is a solution to
Maxwell's equations. The spectrum of this field is also required to exhibit Lorentz invariance [1, 2] . Planck's constanth is brought into the classical vacuum field as an overall factor that sets the field strength. SED avoids radiation death in that the electron reaches an energy balance between radiative decay and vacuum field absorption. This leads to the existence of a ground state. However, the prediction of discrete atomic spectra including excited states appears not to be within reach of SED. Indeed, Peter W. Milonni has commented in his well-known book The Quantum Vacuum that "Being a purely classical theory of radiation and matter, SED is unable . . . to account for the discrete energy levels of the interacting atoms" [3] .
Some authors, do not share this view and have recently claimed that SED accounts for the behavior associated with quantized states [4] . Even if these claims for SED were correct, one may be tempted to ignore SED as a viable alternative to quantum mechanics altogether.
After all, experimental tests of Bell's inequalities establish that nature behaves in a nonlocalreal fashion, which appears to rule out any classical theory. The proponents of SED counter this idea by demonstrating entanglement-like properties [5] . In a broader view, SED is one of several attempts to build an "emergent quantum theory" [4] .
In this paper we attempt to falsify SED with one counter example. We limit ourselves to the excitation process of an harmonic oscillator that is initially in the ground state. The results are compared to a fully quantum mechanical calculation. (Our original intent was to identify the limits of the validity range of SED before using it as an convenient means to study vacuum field effects on ground states.) We find that SED can reproduce the discrete excitation spectrum of the harmonic oscillator, where the discreteness is explained as a result of parametric resonance (see detailed results and discussion below). This substantiates some claims by Cetto and gives credence to the idea that a full classical understanding of the Planck spectrum is possible [4] as it relies on the equidistant discrete spectrum of the harmonic oscillator. It is interesting and perhaps surprising that it is claimed that classical physics can explain physics phenomena that were long thought to be the exclusive domain of quantum mechanics. This list appears to include amongst others, the Black-Body Planck spectrum [4] , the Casimir effect [6] , and weak measurement [7] .
We failed to provide a counter example to SED for the excitation spectrum of the harmonic oscillator. Nevertheless, the individual outcomes of measurements for SED may not agree with quantum mechanics. The quantum postulate for measurement states that individual outcomes for energy measurements can only take on energy eigenvalues, in agreement with observation. For the harmonic oscillator these outcomes are discrete, while the SED results in our study have a continuous distribution of energies for individual trajectories.
It remains to be seen if SED can describe an individual measurement as the interaction between two systems (such as harmonic oscillators or atoms) that would mimic quantum mechanics and observation.
The organization of this paper is the following. First, the quantum and classical SED oscillator are considered. Their excitation spectra are obtained through numerically solving the equations of motion. A perturbative analysis is also given to provide insights to the underlying mechanism of the integer-spaced excitation spectrum of the classical SED oscillator.
II. QUANTUM HARMONIC OSCILLATOR
A semi-1D driven quantum harmonic oscillator can be constructed from an anisotropic 3D driven quantum harmonic oscillator. Treating the driving field as classical, the Hamiltonian for the 3D driven quantnum harmonic oscillator has the form [8] 
wherep = −ih∇ = (p x ,p y ,p z ),r = (x,ŷ,ẑ), m is the mass, q is the charge of the harmonic oscillator, and (φ p , A p ) is the driving field. The anisotropic harmonic oscillator has natural frequencies ω x ≡ ω 0 and ω y = ω z ≡ ω s for the harmonic potentials along the x, y, and z axes. The use of the Coulomb gauge (∇ · A p = 0) makes φ p = 0 in the absence of external charges and alsop · A p = A p ·p. Therefore, under the Coulomb gauge the Hamiltonian in Eq. (1) can be written as
where the unperturbed Hamiltonians are
and the interaction Hamiltonian is
In our study, a propagating Gaussian pulse is used as the driving field,
where τ ≡ t − t c . The pulse center time t c is the moment when the Gaussian pulse attains its maximum value at the origin. The temporal width of the pulse is ∆t, and the spatial width is ∆x = c∆t. The wave vector of the carrier wave is denoted as k p = ω p /c (sin θ p , 0, cos θ p ), and the field polarization is ε p = (cos θ p , 0, − sin θ p ). In the simulation, the field amplitude is chosen to be A p = 1.5 × 10 −9 (Vs/m), and the polarization angle is θ p = π/4. While the unperturbed Hamiltonian in Eq. (3) defines a unperturbed basis states for the oscillator, the interaction Hamiltonian in Eq. (4) can induce transitions between these basis states. The energy levels of the oscillator are
where E n =hω 0 (n + 1/2), E m =hω s (m + 1/2), and E k =hω s (k + 1/2) are the eigenvalues to the unperturbed Hamiltonians. A transition between the state |nmk and the state |abc occurs when |E abc − E nmk | = jhω p . Here the parameter j signifies a j-th order process.
Assuming ω s ω 0 and w p ω 0 , a high-order processes (j 1) is required to drive any ∆m > 0 or ∆k > 0 transitions. Given the parameters in our simulation, only the lowest excited states |n00 with eigen-energies E n00 = E n +hω s will be considered. Therefore, the 3D anisotropic harmonic oscillator can be seen as a semi-1D oscillator in the x-direction, constrained by the strong potentials in the y-and z-direction.
As only |n00 states will be considered, we letp =p x ε x andr =xε x , in the Hamiltonian to simplify the notation. The unit vector ε x is along the x-direction, ε x = (1, 0, 0).
The oscillator is initially in the ground state. After excitation the state |ψ (t) becomes a superposition of N eigenstates |n00 ,
where ω n = ω 0 (n + 1/2). To obtain the coefficients of the excited state |ψ (t), we solve the
where C(t) is a N × 1 matrix and H is a N × N matrix,
For each element in the matrix H , H nm = n00| H |m00 and ω nm ≡ ω n − ω m . The total number of energy levels is chosen to be N = 20 for the given parameters, so that the population of the highest energy state is zero. Since resonances at higher-harmonics depends critically on the spatial nonlinearity of the pulse field, the dipole approximation is not sufficient for the study of the excitation spectrum, making a numerical approach to this problem convenient. In the simulation, the spatial dependence of the pulse field A p is multipole-expanded up to the 20th-order to reach numerical convergence. Lastly, the matrix element of the operatorsx andp x are specified by
Finally, we note that time-dependent perturbation quantum theory gives results in agreement with the above simulation (see Appendix B). 
III. CLASSICAL HARMONIC OSCILLATOR IN THE VACUUM FIELD
In the classical case, a similar construction can be done to construct a semi-1D driven classical harmonic oscillator. To account for the vacuum field and the radiation reaction, the additional field Hamiltonian
included. Having a semi-1D harmonic oscillator immersed in the vacuum field, the classical
Hamiltonian is
where A = A p + A vac , p = p x ε x , and r = xε x . The vacuum field is specified by
where ω = c|k|,θ k,λ is the random phase uniformly distributed in [0, 2π], and V is the physical volume occupied by the vacuum field. The two unit vectors, ε k,1 and ε k,2 , describe a mutually orthogonal polarization basis in a plane perpendicular to the wave vector k. The pulse field A p is identical to that in Eq. (5) except for r being a classical quantity rather than an operator,
From the Hamiltonian, the classical equation of motion follows,
where Γ ≡ 2q
and mΓ ... x represents the radiation reaction field [9, 10] . Under the Coulomb gauge, the electric field is given by E = − ∂A ∂t and the magnetic field by
, the magnetic part of the Lorentz force is zero. To avoid numerical runaway solutions, we assume the point-particle description of the charged particle and make the usual approximation mΓ ... x −mΓω 2 0ẋ for numerical simulation [11, 12] . Thus, the equation of motion used for simulation is
Note that we ignore nonlinear backaction of the field on the dynamics of the charged particle.
To carry out the simulation, an isotropic sampling of N ω vacuum field modes (k i , λ) is needed [13] . The wave vectors k i are chosen to have frequencies within the finite range 
where
and
The random number R (1) is uniformly distributed in [−1, 1], and R (2) is uniformly distributed in [0, 2π]. The stepsize ∆κ is specified by ∆κ = (ω 0 + ∆/2)
Finally, the polarization vectors are sampled by
Such a sampling method is computationally more efficient in reaching numerical convergence, and it approaches cartesian sampling as N ω → ∞ ( see FIG. 1 ). The volume factor V in the vacuum field strength h
Here, the k-space
3 encloses the sampled vacuum field modes
The general statistics of the vacuum field such as correlation functions have been studied in detail [2] . Our mode sampling method discussed here has proven to be valid and simulate the vacuum field properly, leading to the correct Gaussian statistics of the oscillator [2] .
More details about the mode sampling method and the oscillator statistics are provided in [13] .
IV. RESULTS AND MECHANISM
We give the simulation result for the excitation spectrum in FIG. 2 . The horizontal axis is the pulse frequency ω p which is scanned across to the first, second, and third harmonics of the fundamental frequency ω 0 . The vertical axis shows the quantum expectation value for the quantum mechanical calculation, and the classical ensemble average of the excited energy for the classical calculation. A superficial reading of the spectrum in FIG. 2 might equate its three peaks with the first, second, and third excited states of the harmonic oscillator, effectively reading them off as energy levels. This is not the case in either the classical or the quantum calculations. In the classical calculation, it is not the case because there are no such elements as "states" in the theory. In the quantum calculation, it is not the case because each resonance peak has contributions from the populations of all energy levels,
. In other words, both one-step and multi-step transitions occur at each resonance peak.
When the vacuum field is absent, the classical harmonic oscillator has only a single resonance at its natural frequency. With the vacuum field acting as a background perturbation, the classical harmonic oscillator exhibits an integer-spaced excitation spectrum, or if one likes, a "quantized" excitation spectrum. The position and the magnitude of the resonance peaks are in agreement with the quantum mechanical result. Such an agreement between the classical theory (as modified by the vacuum field) and quantum mechanics appears to be astonishing, given that the theory is fully classical and no quantization condition is added.
In the simulation, we can turn on and off the nonlinearity of either the vacuum field or the pulse field. The excitation spectrum was unaffected when only the nonlinearity of the vacuum field is turned off. The excitation at the higher-harmonics completely disappear when only the nonlinearity of the pulse field is turned off. Moreover, the magnitude of the excitation peak at ω 0 is also affected. This shows that the occurrence of the integer-spaced excitation spectrum is solely due to the nonlinearity of the pulse field. To investigate the role of the vacuum field, we first consider a classical harmonic oscillator subject to only the pulse field,
, and , the memory of the initial condition is lost. As the driving from the vacuum field balances with the radiation damping, the harmonic oscillator reaches a steady state, and its position and velocity distributions are Gaussian due to statistical properties of the vacuum field [2, 13] . We take from these Gaussian distributions the new initial conditions, x 0 and v 0 , for our simplified evolution equation Eq. (20) and label the new initial time t i ( τ rel ).
The excitation pulse E p occurs later at time t c , while the time for the simulation result to be recorded is still somewhat later at t p . Therefore, the simplified equation of motion is thought to be valid from t i to t p , and the time interval t p − t i should be much smaller than the damping time τ rel (or the time it takes the vacuum field to change the particle's motion significantly). In the following, the time coordinate for Eq. (20) is offset by t i , and x 0 and v 0 are taken as the initial conditions for solving Eq. (20) .
The investigation of the excitation mechanism begins with Taylor expanding the spatial dependence of the pulse around k p x = 0,
To show that the three interaction terms in Eq. (22) correspond to excitation at the drive frequencies 1ω 0 , 2ω 0 , and 3ω 0 , three equations of motion are solved in the following with individual interaction terms as the driving field. The equation for 1ω 0 -excitation is given by,
The full solution to this equation can be found as [14] 
with
Note that the complimentary solution x 1c depends on the initial conditions x 0 and v 0 , but the particular solution x 1p does not. The particular solution of velocity is defined as v 1p ≡ dx 1p /dt. Here we assume the classical harmonic oscillator has the initial position x 0 and velocity v 0 . The equation for 2ω 0 -excitation is given by
This equation is solved with a perturbation method up to the first-order in ε ≡ qE 0 λ 0 /mc 2 .
Namely, substituting the perturbative expansion of the solution
to Eq. (27), the perturbative terms can be solved iteratively,
The particular solution of velocity is defined as v (1) 2p ≡ dx (1) 2p /dt. Again, x 0 and v 0 are the initial conditions as defined previously. The equation for 3ω 0 -excitation is given by
This equation is solved with a perturbation method up to the first-order in η ≡ qE 0 A 0 /mc 2 .
to Eq. (31), the perturbative terms can be solved iteratively,
where,
The particular solution of velocity is defined as v
3p /dt. The total energy change of the harmonic oscillators as described in Eq. (23), (27), and (31) can be calculated through
where the label ω is to be replaced by 1ω 0 , 2ω 0 , or 3ω 0 . Using the solutions given above, the energy changes can be obtained for ω p 1ω 0 , 2ω 0 , and 3ω 0 respectively,
As a result, the excitation at ω p 1ω 0 is due to the harmonic resonance, while excitation at ω p 2ω 0 and ω p 3ω 0 is due to the parametric resonance [15, 16] . 
where the relation between the electric field and the vector potential is given by E 0 = −A p ω p cos (θ p ). To illustrate the method of the ensemble averaging shown here, a detailed analysis of deriving W 1ω 0 is given in Appendix A. With the parameters used in our simulation, namely the natural frequency ω 0 = 10 16 (rad/s), particle charge q = 1.60 × 10 −19 (C), particle mass 1 m = 9.11 × 10 −35 (kg), polarization angle θ p = π/4, pulse duration ∆t = 10 −14 (s), pulse center time t c = 5τ rel = 1.60 × 10 −12 (s), and field amplitude A p = 1.5 × 10 −9 (Vs/m), the perturbation result shown in Eq. (37) gives the peak heights at 1ω 0 , 2ω 0 , and 3ω 0 as
The full spectrum can also be evaluated using Eq. (37), and the agreement with the simulation result (FIG. 2) is about 80%. Therefore, the above perturbation analysis confirms that the occurrence of integer-spaced overtones is due to the parametric resonance through the nonlinearity of the pulse field. Before the arrival of the pulse, the vacuum field prepares the particle ensemble with a particular distribution in the phase space. Such a distribution eventually determines the relative height for the excitation peaks.
In summary, while the quantized excitation spectrum of a quantum harmonic oscillator is explained by the intrinsic quantized energy levels and the transitions associated with nonlinear operatorsx n in the excitation pulse, the "quantized" excitation of the classical harmonic oscillator is a result of parametric excitation due to the pulse and the initial conditions introduced by the vacuum field. In both theories, the integer-spaced overtones are caused by the nonlinearity of the pulse.
V. DISCUSSION AND CONCLUSIONS
We have shown that the classical harmonic oscillator in the vacuum field exhibits the same integer-spaced excitation spectrum as its quantum counterpart. This supports some of Cetto's claims [4] , and is especially interesting given the classical SED explanation that based on these claims can be provided for the black body spectrum. Our simulation is limited in the sense that it cannot not resolve resonances at fractional frequencies (such as 1/2ω 0 and 1/3ω 0 ). Such resonances are predicted by the quantum mechanical calculation, but are so weak that they are beyond the resolution of the SED simulation.
In this study, the classical and the quantum excitation spectrum are compared in terms of ensemble averages. The individual outcomes of measurements for SED appear not to agree with quantum mechanics. The quantum postulate for measurement states that individual outcomes for energy measurements can only take on energy eigenvalues, in agreement with observation. For the quantum harmonic oscillator these outcomes are discrete, while the classical theory of SED in our study gives a continuous distribution of energy outcomes for individual trajectories.
A question remains what a measurement constitutes in SED. If one would measure the frequency of the decay radiation, SED would likely predict this to be peaked around the natural frequency of the harmonic oscillator. It remains to be seen if the vacuum field can provide a mechanism to stimulate emission frequencies at the higher harmonics. Given that an excitation pulse can provide such a mechanism, it may be that the vacuum field will
give rise to a similar decay spectrum to what quantum mechanics predicts. However, even if the SED decay spectrum would match the quantum mechanical spectrum, the amount of energy released in the decay will not match that of individual photons. The reason is that the radiated energy equals the amount of energy lost from the particle, which reflects its classical continuous spectrum.
Thus, in agreement with the nature of, and expanding on Milonni's comment; although SED can account for at least one discrete energy spectrum in terms of averaged energies, it does (up to this point) not match quantum mechanics. It would be interesting to investigate if the SED description of two interacting systems would modify these results in bring them closer to the quantum mechanical predictions.
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The initial conditions come in by substituting D 0 and ϕ 0 , using
as defined in Eq. (26), and expanding cos (ω 0 t c + ϕ 0 ) to cos (ω 0 t c ) cos (ϕ 0 )−sin (ω 0 t c ) sin (ϕ 0 ) so that
The energy change W 1ω 0 now depends on x 0 , v 0 , x 1p (0), and v 1p (0). Similar procedure is also used to evaluate W 2ω 0 and W 3ω 0 , where the sinusoidal functions are expanded and substitutions are made using Eq. (30) and (34),
To compute the ensemble average of Eq. (A1), the values of x 0 , v 0 , x 1p (0) , and v 1p (0) are needed. The statistical moments, x 0 and v 0 , can be evaluated given the stationary state of the harmonic oscillator in the vacuum field [2] ,
As the particular solution (x 1p (0) and v 1p (0)) does not depend on x 0 or v 0 , its ensemble average is equal to itself,
The particular solutions are evaluated at t = 0 according to Eq. (25),
Use the change of variables, u ≡ ω/ω 0 , u p ≡ ω p /ω 0 , ∆u ≡ 2/ω 0 ∆t, and κ ≡ ω 0 t c , the particular solutions in Eq. (A7) can be written as
Therefore, the ensemble average of Eq. (A1) is
The integral D 1 cos (κ) − D 2 sin (κ) can be further evaluated,
Because u p 1, the first term
is effectively zero. Let u p = 1 − ∆u, where 1 is a small number, we obtain
By the change of variables x ≡ (u−1)/∆u and α ≡ κ∆u, the above integral can be rewritten
Because the width of the integrand is much smaller than the lower integral limit, π/α 1/∆u, the integral can be approximated by extending the lower limit to the negative infinity,
which can be written in the complex form,
We will use the contour integral to evaluate this complex integral,
The contour C consists of one large hemicircles C L on the upper-half of the complex plane, one small hemicircle C S on the lower-half complex plane around the pole z = 0, and a line on the real axis from the negative infinity to the positive infinity. The integral along C L is zero according to Jordan's lemma,
The integral along C S can be evaluated as 
The contour integral is evaluated accordingly to the Cauchy integral formula, 
Given Eq. (A11) and (A23), the ensemble average of the energy change at drive frequency ω p 1ω 0 is
An comparison of the formula given above
Appendix B: Quantum perturbation analysis
In this appendix, we use the second-order quantum perturbation to obtain the energy expectation value for an harmonic oscillator that is excited by a propagating Gaussian pulse.
The Gaussian pulse is calculated beyond dipole approximation. In other words, the pulse field has spatial dependence in addition to its temporal dependence. The agreement between quantum perturbation analysis and quantum simulation is about 80%. The result of the quantum analysis is similar to that of the classical analysis given in Eq. (37). A brief summary for the derivation of the quantum analysis is given in the following. The quantum state of an harmonic oscillator is |ψ (t) = 
where |n is the unperturbed eigenstate, ω n = ω 0 (n + 1/2) is the eigenfrequency, and c n (t)
is the probability amplitude. In the interaction picture, the Schrödinger equation with the The overall agreement between quantum perturbation and quantum simulation is within 80%.
Bottom: The quantum analysis and the classical analysis shows identical resonance structures at ω p 1ω 0 and ω p 2ω 0 , while the agreement at ω p 3ω 0 is about 65%.
In the case of 1ω 0 -excitation with ω p 1ω 0 , only the H 1ω 0 (t) term is effective. In the cases of 2ω 0 -excitation with ω p 2ω 0 , only the H 2ω 0 (t) term is effective. In the case of 3ω 0 -excitation with ω p 3ω 0 , only the H 3ω 0 (t) term is effective. Assuming that the harmonic oscillator is initially at the ground state, the expectation value of the energy change can be calculated up to λ 2 n ,
