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RÉSUMÉ 
Malgré les avancés spectaculaires ces dernières années, les systèmes de Reconnaissance
Automatique de Parole (RAP) commettent encore des erreurs, surtout dans des environnements
bruités. Pour améliorer la RAP, nous proposons de se diriger vers une contextualisation d’un
système RAP, car les informations sémantiques sont importantes pour la performance de la RAP.
Les systèmes RAP actuels ne prennent en compte principalement que les informations lexicales et
syntaxiques. Pour modéliser les informations sémantiques, nous proposons de détecter les mots de
la phrase traitée qui pourraient avoir été mal reconnus et de proposer des mots correspondant mieux
au contexte. Cette analyse sémantique permettra de réévaluer les N meilleures hypothèses de
transcription (N-best). Nous utilisons les embeddings Word2Vec et BERT. Nous avons évalué
notre méthodologie sur le corpus des conférences TED (TED-LIUM). Les résultats montrent une
amélioration significative du taux d’erreur mots en utilisant la méthodologie proposée. 
ABSTRACT 
Despite spectacular advances in recent years, the Automatic Speech Recognition (ASR) systems
still make mistakes, especially in noisy environments. In order to reduce these errors, we suggest
moving towards a contextualization of a ASR system, because semantic information is important
for the performance of ASR. Current ASR systems mainly take into account only lexical and
syntactic information. To model the semantic information, we propose to detect the words of the
recognised sentence, which could have been badly recognized and to propose words corresponding
better to the context. This semantic analysis will allow to re-evaluate the N-best hypotheses of
recognition. We use Word2Vec embedding and Google's BERT model. We evaluated our
methodology on the corpus of TED conferences (TED-LIUM). The results show a significant
improvement of the word error rate using the proposed methodology.
MOTS-CLÉS : reconnaissance automatique de la parole, contexte sémantique ,embeddings,
Word2Vec, BERT.
KEYWORDS:   automatic speech recognition, semantic context, embeddings, Word2Vec, BERT.
1 Introduction
Grace aux réseaux de neurones profonds, les systèmes de reconnaissance automatique de la parole
commencent à être utilisables dans les conditions réelles de notre vie de tous les jours. D’ailleurs
des nombreux industriels proposent déjà des systèmes vocaux pour nos maisons, nos voitures et nos
smartphones. 
Malgré des efforts constants et quelques avancées spectaculaires, la capacité d'une machine à
reconnaître la parole est encore loin d'égaler celle de l'être humain. Les systèmes RAP actuels
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voient leurs performances diminuer de manière significative lorsque les conditions dans lesquelles
ils ont été entraînés et celles dans lesquelles ils sont utilisés diffèrent. Les causes de variabilité
existantes entre ces conditions peuvent être liées à l'environnement acoustique et/ou à l'acquisition
du signal sonore. Le matériel de capture du son, le changement de microphone, l'environnement
acoustique ajoutent au signal de la parole des composantes perturbatrices. L’approche classique
comporte deux étapes : débruiter (rehausser) le signal puis le transmettre au système de RAP pour le
décodage. Cependant, la performance d’un système de RAP sur un mot donné dépend toujours de
la distorsion au moment précis où ce mot a été prononcé. 
Pour résoudre ce problème, nous proposons de se diriger vers une contextualisation du système
RAP. En effet, les informations lexicales, sémantiques et temporelles sont importantes pour qu’un
système RAP soit performant. En revanche, les systèmes RAP actuels ne prennent en compte
principalement que les informations lexicales et syntaxique (modèles de langage n-gramme locaux).
Pour modéliser les informations sémantiques, plusieurs méthodes fondées sur des statistiques de
cooccurrences, sur l'information mutuelle, sur un modèle vectoriel et sur les réseaux de neurones
peuvent être utilisées (Sheihk, 2016).
Les espaces sémantiques et thématiques sont des espaces vectoriels utilisés pour la représentation
numérique des mots, des phrases ou des documents textuels. Presque tous les modèles s’appuient
sur l'hypothèse de la sémantique statistique qui stipule que: des schémas statistiques d'apparition des
mots (contexte d’un mot) peuvent être utilisés pour décrire la sémantique sous-jacente (Turney &
Pantel, 2010). La méthode la plus utilisée pour apprendre ces représentations est de prédire un mot
en utilisant le contexte dans lequel ce mot apparaît : embedding (Mikolov et al., 2013 ; Pennington
et al., 2014), et cela peut être réalisé avec des réseaux neuronaux. Ces représentations se sont
avérées efficaces pour une série de tâches de traitement du langage naturel (Baroni et al., 2014).
Elles sont devenues très populaires en raison de leur capacité à traiter de grandes quantités de
données textuelles non structurées avec un faible coût de calcul. L'efficacité et les propriétés
sémantiques de ces représentations nous motivent à explorer ces représentations sémantiques pour
notre tâche de reconnaissance dans des conditions bruitées. Nous espérons que dans les parties très
bruitées, le modèle de langage et le modèle sémantique peuvent permettre de lever les ambiguïtés
acoustiques afin de trouver les mots prononcés par le locuteur. 
Dans cet article nous proposons de compléter l’étape de RAP par l’ajout d’informations
sémantiques afin de détecter les mots de la phrase traitée qui pourraient avoir été mal reconnus et
de proposer des mots de prononciation similaire correspondant mieux au contexte. Cette analyse
sémantique permet de réévaluer les N meilleures hypothèses de transcription (N-best) et peut être
vue comme une forme d’adaptation dynamique dans le cadre spécifique des données bruitées. Les
informations sémantiques sont introduites en utilisant des représentations prédictives à l’aide de
vecteurs continus (embeddings). Toutes nos modélisations s’appuient sur les technologies
performantes de DNN. Par rapport aux travaux précédents utilisant la réévaluation de la liste N-best
(Song et al., 2019 ; Shin et al., 2019 ; Ogawa et al. 2018), nous nous appuyons uniquement sur des
informations sémantiques. De plus, la spécificité de notre approche est l'utilisation de la partie
contextuelle et des zones de possibilité de la liste des N-hypothèses: la partie contextuelle
représente l'information sémantique du contexte thématique du document à reconnaître et la zone de
possibilité correspond à la zone où nous voulons trouver les mots à corriger. Cela nous permet de
donner moins d'importance aux mots de la zone de possibilité qui ne correspondent pas au contexte
du document, et de donner un faible score sémantique à l'hypothèse correspondante.
2 Méthodologie proposée 
Une façon efficace de prendre en compte les informations sémantiques est de réévaluer les
meilleures hypothèses du système de reconnaissance. Le système de reconnaissance nous fournit
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pour chaque mot de la phrase hypothèse un score acoustique pac(w)et un score linguistique
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Ŵ est la phrase reconnue (le résultat final) ; H est l’ensemble des N-meilleures hypothèses de
phrases ; hi est la i-ème hypothèse de phrase ; w est un mot de l’hypothèse. α et β représentent les
poids du modèle acoustique et du modèle de langage. Ils sont indispensables car les scores
acoustiques et les scores linguistiques ne sont pas toujours normalisés (ce sont souvent des
vraisemblances et non des probabilités). Ces poids sont ajustés sur un corpus de développement.
Nous souhaitons ajouter de l’information sémantique pour guider le processus de reconnaissance.
L’approche la plus naturelle pour intégrer cette information consiste à modifier le calcul de la
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Nous avons ajouté la probabilité sémantique de chaque mot : psem(w). Pour avoir un bon équilibre
entre les différents modèles, nous introduisons un troisième poids γ pour pondérer l’information
sémantique. Il sera également ajusté sur un corpus de développement. 
2.1 Définition de contexte et des zones des possibilités
Pour estimer cette probabilité sémantique, nous proposons d’introduire les notions de contexte et
des zone des possibilités. Un contexte est constituée des mots qui sont communs à toutes les N-
meilleures hypothèses générées par le SRAP. Ce contexte nous permet d’extraire des informations
sémantiques sur le contexte thématique du document ou de la partie courante du document à
reconnaître. Pour obtenir un contexte sémantique plus significatif, il peut être intéressant d’ajouter à
ce contexte les mots des phrases précédemment reconnues. Une zone des possibilités est une zone
située entre les parties contexte. C’est dans cette zone que nous souhaitons retrouver les mots pour
corriger la phrase reconnue. À partir des N-meilleures hypothèses d’une phrase, nous allons extraire
un contexte et une ou plusieurs zones des possibilités. Chaque zone peut être constituée de plusieurs
mots. La Figure 1 illustre ces notions sur un exemple. Ici les 3-meilleurs hypothèses sont les
suivantes :
   H1: le chat mange la souris grise
H2: le chat ange la souris grise
    H3: le chat mange la sous rit grise
Dans ce cas le contexte est composée des mots le, chat, la et grise. Ce sont les mots qui sont
communs aux trois hypothèses. Entre ces mots, nous définissons deux zones des possibilités : la
première est constituée de deux possibilités mange et ange. La deuxième est aussi constituée de
deux possibilités souris et sous rit. Nous supposons que les zones de possibilités correspondent aux
zones où le système de reconnaissance hésite entre différentes solutions.
 
Pour obtenir le contexte, nous utilisons un algorithme de programmation dynamique qui va
permettre d’apparier les hypothèses deux à deux afin de déterminer les mots communs à toutes les
hypothèses. 
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Figure 1. Illustration du contexte et des zones de possibilités pour un exemple.
2.2 Représentation sémantique du contexte et des zones des possibilités
Pour prendre en compte la sémantique du document à reconnaître, nous proposons de représenter
chaque mot des N-meilleures hypothèses par un vecteur d’embedding. Dans notre approche, nous
avons utilisé word2vec (Mikolov et al., 2013) et BERT (Devlin, 2018). ll est important de noter, que
dans les représentations word2vec, l’embedding d’un mot est statique, c’est-à-dire un mot donné a
un seul embedding quel que soit la phrase dans laquelle il apparaît. Dans le cas de représentations
de mots à l’aide de BERT, l’embedding d’un mot dépend des autres mots de la phrase dans laquelle
il apparaît et donc un mot peut avoir plusieurs embeddings en fonction du contexte de la phrase.
Pour prendre en compte cette aptitude de BERT, lors de génération d’embeddings avec BERT pour
le contexte, nous remplaçons chaque zone de possibilités par un masque spécial [mask] (comme
dans le processus d’apprentisssage de BERT) et nous gardons inchangé le contexte. À partir de cette
phrase avec les masques, BERT génère un embedding pour le contexte. Pour obtenir l’embedding
pour une zone de possibilités, nous utilisons l’hypothèse de reconnaissance correspondante. Dans
le cas où il y plusieurs zones de possibilités, toutes les zones de possibilités sont remplacées avec
[mask] sauf la zone pour laquelle nous calculons l’embedding. 
2.3 Calcul de la probabilité sémantique 
A partir des représentations sémantiques du contexte et des zones de possibilités, nous pouvons
calculer une probabilité sémantique d’une hypothèse h. Cette probabilité sera utilisée dans la
formule (2). 
Pour prendre en compte la sémantique du document, nous représentons chaque mot des N-
meilleures hypothèses par un vecteur d'embedding, comme décrit précédemment. Nous calculons
un embedding moyen Econt pour la partie contexte qui est égale à la moyenne des vecteurs
d'embedding de tous les mots de la partie contexte. De la même manière, nous calculons un
embedding moyen Epos (i, a) pour la i-ème zone de possibilité de l'alternative ah de l'hypothèse h
comme la moyenne des vecteurs d'embedding de tous les mots dans cette alternative de la zone de
possibilité. Une alternative correspond à un choix dans la zone de possibilité. Nous utilisons la
similitude angulaire pour estimer un score sémantique entre chaque zone de possibilité et la partie
contextuelle:
Ssem (Econt , , Epos (i , ah))=1
cos
1(cos (E cont ,E pos(i , ah)))
π
      (3)
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A partir des représentations sémantiques de la partie contexte et des zones de possibilité, nous




Ssem(Econt , , Epos (i , ah))        (4)









      (5)
L'équation (5) est utilisée pour réévaluer la liste des N meilleures hypothèses. Pour chaque
hypothèse, nous calculons le score sémantique et l'associons aux scores acoustiques et linguistiques
selon (5). L'hypothèse qui obtient du meilleur score est considérée comme la phrase reconnue.
3 Expérimentations
3.1 Corpus utilisé
Nous avons utilisé le corpus TED-LIUM, la distribution standard (Hernandez et al., 2018). Ce
corpus contient les enregistrements des conférences TED. Le corpus est bien adapté à notre étude
car chaque conférence est centrée sur un sujet particulier. L’ajout d’information sémantique avec un
large contexte  devrait permettre d’améliorer les performances de notre système de reconnaissance. 
Le découpage du corpus TED en corpus d’apprentissage, développement et de test est proposé dans
la distribution TED-LIUM et correspond à 452 heures d’apprentissage, 8 conférences pour le
développement et 11 conférences pour le test. La Table 1 donne quelques statistiques sur le corpus
de développement et de test car ce sont ces deux corpus qui nous intéressent pour l’introduction de
l’information sémantique.  
Nbr. de documents audio Nbr. de phrases Nbr. de mots
Développement 8 500 17926
Test 11 1091 27021
Table 1 : Corpus de développement et de test du TED-LIUM. 
3.2 Système de reconnaissance
Notre système de reconnaissance est fondé sur la boîte à outils de reconnaissance vocale Kaldi
(Povey et al., 2011). Nous avons utilisé des modèles acoustiques triphones de type TDNN.
L’apprentissage des modèles acoustiques TDNN a été réalisé en utilisant les 452 heures du corpus
d’apprentissage de TED. Le lexique est composé de 150k mots et le modèle de langage contient 2
millions 4-grams, appris sur un corpus textuel de 250 millions de mots. 
De façon classique, nous avons utilisé le corpus de développement pour choisir la meilleure
configuration et ajuster les paramètres. Le corpus de test permet d’évaluer la méthode proposée
avec les meilleurs paramètres obtenus sur le corpus de développement. 
Pour se rapprocher des conditions réelles d’utilisation, nous avons décidé d’ajouter du bruit aux
corpus de développement et de test. Nous avons ajouté un bruit additif de 10 dB et de 5dB (bruit de
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F16 de la base NOISEX-92 (Varga, 1993)). La performance de notre système sur TED-LIUM sans
ajout de bruit est autour de 8 % de taux d’erreur mots.  
Les embeddings word2vec générés sont de taille 300 et modélisent  700 000 mots. Nous avons
utilisé le modèle pré-entraîné BERT Base fourni par Google. Il est composé de 12 couches de
transformer, chacun composés de 12 têtes d’attention. La taille de l’espace est 768. La métrique
que nous avons utilisée est le taux d’erreur mots (WER). 
4 Résultats expérimentaux
Le système de reconnaissance de base donne le taux d’erreur de 15.9 % WER pour le corpus de
développement bruitée au Rapport Signal Bruit (RSB) de 10dB. Pour connaître le taux d’erreur
minimal que nous pouvons obtenir en utilisant les N meilleures hypothèses, nous avons évalué le
taux d’erreur oracle : 9.8 %. Ce taux est obtenu en sélectionnant l’hypothèse de la liste de N-
meilleures hypothèses qui minimise le WER pour chaque phrase. Pour le corpus de développement
bruité à 5dB nous avons obtenu un WER de 32,2 % et taux d’erreur mots oracle de 25,2 %. 
Figure 2. WER en fonction du coefficient sémantique γ. Méthode sémantique avec l’embedding
Word2Vec. Corpus de développement TED-LIUM.
Nous avons évalué l’influence du paramètre γ (cf. formule 2) utilisé pour équilibrer les scores
acoustiques, langagiers et sémantiques. La Figure 3 représente la courbe de ce paramètre pour
l’embedding de Word2Vec en fonction de taux d’erreur obtenu. Nous observons que ce paramètre
est important.  
La Table 2 présente les résultats de reconnaissance sur le corpus TED-LIUM pour la partie
développement et la partie test, ainsi que dans deux conditions de bruits : 10dB et 5dB. La première
ligne de la table correspond au système sans le module sémantique, la dernière ligne à la
performance maximale qu’on peut obtenir en recherchant dans N-meilleures phrase (oracle). Les
lignes 2 et 3 correspondent aux approches proposées. Sur le corpus de test, nous obtenons une
amélioration absolue de 0,4 % pour un RSB de 10dB (21,8 % versus 22,2 %) et de 0,8 % pour un
RSB de 5dB (38,2 % versus 39 %) pour les parties test. Nous observons que les approches
sémantiques proposées permettent de réduire le taux d’erreur mots. La meilleure performance est
obtenue en utilisant l’embedding de Word2Vec. Dans les conditions plus bruitées (5dB)




Méthode RSB 10dB RSB 5dB 
dev test dev test
Système de base 15,9 22,2 32,2 39,0
Word2Vec embedding 15,7 21,8 31,5 38,2
BERT embedding 15,5 22,0 31,6 38,5
Oracle 9,8 14,0 25,2 29,8
Table 2 : Résultats de reconnaissance en terme de taux d’erreur de mots (WER %). Corpus de
développement et de test TED-LIUM,  RSB 10dB et 5 dB. 
5 Conclusion et discussion
Dans cet article, nous voulions améliorer les performances d’un système de reconnaissance
automatique de la parole en ajoutant des informations sémantiques. Nous proposons une
méthodologie novatrice de la prise en compte de la sémantique à travers les représentations
prédictives qui capturent les caractéristiques sémantiques des mots et de leur contexte. L'efficacité
et les propriétés sémantiques de ces représentations récentes de type embeddings nous motivent à
explorer ces représentations pour notre tâche de reconnaissance de la parole. Nous avons exploré
les modèles Word2Vec et BERT. Les informations sémantiques sont prises en compte à travers le
module de réévaluation des N-meilleures hypothèses du système de reconnaissance. Nous
avons évalué notre méthodologie sur le corpus des conférences TED-LIUM. Les résultats montrent
une amélioration significative  du taux d’erreur mots en utilisant la méthodologie proposée. 
Il existe de nombreuses extensions possibles de ce travail. Par exemple, il peut être possible
d'améliorer les performances en explorant d’autres façons de calculer un embedding pour une zone.
Il serait également intéressant d’étudier les différentes possibilités pour calculer le score d’une
hypothèse. 
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