ABSTRACT. -We study in this paper a new type of anticipative transformation on the Poisson space, which consist in adding and removing particles to an initial condition ω following a Poisson conditional distribution. We give some sufficient criteria ensuring that the distribution of the transformed system is absolutely continuous with respect to the initial Poisson distribution. Thanks to the independence properties of random Poisson measures, we split the transformation into an adapted part and an anticipative part, which is made of an almost surely finite number of modifications of the initial condition. The absolute continuity property for the adapted transformation is given by some ideas close to the ones used by Enchev and Stroock [4] in the context of transformations on the Wiener space. The same property for the anticipative part is solved thanks to some results coming from Picard [10] . As an application, we study an anticipative perturbation of a Lévy, β-stable isotropic process by another similar β -stable process and give sufficient conditions to have an absolute continuity property. 
The main difficulty of this kind of question is that we perturbate the path of the Lévy process X . by adding to it the jumps of an independent Lévy X following an anticipative way: the modification of the path X . (ω) at time t does not only depend on the path {X s (ω), s ∈ [0; t]}, but depends on the terminal value of X.
The Brownian version of this kind of problem has been widely studied: let {B t , t ∈ [0; 1]} a standard Wiener process defined on some probability space (W, F W , P W ) where W is the set of continuous mapping from 
In this setup,B : W → W may be seen as a transformation of the Brownian path B by adding to it the path of a finite variation process (t, ω) → t 0 f s (ω) ds. The classical question asked in this context is: can we find sufficient conditions on f to have that the distribution of the processB is absolutely continuous with respect to the one of B, that is,
This is the Brownian version of the Lévy original problem of the introduction, excepted that in this general setup, the perturbation of the path B . (ω) may depend on more than the terminal value B 1 (ω) as it does in our Lévy setup. The positive answers to this Wiener problem are known as Girsanov results, although the first ones are due to Cameron and Martin [3] in the case of a deterministic f . The books of Nualart [8] and Ustunel and Zakai [12] give a good state of the art and an exhaustive bibliography concerning this topic. The study of the anticipative case, where f is not adapted with respect to the filtration generated by (B t ) t needs tools such the Malliavin calculus and most of approaches are based upon a finite dimensional approximation of the infinite dimensional structure of the Wiener measure P W • B −1 . However Enchev and Stroock initiate in [4] an original approach. They first study a flow of transformationB : 
559 for some good process h : [0; 1] × W → R. Notice that the transformations (1) where explicitly given, whereas the (3)-type ones are implicitly given. The (3)-type transformations were also widely studied, especially by Buckdahn (see [1] , for instance) and Buckdahn and Enchev [2] . It was further developed by Ustunel and Zakai [13] . The technique used by Enchev and Stroock in [4] is to find sufficient conditions on h to have
Then they relate the (3)-type transformations with the (1)-type transformations in a certain sense, allowing them to transfer the results obtained for the first transformations to the study of (2) . The type of absolute continuity problems that we are going to study in this paper is a priori slightly different from the one exposed in the first paragraph. In this paper, we will not work on the process X himself. We will explain in Section 4.3 how sufficient conditions to the Lévy original problem of the first paragraph may be deduced from the ones that we give in the different context of this paper.
In our paper, we consider a Lusin space (U, U ), that is, a measurable space homeomorphic to a measurable part of some Polish space and we equip it with a diffuse, σ -finite measure λ − . We define as, roughly speaking, the set integer-valued measures (U, U) such that ω({u}) 1 for every u, the sigma-field F and the Poisson probability P with intensity λ − will be defined in Section 1 -the canonical example of Section 1 shows how to relate a Poisson space with a Lévy process. The obtained probability space ( , F, P) is a Poisson space. We study in this framework some anticipative transformations consisting in, from an initial condition ω ∈ , picking a random subset ω ⊂ U following a particular, stochastic way: we give us a process f : U × → R + such that f u (ω) 1 if ω({u}) = 1 and pick a random subset -or cloud -ω ⊂ U following: each particle u of ω is taken in the cloud with probability f u (ω), we include in the cloud the particles of a Poisson random measure on U with intensity f . (ω)λ − (.). Moreover, each inclusion is made independently of the other selections. Then we modify ω at each point of the cloud by adding a particle if there was not one at this point and removing the particle if there was one at this point: we obtain a final system which is also an integervalued measure. The presentation and the existence of those direct transformations are done in Section 2 -we say direct since the cloud is chosen at once from the initial condition. The absolute continuity question which we study here is to find sufficient conditions on f to ensure that the distribution of the final system is absolutely continuous with respect to the distribution P of the initial state -this Absolute Continuity question (AC) is detailed in Section 2.2. Notice that the stochastic nature of this transformation is a great difference with the deterministic transformations of the Brownian paths.
One of the main results of Picard [10] is that a large class of such transformations, even associated with a more general cloud distribution, has the wished absolute continuity property if the cloud is almost surely finite. This result uses a stochastic calculus, developed around the finite difference gradient of Nualart and Vives [9] and Duality Formulae that we recall in Proposition A.1 of Appendix A. As a consequence, a direct transformation having finite clouds has the absolute continuity property; Section 3.1 560 F. NICAISE / Ann. I. H. Poincaré -PR 39 (2003) investigates this easy case and we state Theorem 3.1 which gives a sufficient condition on f to be in this case and which solves the absolute continuity problem.
Then we turn to a more general case of direct transformation, where the cloud is allowed to be infinite. As we know how to deal with the finite case, we intersect in Section 3.2 the cloud with an increasing collection (U t ) t covering U and satisfying some properties, which we call a direction. This notion of direction has been already used in [7] and was recalled in Section 1. Hence we obtain a collection of intermediate transformations indexed by t ∈ R + , entering in the finite framework of Theorem 3.1 and for which we know the absolute continuity property. This gives an explicit collection (L t [11] for which we have sufficient conditions for the absolute continuity problem thanks to [7] . Proposition 3.2 shows that one can always relate in a certain sense a direct transformation with a Markovian one, thanks to a Bayes-type formula. Despite of this, we are unable to use the results of [7] in a general anticipative context, mainly because our transformations are stochastic -whereas this transfer of result was possible in the Wiener context. However, the representation property solves the case of an adapted intensity f : this allows us to turn to another problem consisting in studying the case of an adapted cloud plus a finite, anticipative cloud. The result is formalized in Theorem 3.3, where we give a sufficient condition in the case of only adding particles. We outline that, even if this main theorem is given in the case of only adding particles, we are obliged to consider in this paper direct transformations which also remove particles for the proof of the theorem.
We give then in Section 4 some applications to the anticipative Theorem 3.3 and we especially turn back to our original problem in Section 4.3. The next and last section gives the results of Picard [10] which we need in this paper and a technical estimation result.
For a measurable space (X, X ), we will denote by E b (X, X ), or sometimes E b (X) when there is no ambiguity the set of bounded X -measurable, real-valued mappings on X. We will also denote by M 1 (X, X ), or sometimes M 1 (X) the set of probabilities on (X, X ).
Poisson space

Definitions
Let (U, U) be a Lusin space, λ − be a σ -finite, diffuse measure on (U, U). We note the set of integer-valued measures on U such that For V ∈ U we note ω |V the restriction of ω to V , identified as an element of . We consider the canonical random measure on U defined by
and the σ -field F generated by the mappings A → λ + (A), A ∈ U ; note that we do not complete F with respect to P. It may be seen that ( , F) is a Lusin space. We consider now the Poisson probability P on ( , F) such that -for A ∈ U , λ + (A) is a Poisson variable with parameter λ − (A), -for (A i ) ⊂ U being disjoint sets, the random variables (λ + (A i )) are independent. Remark that an element ω may be seen as a particle system on U whose particles are {u, ω({u}) = 1}. By a convenient abuse of notation we will sometimes identify a point measure to its support. We call a process on U × every measurable mapping from (U × , U ⊗ F) to R. We denote by λ the compensated measure on U given by
We also define |λ| by
For u ∈ U we define the flip operator ε u : → by -δ u stands for a Dirac mass in u:
This operator acts on ω by removing the particle in u if there was one or adding a particle if there was not one. For u ∈ U and F ∈ E b ( ) we will notē
Notice that this operator has at most a sign difference with the operator D u used in [10, 11] and [7] . We also define the measures
We turn now to the notion of direction, introduced in [7] . Consider a non decreasing collection (U t ) t ∈R + ⊂ U of sets of U , such that t U t = U . For t > 0, we note U t − = s<t U s for t > 0, U 0 − = U 0 and δU t = U t \U t − . We now define the gauge function as
and the growth measure of (U t ) t as the positive measure λ Remark that u ∈ δU G(u) for all u and that G :
) is finite and measurable. Up to a change of time variable, we will assume that λ
Remark that (GC) implies that λ − (δU t ) = 0 for all t. The second part of (GC), namely, λ − (U t ) < ∞ is called the finite volume assumption. For sake of clearness we will denote by U I for I being a subset of R + the set of u such that G(u) ∈ I . We note F t = F U t and for V ⊂ U we note V t = V ∩ U t . We now give an important example. We end this part by giving the definition of an adapted/predictable process with respect to a direction. We say that a process h is adapted if h u (.) is F G(u) -measurable for all u ∈ U and that it is predictable if h u (.) is F G(u) − -measurable for all u ∈ U : we outline that both notions depend on the choice of a direction (U t ) t . Those definitions are not the classical ones but the reader may satisfythat, since we do not complete F , they coincide with the classical ones for instance in the case of the canonical example. 
The canonical example
In this setup, the process
is a Lévy process with Lévy measure µ. 
In our context, the past at time t is considered by the events depending on the jumps of X . whose size is larger than 1/t.
Definition of a direct transformation and objective
We give in Section 2.1 the definition and the properties of a direct transformation. The objective of the paper is given in Section 2.2, whereas the technical Section 2.3 gives a mathematical proof of the existence of such transformations. Before turning to all these points, we introduce some useful definitions.
We consider a triplet (U, U, λ − ) as above, equipped with a direction (U t ) t . For k ∈ N and V ⊂ U we introduce
There is a natural projection π : S(V ) → P (V ) and we endow P (V ) with the smallest σ -field P(U ) such that π is measurable. If m is a measure on U , we can consider m ⊗ k the product measure on U k , with m ⊗ 0 defined as a Dirac mass in ∅; if we consider the restriction of m
we can obtain a measure on S(U ), that we rewrite m, given by
One can extend this measure to P (U ) -we will rewrite it mdefined on each P k (U ) by
If we apply this construction to m := |λ| we obtain a new measure |λ| on P (U ) and we consider the measure ν on P (U ) × given by
Thus we have
for any process Z on P (U )× . We can as well lift the measures λ − and λ + up on P (U ). Remark that the lifted measures are σ -finite: there will be no problem to use Fubini and Lebesgue theorems. We now introduce the cloud set = {V ⊂ U : V ∩ U t ∈ P (U t ), t ∈ R + }. We endow it with the σ -field F = σ {ω →ω t , t ∈ R + }. It may be seen that ( , F ) is a Lusin space. Forω = {u 1 , u 2 , . . .} ∈ and ω ∈ we note
By a convenient abuse of notation, we will sometimes identify an elementω ∈ to a point measure on U , the support of which being given byω whereas an element of may also be seen as an element of . Notice that the sets and are actually similar despite f is bounded on each U t × , For every u ∈ ω, f u (ω) 1.
Properties of the transformation
Let ω ∈ . The first aim of the present work will be to build a collection of
The proof of the existence of such probabilities will be done in Section 2.3, but we first assume that we have such a collection ( P f ω ) ω∈ .
Objective
We note P f ⊗ ∈ M 1 ( × , F ⊗ F) the probability defined by P f ⊗ (dω, dω) = P f ω (dω)P(dω).
It is well defined thanks to (D). The aim of this paper is to find sufficient conditions on
This is equivalent to ask that the distribution of the final system Y ∞ = εωω under P f ⊗ is absolutely continuous with respect to the Poisson distribution P of the initial system Y 0 = ω. Notice that the final system Y ∞ is the initial system, the particles of which being in ω ∩ω have been removed, and the particles of which inω\ω have been added. We end this section by proving in the following part the existence of the collection ( P f ω ) ω .
Existence of the transformation
This section is devoted to the construction of the sequence ( P f ω ) ω∈ satisfying the four above points. We formulate this construction in the following proposition PROPOSITION 2.1. -Let f satisfying (H) and ω ∈ . There exists a unique probability
where
Moreover, the given collection
Proof. -Observe that for any t ∈ R + , and A, B being disjoint subsets of U t we have
On the other hand, for 1 and 2 being two positive mappings on P (U ), V and W being a partition of U t then one can show that
By using the same notations and (9) this gives
We now show that Z f,t ω (.) is a probability density with respect to the measure |λ| on P (U ) for every t, that is,
Suppose first that f u (ω) = 0 if u ∈ ω. In this case, we have that Z
On the other hand, suppose that
− is assumed to be diffuse, one can see in this case that:
and we also have (11) . Consider now a process f and set f
Since λ − is diffuse, we have that
for A ⊂ U t \ω. Then we finally obtain that
and we conclude by using both last cases applied to f 1 and f 2 . We turn now to the question of the existence of P f ω . This problem may be seen as a Kolmogorov extension problem: let us note z t (ω) =ω t , where we recall thatω t =ω ∩ U t . This process is a càd làg, piecewise constant process thanks to the (RC) assumption. We are looking for a probability P f ω ∈ M 1 ( , F ) such that the finite-dimensional distributions of z . would be defined by: for t 1 · · · t n and (A i )
with
One easily satisfies thanks to (10) that the right-side distributions of (12) are compatible. z . takes its values in the Lusin space (P (U ), P(U )), which may itself be embedded in some Polish space (P (U ),P(U )) for which we note (¯ ,F ) the space of càd làg paths taking their values inP (U ) -the topology onP (U ) does not matter since we work with piecewise constant processes. Thus, the extension problem may be embedded in a Polish framework and we obtain by the Kolmogorov's extension theorem a probabilitȳ P f ω ∈ M 1 (¯ ,F ) under which the finite-dimensional distributions of (t,ω) →ω t are given by (12) . This implies thatP f ω ω t ∈ P (U ), ∀t = 1 if we identify P (U ) with their image in¯ and one concludes by setting
We now show that the given collection satisfies the claimed points (A) to (D). (D) is
obvious from the definition of P f ω and we now prove (A). Let ω ∈ , V ∈ U included in some U t such that ω(V ) = 0 and n ∈ N. By using (10) we obtain that
The second integral of the above product is equal to -we use that ω(V ) = 0:
since one shows that the first term is equal to 1 as we proved (11) . On the other hand, observe that
if A ⊂ V , hence the first integral of the (13) is equal to
This gives (A). (C) comes from a similar computation and the independence (B) straightforward comes from (10). ✷
We end this section by a technical integration result -remember that we sometimes identify an elementω ∈ to a point measure on U :
vanishing if two parameters are equal. Then for every ω we have
Proof. -We just show the relation in case of a simple g having the form thanks to an induction argument on n. Then we use the points (A) to (C) to compute the expectation and obtain the desired result. ✷
Analysis of the (AC) problem
We turn back to the (AC) question. The first case we investigate is a rather simple situation where an additional assumption on f will imply that the cloud ω is almost surely finite. In this case, the (AC) question is a direct consequence of the results from Picard [10] .
The case of a finite cloud
We suppose in this part that the following assumption is in force:
and we note 0 = {ω: U f u (ω)|λ|(ω, du) < ∞}. It may be seen from Lemma 2.1 that
hence the (L1) assumption implies that for ω ∈ 0 ,ω is P f ω -almost surely finite. In this case, the (AC) question may be considered as a particular result of Proposition 2 of Picard [10] ; this is what tells the following theorem. For any process X(A) indexed by P (U ), we define another process X (A) defined by X (A) = X(A) • ε A . We will also note Y ∞ : × → defined by
and we will note Z f,∞ ω (.) the P (U ) indexed process given in Proposition 2.1 with t := ∞. 
Proof. -Remember that for every t ∈ R + and V ⊂ U we note V t = V ∩ U t . Let ω ∈ 0 . Thenω ∈ P (U ), P f ω -almost surely; by using (A), (B) and (C) we have that, for every A ∈ P(U ),
the exponential term tends to 1 as n → ∞ since ω ∈ 0 and by a Lebesgue dominated convergence theorem we can show that the first integral tends to A Z f,∞ ω (A)|λ|(ω, dA). It remains to prove (AC). Let F ∈ E b ( ). We have by using the multiple Duality Formula -see Proposition A.1 in Appendix A -and what we proved above that
This concludes. ✷
Absolute continuity for the stopped transformations
In the general case of our framework, where we have only (H), the cloudω is allowed to be almost surely infinite and then has no longer density with respect to |λ|. Let give us a direction (U t ) t and fix t ∈ R + . The assumption (H) and the definition (8) imply that the stopped cloudω t =ω ∩ U t is P f ω -almost surely finite: the idea is, in a first step, to apply the above results to the stopped transformations given by:
P with respective densities
L t = P (U) Z f,t ω (A)|λ|(ω, dA), L − t = P (U) Z f,t − ω (A)|λ|(ω, dA).
Moreover, L . is càd làg and L
Notice that the collection of direct transformations (Y t ) t enters in the general framework of Section 2.2 of [7] .
Proof. -The existence and the expression of L t may be seen as a result of the last lemma used with f u := f u 1 U t (u) which satisfies (L1) for every t. The problem is now to link the last result with the (AC) question. The following lemma gives one way to conclude -remember that we note F t for F U t .
The lemma and its proof are similar to the basic Lemma 2.2 in [7] . Following this strategy, we could for instance try to estimate E[L
uniformly in t in order to conclude for the (AC) question. But the expression given by Proposition 3.1 is too much complex and we are actually unable to estimate both last expressions. Hence we turn to another approach inspired by Enchev and Stroock [4] .
Markovian representation
In Gyongy [5] , the following question is investigated: let ξ be a Ito process. Is it possible to find a process X satisfying a simpler SDE, the one-dimensional distributions of which being the same as the ones of ξ ? The answer depends on further assumptions, but the method -the use of conditional expectations -is very close to the one we will use. In Enchev and Stroock [4] , a similar question concerning the study of transformations on the Wiener space is asked: let a process f : [0; 1] × → R be given and letB the process given by (1) . Is it possible to find a process h : [0; 1] × → R such that the transformation (3) associated with h satisfies:
In this case, the absolute continuity questions (2) and (4) concerning both transformations are equivalent: this is interesting because they know how to deal with for second one -up to regularity assumptions on h. In both cases, the authors aim at representing, or mimicking some characteristics of complex systems by the ones of better known systems: we will call this a representation property. The problem we discuss here is the Poisson analogue of the EnchevStroock problem in the Wiener case. We first give the transformation which is the Poisson analogue of the (3)-type transformation. This transformation, the Markovian transformation, is defined in Section 3.3.1 and was originally introduced by Picard [11] and the related (AC)-type problem was studied in [7] . We will show in Section 3.3.2 that we have a similar representation property for the direct transformations by a Markovian one in the Poisson case, without restrictions on f . On the other hand, we will not be able to use the results concerning the Markovian transformations unless we are in the adapted case -that is, the case of an adapted f with respect to the direction (U t ) t . Despite of its lack of generality, the related Theorem 3.2 is a first success for two reasons: the first one is that we do not have a priori an easier method to deal with the adapted case. The second one is that the adapted Theorem 3.2 obtained by the Markovian representation is essential in obtaining the anticipative Theorem 3.3.
Before turning to the definition of a Markovian transformation, we give two technical lemmas. We introduce the subset 1 of given by
It is shown in [7] that P[ 1 ] = 1 -see Proposition 2.1. We now state -remember that we note forD u F = F • ε u − F for u ∈ U and F ∈ E b ( ):
Then for all F ∈ E b ( ) and t ∈ R + we have
Proof. -Remember that we assume that the growth measure given by (5) on R + is the Lebesgue measure. Let ω ∈ 1 and F having the form F (ω) = (ω(V )) with ∈ E b (R + ) and V ∈ U . It is easy to show that, for every a < b with ω(U ]a;b] ) = 0, we have by using the point (A) given in Section 2.1 that
Now we use that
On the other hand, for a such that ω(δU a ) = 1, then it is clear from (C) that
The claimed result for such F may be deduced from the last two equalities by taking subdivisions of the interval [0; t]. By using the same ideas and the independence property (B), we could as well show the result for F having the form 
since the probability thatω has a particle in more than one set
From this equality, one concludes as above for functions (15) and the general case comes from a monotone class argument. ✷ LEMMA 3.3. -For every bounded process g on U × and t ∈ R + we have
Proof. -We can prove the relation for g smaller than one and having the form
where V ∈ U and F ∈ E b ( ). 
On the one hand we have for any
where M is a bound of f on U t × . Hence the first sum of (16) is bounded by
and it may be seen by a classical argument each term of the sum is a o(a N k+1 − a N k ). Hence this first sum of (16) goes to 0 as N → ∞. On the other hand, by using that
ω -almost surely, one finds that the second sum of (16) is equal to
We can now easily show that this Riemann sum goes to the claimed right-side as N → ∞ thanks to a dominated convergence argument based upon the bound
for every s ∈ [0; t] -this bound is obvious from Proposition 3.1. ✷
Definition of a Markovian transformation
We now quickly recall what a Markovian transformation is. Let h be a process satisfying (H) and ω ∈ 1 . We consider on an auxiliary space ( , F ) a non homogeneous Markov process : R + × → , càd làg, the transition probabilities being given as follows: for [t; t + t] ⊂ R + such that ω(U ]t ;t + t ] ) = 0 then
for V ∈ U and if ω(δU t ) = 1, by noting u the unique particle in δU t -remember that ω ∈ 1 -then
Thus, starting from an initial condition 0 = ω ∈ 1 , we add at time t such that ω(δU t ) = 0 a particle in u ∈ δU t with intensity h u ( t − ) with respect to λ − . On the other hand, a particle of ω in u ∈ δU t is removed at time t with probability h u ( t − ). Since P [ 1 ] = 1, we can define such a Markov process having P for initial distribution and we note P its distribution. In terms of martingale problem, this means that for any It is shown in Picard [11] that, if we note
then P t P, the corresponding density L t being a càd làg solution to the Fokker-Planck equation:
It is also shown that this equation has an unique càd làg solution if h satisfies (H).
Representation property
We ask here the following question: for f being given, satisfying (H), is it possible to find some process h satisfying (H) such that for every t ∈ R + , the distribution of the stopped Markovian transformation t is the same as the one of Y t under P f ⊗ ? The following proposition shows that finding such a Markovian representation is always possible by a Bayes-type formula. We introduce the additional assumption
PROPOSITION 3.2 (Markovian representation). -Assume that f satisfies (H) and (HM). Let h : U × → R be given by
h u (ω) = 1 L G(u) − (ω) P (U) f u (ε A ω) Z f,G(u) − ω (A)|λ|(ω, dA),
then h is measurable, satisfies (H), (HM) and we have
Let us consider the Markovian transformation defined on ( , F , P ), associated with h. Then
Proof. -Notice that the additional assumption (HM) implies that L t − (ω) > 0 for every t, ω, then the given h is well defined. The fact that h fulfills (H) and (HM) may be seen from its expression. The measurability of the given process is not obvious, but may be proved by using monotone class arguments. We now show (19). Let G ∈ E b ( ) and u ∈ U . We have
where we have used the multiple Duality Formula of Proposition A.1 for the second equality, jointly with the fact that ε A • ε A = Id. This proves (19). Now we prove (20). Consider now F ∈ E b ( ). We obtain from Lemma 3.3 and from the given expression of h that
by using again the multiple Duality Formula of Proposition A.1 for the third equality. Hence, by using Lemmas 3.2 and 3.3, we obtain that for every F ∈ E b ( ),
by using the single Duality Formula for the last line. We can deduce from this that (L t ) t satisfies the Fokker-Planck equation (18) associated with h. As we told above, this equation has an unique solution and this concludes the proof. ✷ Notice that it is obvious from our definitions that h is adapted (respectively predictable) if f is so. This possibility of having a Markovian representation for any f looks like powerful and we tried to use the results of [7] concerning the (AC) question for Markovian transformation. Unfortunately, the main result of this paper needs assumptions on the Malliavin kernel Dh, and we are unable to relate it with the one of Df . However, the Markovian representation is useful in the case of an adapted f . 
Then we have (AC).
Proof. -We first show (AC) in the case of
We recall now the definition of the finite difference gradient D taken from Picard [10] . We introduce the operators ε ± u on defined by
Those operators are used in [10, 11, 7] ; they give the finite difference gradient D introduced by Picard [10] , given by
for every u ∈ U and F ∈ E b ( ). Notice that for every F , u and ω we have
(A) = 0 for every A since f is adapted. We obtain then from the definition of h that
We could show from this relation that
as we showed (19). On the other hand, one can see from the Fokker-Planck equation (18) that L t satisfies
that is, L t is the stochastic exponential of the locally square-integrable martingale This may also be seen as a consequence of the classical Girsanov theory -see for instance Jacod and Shyryaev [6] . Notice that the process D u h u is a predictable process, whereas the processD u h u is only adapted. By using an estimation of [7] concerning the Markovian transformations -see Theorem 3.2 and its proof -and (22), we obtain that
By using (23) jointly with the Jensen inequality, we obtain that
This concludes for the (AC) question in the case of (21), thanks to Lemma 3.1. We now turn to the general case (L2) and introduce for k ∈ N:
Then f k is an adapted process satisfying (21), (H) and (HM). On the other hand, if we noteω
t . Consider now B ∈ F such that P [B] = 0. The above case used with f := f k implies that
for every k, then we obtain that
The main anticipative result
From now until the end of the paper we will assume for technical reasons that f satisfies the additional assumption
We now turn back to the proof of the lemma. We obtain by using Remark 1 that Observe now that, for any ω ∈ and A ∈ P (U ), then
thanks to (H ). Moreover, for any A andω such thatω ∩ A = ∅, we have that εω ∪A = ε A • εω. Therefore we finally come to
thanks to Fubini's theorem. Now denote by {G A , A ∈ P (U )} a process satisfying
We obtain that
by using Remark 2 for the second equality and the multiple Duality Formula of Proposition A.1 for the third one. This concludes. ✷
The lemma we state now is a generalization of the last lemma, claiming (AC) when the process f 1 is no longer positive. The argument given for the last proof is then no longer applicable, since we cannot give a sense to a Poisson random measure whose intensity may eventually be negative. However, we can write the decomposition of f 1 into its positive/negative parts following
The idea of the next lemma is the following: adding particles with an intensity f is the same as considering two successive transformations: we first add particles with intensity f 1,+ + f 2 and we then kill a finite number of particles with some rateǩ to compute. Those two steps will respectively use the results of the last lemma and Theorem 3.1. 
Then we have (AC).
Proof. -We fix for a moment ω such that
and consider P ω ∈ M 1 ( , F) such that λ + is under P ω a Poisson random measure on (U, U) with intensityλ
We now defineǩ
which satisfies (H). It may be seen that the direct transformation associated withf ω . kills a particle of an initial condition ω in u with the deterministic rateǩ ω u -remember that ω is fixed -and almost surely never adds particles. Remark that
and it may be easily seen that the second expectation is null sinceλ − ω is a diffuse measure. Hence the last expression is equal to
This implies thatf ω satisfies (L1) with P := P ω and λ
Consequently, by using Theorem 3.1 in the setup of the Poisson space ( , F, P ω ), we obtain that there exists a positive, measurableĽ
On the other hand, we can show by standard arguments that ω is underĽ ω P ω (dω ) a Poisson random measure with intensity
This roughly says that if you kill the particles of a Poisson random measure with intensity m(du) with a deterministic rate k, one independently of each others, then the final system has the distribution of a random Poisson measure with intensity (1 − k)m(du). This remark implies that for every F ∈ E b ( ), then
whereω ∈ is identified to an element of in the last expression. All what we told until now is true for ω satisfying (25), that is, for P-almost every ω thanks to the hypothesis. Let us now introduce the probability
An application of Lemma 3.4 with f := f 1,+ + f 2 gives that
and we note L the associated density. Let G a random variable such that
we conclude by using (26) and then (27) following
It is over. ✷
The main result is an exploitation of the above Lemma 3.5 in the case of an adapted process f 2 , whose related absolute continuity problem is solved thanks to Theorem 3.2.
THEOREM 3.3 (Anticipative theorem). -Assume that f satisfies (H) and (H ) and has a decomposition
where f 1 is a process satisfying (H), (H ) and (L1) and f a is a nonnegative adapted process satisfying (L2). Then we have (AC).
The proof is a direct implication of Lemma 3.5 and of the adapted Theorem 3.2. It tells that a system perturbated by an adapted cloud -which may be infinite -and an independent, almost surely finite anticipative cloud has the wished absolute continuity property. We give now an example. Remember that our notion of adaptation is related with the initial choice of our direction; the fact that it is a choice may be useful.
Example and sufficient conditions to solve the original problem
We study in this section some examples of applications of the anticipative Theorem 3.3 in the particular setup of the canonical example of Section 1. 
It obviously fulfills (H ) and, by assuming thatf is bounded on each U t , it satisfies also (H). The question that we will investigate in this section is: let Z be a given process, can we find sufficient conditions onf to have that the direct transformation associated with the process f given by (28) satisfies the (AC) problem? The study of this example is divided into three parts. The first one gives a sufficient condition for a general process Z, up to some restrictions onf . In the second partSection 4.2, we will study the sophisticated example of a process Z which is the solution of an SDE driven by the jumps of the Lévy process X given by (7) and we will deduce a sufficient condition thanks to the anticipative Theorem 3.3. For sake of clearness, this section is made in a L 2 framework. In the last Section 4.3 we turn back to the original problem of our introduction and find some sufficient conditions to solve it in a larger L p context for p 1.
General framework of the example
From now, C will denote a finite, positive constant which may change from one line to another. We do not assume here that Z has a special shape and then we have to deal with a direct, a priori anticipative transformation. Hence we want to use the anticipative Theorem 3.3 and find a decomposition of f into a positive, adapted process satisfying the (L2) assumption and a process f 1 satisfying (L1 by using the Burkholder-Davis-Gundy estimates for the last inequality. We use Lemma 5.1 with a := 1, b := q/2 and f (s, x) = |x| 2 to estimate the above expectation. We obtain that it is smaller than -[ . ] 2 is given by (A.2) and we convent that provided that q > β to ensure the existence of the above integrals. A simple computation of those terms shows that the necessary condition (31) giving (AC) is satisfied if
Conclusion. Remind that we are free to chose p provided that it satisfies (42) and we actually have to do the best choice implying that (43) is the weakest possible, that is, the best value of p to have the biggest right side term of (43). Note that the functions of q of the right side of this relation are continuous, increasing functions. On the other hand we have
the last inequality is due to (40). This implies that 2+ 2 ↑ 2β β + 2β and q 2 ↑ β 2β .
By using those approximations in the (40) and (43) relations, we respectively obtain the relations β < β 2 , β < 2(1 − β ), β < 1 2 .
It may be easily seen that the two first conditions imply the third one if β ∈ ]0; 2[. We formulate all the work of this section in the following proposition. 
then the original problem is solved and we have the wished absolute continuity result.
We conclude by some comments: -in an adapted context, for instance if is a constant function, the only needed condition is the first half (40) of (44) thanks to the adapted Theorem 3.2. It should be possible that it is also a necessary condition in this case.
-The domain of β for which our conditions are the best possible is for β ∈ ]0; 1]. In this case, the (44) system turn simply to (40), as in the adapted case. -The second part of the (44) condition is a purely anticipative one. It is a direct consequence of our method, namely of the necessity to have an almost surely finite anticipative part of the cloud. It illustrates the limit of our method because the closer we are to the Brownian case β = 2, the smaller β should be. It may be possible that this condition could be relaxed.
