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Motivated by the desire to understand the leading order nonlinear gravitational wave interactions
around arbitrarily rapidly rotating Kerr black holes, we describe a numerical code designed to com-
pute second order vacuum perturbations on such spacetimes. A general discussion of the formalism
we use is presented in [1]; here we show how we numerically implement that formalism with a par-
ticular choice of coordinates and tetrad conditions, and give example results for black holes with
dimensionless spin parameters a = 0.7 and a = 0.998. We first solve the Teukolsky equation for
the linearly perturbed Weyl scalar Ψ(1)4 , followed by direct reconstruction of the spacetime metric
from Ψ(1)4 , and then solve for the dynamics of the second order perturbed Weyl scalar Ψ
(2)
4 . This
code is a first step toward a more general purpose second order code, and we outline how our basic
approach could be further developed to address current questions of interest, including extending
the analysis of ringdown in black hole mergers to before the linear regime, exploring gravitational
wave “turbulence” around near-extremal Kerr black holes, and studying the physics of extreme mass
ratio inspiral.
I. INTRODUCTION
In this paper we initiate a numerical study of the
dynamics of second order vacuum perturbations of
a Kerr black hole. Linear black hole perturbation
theory has played an important role in the study
of black holes, with diverse applications from math-
ematical physics to gravitational wave astrophysics
(for reviews see e.g. [2–4]). Regarding the latter,
it is used in interpreting the ringdown phase of a
binary black hole merger, and for extreme mass ra-
tio inspirals (EMRIs). For both of these physical
regimes, it is presently computationally intractable
to full numerical solution without recourse to per-
turbative methods.
For some applications it may be necessary to go
beyond linear perturbations. Here for brevity we
only mention a couple of key incentives (a more
thorough discussion that motivates this study can
be found in our companion paper [1]). In order to
extract subleading modes of the ringdown following
comparable mass mergers, it may be necessary to
consider nonlinear effects. The “problem” with such
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mergers is that the leading order quadrupole mode
is excited with such high amplitude relative to sub-
leading modes (see e.g. [5, 6]), that nonlinear mode
coupling could produce features of similar strength
to subleading modes; this is particularly so within
the first few cycles of ringdown were most of the ob-
servable signal, hence most opportunity for measure-
ment, lies. It will be important to quantitatively un-
derstand second order features to reap the most out
of ringdown analysis of future loud merger events.
Nonlinear physics may also play an important role
in the ringdown of near-extremal Kerr black holes1.
This can partly be motivated by the presence of
a family of slowly damped modes, whose damping
timescale grows without bound as the black hole spin
approaches its extremal value [11, 12]2. The slower
damping of perturbations implies nonlinear effects
could be more pronounced; most intriguing in this
regard is the suggestion that mode coupling induces
1 We note though that comparable mass mergers cannot pro-
duce near-extremal remnants, see e.g. [7–10], and it is un-
known how rapidly the typical supermassive black holes in
the universe, of relevance to EMRIs, rotate. Thus near-
extremal ringdown may end up being more a question of
theoretical, rather than astrophysical, interest.
2 Though there is some controversy about exactly what the
spectrum of modes of extremal/near-extremal black holes
is; see e.g. [13–17].
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a turbulent energy cascade in near-extremal Kerr
black holes [18], similar to that seen in a few stud-
ies of black holes and black branes in asymptotically
Anti de-Sitter spacetime [19–21]. Nonlinear effects
almost certainly play some role in the physics of ex-
tremal Kerr black holes, as those have been shown to
be linearly unstable [11, 22, 23] (the instability may
be related to the above mentioned slowly damped
quasinormal modes, that become “zero damped” in
the extremal limit).
Finally, we mention that second order black hole
perturbation theory plays an important role in com-
puting the second order self force of a small particle
orbiting a black hole, which is relevant to modeling
EMRIs (e.g. [24]). We note though that in this pa-
per we only consider the second order vacuum per-
turbation of a Kerr black hole, so our results are not
directly applicable to modeling EMRI physics.
Following a brief summary of our formalism in
Sec.IIA (which is described in more detail in our
companion paper [1]), in the remainder of this pa-
per we describe a numerical implementation of the
method and then analyze a few example runs from
our code. In the remainder of the introduction we
give a general overview of our numerical approach.
Several steps are required to arrive at the desired
second order perturbation. First is to solve for a
linear gravitational wave perturbation characterized
by the Weyl scalar Ψ4 (or equivalently Ψ0) using the
Teukolsky equation [25]. As described in Sec. II B,
with more details given in Appendix C, we begin
with the Kerr metric in Boyer-Lindquist form and a
rotated version of the Kinnersley tetrad [26], then
transform these to a hyperboloidal compactified,
horizon penetrating coordinate system. In these co-
ordinates then we numerically solve the Teukolsky
equation in the time domain, starting with Cauchy
data for Ψ(1)4 . (We note that many codes have
been developed over the years to solve the Teukolsky
equation; see, e.g. [27–34]).
Campanelli and Lousto first showed that the evo-
lution of the second order perturbation of Ψ4 is also
governed by the Teukolsky equation, with a source
term that depends on all components of the first or-
der metric perturbation hµν [35]. The next step in
our calculation the is therefore to reconstruct this
first order metric correction from the first order per-
turbation of Ψ4. We directly reconstruct the metric
by solving a set of nested null transport equations in
the outgoing radiation gauge [36]. Once this is com-
plete, we numerically solve the Teukolsky equation
in the time domain with the second order source
term for the second order correction to Ψ4. This
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FIG. 1. Schematic Penrose diagram demonstrating the
domains of evolution and metric reconstruction. The
Teukolsky equation is integrated using a Cauchy evo-
lution scheme along hypersurfaces of constant time T ,
whereas metric reconstruction is carried out using null
transport equations in the u direction, with characteris-
tics tangent to the ingoing Newman-Penrose vector nµ.
We provide initial data for the first order Ψ(1)4 at T = 0,
with compact support in radial distance from the black
hole in the range r = (rl, ru), intersecting a range in
advanced (retarded) time of u = (uu, ul) (v = (vl, vu)).
Thus only in the region u > uu, T > 0, does the space-
time differ from Kerr, which allows for trivial initial data
for the first order metric reconstruction equations along
u = uu. For simplicity, as explained in the text, we be-
gin evolution of the second order perturbation Ψ(2)4 at
T = Ts; in a sense then this is our “true” initial data sur-
face for the gravitational wave perturbation of Kerr cal-
culated to second order. For technical reasons explained
in Sec. IV, this initial data setup only leads to consis-
tent metric reconstruction if Ψ(1)4 has azimuthal mode
content |m| ≥ 2.
latter quantity is in general not invariant under first
order gauge or tetrad transformations (see [35]); as
discussed in Sec. III, in our coordinate system we
can avoid these issues if we measure the waves at
future null infinity in an asymptotically flat gauge,
which is one reason why we employ a hyperboloidal
slicing and the outgoing radiation gauge.
One difficulty with using null transport equations
in conjunction with the (3+1) Cauchy evolution
scheme we use for the Teukolsky equation is that
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their domains of integration do not “easily” overlap.
An implication of this is if we wanted to solve for the
second order perturbation over the entire domain of
our Cauchy evolution we would need to solve a set of
first order constraint equations on the initial T = 0
slice to give self-consistent initial data for the recon-
struction equations. As explained more in Sec. IV
and illustrated in Fig. 1, we avoid this issue here
by choosing initial data for the first-order Ψ(1)4 that
has compact support on the initial slice, and only
solve for the first order metric beginning on an in-
going null slice (vu) intersecting T = 0 outside of
this region (as we explain in Fig. 1, our metric re-
construction equations are transport equations along
the ingoing null tetrad vector nµ). Then, initial data
for reconstruction only needs to be specified along
the outgoing null curves u = uu, which is trivially
the Kerr solution. In principle we could immediately
begin the second order evolution for v ≥ vu, though
again to simplify the Cauchy evolution we only start
second order evolution at a constant hyperboloidal
time Ts after all the ingoing data from vl to vu has
entered the black hole horizon. The Cauchy evo-
lution prior to this is then, in a sense, simply pro-
viding a map from initial data for the first order
Ψ
(1)
4 specified on T = 0 to the “true” initial time
T = Ts. As implemented in the code, during each
step of the Cauchy evolution we also perform recon-
struction (and second order integration for T > Ts).
The reconstruction will therefore not be consistent
until evolution crosses v = vu, but for illustrative
purposes we also show independent residuals of our
reconstruction procedure prior to that, to demon-
strate that the inconsistency then has no effect on
the consistency of the solution afterward.
As described in Sec.V, we use pseudo-spectral
methods to solve both the Teukolsky and null trans-
port equations; the code can be downloaded from
[37]. Example results are given in Sec. VIA and
Sec. VIB for a black hole with dimensionless spin
a = 0.7 and a = 0.998 respectively. Specifically, for
the examples we consider the linear wave only con-
tains azimuthal eimφ angular dependence for m = 2.
This linear field sources a second order Ψ(2)4 contain-
ing modes with both m = 0 and m = 4. We con-
clude in Sec. VII, which includes a discussion of how
our methods and code will be extended to tackle the
problems we are ultimately interested in addressing.
In Appendix A we describe the conventions we use
for the Fourier transform and normalization of dis-
crete quantities used to display some of our results.
In Appendix B we provide a derivation of the met-
ric reconstruction equations and second order source
term in the specific gauge and coordinates used here,
which is slightly different from the analytical exam-
ple case give in [1]. We describe the transformation
of the Kerr metric and Kinnersley tetrad in Boyer-
Lindquist coordinates to the coordinates we use in
the code in Appendix C. Finally, in Appendix D
we collect some useful properties of spin-weighted
spherical harmonics, which are used in our pseudo-
spectral code.
A. Notation and conventions
We use geometric units (8piG = 1, c = 1) and
follow the definitions and sign conventions of Chan-
drasekhar [38] (in particular the + − −− signature
for the metric), except we use Greek letters µ, ν... to
denote spacetime indices. We use the non-standard
symbols : $ = 3.14159... for the number ‘pi’ (to
avoid confusion with the Newman-Penrose scalar pi),
and the symbols R and I to respectively denote the
real and imaginary parts of fields. We use an over-
bar f¯ to denote complex conjugation of a quantity
f .
We write the perturbed metric gµν about a back-
ground solution g(0)µν as gµν = g
(0)
µν +hµν , where hµν is
the first order perturbation. Other than the metric,
we denote an nth order quantity in a perturbative
expansion with a trailing superscript (n); e.g. the
Newman-Penrose scalar Ψ2 = Ψ
(0)
2 + Ψ
(1)
2 to linear
order. However, for brevity, in terms of expressions
where the correction to a background quantity will
lead to a higher order perturbation than considered,
we drop the (0) superscript from the background
quantity. For example, in the Teukolsky equation,
Eq. (3) below, all symbols other than Ψ(1)4 are back-
ground quantities.
II. DESCRIPTION OF THE SCHEME
In this section we summarize details of the re-
construction scheme and second order perturbation
equation described in [1] that are particular to our
numerical implementation.
A. Use of the NP/GHP formalisms
We make extensive use of the Newman-Penrose
(NP)[39] formalism. In the Appendix of the com-
panion paper [1] we gave a brief overview of the NP
formalism, and to avoid excessive repetition we do
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not reproduce that here. However, we now mention
the most salient definitions of the NP formalism nec-
essary to understand the main points of this paper.
The NP formalism decomposes the geometry and
Einstein equations in terms of an orthonormal basis
of null vectors, {lµ, nµ,mµ, m¯µ}; lµ (nµ) is an outgo-
ing (ingoing) real null vector, and mµ is a complex
angular null vector with m¯µ its complex conjugate.
These define the four directional derivative operators
D = lµ∂µ , ∆ = n
µ∂µ , (1)
δ = mµ∂µ , δ¯ = m¯
µ∂µ . (2)
A vacuum geometry is characterized by the 5 com-
plex scalars {Ψ0,Ψ1,Ψ2,Ψ3,Ψ4}, which are contrac-
tions of the Weyl tensor with various products of the
null tetrad. The complex spin coefficients (essen-
tially combinations of Ricci rotation coefficients, the
tetrad analogue of the connection in a metric formal-
ism) are {α, β, γ, , ρ, λ, pi, µ, ν, τ, σ, κ}. We choose
a null tetrad, the explicit form of which is given
later, such that for the background Kerr solution
Ψ0 = Ψ1 = Ψ3 = Ψ4 = σ = κ = ν = λ = 0 (which
is always possible for a general type D background)
and γ = 0 (which is always possible when the back-
ground is Kerr).
In the NP formalism, perturbations of the Kerr
spacetime lead to one master equation for the lin-
early perturbedWeyl scalar Ψ4 known as the Teukol-
sky equation [25], specifically
T Ψ(1)4 ≡
[
(∆ + 4µ+ µ¯) (D + 4− ρ)
− (ð′ + 4pi − τ¯) (ð− τ)− 3Ψ2]Ψ(1)4 = 0. (3)
(Here we have made use of the GHP operators ð
and ð′, which we define in Eq. (??).) The first step
of our procedure is to solve the Teukolsky equation
for Ψ(1)4 . We discuss how we numerically solve this
equation in Sec. VA.
We also make some use of the Geroch-Held-
Penrose (GHP) [40] formalism; in particular we use
the following GHP derivatives acting on some NP
scalar η
ðη ≡ (δ − pβ − qα¯) η, (4a)
ð′η ≡ (δ¯ − pα− qβ¯) η, (4b)
where {p, q} are the (constant) weights of η (related
to its spin and boost weights).
B. Choice of background coordinates and
tetrad
We choose a form for the background Kerr met-
ric, with mass and spin parameters M and a re-
spectively, that is horizon penetrating and hyper-
boloidally compactified so that the constant time T
(spacelike) slices become asymptotically null, reach-
ing future null infinite at finite coordinate radius. An
outline of how we derive these coordinates is given in
Appendix C; here we simply summarize their most
important qualities.
We use a rotated version of the Kinnersley tetrad
that is regular at future null infinity; in (T,R, ϑ, φ)
component form, the tetrad vectors read:
lµ =
R2
L4 + a2R2cos2ϑ
(
2M
(
2M −
( a
L
)2
R
)
,
− 1
2
(
L2 − 2MR+
( a
L
)2
R2
)
, 0, a
)
, (5a)
nµ =
(
2 +
4MR
L2
,
R2
L2
, 0, 0
)
, (5b)
mµ =
R√
2 (L2 − iaRcosϑ)
(
−iasinϑ, 0,−1,− i
sinϑ
)
.
(5c)
Here R is the compactified radial coordinate, related
to the Boyer-Lindquist radial coordinate by
r ≡ L
2
R
, (6)
with L a constant parameter (R = 0 thus corre-
sponds to future null infinity).
With this tetrad and metric, the only nonzero
Weyl scalar is
Ψ2 = − MR
3
(L2 − iaRcos (ϑ))3 , (7)
and the nonzero spin coefficients are
ρ =− R
(
a2R2 + L4 − 2L2MR)
2 (L2 − iaR cos(ϑ))2 (L2 + iaR cos(ϑ)) ,
(8a)
µ =
R
−L2 + iaR cos(ϑ) , (8b)
τ =
iaR2 sin(ϑ)√
2 (L2 − iaR cos(ϑ))2 , (8c)
pi =− iaR
2 sin(ϑ)√
2 (a2R2 cos2(ϑ) + L4)
, (8d)
 =
R2
(
a2(−R)− ia cos(ϑ) (L2 −MR)+ L2M)
2 (L2 − iaR cos(ϑ))2 (L2 + iaR cos(ϑ)) ,
(8e)
α =
R cot(ϑ)√
2 (2L2 + 2iaR cos(ϑ))
, (8f)
4
β =
R
(−L2 cot(ϑ) + iaR sin(ϑ) (csc2(ϑ) + 1))
2
√
2 (L2 − iaR cos(ϑ))2 .
(8g)
The coefficients α and β are singular at the poles
(ϑ = 0, $), but when expanded out in the equations
of motion they only appear with other terms that in
combination are regular there. Other than this, all
spin coefficients are regular in the domain of inter-
est, namely on the black hole horizon and the region
exterior to it. Notice that with the Kinnersley tetrad
 = 0, but we have rotated to a tetrad where γ = 0
instead.
The quantities above are sufficient to completely
determine the Teukolsky and metric reconstruction
equations, and so for brevity we do not write out the
explicit form of the Kerr metric in these coordinates.
C. Choice of linearized metric gauge and
linearized tetrad
After computing Ψ(1)4 , we need to specify a gauge
in which to reconstruct the first order metric; we
choose the outgoing radiation gauge, defined by the
following conditions:
hµνn
µ =0, (9a)
gµνhµν =0. (9b)
For type D background spacetimes one can always
impose the outgoing (or ingoing) radiation gauge,
despite the fact that this imposes five conditions on
the linear metric [41]. The only nonzero tetrad pro-
jections of hµν in outgoing radiation gauge are
hll ≡hµν lµlν , (10a)
hlm ≡hµν lµmν , (10b)
hmm ≡hµνmµmν , (10c)
and the complex conjugates of the last two, i.e.
hlm¯ ≡ hµν lµm¯ν and hm¯m¯ ≡ hµνm¯µm¯ν .
As detailed in Appendix B, in this gauge we can
choose the linearly perturbed tetrad vectors so that
the first order corrections to the derivative operators
are
D(1) =− 1
2
hll∆, (11a)
∆(1) =0, (11b)
δ(1) =− hlm∆ + 1
2
hmmδ¯. (11c)
D. Metric reconstruction equations
Our metric reconstruction procedure consists of
solving a nested set of transport equations that are
derived by linearly expanding some of the Bianchi
and Ricci identities in the NP formalism; see Ap-
pendix B. Unlike metric reconstruction procedures
that use “Hertz potentials” (see e.g. [36]), our
method directly reconstructs the metric from Ψ(1)4 .
The basic idea of this metric reconstruction pro-
cedure was first described by Chandrasekhar [38].
One advantage of our implementation of Chan-
drasekhar’s idea is that it does not require using any
specific features of a particular coordinate system
beyond the gauge and tetrad choices we have already
stated; a similar approach has recently been rigor-
ously analyzed by Andersson et. al. [42]. A disad-
vantage of our implementation though is that outgo-
ing radiation gauge is incompatible with most forms
of source term, including from matter with a stress
energy tensor that is not trace-free, or that coming
from first order vacuum perturbations3. Therefore,
we can compute the gravitational wave perturbation
Ψ4 to second order, but the metric tensor only to
first order. Recently [43] proposed a method based
(in part) on Hertz potentials that does not seem to
have such restrictions. However, for our purposes
we believe our method is more straightforward to
implement (see our companion paper [1] for more
discussion on these different approaches to recon-
struction).
Given a solution Ψ(1)4 to the Teukolsky equation,
below are the transport equations we solve to recon-
struct the first order metric:
− (∆ + 4µ) Ψ(1)3 + (ð− τ) Ψ(1)4 = 0, (12a)
− (∆ + µ+ µ¯)λ(1) −Ψ(1)4 = 0, (12b)
− (∆ + 3µ) Ψ(1)2 + (ð− 2τ) Ψ(1)3 = 0, (12c)
− (∆− µ+ µ¯)hm¯m¯ − 2λ(1) = 0, (12d)
3 We note though that the general approach of reconstructing
the metric by solving a series of nested transport equations
does not require one use the radiation gauges; indeed nei-
ther Chandrasekhar [38] nor Andersson et. al. [42] use a
radiation gauge. In a different gauge one could presumably
reconstruct the metric in the presence of linearized matter
perturbations. That being said, using a radiation gauge
greatly simplifies and reduces the number of metric recon-
struction equations that we need to solve, and is sufficient
for solving for the dynamics of the second order Weyl scalar
Ψ
(2)
4 about a Kerr background.
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−∆pi(1) −Ψ(1)3 − (p¯i + τ)λ(1)
+
1
2
µ (p¯i + τ)hm¯m¯ = 0, (12e)
− (∆ + µ¯)hlm¯ − 2pi(1) − τhm¯m¯ = 0, (12f)
− (∆ + µ¯) (µhll)− µ (ð + p¯i + 2τ)hlm¯
−2Ψ(1)2 − pi
(
ð′ − pi)hmm
+
(
µð′ − 3µpi + 2µ¯pi − 2µτ¯)hlm
−2 (ð + p¯i)pi(1) − 2pip¯i(1) = 0. (12g)
We solve the equations in the sequence listed, in each
step obtaining one of the following set of unknowns:
{Ψ(1)3 , λ(1),Ψ(1)2 , hm¯m¯, pi(1), hlm¯, hll}. We set the ini-
tial values for all these quantities to zero; as ex-
plained in the Introduction and Sec. IV, this choice
is consistent from the ingoing slice v = vu shown
in Fig.1 onward (i.e. for v ≥ vu), as long as the
initial data for Ψ(1)4 only contains azimuthal modes
|m| ≥ 2.
E. Source term for the second order
perturbation Ψ(2)4
Having computed the linearized metric, we can
then solve for the second order perturbation of the
Weyl scalar, Ψ(2)4 . As was first shown in [35], the
equation of motion for Ψ(2)2 can be written as
T Ψ(2)4 = S [hµν ] , (13)
where T is the Teukolsky operator (Eq. (3)), and S
is the “source” term which depends on the first or-
der perturbed metric. The general expression for S
is given in [1, 35]. Here we write it down in outgo-
ing radiation gauge and with our background tetrad
choice (see Appendix B for a derivation):
S = (∆ + 4µ+ µ¯) sd +
(
ð′ + 4pi − τ¯) st, (14)
where
sd ≡1
2
hll (∆ + µ) Ψ
(1)
4 + Ψ
(1)
4
[
1
2
(ð + p¯i + 2τ)hlm¯
+ (∆− µ+ µ¯)hll − 1
2
(
ð′ − 5pi − 4τ¯)hlm]
− 1
2
Ψ
(1)
3
[
(ð + p¯i + τ)hm¯m¯ + (∆− 2µ+ µ¯)hlm¯
]
−
(
hlm¯∆− 1
2
hm¯m¯ð− 4pi(1)
)
Ψ
(1)
3 − 3λ(1)Ψ(1)2 ,
(15a)
st ≡− hlm (∆ + µ+ 2µ¯) Ψ(1)4 +
1
2
hmmð′Ψ
(1)
4
+ Ψ
(1)
4
[
p¯i(1) −∆hlm +
(
ð′ − 1
2
pi − 1
2
τ¯
)
hmm
]
.
(15b)
III. MEASUREMENT OF THE
GRAVITATIONAL WAVE AT FUTURE NULL
INFINITY
For outgoing radiation at future null infinity in an
asymptotically flat coordinate system there is a sim-
ple relation between Ψ(1)4 and the linearized metric
(e.g. [25]):
lim
r→∞Ψ
(1)
4 = −
1
2
(
∂2t h+ − i∂2t h×
)
, (16)
where the + and × subscripts refer to the “plus” and
“cross” polarizations of the gravitational wave. From
this we can then also calculate other quantities of
interest, such as the energy and angular momentum
radiated to future null infinity.
As is discussed in [35] (see Sec III.C and Sec. IV
therein), Ψ(2)4 is in general not invariant under gauge
or tetrad transformations that are first order in mag-
nitude (it is invariant under second order transfor-
mations). This complicates the interpretation of
Ψ
(2)
4 , unless the gauge/tetrad is fixed in an appro-
priate way, or as outlined in [35], a gauge invari-
ant object is calculated that by construction reduces
to Ψ(2)4 in the desired gauge at null infinity. Here,
because we use the outgoing radiation gauge in an
asymptotically flat representation of Kerr, and our
first order correction to the tetrad (B1a) amounts
to a Class II transformation that leaves Ψ4 invari-
ant [38], we can directly interpret Ψ(2)4 as we do Ψ
(1)
4
in (16) at future null infinity.
IV. INITIAL DATA
As discussed in the introduction and illustrated
in Fig. 1 there, on our T = 0 initial data surface i0
we set Ψ(1)4 to be nonzero and smooth over a com-
pact region p0 ⊂ i0, and set the rest of our evo-
lution variables (the metric reconstructed variables
{hll, hlm¯, hm¯m¯,Ψ(1)3 ,Ψ(1)2 , λ(1), pi(1)}, and Ψ(2)4 ) to be
zero everywhere on i0. The initial data is consistent
if it satisfies all of the Einstein equations to the rele-
vant order in perturbation theory. Our choice of ini-
tial data is in general only consistent in the comple-
6
rmax/M Tmw/M
3 ∼ 9
5 ∼ 15
10 ∼ 28
50 ∼ 114
TABLE I. Example minimum wait times, Tmw, before
constraint violating region exits computational the do-
main, and we begin evolving Ψ(2)4 .
ment of p0, and then only, as discussed in the follow-
ing subsection, for angular components with l ≥ 2.
As the reconstructed metric variables are advected
along nµ (the principal part of their corresponding
transport equations is ∆), the constraint violating
modes in our initial data will also be advected along
nµ, into the black hole. As the constraint violating
region is restricted to the initial compact region p0,
within a finite amount of evolution time all of the
l ≥ 2 constraint violating modes will propagate off
our computational domain.
To estimate how long we must wait until the con-
straint violating modes are advected into the black
hole, we compute the travel time along nµ from the
outermost point Rmin of the support of Ψ
(1)
4 on the
initial data slice to the black hole horizon RH (recall
that R increases toward the horizon). From
∆f = nµ∂µf =
(
2 +
4MR
L2
)
∂T f +
R2
L2
∂Rf, (17)
we see that along the characteristic we can write
dT
dR
=
L2
R2
(
2 +
4MR
L2
)
. (18)
Thus the time we need to wait is
Tmw
M
=
∫ RH
Rmin
dR
M
L2
R2
(
2 +
4MR
L2
)
,
=
2L2
M
(
1
Rmin
− 1
RH
)
+ 4ln
(
RH
Rmin
)
. (19)
Using the relation r ≡ L2/R to convert to Boyer-
Lindquist r, with rmax ≡ L2/Rmin, and for a con-
servative estimate of the wait time setting rH ≡
L2/RH = M , Table I gives several wait times for
illustration.
A. Modes |m| = 0, 1
A field of spin weight s and angular number m
has angular support over modes l ≥ max (|s|, |m|)
(see Appendix D). Essentially because of this, and
as is well known, the s = −2 field Ψ(1)4 can not de-
scribe changes to the Kerr spacetime mass (l = 0
modes) and spin (l = 1 modes), nor can it fix spu-
rious gauge modes with support over those angular
numbers [44]. Moreover, as the mass and spin modes
do not propagate, we cannot simply begin with a
constraint violating region of compact support and
expect the constraint violating modes to propagate
off our domain in some finite amount of time (as
they do for l, |m| ≥ 2 propagating modes). In order
to obtain fully consistent evolution we would need
to add in consistent l = 0, 1 data everywhere on our
initial data surface4.
We leave constructing such nontrivial initial data
for future research, and content ourselves with met-
ric reconstruction for |m| ≥ 2 modes. We note that
while we can only reconstruct the metric over an-
gular modes l, |m| ≥ 2, we can still compute their
contribution to the evolution of Ψ(2)4 for |m| = 0, 1,
as that field only has support over angular numbers
l ≥ 2. In particular, for the examples presented here
we can still consistently compute the contribution of
the m = −2 and m = 2 metric reconstructed fields
to the evolution of the m = 0 mode of Ψ(2)4 .
V. CODE IMPLEMENTATION DETAILS
In this section we describe the details of our nu-
merical implementation. The code can be down-
loaded at [37]. A Mathematica notebook that con-
tains our derivations of the equations of motion in
coordinate form can be downloaded at [47].
A. Teukolsky & Metric reconstruction
equations in coordinate form
One can economically write a master equation for
both the spin s = −2 equation governing Ψ4 (3), and
the spin s = 2 equation governing Ψ0 (see [25]), so
we do that here, though the rest of the paper deals
exclusively with Ψ4.
4 Determining consistent l = 0, 1 data is sometimes called
“completing the metric reconstruction” procedure in the
gravitational self-force literature and remains only a par-
tially solved problem in that field; e.g. [45, 46] and refer-
ences therein.
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Following [25], we define the functions ψ(1)4 and
ψ
(1)
0 via
Ψ
(1)
4 ≡Rψ(1)4 , (20a)
Ψ
(1)
0 ≡R
(
Ψ2
M
)4/3
ψ
(1)
0 , (20b)
which are motivated by the “peeling theorem”[39]:
we expect Ψ(1)4 ∼ 1/r = R and Ψ(1)0 ∼ 1/r5 ∼ R5.
We next multiply the NP form of the Teukolsky
equation Eq. (3) (and its analogue spin 2 version)
by 2ΣBL/R (ΣBL ≡ r2 +a2cos2ϑ) to make the lead-
ing order terms finite at R = 0 (future null infin-
ity). These scalings allow one to directly solve for
and read off the gravitational waves at infinity as
finite, non-zero fields. The resultant spin s = ±2
Teukolsky equation, in terms of these variables in
our coordinates and tetrad, is
[
8M
(
2M − a
2R
L2
)(
1 +
2MR
L2
)
− a2sin2ϑ
]
∂2Tψ
(1) − 2
[
L2 − (8M2 − a2) R2
L2
+ 4
a2M
L
R3
L3
]
∂T∂Rψ
(1)
−
(
L2 − 2MR+ a2R
2
L2
)
R2
L2
∂2Rψ
(1) − s /∆ψ(1) + 2a
(
1 +
4MR
L2
)
∂T∂φψ
(1) + 2a
R2
L2
∂R∂φψ
(1)
+2
[
2M
(
−s+ (2 + s)2MR
L2
− 3a
2R2
L4
)
− a
2R
L2
+ isacosϑ
]
∂Tψ
(1)
+2R
[
−(1 + s) + (s+ 3)MR
L2
− 2a
2R2
L4
]
∂Rψ
(1) +
2aR
L2
∂φψ
(1) + 2
[
(1 + s)
MR
L2
− a
2R2
L4
]
ψ(1) = 0,
(21)
where s should be set to −2 (2) if ψ(1) = ψ(1)4 (ψ(1)0 ), and s /∆ is the spin-weight s Laplace-Beltrami operator
on the unit two-sphere; see Appendix D.
We rewrite Eq. (21) as a system of first order partial differential equations by defining
P (1) ≡
[
8M
(
2M − a
2R
L2
)(
1 +
2MR
L2
)
− a2sin2ϑ
]
∂Tψ
(1) − 2
(
L2 − (8M2 − a2) R2
L2
+ 4
a2M
L
R3
L3
)
∂Rψ
(1)
+2a
(
1 +
4MR
L2
)
∂φψ
(1) + 2
[
2M
(
−s+ (2 + s)2MR
L2
− 3a
2R2
L4
)
− a
2R
L2
+ isacosϑ
]
ψ(1), (22a)
Q(1) ≡∂Rψ(1). (22b)
We decompose the fields in terms of eimφ, as the
equations of motion are invariant under shifts in φ.
Defining
v(T,R, ϑ, φ) ≡
P (1)(T,R, ϑ)Q(1)(T,R, ϑ)
ψ(1)(T,R, ϑ)
 eimφ, (23)
and factoring out the overall factor of eimφ, we can
write the Teukolsky equation as
∂Tv = A∂Rv + Bs /∆v + Cv, (24)
where A, B, and C are matrices that can be straight-
forwardly evaluated from Eqs. (21-23). We em-
pirically find for very rapidly rotating black holes
(a/M & 0.99) that the “constraint” Q − ∂Rψ4 = 0
is poorly maintained by free evolution. To amend
this, we evolve our runs by imposing the constraint
Q = ∂Rψ4 at each intermediate step of our time
solver (fourth order Runge-Kutta scheme; see e.g.
[48]), and not freely evolving Q. A test that our
Teukolsky solver gives solutions that converge to the
continuum Teukolsky equation then comes from our
check that the late time behavior of Ψ(1)4 matches
the behavior of a mode that one would expect for
a s = −2, l = max [|s|, |m|] quasinormal mode (see
Sec. VH).
Using the coordinate forms of the tetrad Eq. (C20)
and NP scalars Eq. (8), it is straightforward to write
the metric reconstruction equations (12) and direc-
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tional derivative operator ∆ (1) in coordinate form;
the full expressions are not particularly illuminat-
ing, so we do not give their explicit form here. Their
full form can be found in the Mathematica notebook
[47]. We describe how we evaluate the GHP deriva-
tives ð and ð′ in Sec. VC.
B. Pseudo-spectral evolution
We numerically solve the Teukolsky equation
Eq. (24) and the metric reconstruction equations
Eq. (12) using pseudo-spectral methods. Here we re-
view the basic elements of pseudo-spectral methods
that we implemented in our code; see, e.g. [49–51]
for a general discussion of these methods. As men-
tioned, the equations of motion are invariant under
shifts of φ, so we first decompose all variables in
terms of definite angular momentum number m
η(T,R, ϑ, φ) ≡ η[m](T,R, ϑ)eimφ. (25)
For a given m then, we have to solve a 1 + 2
(T+(R,ϑ)) dimensional system of partial differential
equations.
We expand the fields as a sum of Chebyshev
polynomials and spin-weighted spherical harmonics.
Writing
Rmax ≡L
2
r+
, (26a)
x ≡2 R
Rmax
− 1, (26b)
y ≡− cosϑ, (26c)
we have
η[m](T, x, y) =
∑
n,l
η
[m]
nl (T )Tn(x)sP
m
l (y), (27)
where Tn is the nth Chebyshev polynomial,
Tn(x) ≡ cos (n arccos (x)) , (28)
and sPml is a spin-weighted associated Legendre
polynomial (see Appendix D). We use the spin
weight s of a quantity (related to how it scales un-
der certain tetrad transformations) as introduced by
GHP [40]. All NP scalars except for {α, β, , γ} have
a definite spin weight, as do our first order metric
projections; see Table. (II) for a listing of the spin
weights and radial falloff of the variables we solve for
in our code. Expanding each field with the match-
ing spin-weighted spherical harmonic sPml ensures
variable spin weight falloff
Ψ
(1)
4 , λ
(1), hm¯m¯ -2 r−1
Ψ
(1)
3 , pi
(1), hlm¯ -1 r−2
Ψ
(1)
2 , hll 0 r
−3
TABLE II. Spin weight and falloff of key variables. The
falloff is derived by assuming Ψ(1)4 ∼ 1/r, and then con-
sidering the metric reconstruction equations (12); these
falloffs are consistent with the “peeling theorem” [39] and
with what we observe in our code output. See [1] for a
more detailed discussion, in particular for a derivation of
the radial falloff of hll, which depends on several cancel-
lations in the equations of motion.
the fields automatically have the correct regularity
properties along the axis ϑ = 0, $.
We evaluate the Chebyshev polynomials at Gauss-
Lobatto collocation points, and move to/from
Chebyshev space using Fast Cosine Transforms
(FCT)5:
η(T, x, y)
FCT

FCT
∑
n
ηn(T, y)Tn(x). (29)
We evaluate the spin weighted associated Legendre
polynomials at the roots of the nth Legendre poly-
nomial, and move to/from spin-weighted spherical
harmonics using Gauss quadrature and direct sum-
mation
η(T, x, y)
Gauss quadrature

Summation
∑
l
ηl(T, x)sP
m
l (y). (30)
We evaluate radial derivatives by transforming to
Chebyshev space, then recursively use the relation
1
n+ 1
dTn+1
dx
− 1
n− 1
dTn−1
dx
= 2Tn, (31)
with the seed condition Tnmax+1 = 0 as we only ex-
pand out to nmax Chebyshev polynomials. All the
angular derivatives in our equations of motion ei-
ther appear in terms of the spin-weighted spherical
Laplacian s /∆, or in terms of the GHP covariant op-
erators ð and ð′; we discuss how we evaluate these
in Sec. VC below.
We evolve the equations in time with the method
of lines, specifically using a fourth-order Runge-
Kutta integrator (see e.g. [48]). We use a time
5 Specifically, we evaluate the Fast Cosine Transforms using
FFTW [52]; see [37].
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step ∆t of 9/max
(
N2x , N
2
y
)
, where Nx(Ny) is the
number of radial (angular) collocation points. After
each time step we apply an exponential filter to all
the evolved variables in spectral space:
cnl → exp
[
−A
{(
n
nmax
)p
+
(
l
lmax
)p}]
cnl.
(32)
For the results presented here we set A = −40 and
p = 16. We use A = −40 as e−40 ∼ 10−18 is roughly
the relative precision of the double precision float-
ing point arithmetic we used. We set p = 16 so
that spectral coefficients of low n and l are largely
unaffected by the filter. Note that the filter con-
verges away with increased resolution (i.e. larger
nmax, lmax). We found using a smooth spectral fil-
ter such as Eq. (32) (as opposed to simply zeroing cnl
above a certain (n, l)) was crucial to achieve stable
evolution for high spin (a & 0.99) black holes.
We evaluate the source term, Eq. (14) in two steps.
We first compute sd and st (Eqs. (15)), and then
Eq. (14). We can rewrite time derivatives in sd and
st in terms of spatial derivatives using the evolution
equations Eqs. (12), which can then be evaluated us-
ing pseudo-spectral methods (we use P to evaluate
∂tΨ
(1)
4 ). We compute the time derivative for, e.g.
(∆ + 4µ+ µ¯) sd by saving several time steps for sd
and evaluating ∂/∂T with a fourth order backward
difference stencil (again spatial derivatives are com-
puted using pseudo-spectral methods).
C. Evaluation of the GHP ð and ð′ operators
We can straightforwardly evaluate the background
NP scalars at each collocation point using Eqs. (8).
Using the expressions for the tetrad (C20), we can
also straightforwardly evaluate the NP derivatives
in Eq. (1). The only potential difficulty comes from
{α, β, δ, δ¯}, as they all contain components that go
as ∼ 1/sinϑ; i.e. they blow up on the coordinate
axis ϑ = 0, $. To obtain regular answers using
{α, β, δ, δ¯}, we use these terms in combinations that
have definite spin weight. In particular, these terms
only appear in combinations that make up the GHP
derivative operators {ð, ð′}, which do have definite
spin weight when acting on scalar fields of definite
spin weight6. In our coordinate system, these oper-
6 We have already substituted {ð, ð′} for {α, β, δ, δ¯} in the
metric reconstruction equations (12) and source terms
(14,15).
ators evaluate to
ðη =
R√
2
1
(L2 − iaRcosϑ) (−iasinϑ∂T + Ð) η
− ip√
2
aR2sinϑ
(L2 − iaRcosϑ)2 η, (33a)
ð′η =
R√
2
1
(L2 + iaRcosϑ)
(
iasinϑ∂T + Ð′
)
η
+
iq√
2
aR2sinϑ
(L2 + iaRcosϑ)
2 η, (33b)
where {Ð,Ð′} are the raising and lowering opera-
tors for spin weighted spherical harmonics; (see Ap-
pendix D), and {p, q} are the weights of the NP field
in question (see [40]). Note that we evaluate {Ð,Ð′}
in spectral space using the relations (D8) and (D9).
Written this way, the GHP derivatives are clearly
regular at ϑ = 0, $ (as they should be, as they are
GHP-covariant quantities).
D. Boundary conditions
We place the radial boundaries of our domain
at the black hole horizon and at future null infin-
ity, which is possible as our coordinates are hyper-
boloidally compactified and horizon penetrating (for
more of a discussion on hyperboloidal compactifica-
tions, see e.g. [53]). At these locations none of the
field characteristics point into our computational do-
main, so we do not need to impose boundary condi-
tions at those boundaries.
The polar boundaries of the computational do-
main ϑ = {0, $} are not boundaries of the physical
domain, and often in such situations regularity con-
ditions need to be applied there. However, as we
have rewritten all the equations so they are regular
at the poles, in particular in that we calculate an-
gular derivatives using the GHP ð and ð′ operators
applied to the correct spin weighted harmonic de-
composition of each variable, regularity is ensured
at ϑ = 0, $ without any additional conditions.
E. Second order equation and radial rescaling
For the second order perturbation, the corre-
sponding Teukolsky equation we solve is(
2ΣBL
1
R
)
T
(
Rψ
(2)
4
)
=
(
2ΣBL
1
R
)
S, (34)
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where T is the same spin weight −2 Teukolsky op-
erator in Eq. (3) as acts on the first order perturba-
tion, hence the coordinate form of the left hand side
is the same as in Eq. (21) with s = −2, but with
ψ
(1)
4 replaced with ψ
(2)
4 .
The different radial falloff behavior of different
NP scalars and first order metric fields can make it
challenging to accurately evaluate the source term
S using double precision arithmetic. To alleviate
some of this, in the code we use versions of these
quantities rescaled by their assumed falloff, as sum-
marized in Table II. We use a circumflex to de-
note the rescaled form of a variable; for example
Ψ
(1)
4 ≡ RΨˆ(1)4 , ρ ≡ Rρˆ, hlm¯ ≡ R2hˆlm¯, etc. Note the
radial derivative acting on a rescaled field is
∂Rf = R
n−1 (n+R∂R) fˆ . (35)
F. Evolution of different m modes
As the Kerr background is invariant under rota-
tions in φ, to linear order in perturbation theory
each m mode is preserved. To second order in per-
turbations there is mode mixing. In particular, from
the form of the source term, Eq. (14), and given at
present we only evolve a single magnitude |m| mode
of Ψ(1)4 in our code, we will have mixing of the form
{Ψ(1)[m]4 ,Ψ(1)[−m]4 } → {Ψ(2)[2m]4 ,Ψ(2)[0]4 ,Ψ(2)[−2m]4 }.
(36)
For any given run then we simultaneously evolve
first order perturbative modes with angular numbers
±m, and second order perturbations with angular
numbers {0,±2m}.
In astrophysical scenarios, we expect all m modes
to be excited, which would lead to more compli-
cated mode mixing: from the source term we see
any pair of first order modes m1,m2 will in general
produce the four second order modes ±m1 ± m2.
While our code can handle such cases, in this paper
we only consider mode mixing of the form [m] →
{[0], [±2m]}.
G. Functional form of our initial data
Here we present the specific functional form of
initial data for Ψ(1)4 , in terms of the evolved fields
{ψ4, Q, P} (as defined in Sec. VA above).
As discussed in the introduction, we choose initial
data for Ψ(1)4 that has compact support in r, to sim-
plify the initial conditions for the first order recon-
struction within the part of the domain where we
eventually solve for the second order perturbation
Ψ
(2)
4 . For ψ
(1)
4 (≡ rΨ(1)4 ), we choose the following
rescaled “bump function”
ψ
(1)[m]
4
∣∣
T=0
= (37)
a0
(
r−rl
ru−rl
)2 (
ru−r
ru−rl
)2
×exp
[
− 1r−rl − 2ru−r
]
sP
m
l0
(ϑ, φ) , rl < r < ru
0, otherwise
where ru > rl, a0, l0 and m are constants, and sPml
is a spin-weighted associated Legendre polynomial
(see Appendix D). We set Q(1) = ∂Rψ
(1)
4 as per its
definition Eq. (22b). We solve the following equation
for P (1) (Eq. (22a)) at T = 0 so that the initial
gravitational wave pulse is initially radially ingoing:
nT∂Tψ
(1)
4 + n
R∂Rψ
(1)
4 = 0. (38)
The reason for this choice is to minimize the
“prompt” response at future null infinity from an
outgoing pulse that would largely be a reflection of
the initial data, thus more quickly being able to mea-
sure the ringdown response of the black hole to the
perturbation.
H. Independent residuals and code tests
Our metric reconstruction procedure does not use
all of the Bianchi and Ricci identities; we can thus
use some of these “extra” equations as independent
residual checks of our numerical computation. We
directly evaluate the following Bianchi identity (see
Eq. (1.321.d) in [38]):
B3 ≡
(
ð′ + 4pi
)
Ψ
(1)
3
+ (−D − 4+ ρ) Ψ(1)4 − 3λ(1)Ψ2 = 0. (39)
Beginning from (Eq. (1.321.c) in [38]):(−ð′ − 3pi)Ψ(1)2 + (−ð′ − 3pi)(1) Ψ2
+ (D + 2− 2ρ) Ψ(1)3 =0, (40a)
using the first order perturbed equations for δ¯(1) in
Eq. (11c) and α(1) (see [1]), and the type D equa-
tions for Ψ2:
∆Ψ2 =− 3µΨ2, (41a)
ðΨ2 =3τΨ2, (41b)
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we obtain
B2 ≡
(
−3µhlm¯ − 3
2
τhm¯m¯ − 3pi(1)
)
Ψ2
− (ð′ + 3pi)Ψ(1)2 + (D + 2− 2ρ) Ψ(1)3 =0. (42)
Another nontrivial test of our computation is to
check that hll converges to a real function. The rea-
son it is not manifestly real in our code is because we
factor out definite harmonic angular φ dependence
from all variables via the complex function eimφ. It
turns out that inconsistent initial data (as we have
prior to v = vu in Fig. 1), as well as truncation er-
ror, introduces an imaginary component to hll after
we reassemble it from the rescaled code variables.
Specifically then, we check the following residuals
RH ≡ R
(
h
[m]
ll
)
−R
(
h
[−m]
ll
)
=0, (43a)
IH ≡ I
(
h
[m]
ll
)
+ I
(
h
[−m]
ll
)
=0, (43b)
where the superscript [m] denotes the corresponding
variable excluding an eimφ piece (see Eq. (25)).
Finally, we have also tested our Teukolsky solver
by evolving initial data with several different az-
imuthal numbers m, and various black hole spins,
and confirmed that the late time quasinormal mode
decay (before power law decay sets in) at null infin-
ity is consistent, to within estimated truncation er-
ror, with known parameters of the dominant l = m
mode7.
We have not implemented an independent residual
check for our source term S in Eq. (14). We are not
aware of, and have not been able to devise, a method
that can do so without knowledge of the full second
order metric. In the future we plan to check the
result with a full numerical relativity code, though
that will require some non-trivial work in providing
initial data for the latter consistent to second order
with our perturbative solution.
VI. NUMERICAL RESULTS
In this section we present two example scenarios,
first for a perturbation of a Kerr black hole with
spin a = 0.7, then for one with spin a = 0.998.
In both cases we choose m = 2 for the first order
perturbations’ azimuthal dependence, and show the
m = 0 and m = 4 second order Ψ(2)4 this produces.
7 We take these quasinormal ringdown frequencies from [54],
who computed them using Leaver’s method.
mass 0.5
spin 0.35 (a = 0.7)
low resolution Nx = 160, Nl = 28
med resolution Nx = 176, Nl = 32
high resolution Nx = 192, Nl = 36
Tw 2× Tmw ≈ 17.6M
m 2
l0 2
a0 0.1
rl 1.1× rH
ru 2.5× rH
TABLE III. Parameters for spin a = 0.7 black hole evolu-
tion (unless stated otherwise in the figure captions). Tw
is the “wait” time before starting the evolution of Ψ(2)4 ,
which we choose to be twice the “minimum” wait time
Tmw for the initial data we choose; see Sec. (IV).
A. Example evolution with black hole spin
a = 0.7
Here we consider a perturbation of a black hole
with spin a = 0.7, which is close to the value found
after the merger of two initially slowly-spinning, near
equal mass black holes (see e.g. [55]). The simula-
tion parameters are listed in Table. III.
In Fig. 2 we plot the absolute value of the real
and imaginary parts of Ψ(1),[m]4 , along with Ψ
(2),[2m]
4
and Ψ(2),[0]4 , measured at future null infinity. The
time offset between the start of the first and sec-
ond order components of the waveform is due to
the delayed integration start time Tw of the latter
compared to the former; T = Tw is twice the ear-
liest time we can begin the second order evolution
with a consistent source term. In Fig. 3 we plot
the absolute value of the real and imaginary parts
of Ψ(1)4 and S(2) on the black hole horizon; Fig. 4
shows a resolution study of the latter. The region
near the horizon is where the source term is most
significant (it decays faster than 1/r going to null
infinity), and as expected S(2) ∼
(
Ψ
(1)
4
)2
there. In
Fig. 5 we plot norms of the metric reconstruction
independent residuals discussed in Sec.VH, at three
different resolutions. After the constraint violating
portions have left the domain, we find roughly expo-
nential convergence to zero, in agreement with what
one would expect from a pseudo-spectral code with
a sufficiently small time step so that the time inte-
gration truncation error is subdominant.
Though this initial data is more to illustrate our
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FIG. 2. Behavior of the real (left) and imaginary (right) parts of r × Ψ(1),[m]4 (here m = 2) at future null infinity
(J+), compared with r ×Ψ(2),[2m]4 (top) and r ×Ψ(2),[0]4 (bottom), for the a = 0.7 case (see Table. III for simulation
parameters). For reference we show the same Ψ(1)4 data in the top and bottom panel for each case, though notice
the different vertical scales. Ψ(1)4 is initially zero as the data is compactly supported near the origin, and Ψ
(2)
4 is zero
until we begin its evolution at Tw = 17.6M ; see Fig. 6 for results with this turn-on time delayed to 2Tw and 3Tw.
The data is from the ‘high’ resolution run, and the truncation error estimate for all these functions remains . 1%
throughout the evolution.
solution scheme and is not astrophysically accurate,
it is useful to begin to understand the non-linear
response when the black hole is excited by the fun-
damental l = m = 2 quasinormal mode, in particu-
lar if we wait a sufficiently long time for overtones
present in the initial data to decay8. Fig. 2 suggests
T = Tw might not be early enough, as Ψ
(1)
4 has just
started to enter its decaying phase. In Fig. 6 then
we show results for the second order modes with
the evolution begun at 2Tw and 3Tw, in addition to
8 In a Kerr spacetime, setting initial data (37) with a single l0
mode of the spin-weighted Legendre polynomials sPml0 will
excite a spectrum of different l quasinormal modes mea-
sured at infinity, unless the black hole spin a = 0.
Tw depicted in Fig. 2. The later start times show
qualitatively similar behavior, except the amplitude
is lower by a factor close to the square of the de-
cay in the amplitude of Ψ(1)4 over the relevant delay
time. To help interpret the results further, in Fig. 7
we plot the normalized absolute value of the Fourier
transform of Ψ4, taken with two different windows:
an earlier time window to capture the prompt sec-
ond order response (but still sufficiently past T = 0
that the first order source is dominated by the sin-
gle decaying quasinormal mode), and a later time
window to show the late time behavior once second
order transient effects have decayed. Also shown for
reference are Fourier transforms of pure damped si-
nusoids corresponding to the dominant fundamental
quasinormal modes expected for each m.
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FIG. 3. Comparison of the magnitude of the real (left) and imaginary (right) components of Ψ(1)4 with the cor-
responding components of the second order source terms for S(2),[4] (top) and S(2),[0] (bottom), at the black hole
horizon, for the a = 0.7 case (Table III). For reference we show the same Ψ(1)4 data in the top and bottom panel for
each case.
These plots illustrate a couple of interesting as-
pects of the second order piece of a quasinormal
mode perturbation of an a = 0.7 spin Kerr black
hole. First, beginning with zero initial data for Ψ(2)4
on our T = const. slice, the response at future null
infinity builds up to a maximum over 1-2 local dy-
namical times scales, before settling down to a quasi-
normal mode-like decay. This is in part because
where the source term is most significant is spread
out over a region a few Schwarzschild radii about the
horizon, and in part because of our prompt start of
the second order evolution. Second, the source term
clearly excites the fundamental m = 0 and m = 4
quasinormal modes (i.e. solutions one would obtain
from the source-free Teukolsky equation), and these
dominate the late time response due to their slower
decay. Or said another way, suppose the late time
response was purely a driven mode, then (following
the behavior of the source term in Fig. 3) one would
expect the slope to be twice that of the first order
mode, and the amplitude of the second order piece
at a given late-time should not depend on the start
time, unlike what is shown in Figs. 2 and 6.9 From
the perspective of the Fourier transforms in Fig. 7,
for m = 4 the presence of this early time behavior
can be inferred by the narrower shape of the numer-
ical data curve compared to that of the fundamen-
tal quasinormal mode: the driven and fundamental
modes have essentially the same frequency to within
the resolution of the Fourier transform here, and de-
spite the more rapid decay of the former, the initial
9 All this behavior can qualitatively be captured by a
driven, damped harmonic oscillator model, d2y(t)/dt2 +
λ dy(t)/dt + ω2 y(t) = f(t), where the source f(t) is zero
before being turned on at time t0. In addition to the driven
(particular solution) response to f(t), demanding continu-
ity in y and dy/dt at t = t0 will generically require that the
fundamental modes (homogeneous solutions) of the oscilla-
tor are also excited then.
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FIG. 4. A resolution study of the real (left) and imaginary (right) parts of the second order source terms S(2)[4]
(top) and S(2)[0] (bottom) at the black hole horizon, for the a = 0.7 case (Table III). This demonstrates that we are
resolving the source terms until relatively late times (t/M ∼ 120 at high resolution).
growth phase (Fig. 6) makes the transform of their
sum look slightly closer to that of an undamped si-
nusoid (a delta function). The interpretation of the
m = 0 mode in this sense is less clear.
An implication of the above for ringdown stud-
ies are (caveats about the physical accuracy of our
initial data aside): if an l = m = 4 component is
searched for following a comparable mass merger,
given this mode’s low amplitude relative to the
l = m = 2 mode, in the first few cycles of ringdown
non-linear energy transfer from the l = m = 2 to
the l = m = 4 mode could be observable and should
be accounted for. Furthermore, once past this and
in the linear regime, the amplitude and phase of the
l = m = 4 mode that may be measured then would
differ from the linear evolution of what one could
consider as the “initial” amplitude and phase of this
mode excited by merger. With proposals to coher-
ently stack multiple detected events to search for
common subdominant modes that rely on knowledge
of predicted amplitudes and phases [56], this implies
non-linear effects need to be accounted for, either by
incorporating them in the models, or using the “fi-
nal” amplitudes and phases if only the linear portion
of the waveforms are included.
B. Example evolution with black hole spin
a = 0.998
Here we show results from a simulation of the
perturbation of a black hole with a spin near the
“Thorne limit” [57] a ∼ 0.998, which is expected
to be the maximum black hole spin that can be
achieved within a class of thin-disk accretion models.
Our simulation parameters are listed in Table. IV.
Note that the relevant dynamical timescale for a
near extremal black hole is Td ∼ M/
√
1− a. For
a = 0.998, Td ∼ 22M , so evolving for T ∼ 150M cor-
responds to T ∼ 7× Td, a considerably shorter time
in terms of Td than for a = 0.7. Given that it is com-
putationally intensive to evolve the a = 0.998 case
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FIG. 5. The discrete two norm (see Eq. (A1)) of independent residuals B3, B2, and H for metric reconstruction
(see respectively Eq. (39), Eq. (42), and Eq. (43)), for the spin a = 0.7 case, as a function of time for three different
resolutions (Table. III). We only begin to obtain convergence to zero once the region with inconsistent initial data
has left our computational domain (around t/M ∼ 10).
for a comparable number of dynamical timescales
with our present code, we leave investigating late
time effects to future work.
We show the same set of data as from the a = 0.7
runs : the magnitudes of Ψ(1)4 and Ψ
(2)
4 at future null
infinity (Fig.8), the magnitudes of Ψ(1)4 and S(2) at
the horizon (Fig.9), a resolution study of the latter
(Fig. 10), convergence of the metric reconstruction
independent residuals (Fig.11), the second order re-
sponse with varied start time (Fig.12), and Fourier
transforms of Ψ(1)4 and Ψ
(2)
4 at future null infinity
(Fig.13).
For the most part the interpretation of the results
is similar to the a = 0.7 case, taking into account
the shorter evolution time in terms of Td for the
a = 0.998 case. A notable difference though is a
significant non-oscillatory component to the second
order m = 0 mode. One can roughly understand
why such a component might appear given our initial
data for Ψ(1),[m]4 ∝ eiωRt−ωIt (we follow the quasinor-
mal mode convention where an exponential eiωt has
complex frequency ω ≡ ωR+iωI). Them = 0 source
term largely comes form reconstructed fields of the
form p[m] × q[m], where p[m], q[m] ∝ Ψ(1),[m]4 ; hence
their oscillatory components can cancel, leaving a
real exponential piece decaying at roughly twice the
rate of Ψ(1),[m]4 . For near extremal spins (in contrast
to the a = 0.7 case), this driven component has a de-
cay rate quite close to the fundamental m = 0, l = 2
harmonic 10, which is why it remains visible in the
waveform at late times. We find that how much of
an oscillatory vs pure exponential piece is visible in
either of the real or imaginary parts of Ψ(2),[0]4 de-
pends quite sensitively on the relative amplitudes
and phases of the real vs imaginary components of
Ψ
(1)
4 in the initial data.
10 See e.g. Table II of [58] for their a = 0.98 case, the closest
spin to our value that they list.
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FIG. 6. Comparison of the real (left) and imaginary (right) components of the second order Ψ(2),[4]4 (top) and Ψ
(2),[0]
4
(bottom) fields, from the same a = 0.7 first order perturbation depicted in Fig. 2, as a function of when we begin
evolving the second order field. Three cases are shown, including for reference the Tw case also shown in Fig. 2.
VII. CONCLUSION AND FURTHER
EXTENSIONS
We have presented a new numerical evolution
scheme to reconstruct the linear metric from the
Weyl scalar Ψ(1)4 in Kerr spacetimes, along with a
numerical implementation of the equations of motion
for the second order perturbation Ψ(2)4 (a more de-
tailed discussion of the analytic framework we used
is discussed in the Appendices of this paper, and
in our first paper [1]). This first implementation is
limited in several respects, and in the remainder of
this section we outline possible extensions that will
allow more direct application to our desired goals of
studying second order effects in post-merger black
hole ringdown, investigating gravitational wave tur-
bulence, and other related issues for rapidly rotating
Kerr black holes.
In this study we only considered mode coupling
from a single mode of angular number m, Ψ(1),[m]4 ,
to produce the frequency doubled second order com-
ponents Ψ(2),[2m]4 and Ψ
(2),[0]
4 . Astrophysically real-
istic sets of initial data will include many different
modes, and the second order perturbations for an m
mode will be a sum over all modes (m1,m2) such
that m1 + m2 = m. We leave exploring such more
complicated mode mixing to future work.
Constructing astrophysically realistic initial data
for Ψ(1)4 , and the l = 0, 1 components of the metric
and NP scalars that represent the changes in mass
and spin corresponding to the given Ψ(1)4 , remain
unsolved problems in black hole perturbation the-
ory. This will require specifying a Ψ(1)4 that matches
a desired scenario at T = 0, and then solving a set of
constraint equations. Solving the constraints is more
a technical issue, and there are several established
approaches one might take. Following a merger,
finding appropriate values of Ψ(1)4 (or equivalently
choosing the free initial data for hµν) describing the
perturbation of the remnant, is less well understood.
17
0.0 0.5 1.0 1.5 2.0 2.5 3.0
Mω
0.0
0.2
0.4
0.6
0.8
1.0
J +, a=0.7, m=2 ∣∣∣∣F [R(Ψ(1)4 )[m]]∣∣∣∣∣∣∣∣F [R(Ψ(2)4 )[2m]]∣∣∣∣∣∣∣∣F [R(Ψ(2)4 )[0]]∣∣∣∣
(a) FR, window (53M, 150M)
0.0 0.5 1.0 1.5 2.0 2.5 3.0
Mω
0.0
0.2
0.4
0.6
0.8
1.0
J +, a=0.7, m=2 ∣∣∣∣F [I (Ψ(1)4 )[m]]∣∣∣∣∣∣∣∣F [I (Ψ(2)4 )[2m]]∣∣∣∣∣∣∣∣F [I (Ψ(2)4 )[0]]∣∣∣∣
(b) FI, window (53M, 150M)
0.0 0.5 1.0 1.5 2.0 2.5 3.0
Mω
0.0
0.2
0.4
0.6
0.8
1.0
J +, a=0.7, m=2 ∣∣∣∣F [R(Ψ(1)4 )[m]]∣∣∣∣∣∣∣∣F [R(Ψ(2)4 )[2m]]∣∣∣∣∣∣∣∣F [R(Ψ(2)4 )[0]]∣∣∣∣
(c) FR, window (88M, 150M)
0.0 0.5 1.0 1.5 2.0 2.5 3.0
Mω
0.0
0.2
0.4
0.6
0.8
1.0
J +, a=0.7, m=2 ∣∣∣∣F [I (Ψ(1)4 )[m]]∣∣∣∣∣∣∣∣F [I (Ψ(2)4 )[2m]]∣∣∣∣∣∣∣∣F [I (Ψ(2)4 )[0]]∣∣∣∣
(d) FI, window (88M, 150M)
FIG. 7. Normalized absolute value of the Fourier Transform (A3) of the real (left) and imaginary (right) parts of
Ψ
(1),[2]
4 , Ψ
(2),[4]
4 , and Ψ
(2),[0]
4 , taken over two different windows, for the a = 0.7 case (see Table III). The data for
the second order components come from the 3Tw start time (see Fig.6). The window for the top panels is from
[3Tw, 150M ], thus including the early time behavior of the response, while for the bottom panels is [5Tw, 150M ] to
focus on the late time response. The darker plotted lines are from the numerical output, while the lighter plotted lines
are the Fourier transform of e−ωI tsin (ωRt) with damping time 1/ωI and frequency ωR of the l = m (e.g. l = 2,m = 2)
quasinormal mode for an a = 0.7 spin black hole computed via Leaver’s method (taken from [54]).
One possible approach to tackle this is to follow the
lines of earlier analytical studies, including the close
limit approximation to comparable mass black hole
mergers [59], or related work done for the EMRI
problem [60, 61]. Another approach might be to
map the data from a constant time slice of a full
numerical simulation to our coordinates, and try to
extract a perturbation relative to the late time Kerr
solution. (And we note that, as discussed in more
detail in the companion paper [1], our goal is not
to simply “solve” for the post merger waveform to
second order; numerical relativity can already give
us the full nonlinear solution as accurately as com-
puter resources allow. Rather, we want to be able to
interpret ringdown studies in terms of quasinormal
modes, which requires understanding the waveform
at a quantitative level that the full “answer”, in terms
of a waveform by itself, cannot give.)
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FIG. 8. Behavior of the real (left) and imaginary (right) parts of r × Ψ(1),[m]4 (here m = 2) at future null infinity
(J+), compared with r×Ψ(2),[2m]4 (top) and r×Ψ(2),[0]4 (bottom), for the a = 0.998 case (see Table. IV for simulation
parameters). As with the data shown for the a = 0.7 case in Fig.2, the truncation error estimates are less than ∼ 1%
throughout.
A last area of future work we mention is to inves-
tigate whether one can adapt our scheme to a gauge
condition that is less restrictive on matter/effective
matter in the spacetime than the outgoing radiation
gauge. For at present we cannot study (for example)
the EMRI problem, where there is a matter source
representing the small body, and we cannot recon-
struct the second order metric corresponding to the
second order piece of Ψ4. To list two potential ways
forward, it may be possible to continue to work in
a radiation gauge but evolve a “corrector tensor” to
include matter fields as in [43], or to directly recon-
struct the metric in a different gauge, as is done in
[38, 42].
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FIG. 9. Comparison of the magnitude of the real (left) and imaginary (right) components of Ψ(1)4 with the
corresponding components of the second order source terms for S(2),[4] (top) and S(2),[0] (bottom), at the black
hole horizon, for the a = 0.998 case (Table III).
Appendix A: Conventions for discrete norms
and Fourier transforms
As fields are typically complex in the NP formal-
ism, the discrete two norm of a field f at a time level
n is defined to be the sum
|f(tn)|2 ≡(
1
NxNy
Nx∑
i=1
Ny∑
j=1
(
(Rf(tn, ri, ϑj))2
+ (If(tn, ri, ϑj))2
))1/2
. (A1)
Our conventions for the Fourier transform are
fˆ(ω) =
∫ ∞
−∞
dte−iωtf(t),
f(t) =
∫ ∞
−∞
dω
2pi
eiωtfˆ(ω). (A2)
And we define a normalized Fourier transform by
N fˆ(ω) ≡ 1
maxfˆ
|fˆ(ω)|. (A3)
For reference the absolute value of the Fourier trans-
form of f(t) = Θ(t)e−ωItsin (ωRt) is∣∣∣fˆ(ω)∣∣∣ = ωR√
(ω2R + ω
2
I − ω2)2 + 4ω2Iω2
. (A4)
Appendix B: Derivation of metric
reconstruction equations and source term in the
outgoing radiation gauge
1. Tetrad, gauge, and first order spin
coefficients
We assume the background is type D, that the
background tetrad has been chosen to set Ψ0 = Ψ1 =
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FIG. 10. A resolution study of the real (left) and imaginary (right) parts of the second order source terms S(2)[4]
(top) and S(2)[0] (bottom) at the black hole horizon, for the a = 0.998 case (Table IV). This demonstrates that we
are resolving the source terms over the entire integration time (T = 0, 150M).
Ψ3 = Ψ4 = κ = σ = ν = λ = 0, the linearized tetrad
is as in (11a), and we are using outgoing radiation
gauge for the first order metric perturbation (9a).
For the Kerr spacetime we can also rotate the back-
ground tetrad to set γ = 0 (see Sec. C), and we
assume we have done this.
It is worth noting that the tetrad components
of the metric perturbation (10a) are all scalars of
definite spin and boost weight, which we catalogue
in Table V (for the angular tetrad projections we
list the spin and boost of their complex conjugates,
which is what we mostly use).
We can write the first order perturbed tetrad in
terms of the background tetrad. Following [62] (see
also [1, 35]) we have
l(1)µ =
1
2
hllnµ, (B1a)
n(1)µ =0, (B1b)
m(1)µ =hlmnµ −
1
2
hmmm¯µ, (B1c)
which then immediately gives the expressions for the
perturbed derivative operators listed in (11a).
With the above choices for the tetrad/gauge, we
find the following first order corrections to the spin
coefficients (for the more general version of these
expressions, without the choice of ingoing radiation
gauge and γ = 0, see [1]):
κ(1) = (D − 2− ρ¯)hlm
− 1
2
(δ − 2α¯− 2β + p¯i + τ)hll, (B2a)
λ(1) =− 1
2
(∆− µ+ µ¯)hm¯m¯, (B2b)
σ(1) =
1
2
(D − 2+ 2¯+ ρ− ρ¯)hmm
− (p¯i + τ)hlm, (B2c)
(1) =− 1
4
(∆− µ+ µ¯)hll
− 1
4
(δ − 2α¯+ p¯i + 2τ)hlm¯
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FIG. 11. The discrete two norm (see Eq. (A1)) of independent residuals B3, B2, and H for metric reconstruction
(see respectively Eq. (39), Eq. (42), and Eq. (43)), for the spin a = 0.998 case, as a function of time for three different
resolutions (Table. IV). We only begin to obtain convergence to zero once the region with inconsistent initial data
has left our computational domain (around t/M ∼ 5).
+
1
4
(
δ¯ − 2α− 3pi − 2τ¯)hlm, (B2d)
ρ(1) =
1
2
µhll +
1
2
(
δ¯ − 2α− pi)hlm
− 1
2
(δ − 2α¯+ p¯i + 2τ)hlm¯, (B2e)
α(1) =− 1
4
(∆− 2µ+ µ¯)hlm¯
− 1
4
(δ − 2α¯+ p¯i + τ)hm¯m¯, (B2f)
β(1) =− 1
4
(∆ + µ+ 2µ¯)hlm
+
1
4
(
δ¯ + 2β¯ − pi − τ¯)hmm, (B2g)
pi(1) =− 1
2
(∆ + µ¯)hlm¯ − 1
2
τhm¯m¯, (B2h)
τ (1) =
1
2
(∆ + µ)hlm − 1
2
pihmm. (B2i)
The following perturbed NP scalars are zero
ν(1) = γ(1) = µ(1) = 0. (B3)
Notice that
pi(1) + τ¯ (1) =− 1
2
(p¯i + τ)hm¯m¯. (B4)
so it is straightforward to find, e.g. τ¯ (1) once we
know pi(1) and hm¯m¯.
2. Reconstructing the metric from Ψ(1)4
Here we list the sequence of step we use to recon-
struct all the metric coefficients hll, hlm¯, and hm¯m¯
from the curvature component Ψ(1)4 .
1. With Ψ(1)4 one can find Ψ
(1)
3 and λ
(1). We begin
with the following Bianchi identity (Eq. (1.321.h)
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FIG. 12. Comparison of the real (left) and imaginary (right) components of the second order Ψ(2),[4]4 (top) and Ψ
(2),[0]
4
(bottom) fields, from the same a = 0.998 first order perturbation depicted in Fig. 8, as a function of when we begin
evolving the second order field. Three cases are shown, including for reference the Tw case also shown in Fig. 8.
in [38]):
3νΨ2 − 2 (γ + 2µ) Ψ3
+ (4β − τ) Ψ4 + δ (Ψ4)−∆ (Ψ3) = 0; (B5)
linearizing this gives
3ν(1)Ψ2 − 4µΨ(1)3
+ (4β − τ) Ψ(1)4 + δΨ(1)4 −∆Ψ(1)3 = 0. (B6)
Using the gauge condition (B3) and writing out
the NP {δ, δ¯} derivatives in terms of the GHP
derivatives {ð, ð′}, i.e. ðΨ(1)4 = (δ + 4β)Ψ(1)4 , we
obtain
(ð− τ) Ψ(1)4 − (∆ + 4µ) Ψ(1)3 =0. (B7)
The above is a first order differential equation for
Ψ
(1)
3 in terms of the known Ψ
(1)
4 . Similarly, the
linearization of
λ (3γ − γ¯ + µ+ µ¯)− ν (3α+ β¯ + pi − τ¯)
+ Ψ4 + ∆ (λ)− δ¯ (ν) = 0 (B8)
(Eq. (1.310.j) in [38]) gives
−Ψ(1)4 − (∆ + µ+ µ¯)λ(1) =0, (B9)
a differential equation for λ(1).
2. With Ψ(1)3 we can find Ψ
(1)
2 . The linearization of
2νΨ1 − 3µΨ2 + 2βΨ3 − 2τΨ3
+ σΨ4 + δ (Ψ3)−∆ (Ψ2) = 0 (B10)
(Eq. (1.321.g) of [38]) gives
− 3µΨ(1)2 + 2βΨ(1)3 − 2τΨ(1)3
+ σΨ
(1)
4 + δΨ
(1)
3 −∆Ψ(1)2 = 0. (B11)
By using ðΨ(1)3 = (δ + 2β)Ψ
(1)
3 , we obtain the
desired differential equation for Ψ(1)2 :
(ð− 2τ) Ψ(1)3 − (∆ + 3µ) Ψ(1)2 =0. (B12)
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FIG. 13. Normalized absolute value of the Fourier Transform (A3) of the real (left) and imaginary (right) parts of
Ψ
(1),[2]
4 , Ψ
(2),[4]
4 , and Ψ
(2),[0]
4 , taken over two different windows, for the a = 0.998 case (see Table IV). As in Fig.7
for the a = 0.7 case, the data for the second order components come from the 3Tw start time (see Fig.12), the
top (bottom) panels use a [3Tw, 150M ] ([5Tw, 150M ]) window, darker lines are from the numerical output, and the
lighter lines are the Fourier transforms of the corresponding quasinormal modes of a spin a = 0.998 black hole. The
small angular oscillations in the measured Fourier transforms are due to our (Dirichlet) windowing of the measured
waveform.
3. With λ(1) we can now solve for hm¯m¯ using (B2b).
4. With λ(1), hm¯m¯, and Ψ
(1)
3 we can find pi
(1). Using
the linearization of
(3+ ¯) ν − γpi + γ¯pi − λ (p¯i + τ)
− µ (pi + τ¯)−Ψ3 +D (ν)−∆ (pi) = 0, (B13)
(Eq. (1.310.i) of [38]) namely,
−λ(1) (p¯i + τ)− µ (pi + τ¯)(1)
−Ψ(1)3 −∆pi(1) = 0, (B14)
and using (B4) gives the differential equation to
solve for pi(1):
−λ(1) (p¯i + τ) + 1
2
µ (p¯i + τ)hm¯m¯
−Ψ(1)3 −∆pi(1) = 0. (B15)
5. With pi(1) and hm¯m¯ we can solve for hlm¯ using
(B2h).
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mass 0.5
spin 0.499 (a = 0.998)
low resolution Nx = 176, Nl = 32
med resolution Nx = 192, Nl = 36
high resolution Nx = 208, Nl = 40
Tw 2× Tmw ≈ 13.6M
m −2
l0 2
a0 0.1
ru 1.1× rH
rl 2.5× rH
TABLE IV. Parameters for spin a = 0.998 black hole
evolution (unless stated otherwise in the figure captions).
Tw is the “wait” time before starting the evolution of
Ψ
(2)
4 , which we choose to be twice the “minimum” wait
time Tmw for the initial data we choose; see Sec. (IV).
scalar weight spin weight boost weight
hll {2, 2} 0 2
hlm¯ {0, 2} −1 1
hm¯m¯ {−2, 2} −2 0
TABLE V. Nonzero contractions of the perturbed met-
ric.
6. With Ψ(1)2 , hlm and hmm we can find hll. The
linearization of
Ψ2 =µ+ ¯µ+ κν + α¯pi − βpi − pip¯i
− µρ¯− λσ +D (µ)− δ (pi) , (B16)
(Eq. (1.310.h) of [38]) gives
Ψ
(1)
2 =(
(1) + ¯(1))µ+
(
α¯(1) − β(1)
)
pi
+ (−δ + α¯− β − p¯i)pi(1) − pip¯i(1)
− µρ¯(1) − 1
2
hll∆ (µ)
+
(
hlm∆− 1
2
hmmδ¯
)
(pi) , (B17)
where we used (11a). From (B2d), we deduce
(1) + ¯(1) = −1
2
∆hll − (p¯i + τ)hlm¯
− (pi + τ¯)hlm (B18)
and from (B2e), we find
ρ¯(1) =
1
2
µ¯hll +
1
2
(ð− p¯i)hlm¯
− 1
2
(
ð′ + pi + 2τ¯
)
hlm, (B19)
where we have used ðhlm¯ = (δ − 2α¯)hlm¯ and
ð′hlm = (δ¯ − 2α)hlm.
From (B2f) and (B2g), we obtain
α¯(1) − β(1) = µ¯hlm
− 1
2
(
ð′ + α− β¯)hmm, (B20)
where we have used ð′hmm = (δ¯ + 2β¯ − 2α)hmm.
Substituting the above in (B17) gives
Ψ
(1)
2 =
(
− 1
2
∆hll − (p¯i + τ)hlm¯ − (pi + τ¯)hlm
)
µ
+
(
µ¯hlm − 1
2
(
ð′ + α− β¯)hmm)pi
+ (−ð− p¯i)pi(1) − pip¯i(1)
− µ
(
1
2
µ¯hll +
1
2
(ð− p¯i)hlm¯
− 1
2
(
ð′ + pi + 2τ¯
)
hlm
)
− 1
2
hll∆ (µ)
+
(
hlm∆− 1
2
hmm
(
ð′ − α+ β¯)) (pi)
(B21)
which we rewrite as
− 1
2
(∆ + µ¯) (µhll)− 1
2
µ (ð + p¯i + 2τ)hlm¯
+
1
2
(
µ
(
ð′ − pi)+ 2µ¯pi)hlm
− 1
2
pið′hmm − (ð + p¯i)pi(1) − pip¯i(1)
+ hlm∆pi − 1
2
hmmð′pi −Ψ(1)2 = 0. (B22)
Using (B13), and Eq. (1.310.g) in [38],
3λ+ κ¯ν − pi (α− β¯ + pi)− λ (¯+ ρ)
− µσ¯ +D (λ)− δ¯ (pi) = 0, (B23)
evaluated on a type D background (γ = 0) to
write
∆ (pi) = −µ (pi + τ¯) , ð′ (pi) = −pipi, (B24)
we finally obtain the transport equation for hll
− (∆ + µ¯) (µhll)− µ (ð + p¯i + 2τ)hlm¯+(
µ
(
ð′ − 3pi − 2τ¯)+ 2µ¯pi)hlm
− pi (ð′ − pi)hmm − 2 (ð + p¯i)pi(1)
− 2pip¯i(1) − 2Ψ(1)2 = 0. (B25)
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With {hll, hlm¯, hm¯m¯} one can readily compute the
rest of the NP scalars in outgoing radiation gauge,
and we are now able to compute the second order
source term.
3. Source term for Ψ(2)4
In this section we rewrite the vacuum source term
S(2) for the Teukolsky equation for Ψ(2)4 [35],
S(2) ≡
−
[
d4 (D + 4− ρ)(1) − d3 (δ + 4β − τ)(1)
]
Ψ
(1)
4
+
[
d4
(
δ¯ + 2α+ 4pi
)(1) − d3 (∆ + 2γ + 4µ)(1) ]Ψ(1)3
− 3
[
d4λ
(1) − d3ν(1)
]
Ψ
(1)
2
+ 3Ψ
(0)
2
[(
d
(1)
4 − 3µ(1)
)
λ(1) −
(
d
(1)
3 − 3pi(1)
)
ν(1)
]
,
(B26)
in outgoing radiation gauge, with a tetrad chosen so
that γ = 0. In the above we have introduced the
background operators
d3 ≡δ¯ + 3α+ β¯ + 4pi − τ¯ , (B27a)
d4 ≡∆ + 4µ+ µ¯, (B27b)
and their first order corrections
d
(1)
3 ≡δ¯(1) + 3α(1) + β¯(1) + 4pi(1) − τ¯ (1), (B27c)
d
(1)
4 ≡0. (B27d)
We now consider the expansion of S(2) line by line.
1. The first line is
−
[
d4 (D + 4− ρ)(1) − d3 (δ + 4β − τ)(1)
]
Ψ
(1)
4 .
(B28)
By using (B2d), we expand
(D + 4− ρ)(1) Ψ(1)4
=
(
− 1
2
hll∆− (∆− µ+ µ¯)hll
− (δ − 2α¯+ p¯i + 2τ)hlm¯
+
(
δ¯ − 2α− 3pi − 2τ¯)hlm − ρ(1))Ψ(1)4
= −1
2
hll∆Ψ
(1)
4 −Ψ(1)4 (∆− µ+ µ¯)hll
−Ψ(1)4 (ð + p¯i + 2τ)hlm¯
+ Ψ
(1)
4
(
ð′ − 3pi − 2τ¯)hlm −Ψ(1)4 ρ(1). (B29)
By using (B2g) and (B4), we expand
(δ + 4β − τ)(1) Ψ(1)4
=
(
− hlm∆ + 1
2
hmmδ¯ − (∆ + µ+ 2µ¯)hlm
+
(
δ¯ + 2β¯ − pi − τ¯)hmm + p¯i(1) + 1
2
(pi + τ¯)hmm
)
Ψ
(1)
4
= −hlm∆Ψ(1)4 +
1
2
hmmδ¯Ψ
(1)
4
+ Ψ
(1)
4
[
− (∆ + µ+ 2µ¯)hlm +
(
δ¯ + 2β¯ − pi − τ¯)hmm
+ p¯i(1) +
1
2
(pi + τ¯)hmm
]
= −hlm (∆ + µ+ 2µ¯) Ψ(1)4 +
1
2
hmmð′Ψ
(1)
4
+ Ψ
(1)
4
[
−∆hlm +
(
ð′ − 1
2
pi − 1
2
τ¯
)
hmm + p¯i
(1)
]
.
(B30)
The above quantity has GHP weight {p, q} =
{−3,−1}, and therefore d3 can be written as
d3 = δ¯ + 3α + β¯ + 4pi − τ¯ = ð′ + 4pi − τ¯ . This
finally gives
−
[
d4 (D + 4− ρ)(1) − d3 (δ + 4β − τ)(1)
]
Ψ
(1)
4
= − (∆ + 4µ+ µ¯)
[
Ψ
(1)
4
(
− (ð + p¯i + 2τ)hlm¯ − ρ(1)
+
(
ð′ − 3pi − 2τ¯)hlm − (∆− µ+ µ¯)hll)
− 1
2
hll∆Ψ
(1)
4
]
+
(
ð′ + 4pi − τ¯) [1
2
hmmð′Ψ
(1)
4
− hlm (∆ + µ+ 2µ¯) Ψ(1)4
+ Ψ
(1)
4
(
p¯i(1) −∆hlm +
(
ð′ − 1
2
pi − 1
2
τ¯
)
hmm
)]
.
(B31)
2. The second line is[
d4
(
δ¯ + 2α+ 4pi
)(1) − d3 (∆ + 2γ + 4µ)(1)]Ψ(1)3
= d4
(
δ¯ + 2α+ 4pi
)(1)
Ψ
(1)
3 , (B32)
where we used that (∆ + 2γ + 4µ)(1) = 0. By
using equation (B2f), we rewrite the expression
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follow d4 in the following way:(
δ¯(1) + 2α(1) + 4pi(1)
)
Ψ
(1)
3
=
(
− hlm¯∆ + 1
2
hm¯m¯δ − 1
2
(∆− 2µ+ µ¯)hlm¯
− 1
2
(δ − 2α¯+ p¯i + τ)hm¯m¯ + 4pi(1)
)
Ψ
(1)
3
=
(
−hlm¯∆ + 1
2
hm¯m¯δ + 4pi
(1)
)
Ψ
(1)
3
− 1
2
Ψ
(1)
3
[
(∆− 2µ+ µ¯)hlm¯
+ (δ − 2α¯+ p¯i + τ)hm¯m¯
]
=
(
−hlm¯∆ + 1
2
hm¯m¯ð + 4pi(1)
)
Ψ
(1)
3
− 1
2
Ψ
(1)
3
[
(∆− 2µ+ µ¯)hlm¯ + (ð + p¯i + τ)hm¯m¯
]
,
(B33)
where we used ðhm¯m¯ = (δ + 2β − 2α¯)hm¯m¯ and
ðΨ(1)3 = (δ + 2β)Ψ
(1)
3 . This finally gives
d4
(
δ¯ + 2α+ 4pi
)(1)
Ψ
(1)
3
= (∆ + 4µ+ µ¯)
[(
−hlm¯∆ + 1
2
hm¯m¯ð + 4pi(1)
)
Ψ
(1)
3
− 1
2
Ψ
(1)
3
(
(ð + p¯i + τ)hm¯m¯ + (∆− 2µ+ µ¯)hlm¯
)]
.
(B34)
3. The third line is given by
− 3
[
d4λ
(1) − d3ν(1)
]
Ψ
(1)
2 =
− 3 (∆ + 4µ+ µ¯)
(
λ(1)Ψ
(1)
2
)
(B35)
since ν(1) = 0.
4. The fourth line
3Ψ2
[(
d
(1)
4 − 3µ(1)
)
λ(1) −
(
d
(1)
3 − 3pi(1)
)
ν(1)
]
= 0
(B36)
since d(1)4 = µ
(1) = ν(1) = 0.
We have thus rewritten the second order source term
entirely in terms of the variables reconstructed from
Ψ
(1)
4 (though in the form listed in Eq. (15) we have
additionally replaced ρ(1) in line 1 above (B31) using
(B19)).
Appendix C: Derivation of horizon penetrating
hyperboloidally compactified coordinates for
Kerr spacetime
A Mathematica notebook that contains some of
the algebraic manipulations we undertook to derive
the coordinates and tetrad we used can be accessed
at [47].
1. Starting point: Kerr in Boyer-Lindquist
coordinates and the Kinnersley tetrad
We begin with the Kerr metric in Boyer-Lindquist
coordinates (e.g. [38])
ds2 =
(
1− 2Mr
ΣBL
)
dt2 + 2
(
2Marsin2ϑ
ΣBL
)
dtdϕ
− ΣBL
∆BL
dr2 − ΣBLdϑ2
− sin2ϑ
(
r2 + a2 + 2Ma2r
sin2ϑ
ΣBL
)
dϕ2, (C1)
where
ΣBL ≡r2 + a2cos2ϑ, (C2a)
∆BL ≡r2 − 2Mr + a2. (C2b)
The outer and inner horizons are at ∆(r±) = 0.
The Kinnersley tetrad [26] in Boyer-Lindquist co-
ordinates is
lµKin =
(
r2 + a2
∆BL
, 1, 0,
a
∆BL
)
, (C3a)
nµKin =
1
2ΣBL
(
r2 + a2,−∆BL, 0, a
)
, (C3b)
mµKin =
1
21/2 (r + iacosϑ)
(
iasinϑ, 0, 1,
i
sinϑ
)
.
(C3c)
The Kinnersley tetrad vectors lµKin and n
µ
Kin are
aligned with the outgoing and ingoing principle null
directions of Kerr. The Kinnersley tetrad sets the
maximal number of NP scalars to zero for a general
type-D spacetime, and sets  = 0 as well.
2. Intermediate step: Kerr in ingoing
Eddington-Finkelstein coordinates
We transform to ingoing Eddington-Finkelstein
coordinates, which renders the metric nonsingular
on the black hole horizon, via
dv ≡dt+ dr∗ − dr, (C4a)
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dφ ≡dϕ+ a
r2 + a2
dr∗. (C4b)
where
dr∗
dr
≡ r
2 + a2
∆BL
. (C5)
The results are
ds2 =
(
1− 2Mr
ΣBL
)
dv2 − 4Mr
ΣBL
(
dr − asin2ϑdφ) dv
−
(
1 +
2Mr
ΣBL
)(
dr2 − 2asin2ϑdrdφ)
− Σdϑ2 −
(
a2 + r2 + 2Mr
a2
ΣBL
sin2ϑ
)
dφ2.
(C6)
and
lµKin =
(
1 +
4Mr
∆BL
, 1, 0,
2a
∆BL
)
, (C7a)
nµKin =
1
2ΣBL
(∆BL,−∆BL, 0, 0) , (C7b)
mµKin =
1
21/2 (r + iacosϑ)
(
iasinϑ, 0, 1,
i
sinϑ
)
.
(C7c)
This tetrad is still singular on the horizons. Further-
more, it is more useful for metric reconstruction in
outgoing radiation gauge to have
 6= 0, γ = 0 (C8)
(the Kinnersley tetrad has the opposite property).
Therefore, we rescale and rotate the tetrad to obtain
one that is regular on the horizon, and has γ = 0,  6=
0:
lµ → ∆BL
2ΣBL
lµ, (C9a)
nµ →2ΣBL
∆BL
nµ, (C9b)
mµ →exp
[
−2iarctan
[ r
asinϑ
]]
mµ, (C9c)
giving
lµ =
(
r2 + 2Mr + a2
2ΣBL
,
∆BL
2ΣBL
, 0,
a
ΣBL
)
, (C10a)
nµ = (1,−1, 0, 0) , (C10b)
mµ =
1
21/2 (r − iacosϑ)
(
−iasinϑ, 0,−1,− i
sinϑ
)
.
(C10c)
3. Coordinates used in our code: Kerr in
horizon penetrating hyperboloidally
compactified coordinates
Now we give the final step, hyperboloidal com-
pactification (see [53] for a more general description
of this) to arrive at the coordinates and tetrad we
use in our code.
The ingoing/outgoing radial null characteristic
speeds11 for Kerr in ingoing Eddington-Finkelstein
coordinates are found by solving for the characteris-
tics of the eikonal equation for the metric
gµνξµξν =0, (C11)
setting ξϑ = ξφ = 0, and then computing
c± ≡∓ ξv
ξr
. (C12)
We obtain
c+ =1− 4Mr
2Mr + ΣBL
, (C13a)
c− =− 1. (C13b)
We define a new radial coordinate R(r) and time
coordinate T (v, r). The ingoing/outgoing radial null
characteristic speeds are now
c˜± =
dR/dr
1
c±
∂vT + ∂rT
. (C14)
We want to choose a time coordinate that sets
c˜−|r=∞ = 0 while keeping 0 < c˜+|r=∞ < ∞. We
choose the time coordinate to be of the form
T (v, r) = v + h(r). (C15)
We compactify the radial coordinate by choosing
R(r) ≡ L
2
r
, (C16)
where L is a constant length scale (we set L = 1 in
numerical code). Series expanding about r =∞, we
have
c˜+ =
(
1 +
4M
r
+
8M2
r2
+O
(
1
r3
)
+
dh
dr
)−1(
−L
2
r2
)
,
(C17a)
11 We do not need to consider angular characteristic speeds as
those die off more quickly as we go to future null infinity.
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c˜− =
(
−1 + dh
dr
)−1(
−L
2
r2
)
. (C17b)
We see that the choice
dh
dr
= −1− 4M
r
, (C18)
sets c˜−|R=0 = 0 while keeping 0 > c˜+|R=0 > −∞
(our choice of compactification flips the signs of the
ingoing and outgoing characteristics, and r = ∞ is
mapped to R = 0).
In summary we choose
R(r) ≡L
2
r
, (C19a)
T (v, r) ≡v − r − 4M lnr. (C19b)
In these coordinates future null infinity is located
at R = 0, and the black hole horizon is located at
R(r+).
We apply this set of coordinate transformations
to the tetrad Eq. (C10) to obtain
lµ =
R2
L4 + a2R2cos2ϑ
(
2M
(
2M −
( a
L
)2
R
)
,
− 1
2
(
L2 − 2MR+
( a
L
)2
R2
)
, 0, a
)
,
(C20a)
nµ =
(
2 +
4MR
L2
,
R2
L2
, 0, 0
)
, (C20b)
mµ =
R
21/2 (L2 − iaRcosϑ)
(
−iasinϑ, 0,−1,− i
sinϑ
)
.
(C20c)
We list the nonzero Ricci rotation coefficients in this
coordinate system in Eqs. (8).
Appendix D: Spin-weighted spherical harmonics
Here we collect relevant properties of the spin-
weighted spherical harmonics for reference, as we
found them to be useful in evaluating the ð and ð′
operators. For further discussion see, e.g. [63–65].
1. Basic properties
The spin-weighted spherical harmonics are eigen-
functions of the spin-weighted Laplace-Beltrami op-
erator on the two-sphere
s /∆Y
m
l ≡
1
sinϑ
∂ϑ (sinϑ ∂ϑsY
m
l )
+
(
s− (−i∂ϕ + scosϑ)
2
sin2ϑ
)
sY
m
l
=− (l − s) (l + s+ 1) sY ml . (D1)
We write sY ml (ϑ, ϕ) as
sY
m
l (ϑ, ϕ) ≡ eimϕsPml (ϑ), (D2)
where the spin-weighted associated Legendre (swaL)
functions sPml (ϑ) satisfy (setting y ≡ −cosϑ)
d
dy
((
1− y2) dsPml (y)
dy
)
+
(
(l − s) (l + s+ 1) + s− (m− sy)
2
1− y2
)
sP
m
l (y) = 0.
(D3)
There exist explicit formulas for the swaL functions.
For a function of spin-weight s, sf , it is convenient
to define12
Ðsf ≡
(
−∂ϑ − i
sinϑ
∂ϕ + scotϑ
)
sf, (D4a)
Ð′sf ≡
(
−∂ϑ + i
sinϑ
∂ϕ − scotϑ
)
sf. (D4b)
One can show that
sY
m
l =
[
(l − s)!
(l + s)!
]1/2
ÐsY ml , (D5)
and moreover that
s /∆ = Ð′Ð. (D6)
We also have
sY¯
m
l = (−1)m+s −sY −ml , (D7)
ÐsY ml = [(l − s) (l + s+ 1)]1/2 s+1Y ml , (D8)
Ð′sY ml =− [(l + s) (l − s+ 1)]1/2 s−1Y ml . (D9)
2. Relation between spin-weighted spherical
harmonics and the Jacobi polynomials
To evaluate the spin-weighted spherical harmonics
in our code, we write them in terms of Jacobi poly-
nomials, which can be straightforwardly computed
12 Note that unlike the standard references, we use Ð (capital
ð), to avoid confusion with the GHP ð.
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using well-known numerical packages (such as mp-
math [66]). Here we review the steps that establish
how those two classes of functions are related to one
another.
We rearrange Eq. (D3) to obtain the “generalized
associated Legendre equation” (e.g. [67])
d
dy
((
1− y2) dsPml (y)
dy
)
+
(
l(l + 1)− µ
2
1
2(1− y) −
µ22
2(1 + y)
)
sP
m
l (y) = 0,
(D10)
where
µ21 ≡(m− s)2, (D11)
µ22 ≡(m+ s)2. (D12)
This equation has regular singular points at
{±1,∞}, so we can reduce it to a hypergeometric
equation. In fact we can also reduce it to a Jacobi
equation, and thus write the sPml in terms of Jacobi
polynomials13. We define the transformation
sP
m
l (y) ≡ (1− y)|µ1|/2 (1 + y)|µ2|/2 f(y), (D13)
and obtain the Jacobi differential equation
(
1− y2) d2f
dy2
+ (β − α− (α+ β + 2) y) df
dy
+n (n+ α+ β + 1) f = 0, (D14)
where
α =|µ1| = |m− s|, (D15)
β =|µ2| = |m+ s|, (D16)
n =l − α+ β
2
. (D17)
The solutions f are the Jacobi polynomials f =
P
(α,β)
n . The variables α, β, and n are all positive
integers (note as well that for the Jacobi polynomials
we need n to be a positive integer). We see that the
orthonormal swaL functions are
sPˆ
m
l (y) = sNml (1− y)α/2 (1 + y)β/2 P (α,β)n (y),
(D18)
where sNml is a normalization constant to make the
functions orthonormal (see also [65]). We can com-
pute sNml with the identity∫ 1
−1
dx(1− x)α(1 + x)βP (α,β)m (x)P (α,β)n (x) =
13 We follow the conventions of [68].
2α+β+1
2n+ α+ β + 1
Γ(n+ α+ 1)Γ(n+ β + 1)
n!Γ(n+ α+ β + 1)
δmn,
(D19)
so that the sPml are orthonormal:∫ 1
−1 dxsP
m
l (x)sP
m
l′ (x) = δll′ .
As α and β are positive integers for us, we can
replace the Gamma functions with factorials. We
conclude the normalization factor is
sNml = (−1)max(m,−s)×(
2n+ α+ β + 1
2α+β+1
n!(n+ α+ β)!
(n+ α)!(n+ β)!
)1/2
= (−1)max(m,−s)×(
2l + 1
22lmin+1
(l − lmin)! (l + lmin)!
(l − lmin + α)! (l − lmin + β)!
)1/2
,
(D20)
where we have defined
lmin ≡ α+ β
2
. (D21)
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