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Abstract—A low complexity iterative receiver is proposed in
this paper for MIMO-OFDM systems in time-varying multi-path
channel based on the Variational Bayes (VB) method. According
to the VB method, the estimation algorithms of the signal
distribution and the channel distribution are derived for the
receiver. With the aid of the soft-output QRD-M algorithm, whose
complexity is fixed and relatively low, the signal distribution
can be obtained conveniently. In particular, a sequential channel
estimation algorithm, which completely avoids the computation of
matrix inversion and multiplication, is introduced for the channel
distribution estimation. Moreover, the distribution estimations of
the signals and the channels are performed in a cyclical iteration
way. The simulation results show that the performance loss of
the proposed receiver is only 1dB for fast varying channels and
less than 0.5dB for slow varying channels at the bit error rate
of 10−4 after 3 iterations, compared with the optimum receiver
with perfect channel state information.
I. INTRODUCTION
MIMO-OFDM offers a promising technique for broad-
band wireless communications [1]. The optimal receiver for
coded MIMO-OFDM systems performs joint signal detection
and channel estimation on the maximum a-posterior (MAP)
criterion. Since the MAP receiver is infeasible due to the
prohibitively high computational complexity [2], it is a chal-
lenging task to design a practical receiver.
Recently, the Variational Bayes (VB) method, which has
been widely applied in research fields such as artificial intel-
ligence, machine learning and statistical inference [3∼5], is
employed as an effective pathway to the design of tractable
signal processing algorithms for parametric inference in var-
ious communication systems [6∼10]. In [11], a VBEM iter-
ative receiver was first derived for MIMO-OFDM systems.
However, the channel estimation algorithms of [11] require
intensive computation of matrix inversion and multiplication.
Based on the VB method, a practical iterative receiver
with very low complexity is proposed for MIMO-OFDM
systems in this paper. By factorizing of a joint distribution
into the approximate marginal distributions, the VB method
converts the joint distribution estimation of the parameters into
the cyclic iterative estimations of the approximate marginal
distributions [5]. Therefore, the proposed receiver performs the
approximate marginal distribution estimations of the signals
and the channels in a cyclical iteration way. With the aid
of the soft-output QRD-M algorithm, whose complexity is
fixed and relatively low, the signal distribution can be obtained
conveniently. In particular, a sequential channel estimation
demulti-
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data
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Fig. 1. Transmitter Scheme
algorithm, which completely avoids the computation of matrix
inversion and multiplication, is presented for the channel
distribution estimation. Simulation results demonstrate that the
proposed low complexity receiver exhibits excellent perfor-
mance.
The remainder of this paper is organized as follows. In
section II, the system model and notations are introduced.
The proposed low complexity iterative receiver is derived in
section III. The simulation results are presented in section IV
and some conclusions are drawn in section V.
Notations: (·)∗,(·)T,(·)H,⊗, and E(·) denote conjugate, trans-
pose, Hermitian transpose, Kronecker product and statistical
expectation, respectively. diag(X) represents a diagonal ma-
trix with vector X on the main diagonal, and IN is a N×N
identity matrix.
II. SYSTEM DESCRIPTION
Let us consider a coded MIMO-OFDM system with Nt
transmitters, Nr receivers and K subcarriers as shown in Fig.1.
At the transmitter, serial data stream is demultiplexed into
Nt parallel streams. Each stream is individually encoded,
interleaved, and mapped into QAM symbols from a complex-
valued finite alphabet set Ψ. And then, the QAM symbols are
grouped into OFDM symbols, each of which is modulated by
a K-point inverse discrete Fourier transform (IDFT). Finally,
the modulated OFDM symbols are transmitted through the cor-
responding antenna after proper cyclical prefix (CP) insertion.
We assume that the channel is subject to the uncorrelated
multipath Rayleigh fading and is spatially uncorrelated. The
channel impulse response (CIR) between the t-th transmit
antenna and r-th receive antenna at the n-th OFDM symbol is
described as hr,t(n) = [hr,t(n, 0), hr,t(n, 1), · · · , hr,t(n,L −
1)]T for 1 ≤ t ≤ Nt and 1 ≤ r ≤ Nr , where L is the channel
memory length. The channel is further assumed to be constant
during an OFDM symbol period, but vary from one OFDM
symbol to another. The time-variant behavior of the CIR
hr,t(n) is approximated by a first-order autoregressive (AR)
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model [12]
hr,t(n) = J0(2πfd)hr,t(n− 1) + v(n), (1)
where J0(·) is the zero-order Bessel function of the first
kind, fd is the normalized Doppler frequency, and v(n) is
the stimulus noise with covariance matrix Qv.
Let Xt(n) = [Xt(n, 0),Xt(n, 1), · · · ,Xt(n,K − 1)]T de-
note the n-th frequency domain OFDM symbol at the t-
th transmit antenna. With perfect time and frequency syn-
chronization, a K-point discrete Fourier transform (DFT) is
performed at the receiver after the removal of CP. Then, the
n-th OFDM symbol at the r-th receive antenna Yr(n) =
[Yr(n, 0), Yr(n, 1), · · · , Yr(n,K − 1)]T can be expressed as
Yr(n) =
Nt∑
t=1
diag[Xt(n)]Fhr,t(n) + Wr(n). (2)
Here, F is the first L columns of K×K DFT matrix,
Wr(n) = [Wr(n, 0),Wr(n, 1), · · · ,Wr(n,K − 1)]T repre-
sents the zero-mean complex additional Gaussian white noise
(AWGN) vector with covariance matrix σ2IK , at the r-
th receive antenna. By collecting the n-th received OFDM
symbols of all receive antennas into a K×Nr matrix Y(n) =
[Y1(n),Y2(n), · · · ,YNr (n)], equation (2) becomes
Y(n) = D(n)Th(n) + W(n), (3)
where D(n) = [diag(X1(n)),diag(X2(n)), · · · ,diag(XNt(n
))]K×KNt , W(n) = [W1(n),W2(n), · · · ,WNr (n)]K×Nr ,
T = INt ⊗ F, h(n) =
⎡
⎢⎣
h1,1(n) · · · hNr,1(n)
.
.
.
.
.
.
.
.
.
h1,Nt(n) · · · hNr,Nt(n)
⎤
⎥⎦.
III. VARIATIONAL BAYES ITERATIVE RECEIVER
The Variational Bayes (VB) method of distribution approx-
imation originates in statistical physics, in the area known as
Mean Field Theory. The central idea of the VB method is
to factorize the exact but intractable joint distribution into a
product of tractable approximate marginal distributions, and
the best such approximation is found by minimization of
a Kullback-Leibler divergence (KLD) [5]. Let P (Z1,Z2|Y)
be the joint distribution of parameters Z1 and Z2 given
observation Y, q(Z1) and q(Z2) be the approximate marginal
distributions, then the optimal q(Z1) and q(Z2), which satisfies
P (Z1,Z2|Y) ≈ q(Z1)q(Z2), can be obtained by minimizing
the KLD defined as follows [5]
KL [q(Z1)q(Z2)||P (Z1,Z2|Y)]
=
∫
q(Z1)q(Z2) ln
q(Z1)q(Z2)
P (Z1,Z2|Y)dZ1dZ2.
(4)
Since equation (4) usually does not lead to a closed-form
solution, it can be minimized in a cyclical iteration way. At
the i-th iteration, the distribution q(Z1) and q(Z2) are updated
with the following two steps [5]
ln q(i)(Z1) = Eq(i−1)(Z2) [lnP (Z1,Z2|Y)] , (5)
ln q(i)(Z2) = Eq(i)(Z1) [lnP (Z1,Z2|Y)] . (6)
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Fig. 2. Receiver Structure
The VB method provides a systematic approach to an
iterative receiver design. In the considered context, the trans-
mitted signal D(n) and the CIR h(n) are both treated as the
parameters to be estimated. Since D(n) and h(n) are mutually
independent, we have
P (D(n),h(n)|Y(n))
∝ P (Y(n)|D(n),h(n))P (D(n))P (h(n)), (7)
where P (D(n)) and P (h(n)) is the prior distribution of D(n)
and h(n). Based on the VB method, we derive the VB iterative
receiver for MIMO-OFDM systems with joint signal detection
and channel estimation, as shown in Fig.2. Since the derivation
only uses one OFDM symbol, the time index n is dropped
in the following. For simplicity, uncorrelated constants of all
probability expressions are also omitted.
A. Signal Detection
Considering signal detection, we rewrite equation (7) as
P (D,h|Y) ∝ P (Y|D,h)P (D). (8)
By setting Z1 = D, Z2 = h, and substituting equation (8)
into equation (5), we have
lnQ(i)(D) = lnP (D) + Eq(i−1)(h) [lnP (Y|D,h)] . (9)
In equation (9), P (D) is approximated as
P (D) =
K−1∏
k=0
P (Xk) ∝
K−1∏
k=0
exp
(
1
2
BTk L
(i−1)
a (Bk)
)
. (10)
Here, Xk = [X1(n, k),X2(n, k), · · · ,XNt(n, k)]T denotes
the signals of all transmit antennas at the k-th subcarrier,
Bk is the bit vector of Xk, and L(i−1)a (Bk) is the prior
information sent by the BCJR decoder [13]. Moreover, the
term lnP (Y|D,h) in equation (9) can be derived as
lnP (Y|D,h) ∝ − 1
σ2
K−1∑
k=0
‖Yk −HkXk‖2 (11)
with Yk = [Y1(n, k), Y2(n, k), · · · , YNr (n, k)]T , Hk =
(Φkh)T , and Φk = INt ⊗ uTkF, where uk represents the
K × 1 unit column vector with only one non-zero element at
position k. Then, we can get
lnQ(i)(D) = −
K−1∑
k=0
(
1
σ2
∥∥∥Yk − H¯(i−1)k Xk
∥∥∥2 +
1
σ2
XHk Ω
(i−1)
k Xk −
1
2
BTk L
(i−1)
a (Bk)
)
.
(12)
Here, H¯(i−1)k = (Φkh¯
(i−1))T ,Ω(i−1)k = ΦkE[(h −
h¯(i−1))(h − h¯(i−1))H ]ΦHk and h¯(i−1) is the estimated mean
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of h at the (i− 1)-th iteration. Assuming that Q(i)(D) can be
written as Q(i)(D) =
∏K−1
k=0 Q
(i)(Xk) with
lnQ(i)(Xk) = − 1
σ2
∥∥∥Yk − H¯(i−1)k Xk
∥∥∥2
− 1
σ2
XHk Ω
(i−1)
k Xk +
1
2
BTk L
(i−1)
a (Bk).
(13)
Once all Q(i)(Xk)(k = 0, · · · ,K−1) are estimated, Q(i)(D)
is obtained accordingly. Note that Xk takes discrete values,
the distribution q(i)(Xk) should be discrete-valued
q(i)(Xk) =
|Ψ|Nt∑
c=1
Q(i)(X(c)k )δ(Xk −X(c)k ), (14)
where X(c)k is the possible transmit vector specified by index
c, |Ψ| denotes the cardinality of set Ψ, and δ(·) is the Dirac
delta function.
Since there are |Ψ|Nt possible combinations of Xk, the
computation complexity of evaluating q(i)(Xk) is prohibitively
high for large systems. In practice, we only concentrate on a
small subset of the signal space ΨNt , i.e. candidate list. Instead
of using the list sphere decoder [11], we introduce the QRD-M
tree search algorithm with fixed and relatively low complexity
as the list detector [14]. In the QRD-M algorithm, the path
metric PM(Xk) is defined as
PM(Xk) =
1
σ2
∥∥∥Yk − H¯(i−1)k Xk
∥∥∥2
+
1
σ2
XHk Ω
(i−1)
k Xk −
1
2
BTk L
(i−1)
a (Bk).
(15)
The list C(Xk) =
{
X(c)k |c = 1, 2, · · · ,M
}
of size M(M <
|Ψ|Nt) is then identified by M paths with minimum metrics,
and q(i)(Xk) can be expressed as
q(i)(Xk) ≈
M∑
c=1
Pcδ(Xk −X(c)k ), (16)
Pc =
Q(i)(X(c)k )
M∑
c=1
Q(i)(X(c)k )
=
exp(−PM(X(c)k ))
M∑
c=1
exp(−PM(X(c)k ))
. (17)
At the same time, with max-log approximation, the extrinsic
information Lext(bj) sent to the BCJR decoder can be derived
as
Lext(bj) ≈ max
Xk∈Cj,−1(Xk)
{PM(Xk) + 12bjL
(i−1)
a (bj)},
− max
Xk∈Cj,+1(Xk)
{PM(Xk) + 12bjL
(i−1)
a (bj)}, (18)
where bj is the j-th bit of Bk and Cj,+1(Xk)(Cj,−1(Xk))
denotes the subset of the candidates with bj = +1(bj = −1)
in the candidate list.
B. Channel Estimation
To begin with, we first rewrite equation (7) as
P (D,h|Y) ∝ P (Y|D,h)P (h). (19)
And then, based on equation (6), given q(i)(Xk), we can
update q(i)(h) through the following form
ln q(i)(h) = lnP (h) + Eq(i)(D) [lnP (Y|D,h)]
= lnP (h)− 1
σ2
K−1∑
k=0
Eq(i)(Xk)
[
‖Yk −HkXk‖2
]
.
(20)
Without any prior knowledge about the channel, the prior
distribution P(h) is decoupled and approximated as
lnP (h) ≈ −
Nr∑
r=1
(hr − h¯(i−1)r )H(R(i−1)hr )−1(hr − h¯(i−1)r ),
(21)
where hr is the r-th column of matrix h, h¯(i−1)r is the
estimated mean of hr and R(i−1)hr is the corresponding error
covariance matrix at iteration (i− 1). Based on equation (16),
the second term Eq(i)(Xk)
[
‖Yk −HkXk‖2
]
of equation (20)
can be expanded as
Eq(i)(Xk)
[
‖Yk −HkXk‖2
]
=
Nr∑
r=1
M∑
c=1
∣∣∣Yr(n, k)− (X(c)Tk )Φkhr
∣∣∣2 Pc.
(22)
Using equation (21), (22) in (20), we have
ln q(i)(h) =
−
Nr∑
r=1
{
(hr − h¯(i−1)r )H(R(i−1)hr )−1(hr − h¯(i−1)r )
+
K−1∑
k=0
M∑
c=1
1
σ2
∣∣∣Yr(n, k)−X(c)Tk Φkhr
∣∣∣2 Pc
}
.
(23)
Under the assumption of independent channels, ln q(i)(h) can
be written as ln q(i)(h) =
∑Nr
r=1 ln q
(i)(hr) with
ln q(i)(hr)= −(hr − h¯(i−1)r )H(R(i−1)hr )−1(hr − h¯(i−1)r )
−
K−1∑
k=0
M∑
c=1
1
σ2
∣∣∣Yr(n, k)−X(c)Tk Φkhr
∣∣∣2 Pc.(24)
Note that we can independently estimate the distribution of
each column of matrix h. Solving the zero-gradient point of
equation (24) with respect to hr yields
h¯(i)r =R
(i)
hr
[
(R(i−1)hr )
−1h¯(i−1)r
+
1
σ2
K−1∑
k=0
M∑
c=1
ΦHk X
(c)∗
k PcYr(n, k)
]
,
(25)
(R(i)hr )
−1 =(R(i−1)hr )
−1
+
1
σ2
K−1∑
k=0
M∑
c=1
ΦHk X
(c)∗
k X
(c)T
k ΦkPc,
(26)
and the distribution of h at iteration i is obtained as
ln q(i)(h) = −
Nr∑
r=1
(hr − h¯(i)r )H(R(i)hr )−1(hr − h¯(i)r ). (27)
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Finally, the mean and the covariance of the CIR in time domain
are converted to frequency domain for signal detection, i.e.
H¯(i)k = (Φkh¯
(i))T and Ω(i)k = Φk(
∑Nr
r=1 R
(i)
hr
)ΦHk . The final
estimation of CIR at the (n−1)-th OFDM symbol duration is
exploited as the initial values at the n-th symbol duration.
C. Low Complexity Sequential Channel Estimation
Note that a LNt×LNt matrix inversion is required in equa-
tion (25) and (26) to solve the channel estimation problem.
To reduce the computational complexity, a low complexity se-
quential channel estimation (LCSCE) algorithm is introduced
based on equation (25) and (26).
We first approximate equation (24) as
ln q(i)(hr) ≈ −
K−1∑
k=0
1
σ2
∣∣Yr(n, k)− X¯TkΦkhr∣∣2
− (hr − h¯(i−1)r )H(R(i−1)hr )−1(hr − h¯(i−1)r ),
(28)
where X¯k =
∑M
c=1 X
(c)
k Pc . This is reasonable in high signal-
to-noise ratios (SNR), as the candidate with minimum metric
almost dominates in the candidate list. With the definition of
partial sum Δ(i)r (m) and U(i)r (m)(m = 0, · · · ,K−1) through
Δ(i)r (m) = (R
(i−1)
hr
)−1 +
1
σ2
m∑
k=0
ΦHk X¯
∗
kX¯
T
kΦk, (29)
U(i)r (m) = (R
(i−1)
hr
)−1h¯(i−1)r +
m∑
k=0
ΦHk X¯
∗
kYr(n, k)
σ2
, (30)
we can get the following two recursive equations
Δ(i)r (m) = Δ
(i)
r (m− 1) +
1
σ2
ΦHmX¯
∗
mX¯
T
mΦm, (31)
U(i)r (m) = U
(i)
r (m− 1) +
ΦHmX¯
∗
mYr(n,m)
σ2
. (32)
Let’s define
γ(i)r (m) = Δ
(i)
r (m)
−1U(i)r (m). (33)
Substituting equation (31) and (32) into (33), after some
manipulations with the matrix inversion lemma [15], we have
G(i)r (m) =
Ξ(i)r (m− 1)ΦHmX¯∗m
σ2 + X¯TmΦmΞ
(i)
r (m− 1)ΦHmX¯∗m
, (34)
Ξ(i)r (m) = (ILNt −G(i)r (m)X¯TmΦm)Ξ(i)r (m− 1), (35)
γ(i)r (m) = γ
(i)
r (m− 1)+
G(i)r (m)(Yr(n,m)− X¯TmΦmγ(i)r (m− 1)),
(36)
where Ξ(i)r (m) = Δ(i)r (m)−1 (m = 0, · · · ,K−1) . Note that
equation (33) with m = K − 1 is the zero-gradient point of
equation (28), which means h¯(i)r = γ(i)r (K − 1) and R(i)hr =
Ξ(i)r (K − 1). Performing the LCSCE algorithm on all receive
antennas, we can obtain the channel distribution q(i)(h).
As we can see from equations (34) ∼ (36), matrix inversion
is totally avoided in the LCSCE algorithm. However, matrix
multiplications are still required. In order to further reduce
the computational complexity, we replace Ξ(i)r (m − 1) by a
diagonal matrix Θ(i)r (m− 1), which can be directly obtained
just by setting all off-diagonal elements of Ξ(i)r (m − 1) to
zero. Accordingly, we rewrite equation (34) and (35) as
G(i)r (m) =
Θ(i)r (m− 1)ΦHmX¯∗m
σ2 + X¯TmΦmΘ
(i)
r (m− 1)ΦHmX¯∗m
, (37)
Θ(i)r (m) = Θ
(i)
r (m− 1)×[
ILNt − diag
(
G(i)r (m)
)
diag
(
X¯TmΦm
)]
.
(38)
Since Θ(i)r (m − 1) is a diagonal matrix, Θ(i)r (m) and
ΦmΘ
(i)
r (m − 1)ΦHm both are diagonal. Therefore, we com-
pletely avoid matrix inversion and matrix multiplication in the
proposed sequential channel estimation algorithm, which sig-
nificantly reduces the computational complexity. In addition,
we can see that matrix Ω(i)k = Φk(
∑Nr
r=1 R
(i)
hr
)ΦHk is also
diagonal. As a result, the additional complexity, introduced
by considering the channel estimation error in data detection,
is quite small.
IV. SIMULATION RESULTS
In this section, we illustrate the performance of the proposed
algorithm by simulating a MIMO-OFDM system with Nt = 2
transmit antennas, Nr = 2 receive antennas, and K = 64
subcarriers. The length of CP is set to be 16. The channel
encoder is a rate 1/2 convolutional encoder with generators
7 and 5 in octal notation and the coded bits are mapped into
QPSK symbols. Each transmission frame has 11 OFDM sym-
bols, where the first one contains training symbols designed
in [16] for initial channel estimation. We use L = 3 paths
channels with fd = 0.02 and fd = 0.002 in the simulation.
Furthermore, the channels are assumed to have exponential
power delay profile similar to [16].
Fig.3 and 4 show the normalized MSE (NMSE) perfor-
mance of the proposed channel estimation algorithms versus
SNR with fd = 0.02 and fd = 0.002 respectively. The
bit-error-rate (BER) performance is depicted in Fig.5 and 6.
In these figures, ”INVCE” represents the proposed channel
estimation algorithm (or receiver) associated with equations
(25) and (26), while ”Optimal” denotes the optimal MAP
receiver with perfect channel state information. ”Iter” is the
index of the iteration.
As shown in Fig.3 and 4, the INVCE algorithm slightly
outperforms the LCSCE algorithm in low SNR region. How-
ever, the NMSE gap between the two algorithms decreases
dramatically when the SNR increases.
In Fig.5 and 6, we can see that, in both relatively fast
(fd = 0.02, see Fig.5) and low (fd = 0.002, see Fig.6)
varying multi-path environment, the receivers with the two
proposed channel estimation algorithms achieve almost the
same performance at the same iteration number. Compared
with the optimal receiver, only about 1 dB performance loss
of the proposed receivers is observed in fast varying channels
after 3 iterations, at BER = 10−4, while less than 0.5 dB
loss in slow varying channels. In addition, performance gain
is obtained from the VB iterations. From these results, we can
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Fig. 3. NMSE of the proposed channel estimation algorithms versus SNR
(fd = 0.02).
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Fig. 4. NMSE of the proposed channel estimation algorithms versus SNR
(fd = 0.002).
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Fig. 5. BER performance of the proposed receivers and the optimal receiver
versus SNR (fd = 0.02).
conclude that the proposed iterative receiver exhibits excellent
BER performance with extremely low complexity.
V. CONCLUSION
This paper proposes a low complexity iterative receiver
for MIMO-OFDM systems based on the Variational Bayes
method. Both the signal detection algorithm and the channel
estimation algorithm are derived. By making some appropriate
approximations, we totally avoid matrix inversion and matrix
multiplication in the proposed low complexity channel estima-
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Fig. 6. BER performance of the proposed receivers and the optimal receiver
versus SNR (fd = 0.002).
tion algorithm. Simulation results show that the proposed low
complexity receiver can achieve near optimal performance,
thus is quite feasible in practical systems.
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