We prove that computing the product of two n × n matrices over the binary field requires at least 2.5 n 2 − o ( n 2 ) multiplications.
INTRODUCTION
Let x = ( x 1 , . . . , x n ) T and y = ( y 1 , . . . , y m ) T be column vectors of indeterminates. A straight-line algorithm for computing a set of bilinear forms in x and y is called quadratic ( respectively bilinear ), if all its non-scalar multiplication are of the shape l ( x , y ) . l ′ ( x , y ) , (respectively l ( x ) . l ′ ( y ) ) where l and l ′ are linear forms of the indeterminates. 1 In this paper we establish the new 2.5 n 2 − o ( n 2 ) lower bound on the multiplicative complexity of quadratic algorithms for multiplying n × n matrices over the binary field Z 2 . Let M F ( n , m , k ) and M F ( n , m , k ) denote the number of multiplications required to compute the product of n ×m and m ×k matrices by means of quadratic and bilinear algorithms, respectively, over the field F. It is known from [19] and [7] that the complexity of quadratic algorithms for matrix multiplication is lower than that of bilinear 1 It is known from [17] that over infinite fields we can restrict ourselves to quadratic algorithm without increasing the multiplicative complexity of a set of quadratic forms. For the finite fields quadratic algorithm are optimal in the family of algorithms without division, see [21] .
algorithms. Namely, M Z 2 ( n , 2 , 2 ) ≤ 3 n + 2, whereas M Z 2 ( n , 2 , 2 ) ≥ 3.5 n . It has been proved in [1] that
and for the case of binary field, it has been shown in [11] that
Our bound on M Z 2 ( n , n , n ) is given by Theorem 1 below.
Obviously, the above bound holds for the ring of integers as well.
The rest of the paper is organized as follows. In the next section we give some basic definitions and preliminary results. The proof of Theorem 1 is presented in Section 3.
BASIC DEFINITIONS AND PRELIMINARY RESULTS
Let A = { A 1 , . . . , A p } be a set of matrices. A characteristic matrix of A is the matrix . .
In [9] Hopcroft and Munsinski showed that
Below we assume that F = Z 2 and omit the subscript Z 2 .
Let n be an integer. A binary linear code of length n is a linear subspace
For c ∈C the weight of c , denoted by wt ( c ) , is the number of the nonzero components of c . The minimal weight of C is min { wt ( c ) | c ∈C − {0}}. We say that C is a binary
The connection between binary linear codes and the complexity of quadratic forms over Z 2 is given in the following lemma.
. . . , A p } be a set of binary matrices and let L ( A ) be the linear space spanned by
In [2] Brocket and Dobkin proved Lemma 1 for bilinear algorithms. The same proof comes true for quadratic algorithms. This lemma was used in [3] , [4] , [5] , [12] and [14] to obtain lower bounds for some tensors rank.
Lemma 2 below gives a bound on N ( k , d ) .
Lemma 2 . (Griesmer Bound [13 p.59] )
We have
Another lower bound technique for quadratic algorithms is as follows. 
where N is the set of all
For the polynomial p ( λ ) = λ n + a n −1 λ n −1 + . . . 
We define the set of n ×n matrices A p by
is of rank n , and dim L ( A p ) = n . Let p ( λ ) and q ( λ ) be irreducible polynomials over Z 2 of degree n and m respectively, where m ≥ n . Let 0 j ×k denote the zero j × k matrix.
Consider the matrix
where z 0 , z 1,1 , . . . , , . . . , z k ,k are distinct vectors of indeterminates, z 0 = ( z 0,1 , . . . , z 0,m ),
where I w is the identity matrix of order w and ⊗ is the Kroneker product of matrices. Then
The characteristic matrix C * ( z ) can be written as
where 
By Lemma 3, we have
where the minimum is over all the matrices W 1 , W 2 and W 3 . We shall therefore estimate all the terms appearing in the right handside of (2). We have
and
Let
Every nonzero matrix in L ( D′ ) is of the shape D ′ = I w ⊗ D , where 
This in conjunction with (1)- (5) gives the following inequality.
Lemma 4 .
Notice that the only property of the companion matrix of an irreducible polynomial we use is that every non-singular space spanned by { C p 0 , . . . , C p n −1 } is of rank n . Actually, every set A = { A 0 , . . . , A n −1 } of n independent matriceswith the above property is available for our proof.
Proof . By Lemma 5 with j = n − k , we have
-8 -Then substituting m , k /j −1 , j , and k − ( k /j − 1 ) j for w , k , n , and m respectively in Lemma 4, we obtain
for any 1 ≤ j ≤ k . The bound on M ( n , m , k ) can be proved in the same manner.
PROOF OF THEOREM 1
By Lemma 5 we have
Let t be the minimal positive integer such that j divide n − t , then t < j and
where the last inequality follows from Lemma 2. Now for j = log n + 1 we obtain M ( n , n , n ) ≥ 2.5 n 2 − 0.5 n log n − O ( n ).
Other results concerning M ( n , m , k ) and M ( n , m , k ) are summarized in Theorem 2 below. The bounds compares favorably with the bound m ( n + k )+ ( k − m ) + 1 established in [2] and [6] .
We must notice however that the bound in [2] and [6] holds over any field.
