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The Natural Resources Conservation Service (NRCS) collaborates with many organizations in the state of 
Illinois to remediate the eutrophication problem in the Gulf of Mexico. To design the projects needed to 
combat eutrophication efficiently, topographic data will need to be readily available with a high standard 
of accuracy. One of the main targets for these projects is flat cropland where nutrients are moving through 
soil into streams and ultimately ending up in the Gulf of Mexico, contributing to the dead zone.  
Light detection and ranging (LiDAR) data have been collected across much of Illinois to serve this 
purpose. LiDAR has not yet been evaluated for flat cropland, though it shows promise based on its 
performance in other ecosystems.  This study utilizes two resolutions of LiDAR that had been collected 
earlier, one at 4 points per square meter (ppsm) and a higher resolution at 8 ppsm. Total station and real 
time kinematic (RTK) surveys have also been conducted and the total station data are used as the 
standard by which LiDAR will be evaluated. 
Anecdotal experiences have suggested that LiDAR data appear accurate, but overall the elevations are 
uniformly too high or too low. The surfaces created by the different datasets appeared similar, but the 
average elevation values of the LiDAR were significantly different. This study investigates adjusting the 
data upwards or downwards and checking the overall accuracy. 
Overall, LiDAR data performed well in the comparisons. Before adjustment, the lower resolution LiDAR 
data had an RMSE of 9.54 cm when compared to the total station and the high-resolution LiDAR data had 
an RMSE of 9.26 cm. After adjusting the LiDAR to a lower average elevation value, the RMSE values 
dropped to 3.22 cm and 3.21 cm for the lower resolution LiDAR and high resolution LiDAR datasets 
respectively. RTK surveys did not yield datasets that improved significantly after adjustments, but 
performed well regardless. After adjustment, RTK datasets performed very similarly to the adjusted 
LiDAR datasets. 
Project designs that accept RTK survey data would be able to use LiDAR data due to the similarity in 
accuracy between the datasets. Special consideration should be taken to check older sets of LiDAR data, 
since RTK survey data would be used shortly after correction and the LiDAR data would be available for 
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longer time spans. Erosion that occurred since data collection took place may invalidate the data. With 
LiDAR data gathered in nearly every county in Illinois, topographic data are readily available, depending 
on the level of accuracy required for design, for any organization looking to design conservation projects 
for farmlands may be able to use without having to hire surveying crews.  
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CHAPTER 1: INTRODUCTION 
 
In the Gulf of Mexico, there is a major water quality and ecological threat called a hypoxic zone. A hypoxic 
zone refers to an area in an aquatic ecosystem that has dangerously low levels of dissolved oxygen. Many 
aquatic organisms cannot survive these conditions and others simply migrate away, drastically lowering 
and altering the ecosystem’s diversity (Rabalais, Turner, and Wiseman, 2002). The hypoxic zone has 
grown to roughly 10,089 mi2 large in 2017 and is the largest in the world (Turner & Rabalais, 2017).   
The Illinois Nutrient Loss Strategy has been developed with an ambitious goal of reducing phosphorus 
and nitrate loads from the state by 45 percent (Batty, n.d.). Meeting this goal will take significant work on 
the part of several agencies, as well as the landowners of the state. Nutrient management along with a 
wide array of structural practices need to be implemented to reduce nutrient loading from the agricultural 
fields. Conservation practices that have significant potential to reduce the nutrient loading from the 
cropland include drainage water management, denitrifying bioreactors, saturated buffers, and 
constructed wetlands. Many other conservation practices also benefit water quality by reducing soil 
erosion. Examples of such practices as grassed waterways, grade stabilization structures, ponds, water 
and sediment control basins, and terraces.   
Planning and designing conservation practices throughout the state requires not only a large number of 
professionals with technical expertise, but also a set of tools to streamline and facilitate their activities. 
Currently, every site must be surveyed during the design phase, using appropriate methods. Different 
conservation practices and varying terrain require different levels of accuracy of the topographic data. 
Some practices require topographic surveys; other practices may be designed without a complete 
topographic survey. Regardless, the acceptable contour interval is a reasonable measure of the level of 
accuracy required for the design. Projects like drainage water management, which is the focus of this 
research, require 0.5 foot contours (USDA, 2013).  In general, flatter terrain requires more accurate 
survey data, because of the larger relative error in surface area with even small variations in elevation. 
Processes to streamline and expedite the planning and design process for implementing conservation 
practices are a critical need. In order to mitigate this environmental problem, many conservation 
practices can be put to use. These conservation practices need accurate topographic data for the whole 
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state in order to be properly designed. Traditional on-site surveys such as total station surveys or Global 
Positioning System (GPS) surveys can gather topographic data accurately, but they take a lot of time and 
person-hours to accomplish.  
Light Detection and Ranging (LiDAR) can provide a quick and economical way of gathering a substantial 
amount of topographic data. Currently, organizations in the state of Illinois are working together to gather 
LiDAR data throughout the state. At the time of this writing, 95 of 102 counties in Illinois have LiDAR 
data in ranging degrees of accuracy. If adequate data can be gathered statewide, individual projects can 
use existing data, rather than schedule a surveying crew to go and survey the land and have to wait for the 
data to be collected and processed. This will drive down the costs and time required to complete design 
projects, making them much more feasible.  
LiDAR, like radar, is a system that detects the locations of other objects within range, though LiDAR uses 
lasers instead of radio waves. To collect topographic data, an aerial vehicle can fly with a laser, a sensor, 
an atomic clock, and a global positioning system (GPS) on board and will shoot the laser toward the 
ground. Using the atomic clock, the LiDAR system measures how long it takes for the laser beam to hit the 
ground and return to the sensor. The GPS is used to help calculate the location of the sensor and where 
the laser beam hits the ground. After processing, the location of the ground points can be shown in a 
digital elevation model (DEM) that can be used for engineering design work. Not only is LiDAR quick 
because it can gather large swaths of land in a single flight, but LiDAR can also take much denser sets of 
data compared to other surveying practices (Wehr & Lohr, 1999). Whereas it is common for total station 
and GPS surveys to take one point for every 25 feet, the LiDAR data already gathered throughout Illinois 
has a density of 4 points per square meter (ppsm). Additionally, some of the data in Illinois were taken at 
a higher resolution of 8 ppsm, theoretically resulting in a more accurate depiction of the actual 
topography.  
The main drawback to LiDAR is that its level of accuracy needs to be tested for land with low average 
slope before use. Since these conservation projects are built with the intent to minimize the nutrient 
contributions to surface water from farms, the topography of these farms are critical for design. The 
flatter the land, the more small deviations will change the appearance of the topography and affect the 
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design. Errors as small as 6 inches would create a completely difference surface flood pattern, throwing 
off the slope values significantly, so strict standards for accuracy are needed.  
This study seeks to test the accuracy of LiDAR to verify if it is sufficient for use. Data were gathered in two 
farms, one in Champaign County, Illinois and another in Logan County, Illinois. The strengths and 
weaknesses of the LiDAR data at two different resolutions will explored and documented. GPS surveys in 
the form of vehicle-mounted real time kinematic (RTK) surveys are also a quicker way to gather data than 
total station data. However, vertical displacement while driving on bumpy ground has caused concern for 
its accuracy, so RTK surveys were compared to the ground truth total station surveys as well. If LiDAR 
proves to be accurate enough, then the design of conservation projects being planned as a part of the 
Illinois Nutrient Loss Reduction Strategy will be more streamlined and the remediation of the hypoxic 




CHAPTER 2: OBJECTIVES 
 
First and foremost, the main objective of this study is to determine if LiDAR data are sufficiently accurate 
for engineering design work on flat farmland. With this knowledge, the Natural Resources Conservation 
Service can determine whether LiDAR data are appropriate to use in engineering design projects, 
including those for the mitigation and remediation of water quality problems in the Gulf of Mexico. 
The specific objectives of this study are: 
1. Conduct a total station survey to use as the standard for accuracy. Determine how much the two 
resolutions of LiDAR data deviate from that standard in terms of ground elevation and slope.  
2. Determine how much a vehicle-mounted survey-grade Global Positioning System (GPS) 
technology deviates from the standard in terms of ground elevation and slope. 
3. Determine how well a vehicle-mounted survey-grade GPS survey compares to the LiDAR data at 
the two different resolutions. 
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 CHAPTER 3: LITERATURE REVIEW 
 
3.1 Surveying 
 The first known instances of surveying are from the Ancient Egyptian, Greek, and Roman 
civilizations (Bennet, 1987). The intent behind it was to help establish property lines, as well as construct 
roads, and even for military applications. Over time, new construction projects such as for mines, canals, 
and railroads utilized surveying work. As the projects became more sophisticated, so did the instruments 
and the measurement systems used with them. Complicated tools were used to level the instruments as 
well as to be certain of the exact direction that the equipment was being pointed in. In the 1600’s, Gunter 
Chains were developed to standardize surveying measurements and were very commonly used to set up 
townships in an acre span (Bennet, 1987). 
More recently, scopes have been attached to tripods and carefully leveled. Once these scopes are 
attached to the tripod and planted firmly in the ground, they are pointed at a measuring rod. Calculations 
are run to determine the distance between the instrument and the measuring rod as well as the height 
difference between the two points. These height distances are used to calculate elevation from a point of 
known elevation called a benchmark (Ghilani & Wolf, 2015).  
More advanced technology has been built on this system. Electronic Distance Measurement 
(EDM) machines were built in the 1970’s. Theodolites (which measure bearings), used electronics to keep 
track of all of the measurements and display them digitally. This has allowed the EDM machines to 
measure the angles by shooting an electromagnetic wave (usually in the form of a laser) from the machine 
to a reflector with known reflectance. The wave returns to the EDM and the time it takes is used to 
calculate the distance using the speed of light as its velocity (Bennet, 1987). 
Though there is a lot of time and effort saved by digitally storing and transmitting the data, there 
are still possible drawbacks. If the data are not properly stored or handled, they could be erased, lost, or 
corrupted. Great care must be taken to prevent that from happening and to make backups. Field to finish 
surveys are commonly conducted to circumvent these concerns as well. A series of codes are used to track 
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all of the features in the surveyed area and they can later be inputted in a surveying software that will 
process it and create a sketch of the surveyed land (Ghilani & Wolf, 2015). 
3.2 Accuracy of Surveying Data 
Surveying data can be very accurate if the proper amount of effort and planning are used, 
especially with the advancements that have led to modern technology, but there are a variety of ways that 
errors and mistakes can diminish the legitimacy of the data. Errors come from systematic limitations of 
the data collection method, while mistakes pertain to incorrect use of the measurement method, such as 
writing down the wrong number. The various kinds of errors that can be made are natural errors, setup 
errors, instrumental errors, personal errors, cumulative errors, and random errors (Schofield, 2001). 
Natural errors make up a large portion of errors. Natural errors are when different aspects of 
nature cause deviations in the data. These deviations are caused by atmospheric refraction, temperature, 
humidity, atmospheric pressure, adverse weather conditions, and magnetic declination (Schofield, 2001).  
One major source of natural error is refraction. Since the earth has an atmosphere (and is not a 
vacuum), electromagnetic waves change direction as they come into contact with and reflect off of all of 
the different particles in the air. An index of refraction is used to remove the deviations in the data caused 
by the refraction in the air (Schofield, 2001).  
 The index of refraction is calculated based on three different parameters; temperature, relative 
humidity, and atmospheric pressure. All three of these factors exist in a gradient and are therefore 
constantly changing in value, especially near the ground. The closer the measurements are to the ground, 
the larger the variations will be. This is because the ground absorbs and reflects a lot of light and heat. For 
this reason, the line of sight of the surveying instruments are kept at a minimum of 0.5 meters above the 
ground (Ghilani & Wolf, 2015). 
 Magnetic declination is another source of natural error that must be monitored. Since magnetic 
north is always moving, it may not line up perfectly with geodetic north. The difference in angle is the 
magnetic declination. This particular error causes problems in calculating direction. On a map, the 
measured points will not be accurately placed with relation to each other in terms of direction if magnetic 
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declination is not accounted for. The larger the study area, the more significant this error is. Given the size 
of the study areas in this project, magnetic declination is not significant (Bolstad, 2012).  
 Setup errors cause deviations in measurements based on improperly setting up the instrument. 
One major aspect of setup is properly leveling the instrument. If the instrument is not level, then there 
will be an error in the elevation data equal to the deviation in angle (from zero degrees to the angle the 
instrument is set up on) times the distance to the surveyed point. In a GPS survey, setup error could lead 
to improper measurement of a data point due to the fact that the angle that the height measurement 
would not be completely perpendicular to the ground. Any measurement taken will be off by the 
measured height times the cosine of the difference between 90 degrees and the angle that the height was 
measured on. Keeping the instrument height lower helps to reduce the effects of any error in the setup, 
since there is less possible deviation in height from the angle. Other mistakes in setup include improperly 
entering in values to the instrument. With a total station, entering in the correct temperature and 
pressure will allow the microprocessor inside to account for refraction. Entering in the wrong values will 
cause errors in the refraction that would otherwise be properly accounted for. Additionally, entering the 
wrong rod height value could be a significant mistake, especially if the rod height changes when a 
surveyor goes into a stream channel or gully (Ghilani & Wolf, 2015).  
 Many errors can come from the instrument itself. If the instrument being used is improperly 
manufactured, there will be errors in the measurements. For instance, if measurement markings are 
improperly drawn or spaced, that will cause deviations in the data. Since several of the functions of the 
instrument are digital, mistakes in the programming of the instrument can also cause errors. One of the 
main ways to avoid this is to acquire equipment from a reputable dealer from a reputable brand. Testing 
out the equipment before data acquisition can also prevent instrument errors from diminishing the data. 
Ensuring that the equipment is properly calibrated and maintained will also reduce error (Ghilani & Wolf, 
2015). 
 Cumulative errors are another common issue. Since data points are often calculated in relation to 
each other, mistakes made in each and every data point will add up over time. If proper care isn’t taken in 
measuring each point, deviations can be exacerbated with time. Cumulative errors can be ameliorated by 
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making sure to use benchmarks properly, checking for misclosures, closing the survey, and calibrating the 
data afterward. A misclosure is when a survey is conducted and the same point is measured twice, but 
yield different elevation values. The larger the misclosure, the less accurate the data are (Schofield, 2001). 
Random errors are another concern. Data may not completely match up due to unexplained 
variations that either aren’t known or can’t currently be accounted for. It is generally expected that 
random errors will cancel each other out over a large enough sample due to the fact that they appear to 
follow statistical laws of probability. Taking more data points and properly calibrating using benchmarks 
should reduce the impact of random errors (Ogundare, 2015). 
 The curvature of the Earth can also affect the data, especially when using an RTK survey. The 
points are not taken on a flat plane, but a curved surface. Whenever a point of elevation is measured, it’s 
important to understand that though the surface appears flat, that it is actually curved. This often causes 
points to appear to be at lower elevations than they actually are. After a point is taken, the adjusted height 
is calculated to account for that drop in height stemming from the curvature of the Earth. However, if the 
study area is small, this error is insignificant (Ghilani & Wolf, 2015).  
 Standards have been set for the accuracy of surveying data. Depending on the use of the data, 
surveyors will specify the level of accuracy that they want for their data and if the data gathered do not 
reach that level, the data will not be used (Schofield, 2001).  
 
3.3 Projections  
The shape of the Earth not only affects the elevations measured during a survey, but also the 
location of the points surveyed when plotted on a map. Since a map is a two-dimensional object, it is not a 
completely accurate representation of the Earth and the points measured. The Earth is not a perfect 
sphere, but an ellipsoid that is flatter at the north and south poles than at the equator. The first known 
estimation of the earth’s shape is the Babylonians thinking the Earth was flat. However, by the time the 
ancient Greek city-states were founded, it was known that the Earth was spherical in shape. Using modern 
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technology, such as computers and satellites, estimates of the earth’s shape have continued to improve 
(Bolstad, 2012).  
 When spatial data are used, they are set to a specific datum on a geoid, so that there is a reference 
point that is considered completely accurate (or at least with negligible error) and every other point of 
spatial data are placed on the geoid. This way, the spatial data can be known with reference to the Earth 
and not just randomly in space, potentially off of the Earth’s surface. There is no single geoid that is used 
to model all of the Earth. Since errors increase with distance from a datum, there are many datums that 
are used depending on where the spatial data are located. Using different datums can cause variations in 
the location of the same point in space, so it is important to choose the datum carefully (Bolstad, 2012).  
 
3.4 Global Positioning System 
 GPS is a technology invented by the United States Navy in 1958. It began as the Navy Satellite 
Navigation System (also called TRANSIT). The first satellite used the Doppler Principle to find a point’s 
location. Changes in frequency called Doppler Shifts were measured. If the exact location of the satellite at 
the time that it sent its signal and the time was recorded when it sent its signal, the location of the receiver 
could be calculated (Solarić, 2008). Initially, it had five to six satellite that were being utilized only by the 
military, but by 1967 civilians were being granted access to it. Though TRANSIT is not being used as a 
GPS anymore, the satellites remain in the air and are used to explore the ionosphere (Ghilani & Wolf, 
2015).  
 In 1978, Navigation System using Timing and Ranging (NAVSTAR) was set up and the first 
satellite launched into space by the Department of Defense. By 1993, a full fleet of satellites was in the air. 
NAVSTAR is the current satellite system in use by the United States. Other satellite systems have been 
launched since then and a few more are currently in development. Russia has is own system called 
GLONASS which has 24 satellites as well. The European Union and China plan to release their own 
systems; the Galileo System and the BeiDou System respectively by the year 2020. With both of the new 
systems in place, the number of satellites orbiting Earth for GPS purposes will more than double  
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(Ghilani & Wolf, 2015).  
 GPS can be broken down into three different segments; the space segment, the control segment, 
and the user segment. The space segment is made up of the 31 satellites that were sent into space as a part 
of the NAVSTAR system. These 31 satellites are distributed amongst six orbital planes at 60-degree 
intervals around the equator, though that is only the NAVSTAR system. Satellites from Russian system 
GLONASS are also available for use. Each satellite is equipped with an atomic clock, so that the time is 
known with a high level of precision (NOAA, 2018). 
 The control segment is made up of organizations that monitor and track the satellites. They make 
sure that they know exactly where the satellites are at any given moment and where the satellites will be 
orbiting. They also ensure that the clocks in each satellite are correct by resetting them once a week 
(Dixon & Uddameri, 2016).  
 The user segment is the person operating the GPS sending location information. The GPS unit 
will have a receiver to connect with the signals being sent by the satellites. It is also equipped with a 
precise clock that measures the oscillations of a quartz crystal. Atomic clocks aren’t used in the receivers 
due to the materials being hazardous and extremely expensive (Ghilani & Wolf, 2015).  
Each satellite sends a signal consisting of pseudorandom noise. The user’s GPS receiver samples 
the signal twice with a known lag time. Once the first signal is received, the GPS unit will track the time it 
takes for the second signal to arrive. The lag time is subtracted from the time to calculate the distance 
from the satellite to the receiver. Since the velocity of the signal and the position of the satellite are 
known, the travel time is divided by its velocity to calculate that distance (Van Sickle, 1996). 
Multiple satellites are used for each data point taken. This is done to produce redundancies and 
minimize errors. Least squares approximations are done to calculate the final position of the receiver in 
relation to the satellite (Schofield, 2001). With enough redundancies, an accurate representation can be 





3.5 Accuracy of GPS Data 
 With the improvements in technology over the last 60 years, GPS can be used to locate exact 
locations with a great amount of detail and accuracy. However, not all sources of error have been 
eliminated. Whenever a survey is done using a GPS, it is important to keep this in mind as the data can be 
invalidated with enough errors. Errors can come from atmospheric interference, space, timing errors and 
more (Ogundare 2015). 
 One of the main sources of errors is atmospheric interference and it is due to refraction. As 
mentioned in the surveying section earlier, electromagnetic waves can have their paths altered by the 
atmosphere. This is the same for lasers as well as the signals from GPS satellites. The majority of the error 
for satellite signals comes from the troposphere and the ionosphere. Solar weather has a stronger 
presence in the ionosphere than it does nearer to the Earth’s surface. This is why satellite systems have 
updated their signals over time to include information about how they will be affected by not only the 
refraction stemming from the atmosphere itself, but also from the deviations caused by solar weather. 
Even with these updated codes, care should be taken to ensure that there are no extreme amounts of solar 
weather (such as a solar flare) during a survey as they can only be corrected so much (Ghilani & Wolf, 
2015). 
 One of the most problematic sources of error during a survey is multipathing. Since signals have 
their path altered by refraction, they may not directly reach the receiver. In some cases, the signals reflect 
off other surfaces before reaching the receiver. The signal could be blocked entirely by an overhang as 
well. With the added time coming from the reflection, the GPS will not properly calculate the location of 
the measured point. During the planning session for a survey, reflective surfaces need to be identified and 
ideally removed. This may not always be possible as a building, a body of water, or any other landmark 
may be close by the testing site. Even if none of these landmarks are nearby, that doesn’t mean that all 
sources of multipathing are accounted for. Refraction in the ionosphere may also split the signal and 
cause the receiver to measure two or more signals. If this happens enough, it may be worth trying again 
another day when the ionosphere is less problematic (Van Sickle, 1996).  
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 The control segment of GPS keeps track of the positions of satellites throughout their orbits to 
confidently locate the satellite for proper calculations. However, monitoring organizations also run tests 
to verify the locations of each satellite and release these in the form of an ephemeris. Surveyors can use an 
ephemeris to further calculate and improve their data after collection (Van Sickle, 1996). 
 An ephemeris essentially tracks the various possible perturbations in the calculated path of the 
satellites. It would be expected that satellites have a perfectly elliptical path with only the Earth’s gravity 
and their own momentum changing their positions. However, there are several other factors in play. 
Gravity of both the sun and the moon have an appreciable effect on the orbit of satellites. Solar radiation 
also deviates the satellites’ orbit as well. Though the deviations in orbit are calculated and included in the 
signals that the satellites send, an ephemeris goes into deeper detail and more accurately models the small 
changes in orbit (Ghilani & Wolf, 2015).  
 Not only is the orbit of each satellite used important for accurately calculating the location of the 
receiver, but also the locations of each of those satellites in reference to each other. Since least squares 
approximation is used, care must be taken in using satellites that are all not too close to each other. If 
there are other satellites sufficiently far away however, having multiple satellites in the same position is 
okay (Bolstad, 2012). Otherwise, the calculation will run into problems with linear dependence and it 
won’t be as accurate or possibly even solvable (Heath, 2002). Ideally, the satellites are further apart from 
each other and not bunched up in one location. The different angles of each satellite will allow for better 
tracking of the receiver and easier calculations (Bolstad, 2012). 
 Timing errors can also diminish the accuracy of the data. Multipathing can be seen as a case of 
timing error, since the time the signal takes to reach the receiver becomes longer than it actually is. 
However, this isn’t the only source of timing error. Atomic clocks are used in satellites to minimize this 
source of error. Receivers are usually a larger source of error because they use quartz crystals instead of 
atomic clocks. Relativity also plays a role in the time that the atomic clocks. Since the clocks are orbiting 
Earth at a fast enough speed, the atomic clocks in the satellites will display a different time in space than 
they would on the surface of the Earth. The control segment periodically resets the clocks in satellites to 
minimize this source of error (Ghilani & Wolf, 2015).  
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 Coordinate transformations are another source of error. Satellites send signals with information 
that explains their coordinates in reference to space. Satellites use a rectangular coordinate system called 
the Satellite Reference Coordinate System. However, the coordinate systems used by surveyors and 
geomatic engineers are based around Earth and are in a spherical coordinate system that use longitude, 
latitude, and height (based on the distance from the center of the Earth to the point being measured (Van 
Sickle, 1996). These errors are generally minor. They will mostly be due to errors from rounding or 
truncating values during calculations (Heath, 2002).  
 On the ground, there are a few other possible sources of GPS error. If the instrument is 
miscentered or improperly leveled, it will expect its position with respect to the ground to be in a different 
place than it actually is. The same issue can happen if the antenna height is improperly measured. For 
example, if the antenna height is measured to be 10 cm higher than it actually is, then every single point 
measured will be off by 10 cm. Plugging in the wrong height can cause some of the most catastrophically 
large errors during a survey. Multiple measurements of instrument height alongside carefully entering in 
the measured information to the instrument will reduce that source of error. Checking to see that the 
instrument remains that height above the ground and doesn’t change can also ensure that it does not 
become a source of error (Ogundare, 2015).  
3.6 LiDAR 
 LiDAR is short for light detection and ranging (Charlton, Large, & Fuller, 2003). This is typically 
done from a plane, but drones can also conduct these surveys much closer to the ground. LiDAR was seen 
as a more effective way to measure topography than the traditional methods of using photogrammetric 
images when it was first being developed (Lillesand, Kiefer, & Chipman, 2014). LiDAR works by emitting 
a short-duration laser pulse at a surface and multiplying the time it takes for that laser pulse to return by 
the speed of light. It then divides it by two, since the time measured accounts for both the trip to the 
surface and its trip back. Each laser pulse brings back a sample of the area from which it reflects. This 
area, or footprint, returns to the sensor for sampling (Lefsky, Cohen, Parker, & Harding, 2002). This is 
similar to radar (radio detection and ranging), though it returns an image and utilizes light waves rather 
than radio waves.  
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 There are many different aspects of LiDAR that can affect the accuracy of the data. One such 
aspect is the wavelength used for the laser. Depending on the surface that is being measured, different 
wavelengths are suggested for use. Since light refracts differently through air and water, choosing the 
right wavelength can be very important. For instance, certain wavelengths are best suited for bathymetric 
purposes, to penetrate the surface of the water, and be able to reach the bottom surface of a body of water. 
Other wavelengths will be better suited for measuring the topography underneath snow or even the 
surface of the snow itself (which may be useful for studying a glacier). Certain wavelengths can also be 
useful for reducing the effect that vegetation (including canopy cover) may have on the LiDAR data. 
Unfortunately, clouds can often absorb LiDAR of the optimal wavelength for the study area, so avoiding 
measurement during overcast days is recommended (Lefsky, Cohen, Parker, & Harding, 2002).  
 Multiple frequencies can also be used together during data collection. For instance, continuous 
wave laser ranging systems utilize multiple frequencies simultaneously. The lowest frequency determines 
the resolution and the accuracy of the range, while the highest frequency determines the size of the range. 
(Wehr & Lohr, 1999) 
 Power is another major aspect to be considered. The more power supplied to the LiDAR data 
acquisition system, the more accurate the data are, since it is more likely to have the laser reach the 
surface that is intended to be measured and return back to the sensor. Limits are in place to ensure that 
the power is not too high. If too much power is used, then serious harm can be caused to anyone whose 
eyes come into contact with the laser pulse (Lefsky, Cohen, Parker, & Harding, 2002). 
 Pulse duration and repetition rate are two related aspects of LiDAR. Pulse duration is inversely 
related to repetition rate. Therefore, if there are more pulses in the same amount of time, the duration of 
each pulse will be shorter. However, the higher the pulse rate is, the lower the amount of energy that goes 
into each pulse (Baltsavias, 1999). Over the years, the pulse rate has increased from the original 5 kHz 
repetition rate (Csanyi & Toth, 2006). The increase has allowed for more data points that are closer 
together as they reach the surface and then return to the sensor (Csanyi & Toth, 2006). The pulse rate 
therefore helps to set the data at the desired resolution. 
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However, there is only so much power that can be supplied to the laser.  With more pulses and the 
same amount of power available, the less power can be supplied to each pulse. That causes each pulse to 
be weaker and with weaker pulses, the data become less accurate as the pulses may not return to the 
sensor or even reach the intended surface (Csanyi & Toth, 2006).  
 Divergence angle is the angle the LiDAR pulses travel from the airplane to the surface and it 
determines the size of the land hit by the LiDAR pulses. Since the laser has elliptical cross section, the 
angle determines one of the radii of the ellipse, while the other is based on the velocity of the aircraft. The 
larger the divergence angle, the less power the laser beam has when it returns to the sensor. This is 
because a smaller percentage of the laser returns back to the sensor (Baltsavias, 1999). 
 There are two types of sensors that can be used with LiDAR: waveform recording sensors and 
discrete-return sensors. Discrete-return sensors measure only the peak values of the wavelengths that 
return and the time in between the measurements of those peak values (Lefsky, Cohen, Parker, & 
Harding, 2002). When a peak value is large enough relative to nearby returns, it can signify that a 
separate object being scanned and not a continuous length of the same object or surface. Depending on 
the device, either one peak or multiple peaks will be recorded at a time. If only one peak is measured at a 
time, then it is a single-return system. Otherwise, multiple peaks can be measured at once and that is a 
multiple-return system. Waveform recording sensors analyze the entire spectrum of the wavelengths of 
the data that are recorded. Since the entire spectrum is analyzed, there are more data from each 
wavelength. These extra data can be processed to show the structure of any canopy cover that is present. 
Discrete-return sensors will have much higher repetition rates, which leads to a large number of points 
being sampled, which is desirable. With a site being having no canopy cover, it would be better to use 
discrete-return sensors over waveform recording sensors. Even with more data points, it will reduce the 
amount of data that needs to be stored (Lefsky, Cohen, Parker, & Harding, 2002). With this initiative, an 
entire county’s worth of topographic data are being collected all at once. Different sensors are not 
switched out to collect different land cover classes. This means that certain areas will not be as accurate as 
other areas. Since topographic data in areas without canopy cover are a higher priority, sensors have been 




 The spectral reflection of a point on a surface can change how the elevation is perceived by the 
sensor when the light comes back. Special calibration can be done to reduce the error caused by spectral 
reflection (Csanyi & Toth, 2006). 
 
3.7 Accuracy of LiDAR Data 
 Aside from carefully designing the process of taking data using LiDAR mentioned above, the 
accuracy can be improved in other ways. Csanyi and Toth (2006) found that by placing targets (reflectors 
with two concentric circles) with known reflectivity on the ground at benchmarks with known elevations, 
they could check the data for those specific points and calibrate them to the correct elevations. The rest of 
the data points would be improved in accuracy by a transformation. In their experiment, Csanyi and Toth 
(2006) still found some error, but the overall accuracy was still improved.  
 One advantage to using LiDAR data is that the moment each point is measured, it is 
georeferenced (Lillesand, Kiefer, & Chipman, 2014). A lot of data can be taken very quickly over large 
swaths of land without using much labor and are translated over to a more usable form immediately.   
There are limitations to LiDAR data though. Given the expense of taking LiDAR data, the 
temporal resolution of the data may be low and any kind of event that changes the topography of the land 
(like construction work or erosion) may not be represented in the most recent data (USDA, 2013). Data 
are also taken on fixed points on a grid, so if a significant change in elevation (like a ditch) is in between 
those points, the feature may not be accurately represented (USDA, 2013). Vegetation may cause an 
inaccurate LiDAR representation of the surface. LiDAR is also not useful for identifying several features, 
such as any feature underwater, tile intakes and outlets, property lines, utility lines, and more (USDA, 
2013). 
3.8 Coarseness of Data 
 Elevation data are often used in the form of a digital elevation model (DEM) or in the form of a 
contour map. DEMs consist of rasters (or grids) with data points inside each cell of the grid. Each cell is 
typically uniform in size and houses a single elevation data point. Contour maps, on the other hand, 
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contain a series of curves (contour lines) on a map where every point on the same curve represents the 
same elevation value. These contour lines cannot intersect and they will always form a closed object 
unless they run off the map. DEMs and contour maps can be converted from one to the other depending 
on the software used and both may be useful in the same project (Bolstad, 2012). 
Increasing the number of data points will give a more accurate depiction of the topography of the 
surface. Since there are fewer locations to interpolate using modeling, there are more data points 
considered to be “true”. Possible problems with using data sets that are too coarse include completely 
missing terrain features. A small ditch or gully could be located entirely between two data points (Gillin, 
Bailey, McGuire, & Prisleyt, 2015). An increased number of data points does, however, make the data 
more difficult to use as there are increased storage demands and the processing of the data will take 
longer as well.  
In a DEM, increasing the number of data points decreases the size of each cell and increases the 
number of cells overall. Halving the dimension of each cell will quadruple the number of cells overall, so 
increasing the resolution should be done carefully to avoid processing too much data (Bolstad, 2012). 
With contours, increasing the resolution involves decreasing the contour interval. The contour interval is 
the distance in elevation between two adjacent contour lines (Ogundare, 2015). Unlike with DEMs, 
decreasing the contour interval does not cause nearly as high an increase in the amount of data. Halving 
the contour interval will approximately double the amount of contour lines (Bolstad, 2o12).  
More data do not necessarily need to be collected in the field in order to increase the resolution of 
the data. Data points can be interpolated to fill in the empty raster cells in a DEM or the empty space 
between contour lines in a contour map. It should be kept in mind however, that though the data may be 
viable for their intended use, the contour map will not likely gain accuracy by increasing its resolution 
(Vaze, Teng, & Spencer, 2010). 
In order for topographic data to support different contour intervals properly, a sufficient amount 
of data is required. For a two-foot contour interval, at least 0.25 ppsm is required for an accurate 
depiction of the surface. For a one-foot contour interval, the point density jumps to 2 ppsm. If the land is 
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vegetated, a one-foot contour interval then required 8 ppsm. Other standards involved include the vertical 
accuracy, the swath width, and the interswath area for each flight pass (Heidemann, 2018).  
Choosing the correct resolution for data sets is an important exercise. Without enough data 
storage or processing power, working with large data sets may be uneconomical and may not even 
improve the utility of the data by any significant amount. Without enough resolution, though, calculations 
may not be accurate enough for the intended use of the data. Gillin et al (2015) studied the accuracy of 
data taken at a 3 m resolution transformed to 1 m, 3 m, 5 m, and 10 m resolutions and concluded that 
though accuracy is often improved by increasing the resolution, it isn’t always necessary. In fact, in their 
case, it was found that the 1 m scale was not adequate for one of their analyses (comparing the soil horizon 
and the water table). The interpolation to 1 m resolution created enough error in their analyses that they 
could not accept that data. Collecting more data and reducing the amount of interpolation needed to reach 
a 1 m resolution may have improved their results. This suggests that there is a limit to the amount of 
interpolation that can be done with a dataset. Simply having the time and computational resources does 





CHAPTER 4: METHODOLOGY 
4.1 Study Locations 
4.1.1 Champaign County  
There were two testing sites. The first location is at the South Farm Experimental Research Station of the 
University of Illinois at Urbana-Champaign (40°, 04’ N, 88°, 12’ W). The size of the study area is 2.1 
hectares (5.2 acres). The ground is very flat (averages 0.949% slope across the study area according to 
total station data) and was recently tilled with a disk ripper before data collection.  Data collection was 
also scheduled to avoid surveying when the ground was wet or too soft to avoid having the UTV sink into 
the ground and reducing the elevation values collected. For this location, a rotation of corn and soybeans 
have been planted continuously for many years. The soil is composed of 73.0% Drummer silty clay loam, 
6.6% Flanagan silt loam, and 20.4% Catlin silt loam (USDA, 2017). There were no obstructions in the 
study area that caused concern for multipathing error other than possibly the ionosphere (Van Sickle, 
1996).  
 
4.1.2 Logan County 
The second location was on a farm in Beason, Illinois at 40.167° N, 89.205° W. The study area is 4.2 
hectares (10.4 acres) The ground is very flat (averages 0.751% slope across the study area according to the 
total station data). Conservation tillage was recently done before data collection. Crops grown on the farm 
include a corn and soybean crop rotation. Data collection was also scheduled to avoid surveying when the 
ground was wet or too soft to avoid having the UTV sink into the ground and reducing the elevation values 
collected. The soil is roughly composed of 29.6% Ipava silt loam, 33.6% Sable silty clay loam, 12.7% 
Edgington silt loam, and 24.1% Tama silt loam USDA, 2017). On the specific set of land surveyed, both 
resolutions of LiDAR data were available for the entirety of the study area. Similar to the Champaign 




4.2 Surveying Methods 
To determine if the accuracy of the LiDAR is sufficient, ground surveys were conducted in two different 
locations: one in Urbana, Illinois on a local farm and another in a field in Logan County, Illinois. The total 
station ground surveys were taken as the standard against which the LiDAR data were compared, so great 
care was taken to collect as accurate of surveying data as possible. The ground surveys were performed 
with a Trimble R10 GPS unit mounted to an UTV for an RTK survey in addition to the total station 
surveys done with a Trimble S3.  
Once the ground surveying data were taken, they were compared to the LiDAR data that had already been 
acquired by the NRCS. Statistical methods were used to determine the accuracy not only of the elevation 
data, but the slope data as well. This study will explore the level of accuracy that can be expected from 
LiDAR on farmland. 
4.2.1 Total Station Ground Surveys 
For the Champaign County total station survey, a benchmark was found approximately 20 feet off the 
southeast corner of the field and was used as a backsight. In Logan County, the only permanent object in 
sight was a paved driveway, so the northwest corner of the driveway was marked off with chalk and used 
as the backsight. Flags were set to guide the rod person on where to place the rod for each shot.  
A Trimble S3 Robotic Total Station was used to conduct the survey using a prism rod with a flat, 2-inch 
diameter bottom. A railroad spike was placed in the ground underneath where the S3 would be set up for 
use as a temporary benchmark (TBM). The TBM location was found with a Trimble R10 GNSS System. 
The R10 GNSS System has a UHF radio antenna and SMA connector (410-470 MHz, 0 dB). The R10 has a 
horizontal accuracy of 1 cm and a vertical accuracy of 2 cm. The location of the TBM was entered into the 
TSC3 for calculating the other data points in the total station survey. Using the location of the backsight, 
the azimuth was calculated and entered into the TSC3 data collector. The TSC3 used angle addition 
(between the data point and the backsight and the azimuth of the backsight) to find the azimuth of each 
data point. The S3 was able to take every data point needed over the whole field in one setup for each 
field, so it did not need to be moved during the survey of the field. 
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A rodman walked around with the prism and a TSC3 data collector and took points while an operator 
directed the total station toward the prism. The S3 total station would shoot a laser and calculate the 
elevation values each time the rodman clicked on a button on the TSC3. 
4.2.2 Real Time Kinematic (RTK) Survey 
The Trimble R10 GNSS System was used for the GPS receiver while a Trimble TSC3 was used for the RTK 
data collection. The receiver was attached to the top of a Utility Task vehicle (UTV) with a specially fitted 
mount to keep it firmly attached and level with the UTV frame during surveying. Flags were set at 7.62 m 
(25 ft) intervals in a grid across each field. 
Once all of the flags were set, the UTV was driven between 2.24 m s-1 (5 mph) and 3.13 m s-1 (7 mph) in 
rows across the testing site directly over each flag. The elevation measurements were taken at every 7.62 
m (25 ft). In Logan County, concerted effort was made to drive alongside the rows in the direction of the 
tillage. This, in tandem with the slow driving speed, would reduce the vertical displacement of the UTV 
while taking data. The ground survey in Logan County took place in April of 2018, a few weeks before 
planting, so the ground was bare. The height of the receiver was measured with both the driver and the 
person operating the data collector in the UTV to ensure that their weight on the suspension would not 
affect the mounting height of the GPS receiver when the survey was in progress. This survey used a mobile 
hotspot to connect to Trimble’s online service for corrections (Trimble, 2014).  
For Champaign County, two RTK surveys were conducted during April 2018. One was taken while driving 
along the direction of the rows, while the other was taken against the rows. It is expected that driving in 
the same direction of the rows would be more accurate than driving across them, thus more desirable 
than driving against the rows. Driving with the rows is not always feasible, so a second survey driving 
against the rows was conducted to test the concept. In both surveys, the same 25-foot interval was used 
for data collection as in Logan County. These surveys were also conducted shortly before planting took 
place on a warm day when the field was dry. The reference station ID is ILUC and is located on the Florida 
Avenue Residence Hall building on the University of Illinois campus. Trimble’s online service was not 




4.2.3 LiDAR Survey 
LiDAR data were gathered before the study by the USGS for each county and are available in the Illinois 
Geospatial Data Clearinghouse (https://clearinghouse.isgs.illinois.edu/data/elevation/illinois-height-
modernization-ilhmp-lidar-data). In Illinois, LiDAR data are being gathered in the form of DEM maps for 
each county. Shown in Figure 4.1 is a map of Illinois counties for which LiDAR images are available at the 












LiDAR data have been gathered around the state with the intention of having the data be at a specific level 
of accuracy over the whole data acquisition area. The American Society for Photogrammetry and Remote 
Sensing (ASPR) defined a set of six different levels of accuracy called quality levels (Heidemann, 2014). 
They are designated from QL0 to QL5. The majority of the LiDAR data in Illinois have been collected at 
QL2, which corresponds to a root mean square error (RMSE) of less than or equal to 10.0 cm and at least 
two data points for every square meter. There are other several other standards involved for each quality 
level, such as pulse spacing, density, and swath overlap difference (Heidemann, 2014). Since this study 




focuses on flat cropland and not the entire dataset, the quality level may not carry over to the samples 
measured in this study.  
For Champaign County, Quantum Spatial, Inc. was contracted to acquire the data in April of 2008 
following the guidelines of the National Digital Elevation Program. They used an Optech ALTM 3100 
sensor and an inertial measuring unit GPS receiver. The LiDAR system was carried by a twin-engine fixed 
wing aircraft that flew at an altitude of 1,700 meters. The LiDAR data that were collected have a nominal 
horizontal spacing of 1.2 meters and a density of 4 points per square meter (ppsm), which corresponds to 
QL2 (USDA, 2013). The LiDAR data were based in the Illinois State Plane Coordinate System, East Zone 
using the North American Datum of 1983. 
The Logan County datasets were gathered between November 23rd, 2013 and November 30th, 2013 by 
Quantum Spatial, Inc. Over a span of eight missions, each planned by the Leica Mission Pro software, 
approximately 618 mi2 of data was gathered (Quantum Spatial, Inc. 2013).  
A Leica ALS -70 sensor (the sensor ID is NS7220) was flown in a Piper Navajo Twin aircraft to take the 
Logan County LiDAR data. The LiDAR data were collected at two resolutions: 4 ppsm and 8 ppsm. For 
the lower resolution LiDAR, the field of view was 40 degrees and the scan angle was 20 degrees. The 
flying height was between 1,433 meters and 1,518 meters. The pulse rate frequency was 358 kHz and the 
mirror scan rate frequency was 53.4 kHz. The plane flew at 150 knots and the minimum overlap was 
11.84% (Quantum Spatial, Inc. 2013).  
For the high resolution LiDAR data, additional flights were taken at a lower altitude. The flying height 
above mean sea level was anywhere between 751 and 800 meters and the plane traveled at a rate of 150 
knots. The field of view was 36 degrees and the scan angle was 18 degrees. As the plane flew, there was a 
minimum overlap of 19.28% when it returned to gather the next row of data. The pulse rate was set at 
335.4 kHz with a mirror scan rate frequency of 56 Hz (Quantum Spatial, Inc. 2013).  
The GPS unit used for the LiDAR data collection in Logan County used the Continuously Operating 
Reference Station (CORS) HDIL as well as a base station. The LiDAR data that were collected have a 
nominal horizontal spacing of 0.488 m (1.601 feet) for the lower resolution LiDAR data and 0.346 m 
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(1.135 ft) for the high resolution LiDAR and was based in the Illinois State Plane Coordinate System, East 
Zone using the North American Datum of 1983 (Quantum Spatial, Inc. 2013). 
 
4.3 Extraction of Elevation Data 
The DEMs of the LiDAR datasets were imported into ArcGIS alongside the shapefiles for the RTK point 
data and the total station point data. The TSC3 data collector placed each point on a projection of the 
surface, specifically NAD1983 Illinois West FIPS 12 projection. The RTK and total station point data were 
converted to rasters and resampled to match the nominal horizontal spacing of the LiDAR using nearest 
neighbor approximation. In doing so, the total station and RTK data points could be lined up with the 
LiDAR data to facilitate the raster subtraction with the Minus tool in ArcGIS. The resampling did not 
change the horizontal or vertical elevation values contained at each point. It merely converted the 
shapefile to a raster cell that matched the size of the LiDAR data to facilitate subtraction more easily. 
These points would then be extracted from ArcGIS and exported to Microsoft Excel. 
The RTK surveys did not gather exactly the same points as the total station survey. The process for 
comparing the total station and RTK surveys would have to be different. Since the UTV had to make turns 
past flags in the RTK survey, it would not line up exactly at 7.62 m (25 ft) in every row and column. At the 
start of each row, the UTV would be stopped and a point would be taken while the GPS was stationary. 
The points on the edges may be more accurate due to the lack of movement, but this was done primarily 
to establish the boundaries of the survey for the RTK surveys. The counter would not start back over at 0 
feet, so the points taken by the RTK survey would not line up perfectly with the total station survey points 
and the flags marking 7.62 m (25 ft) intervals. The total station survey could however be set up to measure 
points in increments of 7.62 m (25 ft) apart from each of the flags more precisely and created a more rigid 
lattice structure. 
The RTK and total station datasets were resampled to 7.62 m (25 ft) in order to best line up the different 
points nearest to each other. Since there is more horizontal separation between points with the RTK and 
total station data than with the LiDAR data, an interpolation method was needed to estimate the elevation 
values at points that were closer to each other, so bilinear interpolation was chosen. With bilinear 
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interpolation, the data could be kept smooth and continuous across the study area to minimize the error 
(Rees, 2000). The horizontal distances between points being compared between the two methods were so 
small, that the bilinear interpolation didn’t make significant alterations to the data. Many points didn’t 
change values up until the fourth or fifth digit after the decimal, so interpolation error is small relative to 
the scale with which the points are being measured. 
Bilinear interpolation was calculated for each raster cell by taking the four nearest cell centers as inputs 
and calculating a weighted average for each interpolated point and creating 7.62 m (25 ft) squares to 
create a raster file that the subtract tool could use as an input. Across the study area, data cells that are 
closer get larger weights. Since the interpolated points are weighted averages, they are always within the 
range of the values from those four input values (ESRI, 2016). With the new 7.62 m (25 ft) cells 
calculated, the Minus tool was used for comparing the total station to the RTK survey data.  
 
4.4 Statistical Tools for Measuring Accuracy 
With the data extracted to a spreadsheet, the RMSE, mean absolute error (MAE), and mean biased error 
(MBE) could be calculated. These three measures were used in conjunction to get a better picture of the 
differences in the data. RMSE is the standard measure used by the National Geospatial Program to define 
quality levels, so it is useful to identify the quality levels of the LiDAR data (Heidemann, 2014). However, 
RMSE is prone to being disproportionately influenced by a few large errors, so MAE may be a better 
measure of error overall. MBE does not necessarily yield an accurate average error of the dataset, but it is 
useful for determining which direction the data tends to err (Willmott & Matsuura, 2005). This means 
that the MBE can show whether one data source consistently overpredicts or underpredicts another data 
source.  
Since the National Geospatial Program uses the metric system to define the accuracy of data, RMSE, 
MAE, and MBE are in units of centimeters for comparing elevation. For the rest of the paper, horizontal 
distances are measured in survey feet, since that is the standard practice for surveying practices in the 
United States and it better fits the projection (State Plane) used for this study. 
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4.5 Calculation of Slope 
In this study, the slope tool in ArcGIS was used to calculate the slope in each cell of the raster datasets 
from all three sources of topographic data. The slope tool in the spatial analyst toolbox is a multistep 
method that uses the elevation values of the eight neighboring cells as well as the cell itself to calculate the 
slope. ArcGIS continues this calculation throughout the entire raster until the slope is calculated for every 
cell (ESRI, 2017).  
 
4.6 Extraction of Slope Data  
Once the slope was found for every survey method, the same statistical analysis (RMSE, MAE, and MBE) 
was used as for the elevation values earlier. Every sources of topographic data were resampled to 7.62 m 
(25 ft) cellular resolution with bilinear interpolation for this step. The LiDAR data were resampled this 
time to keep the slope calculation more consistent. Since the slope tool in ArcGIS calculates slope with the 
nearest eight cells, having different resolutions will change the locations of the cells used to calculate 
slope. If the LiDAR resolution was unchanged, then the eight nearest points (for the lower resolution 
LiDAR data) would be 3.9 ft (1.2 m) and 5.6 ft (1.7 m) away instead of 25 ft. (7.62 m) and 35.4 ft. (10.8 m) 
away. Additionally, calculating over a smaller distance would make the calculation less well-conditioned 
and more sensitive to error since the denominator would be smaller, so using the larger distances for 
slope would lead to more stable calculations and data (Michael, 2002). 
 
4.7 Surface Analysis 
One way of evaluating the LiDAR data is to compare the surfaces it creates with the surfaces made by 
other sources of topographic data. If the shape of the LiDAR surface looks similar to the surfaces created 
by current surveying methods, then that bodes well for the accuracy of the LiDAR data. Contour lines 
were created with this analysis. 
27 
 
Kriging was used due to its accuracy and adaptability in interpolating data. Kriging interpolates based on 
a covariance or variogram model generated from the data (Chiles & Delfiner, 2009). Based on how much 
local variance plays a role versus global variance, kriging can be adapted to fit the data (Atkinson & 
Lloyd).  
Although the LiDAR data were taken at a high resolution, there are still points to interpolate in between 
the known data points to create an accurate surface. The RTK and total station surveys, which were taken 
with a 7.62 m (25 ft) distance between each point, have more open space to interpolate. The points were 
taken at an equal spacing throughout the study region, so that the predictions made by kriging are more 
reliable (Atkinson & Lloyd, 2009).  
Due to the nature of elevation, the mean elevation value of any region of the study area would not 
necessarily be expected to be the same in the rest of the study area. This means that the data do not have 
stationarity. With ordinary kriging, stationarity is not enforced, which is why ordinary kriging was chosen 
as the interpolation method over simple kriging. Simple kriging would have interpolated a surface with 
the mean elevation value constant over the entire study area (Atkinson  & Lloyd, 2009). 
The Geostatistical Wizard in ArcGIS was used for interpolation. To get the most accurate surface, the 
“optimize model” option was utilized to get the most accurate values for the nugget, the model type, 
partial sill, and several other parameters. The only change to these values made was setting the model to 
anisotropic. The data were found to be anisotropic through analyzing the semivariograms at two different 
angles; 0° and 90° (as seen in figures 4.2 and 4.3). Since the semivariograms differed when the search 
direction changed, the datasets are anisotropic (McLafferty, 2017).  This was true for every dataset, but for 
brevity, only the semivariograms from the total station survey in Logan County are shown here. The rest 


















The settings used to create each surface with the geostatistical wizard in ArcGIS are summarized in table 
4.1 and table 4.2. Additional changes to the kriging models included whether the neighborhood type was 
set to standard (and minimum and maximum neighbors allowed in calculations) or whether it was set to 
smoothing.  
Table 4.1: The settings for each surface interpolation for Logan County are included here. 
 
 










Ordinary Kriging Ordinary Kriging 
Output Type Prediction Prediction Prediction Prediction 
Trend Type None None None None 
Searching 
neighborhood 
Smooth Standard Standard Smooth 
Neighbors to 
Include 
- 3 to 7 3 to 7 - 
Smoothing 
Factor 
0.5 - - 0.25 
Sector Type - Four and 45 
degree 
Four and 45 degree - 
Major 
Semiaxis 
41.05220273 389.9959364 314.2895359 153.6798305 
Minor 
Semiaxis 
61.57830409 584.9939046 471.4343039 230.5197457 
Angle 174.375 175.9570313 175.4296875 173.671875 
Variable Semivariogram Semivariogram Semivariogram Semivariogram 
Number of 
Lags 
12 12 12 12 
Lag Size 5.131525341 48.74949205 39.28619199 19.20997881 
Nugget 0.00375528 0.00195977 0.001615697 0.000557434 
Measurement 
Error % 
100 100 100 100 
Model Type Stable Stable Stable Stable 
Parameter 2 2 2 2 
Range 41.05220273 389.9959364 314.2895359 153.6798305 
Anisotropy Yes Yes Yes Yes 
Minor Range 61.57830409 584.9939046 471.4343039 230.5197457 
Direction 174.375 175.9570313 175.4296875 173.671875 
Partial Sill 0.052947777 1.9597749 1.615697249 0.557433897 
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Table 4.2: The settings used for each surface interpolation for Champaign County are included here. 
 
4.7.1 Formulation of Contour Lines 
In addition to the statistical analysis of the slope, contour lines were created and compared visually to 
analyze differences in the data. The more similar the contour lines look, the more closely the data from 
each survey method will resemble each other. Contour lines are drawn to connect the equal elevation 
values on each of the lines. Each of the contour lines must either be a closed polygon or run off the edges 
of the map (Ghilani & Wolf, 2015). After the surfaces were created with kriging, the contour tool in the 




Total Station RTK With RTK Against LiDAR 
Method Ordinary 
Kriging 
Ordinary Kriging Ordinary Kriging Ordinary 
Kriging 
Output Type Prediction Prediction Prediction Prediction 
Trend Type None None None None 
Searching 
neighborhood 
Smooth Standard Standard Smooth 
Neighbors to 
Include 
- 3 to 7 3 to 5 - 
Smoothing Factor 0.2 - - 0.9 
Sector Type - Four and 45 degree Four and 45 degree - 
Major Semiaxis 139.4366921 267.7833637 186.9118714 8.21979718 
Minor Semiaxis 209.1550382 401.6750456 280.3678071 8.295365453 
Angle 60.1171875 62.2265625 62.9296875 12.83203125 
Variable Semivariogram Semivariogram Semivariogram Semivariogram 
Number of Lags 12 12 12 12 
Lag Size 17.42958651 33.47292047 23.36398393 0.820209974 
Nugget 0.000280278 0.000727299 0.000390698 9.95E-06 
Measurement 
Error % 
100 100 100 100 
Model Type Stable Stable Stable Stable 
Parameter 2 2 2 2 
Range 139.4366921 267.7833637 186.9118714 6.56167979 
Anisotropy Yes Yes Yes Yes 
Minor Range 209.1550382 401.6750456 280.3678071 8.295365453 
Direction 60.1171875 62.2265625 62.9296875 12.83203125 
Partial Sill 0.280277689 0.727299033 0.390697716 0.009945177 
31 
 
4.8 Adjustments to Topographic Data 
When collecting topographic data, error can be broken down into two types; horizontal and vertical. With 
horizontal error, a point could be collected and its location could be improperly represented in the xy-
plane. However, with vertical error, a point’s elevation value would be improperly calculated. It should be 
expected that there would always be some error in both planes, though minimizing either one of these 
errors is extremely valuable. 
This analysis is meant specifically to analyze vertical error for LiDAR and RTK topographic data. For 
some engineering design work, the actual elevation values at any point matter much less than the 
elevation values at that point relative to all of the other elevation values.  
The topographic data being compared were collected through all three previously mentioned methods: 
total station survey, RTK survey, and through LiDAR. In the Logan County data, there are two resolutions 
of LiDAR data, but only one source of RTK data, which was taken primarily with the UTV driving along 
the rows of the farm (the rows changed direction in the middle of the field). In the Champaign County 
data, there are two sources of RTK data, one where the UTV was driven along the rows, and another 
where the UTV was driven against the rows, but there is only one resolution of LiDAR data and its 
resolution matches the lower resolution LiDAR data taken in Logan County. The total station data were 
treated as the truth since it is the most accurate and comes directly in contact with the datum (i.e. the 
ground), whereas the UTV used in the RTK surveys momentarily leave the ground when it hits bumps. 
For each data point gathered through the total station survey, a data point from each of the other sources 
was compared with it. 
To test the hypothesis that the relative difference in elevation over the field were consistent regardless of 
data collection method, the average error (mean biased error) was found for the RTK surveys and the two 
different resolutions of LiDAR data. For every point in each dataset, the mean biased error was added to it 
to find an adjusted value. This adjusted value should more closely match the actual elevation values at 
each point. Since this only accounts for vertical error and not horizontal error or any of the other forms of 
systematic or random error possible, there will still be some error overall. However, this type of 
adjustment should reduce the error significantly.  
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Contours were made out of the adjusted data and compared to the total station data contours, which were 
left unchanged. Each elevation value was adjusted in Microsoft Excel and then imported into ArcGIS as a 
shapefile. The LiDAR datasets were smoothed once again to 7.62 m (25 ft) resolution using bilinear 
interpolation. The other surveying methods were not smoothed. These datasets were then interpolated 
using the Geostatistical Wizard in ArcGIS that was used earlier for kriging. The settings used for each 
surface are summarized in tables 4.3 and 4.4. 
Table 4.3: The settings for each surface interpolation for Logan County are included here. The total station survey surface 
interpolation was not changed from the previous analysis and the settings are here just for reference. 
 





Method Ordinary Kriging Ordinary Kriging Ordinary Kriging Ordinary 
Kriging 
Output Type Prediction Prediction Prediction Prediction 
Trend Type None None None None 
Searching 
neighborhood 
Smooth Standard Standard Standard 
Neighbors to 
Include 
- 3 to 5 3 to 5 2 to 7 
Smoothing Factor 0.5 - - - 
Sector Type - Four and 45 degree Four and 45 degree Four and 45 
degree 
Major Semiaxis 41.05220273 440.5388628 440.7567075 384.6928304 
Minor Semiaxis 61.57830409 660.8082942 661.1350613 577.0392456 
Angle 174.375 178.0664063 178.2421875 175.9570313 
Variable Semivariogram Semivariogram Semivariogram Semivariogra
m 
Number of Lags 12 12 12 12 
Lag Size 5.131525341 55.06735785 55.09458844 48.0866038 
Nugget 0.00375528 0.002226682 0.002228908 0.001916073 
Measurement Error 
% 
100 100 100 100 
Model Type Stable Stable Stable Stable 
Parameter 2 2 2 2 
Range 41.05220273 440.5388628 440.7567075 384.6928304 
Anisotropy Yes Yes Yes Yes 
Minor Range 61.57830409 660.8082942 661.1350613 577.0392456 
Direction 174.375 178.0664063 178.2421875 175.9570313 






Table 4.4: The settings for each surface interpolation for Champaign County are included here. The total station survey surface 
interpolation was not changed from the previous analysis and the settings are here just for reference. 
 





Ordinary Kriging Ordinary Kriging Ordinary Kriging 
Output Type Prediction Prediction Prediction Prediction 
Trend Type None None None None 
Searching 
neighborhood 
Smooth Standard Standard Standard 
Neighbors to 
Include 
- 2 to 7 3 to 5 3 to 7 
Smoothing 
Factor 
0.2 - - - 
Sector Type - Four and 45 degree Four and 45 degree Four and 45 degree 
Major Semiaxis 139.4366921 267.7900952 186.9006714 173.9113466 
Minor Semiaxis 209.1550382 401.6851428 280.351007 260.8670199 
Angle 60.1171875 62.2265625 62.9296875 57.48046875 
Variable Semivariogram Semivariogram Semivariogram Semivariogram 
Number of Lags 12 12 12 12 
Lag Size 17.42958651 33.4737619 23.36258392 21.73891833 
Nugget 0.000280278 0.000727305 0.000390685 0.000523175 
Measurement 
Error % 
100 100 100 100 
Model Type Stable Stable Stable Stable 
Parameter 2 2 2 2 
Range 139.4366921 267.7900952 186.9006714 173.9113466 
Anisotropy Yes Yes Yes Yes 
Minor Range 209.1550382 401.6851428 280.351007 260.8670199 
Direction 60.1171875 62.2265625 62.9296875 57.48046875 





CHAPTER 5: RESULTS AND DISCUSSION 
 
5.1 Performance of LiDAR Data Relative to Total Station Data 
This section compares LiDAR data to the total station data gathered over the same area. Among this data, 
the Champaign LiDAR easily had the most accurate elevation data with the LiDAR in Logan County being 
at least 3.5 cm RMSE and about 4 cm MAE worse for both resolutions. The errors for each of the LiDAR 
datasets against the total station data are summarized in table 5.1 (elevation error) and table 5.2 (slope 
error). 
Although the Champaign LiDAR had more accurate elevation values, slope was actually more accurate in 
the Logan LiDAR datasets. The slope values aren’t substantially different from each other. Interestingly, 
both resolutions of Logan County’s LiDAR had very similar values for accuracy for both elevation and 
slope. This could mean that LiDAR is consistent and repeatable across multiple data gathering sessions. It 
may mean that its errors are less likely to be random error and more likely to be systematic in nature.  












LiDAR vs Total 
Station (% Slope) 
Logan Lower Resolution 
LiDAR vs Total Station 
(% Slope) 
Champaign LiDAR vs 
Total Station (% Slope) 
RMSE 0.30 0.29 0.43 
MAE 0.21 0.21 0.30 






vs Total Station 
(cm) 
Logan Lower 
Resolution LiDAR vs 
Total Station (cm) 
Champaign LiDAR vs 
Total Station (cm) 
RMSE 9.26 9.54 5.76 
MAE 8.69 8.98 4.76 
MBE 8.69 8.98 4.09 
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5.1.1 High resolution LiDAR for Logan County 
Figure 5.1 and figure 5.2 show the spatial distribution of the elevation error and slope error respectively, 
while figure 5.3 shows the elevation and slope error for every point for the LiDAR when compared to the 
total station data. The elevation values for the total station data were on average 8.69 cm lower than the 
high resolution LiDAR data for the same points. The vast majority of LiDAR data overpredicted the 
elevation values as only 0.13% of all LiDAR values underpredicted the total station data. The lone point of 
LiDAR data that underpredicted the total station data was 0.99 cm too low. However, the least accurate 
LiDAR data point was 23.60 cm too high and the next worst data point was 19.56 cm too high, so there 
were a few outliers that made the data significantly worse.  
62.03% of the high resolution LiDAR data points overpredicted the total station data for slope at the same 
location and on average, the LiDAR predicted steeper slopes by about 0.10%. The slope error values 
ranged from 1.24% too low to being 1.61% too high for the LiDAR data.  Errors of this magnitude are not 
particularly noticeable walking around, but they can still have an effect on the direction and magnitude of 




Figure 5.1: elevation error relative to the total station data in centimeters for the Logan County high resolution LiDAR data 






















5.1.2 Lower resolution LiDAR for Logan County 
Figure 5.4 and figure 5.5 show the spatial distribution of the elevation error and slope error respectively 
relative to the total station data, while figure 5.6 shows the elevation and slope error for every point for 
the LiDAR. Figure 5.6 reveals that every single data point taken by the lower resolution LiDAR data 
overpredicted the total station data. The closest data point to being completely correct is 0.56 cm too high, 
which is not a particularly large value. However, the worst data point was 22.93 cm too high. The high 
resolution LiDAR data did capture a few points that were outside of this range of errors, but the lower 
resolution LiDAR still ended up having higher RMSE and MAE values.  
 As for slope, 61.03% of the LiDAR data points overpredicted the total station slope. The errors ranged 
from an underprediction of 1.22% to an overprediction of 1.55%. The slope values were on average 0.09% 
too high relative to the total station data, which is very similar to the high resolution LiDAR data.  
Both resolutions of LiDAR data for Logan County have performed very similarly to each other in all three 
metrics, which isn’t a surprise given that they used the same data acquisition method. However, there was 
(a)                                                                                                               (b) 
Figure 5.3: These two graphs rank the difference between the two data sources from most negative to most positive. a) 
difference in elevation between the high resolution LiDAR data and the total station data at each point measured in 
centimeters for Logan County. b) difference in slope between the high resolution LiDAR data and the total station data at 














































some expectation that the high resolution LiDAR data would yield significantly more accurate data given 
the resolution being twice as large. This phenomenon isn’t unprecedented though. In Evaluation of 
LiDAR-derived DEMs through Terrain Analysis and Field Comparison, Gillin et al found that increasing 
the resolution did tend to increase the accuracy, but at the highest resolution, their accuracy actually 
















Figure 5.4: elevation error relative to the total station data in centimeters for the Logan County lower resolution LiDAR data 






















5.1.3 Lower resolution LiDAR for Champaign County 
Figure 5.7 and figure 5.8 show the spatial distribution of the elevation error and slope error respectively, 
while figure 5.9 shows the elevation and slope error for every point for the LiDAR when compared to the 
total station data. Figure 5.9 shows the error for both elevation and slope for the LiDAR data for 
Champaign County based on the total station data. 85.11% of the LiDAR data points overpredicted the 
total station data. This is a significant change from the Champaign LiDAR datasets in which only one 
point total from those two datasets were an overprediction. The average error was 4.09 cm, which was 
substantially lower than the average errors for the lower and high resolution LiDAR data. The most 
significant underprediction was 10.06 cm, while the largest overprediction was 17.99 cm, giving the error 
a range of 28.04 cm. Despite there being fewer points in this dataset than the other LiDAR datasets, the 
error range in this set is the largest range of error among the three datasets.  
In terms of slope error, 68.08% of data points saw the LiDAR estimate a larger slope than the total station 
did. The worst underprediction was 1.04% while the worst overprediction was by 2.27%. This produces 
                                           (a)                                                                                                          (b) 
Figure 5.6: a) difference in elevation between the lower resolution LiDAR data and the total station data at each point 
measured in centimeters for Logan County. b) difference in slope between the lower resolution LiDAR data and the total 













































the largest range of error once again among the three LiDAR datasets. The average error of the slope for 
the Champaign LiDAR data is 0.07%, which is just under the average error of slope for the lower 
resolution LiDAR data in Champaign (0.09%) and the high resolution LiDAR data in Champaign (0.10%).  
Overall, the Champaign LiDAR data are more accurate than either set of LiDAR data in Logan County 
according to RMSE, MAE, and MBE in terms of elevation. This wasn’t expected initially given that the gap 
in time frames between the surveys was larger for Champaign County (10 years) than for the other 
datasets. On the other hand, the range of errors is much higher for elevation and slope in Champaign than 
either dataset in Logan County. Moreover, the slope data are more accurate in Logan County than 
Champaign.  
 

















                                            (a)                                                                                                          (b) 
 Figure 5.9: a) difference in elevation between the lower resolution LiDAR data and the total station data at each point 
measured in centimeters for Champaign County. b) difference in slope between the lower resolution LiDAR data and the total 
















































5.2 Performance of RTK Data Relative to Total Station Data 
This analysis compares the RTK data to the equivalent total station data. Among these data, the RTK data 
that were gathered against the direction of the rows had the best accuracy in terms of both RMSE and 
MAE for elevation. The Logan County data lagged behind the Champaign County data in terms of 
elevation accuracy again.  The two different Champaign RTK datasets didn’t actually differ by very much 
at all and the difference may not be particularly significant. It is counterintuitive that the RTK data taken 
against the rows would be more accurate though, even if by a small amount. One explanation is that 
during the survey, the driving speed was reduced by about 1 or 2 mph to cut down on the turbulence of the 
ride (for comfort and injury avoidance) and that decreased speed likely improved the accuracy of the RTK 
survey taken against the rows.  
 Although the Logan County RTK data were not as accurate as the Champaign RTK datasets, the slope 
dataset performed almost exactly as well as the other datasets. All three datasets had an MAE of 0.20, 
though the RMSE differed by about 0.02 between the three of them. Since the slope was the same for both 
RTK surveys in Champaign County and the elevation values were not particularly different from each 
other either, the direction that the surveys are taken in relative to the rows may not matter. 




With Rows vs 
Total Station (cm) 
Champaign RTK 
Against  Rows vs 
Total Station (cm) 
Logan RTK vs Total 
Station (cm) 
RMSE 4.28 4.02 5.84 
MAE 3.18 3.06 4.63 
MBE -1.49 0.10 -4.04 
 
Table 5.4: The RMSE, MAE, and MBE values for each of the RTK slope datasets when the total station data are used as a 
reference. 
 
Logan RTK vs Total 
Station (% Slope) 
Champaign RTK With 
Rows vs Total Station 
(% Slope) 
Champaign RTK 
Against Rows vs Total 
Station (% Slope) 
RMSE 0.29 0.27 0.28 
MAE 0.20 0.20 0.20 




5.2.1 RTK Data for Logan County  
Elevation and slope error can be viewed spatially in figures 5.10 and 5.11 respectively. The error for both 
elevation and slope data for the RTK survey in Logan County can be found in Figure 5.12. 14.04% of the 
RTK data points overpredicted the elevation relative to the total station data. This is less than the LiDAR 
surveys in Logan County, which makes sense, since the MBE also indicates that the RTK survey tended to 
underpredict the total station survey data. The average error according to the MBE was a 4.04 cm 
underprediction of the total station data, which is also better than either resolution of LiDAR data in 
Logan County.  The errors ranged from an underprediction of 17.64 cm too low to an overprediction of 
13.17 cm too high. This is a larger range of errors than the LiDAR data had relative to the total station 
data. 
In terms of slope error, 52.84% of the RTK data overpredicted the slope values that the total station data 
had. The average error was 0.03%, which is smaller than the LiDAR had (0.10% and 0.09% for the high 
resolution and lower resolution data respectively). The worst underprediction was 0.80%, while the worst 
overprediction was 1.63%. This is a smaller range of error than the LiDAR had relative to the total station. 
However, the RMSE and MAE values for the slope are very similar to the values that the LiDAR data put 
























5.2.2 RTK Data Taken Along Rows in Champaign County 
Figures 5.13 and 5.14 show the spatial distribution of error for elevation and slope respectively when the 
RTK data taken along the direction of the rows were compared with the total station data. Figure 5.15 
shows the error for the elevation and slope data ranked from lowest error to highest error. 34.91% of the 
RTK datapoints overpredicted the total station data, but the average error was a 1.49 cm underprediction.  
The average error was much lower than the RTK survey taken in Logan County and the LiDAR survey 
taken in Champaign County, which had average errors of 4.04 cm and 4.09 cm respectively. This may 
have to do with the location of the survey sites. In Champaign County, the CORS was very close the survey 
site. In Logan County, the CORS was not nearby, so a mobile hotspot had to be used to connect with 
OPUS. The range of errors ran from an underprediction of 21.30 cm to an overprediction of 17.75 cm, 
which is the largest range of any of the datasets. This likely produced the largest gap in between the RMSE 
and MAE of any of the datasets as well, since RMSE is more sensitive to outliers than MAE is.     
(a)                                                                                              (b) 
Figure 5.12: difference in elevation between the RTK data and the total station data at each point measured in centimeters 












































For slope, 45.59% of the RTK data overpredicted the slope that the total station data yielded. The data 
overall had a very slight underprediction of 9.33 x 10-3%, so the average error is very low. The range of 
errors extended from an underprediction of 0.88% to an overprediction of 1.27%, which is a smaller range 
of errors than the LiDAR data had for Champaign County and of any of the slope datasets seen so far. 
 
 
























                                                          (a)                                                                                                                                          (b) 
 Figure 5.15: difference in elevation between the total station and the RTK data taken along the rows data at each point 
measured in centimeters for Champaign County. (b) difference in slope between the RTK data along the rows and the total 











































5.2.3 RTK Data Taken Against Rows in Champaign County 
The spatial distribution of errors for elevation and slope error can be seen in figures 5.16 and 5.17 
respectively for the RTK survey conducted in Champaign where the survey was run against the direction 
of the rows. The ranked errors for both the elevation and slope data can be seen in figure 5.18. For this 
survey, 52.52% of the RTK data overpredicted the elevation values found in the total station survey. This 
lead to an average error 0.10 cm, which is the lowest among all six of the datasets relative to the total 
station data. The range of errors ran from an underprediction of 12.80 cm to an overprediction of 17.33 
cm, which is actually an above average range of errors among the six data sets. The overall accuracy is 
comparable to the RTK data taken along the rows in Champaign and even slightly better by RMSE and 
MAE.  
In terms of slope error, 40.31% of the slope values overpredicted the slope values that the total station 
data produced and the average error was 0.09% too steep. This is a worse accuracy than the RTK survey 
conducted along the rows by an order of magnitude, which is interesting because the RMSE and MAE 
values between the two are very close for slope. This may just mean that the RTK survey taken along the 
rows had its errors distributed further from the mean and they cancelled each other out for a smaller 
average error. The range of errors for this survey spanned from an underprediction of 1.37% to an 
overprediction of 0.77%, which is a very similar, though slightly smaller range of errors than the RTK 
survey taken along the rows.   
The RTK datasets tended to produce more accurate datasets than the LiDAR relative to the total station 
datasets according to RMSE, MAE, and MBE for elevation. However, the range of elevation errors tended 
to be higher for the RTK datasets. This makes sense, since there is some vertical displacement in the 
vehicle as it drives over the bumpy terrain and the sensor tilts. The accuracy of the slope data is very 
similar for all of the LiDAR and RTK datasets, which may mean that they are more similar than they 
appear based on the elevation values. The Champaign datasets tend to be more accurate than the Logan 
County datasets, just like what the LiDAR datasets suggested earlier. Again, this is likely due to the 




Figure 5.16: elevation error in centimeters for the RTK data taken against the direction of the rows for Champaign County
 
















5.3 Performance of LiDAR Data Relative to RTK Data 
This section will compare the LiDAR data to the RTK data gathered over the same area. In the case of the 
Champaign LiDAR, the comparison will be to the RTK data taken along the same direction as the rows. 
The Champaign LiDAR was the most accurate for elevation once again, but all three LiDAR datasets 
performed worse by comparison for elevation compared to when the total station data was the standard. 
The two resolutions of LiDAR performed equally well once again further supporting the notion that aside 
from the density of points, the two datasets are identical in terms of accuracy.  
In terms of slope, The Logan County LiDAR data performed better than the Champaign LiDAR data. This 
matched the previous section where the LiDAR data in Champaign performed worse than the LiDAR data 
in Logan County at either resolution with respect to the total station data.   
 
 
                                                                (a)                                                                                                          (b) 
Figure 5.18: difference in elevation between the RTK data taken against the rows and the total station data at each point 
measured in centimeters for Champaign County. (b) difference in slope between the same RTK data and the total station data 












































LiDAR vs RTK 
(cm) 
Logan Lower 
Resolution LiDAR vs 
RTK (cm) 
Champaign LiDAR vs 
RTK With Rows (cm) 
RMSE 11.53 11.79 6.75 
MAE 11.11 11.38 5.85 
MBE 11.11 11.38 5.63 
 




LiDAR vs RTK 
(% Slope) 
Logan Lower 
Resolution LiDAR vs 
RTK (% Slope) 
Champaign LiDAR vs 
RTK With Rows (% Slope) 
RMSE 0.27 0.26 0.41 
MAE 0.20 0.20 0.28 
MBE -0.075 -0.071 0.075 
 
 
5.3.1 High resolution LiDAR for Logan County 
Figure 5.19 and figure 5.20 show the spatial distribution of the elevation error and slope error respectively 
relative to the RTK data in Logan County, while figure 5.21 shows the elevation and slope error for every 
point for the high resolution LiDAR data. Every single high resolution LiDAR data point overpredicted the 
values that the RTK data had. This would explain the very high 11.11 cm average error and the fact that the 
MAE and the MBE match each other. These statistics all yield worse error values than when the LiDAR 
was compared to the total station data.  The range of errors spanned from a 2.09 cm overprediction to the 
largest error, which was a 22.57 cm overprediction. Interestingly, the range of errors is actually much 
smaller than several of the other datasets, including the comparison between the high resolution LiDAR 
and the total station data.  
The slope values behave much differently from the elevation values. The LiDAR overpredicted only 
63.79% of the slope values that the RTK data yielded. This lead to an average error of 0.075%, which is 
comparable to the high resolution LiDAR’s performance against the total station data. The span of errors 
ran from an underprediction of 0.80% to an overprediction of 1.00%, which is the smallest range of errors 





























5.3.2 Lower resolution LiDAR for Logan County 
Figure 5.22 and figure 5.23 show the spatial distribution of the elevation error and slope error 
respectively, while figure 5.24 shows the elevation and slope error for every point for the LiDAR when 
compared to the RTK data. Just like the high resolution LiDAR, all of the elevation values are 
overpredicted. The range of errors extend from a minimum error of a 2.02 cm overprediction to a 
maximum error of a 21.70 cm overprediction. This was the smallest range of errors amongst all of the 
datasets for elevation and is just slightly better than the high resolution LiDAR data in this respect. The 
average error was an 11.38 cm overprediction, which was the largest average error amongst all of the 
datasets. LiDAR would appear to be more precise in its error than RTK surveys are, but have its error 
concentrated further from the standard. 
62.81% of the lower resolution LiDAR data overpredicted the RTK data for Logan County. This is right 
about the same as the amount of overprediction as all of the LiDAR datasets did against the RTK datasets 
and total station datasets. The range of errors was from an underprediction 0.82% to an overprediction of 
1.0%, the second smallest range of errors for slope among all of the datasets. The average error was 
                                                                 (a)                                                                                                    (b) 
Figure 5.21: difference in elevation between the high resolution LiDAR data and the RTK data at each point measured in 
centimeters for Logan County. (b) difference in slope between the high resolution LiDAR data and the RTK data at each point 

















































0.071%, which is very close to the error for the high resolution LiDAR. The lower resolution LiDAR 
appears to be slightly more accurate in terms of slope error, but the differences in the elevation error 
would make the high resolution LiDAR appear more desirable. 
 
Figure 5.22: elevation error for the lower resolution LiDAR data relative to the RTK data for Logan County overlaid on top of the 





















5.3.3 Lower Resolution LiDAR for Champaign County 
Elevation and slope error can be viewed spatially in figures 5.25 and 5.26 respectively. The error for both 
elevation and slope data for the lower resolution LiDAR data in Champaign County relative to the RTK 
data taken along the direction of the rows can be found in Figure 5.27. In this survey, 93.85% of the data 
points overpredicted the RTK data. This is somewhat better than the LiDAR data taken in Logan County, 
since all of those data points overpredicted the RTK survey and the smallest errors are actually closer to 0 
cm. The errors ranged from an underprediction of 7.85 cm to an overprediction of 22.52 cm.  This range 
of errors is actually one of the highest though. However, the average error is an overprediction of only 
5.63 cm, which is the lowest of all of the average errors for the LiDAR relative to the RTK datasets.  
56.19% of the LiDAR data overpredicted the RTK data, resulting in a range of errors that had a maximum 
underprediction of 1.26% and a maximum overprediction of 1.86%. This was the second largest range of 
errors for all of the slope datasets, though it had the same average error (0.075%) that the high resolution 
LiDAR data had relative to the RTK data in Champaign. Overall, the slope data of the Champaign LiDAR 
is worse than the other two LiDAR datasets that were taken in Logan County.  
                                                                      (a)                                                                                                  (b) 
Figure 5.24: difference in elevation between the lower resolution LiDAR data and RTK data at each point measured in 
centimeters  for Logan County. (b) difference in slope between the lower resolution LiDAR data and the RTK data at each 






















































Figure 5.26: slope error in centimeters for the LiDAR data for Champaign County using the RTK data taken with the direction of 
the rows as the standard 















5.4 Adjusting Topographic Data 
The average elevation error was found for the RTK survey and the two different resolutions of LiDAR 
data. This value is actually called the mean biased error. For every point in each dataset, the mean biased 
error was subtracted from it to find an adjusted value. This adjusted value should more closely match the 
actual elevation values at each point. Since this only accounts for vertical error and not horizontal error or 
any of the other forms of systematic or random error possible, there will still be some error overall. 
However, it should reduce the error significantly.  
Checking the slope error will provide some of the same value as this section of the study, but adjusting the 
elevation data in this way should lead to a clearer way of visualizing the data. The slope may have also 
been calculated in a way that doesn’t completely reflect the shape of the land and calculating the 
differences in the elevation directly at each point might better reflect the actual differences. The slope 
error is included in the tables for comparison. It should be noted that adjusting all the elevation values 
would not change the slope that is calculated at any point, so the accuracy for each dataset is only adjusted 
for elevation. 
 
                                                             (a)                                                                                                                                      (b) 
Figure 5.27: difference in elevation between the lower resolution LiDAR data and RTK data along the direction of the rows at 
each point measured in centimeters  for Champaign County. (b) difference in slope between the lower resolution LiDAR data 
















































5.4.1 High resolution LiDAR for Logan County 
The high resolution LiDAR data improved in accuracy significantly after adjusting elevation as can be 
seen in figure 5.28 and table 5.7. The RMSE dropped by 6.05 cm and the MAE dropped by 6.15 cm. The 
MBE dropped to approximately zero by design. Originally, the LiDAR data overpredicted the total station 
data at all but one point. After the adjustment, 391 of the 785 (49.8%) of the data points overpredicted, 
which produced a very nearly even distribution of points overpredicting and underpredicting. The worst 
outlier before adjustment was a data point overpredicting by 23.6 cm. After adjustment, that outlier fell to 












Table 5.7: The accuracy of each dataset before and after adjustments for the high resolution LiDAR data in Logan County. 
 
 High Resolution LiDAR 
(cm) 
Adjusted High 
Resolution LiDAR (cm) 
Slope (% Slope) 
RMSE 9.26 3.21 0.30 
MAE 8.69 2.54 0.21 
MBE 8.69 1.27 x 10-15 0.10 
(a)                                               (b) 
Figure 5.28: a) difference in elevation between the high resolution LiDAR data and the total station data at each 
point measured in centimeters for Logan County. b) The difference between the same two sources when the 

















































5.4.2 Lower Resolution LiDAR for Logan County 
Just like the high resolution LiDAR data, the lower resolution LiDAR data improved substantially through 
its adjustment, which can be seen in figure 5.29. With adjustment, the data improved by 6.32 cm RMSE 
and 6.46 cm MAE, which are both better improvements than the high resolution LiDAR data experienced. 
This may be due to the MBE being higher for the lower resolution LiDAR data than the high resolution 
LiDAR data. Interestingly, the two LiDAR resolutions end up with almost exactly the same accuracy after 
adjustment. The slope error also reflects their similarity. 
Initially, the lower resolution LiDAR overpredicted the total station data for every single value. After 
adjustment, that figure dropped to 48.9% (or 383 out of 784 values). The range of errors shifted from 0.56 











(a)                                                                                   (b) 
Figure 5.29: a) difference in elevation between the lower resolution LiDAR data and the total station data at 
each point measured in centimeters for Logan County. b) The difference between the same two sources when 
















































Table 5.8: The accuracy of each dataset before and after adjustments for the lower resolution LiDAR data in Logan County. 
 
5.4.3 Lower Resolution LiDAR for Champaign County 
One of the big differences between the Champaign County dataset and the Logan County dataset is that 
the adjustment didn’t provide nearly as large of a boost in accuracy as seen in table 5.9. The LiDAR 
resolution is the same as the lower resolution LiDAR in Logan County, but it started out much more 
accurately since its RMSE and MAE were lower by 3.78 cm and 4.22 cm respectively. This wasn’t 
expected, since gap in time between when the LiDAR data was gathered and the total station surveys were 
conducted is 4 years longer for Champaign County than Logan County. The adjustment also didn’t bring 
the Champaign LiDAR to a higher accuracy than the other LiDAR datasets were after adjustment. This 
may mean that overall the accuracy of the Logan County data are higher than the Champaign data, which 
would be expected given the smaller gaps in time between surveys, but perhaps differences in calibration 
lead to the data all being shifted equally up or down. The relative elevation values are then more accurate 
for Logan County than Champaign County and that’s corroborated by the fact that the slope error is lower 
for the Logan County datasets.  
The adjustment for the Champaign County dataset was 4.09 cm as compared to 8.69 cm and 8.98 cm 
respectively for the high resolution and lower resolution LiDAR datasets for Logan County. The data 
shifted from underpredicting the total station data by 10.05 cm to overpredicting the total station data by 
17.99 cm to underpredicting by 14.14 cm to overpredicting by 13.90 cm for the elevation values as seen in 
figure 5.30. The worst outliers in error were not nearly as large as the Logan County LiDAR datasets. This 
may have to do with the fact that the LiDAR data in Champaign did not need to be shifted as much as the 
other LiDAR datasets. After adjustments were made, the maximum overprediction was about the same for 
all three data sets (between 13.9 cm and 14.9 cm). The maximum underprediction was highest in the 
Champaign LiDAR set, so the adjustments alone do not include all of the discrepancies in error between 
the three LiDAR datasets.  
 Lower Resolution LiDAR 
(cm) 
Adjusted Lower 
Resolution LiDAR (cm) 
Slope (% Slope) 
RMSE 9.54 3.22 0.29 
MAE 8.98 2.52 0.21 













Table 5.9: The accuracy of each dataset before and after adjustments for the lower resolution LiDAR data in Champaign County. 
 
5.4.4 RTK Data for Logan County  
These data were taken primarily with the UTV traveling in the same direction as the rows. The 
southernmost section was tilled in such a way that the rows were running east and west, while the rest of 
the rows were running north and south. The next two RTK datasets were set up specifically to run with or 
against the rows. 
Figure 5.31 and table 5.10 show that this dataset didn’t need to be adjusted as much as any of the LiDAR 
datasets, however they do get very close to the amount of adjustment needed for the Champaign County 
LiDAR set. Because the adjustment was so small, the improvements were small as well. The RMSE and 
MAE dropped by 1.63 cm and 1.39 cm respectively.  The Logan County LiDAR datasets yielded much 
larger improvements from their adjustments than the RTK data did. Before the adjustment, the data 
 
LiDAR (cm) Adjusted LiDAR (cm) Slope (% Slope) 
RMSE 5.76 4.05 0.43 
MAE 4.76 3.19 0.30 
MBE 4.09 2.12 x 10-16 0.07 
(a)                                                                                     (b) 
Figure 5.30: a) difference in elevation between the lower resolution LiDAR data and the total station at each 
point measured in centimeters for Champaign County. B) The difference between the same two sources when 



















































range spanned from underpredicting the total station data by 21.68 cm to overpredicting the total station 
elevation by 9.13 cm. After the adjustment, the data range spanned from an underprediction of 17.64 cm 












Table 5.10: The accuracy of each dataset before and after adjustments for the RTK data in Logan County. 
 
5.4.5 RTK Data Taken Along Rows in Champaign County 
The adjustment for these data was much smaller than all of the LiDAR datasets and smaller than the RTK 
dataset taken in Logan County as seen in figure 5.32 and table 5.11. There are still noticeable 
improvements in the accuracy, but the improvements aren’t substantial. The RMSE and MAE values 
improved by 0.26 cm and 0.20 cm respectively. The data range spanned from an underprediction of 21.3 
 RTK (cm) Adjusted RTK (cm) Slope (% Slope) 
RMSE 5.84 4.21 0.29 
MAE 4.63 3.24 0.20 
MBE -4.04 -6.25 x 10-16 -0.03 
                           (a)                                                                                                                          (b) 
Figure 5.31: difference in elevation between the RTK data and the total station data at each point measured in centimeters 
















































cm to an overprediction of 17.7 cm before the adjustment and ultimately ended up with a range of an 











Table 5.11: The accuracy of each dataset before and after adjustments for the RTK data taken along the direction of the rows in 
Champaign County 
 
5.4.6 RTK Data Taken Against Rows in Champaign County 
The adjustment for this dataset was the smallest of all of the datasets in this study. Although this survey 
was taken with the same equipment immediately after the RTK survey taken along the same direction as 
the rows, the adjustment was just 6.9% of the size of the adjustment for the RTK survey along the rows 
(which comes from dividing the MBE in table 5.11 of the RTK survey taken against the rows by the MBE in 
table 5.12 of the RTK survey taken along the rows). The height of the GPS unit off the ground didn’t 
 
Unadjusted (cm) Adjusted (cm) Slope (% Slope) 
RMSE 4.28 4.02 0.27 
MAE 3.18 2.98 0.20 
MBE -1.49 -8.21 x10-16 -9.33 x 10-3 
                                                (a)                                                                                                      (b) 
 Figure 5.32: a) difference in elevation between the RTK data taken while driving alongside the rows and the total station 
data at each point measured in centimeters for Logan County. b) The difference between the same two sources when the 



















































change between the surveys and there were no objects introduced nearby that could become a source of 
multipathing. This could mean that something changed with either the radio corrections that the R10 uses 
to correct the data. It could also mean that the satellites involved with the GPS or the ephemeris that 
corrects the satellite paths could have changed. If either of these is true, it means that the adjustment 
needed for the data may vary temporally. However, it is more likely that the RTK data taken against the 
rows are more accurate to start with. 
In any case, the two RTK datasets in Champaign County did not differ significantly from each other. The 
RMSE, MAE, and MBE statistics are very close to each other before and after the adjustment. The slopes 
of the two datasets also resemble each other. An ANOVA test rejected the hypothesis that the datasets 
were different from each other (p = 0.71). This would suggest that there isn’t any significant difference in 
choosing to drive with or against the rows and could be used interchangeably for each other.  
Since the adjustment was so small, the improvements in accuracy were minimal as well. The errors in the 
data spanned from underpredicting the total station elevation data by 17.3 cm to overpredicting the total 
station elevation data by as much as 12.8 cm and the adjustment only moved those numbers by .10 cm 










                                                         (a)                                                                                              (b) 
Figure 5.33: difference in elevation between the RTK data against the rows and the total station data at each point measured 
in centimeters for Champaign County. b) The difference between the same two sources when the RTK data are adjusted by 
















































5.4.7 Comparing Adjustments across Datasets 
Although all six datasets benefited from the adjustment, some of the datasets gained substantially more 
improvements in accuracy than others. The LiDAR datasets needed the most adjustment and the surveys 
in Logan County needed more adjustments than their Champaign counterparts. The Champaign RTK 
datasets barely needed any adjustments, especially the RTK survey that ran against the rows, which only 
changed by 0.10 cm.  
It appears that the most accurate survey relative to the total station data was the RTK survey against the 
rows in Champaign and the least accurate data were the lower resolution LiDAR data in Logan County. 
The differences in accuracy were sizeable as the RMSE and the MAE for the lower resolution LiDAR were 
9.54 cm and 8.98 cm respectively and the Champaign RTK had an RMSE and MAE of 4.02 cm and 3.06 
cm respectively. However, after adjustments were made, the lower resolution LiDAR in Logan County 
ended up having a higher accuracy than the Champaign RTK datasets. The two most accurate datasets 
overall were the LiDAR datasets in Logan County after adjustment and they were nearly identical in 
accuracy.  
Contour lines were generated for all of the datasets and compared to each other. The contour lines are 
shown before and after adjustment with the total station contour lines remaining the same in both 
images.  
Looking at the contour lines generated for Logan County in figures 5.34 and 5.35, it can be observed that 
the adjustments improve the accuracy of each of the datasets relative to the total station data. All four 
contour lines in general appear similar to each other, but the RTK contours are definitely closest to the 
 
Unadjusted (cm) Adjusted (cm) Slope (% Slope) 
RMSE 4.02 4.01 0.28 
MAE 3.06 3.06 0.20 
MBE 0.10 2.73 x10-15 -0.09 
Table 5.12: The accuracy of each dataset before and after adjustments for the RTK data taken perpendicular to the direction of 




total station contours and didn’t need to be moved much in order to overlay on top of the total station 
contours. Both LiDAR sets resemble each other very closely and lie right on top of each other both before 
and after the adjustments. The LiDAR data tended to show higher elevation values for the same points as 
the other datasets. The RTK data tended to show the lowest elevation values among all four datasets. This 








Figure 5.34: The contour lines for Logan County before any adjustments were made to the LiDAR or RTK data. The total station 







Figure 5.35: The contour lines for Logan County after the LiDAR and RTK data were adjusted. The total station contour lines 
remain the same. The total station contours are labeled with their elevation. 
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For the Champaign County data, figures 5.36 and 5.37 show that the general shape of all of the contour 
lines once again resemble each other fairly closely. The RTK survey taken against the direction of the rows 
most closely resemble the total station data and they hardly moved at all with the adjustment. The LiDAR 
tended to overpredict the elevation values at each point, but it did end up fitting over the total station data 
very closely after the adjustment. The RTK survey taken along the direction of the rows tended to 
underpredict and that trend is visible, though more subtly than with the LiDAR data.  
The RTK surveys were very similar to each other, but the RTK survey taken along the rows had much 
smoother contour lines, while the RTK survey taken against the rows yielded contour lines that were 
much more jagged. This may have to do more with the fact that the elevation tends to increase from west 
to east than any inherent characteristic of driving with or against the rows. After correction, LiDAR was 
more accurate than RTK, but that may be due to the fact that the higher resolution of data benefits more 













Figure 5.36: The contour lines in Champaign County before any adjustments were made to the RTK and LiDAR data. The total 















Adjusted LiDAR data tends to be more accurate than adjusted RTK data. In each of these cases, the RTK 
and total station surveys were conducted within a short time frame of each other. The LiDAR data were 
collected ten years earlier than the other surveys in Champaign County and five years earlier than the 
other surveys in Logan County. The combined effect of erosion and changes to the soil by farming 
activities like tillage and harvest can add up over the years. The LiDAR data may simply need the 
adjustment due to the temporal gap. On the other hand, due to the significantly higher density of data, the 
LiDAR data may have the most to gain in accuracy when performing elevation adjustment. The outliers 
aren’t as impactful as in smaller samples.  
If a project requires multiple datasets, for instance if the location is on the boundary of multiple 
topographic datasets, it may be best to use a total station survey or RTK survey. The LiDAR datasets seem 
to be the most accurate when adjusted, but if two different LiDAR sets are needed for the same project, 
there may be a step up or down between them, even if the step doesn’t actually exist in reality. If the actual 
Figure 5.37: The contour lines for Champaign County after the adjustments were made to the RTK and LiDAR data. The total 
station contours remain the same. The total station contours are labeled with their elevation.  
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elevation values aren’t as important as how the elevation values compare to each other within the same 
area, then the LiDAR seems to be better than RTK surveys. The resolution of the LIDAR doesn’t seem to 
make a significant difference at least for the two resolutions tested in this study. The direction in which 
the RTK surveys are run don’t either.  
Based on how the correction signals work and the proximity of the study area to the base, accuracy could 
vary. The Champaign study area was very close to the base signal and the Logan County study area was 
much further and had to rely on an internet connection for the base corrections. 
 
5.5 Surface Analysis 
Each surface that was used to make the contours shown earlier was analyzed more in depth and are 
displayed below in figures 5.38 through 5.45. Four main themes were analyzed specifically for the created 
surfaces, which include LiDAR resolution, the direction of RTK data collection, the performance of RTK 
data versus LiDAR data, and the differences that were observe between the two study sites.  
5.5.1 LiDAR Resolution 
LiDAR resolution seemed to have only very subtle changes to the surfaces that were interpolated. There 
were no visual trends such as one resolution consistently reporting higher elevation values than the other 
or one surface being much smoother than the other is. There was some expectation that the lower 
resolution LiDAR would have a smoother surface given the decreased density of points, but the 
differences are hard to tell just by visual observation. Both resembled each other very closely and that 
matches the conclusions found in other sections where the LiDAR resolution did not seem to have a 
significant effect on accuracy. 
 
5.5.2 Direction of RTK Data Collection 
In terms of the contour lines, the RTK survey that was conducted along the direction of the rows 
resembled the total station surface a little more closely than the RTK survey that was conducted against 
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the direction of the rows. The RTK survey that was conducted against the rows did seem to predict higher 
elevation values than the other RTK data did. This does match the data found in the adjustments section 
that showed that the RTK data taken in the direction of the rows tended to underpredict the elevation 
values found in the total station data and the RTK data taken against the rows were closer in terms of 
average elevation values. None of these differences is particularly substantial, so there is no clear 
advantage in choosing one dataset over the other. 
 
5.5.3 LiDAR Versus RTK 
The RTK data more closely matched the total station data than the LiDAR data did. Part of the reason was 
that the LiDAR data systematically overpredicted the total station data in both study sites. In the 
Champaign County survey data, the total station data lacked a contour that all three of the other survey 
techniques found. This could have to do with the settings used for kriging in the total station surface that 
were different from the other surfaces or it could mean that the total station survey had its own error. 
Typically during a survey, extra data points are taken at the top or bottom of hills, but this hill is so small, 
it was not noticeable during surveying.  
 
5.5.4 Influence of Study Site 
The study site didn’t seem to make a significant difference in how the surfaces compared to each other. 
The LiDAR data systematically overpredicted elevation in both locations, though the Champaign County 
LiDAR had less of an overprediction. The RTK surveys tended to underpredict the total station data, 

































































































































































































5.6 Analysis of Variance (ANOVA) Test for Comparing Similar Datasets 
 
In previous sections, datasets were described to be very similar to each other or practically 
indistinguishable in some facets. One example is the RTK surveys done in Champaign, where one was 
conducted driving along the rows of the field and another was conducted driving against the rows. The 
other two relevant datasets were the two resolutions of LiDAR in Logan County where the lower 
resolution data had 4 ppsm and the high resolution data had 8 ppsm. Each of these pairs of datasets were 
very similar to each other in terms of accuracy relative to the total station data as well as how their 
contours and surfaces looked. One way to check to see if the datasets have any significant differences 
between each other is to conduct an ANOVA (analysis of variance) test.   
For each ANOVA test, a one sided F-test was used with an α-value of 0.10. If the p-value is above 0.10, 
then there is not a significant enough difference in the means and variances of the data to assert that the 
datasets are different from each other. If the p-value is less than 0.10, then the datasets are fundamentally 
different and should not be used in place of each other without considering deeper analyses of the 
accuracy of the data, such as checking the RMSE, MAE, and MBE of the datasets against a standard as 
was done in previous sections.   
 
5.6.1 RTK ANOVA Test for Champaign Row Direction Comparison 
The datasets were placed in comma-separated values (CSV) files and then imported into RStudio. One 
dataset was denoted as having an identification number of one, while the other had an identification 
number of two. The RTK ANOVA test yielded the following values in figure 5.46. 
 




Since the p-value was 0.71 and exceeded the 0.10 α-value set for the test, the hypothesis that the datasets 
were the same could not be rejected.  
Possible explanations for the two datasets to be so similar include: 
 Driving on a field can be uncomfortable and even painful with how bumpy the surface is. Going 
with the rows is less bumpy, so driving speed might actually be higher. Going against the rows is 
so uncomfortable that driving speed might decrease to the point of overcompensation. 
 The differences in RMSE are so small that it could just be random error that makes driving 
against the rows look better than driving with the rows. 
 RTK surveys were not taken in such a way as to perfectly line up with total station survey points, 
so maybe the RTK survey taken against the rows survey was closer in distance on average to the 
total station points than the RTK survey driven with the rows. The shorter distances between 
points may have led to elevation values that are more similar to each other. 
 
5.6.2 LiDAR ANOVA Test for Logan Point Density Comparison 
The same procedure was repeated for the LiDAR ANOVA test. The two datasets were placed into CSV files 
before being imported into RStudio. The ANOVA test yielded the results seen in figure 5.47 below: 
 
Figure 5.47: The ANOVA test for the two LiDAR datasets for Logan County. 
 
Since the p-value was 1, it could not be further away from the α-value that was set at 0.10 earlier. The 
hypothesis that the two datasets have the same mean and variances could not be rejected. This matches 
with studies by Gillin et al (2015) and Andersen et al (2006) where they found that increasing or 
decreasing resolution of the LiDAR DEMs did not always result in appreciable changes in accuracy. Since 
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the two LiDAR datasets are very similar to each other, they could be used in place of each other in terms 
of accuracy. Possible reasons for the two datasets to be so identical to each other include: 
 The same company produced both resolutions of LiDAR data. The main differences between the 
two datasets are that the high resolution LiDAR dataset was collected at a lower altitude with a 
higher resolution. Since the process used for collecting the data are so similar, there may not be 
much reason to expect a difference. 
 There were two different sensors used for LiDAR data collection. The different sensors (an Optech 
ALTM 3100 sensor for Champaign County and a Leica ALS-70 sensor for Logan County) may 
produce different qualities of data. 
 LiDAR may be less prone to random error than the other surveys, so it may be a very consistent, 




CHAPTER 6: CONCLUSION 
6.1 Summary 
Water quality problems, such as eutrophication in the Gulf of Mexico, will not be alleviated without 
implementing a significant number of conservation projects and these conservation projects will be 
implemented much faster and more efficiently with a readily available, accurate source of topographic 
data.  Several different surveying techniques were analyzed for their accuracy for design work, including 
LiDAR and RTK surveys.  
It was found that the LiDAR data consistently yielded higher elevation values than the elevation data 
gathered from total station and RTK surveys. In terms of slope, both RTK and LiDAR surveys performed 
very similarly, so there was no conclusion to be made as to whether one survey method was more accurate 
than the other survey method. Once the relative elevation values were found, the LiDAR data performed 
similarly to RTK data when compared to the total station data. The exact elevation values may not be 
entirely correct, but the accuracy of the elevation values relative to the other elevation values in the 
dataset are very accurate, possibly even a little bit more than RTK surveys, which are already accepted for 
engineering design work by the NRCS. When using a LiDAR dataset, consideration needs to be put into 
the age of the data. If enough time passes, erosion may invalidate the data and conducting a new survey 
(RTK or otherwise) may be the best option. 
With an increased amount of data, the expectation is that higher resolutions of LiDAR are expected to 
experience an increase in accuracy. This was not the case. The two datasets are virtually identical per an 
ANOVA test and yielded the same accuracy for various statistical measures based on data taken from a 
total station survey. Similarly, there was no significant difference between the two RTK surveys taken in 
Champaign County, where one survey collected data in the direction of the rows and the other survey 
collected data against the direction of the rows. An ANOVA test confirmed the two RTK datasets were not 
significantly different from each other, so if one RTK dataset were accepted for engineering design work, 




6.2 Recommendation for Future Studies 
While several facets of the accuracy of LiDAR data were observed throughout the course of this study, 
there are other areas that could be explored that could yield useful information. Further studies could 
include: 
 Checking the accuracy of LiDAR data annually to check for how quickly the quality of the data 
degrades over time.  
 Different management practices, such as tillage, could also be studied. If certain management 
practices are used that cause more erosion, then the quality of gathered data will worsen more 
quickly than data for other farms.  
 Another study could include designing conservation practices using each dataset and seeing how 
they differ. If the different survey datasets yield significantly different practices, then that would 
invalidate the use of the experimental surveying methods. 
 Other studies may want to investigate higher resolutions of LiDAR data and one idea they could 
investigate is instead of shifting the data vertically, the data could be shifted horizontally. If the 
data correlates better after being shifted in a specific direction, then the direction of vertical error 
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During the creation of the surfaces for each dataset, the data had to be checked if it was anisotropic. In 
order to check if a dataset is anisotropic, the semivariogram is checked at two different search directions. 
In this case, 0 degrees and 90 degrees were chosen as the two different directions. If the semivariograms 
looked different in the different directions, then the dataset is anisotropic, which was an important setting 
for the Geostatistical Wizard in ArcGIS. Here are the remaining semivariograms that were not included in 
the previous sections.  

















Figure A.2: the semivariogram for the total station conducted in Champaign County with the search direction set at 90 degrees 









Figure A.3: the semivariogram for the RTK survey in Champaign County taken against the direction of the rows, with the search 













Figure A.4: the semivariogram for the RTK survey in Champaign County taken against the direction of the rows, with the search 










Figure A.5: the semivariogram for the RTK survey in Champaign County taken in the same direction as the rows, with the search 











Figure A.6: the semivariogram for the RTK survey in Champaign County taken in the same direction as the rows, with the search 
direction at 0 degrees. 
 













Figure A.8: the semivariogram for the RTK survey conducted in Logan County with the search direction set at 90 degrees 
Adjusted RTK Datasets:
 
Figure A.9: the adjusted semivariogram for the RTK survey conducted in Champaign County against the direction of the rows 















Figure A.10: the semivariogram for the adjusted RTK survey conducted in Champaign County against the direction of the rows 














Figure A.11: the semivariogram for the adjusted RTK survey conducted in Champaign County with the direction of the rows with 




Figure A.12: the semivariogram for the adjusted RTK survey conducted in Champaign County with the direction of the rows with 





















Figure A.14: the semivariogram for the adjusted RTK survey conducted in Logan County with the search direction set at 90 
degrees 































































































Figure A.23: the semivariogram for the adjusted lower resolution LiDAR survey conducted in Logan County with the search 




Figure A.24: the semivariogram for the adjusted lower resolution LiDAR survey conducted in Logan County with the search 
direction set at 90 degrees 
 
Figure A.25: the semivariogram for the adjusted high resolution LiDAR survey conducted in Logan County with the search 




Figure A.26: the semivariogram for the adjusted high resolution LiDAR survey conducted in Logan County with the search 
direction set at 90 degrees 
