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We study the dynamics of dephasing in a quantum two-level system by modeling both 1/f and
high-frequency noise by random telegraph processes. Our approach is based on a so-called spin-
fluctuator model in which a noisy environment is modeled by a large number of fluctuators. In the
continuous limit we obtain an effective random process (ERP) that is described by a distribution
function of the fluctuators. In a simplified model, we reduce the ERP to the two (slow and fast)
ensembles of fluctuators. Using this model, we study decoherence in a superconducting flux qubit
and we compare our theoretical results with the available experimental data. We demonstrate good
agreement of our theoretical predictions with the experiments. Our approach can be applied to
many quantum systems, such as biological complexes, semiconductors, superconducting and spin
qubits, where the effects of interaction with the environment are essential.
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I. INTRODUCTION
Decoherence is one of the main obstacles
for building useful quantum devices. Under-
standing the mechanisms of decoherence and
achieving long decoherence times is crucial for
many fields of science and applications includ-
ing quantum computation and quantum infor-
mation [1], protein dynamics [2–4], dynamics
of excitons and charge separation in biological
complexes [5–9], and the new and rapidly grow-
ing fields of NMR and MRI with ultra small
(microtesla) magnetic fields [10–12]. In the lat-
ter case, the Larmor frequencies of the spin pre-
cession become relatively small (in the kHz re-
gion), causing the effects of 1/f noise become so
important that noise suppression must be used.
In many situations the influence of noise can
be modeled by an ensemble of two-level systems
or fluctuators [13–19]. Depending on the distri-
bution of parameters of the fluctuators, such
as amplitudes and switching rates, and cou-
pling constants, this model can describe both
Gaussian and non-Gaussian effects of noise [13–
15]. Recent experiments with Josephson qubits
[20–22], on the quantum dynamics of excitons
∗Electronic address: nesterov@cencar.udg.mx
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in light-harvesting antennas in photosynthetic
complexes [5–9] demonstrated these important
contributions of noise and thermal fluctuations
to decoherence, relaxation processes, and quan-
tum coherence effects.
In this paper, we study relaxation and de-
phasing processes using a spin-fluctuator model
[13, 14]. In the spin-fluctuator model, fluctua-
tions are described by a random telegraph pro-
cess (RTP) produced by N fluctuators. Each
fluctuator is characterized by two parameters:
its amplitude and switching rate. Depending
on the distribution function of fluctuators over
amplitudes and switching rates, the RTP can
describe noise for a broad range of frequencies
using spectral characteristics that include both
low- and high-frequencies noise.
We consider the noisy environment produced
by a large number of fluctuators, N ≫ 1. In the
limit N → ∞, we obtain an effective random
process (ERP) described by a continuous distri-
bution of fluctuators. We derive a closed sys-
tem of integro-differential equations for func-
tions averaged over the ERP. Even though this
system of equations is closed, it is still very
complicated for direct analysis and even for nu-
merical solutions.
We study two approximations in which these
equations are reduced to a system of differential
equations. The first one we call the Gaussian
approximation, because, as we demonstrate, in
2the simplest case of a two-level system (qubit)
under the influence of an ERP, it yields the rela-
tion: 〈exp(iϕ)〉 = exp(−〈ϕ2/2〉), where ϕ is the
random angle of the Bloch vector. This Gaus-
sian approximation is widely used in theoretical
and experimental research to descre the influ-
ence of noise on quantum systems [15, 18, 23–
27]. In many situations, this approximation is
very useful because (i) it captures some impor-
tant properties of noisy dynamics and (ii) it is
simple to apply. However, the Gaussian ap-
proximation does not describe different “non-
Gaussian” effects which can play a significant
role.
Our second approximation is based on two ef-
fective fluctuators which include both low and
high frequency noisy components. We show
that this approximation goes beyond the Gaus-
sian approach and better describes the experi-
mental results for a superconducting flux qubit
in a noisy environment [23].
Our main results
• We create a new model based on an ef-
fective random process (ERP) that in-
cludes both slow (low-frequencies) and
fast (high-frequencies) fluctuators. This
model can describe the influence of noise
on a quantum system over a wide fre-
quency range.
• For the functions averaged over the ERP,
we obtain an integro-differential master
equation which we reduce to a closed sys-
tem of differential equations in two ap-
proximations: (i) a Gaussian approxima-
tion and (ii) an approximation of two-
effective fluctuators. Both of these ap-
proximations describe, to some extent,
the contributions from low and high fre-
quency noise.
• We demonstrate that the two-effective
fluctuator approximation accurately
models “non-Gaussian” effects observed
in experiments with superconducting flux
qubits [23] .
• We show that the two-effective-
fluctuators model better describes the
suppression of 1/f noise in experiments
involving echo decay in superconducting
flux qubits [23].
This paper is organized as follows. In Sec.
II, a general model of noise based on ERP is
introduced that describes both low-frequency
(1/f) and high-frequency noise. In Sec. III, we
use the reduced density matrix approach to de-
scribe the interaction of a quantum system with
its environment by a master equation. For two
cases (i) the Gaussian approximation and (ii)
the two effective- fluctuator model, we reduce
the system of integro-differential equations to a
closed system of differential equations. In Sec.
IV, the general method developed in Secs. II
and III is applied to describe the decoherence
of a superconducting flux qubit for free induc-
tion decay and for echo decay experiments. In
the same Sec. IV, we compare our theoreti-
cal predictions with available experimental data
and demonstrate a good agreement with experi-
ments. We conclude in Sec. V with a discussion
of our results. In the Appendices we present
some technical details.
II. DESCRIPTION OF NOISE USING A
RANDOM TELEGRAPH PROCESS
To describe noise we use the spin-fluctuator
model developed in [13, 14]. In this model,
noise is described by a sum of N uncorrelated
fluctuators, ξN =
∑N
i=1 ζi(t), where ζi(t) is a
random telegraph process (RTP). The variable,
ζi(t), takes the values, −ai or ai. Consequently,
ζ2i (t) = a
2
i = const.
The RTP obeys following relations [13, 29–
31]
〈ζi(t)〉 = 0, (1)
〈ζi(t)ζj(t′)〉 = δija2i e−2γi|t−t
′|. (2)
The amplitude, ai, together with the switching
rate, γi, completely characterize the i-th fluctu-
ator. The correlation function related to ξN (t)
is defined as, χN(|t−t′|) = 〈ξN (t)ξN (t′)〉. Using
Eqs. (1) and (2), we obtain
χN (|t− t′|) =
N∑
i=1
a2i e
−2γi|t−t
′|. (3)
Further, assuming N ≫ 1, we consider contin-
uous distributions of amplitudes and switching
rates. The corresponding correlation function,
χ(t) = limN→∞ χN (t), can be written as
χ(|t− t′|) =
∫∫
dw(σ, γ)σ2e−2γ|t−t
′|, (4)
where, σ2 = limN→∞Na
2, and dw(σ, γ) de-
pends on the specific distributions of am-
plitudes and switching rates. The random
3process described by the function, ξ(t) =
limN→∞ ξN (t), we call an effective random pro-
cess (ERP).
In order to model the characteristic be-
havior of the spectral density of noise in
different frequency domains, we introduce a
family of random variables and distributions,
{ξn(t), dwn(σ, γ)}. In particular, n = 1 corre-
sponds to low-frequency (1/f) noise, and n =
2 corresponds to the Lorentzian spectrum for
high frequencies. (See Appendix C for details.)
Accordingly, we introduce the ERP as ξ(t) =∑
n ξn(t), where each ξn(t) is an independent
source of noise. This implies 〈ξm(t)ξn(t′)〉 = 0
(m 6= n). As shown in the Appendix A, the
corresponding spectral density Sn(ω) behaves
as Sn(ω) ∼ 1/ωn in some region of frequen-
cies. The total correlation function is a sum of
the partial correlation functions, χ(|t − t′|) =∑
n χn(|t− t′|), where
χn(|t− t′|) =
∫∫
dwn(σ, γ)σ
2e−2γ|t−t
′|. (5)
In this paper, we adopt the simple model in-
troduced in [13] for uncorrelated σ and γ. We
define the distribution function as
dwn(σ, γ) = δ(σ − σn)Pn(γ)dσdγ, (6)
where σn is a typical value of the amplitude and
Pn(γ)dγ = AnΘ(γcn − γ)Θ(γ − γmn)
dγ
γn
. (7)
Here, Θ(x), is a step-function; and γmn and
γcn are the lower and upper switching rates,
respectively. The normalization constant, An,
is:
An =


1
ln(γc1/γm1)
, n = 1
(n− 1)γn−1mn
(1− γn−1mn /γn−1cn )
, n 6= 1
(8)
In the following, we restrict ourselves to two
important cases: n = 1 and n = 2, which are
related to 1/f noise and to high-frequency noise
with the corresponding spectral densities. (The
case for arbitrary n is analyzed in Appendix
C.) We denote γm = γm1 , γc = γc1 , and γ0 =
γc2 . For the distribution functions, P1(γ) and
P2(γ), we impose conditions at the point γ =
γc, so that γm2 = γc1 = γc (γm < γc < γ0).
Using Eq. (C6) (Appendix C), we obtain,
χ1(τ) = σ
2
1A1(E1(2γmτ)− E1(2γcτ)), (9)
χ2(τ) = σ
2
2A2
(
E2(2γcτ)
γc
− E2(2γ0τ)
γ0
)
. (10)
Computation of the spectral density,
Sn(ω) =
1
pi
∞∫
0
χn(τ) cos(ωτ)dτ, (11)
yields
S1(ω) =
σ21A1
piω
(
arctan
( ω
2γm
)
− arctan
( ω
2γc
))
,
(12)
S2(ω) =
σ22A2
piω2
ln
(
1 + ω2/4γ2c
1 + ω2/4γ20
)
, (13)
where A1 = 1/ ln(γc/γm) and A2 = γc/(1 −
γc/γ0).
FIG. 1: Spectral density of noise (2γm = 1 s
−1,
2γc = 1µs
−1, 2γ0 = 10µs
−1, σ1 = σ2 = 1,
ω = 2pif). Red line: The total spectral density,
S(f) = S1(f) + S2(f). Green line: Contribution of
the slow fluctuators described by S1(f). Blue line:
Contribution of the fast fluctuators described by
S2(f). Blue dashed line: The Lorentzian spectrum,
SL(f) ∼ 1/f
2. Black line: The spectral density of
1/f noise, S1/f (f) = A/(2pif).
From Eqs. (12) and (13) it follows that, in
the interval, γm < ω < γc, the spectral density
S1(ω) describes 1/f noise. Indeed, in this inter-
val S1(ω) ≈ A/ω, where A = σ21/(2 ln(γc/γm)),
and γm and γc are related to the infrared,
ωm = 2γm, and the ultraviolet, ωc = 2γc, fre-
quency cutoffs, respectively (Appendix C). For
S2(ω), we obtain the following asymptotic be-
havior: S2(ω) ∼ 1/ω2 (ω ≫ ωc). Thus, asymp-
totically S2(ω) has a Lorentzian spectrum.
To estimate the relative contributions of dif-
ferent processes for low- and high-frequency
noise, we evaluate the relation, S2(ω)/S1(ω) at
frequencies ω ≈ 0 and ω ≈ ωc. A simple com-
4putation yields the following rough estimate:
S2(ω)
S1(ω)
∼


σ22
σ21
γm ln(γc/γm)
γc
, ω ≈ 0,
σ22
σ21
ln(γc/γm), ω ≈ ωc.
(14)
Taking values typical for superconducting
qubits, 2γm ≈ 1 s−1 and 2γc ≈ 1µs−1, we ob-
tain
S2(ω)
S1(ω)
∼


10−5σ22/σ
2
1 , ω ≈ 0,
10 σ22/σ
2
1 , ω ≈ ωc.
(15)
Thus, for low-frequency noise the main contri-
bution near ω = 0 is provided by slow fluctu-
ators (SF) with the switching rates, γ, being
in the interval (γm, γc). However, for high fre-
quencies, ω & ωc, the contribution of fast fluc-
tuators (FF) with γ & γc dominates. (See Fig.
1.)
III. MASTER EQUATION FOR
AVERAGED DENSITY MATRIX
We consider a quantum system governed
by the Hamiltonian, H(t) (generally time-
dependent), depending on control parameters,
λi ( external flux, biased current, critical cur-
rent, etc). The noise associated with fluctua-
tions of these parameters is described by ran-
dom functions, δλi(t). For simplicity, we re-
strict ourselves to only one fluctuating param-
eter, δλ(t), denoting it as ξ(t). Generalization
for many parameters is straightforward. Ex-
panding the Hamiltonian to first order in ξ(t),
we obtain
H(t) = H0(t) + V(t)ξ(t). (16)
To include the effects of a thermal bath, we
use the reduced density matrix approach lead-
ing to the master equation:
dρ
dt
= −i[H(t), ρ] + Lρ, (17)
where the superoperator, L, describes coupling
to the bath.
Using (16), one can recast Eq. (17) as
dρ(t)
dt
= −i[H0(t), ρ(t)] + Lρ(t)
−i[ξ(t)V(t), ρ(t)]. (18)
For the average density matrix, this yields
d〈ρ(t)〉
dt
= −i[H0(t), 〈ρ(t)〉] + L〈ρ(t)〉
−i[V(t), 〈X(t)〉], (19)
where 〈X(t)〉 = 〈ξ(t)ρ(t)〉, and the average 〈 〉
is taken over the random process describing the
noise.
As before, we assume that fluctuations are
produced by the ERP, so that ξ(t) =
∑
n ξn(t),
and the correlation function can be written as a
sum of the partial correlation functions, χ(|t−
t′|) =∑n χn(|t− t′|). (See Eq. 5.)
Eq. (19), an integro-differential equation, is
rather complicated. However, in two important
cases (the Gaussian approximation and the
approximation by effective fluctuators) we
obtain a closed system of first order differ-
ential equations (Appendix B). Below we
summarize our results for ξ(t) = ξ1(t) + ξ2(t),
where ξ1(t) is related to slow fluctuators
leading to 1/f noise, and ξ2(t) is related to
fast fluctuators leading to high-frequency noise.
The Gaussian approximation. Applying the
method described in Appendix B, we find that,
in the Gaussian approximation, the master
equation can be recast as follows
d〈ρ(t)〉
dt
=− i[H0(t), 〈ρ(t)〉] + L〈ρ(t)〉
− [V(t), [K(t), 〈ρ(t)〉]] +O(‖ V ‖4),
(20)
where K(t) = ∫ t
0
dt′χ(t− t′)U †(t)V˜(t′)U(t). We
denote V˜(t) = U(t)V(t)U †(t), and
U(t) = T
(
e
i
t∫
0
H0(t
′)dt′)
. (21)
The approximation by two effective fluctua-
tors. In the approximation by two effective
fluctuators, the set of slow, ξ1(t), and fast,
ξ2(t), fluctuators is approximated by two effec-
tive fluctuators: one for SF and the other for
FF. The total correlation function, χ(|t− t′|) =
χ1(|t− t′|) + χ2(|t− t′|) , is approximated as
χn(|t− t′|) ≈ a∗n2e−2γ
∗
n|t−t
′|, n = 1, 2, (22)
where a∗n and γ
∗
n (the effective amplitude and
switching rate) are defined as follows: a∗n
2 =
χn(0) and γ
∗
n = −(1/2)d lnχ(t)/dt|t=0. (For
details, see Appendix B.)
Applying the method developed in Appendix
B for an arbitrary system of stochastic first-
order ordinary differential equations, we obtain
from Eq. (19) the following closed system of
ordinary differential equations:
5d
dt
〈ρ(t)〉 = −i[H0(t), 〈ρ〉] + L〈ρ〉 − i[V(t), 〈X1(t)〉] − i[V(t), 〈X2(t)〉], (23)
d
dt
〈X1(t)〉 = −2γ∗1 〈X1(t)〉 − i[H0(t), 〈X1(t)〉] + L〈X1(t)〉
−ia∗12[V(t), 〈ρ(t)〉] − i[V(t), 〈X12(t)〉], (24)
d
dt
〈X2(t)〉 = −2γ∗2 〈X2(t)〉 − i[H0(t), 〈X1(t)〉] + L〈X2(t)〉
−ia∗22[V(t), 〈ρ(t)〉] − i[V(t), 〈X12(t)〉], (25)
d
dt
〈X12(t)〉 = −2(γ∗1 + γ∗2 )〈X12(t)〉 − i[H0(t), 〈X12(t)〉] + L〈X12(t)〉
−ia∗12[V(t), 〈X2(t)〉 − ia∗22[V(t), 〈X1(t)〉], (26)
where 〈X1(t)〉 = 〈ξ1(t)ρ(t)〉, 〈X2(t)〉 =
〈ξ2(t)ρ(t)〉 and 〈X12(t)〉 = 〈ξ1(t)ξ2(t)ρ(t)〉.
IV. NON-GAUSSIAN NOISE AND
DECOHERENCE IN A
SUPERCONDUCTING PHASE QUBIT
In this section, the general method devel-
oped in Secs. 2 and 3 is applied to describe
relaxation effects in a superconducting qubit.
The effective Hamiltonian for a superconduct-
ing qubit can be written as [23] (see also refer-
ences therein),
H(t) = −1
2
Ω(t) · σ, (27)
where σ denotes the Pauli matrices. We as-
sume that H(t) depends on the control param-
eters, λi, of the system, including external flux,
biased current, critical current, etc. Limiting
ourselves to a single fluctuating parameter, λ,
and expanding the Hamiltonian in Eq. (27) to
first order in the fluctuations, δλ(t), we obtain,
H(t) = −1
2
Ω · σ − 1
2
δλ(t)
∂Ω
∂λ
· σ, (28)
where, for simplicity, we assume that Ω does
not depend on t. In the eigenbasis of the unper-
turbed Hamiltonian, Eq. (29) takes the form
H(t) =− 1
2
Ωσz − 1
2
Dλ,zδλ(t)σz
− 1
2
Dλ,⊥δλ(t)σ⊥, (29)
whereDλ,z = ∂Ω/∂λ and σ⊥ denotes the trans-
verse spin components, either σx or σy. (We
adopt the notation of Ref. [18].)
Below, in the framework of the ERP model,
we obtain the relaxation rates, and compare our
results with the results which follow from the
well-known Bloch-Redfield (BR) theory [33, 34]
applied to the external noise [18]. Before pro-
ceeding, we present here some important results
of the BR approach.
In BR theory, the dynamics of a two-level sys-
tem is described by two rates: the longitudinal
relaxation rate, Γ1 = T
−1
1 , and the transverse
relaxation rate, Γ2 = T
−1
2 . BR theory is valid
if T1, T2 ≫ τc, where τc is the fluctuation corre-
lation time. The transverse relaxation rate, Γ2,
is a combination of Γ1 and the so-called “pure
dephasing” rate, Γϕ,
Γ2 =
1
2
Γ1 + Γϕ. (30)
In terms of the spectral density of noise, Sλ(ω),
these rates are defined as follows [18]:
Γ1 = piD
2
λ,⊥Sλ(Ω), (31)
Γϕ = piD
2
λ,zSλ(0). (32)
In our approach, fluctuations of the parame-
ter, λ, are described by an ERP. Thus, δλ(t) =∑
n ξn(t). Further, we restrict ourselves to
consideration only the case, n = 1, 2. Then,
δλ(t) = ξ1(t) + ξ2(t), where ξ1(t) describes the
contribution to the ERP of SF, and ξ2(t) de-
scribes the contribution of FF. The spectral
density of noise can be written as Sλ(ω) =
S1(ω) + S2(ω).
Since only FFs have small correlation times
and satisfy the conditions of applicability of BR
theory, we use the spectral density of FFs given
by Eq. (13) to calculate the relaxation and de-
phasing rates provided by the BR theory. We
obtain
6Γ1 = piD
2
λ,⊥S2(Ω) = D
2
λ,⊥
σ22γc
Ω2(1 − γc/γ0) ln
(
1 + Ω2/4γ2c
1 + Ω2/4γ20
)
, (33)
Γϕ = piD
2
λ,zS2(0) = D
2
λ,z
σ22
4γc
(
1 +
γc
γ0
)
. (34)
Note, that the validity of the BR theory is
restricted by the condition: Γ1τ2,Γ2τ2 ≪ 1,
where τ2 = (1/2γc)(1 + γc/γ0) is the effective
correlation time of the FF.
The above effective rates can also be obtained
directly from the averaged expressions for the
partial rates,
Γ1 = D
2
λ,⊥
γ0∫
γc
σ22γ
4γ2 +Ω2
dw2(γ), (35)
Γϕ = D
2
λ,z
γ0∫
γc
σ22
2γ
dw2(γ). (36)
A. Pure decoherence
Let us consider the Hamiltonian (29) for a
pure decoherence case. Then Dλ,⊥ = 0, and
the Hamiltonian H(t) takes the form
H(t) = −1
2
Ω(t)σz − 1
2
Dλ,zδλ(t)σz , (37)
where Dλ,z = ∂Ω/∂λ.
The equation of motion for the density ma-
trix, iρ˙ = [H(t), ρ], reduces to only one compo-
nent:
d
dt
ρ01 = iΩ(t)ρ01 + iDλ,zδλ(t)ρ01. (38)
The matrix elements, ρ00 and ρ11, are constant.
Setting ρ01(t) = ρ˜01(t)e
iϕ0(t), where ϕ0(t) =∫ t
0
Ωdt is a regular phase, we find that ρ˜01(t)
satisfies the following differential equation:
d
dt
ρ˜01(t) = iDλ,zδλ(t)ρ˜01(t). (39)
Its solution can be written as
ρ˜01(t) = e
iϕ(t)ρ01(0), (40)
where ϕ(t) =
t∫
0
Dλ,zδλ(t)dt is a random phase.
After averaging over the random process, we
obtain 〈ρ˜01(t)〉 = 〈eiϕ(t)〉ρ01(0). This yields
〈ρ01(t)〉 = eiϕ0(t)〈eiϕ(t)〉ρ01(0). Thus, the prob-
lem of obtaining exact solution of Eq. (38)
reduces to the computation of the generating
functional, 〈eiϕ(t)〉.
Returning to Eq. (38), one can see that, for
averaged components of the density matrix, it
takes the form
d
dt
〈ρ01(t)〉 = iΩ(t)〈ρ01(t)〉 + iDλ,z〈δλ(t)ρ01(t)〉.
(41)
In what follows, we obtain solutions of Eq.
(41) in the Gaussian approximation and in the
two-effective-fluctuator approximation. We ap-
ply these solutions to describe two widely used
experimental protocols: (i) free induction decay
and (ii) echo decay. We compare our theoreti-
cal predictions with the experimental data [23],
and demonstrate that the experimental results
(i) are described by the Gaussian approxima-
tion and (ii) that the details of the dynamics
of the signal decay can be understood by us-
ing slow and fast effective fluctuators. We also
demonstrate that the approach based on two
effective fluctuators allows one to fit the exper-
imental data better.
1. Gaussian approximation
In the Gaussian approximation Eq. (41) can
be presented in the form
d
dt
〈ρ01(t)〉 = iΩ(t)〈ρ01(t)〉
−D2λ,z
( t∫
0
χ(t− t′)dt′
)
〈ρ01(t)〉, (42)
where χ(t− t′) = 〈δλ(t)λ(t′)〉. Its solution can
be written as
〈ρ01(t)〉 = eiϕ0(t)e−(1/2)〈ϕ
2(t)〉〈ρ01(0)〉, (43)
where ϕ0(t) =
∫ t
0 Ω(τ)dτ is a regular phase,
ϕ(t) = Dλ,z
t∫
0
δλ(t′)dt′ is the random phase ac-
7cumulated during the time, t, and
〈ϕ2(t)〉 = D2λ,z
t∫
0
t∫
0
χ(|t′ − t′′|)dt′dt′′, (44)
is the variance of ϕ(t).
Thus, in the Gaussian approximation, the
random phase of the free-induction decay is
Gaussian distributed, and we obtain the well-
known result for the generating functional,
〈eiϕ(t)〉 = e−(1/2)〈ϕ2(t)〉. (45)
Using the spectral function of noise, Sλ(ω), one
can rewrite (45) as [13, 18]
〈eiϕ(t)〉 = exp
(
− t
2
2
D2λ,z
∞∫
−∞
dωSλ(ω)sinc
2ωt
2
)
,
(46)
where sincx = sinx/x.
In the echo experiments, the total phase,
ψ(t), is defined as difference between two free
evolutions, so that [13, 18]
ψ(t) = Dλ,z
( t/2∫
0
δλ(t′)dt′ −
t∫
t/2
δλ(t′)dt′
)
.
(47)
In the Gaussian approximation, we obtain
〈eiψ(t)〉 = e−(1/2)〈ψ2(t)〉, (48)
where
〈ψ2(t)〉 = D2λ,z
t∫
0
t∫
0
dt′dt′′χ(|t′ − t′′|)
−4D2λ,z
t/2∫
0
dt′
t∫
t/2
dt′′χ(|t′ − t′′|). (49)
In terms of the spectral density, the echo de-
cay can be written as [13, 18]
〈eiψ(t)〉 = exp
(
− t
2
2
D2λ,z
∞∫
−∞
dωSλ(ω) sin
2 ωt
4
sinc2
ωt
4
)
. (50)
In Appendix C, we obtain explicit expressions
for 〈ϕ2(t)〉 and 〈ψ2(t)〉.
Using the asymptotic formulae for the expo-
nential integrals, En(z), [32], we find that, for
γmt ≪ 1 (γct < 1), the free-induction decay
produced by SF is given by
〈eiϕ(t)〉 = exp
(
− t2D2λ,zA
(
ln
1
2γmt
+O(1)
))
,
(51)
where A = σ2ξ1/(2 ln(γc/γm)). Substituting
ωm = 2γm, we find that (51) is exactly the
same expression that is used in the literature
for estimating the quasistatic contribution of
1/f noise to the free-induction decay [18]. In
the same limit, for the echo decay we obtain
〈eiψ(t)〉 = exp(−t2D2λ,zA ln 2), (52)
which coincides with the corresponding formula
obtained from Eq. (50) for ωmt≪ 1 [35].
The contribution of low frequencies, ωt≪ 1,
in (45) obtained in the limit γmt, γct≪ 1, is
〈eiϕ(t)〉 = exp
(
− t
2
2
D2λ,zσ
2
ξ1
)
. (53)
This coincides with the corresponding expres-
sion widely used in the literature [18].
2. Two-effective fluctuator model
In this Section, the SF and FF introduced
above are approximately described by two ef-
fective fluctuators with the following correla-
tion functions (see Appendix B),
χn(|t− t′|) ≈ σ2ne−2γn|t−t
′|, (n = 1, 2). (54)
where
γn = −1
2
∂ ln(χn(τ))
∂τ
∣∣∣∣
τ=0
, (55)
8the effective amplitude and switching rate being
σn and γn. Computation yields
γ1 =
γc − γm
ln(γc/γm)
, (56)
γ2 =
γc ln(γ0/γc)
1− γc/γ0 . (57)
For the averaged functions: 〈ρ01(t)〉,
〈X1(t)〉 = 〈ξ1(t)ρ01(t)〉, 〈X2(t)〉 = 〈ξ2(t)ρ01(t)〉
and 〈X12(t)〉 = 〈ξ1(t)ξ2(t)ρ01(t)〉, we obtain the
following closed system of first-order differential
equations:
d
dt
〈ρ01(t)〉 = iΩ(t)〈ρ01(t)〉 + iDλ,z(〈X1(t)〉+ 〈X2(t)〉), (58)
d
dt
〈X1(t)〉 = −2γ1〈X1(t)〉 + iΩ(t)〈X1(t)〉+ iDλ,z(〈X12(t)〉+ a21〈ρ01(t)〉), (59)
d
dt
〈X2(t)〉 = −2γ2〈X1(t)〉 + iΩ(t)〈X2(t)〉+ iDλ,z(〈X12(t)〉+ a22〈ρ01(t)〉), (60)
d
dt
〈X12(t)〉 = −2(γ1 + γ2)〈X12(t)〉 + iΩ(t)〈X12(t)〉+ iDλ,z(a22〈X1(t)〉+ a21〈X2(t)〉). (61)
The solution of Eqs. (58) - (61) can be writ-
ten as,
〈ρ01(t)〉 = eiϕ0(t)Φ1(t)Φ2(t)ρ01(0), (62)
iDλ,z〈X1(t)〉 = eiϕ0(t)Φ˙1(t)Φ2(t)ρ01(0), (63)
iDλ,z〈X2(t)〉 = eiϕ0(t)Φ1(t)Φ˙2(t)ρ01(0), (64)
D2λ,z〈X12(t)〉 = −eiϕ0(t)Φ˙1(t)Φ˙2(t)ρ01(0),(65)
where ϕ0(t) =
∫ t
0 Ω(t
′)dt′. We denote by Φi(t)
(i = 1, 2) the generating functional of the RTP
[29–31],
Φi(t) =
〈
exp
{
i
t∫
0
dτξi(τ)vi
}〉
, (66)
where v2i = D
2
λ,za
2
i . The generating functional
satisfies the second order differential equation
[29–31],
d2Φi
dt2
+ 2γi
dΦi
dt
+ v2iΦi = 0, (67)
with the initial conditions being Φi(0) = 1 and
dΦi(0)/dt = 0.
Free induction and echo decay solutions for
a single fluctuator. In the following, we con-
sider solutions of Eq. (67) corresponding to free
induction signal and echo signal experiments.
Previously Eq. (67) was studied in [13, 36, 37].
• The solution corresponding to the decay
of the free induction signal is given by [13,
37, 38]
Φfi (t) =
e−γit
µi
sinh(γiµit)
+e−γit cosh(γiµit), (68)
where µi =
√
1− vi2/γ2i .
• In the echo experiments, the pi-pulse with
duration, τ1, is applied at time, τ = t/2,
to switch the two states of qubit. It is
assumed that τ1 ≪ τ . The correspond-
ing solution for the functional Φei (t), with
the initial conditions Φei (0) = 1 and
dΦei (0)/dt = 0, is written as [13]
Φei (t) =
e−γit
µ2i
(
µi sinh(γiµit)
+ cosh(γiµit) + µ
2
i − 1
)
. (69)
B. Comparison with experiment
In this section, we compare our theoreti-
cal predictions with the experimental data ob-
tained in [23] and the theoretical results of the
model [39]. The measurement of the decoher-
ence due to 1/f noise was done for the flux
qubit described by the effective Hamiltonian
[23],
H0 = −ε
2
σz − ∆
2
σx, (70)
with the energy difference between two eigen-
states E01 =
√
ε2 +∆2.
9The diagonalized Hamiltonian, with the fluc-
tuations only of E01, can be written as
H = −E01
2
σz − 1
2
∑
a
Dλa,zδλa(t)σz , (71)
whereDλa,z = ∂E01/∂λa, and the term, δλa(t),
describes the fluctuations of λa in the Hamil-
tonian. In the experiments [23], the authors
studied the decoherence due to fluctuations of
(i) the normalized external flux, nφ = Φex/Φ0,
where Φ0 is the flux quantum, and (ii) the
SQUID bias current, Ib. The contributions
from different decoherence sources were sepa-
rated, so that the fluctuations of nφ and Ib were
observed independently.
We consider two approximations: (i) the two-
effective fluctuator approximation and (ii) the
Gaussian approximation.
1. Two-effective-fluctuator approximation
In the approximation of two effective fluctu-
ators, δλ(t) = ξ1(t) + ξ2(t), and
〈ξi(t)ξj(t′)〉 = δijσ2i e−2γit, i = 1, 2. (72)
Our task is to determine the fitting parame-
ters: (v1, γ1, v2, γ2), where v
2
i = D
2
λ,zσ
2
i , and
γ1 =
γc(1− γm/γc)
ln(γc/γm)
, γ2 =
γc ln(γ0/γc)
1− γc/γ0 .
(73)
The switching rates, γm and γc, are chosen
according to the available experimental data
for the spectral behavior of 1/f noise, namely,
γm ∼ 1 s−1 and γc ∼ 1 µs−1. Then, the only
two free fitting parameters are γ0 and v2. Their
values are chosen from the best fit of theoretical
results to the experimental data.
To fix the value of v1, we use the experi-
mental data for echo decay fitted to the Gaus-
sian decay, exp(−(ΓgϕE(λ)t)2), using the rela-
tion from [23, 35]
ΓgϕE(λ) =
√
Aλ ln 2
∣∣∣∣∂E01∂λ
∣∣∣∣. (74)
The constant, Aλ, is determined from the ex-
perimental data describing the behavior of the
spectral density of 1/f noise, Sλ(ω) = Aλ/ω,
at the frequency, f = 1Hz [23].
Inserting Aλ = σ
2
1/(2 ln(γc/γm)) into Eq.
(74), we obtain
v1(λ) = Γ
g
ϕE(λ)
√
2 ln(γc/γm)
ln 2
. (75)
FIG. 2: Sample A from [23]. Echo decay, Φe(t) =
〈eiψ(t)〉. The blue solid line is fit by two-fluctuator
solution, 〈eiψ(t)〉 = Φe1(t)Φ
e
2(t). The green solid line
is the theoretical predictions of Ref. [39]. Red solid
line corresponds to the Gaussian decay, 〈eiψ(t)〉 =
e−(Γ
g
ϕE
t)2 . The experimental data (not shown) are
obtained for decoherence at value ∆nφ = 0.0009
(Fig. 4a, Ref. [23]).
In Fig. 2, we compare our theoretical predic-
tions with the experimental data obtained for
decoherence of a flux qubit with fluctuations
of the external normalized flux, nφ (sample A
from [23]). To fit our theoretical results to the
experimental curves, we set two cutoffs for 1/f
noise as: γc = 0.5 µs
−1 and γm = 0.5 s
−1.
Then, calculating the switching rate, γ1 , we
obtain γ1 = 0.04 µs
−1. From Fig. 4c (in [23]),
describing echo dephasing rate ΓgϕE vs ∆nφ, we
extract ΓgϕE = 0.8 µs
−1, and, then, using (75),
we obtain v1 =
√
v2nφ = 4.92 µs
−1. The param-
eters, v2 and γ0, are chosen by best fitting our
curve to the experimental data. For the high-
frequency noise we obtain the upper cutoff as
γ0 = 4.25 µs
−1. For the switching rate γ2 this
yields: γ2 = 1.2 µs
−1. The amplitude v2 we
choose as v2 = 2.72 µs
−1. In Fig. 3, we com-
pare our theoretical predictions with the exper-
imental data obtained for decoherence in a flux
qubit with fluctuations of the external flux, nφ
(sample B from [23]). The fitting parameters
obtained in the same way as for sample A are:
γ1 = 0.04 µs
−1 , v1 = 21 µs
−1, γ2 = 5.75 µs
−1,
v2 = 12.45 µs
−1 and ΓgϕE = 3.75 µs
−1. In Figs.
2 and 3, the echo decay of the two fluctuator
model (blue curves) resulted from both low and
high frequency fluctuators.
In order to determine the contribution from
only 1/f noise to this echo decay, we present
in Fig. 4 the decay (for samples A and B) pro-
vided by only a slow effective fluctuator with
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FIG. 3: Sample B from [23]. Echo decay, Φe(t) =
〈eiψ(t)〉. The blue solid line is fit by the two fluctu-
ator solution. The red solid line corresponds to
the Gaussian decay e−(Γ
g
ϕE
t)2 . The experimen-
tal data are obtained for decoherence for value
∆nφ = −0.0008 (Fig. 4d, Ref. [23]).
FIG. 4: Suppression of 1/f noise in echo-decay ex-
periment in a flux qubit at fluctuations of the exter-
nal flux. The blue solid line corresponds to sample
A, and the red solid line corresponds to sample B
from Ref. [23].
the same parameters, γ1 and v1, as those indi-
cated in Figs. 2 and 3. One can see from Fig.
4 that in both cases, a suppression of 1/f noise
is up to 95% in the time-interval, (0− 1µs).
In Fig. 5, we compare our theoretical results
for echo decay with the experimental data ob-
tained for decoherence in a flux qubit for fluc-
tuations of SQUID bias currents Ib (sample A
from [23]). In all considered cases, we find that
our solutions based on two effective fluctuators
better fit the experimental data than the theo-
retical description of the Gaussian approxima-
tion used in [23].
We consider also free induction decay, and
compare the obtained effective decoherence
rate, ΓgϕF , with the experimental data and the-
oretical results of the Gaussian model [18, 23].
For free induction decay, the two-fluctuator so-
FIG. 5: Echo decay, Φe(t) = 〈eiψ(t)〉. The
blue solid line is fit by the solution of the two-
effective-fluctuators model, with the choice of γ1 =
0.04MHz, v1 = 10.5MHz, γ2 = 2MHz and v2 =
50MHz. The red solid line corresponds to the ex-
ponential decay, e−ΓϕEt with ΓϕE = 1.7MHz. The
experimental data are obtained for decoherence at
value of SQUID bias current Ib = −0.7µA (sample
A, Fig. 3c, Ref. [23]).
FIG. 6: Sample A from [23]. Free induction signal
decay, Φf (t) = 〈eiϕ(t)〉. Blue solid line fits to the
two fluctuators solution, Φf (t) = Φf1 (t)Φ
f
2(t). Red
solid line corresponds to the Gaussian decay, Φf =
e−(Γ
g
ϕF
t)2 with ΓgϕF = 3.97 µs
−1. Green dashed
line presents the Gaussian approximation for free
decay, 〈eiϕ(t)〉 = e−(1/2)〈ϕ
2(t)〉. (Data are taken
from Ref. [23] for decoherence at various flux biases
nφ, sample A.)
lution is
〈eiϕ(t)〉 = Φf1 (t)Φf2 (t), (76)
where Φfi (t) (i = 1, 2) are given by Eq. (68).
Expanding (76) into a Taylor series, we ob-
tain
〈eiϕ(t)〉 = 1− 1
2
(v21 + v
2
2)t
2 + . . . . (77)
Then, comparing with the Gaussian decay,
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e−(Γ
g
ϕF
t)2 , we obtain
ΓgϕF =
√
1
2
(v21 + v
2
2). (78)
Substituting v1 = 4.92MHz and v2 = 2.72MHz
(sample A), we find ΓgϕF = 3.97MHz.
Computation for the sample A of the the ra-
tio, ΓgϕF /Γ
g
ϕE, yields Γ
g
ϕF /Γ
g
ϕE ≈ 4.96. This is
in a good agreement with the theoretical pre-
diction, ΓgϕF /Γ
g
ϕE . 5 [18], and with the es-
timate from the experimental data yielding a
ratio between 4.5 and 7.5 [23].
2. Gaussian approximation
In the Gaussian approximation, free induc-
tion signal decay is described by
〈eiϕ(t)〉 = e−(1/2)〈ϕ2(t)〉, (79)
where 〈ϕ2(t)〉 = 〈ϕ21(t)〉 + 〈ϕ22(t)〉, and 〈ϕ2n(t)〉
(n = 1, 2) is given by Eq. (C29).
In Fig. 6, we compare the Gaussian approx-
imation (green dashed line), the two-fluctuator
solution (blue solid line) and the Gaussian de-
cay (red solid line). As one can see, the Gaus-
sian approximation and the Gaussian decay
yield practically the same results. However, the
two-fluctuator solution shows non-Gaussian os-
cillatory behavior.
We also considered the echo decay signal for
the Sample A. Our theoretical results for echo
decay follow from (48) and (49)
〈eiψ(t)〉 = e−(1/2)〈ψ2(t)〉, (80)
where 〈ψ2(t)〉 = 〈ψ21(t)〉 + 〈ψ22(t)〉, and 〈ψ2n(t)〉
(n=1,2) is given by Eq. (C33)
In Fig. 7, we present theoretical results (sam-
ple A) for echo decay for: the two-effective-
fluctuator model (green curve); the Gaussian
approximation (blue curve), and Gaussian de-
cay used in [19] (red curve).
In Fig. 8, we compare the theoretical results
for suppression of 1/f noise by slow fluctua-
tors in the two-effective-fluctuator model and
the Gaussian approximation. One can see that,
up to 1 µs, both descriptions give similar re-
sults. For times larger the 1 microsecond, the
Gaussian approximation does not describe the
suppression of 1/f noise, since fluctuators with
γ ≈ γc dominate.
FIG. 7: Sample A [23]. Echo signal decay,
Φe(t) = 〈eiψ(t)〉. The blue solid line is fit by the
Gaussian approximation, 〈eiψ(t)〉 = e−(1/2)〈ψ
2(t)〉.
Green solid line: two fluctuator solution, 〈eiψ(t)〉 =
Φe1(t)Φ
e
2(t). The red solid line corresponds to Gaus-
sian decay, 〈eiψ(t)〉 = e−(Γ
g
ϕE
t)2 .
FIG. 8: Suppression of 1/f noise in echo-decay ex-
periment. The blue solid line corresponds to the
two fluctuator solution with only slow fluctuators.
The red solid line corresponds to the Gaussian ap-
proximation with slow fluctuators.
V. CONCLUSIONS
The approach based on modeling of noisy
environment by an ensemble of two-level sys-
tems (fluctuators) is widely used for quantum
solid-state systems [13–16, 18, 19]. Recent ex-
periments with Josephson phase qubits [20–22]
demonstrated the importance of noise of all fre-
quencies in decoherence processes and stimu-
lated theoretical discussions on the contribu-
tions of low- and high-frequencies fluctuators
[18].
In this paper, we have discussed the SF
model for continuous distribution of fluctua-
tors to describe both, low- and high-frequency
noise. We considered two approximations of
our model: the Gaussian approximation and
12
two-fluctuator approximation, and compared
our theoretical predictions with the experimen-
tal results for decoherence of a superconducting
flux qubit [23]. We showed a good agreement
between our theoretical model and experimen-
tal results.
We should emphasize that the two-fluctuator
approximation leads to the non-Gaussian be-
havior in the signal decay. The non-Gaussian
effects, yielding contribution to a particular be-
havior of the tail in the spin echo signal, are
very strong for free induction signal decay. The
main problem is that available experimental
results on superconducting qubits (including
those reported in Ref. [23]) may not have a
good enough precision to distinguish Gaussian
and non-Gaussian behavior. However, it is no
doubt that the non-Gaussian behavior is rele-
vant to many situations and can help to under-
stand better the nature of noise and its action
on the system under consideration.
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Appendix A: Some properties of random processes
1. Random telegraph process
In this section, we derive some useful formulae for the random telegraph process (RTP) defined
by ξN (t) =
∑N
i=1 ζi(t) with the correlation function, χN (|t− t′|) = 〈ξN (t)ξN (t′)〉, given by
χN (|t− t′|) =
N∑
i=1
a2i e
−2γi|t−t
′|. (A1)
We assume that the RTP is described by N uncorrelated fluctuators, ζi(t). Each fluctuator switches
randomly between the values −1 and 1 with the probability 1/2, so that ζ2i (t) = a2i = const, and
after averaging over the initial states of each fluctuator, the following correlation relations hold
[29–31]
〈ζi(t)〉 = 0, (A2)
〈ζi(t)ζj(t′)〉 = δija2i e−2γi(t−t
′), t ≥ t′, (A3)
M in(t1, t2, . . . , tn) = a
2
i e
−2γi|t1−t2|M in−2(t3, . . . , tn), (A4)
where
M in(t1, t2, . . . , tn) = 〈ζi(t1) . . . ζi(tn)〉, t1 ≥ t2 ≥ · · · ≥ tn. (A5)
From Eqs. (A2) - (A4), a recursive formula follows
MNn (t1, t2, . . . , tn) = χN (t1 − t2)MNn−2(t3, . . . , tn), (A6)
where
MNn (t1, t2, . . . , tn) = 〈ξN (t1) . . . ξN (tn)〉, t1 ≥ t2 ≥ · · · ≥ tn. (A7)
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The RTP is conveniently described by the generating functional [31],
ΦN [t; v(τ)] =
〈
exp
{
i
t∫
0
dτξN (τ)v(τ)
}〉
. (A8)
Applying Eq. (A6) and using the Taylor expansion of Eq. (A8), we obtain an exact integral
equation for the generating functional ΦN [t; v]:
ΦN [t; v(τ)] = 1−
t∫
0
dt1
t1∫
0
dt2χN (t1 − t2)v(t1)v(t2)ΦN [t2; v(τ)]. (A9)
One can transform this integral equation into the integro-differential equation,
d
dt
ΦN [t; v(τ)] = −v(t)
t∫
0
dt1χN (t− t1)v(t1)ΦN [t1; v(τ)] (A10)
Let R[t; ξN (τ)] be an arbitrary functional. Then, using Eq. (A6) and a Taylor expansion in
ξN (τ), one can show that the following correlation splitting formula holds:
〈ξN (t1)ξN (t2)R[t; ξN (τ)]〉 = χN (t1 − t2)〈R[t; ξN (τ)]〉, t1 ≥ t2 ≥ τ. (A11)
To calculate the correlator 〈ξN (t)R[t; ξN (τ)]〉 for τ ≤ t we use the following relations [31]:
〈ξN (t)R[t; ξN (τ) + η(τ)]〉 =
〈
ξN (t) exp
{ t∫
0
dτξN (τ)
δ
δη(τ)
}〉
R[t; η(τ)], (A12)
where η(τ) is a deterministic function. With the help of Eq. (A10), we obtain
〈ξN (t)R[t; ξN (τ) + η(τ)]〉 =
t∫
0
dt1χN (t− t1)
〈 δ
δη(t1)
exp
{ t1∫
0
dτξN (τ
δ
δη(τ)
}〉
R[t; η(τ)]
=
t∫
0
dt1χN (t− t1)
〈 δ
δη(t1)
R[t; η(τ) + ξN (τ)Θ(t1 − τ)]
〉
. (A13)
Taking the limit η → 0, we find
〈ξN (t)R[t; ξN (τ)]〉 =
t∫
0
dt1χN (t− t1)
〈 δ
δξN (τ)
R˜[t, t1; ξN (τ)]
〉
, (A14)
where
R˜[t, t1; ξN (τ)] = R[t; ξN (τ)Θ(t1 − τ + 0)]. (A15)
By differentiating (A15) with respect to time t, we obtain
d
dt
〈ξN (t)R[t; ξN (τ)]〉 −
t∫
0
dt1
d
dt
χN (t− t1) δ
δξN (τ)
〈
R˜[t, t1; ξN (τ)]
〉
=
〈
ξN (t)
d
dt
R[t; ξN (τ)]
〉
.
(A16)
This formula generalizes the differential formula [29–31]( d
dt
+ 2γ
)
〈ζ(t)R[t; ζ(τ)]〉 =
〈
ζ(t)
d
dt
R[t; ζ(τ)]
〉
, (A17)
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taking place for the RTP described by ζ(t) with switching rate, γ.
Theorem 1. For the random telegraph process, ξN (t), the following relation holds:
〈ξN (t′)R[t; ξN (τ)]〉 = χN (t
′ − t)
χN (0)
〈ξN (t)R[t; ξN (τ)]〉, t′ ≥ t, (A18)
where R[t; ξN (τ)] is an arbitrary functional.
Proof. Writing ξ2N (t) as
ξ2N (t) =
N∑
i=1
ζ2i (t) +
N∑
i6=j
ζ2i (t)ζ
2
j (t), (A19)
we can employ the fact that ζ2i (t) = const [29, 30]. Next, using the relation χN (0) =
N∑
i=1
ξ2i (t), we
obtain
ξ2N (t)
χN (0)
− 1
χN (0)
N∑
i6=j
ζi(t)ζj(t) = 1. (A20)
Inserting (A20) into the l.h.s. of Eq. (A18), we find
〈ξN (t′)R[t; ξN (τ)]〉 = 〈ξN (t′) ξ
2
N (t)
χN (0)
R[t; ξN (τ)]〉 − 1
χN (0)
N∑
i6=j
〈ζi(t)ζj(t)ξN (t′)R[t; ξN (τ)]〉. (A21)
Then, applying (A6), we obtain
〈ξN (t′)R[t; ξN (τ)]〉 = χN (t
′ − t)
χN (0)
〈ξN (t)R[t; ξN (τ)]〉 − 1
χN (0)
N∑
i6=j
〈ζi(t)ζj(t)〉〈ξN (t′)R[t; ξN (τ)]〉, t′ ≥ t.
(A22)
Since for, i 6= j, 〈ζi(t)ζj(t)〉 = 0, this yields
〈ξN (t′)R[t; ξN (τ)]〉 = χN (t
′ − t)
χN (0)
〈ξN (t)R[t; ξN (τ)], t′ ≥ t. (A23)
Corollary. In the limit N →∞, one has
〈ξ(t′)R[t; ξ(τ)]〉 = χ(t
′ − t)
χ(0)
〈ξ(t)R[t; ξ(τ)], t′ ≥ t. (A24)
where χ(t′ − t) = limN→∞ χN (t′ − t).
2. Effective Random Process
We define the effective random telegraph process (ERP) for N ≫ 1, as ξ(t) = limN→∞ ξN (t),
considering the continuous distribution of amplitudes and switching rates. The correlation function,
χ(t) = limN→∞ χN (t), can be written as
χ(|t− t′|) = lim
N→∞
N∑
i=1
a2i e
−2γi|t−t
′| =
∫∫
dw(σ, γ)σ2e−2γ|t−t
′|, (A25)
where, σ2 = limN→∞Na
2, and dw(σ, γ), depends on the specific distribution functions of fluctua-
tors on the amplitudes and switching rates. The main relations for the ERP can be obtained from
the previous section by taking the limit N →∞. Below we present the most important formulae.
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The generating functional for the ERP being defined as
Φ[t; v(τ)] =
〈
exp
{
i
t∫
0
dτξ(τ)v(τ)
}〉
(A26)
satisfies the following integral equation:
Φ[t; v(τ)] = 1−
t∫
0
dt1
t1∫
0
dt2χ(t1 − t2)v(t1)v(t2)Φ[t2; v(τ)]. (A27)
One can transform Eq. (A27) into the integro-differential equation,
d
dt
Φ[t; v(τ)] = −v(t)
t∫
0
dt1χ(t− t1)v(t1)Φ[t1; v(τ)] (A28)
For an arbitrary functional R[t; ξ(τ)] the following correlation splitting formula holds:
〈ξ(t1)ξ(t2)R[t; ξ(τ)]〉 = χ(t1 − t2)〈R[t; ξ(τ)]〉, t1 ≥ t2 ≥ τ. (A29)
Finally, the differentiation formula (A16) takes the form
d
dt
〈ξ(t)R[t; ξ(τ)]〉 −
t∫
0
dt1
d
dt
χ(t− t1) δ
δξ(τ)
〈
R˜[t, t1; ξ(τ)]
〉
=
〈
ξ(t)
d
dt
R[t; ξ(τ)]
〉
. (A30)
Relation to the Gaussian random process. We would like to mention here an important consequence
of the central limit theorem concerning a relation between ERP and the Gaussian random process.
Assume that for individual fluctuators the correlation relations are given by
〈ζi(t)〉 = 0, (A31)
〈ζi(t)ζj(t′)〉 = σ
2
N
δije
−2γ|t−t′|. (A32)
Then, for N → ∞, the ERP, defined by ξN (t), becomes a Gaussian Markovian process with an
exponential correlation function [29, 31]
〈ξ(t)ξ(t′)〉 = σ2e−2γ|t−t′|, (A33)
where ξ(t) = limN→∞ ξN (t). Thus, the N -fluctuator RTP, with the same switching rates, γ,
and the amplitudes, σ2/N , for a finite number, N , is an approximation of a Gaussian Markovian
process.
Appendix B: Stochastic differential equations
We consider a system of first-order stochastic differential equations
d
dt
x(t) = Aˆ(t)x(t) + ξ(t)Bˆ(t)x(t), x(0) = x0, (B1)
where ξ(t) describes ERP, so that 〈ξ(t)ξ(t′)〉 = χ(t− t′) (t ≥ t′) and
χ(|t− t′|) =
∫
dw(σ, γ)σ2e−2γ|t−t
′|. (B2)
In what follows we study two approximations leading to a closed system of differential equations for
averaged variables: (i) The effective fluctuator approximation and (ii) the Gaussian approximation.
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1. Gaussian approximation
In the interaction picture, we introduce the new variable x˜(t) = U−1(t)x(t), where
U(t) = T
(
e
t∫
0
Aˆ(t′)dt′)
x˜(t), (B3)
with a T-ordered exponential on the r.h.s. For x˜(t), Eq. (B1) takes the form
d
dt
x˜(t) = iξ(t) ˆ˜B(t)x˜(t), x˜(0) = x0, (B4)
where we set i ˆ˜B(t) = U−1(t)Bˆ(t)U(t). Eq. (B4) can be recast as
d
dt
x˜(t) = i ˆ˜B(t)ξ(t)x˜(0)− ˆ˜B(t)
t∫
0
ξ(t)ξ(t′) ˆ˜B(t′), x˜(t′)dt′. (B5)
After averaging over ERP, we obtain the following integro-differential equation
d
dt
〈x˜(t)〉 = − ˆ˜B(t)
t∫
0
χ(t− t′) ˆ˜B(t′)〈x˜(t′)〉dt′. (B6)
For practical purposes, Eq. (B6) is not very useful. However for some reasonable assumptions,
it can be simplified. First, employing (B6) one can write
〈x˜(t′)〉 = 〈x˜(t)〉 −
∫ t′
t
dt′ ˆ˜B(t′)
t′′∫
0
χ(t′ − t′′) ˆ˜B(t′′)〈x˜(t′)〉dt′′. (B7)
Then, inserting (B7) into Eq. (B6) we obtain
d
dt
〈x˜(t)〉 = − ˆ˜B(t)
t∫
0
χ(t− t′) ˆ˜B(t′)dt′〈x˜(t)〉+O(‖ ˆ˜B ‖4). (B8)
Considering the last term at the r.h.s. of Eq. (B1) as a perturbation, one can approximate Eq.
(B6) as follows:
d
dt
〈x˜(t)〉 = − ˆ˜B(t)
t∫
0
χ(t− t′) ˆ˜B(t′)dt′〈x˜(t)〉. (B9)
Its formal solution can be written as
〈x˜(t)〉 = T
{
exp
(
−
t∫
0
ˆ˜B(t′)dt′
t′∫
0
χ(t′ − t′′) ˆ˜B(t′′)dt′′
)}
〈x˜(0)〉
= T
{
exp
(
− 1
2
t∫
0
t∫
0
ˆ˜B(t′)χ(t′ − t′′) ˆ˜B(t′′)dt′dt′′
)}
〈x˜(0)〉. (B10)
As can be seen, it has the form of solution for the Gaussian random process [29–31].
Returning to 〈x(t)〉, we obtain the first-order differential equation
d
dt
〈x(t)〉 = Aˆ(t)〈x(t)〉 + Bˆ(t)Vˆ (t)〈x(t)〉, (B11)
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where
Vˆ (t) =
∫ t
0
dt′χ(t− t′)U(t) ˆ˜B(t′)U−1(t). (B12)
As an illustrative example, let us consider the following stochastic differential equation:
d
dt
x(t) = iAx(t) + ivξ(t)x(t), (B13)
with A and v being const. Its solution can be written as follows:
〈x(t)〉 = eiϕ0(t)〈eiϕ(t)〉〈x(0)〉, (B14)
where ϕ0(t) = At is the regular part, and ϕ(t) = v
t∫
0
χ(t−t′)dt′ is the stochastic phase accumulated
at time t.
In the Gaussian approximation, we find that the average 〈x(t)〉 satisfies the differential equation
d
dt
〈x(t)〉 = iA〈x(t)〉 − v2
( t∫
0
χ(t− t′)dt′
)
〈x(t)〉. (B15)
The solution of Eq.(B15) is given by
〈x(t)〉 = 〈eiϕ0(t)〉e−κ(t)〈eiϕ(0)〉, (B16)
where
κ(t) = v2
t∫
0
dt′
t′∫
0
χ(t− t′)dt′′ = 1
2
v2
t∫
0
t∫
0
χ(|t− t′|)dt′dt′′ = 1
2
〈ϕ2(t)〉. (B17)
From here and (B14), it follows that the decay law for 〈eiϕ(t)〉 is the Gaussian,
〈eiϕ(t)〉 = e−〈ϕ2(t)〉/2. (B18)
This agrees with the general conclusions made in this section.
2. Two-effective-fluctuator approximation
Averaging Eq. (B1) over the ERP, we obtain
d
dt
〈x(t)〉 = Aˆ(t)〈x(t)〉 + Bˆ(t)〈Xξ(t)〉, (B19)
where 〈Xξ(t)〉 = 〈ξ(t)x(t)〉. Using (B1), and taking into account that 〈Xξ(0)〉 = 0, we obtain
〈Xξ(t)〉 =
t∫
0
χ(t− t′)
χ(0)
Aˆ(t′)〈Xξ(t′)〉dt′ +
t∫
0
χ(t− t′)Bˆ(t′)〈x(t′)〉dt′. (B20)
Taking the derivative on both sides of Eq. (B20), we obtain
d
dt
〈Xξ(t)〉 =Aˆ(t)〈Xξ(t)〉+ χ(0)Bˆ(t)〈x(t)〉
+
1
χ(0)
t∫
0
∂χ(t− t′)
∂t
(
Aˆ(t′)〈Xξ(t′)〉′ + χ(0)Bˆ(t′)〈x(t′)〉
)
dt′. (B21)
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Finally, we obtain the following closed system of integro-differential equations:
d
dt
〈x(t)〉 =Aˆ(t)〈x(t)〉 + Bˆ(t)〈Xξ(t)〉, (B22)
d
dt
〈Xξ(t)〉 =Aˆ(t)〈Xξ(t)〉+ χ(0)Bˆ(t)〈x(t)〉
+
1
χ(0)
t∫
0
∂χ(t− t′)
∂t
(
Aˆ(t′)〈Xξ(t′)〉+ χ(0)Bˆ(t′)〈x(t′)〉
)
dt′. (B23)
In this section, we consider the system of Eqs. (B22), (B23) in the approximation that the ERP
can be approximated by a random telegraph process with the correlation function, χ∗(|t− t′|),
χ(|t− t′|) =
∫
dw(σ, γ)σ2e−2γ|t−t
′| ≈ χ∗(|t− t′|) = a∗2e−2γ∗|t−t′|, (B24)
where the time-independent parameters, a∗ and γ∗ (the effective amplitude and the switching rate)
are defined by the following expressions: a∗2 = χ(0) and γ∗ = −(1/2)∂ lnχ(t)/∂t|t=0.
To proceed, consider Eq.(B23) rewritten as
d
dt
〈Xξ(t)〉 =Aˆ(t)〈Xξ(t)〉+ χ(0)Bˆ(t)〈x(t)〉
+
t∫
0
∂ lnχ(t− t′)
∂t
χ(t− t′)
( 1
χ(0)
Aˆ(t′)〈Xξ(t′)〉+ Bˆ(t′)〈x(t′)〉
)
dt′. (B25)
Usually lnχ(t) is a slowly-changing function. Then, replacing ∂ ln γ(t− t′)/∂t by its value at time,
t = t′, one can approximate the integral on the right side of Eq. (B25) as follows:
t∫
0
∂ lnχ(t− t′)
∂t
χ(t− t′)
( 1
χ(0)
Aˆ(t′)〈Xξ(t′)〉′ + Bˆ(t′)〈x(t′)〉
)
dt′
≈ ∂ lnχ(t− t
′)
∂t
∣∣∣
t=t′
t∫
0
χ(t− t′)
( 1
χ(0)
Aˆ(t′)〈Xξ(t′)〉+ Bˆ(t′)〈x(t′)〉
)
dt′. (B26)
Inserting (B26) into (B25), and employing (B20) we obtain
d
dt
〈Xξ(t)〉 = Aˆ(t)〈Xξ(t)〉 − 2γ∗〈Xξ(t)〉+ a∗2Bˆ(t)〈x(t)〉, (B27)
where γ∗ = −(1/2)∂ lnχ(t)/∂t|t=0 and a∗2 = χ(0). Next, combining (B19) and (B27), instead
of a system of integro-differential equations, we obtain a closed system of first-order differential
equations
d
dt
〈x(t)〉 = Aˆ(t)〈x(t)〉 + Bˆ(t)〈Xξ(t)〉, 〈x(0)〉 = x(0), (B28)
d
dt
〈Xξ(t)〉 + 2γ∗〈Xξ(t)〉 = Aˆ(t)〈Xξ(t)〉+ a∗2Bˆ(t)〈x(t)〉, 〈Xξ(0)〉 = 0. (B29)
This system of differential equations describes RTP with the amplitude a∗, switching rate γ∗ and
the correlation function [31]
χ∗(|t− t′|) = a∗2e−2γ∗|t−t′|. (B30)
In Fig. 9, we compare the exact correlation functions,
χ1(τ) = σ
2
1A1(E1(2γmτ)− E1(2γcτ)), (B31)
χ2(τ) = σ
2
2A2
(
E2(2γcτ)
γc
− E2(2γ0τ)
γ0
)
, (B32)
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with their approximated expressions, χn ≈ σ2n exp(−2γnt) given by (54). The choice of parameters,
γm and γc, was motivated by the range of frequencies for 1/f noise. The parameter, γ0, was chosen
to better fit both exact and approximate correlation functions. Note, that the correlation function
in (54) which describes the low frequency noise, χ1, is not very sensitive to variations of the
parameter, γm. Further, when fitting the experimental data, the parameters, γm and γc, were
essentially the same as in Fig. 9. As can be seen, the approximation (B24) describes the behavior
of the exact correlation functions reasonably well for the region of parameters which we use.
FIG. 9: Correlation functions, χn(t), (blue line) and exponential correlation functions, χn(t) = exp(−2γnt),
(red line). Upper panel: Low-frequency noise defined by χ1(t) (γm = 0.5 s
−1, γc = 0.5 µs
−1). There is
good agreement up to ∼ 2µs. Bottom panel: High- frequency noise defined by χ2(t) (γc = 0.5 µs
−1,
γ0 = 2 µs
−1). In all cases σ2n = 1.
The system of Eqs. (B28), (B29) approximately describes an ERP by RTP defined by a single
fluctuator. Below, we will describe a model with two effective (low- and high-frequency) fluctuators.
The advantage of this approach is that we calculate in a straightforward way the coefficients a∗
and γ∗.
Two-effective-fluctuators model
Let us consider the same system of first-order stochastic differential equations as above
d
dt
x(t) = Aˆ(t)x(t) + ξ(t)Bˆ(t)x(t), x(0) = x0, (B33)
with the RTP described by two uncorrelated fluctuators, ζ1(t) and 2ζ2(t), so that ξ(t) = ζ2(t)+ζ2(t),
and
〈ζi(t)〉 = 0, (B34)
〈ζi(t)ζj(t′)〉 = δija2i e−2γi|t−t
′|, i = 1, 2. (B35)
We set 〈X1(t)〉 = 〈ζ1(t)x(t)〉, 〈X2(t)〉 = 〈ζ2(t)x(t)〉 and 〈X12(t)〉 = 〈ζ1(t)ζ2(t)x(t)〉. Applying
the formulae of differentiation for an RTP [29–31], we obtain the following system of differential
equations for averaged variables:
d
dt
〈x(t)〉 = Aˆ(t)〈x(t)〉 + Bˆ(t)(〈X1(t)〉+ 〈X2(t)〉),
d
dt
〈X1(t)〉 = −2γ1〈X1(t)〉+ Aˆ(t)〈X1(t)〉+ Bˆ(t)(〈X12(t)〉+ a21〈x(t)〉),
d
dt
〈X2(t)〉 = −2γ2〈X1(t)〉+ Aˆ(t)〈X2(t)〉+ Bˆ(t)(〈X12(t)〉+ a22〈x(t)〉),
d
dt
〈X12(t)〉 = −2(γ1 + γ2)〈X12(t)〉+ Aˆ(t)〈X12(t)〉+ Bˆ(t)(a22〈X1(t)〉+ a21〈X2(t)〉). (B36)
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Appendix C: Properties of the correlation functions
We consider a family of random variables and distributions, {ξn(t), dwn(σ, γ)}, in which each
ξn(t) describes an independent ERP: 〈ξm(t)ξn(t′)〉 = 0 (m 6= n). Then, the total correlation
function is a sum of the partial correlation functions and χ(|t − t′|) = ∑n χn(|t − t′|), can be
written as
χ(|t− t′|) =
∑
n
∫∫
dwn(σ, γ)σ
2e−2γ|t−t
′|. (C1)
We define the distribution function, dwn(σ, γ), as
dwn(σ, γ) = δ(σ − σn)Pn(γ)dσdγ, (C2)
where, σn, is a some typical value of the amplitude, and
Pn(γ)dγ = AnΘ(γcn − γ)Θ(γ − γmn)
dγ
γn
, n = 1, 2, . . . , (C3)
here, Θ(x), denotes the step-function, γmn and γcn are the lower and upper switching rates,
respectively. The normalization constant given by,
An =


1
ln(γc1/γm1)
, n = 1
(n− 1)γn−1mn
(1− γn−1mn /γn−1cn )
, n 6= 1
, (C4)
is obtained from the normalization condition,
∫
dwn(σ, γ) = 1.
Inserting (C3) into (C1), we obtain,
χn(|t− t′|) = σ2n
∫∫
Pn(γ)dγe−2γ|t−t
′|. (C5)
From (C5) it follows that σ2 = χ(0), and straightforward computation yields,
χn(τ) = σ
2
nAn
(
En(2γmnτ)
γn−1mn
− En(2γcnτ)
γn−1cn
)
, (C6)
where En(z) denotes the Exponential integral [32].
It is convenient to describe each noise source by its spectral density,
Sn(ω) =
1
pi
∞∫
0
χn(τ) cos(ωτ)dτ, (C7)
and, as it can be easily seen, σ2n = 2
∞∫
0
Sn(ω)dω. Employing Eqs. (C1) and C7), one can obtain
the following integral representation for Sn(ω):
Sn(ω) =
1
pi
∫
2γσ2
4γ2 + ω2
dwn(σ, γ), (C8)
where
SL(Ω) =
1
pi
2γσ2
4γ2 + ω2
(C9)
is the Lorentzian spectral density of the fluctuator with the amplitude σ and switching rate γ [13].
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Performing the integration in Eq. (C7), we obtain for n > 2
Sn(ω) =
1
pi
σ2nAn2
n−1
[(n+1)/2]∑
k=1
(−1)k+1
(n− 2k)ω2k
(
1
bn−2kn
− 1
cn−2kn
)
(C10)
+
1
piωn
Anσ
2
n2
n−1


1
2
ln
(
1 + (ω/bn)
2
1 + (ω/cn)2
)
, n = 2p,
arctan
( ω
bn
)
− arctan
( ω
cn
)
, n = 2p+ 1,
(C11)
where bn = 2γmn and cn = 2γcn . For n = 1, 2, the computation yields
S1(ω) =
σ21A1
piω
(
arctan
( ω
b1
)
− arctan
( ω
c1
))
, (C12)
S2(ω) =
σ22A2
piω2
ln
(
1 + (ω/b2)
2
1 + (ω/c2)2
)
(C13)
We impose on the distribution functions P1(γ) and P2(γ) boundary conditions at the point
γ = γc, so that γm2 = γc1 . Further, we denote γm = γm1 , γc = γc1 , and γ0 = γc2 (γm < γc < γ0).
Using these notations, we obtain
S1(ω) =
σ21A1
piω
(
arctan
( ω
2γm
)
− arctan
( ω
2γc
))
, (C14)
S2(ω) =
σ22A2
piω2
ln
(
1 + ω2/4γ2c
1 + ω2/4γ20
)
, (C15)
This yields the following asymptotic behavior of S1(ω) and S2(ω):
S1(ω) ≈


σ21
2piγm ln(γc/γm)
(
1− γm
γc
)
, ω ≪ 2γm,
σ21
2ω ln(γc/γm)
, 2γm ≪ ω ≪ 2γc,
2σ21γc(1− γm/γc)
piω2 ln(γc/γm)
, ω ≫ 2γc,
(C16)
and
S2(ω) ≈


σ22
4piγc
(
1 +
γc
γ0
)
, ω ≪ 2γc < 2γ0,
2σ22γc
pi(1− γc/γ0)ω2 ln
(
ω
2γc
)
, 2γc ≪ ω ≪ 2γ0,
2σ22γc
pi(1− γc/γ0)ω2 ln
(
γ0
γc
)
, ω ≫ 2γ0.
(C17)
S2(ω)
S1(ω)
≈


σ22
σ21
γm ln(γc/γm)
2γc
(
1 +
γc
γ0
)
, ω ≈ 0,
σ22
σ21
ln(γc/γm)
2(1− γc/γ0) ln
(
1 + ω2/4γ2c
1 + ω2/4γ20
)
, ω & 2γc.
(C18)
From Eqs. (12) and (13), it follows that in the interval, γm < ω < γc, the spectral density S1(ω)
describes 1/f noise. Indeed, in this interval S1(ω) ≈ A/ω, where A = σ21/(2 ln(γc/γm)). For S2(ω)
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we obtain the following asymptotic behavior: S2(ω) ∼ 1/ω2 (ω ≫ ωc). Thus, asymptotically S2(ω)
yields the Lorentzian spectrum.
Writing the spectral density for 1/f noise as S1/f (ω) = AΘ(ωc−ω)Θ(ω−ωm)/ω, where ωc and
ωm are ultraviolet and infrared cutoff, respectively, we obtain
σ21 = 2
∫ ∞
0
S1(ω)dω ≈ 2
∫ ∞
0
S1/f (ω)dω = 2A ln(ωc/ωm) = σ
2
1
ln(ωc/ωm)
ln(γc/γm)
. (C19)
From here it follows: γc/γm ≈ ωc/ωm. Thus, γm and γc are related to the infrared and ultraviolet
frequency cutoff, respectively. Further we assume ωc = 2γc and ωm = 2γm.
As can be seen from Eq. (C11), our model covers various asymptotic aspects of the spectral den-
sity, S(ω) =
∑
n Sn(ω), including 1/f noise and the Lorentzian spectrum as some particular cases.
This allows us to include into consideration the more complicated behaviors of the spectral density.
Estimates of correlation times for superconducting qubits. Following [29, 31], we define the
correlation time related to χn(τ) as
τn =
1
χn(0)
∫ ∞
0
χn(τ)dτ. (C20)
From here, employing Eq. (C6), we obtain
τn =


1− b1/c1
b1 ln(c1/b1)
, n = 1,
(n− 1)(1− (bn/cn)n)
nbn(1− (bn/cn)n−1) , n 6= 1.
(C21)
For bn ≪ cn, this yields
τn ≈


1
b1 ln(c1/b1)
, n = 1,
n− 1
nbn
, n 6= 1.
(C22)
Using Eq. (C20), we calculate the correlation time of 1/f noise to be
τ1 =
1− γm/γc
2γm ln(γc/γm)
. (C23)
For γm ≪ γc, this yields
τ1 ≈ 1
2γm ln(γc/γm)
. (C24)
Computation of the correlation time τ2 yields
τ2 =
1
4γc
(
1 +
γc
γ0
)
. (C25)
From Eqs. (C23) and (C25) we obtain
τ2
τ1
.
γm
2γc
ln(γc/γm). (C26)
For superconducting qubits various experiments demonstrate that the frequency interval of 1/f
noise is f ∼ (1Hz − 1MHz) [18]. Substituting 2γm = 1s−1 and 2γc = 1µs−1 into (C24), we
obtain an estimate of the effective correlation times as τ1 ∼ 0.01s. The experimental data on the
ultraviolet cutoff of the spectral density are unknown, so γ0 is unknown parameter. Supposing
γ0 ≫ γc, one can estimate the effective correlation time as τ2 ∼ 1/(4γc). Once again, assuming
that γc ∼ 0.5µs−1, we obtain τ2 ∼ 0.5µs. So, the fluctuations due to ξ2(t) have a shorter correlation
times than fluctuations related to 1/f noise, τ2 ≪ τ1. Thus, indeed, the SF produce mainly noise
with the spectrum ∼ 1/ω, and the FF lead to the spectrum ∼ 1/ω2.
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1. Free induction signal decay
For a superconducting qubit in the Gaussian approximation, free induction signal decay is defined
by 〈eiϕ(t)〉 = e−(1/2)〈ϕ2(t)〉, where ϕ(t) = Dλ,z
t∫
0
δλ(t′)dt′ is the random phase accumulated at time
t, and
〈ϕ2(t)〉 = D2λ,z
t∫
0
t∫
0
χλ(|t′ − t′′|)dt′dt′′. (C27)
The correlation function, χλ(τ), of the ERP defined as δλ(t) =
∑
n ξn(t), can be written as the
sum of the partial correlation functions, χλ(τ) =
∑
n χn(τ), and the overall accumulated random
phase, ϕ(t), is given by ϕ(t) =
∑
nDλ,z
t∫
0
ξn(t
′)dt′. From this we obtain 〈ϕ2(t)〉 = ∑n〈ϕ2n(t)〉,
where
〈ϕ2n(t)〉 = D2λ,z
t∫
0
t∫
0
χn(|t′ − t′′|)dt′dt′′. (C28)
Computation of 〈ϕ2n(t)〉 yields
〈ϕ2n(t)〉 = 2nD2λ,zσ2nAn
(
En+2(bnt)
bn+1n
− En+2(cnt)
cn+1n
+
1
n+ 1
( 1
cn+1n
− 1
bn+1n
)
+
t
n
( 1
bnn
− 1
cnn
))
(C29)
2. Echo decay
In echo experiments, the total phase, ψ(t), is defined as the difference between two free evolutions
[13, 18],
ψ(t) = Dλ,z
t/2∫
0
δλ(t′)dt′ −Dλ,z
t∫
t/2
δλ(t′)dt′. (C30)
In the Gaussian approximation, one obtains 〈eiψ(t)〉 = e−(1/2)〈ψ2(t)〉, where
〈ψ2(t)〉 = D2λ,z
( t∫
0
t∫
0
dt′dt′′χλ(|t′ − t′′|)− 4
t/2∫
0
dt′
t∫
t/2
dt′′χλ(|t′ − t′′|)
)
. (C31)
Inserting χλ(|t′ − t′′|) =
∑
n χn(|t′ − t′′|) into Eq. (C31), we obtain 〈ψ2(t)〉 =
∑
n
〈ψ2n(t)〉, where
〈ψ2n(t)〉 = D2λ,z
( t∫
0
t∫
0
dt′dt′′χn(|t′ − t′′|)− 4
t/2∫
0
dt′
t∫
t/2
dt′′χn(|t′ − t′′|)
)
. (C32)
Computation yields
〈ψ2n(t)〉 = 2nD2λ,zσ2nAn
(
4
En+2(bnt/2)
bn+1n
− 4En+2(cnt/2)
cn+1n
+
En+2(cnt)
cn+1n
−En+2(bnt)
bn+1n
+
3
n+ 1
( 1
cn+1n
− 1
bn+1n
)
+
t
n
( 1
bnn
− 1
cnn
))
(C33)
24
References
[1] M.A. Nielson and I.L. Chuang, Quantum Com-
putation and Quantum Information, Cam-
bridge University Press, 2000.
[2] P.W. Fenimore, H. Frauenfelder, B.H. McMa-
hon, and F.G. Parak. Slaving: Solvent fluctu-
ations dominate protein dynamics and fluctu-
ations. PNAS, 99: 16047-16051, 2002.
[3] H. Frauenfelder, G. Chen, J. Berendzen, P.W.
Fenimore, H. Jansson, B.H. McMahon, I.R.
Stroe, J. Swenson, and R.D. Young. A unified
model of protein dynamics. PNAS, 106: 5129-
5134, 2009.
[4] R.D. Young and P.W. Fenimore. Coupling
of proteing and environment fluctuations.
Biochimica and Biophysica Acta. 1814: 916-
921, 2011.
[5] G.S. Engel, T. R. Calhoun, E. L. Read, T. K.
Ahn, T. Mancal, Y. C. Cheng, R. E. Blanken-
ship and G. R. Fleming. Evidence for wavelike
energy transfer through quantum coherence in
photosynthetic systems. Nature, 446: 782-786,
2007.
[6] A. Shabani, M. Mohseni, H. Rabitz, and
S. Lloyd. Optimal and robust energy trans-
fer in light-harvesting complexes: (I) Effi-
cient simulation of excitonic dynamics in the
non-perturbative and non-Markovian regimes.
arXiv:1103.3823 (2011).
[7] M. Mohseni, A. Shabani, S. Lloyd, and H. Ra-
bitz. Optimal and robust energy transport in
light-harvesting complexes: (II) A quantum
interplay of multichromophoric geometries and
environmental interactions. arXiv:1104.4812
(2011).
[8] E. Collini, C.Y. Wong, K.E. Wilk, P.M.G.
Curmi, P. Brumer and G.D. Scholes. Coher-
ently wired light-harvesting in photosynthetic
marine algae at ambient temperature. Nature
Letters, 463: 644-648, 2010.
[9] G.L. Celardo, F. Borgonovi, M. Merkli, V.I.
Tsifrinovich, and G.P. Berman. Superradiance
transition in photosynthetic light-harvesting
complexes. arXiv:1111.5443 (2011).
[10] M.A. Espy, A.N. Matlachov, P.L. Volegov,
J.C. Mosher, and Jr. Kraus, R.H. SQUID-
based simultaneous detection of NMR and bio-
magnetic signals at ultra-low magnetic fields.
Applied Superconductivity, IEEE Transactions
on, 15(2):635 – 639, 2005.
[11] V. S. Zotev, A. N. Matlashov, P. L. Vole-
gov, A. V. Urbaitis, M. A. Espy, and R.
H. Kraus Jr. SQUID-based instrumentation
for ultralow-field MRI. Superconductor Science
and Technology, 20(11):S367, 2007.
[12] J. Clarke, M. Hatridge, and M. Mo¨ßle. SQUID-
detected magnetic resonance imaging in mi-
crotesla fields. Annual Review of Biomedical
Engineering, 9(1):389–413, 2007.
[13] J. Bergli, Y. M. Galperin, and B. L. Altshuler.
Decoherence in qubits due to low-frequency
noise. New Journal of Physics, 11(2):025002,
2009.
[14] Y. M. Galperin, B. L. Altshuler, J. Bergli,
D. Shantsev, and V. Vinokur. Non-Gaussian
dephasing in flux qubits due to 1/f noise.
Phys. Rev. B, 76(6):064531, 2007.
[15] C. Mu¨ller, A. Shnirman, and Y. Makhlin. Re-
laxation of Josephson qubits due to strong
coupling to two-level systems. Phys. Rev. B,
80(13):134517, 2009.
[16] A. Shnirman, G. Scho¨n, I. Martin, and
Y. Makhlin. Low- and high-frequency noise
from coherent two-level systems. Phys. Rev.
Lett., 94(12):127002, 2005.
[17] G. Falci, A. D’Arrigo, A. Mastellone, and
E. Paladino. Initial decoherence in solid state
qubits. Phys. Rev. Lett., 94:167002, 2005.
[18] G. Ithier, E. Collin, P. Joyez, P. J. Meeson,
D. Vion, D. Esteve, F. Chiarello, A. Shnirman,
Y. Makhlin, J. Schriefl, and G. Scho¨n. Deco-
herence in a superconducting quantum bit cir-
cuit. Phys. Rev. B, 72(13):134519, 2005.
[19] I. V. Yurkevich, J.Baldwin, I. V. Lerner, and
B. L. Altshuler. Decoherence of charge qubit
coupled to interacting background charges.
Phys. Rev. B, 81(12):121305, 2010.
[20] K. B. Cooper, M. Steffen, R. McDermott,
R. W. Simmonds, S. Oh, D. A. Hite, D. P. Pap-
pas, and J. M. Martinis. Observation of quan-
tum oscillations between a Josephson phase
qubit and a microscopic resonator using fast
readout. Phys. Rev. Lett., 93:180401, 2004.
[21] R. W. Simmonds, K. M. Lang, D. A. Hite,
S. Nam, D. P. Pappas, and John M. Mar-
tinis. Decoherence in Josephson phase qubits
from junction resonators. Phys. Rev. Lett.,
93(7):077003, 2004.
[22] O. Astafiev, Yu. A. Pashkin, Y. Nakamura,
T. Yamamoto, and J. S. Tsai. Quantum noise
in the Josephson charge qubit. Phys. Rev.
Lett., 93(26):267007, 2004.
[23] F. Yoshihara, K. Harrabi, A. O. Niskanen,
Y. Nakamura, and J. S. Tsai. Decoherence of
flux qubits due to 1/f flux noise. Phys. Rev.
Lett., 97(16):167001, 2006.
[24] R. C. Bialczak, R. McDermott, M. Ansmann,
M. Hofheinz, N. Katz, E. Lucero, M. Neeley,
A. D. O’Connell, H. Wang, A. N. Cleland, and
J. M. Martinis. 1/f flux noise in Josephson
phase qubits. Phys. Rev. Lett., 99(18):187006,
2007.
[25] R. Harris, J. Johansson, A. J. Berkley, M. W.
Johnson, T. Lanting, Siyuan Han, P. Bunyk,
E. Ladizinsky, T. Oh, I. Perminov, E. Tolka-
25
cheva, S. Uchaikin, E. M. Chapple, C. En-
derud, C. Rich, M. Thom, J. Wang, B. Wilson,
and G. Rose. Experimental demonstration of a
robust and scalable flux qubit. Phys. Rev. B,
81(13):134510, 2010.
[26] R. H. Koch, D. P. DiVincenzo, and J. Clarke.
Model for 1/f flux noise in squids and qubits.
Phys. Rev. Lett., 98(26):267003, 2007.
[27] J. M. Martinis, S. Nam, J. Aumentado, K. M.
Lang, and C. Urbina. Decoherence of a super-
conducting qubit due to bias noise. Phys. Rev.
B, 67(9):094510, 2003.
[28] J. Bergli, and L. Faoro Exact solution for the
dynamical decoupling of a qubit with telegraph
noise. Phys. Rev. B, 75(5):054515, 2007.
[29] V. Klyatskin. Stochastic Equations through the
Eye of the Physicist. Elsevier, 2005.
[30] V. Klyatskin. Dynamics of Stochastic Systems.
Elsevier, 2005.
[31] V. Klyatskin. Lectures on Dynamics of
Stochastic Systems. Elsevier, 2011.
[32] M. Abramowitz and I. A. Stegun, editors.
Handbook of Mathematical Functions. Dover,
New York, 1965.
[33] F. Bloch. Generalized theory of relaxation.
Phys. Rev., 105:1206, 1957.
[34] A. G. Redfield. On the theory of relaxation
processes. IBM J. Res. Dev, 1:19, 1957.
[35] A. Cottet. Implementation of a quantum bit in
a superconducting circuit. PhD thesis, Univer-
site´ Paris VI, 2002.
[36] Y. M. Galperin, B. L. Altshuler, J. Bergli, and
D. V. Shantsev. Non-Gaussian low-frequency
noise as a source of qubit decoherence. Phys.
Rev. Lett., 96(9):097009, 2006.
[37] Y. M. Galperin, B. L. Altshuler, and D. V
Shantsev. Low-frequency noise as a source of
dephasing of a qubit. In Lerner I.V. et al,
editor, Fundemental Problems of Mesoscopic
Physics, pages 141–165. Kluwer, Dordrecht,
2004.
[38] E. Paladino, L. Faoro, G. Falci, and R. Fazio.
Decoherence and 1/f noise in Josephson qubits.
Phys. Rev. Lett., 88:228304, 2002.
[39] D. Zhou, and R. Joynt. Noise-induced looping
on the Bloch sphere: Oscillatory effects in de-
phasing of qubits subject to broad-spectrum
noise. Phys. Rev. A, 81(1):010103, 2010.
