Abstract. In this paper, we give some effective bounds for the j-invariant of integral points on arbitrary modular curves over arbitrary number fields assuming that the number of cusps is not less than 3.
Introduction
For a positive integer N , let X(N ) be the principal modular curve of level N . Let G be a subgroup of GL 2 (Z/N Z) containing −1, and let X G be the corresponding modular curve. We denote by det G the image of G under the determinant map det : GL 2 (Z/N Z) → (Z/N Z)
* . This curve is defined over Q(ζ N ) det G , where ζ N = e 2πi/N . So in particular it is defined over Q if det G = (Z/N Z) * . We denote by j the standard j-invariant function on X G . We use the common notation ν ∞ (G) for the number of cusps of X G .
Let K 0 be a number field containing Q(ζ N ) det G . Then X G is defined over K 0 . Let S 0 be a finite set of absolute values of K 0 , containing all the Archimedean valuations and normalized with respect to Q. We call a K 0 -rational point P ∈ X G (K 0 ) an S 0 -integral point if j(P ) ∈ O S0 , where O S0 is the ring of S 0 -integers in K 0 .
By the classical Siegel's finiteness theorem [24] , X G has only finitely many S 0 -integral points when X G has positive genus or ν ∞ (G) ≥ 3. But the existing proofs of Siegel's theorem are not effective, that is they don't provide with any effective bounds for the j-invariant of S 0 -integral points.
Since 1995, Yuri Bilu and his collaborators have succeeded in getting effective Siegel's theorem for various classes of modular curves. Bilu [7, Proposition 5.1] showed that the j-invariant of the S 0 -integral points of X G can be effectively bounded provided that ν ∞ (G) ≥ 3, but there was no quantitative version therein. Afterwards, Bilu [9, Theorem 10] proved that the j-invariant of integral points of X 0 (N ) could be effectively bounded if N ∈ {1, 2, 3, 5, 7, 13}, and Bilu and Illengo [10] obtained similar results for "almost every" modular curve. But they still gave no quantitative results.
By using Runge's method, the first explicit bound for the j-invariant of the S 0 -integral points of X G was given in [11, Theorem 1.2] when X G satisfies "Runge condition" which roughly says that all the cusps are not conjugate. When G is the normalizer of a split Cartan subgroup of GL 2 (Z/pZ), where p is a prime number, this bound can be sharply reduced, see [11, Theorem 6.1] and [12, Theorem 1.1] . In particular, the authors in [11, 12, 13] showed various and interesting applications of these bounds, such as rational points of modular curves [11, 13] , Serre's uniformity problem in Galois representation [12] , and so on.
Most recently, without Runge condition and by using Baker's method, Bajolet and Sha [5] gave an explicit bound for the j-invariant of integral points on X + ns (p), which is the modular curve of a prime level p corresponding to the normalizer of a non-split Cartan subgroup of GL 2 (Z/pZ), p ≥ 7. Furthermore, a general method for computing integral points on X + ns (p) is developped in [4] . In this paper, we apply Baker's method, based on Matveev [22] and Yu [28] , to obtain some effective bounds for the j-invariant of the integral points on X G without assuming Runge condition but assuming that ν ∞ (G) ≥ 3.
We denote by h(·) the usual absolute logarithmic height. For P ∈ X G (Q), we write h(P ) = h(j(P )). Now we would like to state the main results.
, N is not a power of any prime, ν ∞ (G) ≥ 3, and S 0 only consists of infinite places. Then for any S 0 -integral point P on X G , we have
where C is an absolute effective constant and ϕ(N ) is the Euler's totient function.
Actually, we obtain a more general Theorem 1.2 below, which applies to any number field and any ring of S 0 -integers in it.
Put d 0 = [K 0 : Q] and s 0 = |S 0 |. We define the following quantity (1.1)
, where D 0 is the absolute discriminant of K 0 , and the norm of a finite place is, by definition, the absolute norm of the corresponding prime ideal. We denote by p the maximal rational prime below S 0 , with the convention p = 1 if S 0 consists only of the infinite places. Theorem 1.2. Assume that N is not a power of any prime and ν ∞ (G) ≥ 3. Then for any S 0 -integral point P on X G , we have
where C is an absolute effective constant.
The situation is different when N is a prime power, see Section 7. In this case we define
Notice that X G is also a modular curve of level M . Theorem 1.3. Assume that N is a power of some prime and ν ∞ (G) ≥ 3. Then for any S 0 -integral point P on X G , we can get two upper bounds for h(P ) by replacing N by M in Theorem 1.1 and 1.2.
Notations and conventions
Through out this paper, log stands for two different objects without confusion according to the context. One is the principal branch of the complex logarithm, in this case will use the following estimate without special reference
for |z| ≤ r < 1, see [11, Formula (4) ]. The other one is the p-adic logarithm function, for example see [19, Chapter IV Section 2] . Let H denote the Poincaré upper half-plane: H = {τ ∈ C : Imτ > 0}. For τ ∈ H, put q τ = e 2πiτ . We also putH = H∪Q∪{i∞}. If Γ is the pullback of G∩SL 2 (Z/N Z) to SL 2 (Z), then the set X G (C) of complex points is analytically isomorphic to the quotientH/Γ, supplied with the properly defined topology and analytic structure. Moreover, the modular invariant j defines a non-constant rational function on X G , whose poles are exactly the cusps. See any standard reference like [21, 23] for all the missing details.
For
is the second Bernoulli polynomial and ⌊a 1 ⌋ is the largest integer not greater than a 1 . Obviously |ℓ a | ≤ 1/12, this will be used without special reference. Let A N be the subset of abelian group (N −1 Z/Z) 2 consisting of the elements with exact order N . Obviously,
the product runs through all primes dividing N . Moreover we always choose a representative element of a = (a 1 , a 2 ) ∈ (N −1 Z/Z) 2 satisfying 0 ≤ a 1 , a 2 < 1. So in the sequel for every a ∈ (N −1 Z/Z) 2 , we have ℓ a = B 2 (a 1 )/2. Throughout this paper, we fix an algebraic closureQ of Q, which is assumed to be a subfield of C. Every number field used in this paper is presumed to be a subfield ofQ.
For a number field K, we denote by M K the set of all valuations (or places) of K extending the standard infinite and p-adic valuations of Q: Given a number field K of degree d, for any v ∈ M K , K v is the completion of K with respect to the valuation v andK v its algebraic closure. We still denote by v the unique extension of
For a number field K of degree d, the absolute logarithmic height of an algebraic number α ∈ K is defined by h(α) = d
Throughout the paper the symbol ≪ implies an absolute effective constant. We also use the notation O v (·). Precisely, A = O v (B) means that |A| v ≤ B.
Preparations
In this section, we assume that N ≥ 2.
3.1. Siegel functions. Let a = (a 1 , a 2 ) ∈ Q 2 be such that a ∈ Z 2 , and let g a : H → C be the corresponding Siegel function, see [20, Section 2.1] . We have the following infinite product presentation for g a , see [11, Formula (7) ],
For the elementary properties of g a , please see [20, . Especially, the order of vanishing of g a at i∞ (i.e., the only rational number ℓ such that the limit lim τ →i∞ q −ℓ τ g a exists and is non-zero) is equal to ℓ a . For a number field K and v ∈ M K , we define g a (q) as the above, where q ∈K v satisfies |q| v < 1. Notice that here we should fix q 1/(12N 2 ) ∈K v , then everything is well defined.
Given two positive integers k and ℓ, we denote by P k the set of partitions of k into positive summands, and let p ℓ (k) be the number of partitions of k into exactly ℓ positive summands. By [3, Theorem 14.5], we easily get
Then according to the table of partitions or computer calculations, we can obtain
and
where S 
Proof. In this proof, we fix an integer k ≥ 1.
Notice that the coefficient φ a (k) of q k/N equals to the coefficient of q k in the expansion of the following finite product,
(1 − q n e −2πia2 ).
If S 1 and S 2 are both empty, then the coefficient φ a (k) = 0. We say ℓ ∈ S We say ℓ ∈ S 3 ak if and only if there exist ℓ 1 positive integers in S 1 and ℓ 2 positive integers in S 2 such that the sum of them equals to k, then (ℓ 1 , ℓ 2 ) ∈ T ℓ ak and let m ℓ1ℓ2 count the number of different ways.
Then the desired expression of φ a (k) follows easily from the definitions. For each element x ∈ P k , let m x be the number of the times of x appearing in the expansion of (3.1). Then we obtain
If k 1 = 0 and N/2, then S 1 ∩ S 2 = ∅. So for each x ∈ P k , we have m x = 0 or 1. Hence,
ℓ ; otherwise we have m x = 0. Hence,
If ⌊k/N ⌋ ≤ 2, one can verify the inequality by explicit computations.
Modular units on X(N ).
Recall that by a modular unit on a modular curve we mean that a rational function having poles and zeros only at the cusps.
by u a , which is a modular unit on X(N ). Moreover, we have u a = u a ′ when a ≡ a ′ mod Z 2 . Hence, u a is well-defined when a is a non-zero element of the abelian group (N −1 Z/Z) 2 . Moreover, u a is integral over Z [j] . For more details, see [11, Section 4.2] .
Furthermore, the Galois action on the set {u a } is compatible with the right linear action of GL 2 (Z/N Z) on it. That is, for any σ ∈ Gal(Q(X(N ))/Q(j)) = GL 2 (Z/N Z)/ ± 1 and any a ∈ (N −1 Z/Z) 2 , we have
Here we borrow a result and its proof from [4] for subsequent applications and the conveniences of readers.
Proposition 3.2 ([4]). We have
if N has at least two distinct prime factors, where Φ N is the N -th cyclotomic polynomial.
Proof. We denote by u the left-hand side of the equality. Since the set A N is stable with respect to GL 2 (Z/N Z), u is stable with respect to the Galois action over the field
Notice that X(1) has only one cusp and u has no zeros and poles outside the cusps, so we must have u is a constant and u ∈ Z.
Furthermore, we have
and X G1 be the modular curve corresponding to G 1 . In this subsection, we assume that X G1 is defined over a number field K. Then X G is also defined over K. Since X G and X G1 have the same geometrically integral model, every K-rational point of X G is also a K-rational point of X G1 . For each cusp c of X G1 , let t c be its local parameter constructed in [11, Section 3] . Put q c = t 
with equality for the non-Archimedean v, where the union runs through all the cusps of X G1 . Moreover, for P ∈ Ω c,v we have
We will use the above proposition several times without special reference. Moreover, this proposition implies that for every P ∈ X G1 (K v )
+ there exists a cusp c such that P ∈ Ω c,v . We call c a v-nearby cusp of P .
We get directly the following corollary from Proposition 3.1.
The following proposition follows directly from [11, Propositions 2.3 and 2.5].
Proposition 3.5. Let c be a cusp of X G1 , v ∈ M K and P ∈ Ω c,v . For every a ∈ A N , we have
where ℓ is some prime factor of N .
3.4.
Modular units on X G1 . We apply the notations in the above subsection.
We denote by M N the set of elements of exact order N in (Z/N Z) 2 . Let us consider the natural right group action of G 1 on M N . Following the proof of [10, Lemma 2.3], we see that the number of the orbits of M N /G 1 is equal to ν ∞ (G).
Obviously, when we consider the natural right group action A N /G 1 , there are also ν ∞ (G) orbits of this group action. So
Let T be any subset of A N , we define
Let O be an orbit of the right group action A N /G 1 , we have
By [11, Proposition 4.2 (ii)]
, u O is a rational function on the modular curve X G1 . In fact, u O is a modular unit on X G1 . For any cusp c, we denote by Ord c (u O ) the vanishing order of u O at c. For
K and v|ℓ|N , where ℓ is some prime factor of N .
Then u O has the following properties. (ii) For the cusp c ∞ at infinity, we have
For any cusp c, we have
where γ O,c ∈ Q(ζ N ) and h(γ O,c ) ≤ 12N 3 log 2. (iv) Let c be a cusp of X G1 and v ∈ M K . For P ∈ Ω c,v , we have
(vi) The group generated by the principal divisor (u O ), where O runs over the orbits of A N /G 1 , is of rank ν ∞ (G) − 1. 
Siegel's theory of convenient units
We recall here Siegel's construction [25] of convenient units in a number field K of degree d, in the form adapted to the needs of the present paper. The results of this section are well-known, but not always in the set-up we wish them to have.
Let S be a finite set of absolute values of K, containing all the Archimedean valuations and normalized with respect to Q. Fix a valuation v 0 ∈ S, we put
Let ξ 1 , · · · , ξ r be a fundamental system of S-units. The S-regulator R(S) is the absolute value of the determinant of the r × r matrix
(we fix some ordering for the set S ′ ), where
is the local degree of v. It is well-defined and is equal to the usual regulator R K when S is the set of infinite places.
Proposition 4.1. There exists a fundamental system of S-units η 1 , · · · , η r satisfying
Furthermore, the entries of the inverse matrix of (4.1) are bounded in absolute value by r 2r ζ.
Proof. See [14, Lemma 1] . Notice that the left-hand inequality in the second inequality is a well-known result of Dobrowolski [15] . 
Proof. The first inequality follows from Proposition 4.1 and standard height estimates. Write
Resolving this in terms of b 1 , · · · , b r and using the final statement of Proposition 4.1, we obtain
Since η is an S-unit,
Then the corollary is proved.
Finally, we quote two estimates of the S-regulator in terms of the usual regulator R K , the class number h K , the degree d and the discriminant D of the field K. Proposition 4.3. We have
For the first inequality see [14, Lemma 3] ; one may remark that the lower bound R(S) ≥ 0.1 follows from Friedman's famous lower bound [16] for the usual regulator R K ≥ 0.2. The second one follows from Siegel's estimate [25, Satz 1]
in fact there is an explicit bound for h K R K therein.
Baker's inequality
In this section we state Baker's inequality, which is the main technical tool of the proof. It is actually an adaptation of a result in [1] . For the convenience of readers, we also quote its proof with slight change.
For a number field K and v ∈ M K , we denote by p v the underlying prime of v when v is non-archimedean. Next, we let
• θ 0 , θ 1 , · · · , θ r be non-zero algebraic numbers, belonging to K; 
Theorem 5.1 ([1]).
There exists an absolute constant C that can be determined explicitly such that the following holds. Assume that Λ = 1. Then for any real number B satisfying B ≥ B * and B ≥ max{3, Θ 1 , · · · , Θ r }, we have
where
Proof. The Archimedean case is due to Matveev, see Corollary 2.3 from [22] . We use this result with n = r + 1, with 1, b 1 , . . . , b r as Matveev's b n , b 1 , . . . , b n−1 , respectively, Θ 0 , Θ 1 , . . . , Θ r as Matveev's A n , A 1 , . . . , A n−1 , respectively, and B as Matveev's B.
Notice that Matveev assumes (in our notations) that
with some choice of the complex value of the logarithm. However, if we pick the principal value of the logarithm, then
Hence we may disregard (5.1) at the cost of increasing the absolute constant C in the definition of Υ.
In the case of non-archimedean v we employ the result of Yu [28] . Precisely, we use the second consequence of his "Main Theorem" on page 190 (see the bottom of page 190 and the top of page 191), which asserts that, assuming (1.19) of [28] , but without assuming (1.5) and (1.15), the first displayed equation on the top of page 191 of [28] holds.
In our notations, taking, as in the archimedean case, n = r + 1, using 1, b 1 , . . . , b r as Yu's b n , b 1 , . . . , b n−1 , noticing that Yu's parameters h n , h 1 , . . . , h n−1 do not ex-
−1 Θ r , and setting Yu's B n to be 1, we re-state Yu's result as follows. Let p be the prime ideal corresponding to v and δ a real number satisfying 0 < δ ≤ 1/2; then
Here 
and modifying the absolute constant C, we obtain
Notice that B ≥ 3, then log B > 1. Set now
which, by [8, Lemma 2.3.3] , implies that
and the maximum in (5.2) is at most 2(r + 1)Θ 0 Θ 1 · · · Θ r log B. So in any case we obtain (again slightly adjusting the absolute constant C) the estimate
Finally, since
, where e p is the absolute ramification index of p, we obtain the result in the non-archimedean case as well.
Remark 5.2. We choose the form of Baker's inequality in Theorem 5.1 because of its convenience for our computations, although it is effective but not explicit. If one want to get an explicit bound for h(P ), he can apply Matveev [22] and Yu [28] respectively, like [18] , and he also can apply [6, Theorem C] to handle uniformly with the Archimedean and non-Archimedean cases.
The case of mixed level
In this section, we assume that N has at least two distinct prime factors. Then we will apply Baker's inequality to prove Theorem 1.1 and 1.2.
In the sequel, we assume that P is an S 0 -integral point of X G and ν ∞ (G) ≥ 3. What we want to do is to obtain some bounds for h(P ).
From now on we let
. Let S be the set consisting of the extensions of the places from S 0 to K, i.e.
Then there exists some w ∈ S such that h(P ) ≤ s log |j(P )| w .
We fix this valuation w from now on. Therefore, we only need to bound log |j(P )| w .
As the discussion in Subsection 3.3, P is also an S-integral point of X G1 . Hence for our purposes, we only need to focus on the modular curve X G1 .
We partition the set S into three pairwise disjoint subsets:
From now on, for v ∈ S 1 let c v be a v-nearby cusp of P , and we write q v for q cv and e v for e cv . Notice that for any v ∈ S 3 , it is non-Archimedean with |j(P )| v ≤ 1.
In the sequel we can assume that |j(P )| w > 3500, otherwise we can get a better bound than those given in Section 1. Then we have w ∈ S 1 and P ∈ Ω cw,w . Therefore, by (3.2) we only need to bound log |q w (P ) −1 | w . From now on we assume that |q w (P )| w ≤ 10 −N . Indeed, applying (3.2) the inequality |q w (P )| w > 10 −N yields h(P ) < 3sN , which is a much better estimate for h(P ) than those given in Section 1.
Notice that under our assumptions, we see that N ≥ 2. Moreover, in this section we assume that s ≥ 2. In fact, if s = 1, then we can add another valuation to S such that s = 2, and then the final results of this section also hold. 6.1. Preparation for Baker's inequality. We fix an orbit O of the group action A N /G 1 as follows. Put U = u O , where u O is defined in (3.3) .
If Ord cw U = 0, we choose O such that Ord cw U < 0 according to Proposition 3.2. Noticing v ∞ (G) ≥ 3 and combining with Proposition 3.6 (vi), we can choose another orbit O ′ such that U and V are multiplicatively independent modulo constants with Ord cw V > 0, where
Define the following function
So we always have Ord cw W = 0 and W (P ) ∈ O S . In particular, W is integral over Z [j] . Moreover, W is not a constant by Proposition 3.6 (vi). By Proposition 3.6 (ii) and (iii), we have
, where
if Ord cw U = 0; and h(γ w ) ≤ 24N 7 log 2.
By Proposition 3.2, we know that W (P ) is a unit of O S . So there exist some integers b 1 , · · · , b r ∈ Z such that W (P ) = ωη w . Then we set (6.2)
w . For subsequent deductions, we need to bound h(W (P )).
Proposition 6.1. We have
Proof. First suppose that Ord cw U = 0. Then W = U . For v ∈ S 3 , j(P ) is a v-adic integer. Hence, so is the number W (P ). In addition, it is easy to see that
Now it is easy to get the desired result.
6.2. Using Baker's inequality. If Λ = 1, we can get better bounds for h(P ) than those given in Section 1, see Section 8. So in the rest of this section we assume that Λ = 1. Let B * = max{|b 1 |, · · · , |b r |}, and let Θ 0 , Θ 1 , · · · , Θ r be real numbers satisfying
By Theorem 5.1, there exists an absolute constant C which can be determined explicitly such that the following holds. Choosing B ≥ B * and B ≥ max{3, Θ 1 , · · · , Θ r }, we have
Recall that p has been defined in Section 1.
Applying (6.3), we have
w . Hence, we obtain (6.5) log |q w (P )
According to Proposition 4.1, we can choose
So we have
we can choose Θ 0 = 24dN 7 log 2.
Corollary 4.2 tells us that
Notice that we also need B ≥ max{3, Θ 1 , · · · , Θ r }, by Proposition 4.1 and Proposition 6.1 we can choose
Again, we write B = α log |q w (P ) −1 | w + β, where
Hence, (6.5) yields α log |q w (P )
Here we put C 1 = αN ΥΘ 0 Θ 1 · · · Θ r and C 2 = 48αN 8 log 2 + β, then α log |q w (P )
Therefore, by [8, Lemma 2.3 .3] we obtain α log |q w (P )
Hence log |q w (P )
That is log |j(P )| w ≤ 2α
Finally we get
To get a bound for h(P ), we only need to calculate the quantities in the above inequality. 
Notice that
Applying (6.6) we obtain
the constant C being modified. Hence we prove Theorem 1.1.
6.4. Proof of Theorem 1.2. Now we need to give a bound for h(P ) based on the parameters of K 0 with the assumptions of Theorem 1.2. Firstly, notice that
Using Proposition 4.3, we estimate R(S) as follows:
, this implies the upper bound (6.7) log R(S) ≪ 1 2 log |D| + d log log |D| + s log(dp).
Let D K/K0 be the relative discriminant of K/K 0 . We have
We denote by O K0 and O K the ring of integers of K 0 and K respectively. Since
By [17, III (2.20) (b)] and note that the absolute value of the discriminant of the polynomial x N − 1 is N N , we get
Now let v 0 be a non-archimedean place of K 0 , and v 1 , · · · , v m all its extensions to K, their residue degrees over
Hence (6.8)
.
If we now denote by ∆ the quantity defined in (1.1), then using (6.7) and (6.8), we obtain the following estimates:
Here we always choose Υ = (Cd) 2r+6 p d . Finally, using (6.6) and noticing that d 0 ≤ 2s 0 , we get
the constant C being modified. Therefore, Theorem 1.2 is proved.
The case of prime power level
In this section, we assume that N is a prime power. As Section 6, we can define a similar function W . But in this case W (P ) is not a unit of O S by Proposition 3.2. So we need to raise the level. Put Notice that X G is also a modular curve of level M and ν ∞ (G) ≥ 3, since we have the following natural sequence of morphisms
In fact, The restriction of G on X(N ) is G. The modular curve X G has the same integral geometric model as X G . In particular, P is also an S 0 -integral point of X G .
Therefore, from Theorem 1.1 and 1.2, we can get two upper bounds for h(P ) by replacing N by M , which proves Theorem 1.3.
The case Λ = 1
In this section, we suppose that N is not a prime power without loss of generality. Under the assumption Λ = 1 we can obtain better bounds for h(P ) than those given in Section 1.
Let c be a cusp of X G1 and v ∈ M K . We also denote by v the unique extension of v toK v . Recall Ω c,v and the q-parameter q c mentioned in Section 3.3, for the modular function U defined in Section 6.1, we get the following lemma. Same estimates hold true for the coefficients of the q-series for log(1−q n+1−a1 c e −2πia2 ). For each a ∈ O, the number of coefficients in the q-series for log(1 − q n+a1 c e 2πia2 ) which may contribute to λ On the other side, using Liouville's inequality (see [26, Formula (3.13 Then we get log |q c (P ) −1 | v ≤ N log(48N 2 (N 6 + N )).
Now we assume that Ord cw U = 0. Then we have W = U . Since Λ = 1, W (P ) = γ O,cw . For the S-integral point P of X G1 fixed in Section 6, applying the above proposition to W , we obtain h(P ) ≤ s(log |q w (P ) −1 | w + log 2)
≤ s 0 N N ϕ(N ) log(24N 14 + 24N 9 ) + N log(48N 2 (N 6 + N + 1)) + log 2 .
Now we assume that Ord cw U = 0. Then W = U Ordc w V V −Ordc w U with Ord cw W = 0. Proposition 3.6 (vi) guarantees that W is not a constant. Applying the same method as the above without difficulties, we can also get a better bound than Theorem 1.1 and 1.2. We omit the details here.
In conclusion, if assuming Λ = 1, we can get polynomial bounds for h(P ) in terms of s 0 and N , which are obviously better than those in Theorems 1.1-1.3.
