This paper discusses regression analysis of length-biased and right-censored failure time data arising from the short-term and long-term hazard ratio model. Compared to some commonly used models such as the proportional hazards models, the shortterm and long-term hazard ratio model has the advantage of allowing crossing hazard functions and thus is more flexible. For the problem, we propose two methods, the conditional likelihood approach and the composite conditional likelihood approach, for estimation of regression parameters. Both asymptotic and finite sample properties of the proposed estimators are established and the numerical results suggest that the methods seem to work well in practical situations. In addition, the approaches are applied to a set of real data arising from a dementia study.
Introduction
In an observational study, two sampling designs are commonly used and they are traditional incident cohort sampling design and prevalent sampling design. The former means that study subjects are drawn without considering some conditions or the disease of interest, while the latter means that the study subjects are drawn from the people with some conditions or the disease of interest at the time of enrollment. It is easy to see that the latter is generally more efficient and practical and thus preferred than the former, and this is especially the case when the disease under study is rare as the former would be much more time-consuming to accumulate enough events. On the other hand, the analysis will be much harder for the data arising from the latter design as one has to deal with the selection bias as it only includes the subjects who have already experienced an initiating event and survived to the examination time. In other words, with the latter, the observed survival time within the prevalent cohort tends to be longer than those arising from the target population since the probability of being selected from the target population is proportional to the survival time from disease onset to failure itself (Vardi, 1989) . It is easy to see that the latter design is a special case of left truncation, and the resulting data are usually referred to as length-biased data if the disease onset follows a stationary Poisson distribution. In the following, we will focus on regression analysis of such data rather than regular left-truncated data.
Among others, the fields that often produce length-biased data include cancer screening trials (Zelen and Feinleib, 1969; Zelen, 2004) , economics studies (De Una Alvarez et al., 2003) , epidemiological studies (Keiding, 1991; Sansgiry and Akman, 2000) , and renewal processes (Cox and Miller, 1977; Vardi, 1982 Vardi, , 1989 , and many authors have discussed the analysis of length-biased failure time data. For example, among others, Huang and Qin (2011) , Vardi (1989) and Wang (1991) considered the nonparametric estimation of the underlying survival function and in particular, Wang (1991) proposed a product-limit estimator that will be discussed in more details below. For regression analysis, Wang (1996) , Ghosh (2008) , Qin and Shen (2010) and Huang and Qin (2012) investigated the fitting of the proportional hazards model to length-biased data, while Shen et al. (2009) considered the problem under the semiparametric tansformation and accelerated failure time models.
It is well-known that one drawback of the regression models mentioned above is that they cannot accommodate the situation where hazard functions cross, which may occur sometimes. To address this, in the following, we will consider the short-term and long-term hazard ratio model, for which some methods have been developed for parameter estimation for the situations without length bias (Tong et al., 2007; Yang and Prentice, 2005; Yang, 2011; Yang and Zhao, 2012; Yang and Prentice, 2015) . In addition to allow crossing hazard functions, another appealing feature of this class of models is that they include many commonly used models such as the proportional hazards model as special cases. For the model, we will propose two estimation procedures, the conditional likelihood approach and the composite conditional likelihood approach. The former is relatively simple and applies to both general left-truncated or length-biased data, while the latter takes into account the special feature of length-biased data and is expected to be more efficient.
The remainder of this article is organized as follows. Section 2 will introduce some notation and describe the length-biased data and the class of two group short-term and long-term models. In Section 3, we will present the two proposed estimation methods and establish the asymptotic properties of the resulting estimators. Section 4 gives some results obtained from a simulation study conducted to evaluate the finite sample performance of the two proposed estimation procedures and they suggest that the methods seem to work well for practical situations. The methods are applied to a set of real data arising from a dementia study in Section 5 and Section 6 contains some discussion and concluding remarks.
2 Length-biased Data and Short-term and Long-term Model
Notation and length-biased data
Consider a failure time study that involves two events, an initiating event such as onset of a disease and a failure event such as death from the disease, and the use of prevalent sampling design. LetÃ denote the time from the initiating event to the examination for the disease or enrollment time to the study andT the time from the initiating event to the failure event,
the failure time variable of interest. Then by the assumption, the study consists only of the subjects withT ≥Ã > 0. In the following, we will assume that the examination time is noninformative and the incidence of initiating event occurs over calendar time at a constant rate, meaning thatÃ follows the uniform distribution.
Let T and V be defined asT andÃ but for the subjects in the study or prevalent sample. Also let V denote the time from the examination to the failure event and suppose that there exists a vector of covariates denote byZ or Z in general or for study subjects, respectively. Note that we drop the ∼ to emphasize that in the prevalent sample, the failure time T = A + V must exceed A and thus is left-truncated. The joint distribution of the triplet (T, A, Z) has the same joint distribution as (T ,Ã,Z)|T ≥Ã. Also note that in practice, the observation on T is usually subject to right censoring due to the loss of follow-up or end of study. In other words, we only observe the censored failure time Y = min(T, A + C) and the censoring indicator δ = I(V ≤ C), where C denotes the censoring time measured from the examination.
Thus the observed data from n independent subjects have the form {(Y i , A i , δ i , Z i ); i = 1, ..., n}. In the following, as usual, we will assume that (A, V ) is independent of C given Z. However, it should be noted that the failure time T is subject to informative censoring because it shares the same truncation time A with the total censoring time A + C.
Let f (t|z), F (t|z) and S(t|z) denote the density, cumulative distribution and survival functions ofT given the covariateZ in the target population, respectively, and H(t) the distribution function of the truncation timeÃ. Correspondingly, let g(t|z) and G(t|z) denote the density and cumulative distribution functions of T given Z, respectively, or the conditional density and cumulative distribution functions ofT givenT >Ã andZ. Then it can be easily shown that the joint distribution function, say K(a, t|z), of the observed (A, T ) can be expressed as
where ξ = P r(T ≥Ã|Z) = S(t|z)dH(t). It thus follows from the assumption H(t) = t that the joint density function of the observed (A, T ) has the form
with µ(z) = ∞ 0 sf (s|z)ds. Also we have the relationship between G(t|z) and F (t|z) as
2.2 Short-term and long-term hazard ratios model
To describe the two group short-term and long-term hazard ratios model, suppose that study subjects come from two treatment groups, control and treatment groups, and Z i = 0 if subject i is from the control group and 1 otherwise. Also for the convenience, suppose that the first n 1 subjects are from the control group and the rest n 2 subjects from the treatment group, where n 1 + n 2 = n. Assume that the failure timeT is absolutely continuous and let λP (t) and λT (t) denote the hazard functions ofT for the subjects with Z = 0 and 1, respectively. Then the two group short-term and long-term hazard ratios model postulates that (Yang and Prentice, 2005) , where SP (t) = exp(− t 0 λP (s)ds), θ 1 and θ 2 are two unknown positive parameters, and τ 0 = sup{t : SP (t) > 0}. It is apparent that the model above can be rewritten as
.
That is, under the model, the ratio of the two hazard functions depends on θ 1 , θ 2 and SP (t) and is not constant as with the proportional hazards model. More specifically, if θ 1 < θ 2 , the ratio is monotonically decreasing and monotonically increasing with θ 1 > θ 2 . Also it is easy to show that
meaning that one can interpret θ 1 and θ 2 as the short-term and long-term hazard ratios, respectively.
As mentioned before, model (4) includes some commonly used models as special cases. For example, by taking θ 1 = θ 2 , it reduces to the proportional hazards model, and we will obtain the proportional odds model by setting θ 2 = 1. Define
the odds function of the control group, and β T = (β 1 , β 2 ) = (log(θ 1 ), log(θ 2 )). Then the hazard and survival functions ofT i given Z i can be expressed as
and
respectively, where γ ji (β) = exp(−β j Z i ), j = 1, 2, i = 1, ..., n. In the following, we will refer β = (β 1 , β 2 ) T as regression parameters.
For convenience, in the following, we will use τ to denote the longest follow-up time onT with τ < τ 0 .
Estimation of Regression Parameters
Now we will consider estimation of regression parameters β and present two methods. One is the conditional likelihood approach, which can apply to more general situations but may be less efficient, and the other is the composite conditional likelihood approach and can be more efficient.
Conditional likelihood estimation
In this subsection, we will first present a conditional maximum likelihood estimation procedure. For this, note that given the observed data, the likelihood function conditional oñ T ≥Ã is proportional to
It thus follows that the log conditional likelihood function under model (4) has the form under model (4) . For estimation of β as well as R(t), it would be natural to directly maximize log L C (β, R(t)). On the other hand, it is clear that this would be difficult and computationally intensive. To deal with this, by following Yang and Zhao (2012) , we propose to estimate
To estimate R(t), note that R(t) = 1/SP (t) − 1 and as mentioned above, several nonparametric estimation methods have been proposed based on length-biased and right-censored data. In the following, we propose to employ the product-limit estimator
given in Wang (1991) and define the estimatorβ as the value of β that maximizes the estimated log likelihood function log L C (β,R(t)). Herê
Note that with treating R(t) =R(t) being known, the log conditional likelihood function above can be simplified to
since the subjects from the control group do not contribute to estimation of β.
To establish the asymptotic properties ofβ, let β 0 denote the true value of β and define
Then the minus estimated log likelihood function − log L C (β,R(t)) can be equivalently written as
where γ j (β) = exp(−β j ), j = 1, 2, and τ denotes the length of the follow-up time with τ < τ 0 . Define
The theorem below gives the asymptotic properties ofβ with the proof sketched in the Appendix.
Theorem 1. Assume that the conditions (C1) -(C6) given in the Appendix hold. Then as n → ∞, we have
2. √ n(β − β 0 ) converges weakly to a zero mean normal distribution whose covariance matrix can be consistently estimated by
Composite conditional likelihood estimation
Note that the estimatorβ defined above applies to any left-truncated data, not just lengthbiased data. On the other hand, it may not be efficient since it did not use the length-biased assumption that the truncation timeÃ follows the uniform distribution. In this subsection, we will develop a composite conditional likelihood estimation procedure that makes use of the assumption and thus can be more efficient.
To develop the composite conditional likelihood estimation procedure, we will follow the idea discussed in Huang and Qin (2012) , who discussed regression analysis of length-biased and right-censored data under the proportional hazards model. More specifically, define V 0 = min(T − A, C) and note the fact that if the survival time is uncensored, the conditional density function of A given V 0 is identical to the condition density of V 0 given A in the prevalent cohort in the sense that
The first equality above directly follows from the definition and to see the second equality, by following the arguments of Huang and Qin (2012) , one can easily show that
It thus follows by some straightforward algebra that we have
and the second equality. This suggests to consider the composite conditional likelihood function
which can be rewritten as
, the product of the conditional likelihood given A based on all subjects and that given V based on the subject with uncensored survival times. In other words, the composite conditional likelihood function is equivalent to the conditional likelihood function based on the pooled
To estimate β, we will employ the log composite conditional likelihood function given above under model (4), which has the form
if treating R(t) to be known. Of course, in practice, we do not know R(t) and as in the previous subsection, we propose to estimate it by employing the product-limit estimator based
the product-limit estimator of SP has the form
This yieldsR(t) = 1/SP (t) − 1.
Define the estimatorβ as the value of β that maximizes the estimated log composite conditional likelihood function log L COM (β,R(t)). To establish the asymptotic properties of
defined in proof of following theorem. The theorem below gives the asymptotic properties ofβ with the proof sketched in the Appendix.
Theorem 2. Assume that the conditions (C1) -(C5) and (C6 * ) given in the Appendix hold.
Then as n → ∞, we have
A Simulation Study
In this section, we present some results obtained from a simulation study conducted to evaluate the finite sample performance of the two estimators proposed above. In the study, we generated the failure times from model (4) with SP (t) = λ exp(−λt), which gives R(t) = λ −1 exp(λt)−1. To generate the prevalent cohort or length-biased sample, the left truncation timeÃ i was independently generated from the uniform distribution over (0, ω) with ω being larger than the upper bound ofT i to ensure the stationary assumption. Only the pairs of and the 95% empirical coverage probability (CP). They indicate that both of the proposed estimators seem to be unbiased and the variance estimation also seems to be appropriate.
When the sample size increased or the right censoring percentage decreased, as expected, both the bias and estimated standard error became smaller. In addition, one can see from the tables that the normal approximation to the distributions of the two proposed estimators appears to be reasonable in general when the sample size is large, and as discussed above and expected, the composite conditional likelihood estimator is more efficient than the conditional likelihood estimator. However, there exist some low CP, especially on the conditional likelihood estimates of β 2 with n 1 = n 2 = 100, which again suggests that one may want to employ the composite conditional likelihood estimator in general.
To further assess the normal approximation to the distributions of the two proposed estimators, we investigated the quantiles plots of the standardized estimates against the standard normal distribution. Figure 1 presents four such plots corresponding to the results given in Table 1 with β 1 = β 2 = 0 and in Table 2 with β 1 = 0.5 and β 2 = 0, all for the cases with n 1 = n 2 = 200 and 15% censoring rate. They again indicate that the normal approximation seems to be reasonable for the situations investigated. We also considered some other set-ups for the generation of length-biased data and obtained similar results.
Note that in all situations considered above, it has been assumed that the truncation timeÃ followed the uniform distribution or in other words, we had length-biased data. By following the suggestion of a reviewer, we also considered some situations whereÃ followed some other distributions or we only have regular left-truncated data. Table 4 gives some results given by the two proposed methods with the truncation timeÃ, in addition to the uniform distribution, generated from the exponential distribution with rate of 0.5, the Gamma distribution Γ(1, 1), the Chi square distribution X 2 (1) or the Beta distribution B (1, 3) . Here the other set-ups were the same as with Table 1 -3 and the table includes the estimated bias, the sample standard error of the estimates and the mean square error (MSE). They suggest that as seen above, when the stationary assumption is satisfied, the composite conditional likelihood method can usually give better performance than the conditional likelihood method. On the other hand, if the stationary assumption is violated or we only have regular length-biased data, the former may yield seriously biased estimates or one may should employ the latter for parameter estimation.
An Application
Now we apply the estimation procedures proposed in the previous sections to the lengthbiased and right-censored data arising from the Canadian Study of Health and Aging on the patients diagnosed with dementia (Wolfson et al., 2001; Addona and Wolfson, 2006; Shen et al., 2009 ). The study is a large prevalent cohort study and it started with the random selection of more than 14,000 subjects aged 65 or older to take a health survey throughout Canada. Among them, 10,263 subjects agreed to participate and all of them were screened for dementia in 1991 with 1132 participants being identified as having the disease. It is easy to see that some patients with serious prognosis of dementia may already die before the screening test and thus not be included in the study, meaning the existence of left truncation.
For most patients, the dates of disease onset were able to be obtained from their medical records. Among others, one variable of interest is the overall survival time from the disease onset to death and for this, we also have right-censored observations as the subjects were only followed until the end of the study in 1996.
In the analysis below, following other authors, we will focus on the 818 patients whose disease onset dates and the classification of three dementia subtypes are known. Among them, 393 subjects had probable Alzheimer's disease, 252 had possible Alzheimer's disease, and 173 had vascular dementia. At the end of this study, 638 died due to the disease and the others were right censored. For the data, Addona and Wolfson (2006) validated the stationarity assumption that the incidence of dementia did not change over time by using the method suggested in Wang (1991) . In other words, it seems to be reasonable to treat the observed prevalent cohort data from the study as length-biased data.
For the analysis here, we will focus on the pairwise comparison of the effects of dementia subtypes on mortality. The results given by the application of the two proposed estimation procedures are presented in Table 5 . One can see that for most cases, the results from the two methods are quite similar and suggest that there were no significant differences between both short-term and long-term hazard ratios for the patients with different dementia subtypes. On the other hand, the composite conditional likelihood estimation procedure did indicate that there seem to exist some significant difference between the short-term hazards of the patients with Probable Alzheimer and Vascular dementia. To further investigate this, we obtained the nonparametric estimatorsSP (t) given in (8) This paper discussed regression analysis of length-biased and right-censored failure time data arising from the short-term and long-term hazard ratio model and for the problem, two estimation procedures were proposed. As discussed above and shown in the simulation study, the conditional likelihood approach applies to general left-truncated data but may be less efficient, while the composite conditional likelihood approach is generally more efficient than the first method but only applies to length-biased data. In other words, one needs to be careful with the second method and may want to check the stationarity assumption before its application as in Section 5. For both methods, the asymptotic properties of the resulting estimators of regression parameters were established and the simulation study suggested that they seem to work well for practical situations.
There exist several directions for future research. One is that model (4) only applies to the two treatment group situation and it is apparent that in some situations, there may exist more than two groups or other covariates. In other words, it would be useful to generalize model (4) to recession setting, more discussion about this please see Yang and Prentice (2005) . As noted in Yang and Prentice (2011) , in case of heavy censoring,θ 2 cannot be interpreted as the estimated long-term hazard ratio, because that interpretation requires lim t → τ 0 and there is no data near τ 0 due to heavy right censoring. At that time, it's more complicated and difficult to get accurate assessment of the treatment effect, and this is one of our future topic. In the above, we have focused on right-censored data and sometimes instead of right censoring, the observed data may suffer interval censoring, a more general form of censoring that involves right censoring as a special case and occurs commonly in medical follow-up studies among others (Sun, 2006) . Thus another direction for future research is to develop some estimation procedures for model (2) based on length-biased and interval-censored data.
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Appendix: Proofs of Asymptotic Properties
In this appendix, we will sketch the proofs of the asymptotic results given above. For this, we will first describe the conditions needed, which are similar to those used in Yang and
Prentice (2005) and Yang and Zhao (2012) .
(C1) The true parameter β 0 lies in a compact set B.
(C2) Assume that lim n 1 /n = ρ ∈ (0, 1). (C6 * ) The matrix ∂ 2 l * i (β, R(t))/∂β∂β is continuous and nonsingular in B,
In the following, we will focus on the proof of the results given in Theorem 1 and the proof for Theorem 2 will be similar and most of it thus omitted.
Proof of Theorem 1. Proof of Consistency. To prove the consistency, by Theorem 5.7 in Van der Vaart (1998) , it is enough to verify that
Let's prove condition (i) hold firstly. Note thatR
it is sufficient to prove that E = {l i (β, R(t)) : β ∈ B} is G-C(Glivenko-Cantelli) class. The classes {R(t), t ∈ [0, τ 0 ]} is G-C classes because it is monotone increasing function. The classes {K 2 (t), t ∈ [0, τ 0 ]} and {K 3 (t), t ∈ [0, τ 0 ]} are G-C classes because they are bounded variation functions. The classes {γ 1 (β) : β ∈ B} and {γ 2 (β) : β ∈ B} are G-C classes because the exponential function exp(β j ), j = 1, 2 is monotone function. And it is easy to see that, there exist positive constants c 1 and c 2 such that c 1 < γ j (β) < c 2 since B is compact. By Theorem 9.2.6 of Kosorok (2008), we have E = {l i (β, R(t)) : β ∈ B} is G-C class because
is continuous function of γ 1 (β) and γ 2 (β). Thus condition (i) holds.
For condition (ii), note that it is equivalent to that the ∇ β L(β, R(t)) = 0 has unique solution.
We just need to verify that
Note by condition (C6),
∂L(β,R(t)) ∂β
| β=β 0 = 0 and mean value theorem, we have
where β * lies between β and β 0 . Therefore, the proof of consistency is completed.
Proof of asymptotic normality. By consistency, we haveβ −β 0 = o p (1). By Taylor expansion,
Hence,
Note that, by the similar method of P97-98 of Flemming and Harrington (1991) , we havê
where
. By above equation and Taylor expansion, after some calculation, we have
This complete the proof of Theorem 1.
Proof of Theorem 2. The proofs of consistency ofβ are similar to these ofβ, and we omit them here.
Proof of asymptotic normality. Note that, by similar derivation of the results on P97-98 of Flemming and Harrington (1991) , we havẽ
where 
