This study uses multi-objective optimization of an integrated well field model to improve the management of a waterworks. The well field model, called WELLNES (WELL field Numerical Engine Shell) is a dynamic coupling of a groundwater model, a pipe network model, and a well model. WELLNES is capable of predicting the water level and the energy consumption of the individual production wells. The model has been applied to Søndersø waterworks in Denmark, where it predicts the energy consumption within 1.8% of the observed. The objectives of the optimization problem are to minimize the specific energy of the waterworks and to avoid inflow of contaminated water from a nearby contaminated site. The decision variables are the pump status (on/off), and the constraint is that the waterworks has to provide a certain amount of drinking water. The advantage of multiobjective optimization is that the Pareto curve provides the decision-makers with compromise solutions between the two competing objectives. In the test case the Pareto optimal solutions are compared with an exhaustive benchmark solution. It is shown that the energy consumption can be reduced by 4% by changing the pumping configuration without violating the protection against contamination.
INTRODUCTION
In Denmark, 98% of the drinking water comes from groundwater. The amount of energy used to extract the water is considerable, and even a small reduction in the specific energy consumption (i.e. the energy in kWh per volume of pumped water) can result in a large overall reduction of energy consumption. Refsgaard et al. () reduction will result in a yearly saving of 8.6 GWh. During the last 15 years, on average 100 production wells in Denmark have been closed per year due to contamination, often with pesticide or nitrate (Thorling ) . This situation increases the pressure on the remaining production wells to fulfil the water demand. Moreover, it is difficult to find locations for new well fields in the densely populated area of Denmark. This paper presents a method to improve the management of existing waterworks with respect to the objectives of reducing energy consumption and preventing contamination of the wells.
Extensive research in optimal well field design and management has been performed (Mayer et al. ; Fowler et al. This paper presents an approach to improve the management of a waterworks using multi-objective optimization. The objectives are to minimize the energy consumption and to minimize the risk of well field contamination from a nearby contaminated site, subject to the constraint of providing a certain amount of drinking water. We use a medium-sized Danish waterworks, Søndersø waterworks, as case study.
The waterworks is located northwest of Copenhagen, Denmark. The aquifer system and the raw water pipe network have been implemented in the WELLNES model. In the following a description of the WELLNES model is given, followed by a description of the optimization algorithm. Subsequently the results are presented, followed by a discussion and conclusions. Interface, OpenMI (Gregersen et al. ) , which allows different models to be plugged into the shell. In this study the groundwater model is the MIKE SHE model (Graham & Butts ) and the pipe network model is the EPANET model (Rossman ) .
MODEL DESCRIPTION
The steep hydraulic gradient close to a production well is not accurately represented in a finite-difference groundwater model if the radius of the cone of depression is much smaller than the horizontal dimension of the numerical grid cell. There is a significant difference between the average head simulated in the numerical grid cell and the head in the pumping well (cell-to-well head loss 
where Q i [L 3 /T] is the pumping rate from the ith cell.
The difference between the head in the cell, h i [L] , and the head in the well, h well [L], can be described with a general well-loss equation:
where A is a linear aquifer
, and P is the power of the nonlinear discharge component of well loss. In case of abstraction Q is negative.
The cell-to-well head-loss term, AQ i , is caused by the well having a radius less than the horizontal dimensions of the cell, hence in case of abstraction the head in the well is lower than the head in the cell. If terms B and C are negligible, the head-loss can be calculated by using the Thiem steady-state flow equation and Equation (2) becomes:
where T [L 2 /T] is the transmissivity of the aquifer, and r w [L] is the actual radius of the well. The effective radius of the The linear well-loss coefficient, B, in Equation (2) defines the well head losses from flow through formation damaged during well drilling, gravel pack, and the well screen.
The area of the affected formation is called the skin. B can be reformulated into a skin factor (Halford & Hanson ) skin When anisotropy is present
. The relation between the skin factor and B is given by:
If the hydraulic conductivity of the skin is smaller than the hydraulic conductivity of the cell (K skin < K h ), then the skin and B become positive. In case of abstraction (Q negative) the contribution to Equation (2) becomes negative giving a water level in the well that is lower than in the cell. The term CQ P i in Equation (2) is the non-linear well loss caused by any turbulent flow near the well (Konikow et al. ) .
The coupling between the groundwater model, the pipe network model and the well model is not straight forward.
In the coupling of the models the pumping rate is a boundary condition to the groundwater model, and the water level of the well is a boundary condition to the pipe network model. In each time step iteration is performed between the groundwater model and the pipe network model via the well model to obtain the water level and the pumping rate in the well. In the WELLNES model each pumping well introduces an additional calibration parameter, the skin factor.
An energy module calculates the energy consumption of the pumps. The energy module uses pump curves (relationships between power, pumping rate and dynamic head, P-Q-h dyn -curves) to calculate the energy consumptions.
The manufacturer provides a unique set of pump curves for each pump type. An example of a set of pump curves for an on/off pump can be seen as the bold solid line in Recharge to the saturated zone simulated by the regional model was used as groundwater recharge in the Figure 9 shows the total observed and simulated power consumption during the calibration and validation period; good correspondence is found.
Accumulated abstraction results for each well field are shown in Table 1 . Results from both the calibration and validation period are shown. The model underestimates the total abstraction for both Søndersø West and East, performing slightly better for Søndersø East than Søndersø West. Table 2 shows the results for the accumulated energy consumption. Here the model predicts larger energy consumption than observed, except at Søndersø West in the validation period. The relative discrepancy is smaller than for the abstraction. This change is because the power curves are flat in the operational interval and an error in the pump rate will give a smaller error in the power consumption. In Søndersø the same pump type, SP75-4 is placed in seven of the 11 wells. The effective pump curves for these seven wells are shown in Figure 1 . The Q-h dyncurves are fairly close to the factory curves. The discrepancy between the factory and the effective P-Q-curve are larger than for the Q-h dyn -curves, and the seven effective curves also differ significantly from each other. All pumps use more power than the factory curve indicates.
Multi-objective optimization

General description
Consider a well field consisting of n pumps which can be either on or off. 
The average of the specific energy in the evaluation period is E spe ¼ e spe ðtÞ.
Groundwater in an area close to the well field is contaminated. It is of interest to keep this contamination away from the well field. Several methods exist to transform the contamination problem into a measurable value that can be used in the optimization framework. One method is to use head values, h i (t), at selected locations between the contaminated site and the well field. The pair wise differences in the observations, Δh i (t), give the direction of the flow, and a positive value indicates a flow away from the well field.
H ¼ h i ðtÞ is the mean of the i pairs of Δh i (t) in the evaluation period. As the objective is to keep the contaminated water away from the well field, it is desirable to have an H value as large as possible.
In this two-dimensional optimization problem the objectives are to minimise the specific energy, E spe , and to maximize the head differences, H, subject to the constraint of fulfilling a demand of water abstraction,
The optimization problem can be written as:
Q tot is the total amount of abstracted water from the well field.
Genetic algorithm
A genetic algorithm is used to solve the multi-objective The maximum number of generations is 80. Figure 10 shows the Pareto optimal set of solutions and their respective pumping configurations. Three different values of λ are shown (λ ¼ [16, 20, 26] ). The number of model evaluations, N, for these three solutions is shown in Table 3 .
RESULTS
The number of model evaluations required if no archiving was used is also shown. The benchmark solution to the optimization problem has been calculated by simulating all 2 11 different pumping configurations. The benchmark solution is shown in Figure 11 . The Pareto front forms a There are 10 unique solutions in the plot in Figure 10 .
The mean pumping rates for each solution are presented in Table 4 , the mean power consumption per time step in Table 5 , and the mean specific energy in Table 6 . When a pump is on, the Q i , P i and e spe;i -values vary slightly depending on the status of the neighbouring pumps. For example, the pumping rate of well Ø15A varies between 32.13 and 34.80 m 3 /day for the 10 different solutions shown in Table 4 . This number supports the results from Figure 8 , where the water level in well Ø10B changes when the other wells are turned on and off.
Søndersø West has a great impact on the objective function values. The pumps at Søndersø West have low e spe , especially e spe (V2A) ≈ 0.09(kWh/m 3 ), which gives an overall low E spe when two or more pumps at Søndersø West are on (solutions 1-7). However, as Søndersø West is close to
Vaerløse air field, the pumps here also have a large negative impact on the second objective value, H. Solutions 9 and 10 have all three pumps at Søndersø West off, which result in the highest possible H value.
It is interesting to note the difference between solution 9
and 10. Solution 10 uses 19% more energy than solution 9, and provides an increase of 0.07 m in H. The two solutions have almost identical pumping configurations. The only difference is the pumping at Ø27A and Ø24B, where solution 9 has pump Ø27A on and pump Ø24B off. Solution (Table 3) , which is about 10% of the It is interesting to study the results from the individual pumping configurations. Some pumps have low specific energy (Ø27A, Ø20A, Ø12B and V2A) and others high specific energy (Ø24B, Ø19A, Ø15A). In general, the most effective pumps are used when the objective values E spe and H are low, and the most ineffective pumps are used when E spe and H are high. It is interesting to note that seven pumps should be activated to fulfil the water demand in all 10 solutions.
In period 1, Søndersø waterworks operates with 86% of the pumps being on all the time. As the waterworks are operating so close to maximal capacity, the potential for saving energy by only changing the pumping configuration is small. Other possibilities for additional savings could be to install frequency regulators on all the pumps. This would increase the flexibility of the waterworks, but it will also make optimization of the waterworks more important, as calculation of a benchmark solution will be infeasible.
A future scenario could be to expand the waterworks capacity by replacing the pumps with newer and more effec- This study provides the decision-makers with a powerful management tool. From the Pareto front they can choose one of the optimal solutions, taking into account the advantages and disadvantages of the chosen solution.
