Abstract. This work presents a methodology to calibrate a strength model for ductile metals, based on dynamic tension tests of relatively long Dog-Bone specimens conducted on a Split Hopkinson Tension Bar (SHTB). We address the main difficulties involved in conducting and interpreting such tests, namely the duration of the loading pulse needed to deform long specimens and the non-uniform stress and strain distributions along the specimen due to neck formation. The first issue is addressed by using the waves' reflections within the output bar, as explained below. When the first loading (tension) wave does not cause failure of the specimen, a reflected compression wave travels from the specimen's bar end to the free bar's end. Upon reaching the free end this latter compression wave is reflected again as a second tension wave, which travels back along the bar until it reaches the specimen and loads it the second time. This enables further deformation of the specimen, practically doubling the loading pulse duration without changing the striker's length. The second issue is addresses by using full numerical simulations of the experimental setup, including the striker, the bars and the specimen. This way, the full dynamic behaviour of the specimen is taken into account, eliminating the need to consider specimen equilibrium and taking into account the current strain rate in the specimen as it deforms. Hence, model calibration can be done from the very start of plastic deformation and without the need to keep the strain rate constant during deformation. As a result, it is possible to reliably calibrate the strength model considering necking and neck location, as well as plastic heating which is a significant factor in the plastic deformation of ductile metals.
Introduction
The Split Hopkinson Tension Bar (SHTB) is a wellknown technique to characterize plastic flow and failure in uniaxial tension [1, 2] . With these modifications to the classical Split Hopkinson Pressure Bar (SHPB) [3] , applying the classical analysis may become questionable, as the onset of necking creates a nonuniform distribution of stress and strain [4, 5] . Various techniques have been suggested to overcome this difficulty.
Rajendran and Bless [6] use Bridgman's approximation [7] to obtain a stress-strain curve in dynamic tension beyond the point of necking. To this end, they measure the geometry of the neck, using high speed photography. They find this approach to have different levels of accuracy for different materials. Rodriguez et al. [8] , using finite element computations, suggest using an 'effective length' as a representative length, for which uniform strain can be assumed in a specimen, thus enabling the use of the classical analysis. However, they determine this effective length using numerical simulations. Rotbaum et al. [9] suggest using long specimens, to keep the stress and strain distribution constant in a large part of the specimen prior to necking. In this way they are able to use the classical analysis with minimal error, but only for plastic strains of up to 3%. Mirone [10] uses a correction to the classical analysis, which enables reconstruction of the stressstrain curve until failure, but within an error of 15-25%.
Here we use numerical simulations of the entire experimental setup to predict the specimen stress-strain response until failure, including details of the neck formation. We change our strength model parameters and repeat the simulation until we match the velocity histories measured in the bars.
Another technical difficulty in these tests is related to the relatively large elongation needed to cause failure in ductile specimens. For a given SHTB setup, the energy available for loading a specimen depends on the pulse duration and amplitude, which are dictated by the striker's length and velocity, respectively. A way to achieve a long pulse is by using a long striker [11] , but this may not be feasible for an existing lab setup. Instead, we use a technique based on wave reflections in the input and output bars, practically doubling the loading pulse duration for an existing SHTB setup. Combining this technique with a numerical simulation of the entire experimental setup, it is possible to directly interpret the recorded pulses in the bars without regard to specimen equilibrium.
In section 2 we describe the experimental setup of our SHTB setup using circular Dog-Bone (DB) specimens, and present the technique that enables to practically double the duration of the loading pulse. In section 3 we describe our computational scheme and in section 4 we present the calibration method of a strength model in both compression and tension. 
Experimental procedure and setup
As a representative material we use Aluminum 6061-T651, which fails in tension at total (average) strain of above 20%. First, we calibrate our strength model for this material in compression, using a SHPB. Then, assuming that the strength model parameters hold approximately in tension as well, we conduct simulations to determine the setup for the tension tests. At the end we verify the validity of this assumption from the tension tests.
Compression tests
We use our standard SHPB setup, made of 25.4 diameter hardened C300 maraging steel bars. The striker, input and output bar lengths are 40, 300 and 250 cm, respectively, see Fig. 1a . In both compression and tension we use our laser interferometry-based measurement system [12] , to recoded particle velocity histories of the input and output bar surfaces at points around 1 m from the specimen. We use disk shaped specimens with L 0 /D 0 =0.5 mm [13] and with diameters of 10, 12 and 14 mm and appropriate striker velocities are able to cover strain rates in the range of 600÷4000 sec 
Tension tests
For the tension tests we use aluminum 7075 bars (with the same diameter as before), to reduce the impedance mismatch between the bars and the specimens. The striker and the input and output bar lengths are 75, 300 and 220 cm, respectively. Tension of the specimen is achieved by the reflected compression wave in the output bar from its far boundary [1] . This tension wave then loads the specimen through the threads shown in Fig. 1b . Our preliminary simulations showed that for some specimens, the duration of the tension wave generated by the above-mentioned striker might not be long enough to cause failure. To prolong the loading, we use the second reflection in the output bar as an additional loading wave, see Fig. 2 . In this way, the loading duration of the specimen is practically doubled. Even though the second wave is weaker than the first one due to loss of energy to deform the specimen, it is still strong enough to cause failure in the specimen. Comparing the specimen response between one long loading wave and two shorter successive waves as presented here, our simulations show that there is no difference in the strain distribution or in the neck location along the specimen. Hence, this is a valid method to characterize the material response in SHTB tests. Taking into account our SHTB system diameter and our maximum striker length, a set of tests was designed so that some specimens would not fail, to better calibrate the strength model. This was achieved by choosing specimen diameter of 7.5 mm and gauge lengths of 22.5, 30 and 37.5 mm, so that their L 0 /D 0 are 3, 4 and 5, respectively. The specimen geometry and dimensions are shown in Fig. 3 . In the current work we only address the strength model calibration, where the failure reproduction and calibration will be addressed in a future work. 
Computer simulations
Using numerical simulations of the entire SHB system to interpret test results has the advantage of eliminating the inaccuracies induced in the tests, as explained below. In the classical SHPB equations, one ignores the low strain part because of the initial lack of equilibrium in the specimen. However, by comparing the recorded signals 
with the computed ones, it is possible to obtain the material stress-strain curve from the very beginning of plastic deformation, avoiding the need to disregard the low plastic strain regime. Another advantage of our numerical calibration approach, as will be shown in section 4, is the ability to easily take into account the effect of thermal softening, since considering TS within the framework of the classical analysis is not straightforward. Thus, to accurately calibrate the material response we rely on numerical simulations for both compression and tension, and use the classical analysis only as a reference.
We use an in-house 2D code, which was previously used in other work [14] . This code uses a finite difference explicit scheme, where J2 plasticity is implemented in the scheme following (1)
where A, B, n, C and m are material parameters, is a reference strain rate, taken to be , T 0 is the initial temperature (room temperature here) and T m is the melting temperature. All the simulations use resolution of 10 elements/mm in the specimen, which was found to be convergent.
Experimental results and model calibration 4.1 Compression tests
The raw signals from one of the tests (D 0 =14 mm, V striker =30 m/sec) is presented in Fig. 4a , together with the numerically computed signals that include TS. The computed results are shown after calibration of the JC model parameters, emphasizing the reproduction of the transmitted pulse since it has less noise. The calibrated parameters of the JC model are shown in Table 1 , with T m = 900 °K and m = 1 as representative values. As shown in Fig. 4b (red line) , very good agreement is achieved between the experimental and the numerical curves for the simulation which include TS. The same level of agreement is obtained for all other tests (not shown here). Another advantage of the above calibration method is the ability to easily include the effect of TS. To demonstrate the importance of TS, we calibrated another set of parameters for the JC model, this time without taking into account TS. The best agreement we achieved with the experimental results is shown in Fig. 4b (green line), for the parameters A = 290 MPa, B = 140 MPa, C = 0.015 and n = 0.15. As can be seen, the computed curve without TS has a higher deviation from the experimental signal compared to the computed curve with TS, expressed by a higher slope (higher strain hardening) of the calibrated curve without TS relative to the experimental signal. Comparison of the stress-strain curve from the standard (classical) analysis [3] to those from the numerical analysis is presented in Fig. 5 . There is a general agreement between the classical analysis and the EPJ Web of Conferences 183, 01006 (2018) https://doi.org/10.1051/epjconf/201818301006 DYMAT 2018 calibrated JC model with TS, although, as expected, for plastic strain up to 5% there is a significant difference between the curves. The eventual decrease in the stress level of the model which includes TS for higher strains is a result of the temperature rise in the specimen during plastic deformation, which is about 100° for plastic strain of 0.6, as seen in Fig. 5. 
Tension tests
The recorded signals from the test on the 'medium length' specimen which did not fail (L 0 /D 0 =4, V striker =15 m/sec, ≈340 sec -1 ) are shown in Fig. 6 . One should note that the loading conditions (stress, strain rate, etc.) for the second wave are different from the first wave, since part of the energy is dissipated within the specimen during the first loading wave and since the specimen elongates before the second loading. However, these effects are inherently taken into account by the simulations and hence do not need special consideration. Comparison between the experimental and the computed signals, based on the calibrated model given in Table 1 is shown in Fig. 7 , and the agreement is very good. Similar agreement was obtained for the other tests. An example of the computed neck evolution in a twowave loading structure is shown in Fig. 8 .
Another parameter which we use to validate the numerical results is the elongation of the gauge length. This parameter represents the integral behaviour of the specimen during the whole deformation process, including necking, and hence is another reliable measure for validation. The comparison between the measured and the computed specimen elongation was found to be within 9%, which is satisfactory considering measurement error which is less than 2%. Hence, we conclude that for Al606-T651, there is no significant difference between the strength model parameters in uniaxial tension and compression. 
Summary and conclusions
We focus here on the response of ductile metals to uniaxial tensile dynamic loading via the SHTB system. We use a combined experimental and numerical approach with Al6061-T651 as a model material, circular dog-bone specimens with gauge length to diameter ratios of 3, 4, and 5 and the JC constitutive model.
Based on direct comparison of the velocity signals measured in the tests to the ones predicted by simulations of the full experimental setup, we present a calibration method that has several advantages over the standard calibration based on the classical analysis:
• Accurate prediction of the stress-strain curve, in the low strain region for compression tests and for the full strain range for tension tests. This enables to ignore equilibrium considerations in the specimen and to take into account neck formation.
• Inherent and simple calibration of thermal softening, which is not straightforward with the standard analysis.
• The ability to cause failure in relatively long specimens, by using more than one tensile loading wave in the tension tests. We are not aware that this method has been used before. 
