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INTRODUÇÃO 
Este trabalho é um estudo sobre estruturas .algébricas rela-
cionadas com séries formais. Seu ponto crucial está no Capítulo 
VI, onde tratamos da estrutura de módulos finitamente gerados so-
bre o anel de séries formais 2tp [[X] ] onde 
teiros p-ádicos. 
2t · é o anel dos p in-
Esta tese também trata dos seguintes resultados: 1) No Capí-. 
tulo III descrevemos a estrutura de um corpo valorizado completo 
a respeito de uma valorização discreta e tendo característica igual 
à característica do corpo de restos. A estrutura é a de um corpo 
de séries formais k ( (T)); ·2) No Capítulo IV descrevemos o fecho 
algébrico de um corpo de séries formais k ( (T)), onde k é alge-
bricamente fechado e de característica O . Toda extensão finita 
é também.um corpo de séries formais! Para todo inteiro n > l 
' 
existe apenas uma extensão de grau n. O grupo absoluto de Galois 
em questão é prociclico, sendo isomorfo a 
. 
li • 
O resultado do Capitulo VI é o seguinte: Seja· M um módulo 
finitamente gerado sobre o anel A = li [ [X]] ; onde p 
. p e um inteiro 
primo e zp é o anel dos inteiros p-ádicos. Diz-se que f E A 
é um polinômio distinguido se f é da forma n-1 f = X+a 1x + ••• + n-
a
0 
E A[X] onde p di vide a. , V i= 0,1, ••• ,n-1. 
~ 
Existem intei 
ros r,s,t ~O, k 1 , ... ,k5 ~ 1, polinômios distinguidos 
•.. ,fr e um homomorfismo e :M --> M' onde 
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M' = At $ Eil. o o$ A A 6:1. o • E9 A 
tais que ker e e coker e sao finitos. Assim· o teorema de es-
trutura em questão não se trata de um isomorfismo, mas sim de um 
11 pseudo-isomorfisrno" (ker e e coker e são finitos). 
A importância deste resultado de Iwasawa pode ser vista da 
seguinte maneira: Vamos supor que de fato -M e wn grupo de Ga-
lois 'Gal(L/k}. Então ker e -é um subgrupo finito de M e temos o 
seguinte quadro: . 
[ LF finito 
(1) 
ker e 
k M Gal (L/k) 
Se F é o subcorpo fixo por ker 6, então L/F extensão -e uma 
finita e F /k é uma ·extensão Galoisiana tendo e (M) como grupo 
de Galois e 6(M) é um submódulo de Índice finito em M' . Do 
·ponto de vista da Teoria de Galois o que interessa e a extensão 
infinita ~/k. Nesta situação então o resultado atende perfeita-
mente ao objetivo de descrever M . 
Iwasawa considerou uma ~ -extensão de um corpo de p 




de Galois é isomorfo ao grupo aditivo '8, p Corno 
2 z J (p) J (p.)J p 
n 
•.. ~ (p) ~ ..• temos uma cadeia ascendente de corpos 
sendo kn o subcorpo fixo por 
(isto é, pelo subgrupo isomorfo a n· (p ) ) o o p-Sylow 
subgrupo do grupo das classes de k 
n 
Temos homomorfismos natu-
rais c ->c n+l n e isto define c = lim c . Um Teorema de Iwa-
+ 
n 
sawa descreve a cardinalidade de C e esta conclusão decorre do 
n 
fato de que C é um 1l [ [X] 1 -módulo finitamente gerado. p 
Não chegamos a demonstrar esses resultados sobre grupos de 
classes. O Teorema 3 do Capitulo VI trata da estrutura dos A-mó-
dulos finitamente gerados. A nossa abordagem segue a de Lang [6], 
que é matricial. O módulo M é descri to por geradores e relaçêes, 
e os coeficientes dessas re~~ções dão origem a uma matriz m xn 
que chamamos matriz de relações. A nossa· finalidade é mudar esta 
matriz sucessivamente via operações admissíveis - por exemplo, pe~ 
mutar linhas ou colunas, multiplicur Uma linha por elementos uni-
dades, etc. - para conseguir uma matriz diagonal de relações. 
Para esclarecer o papel dessas mudanças de matrizes, propor-
cionamos no Capítulo V a estrutura de módulos finitamente gerados 
sobre o anel de polinômios k [X]. · A pr.ova é matricial e traz de 
modo claro o significado de efetuar uma operação elementar sobre 
a matriz para o módulo em questão. O resultado do Capitulo V é 
bem conhecido, no entanto não encontrei um livro que abordasse o 
assunto via matrizes. A inclusão desse resultado nesta tese foi 
- 4 -
motivada pela orientação que fornece para a démonstração do prin-
cipal teorema do Capítulo VI. 
No Capítulo IV tratamos do fecho algébrico do corpo de séries 
formais conforme segundo parágrafo. Esse resultado é mostrado de 
duas maneiras: a primeira, usando teoria de ramificação e, a se-
gunda, mais elementar, usando o fato de que se L/K e uma exten-
- -
são totalmente ramificada e car K = o ou car K nao divide e 
(índice de .ramificação da extensão L/K) então L = K ( er;-) on-
de 1r é um el~men to primo de K • 
O Capítulo III, onde desenvolvemos a estrutura de um corpo 
completo com respeito a uma valorização discreta, usa o Teorema 
de Representação do Capítulo II que afirma o seguinte: Seja A 
um anel de valorização discreta completo cujo corpo de frações é 
K. Se S é um conjunto de representantes do corpo de restos K 
em A e 'IT é um elemento primo de A, então todo elemento a E A 
pode ser escrito de modo Único como uma série convergente 
w 
a = E 
n=O 
n 
5 " n com 
pode ser escrito como X = 





·s " n 
onde v(x) = r = min {n E Z; 
Esse teorema dá condições para uma boa compreensao do fecho 
algébrico do corpo k ( (T)) • 
As definições e os resultados importantes necessários para o 
desenvolvimento do exposto acima estão relacionados no Capitulo I. 
5-
Cabe mencionar que a demonstração do Teorema 3 do Capítulo 
VI contém elementos novos e simplifica de maneira substancial a 
prova desse mesmo resultado e~ Lang [6] e Washington [15] . O Ca-
pitulo II também contém elementos novop, por exemplo, a periodic~ 
dade da representação por séries de um elemento do completamente 
de um corpo com respeito a uma valorização discreta não é 
riante por mudança de conjunto de representantes. 
inva-
CAP1TULO I 
PRELIMINARES SOBRE CORPOS VALORIZADOS 
Este capítulo tem a finalidade de reunir os conceitos bási-
cos sobre valorizações e alguns resultados pertinentes sobre elas 
empre~ados nos capítulos II, III e IV. 
Alguns resultados são apenas citados enquanto outros apare-
cem com provas devido a interesse neles investidos nesta tese. As 
referências básicas sobre a inatéria são [ 4 ] , [ 7 ] e [16] . 
1, VALORIZAÇÕES DISCRETAS DE POSTO 1 
Sejam K um corpo, G um grupo abeliano totalme •• te ordenado 
e co um simbolo tal que para todo g E G, g+"' = oo+g = oo e, além 
disso, oo+oo = 00 e g < 00 
Definimos uma v a Zorização de K como sendo uma função v : K + 
+ G U {oo} satisfazendo às seguintes condiçÕes: 
(i) v(x) = oo <=- x =O em K; 
(ii) v(xy) = v(x}+v(y) para todos x,y E K: 
(iii) v(x+y) ::_ min {v(x) ,v(y)} para todos x,y E K. 
Decorre de (ii) e (iii} que se v(x) F v(y) 
~ min {v(x),v(y)J.' 
então 
EXEMPLO 1: Valorização Trivial: v(x) ~U o,, oara todo 
,,rCAMp 
v (x+y) 
X E K*. 
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EXEMPLO 2: Sejam A um anel fatorial, K seu corpo de frações e 
A uma família dos primos não-associados de A. Então qualquer 
elemento a E A se escreve de modo único como 
nl n2 nr 
a- Epl p2 ···Pr 
onde E é urna unidade de A' ·n. E lN· e pi E A para todo 1 
i E {1,2, ... ,r}. Assim, para cada priino p de A 
' 
podemos de fi-
nir uma aplicação n :A p -> zz que a cada X E A associa o in te i 
r o np (x), expoente de p na decomposição de X em fatores prirros. 
Considere agora a seguinte função: v : K -> 2Z U ·{ oo} p definida 
a 
n (a)-n (b) ~ " O, v (O) Ent·ão é oor v H = se e = w . v p b p p b p p 
uma valorização de K que e denominada valorização p-ádica de K • 
Dada uma valorização de um corpo K definimos A = {X E K; 
v 
v (x) > O) e M 
v 
= { x E K; v (x) > O}. A 
v 
é um subanel de K e 
Mv - o único ideal maximal de A e . v De fato, se x e y E A en-v 
tão v(x) e v (y) > o . 
-
Logo v(xy) = v(x)+v(y) > o e dai 
xy E A . Além disso, v(x+y) ~ min {v{x),v(y)} > o o que coloca 
v -
x+y também em A . Seiam agora x,y E M . Então v (x) e 
v . v 
v(y) > o. Logo v (x+y) > 
-
min {v(x) ,v(y) J > o, donde x+y EM 
v 
Se x E M e y E A então v (xy) = v(x)+v(v) > o e temos 
v v 
xy EM . Segue-se que M é um ideal de A Como todos os 
v v v 






e o único ideal maximal de A v 
Chamamos A de anel de valorização associada a v, M de 
v v 
ideal de valo~~ização de v e o corpo quociente 
po de residuos de v. 
A /M = K de cor 
v v 
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EXEMPLO 1: Se v e a valorização trivial do corpo dos racio-
nais, então Av ~ Q, Mv = (O) e Q = Q. 
EXEMPLO 2: Seja p um numero inteiro primo. Se v e a valoriza-
çao p-ádica de Q 
(a,b) = 1 e plal 
Sejam v1 e 
pos de valores G1 
equivalente a v2, 
pos de Gl em G2 
então A = {~; (a, b) = 1 e prb}, v 












- v2, se existir um 
preservando a ordem. 
um corpo K 
Dizemos que 
isomorfismo 




o de grE. 
Dizemos que A C K é um anel de valoPização de K, se dado 
x E K* tivermos x E A ou x-l E A. Se v é uma valorização de 
K, entãO o anel A de valorização associada a v é um ~nel de 
v 
valorização de K. Todo anel de valorização de K e de fato dado 
por urna valorização a·e K . Com efeito, existe uma correspondência 
bijetora entre as classes de equivalência de valorizações de um 
corpo K e os anéis de valorização desse corpo dada por 
W <---l A onde w : K -> K* /U U { oo} A e definida por 
A ' v 
w(x) == xUA 
se x f. O e w(O) , oo,,. e a ordem em K*/U A e definida da se-
guinte maneira: xUA ~ yUA se xry, isto é, se y = ax para al 
gum a E A, ou Ax :J Ay~ :t: de fácil verificação que K*/U A com 
- 9 -
esta ordem e um grupo ordenado. 
Estes e outros fatos relevantes na Teoria de Valorizações po 
dem ser encontrados em [ 4] . 
Um grupo abeliano G é de posto 1 se - G :fi (O) e G nao 
possui subgrupo convexo diferente de G e (0). Os grupos abelia 
nos ordenados podem ser caracterizados da seguinte maneira: 
PROPOSIÇÃO 1: Seja G um grupo ordenado diferente de (O). Então 
sao equival.entes as seguintes condições: 
(i) G é arquimediano, isto é, se g,h E G com g > O, en 
tão existe n E 7l, n ..::._ 1. tal que ng >h; 
{ii) G é ordem-isomorfo a um subgrupo de (IR,+) 
(iii) G tem posto 1. 
Dizemos que um anel de valorização A e discreto de posto 1 
se o seu grupo de valores G é isomorfo (corno grupo ordenado) a 
um subgrupo discreto (como subespaço topolôgico) de (lR 1 +) • 
SÓ existem dois tipos de subgrupos de (JR., +) : os subgrupos 
discretos são cíclicos e os subgrupos não-discretos sao densos co 
mo subespaços topolÓgicos de ( JR., +) Neste trabalho estaremos 
interessados apenas em valorizações discretas de posto 1 e a pro-
posição seguinte caracteriza essas valoriz_ações em função dos sub 
grupos de (1R,+) 
PROPOSIÇÃO 2: Seja G um subgrupo de (JR,+) I Gr'(O), Então 
- lO -
$ãO equivalentes as seguintes condições: 
(i) G é discreto como subespaço topológico de IR; 
(ii) G é não denso em IR como subespaço topolÓgico; 
(iii) G tem um menor elemento positivo; 
(iv) G é clclico. De fato. G = p~ paPa algum real p > O. 
DEMONSTRAÇÃO: {i) => (ii) é imediato. 
(ii) => (iii) . Se não vale (iii) , dado qualquer numero real c > O, 
existe g E G tal que O < g < E. Se r E lR , então (r-E,r+E)· 
contém um elemento de G. Com efeito, tome g E G tal que 
O < g < E. Como G e arquimediano, existe n > 1 tal que 
ng ~r < (n+l)g e (n+l)g < r+E, logo r < {n+l)g <- r+E o que 
contradiz (ii). 
(iii) => '(iv). Seja g 0 o menos elemento positivo de G . Afir-
mo que G = < go > • De fato, seja g E G tal que g > o . Como 
G e arquirnediano, existe n > 1 tal que ng ~ g < (n+l) 'ia· Se o 
g 
" 
ngo então ngo < g < (n+l)g 
. o 
implica o < a < go onde 
a = (n+l) g -g E G o que contradiz a escolha de g . 
o o 
(i v) => (i}. Tome um numero real E tal que O< E <.o. Então pa-
ra todo g E G, (g-E ,g+E) contém apenas g E G. e portanto G é 
discreto. 
D 
Num domínio de ideais principais -A , os ideais primos nao-nu 
los são os ideais da forma nA, onde lT é um elemento irredutível. 
Se A é um anel de valorização discreto então A possui um único 
BlBLIO"n:CA 
I ME CC 
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~lemento irredutível, a menos de multiplicação por uma unidade 
chamaremos tal elemento de elemento primo ou elemento uniformiza~ 
te de A. Mais precisamente: 
TEOREMA 1: Seja A um anel de valorização discreto de posto l.En 
tão A é um domlnio de ideais principais (logo noetheriano) .J A é 
um anel fatorial com uma só classe de elementos primos associados. 
DEMONSTRAÇÃO: Seja p E A tal que v(p) > O e v(p) e o menor. 
elemento positivo de v (K*) . = G. Pela Proposição 2, G = LZv (p) . 
Logo, se x E K*, v{x) = nv(p) para algum n E LZ; v(x) = v(pn) 
o que significa 
de A. Logo X 
Afirmo que p e 
tais que p[ab 
= 
-n 
v(x.p ) = O, 
n Ep com E 
isto é, 
unidade de 
um elemento primo de A ' 
-n 
xp = E e uma 
A ' p E MA e n 
isto e, se a,b E 





ideal pr~mo de A ' na verdade Ap = MA. De fato, sendo v(p) > o, 
p E MA e dai 
m y = np com 
mos 




de A e 
M = Ap A 
m 
lado, se y EM A então 
> l, ou seja, y E Ap e te-
e Ap e um ideal primo. 
Da primeira parte da demonstração tem-se que todo y E A e 
e ser i to como y = E:pm com m > O e E: unidade de A i e da segug 
da parte, que A e um anel fatorial com único elemento primo p (a 
menos de multiplicação por unidade) • Portanto A é um anel fato 
rial com uma única classe de elementos primos associados. 
Seja agora I um ideal não nulo de A; v {I) tem um elemen-
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to mínimo v(x ) > o. 
o 
É evidente que Reciprocamente, 
se y E I então v(y) > v (x ) 
o 
e temos 
..::. o 1 donde 
-1 
yxo = a E A e y = ax0 E Ax0 Logo I = Ax0 e A e um domi-
nio principal. D 
2. COMPLETAMENTOS E EXTENSÔES DE VALORIZAÇ5ES 
Seja v uma valorização discreta de posto 1 de. um corpo K 
A aplicação d 
v 
de KxK em JR + definida por d (x,y) = 
v 
= exp (-v(x-y)) para todos x,y E K e uma métrica e, portanto, 
define sobre K uma topologia Hausdorff, T . Para qualquer x E K, 
v 
o conjunto de todos os v (x) = {y E K; v(y-x) < E, E > O) 
• 
e uma 
base de vizinhanças abertas de x • O corpo K com a topologia Tv 
e chamado de corpo topológi.:;o valorizado. 
de elementos de K Dizemos que uma sequência { xi} i E ];.J 
convergente para x se ela converge na topologia 
e 
do E > O, existe n E ].\J tal que d (X ,x) < E 
o v n 
T ' v isto e, rla 
sempre que 
n > n 
o 
Nesse caso escrevemos lim{ xi} i E JN = x e isso 
{v(xi-x) }i EThJ converge a 
ocorre 
se, ·e somente se 1 a seguência ~ em 
JR na topologia usual. Quando isso acontece {v(x1 ) }iEJN" e es-
tacionária; isto e 1 V (X. ) = V (X • r para tOdO Í 1 j > Uffi CertO n 0 • , J 
Neste caso v (x) = v(lim{x1 }i EJN) = v(x no 
) ~ v(xn +1) 
o 
= ... etc. 
Dizemos que uma sequência {xi}iEJN e uma sequência de Cau-
chy se ela é uma sequência de Cauchy com respeito a dv, isto é, 
para que qualquer inteiro N , existe n
0 
E ThJ tal que v(x -x ) > N 
n m 
sempre que n,m > n0 . Toda sequênica convergente é uma sequência 
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de Cauchy. Se toda sequência de Cauchy de elementos de um corpo 
K convergir em K dizemos que K é completo. 
Seja v urna valorização de posto 1 de K . Então 
(i) o conjunto C de todas as sequências de Cau~hy X= { xi} i E JN 
de elementos de K é um anel Com respeito à adição e multi-
plicação conponente a Componente; 
{ii) o conjunto O de todas as sequências que convergem a O e 
um ideal maximal de c . 
' 
(iii) A aplicação 41 de c em R u {w} definida por 
4JX = lim{ (V (xi)} i E lli: tem as seguintes propriedades: 
I(X+Y) = IX+IYo I(X.Y) = IX.IY e IX = w • X E O. 
Chamamos de corpo valorizado ao par (K;v) ·ande K e um 
corpo e v uma valoriz.ação de K . Escrevemos (K,v) ~ (L,w) se 
K e um subcorpo de L e v = w/L. Um homomorfismo injetor À de 
K em L é chamado de imersão de (K, v) em (L, w) se- w o À = v ; 
nesse caso escreveremos À: (K,v) -> {L,w). Se K e L sao muni-
dos das topologias Tv- e Tw, respectivamente então a aplicação 
À e contínua. Chamaremos de isomorfismo a uma imersão sobrejet2 
ra. 
Dizemos que o corpo valorizado 
completo com respeito à topologia 
v. Enquanto que o completam0nto de 
T 
v 
(K, v) é completo se K e 
definida pela · valorização 
(K,v} é uma imersão de 
(K,v) em (L,w) tal que (L,w) e completo e ÀK é denso em L 
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com respeito a Tw. Nesse caso existe uffi isomorfismo ~ de (L,w) 
em (L' ,w') onde (L' ,w') :::) {K,v) é o completamente no sentido 
usual. 
A existência de completamentos e assegurada pela seguinte 
proposição demonstrada em [ 4]: 
PROPOSIÇÃO 3: Seja (K,v) ·um corpo valorizado e sejam C, O e 
<fJ como anteriormente. Então 4> induz uma valorização v do cor-
po K ~ C/0 e -> cK,Vl um compZetamento onde -e " : (K.v) 
ll(x) = {x}i EJN+O para todo x E K. 
EXEMPLO: O completamente e chamado corpo 
dos números p-ádicos. 
TEOREMA 2: Seda (K 1 v) completo e L/K uma extensão finita. En 
tão existe no máximo •uma valoPização w de L que estende v e 
(L,w) i completo. 
DEMONSTRAÇÃO: Ver [ 4]. 
Se considerarmos L/K uma extensão algébrica nao teremos 
{L,w} completo, mas ainda vale um resultado muito útil que e con 
quência do fato de que toda extensão algébrica e a união de suas 
subextensões finitas. 
COROLÃRIO: Seja (K,v) compteto e L/K uma extensão a[gébriea. 
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Então existe no máximo uma valorização de L que estende v . 
3. EXTENSÔES DE ANÉIS DE VALORIZAÇÃO 
Seja L/K uma extensão arbitrária de K. Sejam A e B anéis 
de valorização de K e L, respectivamente. Dizemos que B esten 
de A se A = B n K. 
Note que qualquer anel de valorização de L estende exatamen 
te um anel de valorização de K, a saber, B n K. Enquanto que 
dado um anel de valorização A de K , existe pelo menos um anel 
de valorização B de L que estende A . Estaremos interessados 
no caso em que L/K é extensão algébrica. 
PROPOSIÇÂO 4: Sejam 
L/K uma extensão e 
A um anel de valorização de um oorpo K 
D é o fecho integral de A em L. Então 
equivalentes as seguintes condições: 
' 
sao 
(i) L/K e uma extensão algébrica e D é um anel local (anel 
com um Único ideal maximal); 
{i i) Existe um Único anel de valorização de L que estende A; 
(iii) D é um anel de valorização J..e L. 
Nesse ·caso, D é o Único anel de valorização de L que estende A. 
Esse resultado junto com o Teorema 2 assegura que se L/K 
for extensão finita e {K,v) completo então D é completO. 
Seja L/K uma eXtensão arbitrária e sejam v e w valoriza-
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ções de K e L respectivamente. No caso d_e w ser uma, extensão 
de v, isto é, v = 'v/K, o anel de valorização B de L corres-
pendente a w estende o anel de valorização A. de K corresponde.12 
te a v. Qualquer valoriz.açã.o w de L estende exatamente uma va-
loriz_a,ção de K , a saber, w/K.. Por outro lado,. dada uma valor i-
zação v de K e um anel de valorização B de L que estende o 
anel de valoriz_ação A correspondente a .v , a restrição a K de 
qualquer valorização w de L correspondente a B e equivalente 
apenas a v-, Sendo assim, podemos mostrar que w pode ser esc o-
lhida de modo.que w/K = v:-.. Feito is-so, o grupo de valores G de 
w contém o grupo de valores H de v . O par (G, H) é determina 
do por B e A a menos de isomorfismo de grupos· ordenados, portan 
te o índice (G,H) ,-\ depende apenas de B e K ~ Esse Índice é cha 
mado de lndice de ramificação e é denotado por ou simples-
mente e Chamamos de grau residual de B{K e de'notamos por 
fB/K ou, simplesmente f , ao grau da eXtensão 
Se L/K é uma extensão finita então e.f ~ [L:KJ para qual 
quer an·el de valoriz.ação B de L . Se K é completo e L/K sepa 
rãvel, então vale ef = (L:K]. Com esse resultado, provamos o 
TEOREMA 3, Seja L/K uma extensão finita e A um anel de valori 
zação discreto de K. Então qualquer anel de valorização B de L 
que estende A é discreto. 
DEMONSTRAÇÃO: Seja v urna V-J.lori_z.a.ção di_screta de K correspon-
dente a A e seja w uma valorização de L com grupo de valores 
BIBLIOTECA 
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c, co:::-respondente a B e que estende v . Pela afirmação ante-
rior q~e precede esse teorema, G/~ é finito, logo existe n EN, 
n 1 o, tal que a aplicação ó r-> nó (o E G) e um isomorfismo 
de G num subgrupo discreto de lR. Portanto w e discreta. o 
A fim de demonstrarmos o Lema de Hensel vamos fixar algumas 
notações. Sejam v uma valorização discreta de posto 1 de um 
corpo K , A o seu anel de valorização e X uma indeterminada . 
A aplicação canônica a t---> a de A no corpo de resíduos R de 
terwina um homomorfismo de anéis de A[X] em R [X] definido da 
seguinte maneira: n se f(X) =a +a1X+ ... +a X E A[X], o n então 
f (X) ~> f (X) Quando f (X) f, O dire-
mos que f (X) é primitivo. Além disso, para f (X) = 
em ~(XJ colocaremos V(f) = min {v(a0 ) , ••• ,v(an)}. 
n 
a + ••• +a X 
o n 
LEMA DE HENSEL: Seja (K,v) um corpo valorizado discreto com-
pZ<J-';~ ~ seja f(X) E A [X] um polinu.miO primitivo. Suponha que 
G(X) e H(X) s5o polin6mios relativamente primos em K ~] tais 
que f(X) = G(X)H(X). Então existem g(X) 
fi) f(X) = g(X) h(X); 
(ii) g(X) = G(X), h(X) = H(X); 
(iii) ôg(X) = aG(X). 
e h (X) 
!)EMONSTRAÇJiO: Sejam af (X) = s e aG (X) = r de 
ar<xl < s e êJH (X) < s-r. Existem g 1 {X) 





tais que §1 (X) = G(X), hl(X) = H(X), Bg1 (X) = &G(X) e 
h 1 (X) = óH (X) . Como G (X) e H(X) são primos entre si, exis 
tem a(X) e b(X) em A[X] tais que 
ã(X)G(X) + 6(X)II(X) = 1. 
Então f-g 1 h 1 E M (X] e ag 1 +bh1-l E M [X] ._ Seja 
E= min {v(f-g1h 1 ), v(ag1 +bh1-1)}. Se E =-oo então :((l()=gl(X)h1 (X) 
e terminamos. Suponha portanto que O ~ E < oo e escolha TI E K 




(mod TI) , 
isto e, e temos rrA[X] ou V(f-g1h 1 ) > E > 
agl = ac = r e ahl • s-r. Agora provamos por 





- gi-.l (mod i-1, TI o h. 1_ 
i-l 
_ hi-l (mod TI ) , 
ag. = ac = r e ah. < s-r. 
1 1 
h_ (X) E A[XJ 
1 
i > l; 
Já demonstramos esse fato para i = 1. Suponha por indução que 
tenhamos construído os polinômios 
Ponha g (X) = 
n 




h. para i= n-1, n > 2. 
l 
= hn_1 (X)+rrn-
1 t(X) can 
os polinômios u(X) e t(X) em A[X) a serem determinados. As 
sim as 
g h = 
n n 
condições (2) e (3) se verificam para 
n-1 2n-2 
gn-1 hn-1 +TI (gn-1 t + hn-1 u) +TI ut 
i = n. Como 
e 2n-2 > n, temos 
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~f = h + 'ITn-l { t h ) gn-1 n-1 gn-1 + n-1 u 
Por hipótese de indução, 
w = 
f-gn-1hn-1 
----'n'-_.c;1'--"-=- E A [ xl , 
n 
n (mod n ) 
logo f = gnhn (mod nn) = w = gn-l t +hn-l u (mod _n). Agora resta-
nos escolher escolher u e t. De ag1 + bh1 ~-1 (mÔd n) temos 
~ag1 +wbh1 = w (mod 1r). Pelo_ algoritmo de Euclides podemos escre-
ver w(X)b(X) = q(X)q1 (x) +u(X) com au(X) < ag1 (X) =r. sem pe~ 
da de generalidade podemos supor que G(X) e mônico e tomar 
g1 (X) E A[ X] como sendo mônico. Segue-se desse modo que 
u(X) E A[ X]. Logo (wa+qh1 )g1 +uh1 = w(mod n). Seja t o po1inª-
mio obtido substituindo-se todo coeficiente de wa+qh1 divisível 
pc.': n por O • Então t E A[ X] e 
(*) tg1 + uh1 õ w (rnod n) 
Como gn-l = g1 (mod TI) e hn-l = h 1 (mod n), a condição (1) é sa 
tis feita para i = n. 
= agn-1 = r pois au < 
Como aw < auh1 < s e 
-
-
(*) dá uma contradição. 
completa. 
Para i= 1,2, ... 
Falta apenas mostrar ( 4) • Temos ag = 
n 
r. Também, se a h 
n 
> s-r, então at >s-r. 
g1 e mônico com agl = r, a relação 
Portanto dh < s-r e a construção está 
n-
(i) (i) (i) r g. (X) =a +a1 x+ ... +a x 1 o r escreva 
onde E A. Então para j = 0,1, ... ,r, 
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implica (i+l) -a. = 
J 
logo 




r g(X) = a0 +a1 X+ ... +arX . Como 
- gi (X) (mod Tii), i = 1,2~ ••• 
s-r [ ] ~ b +b1 X+ ••• +b X E A X o s-r com 
(i) {a } e uma sequência j iEJN 
1 . {(i)) E 1m aj i E JN = aj A 
- (i) i 
aj = aj (mod 1T ) , temos 
Analogamente obtem-se 
h (X) : h. (X) (mod ni). Por 
l 
tanto f(X) = g. (X)h. (X) 
l l 
- g(X)h(X) (mod _i) tod · d " para o 1 , e mo-
do que f(X) ~ f(X)h(X). Finalmente, g = g. = G, 
l 
e, 
como ag1 < r, dh < s-r e a f = dg+dh e segue-se que ôg =r =êlG. D 
OBSERVAÇÃO: Esse resultado pode ser obtido sem a hipótese adicio 
nal de G(X) é mônico como é feito em [ 4 ] . 
Uma consequência importante do Lema de Hensel e dada pelo 
COROLÂRIO: Suponha que f (X) E A[X] e que o. E K é uma raiz sim 
ples de f(X). Então existe um elemento a E A tal que a =a e 
f(a) ~O. 
DEMONSTRAÇÃO: Por hipótese, f(X) ~ (X-a)H(X) com X-a e H(X) 
rela'tivamente primos. Aplicando o Lema de Hensel .temos f (X) ~ 
~ g (X) h (X) onde g (X) e ·h (X) E A [X] e g (X) é mônico de grau 1. 
Portanto g(X) = X-a para algum a· E A. D 
Dizemos que um corpo valorizado {K,v) é henseliano se ele 
verifica a propriedade descrita pelo Lema de Hensel. 
O resultado seguinte é fundamental para o desenvolvimento do 
Capítulo 4. 
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TEOREMA 4: Sejam A um anel de valorização discreta completo de 
-
um corpo K, L/K uma extensão finita e L e K os corvos de re-
si.duos de B e A, respeativam?nte, E;i< -separa--e S'!1ponha que 
vel. Então B tem uma base sobre A camposta de potências l,x, 
n-1 
... ,x de um elemento x. 
DEMONSTRAÇÃO: Sejam e o 1ndice de ramificação de L/K e f = 
= [ L:Kl tais que n = ef. Seja 1T uro elemento primo de B e seja 
x E B um representante de um elemento primitivo para a extensão 
residual L/K. Os ef elementos O < i < f e 
sao linearmente independentes sobre K. De fato, suponha que exis 
tem a .. E K nao todos nulos tais que 
>] 
f-1 e-1 
xi nj E E a. 
i i::: O j~O >j 
~ o . 
onde .w 
é a valorização associada a B tal que w/K é a valorização asso 
ciada a A. Então a desigualdade é estrita para todo j >O. Ca 
so contrário, se oara algum j > O, 
mos w{1f 0 )-w{ni) == w(a .. )-w(a )E 'irT{K*) o que significa 
-~- >] 00 . . 
tería-
o W(TI ) ~ 
; w(Tij), uma contradição à escolha de n • Assim, da equação de 
dependência linear obtemos 
f-1 ai01T 
o f-1 e-1 a. • 1T j 
E i >] i E MB X ~ E E X . 






a. 0 rr ( ' o 
-i 
X = o contradizendo a escolha de X • 
aoo 1T 
Seja agora 1rK um elemento- primo de K. Então e 




então B = E+1rB. Com efeito, E+1rB ~ B; e se a E B então 
- - _f-1 
a
0 
+a1x+ •.• +af_1x com a 0 , ••• ,af-l E A e assim 
f-l 
a= a 0 +a1 x+ ... + af_ 1 x + ~a o com a 0 E A. Segue-se que 
B = E+TT (E+rrB) = e-1 e E+1rE+ ••• +1r E+TI B 
Seja · e-1 M = E+nE+ ... +lT E Observe que M = 
i,j 
ficiente portanto mostrar que M = B. Primeiro temos 
para todo 
5 M C M 
'K 
s 
r > 1. Como nKE C E para todo s .:::._ 1 , 
r-1 




nifica qu~ r B = M+rrKB para todo r > 1. Como {rr~B/r =1,2, ... } 
é um sistema fundamental de vizinhanças de O em L, concluímos 
que M é denso em B. Por outro lado, { xi1rj I O <i< f, O __::: j <e} 
é parte de uma base de L sobre K e A e aberto e fechado em K . 
Como a aplicação ç r-> (aij>i,j onde 
a .. E A é um isomorfismo topológico {e 
1) 




M em A (ef) 
' 
temos que M = 
" i,j 
é fechado em L e em B • Portanto M =B. 
Finalmente, o elemento x pode ser escolhido de modo que 
exista um polinômio mônico R(X) de grau f com coef-icientes em 
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A ' tal que R(x) seja um elemento primo de B • De fato, vamos 
primeiro escolher X tal que L = i< <xl . Seja R um polinômio mo-
-
nico com coeficientes em A cujo reduzido R -e o polinômio mini-
mal de x. Então w(R(x)) > 1 pois a imagem de R(x) -em L -e 
zero. Se vale a igualdade então R(x) já é um elemento primo de 
B e acabamos. Caso contrário, w(R(x)) > 2. se'ja h um elemento 
qualquer de valor 1 (h E MB). Pela fórmula de Taylor 
R(x+J:l) = R(x) +hR' (x) +h2b 
-
com b E B. ~orno L;K é separável, -x e raiz simples de R e 
temos R' <X) "/ O, logo R' (x) é inversível, daí w(R'(x))=O 
e temos w(hR' (x)) = w(h)+w(R' (x)) = w(h) = l. Como os outros ter 
mo~ em R(x+h) tem valor > 2, 
w(R(x+h)) = min {w(R(x)), w(hR'(x)), w(h 2b}) l 
e portanto x+h é a solução. 
~s agora a demonstração do Teorema 4. Escolha um ele-
menta x como acima e faça 7T R(x). Pelo que mostramos inicial 
mente, os produtos xiR(x)j, O < i < f e O < j < e formam uma 
base de B sobre A • Portanto B = A [x] e como x satisfaz um 
polinômio mônico de grau n, segue-se que as potências 
n-1 
..• ,x formam uma base. 
o 
2 l,x,x , 
Dizemos que uma extensão finita L/K é não-ramificada qulliDb 
(i) f = [L:K] . 
' 
(ii) L;K é separável. 
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Uma extensão finita L/K é chamada de totalmente ramificada se 
e = [L:KJ • Nesse caso nenhuma hipótese é feita sobre a separabi-
lidade de L;K pois L/K é totalmente ramificada se, e somente 
- -
se, f = 1 se, e somente se, L = K. Não há modificação no cor-
po de resíduos. 
O resultado seguinte, que usaremos na caracterização de ex-
tensões totalmente ramificadas L/K onde característica de -K 
não divide e = [L:K] , no Capítulo 4, conhecido como Lema de 
Krasner, estabelece que K(a) = K(S) para quaisquer dois elemen-
tos separáveis sobre K que estão suficientemente próximos na to-
pologia definida pela única extensão de uma valorização henselia-
na de K. 
Seja n o fecho algébrico de K . Para qualquer a E n seja 
C = {cra /a E G} onde G = Aut (n /K). 
a 
LEMA DE KRASNER: Sejam A um anel henseliano de K e w uma valo 
rização de :í1 tal- que w/K corresponde a A. 
tais que w(B-a) > max {w(a'-a); a' E C \{a}} 
a 





puramente insepar&vel sobre K(B) • Alim disso, se a ~ separ~vel 
sobre K então K(a) C K(S). 
DEMONSTRAÇÃO: Como o grau de separabilidade de K(a,S} sobre 
K(~) é igual ao número de K(6)- monornorfismos o:K(a,S)->!1 
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e qualquer desses p é a restrição de algum K(B) - automorfismo 
de n, basta provar que qualquer cr E Aut (Q /K(S)) induz identi 
dade iK (a, B) de K (a, B) • 
w(aa-a) =w((B-a)-(aB-aa)) .':. 
De fato, temos 
w(B-a) > w{a.'-a) 
Isso implica o ct = Cl.. Portanto a [ -K(a,B) -
w o a = w logo 
para todo a'E C \{a}. 
a 
iK(a.,S) para qualquer 
o E Aut (Q/K (B)). Assim, se a é separável sobre K, então 
K(a,S) é separável sobre K(B) e como [K(a,B) :K(B)] e o nume-
ro de K ( B) -monomorfismos de K (o., B) em Q que é igual a 1, se-
gue que [K(a,B): K(S)] = l ou seja K(a) C K(S). 
3. COMPLETAMENTO DE ANEL LOCAL 
Entendemos por anel local um anel noetheriano R com um úni-
co ideal maximal, que denotaremos por M • 
~ 
Se R é um anel local então pelo Teo:rema de Krull, n JP = (0). 
n=l 
Assim podemos definir sobre R uma topologia tomando as potências 
{ Mn} como base de vízinhanças de J • Esta é a topologia M-ádica 
ro 
do anel local R. n ~ = (O) significa que R com essa topol~ 
n=l 
gia e um espaço Hausdorff. 
Urna sequência { an} n E lN' de elementos de R é urna sequen-
cia de Cauchy se dado um número nCttural N , existir n
0 
(N) tal 
que E MN an-an+l , sempre que n > n (N) • 
- o 
Dizemos que R é completo se ele é completo na topologia M-
ádica ou, equivalentemente, se toda sequência de Cauchy de elemen 
tos de R converge em R . 
CAP!TULO II 
CORPOS COMPLETOS E O TEOREMA DE REPRESENTAÇÃO 
Neste capitulo desenvolvemos o bem conhecido teorema de re-
presentação por séries de elementos de corpos valorizados comple-
tos a valorizações discretas. Tratamos de exemplos canônicos, e~ 
bora não falte um ponto de vista original no caso de algUns exem-
plos·. O teorema de representação citado aqui é um resultado chave 
para compreender o fecho algébrico do corpo de séries formais 
k ( (T)) sendo k algebricamente fechado. Teorema este desenvolvi-
do no capitulo IV. 
Seja A um anel de valorização discreto completo com corpo 
-de frações K e corpo de resíduos K . Fixemos um elemento primo 
-
1r de A ·e escolhamos o conjunto S de representantes de K em A 
tal que 0,1 E S, embora isto não seja necessário . 
. No que segue, a convergência se refere à topologia do corpo 
valorizado conforme parágrafo 2 1 Capítulo I. 








com -e convergente em K. 
sequência de somas parciais 
r o primeiro número natural com 
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s o. Então = r todo m > o 
r r' v(x m) para e, se m < m' 
- ' 
v (xm, -xm) > m+l. Logo, dado N suficient-emente grande, se r =N 
o 
então Vm,m' > r o com m < m'' v (xm' -xm) > r o . Portanto {x ) m 
é- uma consequência de Cauchy. Corno K ·é completo, ela converge e 
seu limite é E 
n=O 
n 
s • . 
n o 





-e convergente em K 
DEMONSTRAÇÃO: Se r > O esse resultado segue do Lema 1. Seja 
ro n ro n 
r <. o. Pelo Lema l, E s rr = x, digamos. Então E s rr 
n=D n n 
-1 n=r ro 
n 
mostrando convergência de n = X + E s • a E s • . n n o n=r n=r 
O seguinte resultado proporciona uma representação eficiente 
de elementos de um corpo completo com respeito à valorização dis-
ereta. EJ.a sugere· que os corpos desse gênero tem uma estrutura 
mais simples a tratar. 
TEOREMA 1 (TEOREMA DE REPRESENTAÇÃO): Todo eZemento a E A pode 
ser escrito de modo único como uma série conver>gente 
com s 
n 
E s. Analogamente_, todo elemento X E K pode 
ro 







DEMONSTRAÇÃO: Seja a E A. Por definição do conjunto s de re-
presentantes, existe um s E s, 
o 




mod rr • Logo a = so +ai 'Ir para algum al E A. Supo-
nha, por indução, que encontramos s E s tal que n-1 
50+ Si1f + •.• + 
n-1 rrn algum E A. Então e xis a = s rr +a para a n-1 n n 
te sn E S tal que a -s - O mod 1r, 
n n 
o que implica na existên-
cia de an+l E A tal que a = s +a +l". n n n _ 
çao segue-se que s + s 1 rr o . a = 
n n+l 
5 n1f +an+l 1f AssimJ por indução, temos 
de elementos de S. Considere agora a série 
• 
rie converge pelo Lema 1. Mostremos que 
n+l 
rr Se {x } 
m 
Da hipótese de indu-
+ ••. + 
uma sequência {snl 
00 
' 





s rr . ora, 
n=O n 
e a sequência das 
somas parciais do Lema 1 então m+l = v(am+l 1r ) ~ rn+l. Se 
N é suficientemente grande então para todo m > N, v(a-x ) > N. 
m 
Logo ou seja, a = E 
n=O 
n 
s rr . 
n 
Isso.mostra que to-
do elemen :..;o 
v (x) = r = 
-r 00 
xrr = E 
n=O 
a E A. 
r 
v(rr ) . 
é da forma a = 




s rr . 
n 
Segue-se que x = L sn 
n=O 
nalmente, observe que se v(x) = r, então 
com s 0 I O. Logo 
n 











v(xrr ) = 
sr ~ O. Portanto, v(x) = min {n E ~; sn f 0}. 








Para estabelecer a unicidade da representação acima, observe 
que pelo Lema l, toda sequência t rrn 
n 
com converge 
em K. Assim, se a = r 
n~o 
então E (s -t )1fn =O. 








~ r t 
n=O 
s -t ;! 
n n 
n 
• com s e t em s ' n n n 
o para algum n > o, seja 
o primeiro inteiro tal que s -t 
r 0 r 0 
;! O. Então v ( r (s -t ) ,n) ~ 
n=O n n 
r
0 
enquanto que v(O) = oo, uma contradição. 
D 
OBSERVAÇÃO: A demonstração nao requer que O e 1 estejam em S ,· 
Por exemplo, se escolhemos 1f e 1 como representantes de O e 1, 
respectivamente em K, então a representação de O e a seguinte: 
2 3 4 5 O= 1T.l-1.1f+•tr,1T -l.tr +"IT.1f -l"IT + ••• Se escolhemos O como 





onde s = o 
n 
para todo 
n > O. Por isso escolhemos S tal que O e 1 pertencessem a S . 
A escolha adequada do conjunto s de representantes é impor-
tante para uma melhor compreensao do corpo completo K e melhor 
apresentc-;ão dos seus elementos. Por exemplo, seja K = Qp D 
corpo dos números p-ádicos, ou seja, o completamente do corpo Q 
dos racionais com relação à valorização p-ádica. Então, K = :?l/p?l, 
e uma escolha para S pode ser s = {O,l, ..• ,p-1}. Assim, todo 




snp ' r E Z'l e sn E {O,l, ... ,p-1}. Nesse caso, a sé-
ri e n é chamada r snp de desenvolvimento p-ádico ou represent~ 
n>r 
çao p-ádica de a. Urna outra escolha é obtida da seguinte rnanei-
r a: como A é henseliano e K é um corpo de raizes de 
K contém todas as raízes - p-2 (v-1)-esirnas da unidade, l,w, ... ,w • 
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Consideramos então o conjunto de representantes T= {O,l,w, ... ,if2 }. 
Duas perguntas interessantes surgem naturalmente: Se x = 
sn E {O,l,2, ... ,p-l} então quais as condiçÕes 
para que x seja (i) racional e (ii) algébrico sobre Q? Elas 
são relevantes pois Q !Q é extensão transcendente. p De fato, se 
(K,v) e um corpo valorizado completo discreto e S é um conjunto 
-de representantes de K· 
• 
como # K # Y onde Y = {f : ?Z ~ S; 
N N 
f(n) =O quase sempre se n < O} e #y > (#s) 0 ;:. 2 °, ternos 
que K é não-enumerável. Em particular, ~ e não-enumerável e, 
portanto, Q I n é extensão transcendente. p ~ 
A segunda pergunta é certamente difícil e permanece em aber-
to até hoje. Vamos responder a primeira: 




a TI é racional se, e 
n 
somente se~ o seu desenvolvimento p-ádico é periódico~ isto e, 
existem inteiros h > n
0 
e 1 > 1 tais que 
n > h. 
DEMONSTRAÇÃO: Basta mostrar que y = " 
n>O 
é racional 
somente se, a série é periódica, pois qualquer 
n>O 
p-ádico x é da forma 
no 





cialrnente que a série 
" n>O 
a n 
nP e periódica. Então existem in-
teiros h > O e t > 1 tais que an = an+i para todo n > h 
2 h-1 Escrevamos b = a 0 + a 1p + a 2p + •.• + ~-1 P e 
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h 
c =p (ah + ah+1p +. · .+ ah+i-1 i-1) En"~o b (1 i 2i p • ~ Y = +c +p +p + •.• ) • 
i 2i Como a série 1 +p +p + ... 1 converge e sua soma é ~ , te-
1-p 
mos y = b+ c i 
1-p 
que é racional pois 
no r 
X = p 
b e c E 2Z. Reciprocarnen-
te, se y é 
s 
onde n ,· r e s E 2Z com 
o 
racional então 
s > o, (r, s) = 1 e (p,r) = (p,s) = 1. Basta mostrar então que 
o desenvolvimento p-ádico de y r 
s 
e periódico. Observe ini-
cialmente que se então 
1- Pm 
c é periódico. De fa-
to, da condição m o < c < p -1 tem-se que c é da forma c c + 
o 
m-1 




= (c+c1p+ ••. +c 1 p ) o m-
m 2m (1+p +p + ••. ) = 
é uma série periódica. Se b > O e m o ::_ c < p -1 sao inteiros, 
então b + c 
m 
também tem desenvolvimento periÓdico pois a se-
p-p 
rie de b é finita. Afirmo todo racional r r' O, que numero com s 
o, (r,s) (p' r) (p' s) 1 é da forma r b+ c 5 > = = = - = com 
s m 1-p 
b o o < < m > e c p -1 para algum m > 1. COm ·efeito, sendo 
(p,s) = 1 existem inteiros m e t > 1 tais que prn-1 = st, pois 
- E lP (s). multiplica ti.vo (p,s) = 1 ,implica p grupo dos inteiros 
primos em relação a s com multiplicação módulo s, e basta tomar 
O(p). Daí m 1 mod seja m -1 st. Então mos m = p - 5 ou p = 
r rt rt Se o, pelo Algoritmo de Euclides existem = = r > 5 st m 
-1 p 
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inteiros b I .> Q 
. m 
o- ::.. c' < P -1 rt m = b' (p -1)+c' tais que e o 
. ' 




Se c I = O, r 
s 
é número natural 
p -1 p -1 
e logo periódico. Se c > O, 
rt 
m p -1 
= (b'+1) +c'-(pm-1) = 
m p -1 
(b'+l)·- b+-c-
m 1-p 
onde b = b'+l > O e m c= (p -1)-c' Assim com 
Se r < O então r r' - = --
s s 
com 
r' > O. Pelo primeiro caso e periódico e pelo lema a seguir 
r r' é também periódico. = 
s s 
LEMA 3: Se um número p-ádico x tem representação periódica, o 
mesmo acontece com -x. 
DEMONSTRAÇÃO: f; suficiente considerar o caso onde x=a0+a1pta2p2+ ... 
com a0 ~ O. Suponhamos que o periodp de x 
ah,ah+l'"""'ah+t-l se repetem. Então 
seja e que 
h-1 h hH-1 hH 
"=ao +a1p + .•. + ~-1 P +~ + ... + ~t-1 P +ahH P + ... 
onde 
-x = 
a = a V n > h. 
n n+t 
2 bo+blp+bzP + ••• , onde 
ora, . pel_a 
a + b 
o o 
adição 
O (mod p) 
em 
etc., e 
v (x) = r, então a + b _ O (mod p) 
r r 










EXEMPLO: ToMe 2 3 4 5 x ~ 1 + 2p + 3p + p + 2p + 3p +. . . onde p ~ 5 • 
x tem periodo 3 e h = O acima. 
o qual tem periodo 3 e h = 3. 
Consideremos agora o conjunto de representantes T = {O,l,w, 
o-2 
••• ,W'- }. A periodicidade da representação de um elemento de 
é invariante com relação à mudança do conjunto de representantes? 
A resposta é negativa: mostraremos adiante que em Q5 , 2 não tem 
representação periódica quando usamos T 1 embora isso ocorra ~ 
do usamos o conjunto S, pois 2 é inteiro e o seu desenvolvimento 
S-ádico é uma série finita, portanto periódica. 
Antes, porém, estudemos uma situação mais geral. Seja K um 
corpo completo com respeito a uma valorização discreta e suponha-
-
mos que o corpo de resíduos K e :Zinito. Seja S um conjunto de 
representantes de K contendo O e l. Seja D o conjunto de to-
das .as séries de K escritas usando apenas os representantes O e 
1. 




notamos por sup (f) ao conjunto {n E" 22.; a ;' O}. 
n 
PROPOSIÇÃO 2: Com a hipótese de que K é finito, se S = {O,l,n2 , 
.•• ,nR.} então toda série f de K pode ser escrita de maneira Úni 
com 
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ra todo i E {1,2, ..• ,t} distintos com suportes disjuntos dois a 
dois. 
DEMONSTRAÇÃO: Seja f E f(n)n n onde f (n) Considere = = a 
n>n n· 
-o 






f 1 (n) = 
Lf (n) , se f(n) E {0,1) 
e, para 1 < i < t, 
' f (n) 
" 
{O,n.} !o 1 se 
fi (n) = l 
:f (n) , se f(n) E {O,ni) 
L 
fl,f2'''''f.Q, sao séries com coeficientes em s, portanto, conver 
gentes. Como K é completo, pertencem a K. 
sup (f i) n sup (f j) = il se i r' j ' o < i, 
= f1 + ••• + ft. Ora f. = nidi com d. E D. l l 








e que f = 
f = d 1+ n 2d 2+ 
A unicidade 
dessa representação segue do fato de serem disjuntos dois a dois 
os suportes dos di. 0 
Se K é finito, chamamos a representação f 
ntd!J. onde n. E S l e i E {l, ..• ,t} de 
dl + n2d2+ ... + 
representação 
padrão de f por representantes de S . Observe que os suportes 
de fi são disjuntos dois a dois. 
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PROPOSIÇÃO 3: Uma sêrie f é p~riódiaa se.J e somente se_. para t9._ 
dos os componentes fi da representação padrão de f_. os supor-
tes de fi eventualmente formam progressões aritméticas de uma 
mesma razao r . 
DEMONSTRAÇÃO: Seja f= f 1 +f 2 + .•• + fQ. como acima. Se i I j, 
então suo (fi) n sup (fj) = f!. se f e periódica, então exis-
tem inteiros m e r tais que para todo n ..::_ m, a = a . Logo 
n n+r 
contém uma progressao aritmética com a razao r, o ter 
mo inicial estando entre e a l" n+r- Reciprocamente, se os 
contém eventualmente progressoes aritméticas de uma 
mesma razao r, então existe um inteiro m tal que a = a 
n n+r 
V n > m, pois no caso n pertence a apenas um dos sup (f.), di 
' -
gamos ft = ntdt, então an = nt = an+r' etc. Logo f é periódi 
c a. o 
Provemos agora que 2 na o tem .cepl:-esentação periódica em Qs 
quando usamos o conjunto de representantes T ~ {O,,:!:l,,:!:w}. Se is 
50 qcorresse, existiriam dl' d2' d3 e d4 em D, periódicos, por-
tanto racionais (Proposição 1) tais que 
Como 1 e w são linearmente indep.enden_tes sobre Q, segue-se da 
igualdade acima que 2 ~ dl- d3 e d2- d4 ~ o. Logo dl ~ 2+d3. 
Ora, dl e d3 têm suportes disjuntos e dl ~ L a sn e d3 ~ n 
~ L bn sn onde a ,b E {0,1), e a b ~ o. De dl ~ 2 + d3 n n n n 
tem-se ao ~ 2+b e a ~ b V n i o. Se b ~ l a ~ 3 \' {O,l) o n n o ' o 
-
impossível. Se bo ~ o, a o 
~ 2 ,: {0,1) - impossível também. 
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Assim 2 nao é periÓdico, se usamos T como conjunto de represen-
tantes. 
A caracterização dos elementos de· Qp que têm representação 
periódica com coeficientes em T = {O,l,w, .•• ,if2} = {O,t ,t1 , ••• ,t 2J o p-
é dada pela proposição seguinte que e consequência das Proposições 
l e 3. 
PROPOSIÇÃO 4: Seja D ~ D n Q. Um elemento f E Qp tem repre-
sentação périódica no sistema T se_. 
tais que 






e somente se 3 existem 
é a representação padrão 
Outros cornpletamentos de corpos obtidos de maneira análoga, 
através de valorização discreta, e também importantes na Maternáti 
ca, sao os completarnentos de K(X) que estudaremo~ a seguir. 
Para isso, def_inamos as valorizações de K (X} triviais sobre 
K. Seja p(X} um polinômio irredutível sobre K. Então a aplic.§: 
çao vp(X) que a cada· elemento -na o nulo f(X} em K(X} associa 
o inteiro vp(X) (f(X)), potência de p(X) na decomposição de 
f (X} em fatores irredutíveis, e vp (X} (O} 
p(X)-ádica. discreta denominada valorização 
çao discreta de K(X) e a v que a cada f(X) 
00 
cia o inteiro -af(X) e v (O) ~ oo. 
00 
é uma valorização 
Outra - valoriza-
não nulo asso-
A proposição seguinte (Ver McCarthy, P.J., "Algebraic Exten-
sions of Fields"), assegura que além das valoriz_ações mencionadas 
- 37 -
acima, K(X) possui apenas uma valorização trivial sobre Kr a sa 
ber, a .valorização trivial de K(X). 
PROPOSIÇÃO 5: Seja K um corpo .. X uma indeterminada e K(X) o 
corpo das funções racionais sobre K • Seja v uma valorização de 
K(X} trivial sobre K • Então v é equivalente a uma das· seguin-
tes valorizaç5es: 
i) a valorização triv-ial de K (X); 
ii) vp(X) .. a valorização p(X)-ádica; 
iii) v .. a valorização dada pelo grau. 
00 
Passamos a tratar da escolha de representantes para os cor-
po::; de residuos. 
PROPOSIÇÃO 6: Seja v a valorização p(X)-âdica do corpo K(X). E!!:_ 
tão o corpo de restduos K(X)p(x)· e c'anonicamente isomorfo a K(ct), 
onde a é uma raiz de p (X) num fecho algébrico de K. Em parti-
cu lar, car (K(X)) :::: car (K(X)p(X)). Se K é algebricamente fe-
chado então para todo polinômio irreduttveZ p(X) (neceasariamen 
te linear>)" o corpo de residuos co:r>respondente -é o p:r>Óprio K. Se 
K@ perfeito então K(X)p(X) também o é. Um conjunto natural de 
upresentantes de K(X}p(X}é dado po» ·S = {f(X} EK[X]; ·af(X} < ap(X)} U {O}. 
DEMONSTRAÇÃO: Sejam 
A =/!·(X}; f(X}, g(X} E K[X], g(X} t 0 
v \g (X} 
--.,, 













p (Xl I f (X), 
_) 
Seja 
Como p(X) nao divide 
..p·: A 
v 
g (X) ' 
-> K (a) 
g(a) 'f O. 
que leva 
t: evi-g(X) 
dente que -'P e um homomorfismo sobrejetor. Seu núcleo 
ker I.P 
De fato, se ~(f(XJ') = f(a) =O, então f(a) = O e p(X) 
\g(X) g(a) 
divide f (X) , ((X) E M 
g(X) v donde e 
ker o.p C M 
v 
Corno M c ker 'P 
v 
segue-se a igualdade. Pelo teorema de isorrorfism::J K(X) = A-/Mv = K(a). 
Observe que K ~ K(X). Segue-se que car (K(X)) = car (K(X)). Se 
K é algebricament~ ·fechado e p (X) E K (X) então qualquer raiz o: 
de. p (X) está em K e pelo. que foi mostrado anteriormente, 
K (X) .: K (a) = K. Suponhamos agora que a· corpo K é perfeito. Se 
K (X) nao fosse perfeito existiria f3 E L tal que f3 é insepará-
vel sobre K (X). 'O isomorfismo .p de K (X) em K {a) se estende 
a um K(X)-isomorfisrno ~ de K(X) (S) num fecho algébrico de 
K (a) • Logo $ ( f3) = ).. e inseparável sobre ~(a) o que e absur-
do, pois K é per f e i to. S ~ {f(X) E K[X]; af(X) < ap(X)} U {0} 
é de fato um conjunto de representantes para K(X). De fato , 
K (a) K [X] 
(p (X) ) 
e como K [X] C A , 
v 
segue que o homomorfi.srno 
V' :Av-> K(cr) restrito a S é urna aplicação bijetora, via a di-
visão Euclideana. Assim S é um conjunto de representantes de 
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S~gue o análogo da Proposição 6 para a valorização dada pelo 
grau. 
PROPOSIÇÃO 7: v a valoriza~ão de K (X) . dada pelo grau. 
Então o corpo de res{duos K(X)"' é canonicamente isomorfo a K. 




= E K(X): 
l_g (X) 




(f(X),g(X)) = l e ag(Xl 
00 
Ora, dado f (X) em K(X) tal que (f(X),g(X)) =l 
g(X) 
pelo Algoritmo de Euclides existe s E K e r(X) 
que f (X) = s.g(X) +r(X) com 3r (X) < ag (x i ou 
aplicação v; de em K que associa a 
_) 
U {M ) 
v 
00 
e H (X) = 8g (X) , 
E K [X] t.ais 
r(X) = o. A 
cada elemento 
f {X) + M o elemento s como acima é isomorfismo de K (X) g(X) V<» V
00 
so 
bre K. Assim um conjunto natural de representantes é dado por K. 
Seguem-se os análogos ao resultado da Proposição 1 sobre re-
presentação periódica nos corpos K(X)p(X) e K (X) • 
00 
PROPOSIÇÃO 8: Seja p(X) um polinômio irredut{vel sobre o corpo 
K. Então um elemento ~ de K(X)p(X) admite representação perió 
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d{ea. se, e somente se.. r; é uma função racional da forma 
t = r f(X)t onde f(X) i um poZin3mio, r> O 
p (X) (1-p (X)) 
e i > 1 
são inteiros. 
DEMONSTRAÇÃO: Sabemos que ç é escrito como ç 
n>n 
-o 
K(X}p(X). Suponhamos que esta representação seja periódica. Con 
sidere inicialmente n > O. Então existem inteiros h > O e 
o-
t > 1 tais que 
h-1 h h+l~ ç ~ a 0 +a1p(X)+.,.+ah_ 1p (X)+ahp (X)+ .•. +ah+l_1p (X) + 
h H 
+ ahHP (X) + ... 
d d h Se ·. _ h(X) . hH-l(') on e an+t = an para to o n > • Ja y -~p + ... -~H.-lP X . 
Então 
h-1 • 22 ç ~ a 0 +a1p(X)+ .•. +ah_1p (X)+y(1+p (X)+p (X)+ ... ) 
pois a série • 2l l+p (X) +p (X)+ .•. 
. 
- -
• 1-p (X) 
converge para . 1 
l-p1 (x) 
logia p (X) -ádica do corpo completo K (X) p (X) • Assim 
onde f(X) é um polinômio. 
Reciprocamente, a representação no corpo completo 
na topo 
K(X)p(X) 
de uma função racional 
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f(X) 
' 1-p (X) 
onde f(X) 
t > 1 é inteiro, é evidentemente periódica. 
é um polinômio e 
Considere agora n < O. 
o 
Se ç = E e uma repre-
n>n 
-o 
sentação periódica, então existem inteiros 
que 
onde an+J!. -= a
0 
para todo n > h. Sejam 
h > n e 
o 





y = ahp (X)+ .. ·.+ahH-1p (X). Pelo mesmo argumento anterior 
ç = 1 
Portanto, 
f(X) ç = ----"--"=---
~ (1-p (X)) 
onde f(X) é um polin~mio. 
+ t 
1-p (X) 
Reciprocamente, a representação no corpo completo K(X)p(X) . 
de uma função racional como acima é também periódica. 
Observe que nem toda função racional é do tipo descrito aci-
ma. Com efeito, considere por exemplo K um corpo de caracterís-













r > O 
= 
f (X) 
r t p (X) (l-p (X)) 
e R- .:::_ 1, então 
para algum poli-
r t p (X) (l-p (X)) = 
= (3-X)f(X). Logo (3-Xllpr(X)(l-pt(X)). Como (3-X) 
tível sobre K, (3-X) lp(X) ou (3-X) I (1-p'(x)) .. Como 
é irredu-
p (X) -e 
também irredutível, a primeira alternativa não se verifica. Dai 
(3-X) I (1-p' (X)), isto é, t 1-p (X) = ( 3-X) g (X) para algum g(X). 
Mas para X = 3, segue-se dessa igualdade que 1-29, = O, uma 
contradição pois 1 > 1. 




A 1'·epresent"ação de C é periódica 
f (X) ção racional da forma 
xhcx'-ll 
são inteiros. e t > 1 
n E~, um elemento de K(X) • 
o 00 
se, e somente se, C é uma fun-
onde f (X) é um polinômio, h > r 




riódica. Considere inicialmente n 0 > O. Então existem inteiros 
h > O e t > 1 tais que 
ç = + ••• + + .•. 
onde an+t = an para todo n > h. Seja En 
tão 
' 
pois a série 
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a1 
+ ... + 
ah-1 y (1 1 = a +- h=T + + o X X X~ 
a1 ah-1 y 
= a +- + .•• + h-1 + o X 1 X 1-
x' 




+ ... converge para 
1 
+ ~ 




= Xg(X) + yXh+t 
xh(x 1 -1) 
xh (X -1) 
f(X) Assim 
+ ... ) = 
na topologia 
onde f (X) é 
Reciprocamente, se r; é uma função racional da forma f(X) 






(1 + 1 
x' 
e portanto tem representação periódica. 
Consiçl.ere agora n < O. 
o 
Se 
çao periódica, então existem inteiros 
an+t = an para todo n > h. Sejam 
a 





h > n 
o 
e uma representa-




·-n > O. Pelo mesmo argumento anterior 
o 
f(X) 
onde ç = 
xh (Xc-1) 
f (X) 
Xg(X) + yXhH 
0 (XC -l) 
e um polinômio. 
Reciprocamente, a representação no corpo completo 




Observe de novo que nem tcda função racional é do tipo descri to 
acima. Com efei~o, considere K um corpo de característica zero 
função racional 1 se 1 f (X) algum polin§. e a X-2 X-2 = para Xh(XC-1) 
mio . f (X) e inteiros h e c > l . Então xh(x'-1) = (X-2)f (X) • 
Logo (X-2) lxh(xc-1). Daí (X-2) lx ou (X-2) I (X~-1.). Como a pri 
meira alternativa é impossivel, devemos ter (XC-1) = (X-2)1(X) 
para algum polinômio À (X) . Mas para X = 2 ,· segue-se 
igualdade que c 2 -1 = o, uma contradição, pois 9.. > 1. o 





ESTRUTURA DE CORPOS COMPLETOS A RESPEITO DE 
VALORIZAÇÕES DISCRETAS 
O Teorema de representação do Capítulo II sugere que deverá 
haver relações interessantes entre um corpo K completo a respeito 
de uma valo_rização discreta v e o corpo de séries formais K ( (T)), 
-
onde K e o ~orpo de residuos de (K, v) e T uma indeterminada. 
-Se conseguimos dentro de K um subcorpo S isomorfo a K , então o 
prÓprio S pode ser tomado corno um conjunto de representantes de 
K e teremos um isomorfismo natural • 'K -> K((T)) dado 
n 






Observe que se este for o caso, 
por 
então 
caract K = caract K. Assim a questão da existência do isomorfismo 
<P se reduz à escolha de um subcorpo s como sistema de representan-
tes de K. Este capitulo trata desta questão; o teorema principal 
afirma que se K e K possuem a mesma caracteristica e se K e um 
corpo perfeito, então a especificada escolha é possivel e a estru-. 
tura de K é bem simples: 
TEOREMA 1: Se;ja A um anel de valorização discreto com corpo de 
residuos K • Suponha que A e K tem a mesma caracterÍ-stica e K 
é perfeito. Então A é isomorfo a K [ [T] 1. 
Este fato permanece verdadeiro mesmo quando K nao e perfei-
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to. Para a demonstração desse resulta do mais tarde, veja J;X)r exem--
plo Cohen [3] e Roquette [ll]. 
DEMONSTRAÇÃO: Pela observação ·feita irücialmente, basta provar 
que A contém um conjunto de representantes que é um corpo. Para 
isso,dividiremos a demonstração em dois casos: primeiro consider~ 
remos K e K com características iguais a zero e, em seguida, K 
-
e K com características iguais a p f O. 
(i) car K ~ car K = o_ Neste caso, a existência de um corpo de re 
presentantes é verdadeira para anéis locais que são muito. mais 9§. 
rais do que anéis de valorização discretos. o desejado resultado 
segue da Proposição 1. 
(ii) car K.= car R = p >O. Nesse caso o resultado segue da Prop~ 
sição 3, 
PROPOSIÇÃO lo -e Hausdorff e completo Seja A um anel local que 
com relação à topologia definida pela sequência decrescente 
de ideais tais que I I C I . 
n rn n+rn 
Suponha que 
K = A/I1 é um corpo de caracter{stica zero. Então A contém um 
conjunto de representantes de K que é ·um corpo. 
A primeira hipótese sobre A é satisfeita se A é um anel lo 
cal noetheriano com ideal maximal M e completo na topologia M-
ádica. 
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DEMONSTRAÇÃO DA PROPOSIÇÃO 1: -Corno car K = car K = O, o corpo 
primo de K é isomorfo ao corpo Q dos racionais e a aplicação 
-~ --> A--> K é injetora. Se x E ~ e x t- O então 
= x 1 + I 1 =/ Õ. Logo x . 1 ~ r 1 e portanto é inversivel em A . 
Daí Q c A. Pelo Lema de Zorn existe um subcorpo s C A maximal 
-
em relação a inclusão. . Seja S a imagem de S em I< • Vamos pro 
var que S = K. Observe que K é extensão algébrica de S . De fa 
tO, seja a E K\ S. Considere o anel s[a] c A. Se S [a] n I ~ (O) 
.l 
então S[a] C UA' conjunto das unidades de A ' logo o corpo 
S (a) c A. Como S é subcorpo maximal de A, tem-se s (a) S, e 
daí a E S, uma contradição. Assim S ~] n Il f (O). Seja 
Então - -n -sa+ ••• +s=O, 
n o 
logo a é algébrico sobre S. Provamos 
a seguir que K = S. Sejam ~ E K e f o polinômio mínimo de a 
-
sobre S e levante f para f E S[x] Como car .K = O, 
" 
-e 
raiz simpJes de f. Pela Proposição 2 que segue, existe x E A 
tal que X = a; e f(x) ~O. Como f é irredutível sobre -s ' f 
é irredutível sobre S .e S [x] C A é isomorfo a S [a;] que e um 
corpo. Então s c S (x) C A. Pela maximal idade de S, tem-se 
-S(x) = S o que implica x E S e a = x E S. Assim K c S e 
consequentemente K = S. 
Falta-nos provar a seguinte propOsição que e um caso especial 
do Lema de Hensel: 
PROPOSIÇÃO. 2: SeJ·a A como na Proposição 1. Se f (X) E A fXJ -e 
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tal que f(X) E K[X] tem uma_ r>aiz simples À E K, então f tem 
uma Única raiz a E A taZ que -a= À. 
DEMONSTRAÇÃO: -e Primeiro mostramos a unicidade. Se a uma tal 
raiz, temos f {X) = (X-:a} g (X) com g(À} ~ O. Se a' também e 
uma raiz com essa propriedade, substituindo X por a' obtemos 
O= (a-a')g(a'). Como g(a'f = g(Ã), g(a') é inversível em A. 
Dai a' =a provando a unicidade. Para provar existência usamos 
o método de aproximação de Newton. Seja a 1 E A tal que a 1 = À; 





À e O mod I • 
n 
Vamos mostrar que podemos encontrar 
pletaremos a demonstração tomando a = lim an. Para encontrar 
an+l~ escreva an+l = an+h com h E In e aplique a fórmula de 
Taylor: 
2 
= f (a ) +h f' (a ) +h y 
n n 
com y E A. 
Tem-se h2y E In I 0 C r 2n C In+l e basta encontrar um 
tal.que f(an) +h f' (an} ::: O mod In+l" Como À é raiz simples de 
f, temos f' (o. ) = f• (À) f O, 
n 
logo f' (a ) 
n 
e in ver si vel em A . 
Corno f (a ) E I , 
n n 
a congruência acima t.em solução; basta tomar-
mos h= -f(a )/f' (a). n n 
Consideremos agora 




PROPOSIÇÃO 3: Sejam K um corpo completo com relação a uma valo-
rização discreta) A o anel de valorização e K q seu coPpo de re 
s1duos. Suponhamos que K é perfeito com car K = p f O. Então 
existem um sistema de representantes S. de K e uma aplicação in-
J•etora f = K -> S tais que 
(ii) o sistema de representantes S e a aplicação -f K + S 
fao unicamente determinados por (i) .; 
(i i i) ss c s ; 
(iv) 0,~ E S. 
Finalmente) S é um corpo isomorfo a K se e somente se car K = p_. 
DEMONSTRAÇÃO' Seja a E K. 
-n 
aP -E K. Para cada n > o 
-n n 
- oP Então aP que a e = n n 
e de Cauchy. De 

















Como K é perfeito, aP aP 
' 
I • • o I 
fixamos um representa;nte a 
n 
E A tal 
" 
para todo 
fato, p an+l 
p 
= a +m an+l n 
n n 






n > o. A sequência 
- (n+l) p -n 
(oP ) = aP 
= 
para algum m E 
n n p 
l: (p ) 
i=l l 
. n . 
l p -1 
m a 
n 





mP E MP c ~- Logo p an+l -ap E ~- Portanto, dado N > O, se n 
- 50 -
n > rn > N+l então 
n n-1 n-1 n-2 
aP -ap +aP -aP 




Logo a sequência completo, -e e de Cauchy. Como. K 
existe um elemento a E K tal g;ue 
n 
n 
lirn { aP } E lN = a • 
n n 
Como 
ap E A para todo n E lN 
n 
e A e fechado em K, temos que a E A. 
Para cada u E K escolhemos um a da maneira indicada acima. Va 
mos mostrar que a depende apenas de a e nao da escolha dos r e-
-n 
presentantes E A, o. Se b E A - tal bn aP a n > e que ~ n n 
para todo n > o ' então b - a mod M. Como c ar K ~ p, o mes 
- n n 
Pn n n c Mn+l mo argumento acima mostra. que bn - aP mod MP pois n 
n 
n p > n+l para todo n > o • Daí lim { b~ }n E JN ~ a pois 
n n n n 
a- bp ~ a- aP + aP - bp e, dado N > o, pela convergência de 
n n n n 
Pn { an } n E JN , existe m E ID tal que para todo n > m temos 
n 
a- aP E MN+l 
n 
Em particular 
Por_tanto, para cada a E K existe 
neira indicada. Seja s o conjunto 
finida por f(o.) ~ a. Se a,b E s 
n n n 
P P p E I'AN+l 
= a- a +a -b '1 
n n n 
um único a E A obtido da ma-
desses a's e f 
' 
K -> s de-
então existem a e ~ E K tais 
que a e !:) representam a e ~ ' respectivamente, isto e, a ~ 
n 
= lim { aP ) 
n n E lN com 
-n 
bn ~ sP :E claro que 
-n 
a = e<p 
n 
e b ~ com 
e 
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ab = lim • lirn 
n 
lim (Ói b )}p 
nnnEJN 
Se a,S E K e f(a) =a, f{S) = b então 
f(a) .f(S) = lim lim 
n n (h~ )n E lN =lim [ (anbn)p )n EN =f(aS). 
Logo f(ap) = f(a)P. Isto prova (iii). Para (iv), como Õ 
estão em K, basta tomarmos 
e tem-se o = lim 
n { aP ,_ 
n JnEJN 
mos a seguir (i) ' sP = S. 










[ bn J n E lN em s. 
sP c s e evidente. 
e 1 
n E N 
Prova 
Supo-
nha agora que a.= f (a) E S com 
" 
E K. Como K -e perfeito, exis 
te s E K tal que sP = 
"· 
Seja f ( s) = b. Assim f(SP) =f(S)P= 
= bP. Por outro lado f(Sp) = f(a) =a e portanto bp =a, don 
de s c sP e temos sP = s. 
(ii): Suponhamos que S' é um outro sistema de representantes e 
g: :K -> S' uma função tal que g(ap) = g(a)p V a E K. 




g (ap ) = Então 
g(a) 










define o limite a = lim {b~ } n E JN, a E S. Corno JJ' = b E S' , 
n o 
n 
tem-se a= lim(JJ') EN= liiT(b) EN= b n n o ,n o Ora , e segue-se s' c s-. 
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s c s'' pois cada a E s e 
-
Além disso, g(a) ~ bo. Mas 
Pn 
~ lim {bn }nEJN ~ b . Caro o 
~ lim 
Pn 
{bn 1nEJN = b o' a E 
Finalmente, se c ar K = 
a K. De fato, se a e b E 
gamos a = lim 
pn 
{an )n EJN e 
onde c 
n 





da forma a ~ f(a) para algum a E K. 
f (a) ~ lim 
n 
{a~ }nEJN ~ a e g (a) ~ 
n n n 
ap ~ bp ~ a, a lim {ap } -
n n n nElli-
s'. Portanto S' = s e g = f. 
p t o então s e um 
s então a = f(a) e 
b = lim 
pn 




b = f ( s) e di 
Então 
n 





LoJa a+b = f (a+S) E S. Assim a função f é isomorfismo de cor-
pos e S é um corpo de representantes. Reciprocamente, se car K=O 
então S não pode ser fechado sob adição~ se assim· o fosse, como 
1 E S, b?criamos 1 + ... + l E S. Logo p E S. Observe que O E S. 
p vezes 
Mas p = O E K e como S e um sistema de representantes de K 
p =: O em S, em contradição a car K = O. 
CAP!TULO IV 
O FECHO ALG~BRICO DO CORPO DE 
SllRIES FORMAIS k ( (T) ) 
Este capítulo trata de um dos principais resultados desta te 
se, a saber a descrição do fecho algébrico do corpo de séries fo~ 
mais k((T)) sobre um corpo k fechado algebricamente de caract.§_ 
rística O. Como apontamos mais adiante existem pelo menos três 
demonstrações tratando desta descrição e neste capítulo desenvol-
. 
vemos duas delas. Estas provas usam a teoria de ramificação de 
valorizações. A descrição ora em questão inclui o seguinte resu! 
tado: Se k é um corpo algebricamente fechado de característica O, 
então qualquer extensão algébrica finita do corpo de séries for-
mais k((T)) é também um corpo de séries formais. 
Cons~_deraremos neste capitulo as seguintes notações e hipót~ 
ses: K denotará um corpo completo com relação a uma valorização 
discreta v K; o anel de valorização correspondente será denotado 
por AK 1 seu ideal maximal MK 1 seu corpo de resíduos _K = AKI.'.fK 
e 0 1< = ~ \ MK o grupo de unidades de AK. 
Se L é uma extensão finita sc:parãvel de K, denotaremos por 
AL o fecho integral de AK em L. Pelos resultados citados no 
Capítulo 1, ~ é um anel de valorização discreto completo e -e 
o único anel de valorização de L que estende AK. A restrição a 
K de qualquer valorização w de· L correspondente a AL - . e equ1-
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valente apenas a v L. ~ possivel mostrar ·então gu_e podemos esco-
lhe r de modo que v /K ~ v L K e nesse caso 1 o grupo de 
valores r de vL contém o grupo de .valores 1::. de vK, e de-
-pois de uma identificação natural o corpo de resíduos L de vL con-
tém o corpo de resíduos K de Feito isso, definimos 
' 
ML e UL como acima e· vamos supor que a extensão· residual L/K 
seja separável. 
A fim de caracterizarmos o fecho algébrico do corpo de se-
ries fonnaiS K~k((T)) onde k -e um corpo algebricamente fecha 
do de característica zero, desenvolveremos a seguir um breve est~ 
do sobre grupos de ramificação e algumas de suas propriedades. De 
vemos observar porém que esta não e a Única maneira de fazê-lo 
Ex~stem outras demonstrações como por exemplo a que é dada por 
R.J. Walker em seu livro Algebraic Curves que usa o polígono de 
Newton e argumentos mais elementares do que aqueles que usaremos 
aqui. Daremos no final deste capit~lo ainda uma terceira demons-
tração mais elementar. 
Seja L/K uma extensão galoisiana satisfazendo às hipóteses 
acima e seja G = G(L/I<) o seu grupo de Galois. Note que se 
s E G 1 então v L e VL o s sao valorizações de L estendendo vK 
e pela unicidade da extensão segue que v L = v L os. Daí, 
Assim s opera sobre 
i 
com i):IMk linear e a aplicação de G x't, em 't, que a cada par ( s , y) as 
socia o elemento s(y) define uma açao de grupo G .... sObre o anel 
AL. Além disso, pelo teorema 4 do Capítulo 1, existe um elemento 
- 55 -
x em AL tal que as potências 
de AL sobre AK. 
2 n-1 l,x,x , .•• ,x formam uma base 
LEMA 1: Sejam s E G e i um inteiro > -1. Então são equivale~ 
tes as seguintes condições: 
a) s opera trivialmente no anel quociente A /Mi+l_ L L ' 
b) vL(s(a)-a) > i+l para todo a E AL; 
c) vL(s(x)-x) > i+l 
DEMONSTRAÇÃO: A aplicação que a cada par (s,ã) de G A /Mi+l X L L 
associa o elemento A /Mi+l L L define uma açao do grupo 
G sobre o anel quociente. Dizemos qu8 um elemnto s de G opera 
trivialmente sobre A /Mi+l s (a) seja i+l se ~ a ou s(a)-aEML • L L 




n-1 l,x, ... ,x constitui uma base de AL 
constitui um conjunto de ger.:_·,jores de 
Dal s opera trivialmente sobre A /Mi+l L L 
sobre AK, l,x, ... , 
A /Mi+l sobre AK . L L 
se e somente se 
s(xj)-xj E Mi+l para todo j = 0,1,2, ... ,n-l. Mas para 
. L todo 
j > 2, s (x) -x divide s (xj) -xj. Logo s opera trjvialmente so-
bre AL/M~+l se e somente SE= 
> i+l. Portanto (a) <=*(c). 
s(x).-x E M1+1 
. L ou seja v L (s{x)-x) ~ 
Para cada i ~ 1, seja G1 o conjunto dos s E G que sa-
tisfazem às conc:ações do Lema 1. 
PROPOSIÇÃO 1: Os Gi foPmam uma sequência decrescente de subgr~ 
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po.s normais de G : G_1 = G, G0 é .O subgru.po de inércia de G e 
G. = {1'} para i suficientemente grande. 
' 
DEMONSTRAÇÃO: Sendo L/K uma extensão finita,. G e um grupo fi-
nito. Gi e subconjunto na o vazio de G pois a identidade I es-
tá em Gi. Sejam s e t E G .• Então para 
' 
qualquer a em AL, 
s(a)-a e t (a) -a estão em Mi+l L • Ora, {s o t) {a)-a = s(t{a}-a)+s(a)-a 
donde t( ) - E Mi+1 s a a L • Dai 
Gi e fechado em relação à operaçao de G e é portanto um subgru-
po de G. Se -s e um elemento qualquer de então s(a)-a 
está em para. todo a em AL, isto e, vL(s(a)-a) ~ i+2 > i+l • 
Logo sE Gi. Assim, os Gi formam uma sequência decrescente de 
subgrupos de G. Além disso, cada Gi é normal em G. De fato, 
sejam s E G, t E Gi e a E AL elementos quaisquLr. Então 
-1 -1 
sts (a)~st(s (a)). Como t opera trivialmente no anel quociente 
.+1 -1 AL/~ , st (s (a)) ou seja 
--1--
sts (a) = a donde logo -1 sts E Gi. 
Sejam sE G e a E AL. Então vL (a) > O e, como s(a) E~, 
vL(s(a)) > o . Assim v L (s (a) -a) > min {vL(s(a)), vL(a)} > o, o 
- -
-
que coloca s(a)-a em AL. Logo s E G 
-1 e temos G c G -1" Co 
mo G c G segue-se 
-1 - a igualdade G -1 ~ G. 
Provemos agora que G e o subgrupo de inércia de G. Seja 
o 
D ={se G; s(ML) = ML}. Então, como vimos anteriormente, D = G. 
Logo o grupo de inércia de G é o núc1.eo do homomorfismo 
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-
E G- G (L/K) onde s (s) L-+ L 
St---1- E (S) 
o núcleo de -E e Mas ds) = 1]: ker E= {sE G; E(s) = IL}. se, 
e somente se, para todo a E AL tivermos s(s) (a) =a. Como 
E(S) (ã) = s (a) , isso ~qui vale a s(a)-a E ML. Pqrtanto kere = G0 • 
Finalmente, seja À _:__ sup {v L (s (x) -x); s 'I l } . Se s E GÀ 
' 
Pela condição (2) do Lema l, v L (s (x} -x} > >..+1, logo s(x}-x = O, 
-
daÍ s (x) isto - l GÀ ( l} . = x, e, s = e segue-se = 
El 
O grupo Gi é chamado i-ésimo grupo de ramificação de G (ou 
de L/K) . 
PROPOSIÇÃO 2: Seja i um inteiX'o nao negativo. Para que um ele-
-rr.ento s do grupo de inércia de pertença a G.· 
~ 
e necessârio 
e sufir;ie:1.te que s_(TT) ::; 1 mod 
rr 
onde -e um elemento pr1:mo de 
DEMONSTRAÇÃO: Como desejamos informação sobre elementos de G ' o 
pode-se substituir G por G
0 
e K por Kr , o corpo fixo de 
G0 , o qual corresponde à maior extensão não-ramif icada de K. Co-
mo'por hipótese L;K é separável, então L/K 
r 
ta1mente ramificada. Pela Proposição 4 Capítulo I, 
s(1r) = 1 (mod Mi) 
w L se, e somente se 
v (s(w) -1) 
L rr 
e uma extensão to 
'\, = l)z [c] . Portanto 
>i -1 +v ( 6 (7f) -1) 
· L rr 
pelo item (3) do Lema 1, 
- 58 -
s E G .• , 
Definimos agora u(Ol = u L L e para i > 1. Is 
so nos dá uma sequência decrescente de subgrupos fechados de UL; 
eSses subgrupos formam uma base de vizinhanças de 1 com relação à 
topologia induzida sobre UL pela topologia de Valorização de 
L*. Como UL é fechado, consequenteme_nte completo, temos 
uL = lim uL;uii). 
+ 
Por simplicidade escreveremos Ui em vez de L 
há como confundir com potências de elementos de UL. 
PROPOSIÇÃO 3: (a) Uo /Ul L L e canonicamente isomorfo ao 
plicativo L* do COY'pO de residuos L. 






por sua Vez, é isomorfo não canonicamente ao grupo.aditivo do cor 
po de residuos L. 
DEMONSTRAÇÃO: (a) Seja Op a aplicação que a cada u de UL asso-
-cia o elemento L*. homomorfismo É evidente que I{! -e em 
sobrejetor de grupos. Além disso se u está no núcleo ker I{! dEi 
..p então I{! {u) = 1 + ML. Como ..p (u) = u+ML, l+ML = u+ML o que 
implica u E l+ML' dai ker I{! ~ l+ML. Por outro lado, para todo 
b em ML' l+b está em UL; assim ..p (l+b) = l+b + ML = l+ML , 
logo l+ML c ker I{!. Das duas inclusões segue-se que ker <P = l+!~ 
e, pelo teorema de isomorfismo, 
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(b) Para i > 1, seja ~ : definida por 
Então ~(x+y) = l+x+y enquanto que ~(x)~(y) = l+x+y+xy. Como 
xy xy "+l l+x+y+xy ~ (l+x+y) (1 + l+x+y) e 1 + l.+x+y E ul {pnis L 
2i Mi+l l+x+y Mi+l sendo um ideal xy E M c E UL e de AL L L ' L 
xy E M~+l). l+x+y Assim l+x+y+xy ~ (l+x+y) i+l mod UL . Portanto ~ 
é um homomorfismo. \j! é evidentemente sobrejetor e seu núcleo 
ker \jJ = {x E i --ML I 1+x ~ 1). Mas se, e somente se, 
l+x E ui+l, isto e, 
Mi /Mi+ 1 = Ui /Ui+ 1 
i+l 
x E ML . Passando ao quociente temos 
L L L L • Para mostrarmos qoe Mi,/Mi+l e isomorfo ao 
grupo aditivo de L, basta verificar que Mi/Mi+l é um espaço L L 
vetorial unidimensional sobre L. De fato, se i i+l a = 1l +11 AL = 
qualquer elemento x de pode ser escrito co 
mo c a onde c éum element0 de -L. Daí a aplicação que a cada 
-
X E associa c E L tal que X = Ca é isomorfismo. 
o 
Vamos agora, utilizando a Pronosição 4 a seg~ir, estabelecer 
a relação entre e reescrevendo a Proposição 
2 como s E G. 
l 
se, e somente se, TI Além disso, essa 
proposição e seus.corolários nos deixarão mais perto da caracteri 
zação que buscamos. 
PROPOSIÇÃO 4, A aplicação que a cada s E Gi associa s(TI) TI in-
duz por passagem ao quociente um isomorfismo ei 
ciente G1/Gi+l num subgrupo do grupo U~/U~+l 




Explicitamente, se s E G
0 
, então sn ~ un com u E UL, e 
e 0 ( s) = u E L t Se s E G i , i > 1 então sn = n (1 +a) com 
a E e -e igual a classe a em M~/M~+l. 
DEMONSTRAÇÃO: Seja definido por 




• (s)• (t) ~ (s(n)) (t(rr)). Como st ( rr) ~ S ( IT) t ( IT) s (u) onde ----
IT " 
" 
IT IT u 
t (") E i Se E G. então vL(s(u)-u) i + 1. Logo u ~ UL. s > IT 1 
s(u)-u mE Mi+l o que implica s (u) _ 1 ~ m ;t_E Mi+l e tem-se L L u u 
~ ~ l+m. ;t_ E ui+! oa1 st ( n) L • ~ !.J.2<l mod i+l Portan-t~o - UL • u u 
" " " 
• (st) ~ • (s)• (t). ker • ~{sE G • {s(n))~lJ ~{sEG,; s(n)E!li+l} ~ i' n 1 1r ~L 
= Gi+l" Pelo Teorema de Isomorfismo Gi/Gi+l é isomorfo a um 
subgrupo u~;ui + 1 • 
Se n' é outro elemento primo de AL então 
Logo s(n') 
n' 





TT I = 7rU 
s ~7r,' ) -,. ~ ~1T} mod uLi + l . " _ " Portanto ai independe da escolha 
elemento primo n. D 
cqm 
do 
COROLÂRIO 1: O grupo G0 /G1 é ci-cZica· e é levado isomorficamen-
te por 8
0 
num subgrupo do grupo das ra1zes da unidade contidas 
em L. Sua ordem é prima aom a caracterlstiaa do corpo L. 
DEMONSTRAÇÃO: Como U~/U~ = L* {identificando os elementcs de 
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o 1 
através isomorfismo Proposição L/K é extensão UL/UL do na 3) e 
-finita, 8 ( G /G1 I subgrupo finito de L*. Se - ordem de e n e a o o 
e o (Go/G1) então qualquer seja E G ' 8 (sI n 1, isto -que 5 = e, o o 
e (sI raiz do polinômio n raiz n-ésima da e X -1, portanto uma 
o 
unidade. Assim e (G /G1 ) o o é um subgrupo do grupo das raízes n-
-ésimas da unidade contidas em L e, portanto, -e cíclico. Seja p 
a caracteristica de L. Se p divide n, então n == pm. Logo 
x
0
-l = (xm-l)p =O implica xm-1 =O para qualquer x em 
-o que e absurdo pois m < n. 
o 
-COROLÂRIO 2: Se a caracteristica de L e zero~ então (1} 
e o grupo G é ciclico. 
o 
DEMONSTRAÇÃO, Se i ..::_ 1 1 ui;ui+l é isomorfo ao grupo L L aditivo 
de L que na o tem subgrupos finitos não-triviais. Logo Gi = Gi+l 
e, como G. = {1} para i suficientemente grande, temos que l 
G1 { 1} G Go/G1 - cíclico pelo Corolário 1. = e = e o o 
·Agora, usando o Corolário 2, caracterizaremos o fecho algé-
brico do corpo de séries formais k ( ('l')). 
TEOREMA 5: Seja k um corpo algebricamente fechadQ dq; eaY'acteris 
ti c a zero e se;ja K = k { (T)). 
po K é a união dos corpos E 
n 
Então o fecho algébrico 
l 








-grau n e G o seu grupo de Galois. Como K = k, algebricamente 




·é cíclico. Seja 
uma outra extensão galoisianêi finita de K cujo grau e n ~ 
L' 
Como 
a extensão composta L'L é galoisiana finita, L'L;'K é extensão 
cíclica. Assim Gal (L'L/K) que é cíclico, possui apenas um sub 
grupo de Índice n. Logo Gal (L' /K) = Gal (L/K}. e L = L'. Is-
to mostra que para cada número natural n existe uma Única exten-
sao de K de grau n. 
1 
Tn é raiz do polirlômio Xn-T. Como k [ [T]] e anel fato-
rial, o polinômio Xn-T é irredutível por Eisenstein. Para cada 
1 
n temos portanto uma extensão K (•ifl) de K de grau n. 
Sejam L 
n 





Ln e completo, Ln ~ 
k c L 
n 
-e um corpo 
1 
e K ~ k ( (TD) ) • 
n 
também um corpo de 
k e por hipótese 
de representantes 








mento primo de K. Então VL (rrK) ~ e VK(TIK) ~ e 
T ~ TIK Assim 
1 
vL(Tn) 1 vL(T) 1 vL(rrK) 1 ~ ~ n n n n 
provar que I, ~ 
n 
forrr.ais. Como 
~ o. Logo 
Como f~ [L,K] ~ 1 
Seja 
"K em ele-
. 1 ~ n. Tomemos 
~ 1 
e é um elemento primo de L . 
n 
Aplicando o Teorema 1 do Capi 
tulo 2 concluímos 
1 
L ~ k ( (Tl'i) ) • 
n 
Portanto, = UK • 
n 
n o 
Desse modo, cada extensão finita de K dE"• grau n tem o gru-
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po cíclico 2Z/n2Z como grupo de Galois. Como G (K /K) ~ lim G (L/K) , a ,_ 
onde L percorre o conjunto de extensões galoisianas finitas de 
K, G(K /K) = 
a 
lim '!i, f n:Z = Z . 
+ 
COROLÂRIO: O grupo de Gatois G (K /K) 
a 
-e Zl 
Dissemos no inicio deste Capitulo que a maneira de caracteri 
zar o fecho ülgébrico de K = k((T)) via grupos de ramificação 
nao é a Única e citamos a demonstração de Walker usando polígo-
nos de Newton e valorizações. A proposição que mostraremos a se-
guir nos dá um terceiro caminho para se obter o fecho algébrico 
Ka de K ~ k ( (T)) diferente daqueles já mencionados, com uma 
vantagem: a de podermos analisar situações mais gerais, a saber 1 
quando k não é de caracter!stica zero ou não é algebricamente fe 
chado. 
PROPOSIÇÃO 6: Suponha que L/K é totalmente rartdficada~ [L:K] = e 
e c ar K = O ou c ar K na o divide e. Então L = K {ç;;-) onde TT 
é um elemento primo de K • 
DEMONSTRAÇÃO: Observemos inicialmente que se v 1 = vL/K então 
v' = O! v K para algum real a > o. Se • E K é tal que VK(n) ~ l 
então v' (.) ~ a E v' (K*). Logo e ~ (VL (L*) :v' (K*)) ~ (Z:aZ) ~ 
a ' em K; assim ternos VL ~ e VK , 
Seja TIL um elemento primo de ~- Pela observação acima 
e 
onde - unidade de AL. Como L K, existe u, 
'L ~ 'K" 
" 
e uma ~ 
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unidade de tal que 
== 1rKU + 'ITK (JJ-u). Tomemos 
JJ-u E trLAL. Escrevamos agora 
f(X) ~ XO-nKu E L[Xj. Sejam a.,r,a, ... , 
e-1 ç a as raizes de f onde e raiz primitiva e-ésima da unida-
de no fecho algébrico. Se w é a extensão da valorização v 
L 
a 
um fecho algébrico de L, então, para todo i f ·{O,e}, i w(ç a-a) = 
= w(a(çi-1)] = w{a) +w(çi-1). Por hipótese, car K nao divide 
e, logo Xe-1 tem raizes distintas o 1 e-1 ç , ç , ••• , ç tanto no f e-
-
cho algébrico de K quanto no fecho algébrico de K. Portanto 
i i 
w(ç ~1) = O e segue-se w(ç a-a) = w(a). 
Corno e 1TL = 1fl\U + TIK (J-1-U) tem-se 
e-1 
Como f (X) ~ rr 
i=D 




i {nL-r, a). Aplicando w a 
ambos os mebros dessa igualdade, e considerando a igualdade ante-
rior, obtemos 
pois w ( "-u) > o . 










> ~v(a) = max 
i 
w(nL-s o) w(nKu) > ~ 
que 
i {w(ç o:-o:) i o < i < 
Sendo L henseliano, pelo Lema de Krasner, capítulo 1, 
, e) W\0 ew ( CJ.) , 
e-ll. 
Mas çja E L(çjo:), logo çja E L. Como f e um polinômio de Ei-
senstein, f ê irredutível e = e. Note que 
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e, como [L:K) :e: at, Se 
ja pois, n = ~Ku. Assim L = K(~). 
o 
Analisaremos agora, à luz da Proposição 6, o fecho algébrico 
do corpo de séries formais K = k ( {T)) onde k e um corpo alge-
bricamente fechado e sê característica zero. K -e henseliano , 
logo para cada extensão finita L de K existe um Único anel de 
valorização de L que estende o de K. Como L = K = k, f= r.L:K] = 
1 e temos varificadas as hipóteses da Proposição 6. Portanto 
L = K (VTI) onde 1f e um elemento primo de K. Sendo k algebri-
camente fechado, k contém as raizes e-ésimas primitivas da unida 
de e, consequentemente, K tambéY.: as contém. Sendo car K = O se 
-
• 
gu~ que K(a)/K onde a ~ é extensão c1clica. Se a e um 
K-automorfismo de K(a) então oa e também uma raiz de e X -n 
Logo aa = r;i(o)Ct onde çi(o) e uma raiz e-ésima· da unidclde, não 
necessari·lmente primitiva. A aplicação o 1-> si (o) é obviamente 
um homomorfismo injetor de G = G(K(a)/K) num subgrupo do grupo 
ciclico das raizes e-éSimas da unidade. Como ~G = [K(a) :K] =e, 
a aplicação acima é sobre, portanto um isomorfismo. Dai G:. LZ/e2Z. 
Suponha agora K(VT) e também urna extensão de K de grau 
e. Como a extensão COIDJ?OSta K(VT) K(~)/K - finita, portan-e 
to cíclica, pelo que mostramos anteriormente, para cada divisGr 
n da ordem do grupo de Galois dessa extensão, ex.:Lste um único 
subgrupo de ordem n . Pelo Teorema Fundamental da Teoria de Ga-
leis existe um Único subcorpo intermediário cujo grau sobre K é 
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e. Dai· K (~) = K (~). Provamos que para cada inteiro pos~.ti-
vo e existe uma Única extensão de K de grau e. Assim, se Ka 
l 
é o fecho algébrico de K então Ka u K(~) = u k{(Te)), onde 
e . e 
a Última igualdade foi obtida na demonstração da Proposição 5. 
Como apontamos na Introdução deste Capitulo, segue da prova 
do Teorema 5 o seguinte resultado interessante: Se Jc. e um corpo 
algebricament.e fechado de caracteristica O, então uma extensão fi 
nita do corpo de séries formais k((T)) é também um corr-o de sé-. 
ries formais. 
CAPÍTULO V 
M6DULOS FINITAMENTE GERADOS SOBRE O ANEL DE 
POLIN6MIOS k[X] SENDO k UM CORPO 
Neste capitulo desenvolvemos a estrutura de um módulo finita-
mente gerado sobre o anel de polinômios k [X], onde k e um cor-
po. Pode parecer um pouco estranho inclui-lo numa tese de mestra 
do, Ja que ele faz parte de um curso comum de álgbera; aliás de 
muitos livros inclusive [SJ e [ 12] , fornecem um resultado a in-
da mais geral do que o nosso, dando assim a estrutura de módulos 
finitamente gerados sobre domínios principais. 
Nossa abordagem via anel de polinômios k[X] tem a finalida-
de de orientar a prova do teorema principal desta tese que consta 
do próximo capitulo. Este teorema trata da estrutura de módulos 
finitamente gerados sobre o anel de séries formais zz [[xJI p on 
de :zz é o anel de inteiros p-ádicos, sendo p um numero primo. p 
A prova e via matrizes de relações e um componente principal 
da prova é o Teoremade Preparação de Weierstrass proporcionando o 
análogo para o anel 
do anel k [X] • 
7ll [[X]] 
p da divisão euclideana no caso 
Assim achamos interessante desenvolver uma 
prova da estrutura de módulos finitamente gerados sobre o anel de 
polinômios k ~] via uma abordagem matricial. 
Cabe mencionar que de modo geral esta abordagem nao é de pra-
xe nos livros comuns de álgebra. Nossa prova é tirada do livro de 
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Mal'cev [8]. ~evidente que nossa abordagem é mais interessante 
do ponto de vista da álgebra linear nos estudos de formas canôni-
cas de uma transformação linear T sobre um espaço vetorial de di 
mensao finita sobre o corpo k. Assim o presente. capitulo torna-
se mais didático e interessante. 
Seja M um módulo finitamente gerado sobre o anel de polinô-
mias k [X] , onde k é um corpo. Suponha que M é gerado por n 
elementos Então existe um homomorfismo sobrejetor 8 
do k[X]-módulo livre k [XJ 11 em M, tal que e(y.) = u. para to 
1 1 
do i = 1 1 ••• 1 n, · on.de y l = { 1 1 O 1 ••• 1 O) 1 y 2 = {O 1 1, O , ••• r O) r ••• 
e y
11 
= (0, ... ,0,1). Se K = ker 8 então, pelo Teorema Fundamen 
tal do Isomorfismo, M = k[X] 11/K. 
PROPOSIÇÃO 1: O submódu"lo K pode ser gerado por m elementos c:om 
m < n. 
DEMONSTRAÇÃO: Seja R = k [X] . Procedemos por indução sobre n . 
Como K é um s ubmódulo de temos que 
- ideal e um de R. Sendo R um domínio de ideais principais, 
11 (K) ~ Ra1 e existe xl E K tal que xl-alyl E RY 2+ •.• +Ryn 
Seja Kl ~ K n (Rv2+ ... +Ryn). Afirmo que K ~ Rxl+Kl. Com efei 
to, se z ~ blyl+. • .+bnyn E K então bl E r 1 (K), daí b = da l 
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com d E R. Segue-se que logo 
z E Rx1+K1 e temos K ~ Rx1+K1 . A inclusão no outro sentido e 
imediata. Por hipótese de indução K1 tem m-1 geradores e 
m-1 < n-1. Portanto, K tem n geradores e m < n. 
D 
Sejam x1 , ••. ,xm os "geradores de K. Então X)_ 
~(À l, ... ,À ). 
m mn 
~I é conhecido a partir de K e K a partir 
Portanto M é conhecido pela matriz m xn 
F 
onde interpretamos as linhas do F como geradores de K. Ora cada 
linha dessa matriz e um elemento do núcleo do homomorfismo e • As 
sim temos que para todo i= l, ... ,m, 8 (J.il'Ài2' · · .,Ãin) = 0 
' 
isto é, então À. 1 u 1 +Ã. 2u 2+ •.. +À. u =O. l l lll n Podemos 
M = [ u1 , •.• , un 1 
çoes 




com i=l,2, ... ,m, 
dizer que 
e rela 
isto é, M é gerado por u 1 , ... , un e relações ( *) . Chamamos F 
de matriz de relações. Assim, um módulo finitamente gerado sobre 
R ~ k [X] é determinado por uma matriz de relações. Procuro en-
tão um conjunto de geradores e um conjunto de relações as mais 
- 70 -
simples possiveis~ 
DEPINICÃO: e F' 
fi 1 X D 1 
-sao equi_ Dizemos que duas natrizes F 
m xn 
valentes se M ~ gerado por u1 , ... ,u e relaçÕes dadas por F e, n. 
ao mesmo tempo, M é gerado por e relações dadas por 
F' 
Esta e evidentemente uma relação de equivalência. 
EXEMPLO 1: Seja M ~ (O) o k [Xl-módulo nulo. Então e : k[Xln + M 
é a aplicação nula. As sim,- ker El = k [X] n. Portanto M e dado 
pela matriz F = I ou por qualquer outra matriz 
n 
m > 1. Logo F- F'. 
EXEMPLO 2: Seja M ~ iu1 ,u2 1 dado pela matriz 
lx Xu1 
2 





+X u1 + (l +X) u 2 
com 
(1) 
~ o ( 2) . 
Desse sistema obtemos, multiplicando a equaçao (2) por X, 
2 
+X u 2 = O ( 1) 
X(2) 
X(2)-(l) nos dá ~ o e, substituindo em (1), = o. Te 
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mOs então novas relações xu1 = O e Xu2 = O que correspondem à 
matriz F' = ~ ~] • Logo M e dado também por F' e temos 
F- F'. Isto significa que 
M- k[X] /(X) X k[X]/ (X) - k xk. 
Nesse caso a ma·triz F' é mais compreensível do que a ma-
triz F. Perguntamos então: como partindo de urna matriz F, pode-
mos chegar a uma outra matriz de relações F'? Veremos através 
da proposição a sequir, que isso pode ser feito de maneira muito 
interessante usando operações relacionadas com matrizes, as quais 
chamaremos de operações elementares. 
Seja F uma matriz de relaçÕes. Pela Prooosirão l penemos 
considerar apenas matrizes quadradas. São as seguintes as opera-
ções elementares: 
-(i) Multiplicar uma linha qualquer de F por um escalar nao nu-
lo À E k i 
(ii) Somar a uma linha qualquer de F uma outra linha multiplic~ 
da por f(X) E k[X] ; 
{iii) Multiplicar uma coluna qualquer de F por um escalar nao nu 
lo À E k ; 
{iv) Somar a uma coluna qualquer de F uma outra coluna multipli 
cada por f (X) E k[ X] • 
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PROPOSIÇÃO 2: Seja M um módulo finitamente gerado sobre k[ li] 
e F uma matriz de re tações de M. Se F' e uma matr>iz 
n xn n xn 
oualauer das - elRmAntal'P.c:., então 1·' - F'. obtida de F por uma cpcraço2c 
DEMONSTRAÇÃO: e Su 
ponha F'=[bij]nxn 
btj = Àatj com À F O 
é obtida de F pela operação (i) , isto é, 
" 
b. u. = 
" j lj J j 
" 
btj u. = 
" j J j 
a. lj 




).atj u. = J 
o 
À 
a.. se i f t. Então 
l] 
se i F t e, se i 
" 
atj u. o . j J 
t, 
Logo F' é também uma matriz de relações de M. Além disso, como 
À 1 O, partindo de relações dadas por F', podemos obter as re-
-1 lações dadas por F multiplicando a t-ésima relaçã9 por À • As 
sim, conhecendo-se F conhecemos F' e, reciprocamente. Logo M 
é também determinado pela matriz F' e, portanto F - F'. 
(ii) Consideremos agora que F' = [b .. J 
l) n xn obtida é de 
F=[aij 1nxn através da operação (ii), isto e, 
s F t e bij = se i I t. Então, 
" 
b .. u. = 
" 
a .. u. = o se i F t e, se i t, 
j l] J j l] J 
L btj u. 
" 
(at .+fa . )u. = 
" 
atj u. +f E a u. o. j J j ] SJ J j J j sj J 
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Logo F 1 é também urna matriz de relaçÕes de M .. Além disso, so-
mando à t-ésima relação dada por F' a s-ésima relação dada por 
F-' multiplicada por (-f), obtemos de F' as relações dadas p~ 
la matriz F. Portanto F - F'. 
(iii) Para a operaçao .(iii) suponha que F' = fbi]] n xn 





t. Como À M = [ u 1 r ••• , À ut, ... , un] . 
u E M então 
u = E bi ui com bi E k [X] 
i 
Logo M C e, evidentemente, 




a. 1 u 1 + ... +(a.tJ..) (À ut)+ ... +a. u 1 _ 1 1n n 
onde 
a .. se l] 
fato, se 
o . 
Portanto, M é gerado por u 1 , ... ,un e relações dadas por F e, 
-1 
ao mesmo tempo, M é gerado por u1 , •.. ,À ut, .•. ,un e relações 
dadas por F' e temos F- F'. 
(i v) Finalmente, suponhamos que F' = [bijln xn é obtida de 
F = [aij}n xn via operaçao (i v) , isto é, " i com l < 
i < n 
bit = ait+fais com f E k[ X] e b .. = aij se j i' t. Afirmo ll 
que M = [ ul, ..• ,us -fut,us+l' ... ,un I . Com efeito, se u E Mentão 
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que está em 
M C [u1 , ••• ,u5 -fut .... ,ut'''''unl 
imediata. Segue-se que para todo i 
A inclusão no outro sentido e 
1,2, ... ,n 
E a .. u. =O j lJ J = a. 1u.+ •.• +a. (u -fut)+ ••• +(a.t+fa. )ut+ .•. +a. u =O . ll lSS l-lS lDD 
Portanto M é gerado por u1 , ... , un e relações dadas por F e ao 
mesmo tempo M é gerado por u 1 , .•• 1 u 5 -fut, ut+ 1 r ••• , un e rela-
ções dadas por F' e temos F- F'. o 
Com esta proposição reduzimos o estudo dos módulos finitamen 
te gerados sobre k [X] ao estudo das matrizes co~ entradas em 
k[XJ. Passamos então a trabalhar com essas matrizes, cria1do con 
diçÕes para darmos a estrutura de k[Xl-módulos de tipo finito. 
De acordo com a Proposição l podemos considerar apenas matrizes 
quadradas. 
considere as matrizes quadradas [Ãij]n xn onde cada Àij 
é um polinômio em X com coeficientes no corpo k. Dizemos que 
uma matriz F é equivalente a urna matriz G se F puder ser obti-
da de G por uma série finita de operações elementares. 
O resultado sequinte nos dá mais uma operação muito útil que 
é oltida a partir daquelas definidas anteriormente. 
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PROPOSIÇÃO 3: Quaisquer duas linhas de uma matx•iz podem ser per-
mutadas usando as operaçoes (i) e (i i); quaisquer duas co Zunas pq_ 
dem ser permutadas usando-se (iii) e (i v). 
DEMONSTRAÇÃO: Suponha que queremos permutar a i-ésima linha Li, 
e a j-ésima linha L.' J de uma matriz F. Isso é possível através 
da aplicação da seguinte série de operações elementares. 
(a) some a linha L. à linha Li obtendo assim uma nova i-ésima· 
J 
linha L~ = L.+L.; 
l . l J 
(b) some a linha multiplicada por {-1) a linha 
uma nova j-ésima linha L'. j ' 
(c) multiplique a linha L~ 
J 
por (-1), obtendo L". j ' 
(d) some a linha rnul tipl i cada por ( -1) à. linha L'.' 
J 
Para mermutar quaisquer duas colunas da matriz 






F exet utamos 
o 
Segue desse resulta do que se F difere de G apenas na ordem 
das linhas ou colunas então F é equivalente a G. 
A relação "F é equivalente a G" definida acima, é uma rela-
çao de equivalência. Com efeito, 
1. A RELAÇÃO f: TRANSITIVA: Se F ê equivalente a G e G é equi-
valente a H então F é equivalente a H. Por hipótese, G 
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pode ser obtida de H e F de G por uma série finita de ope-
rações elementares. Consequentemente F pode ser obtida d~ H 
por uma série finita dessas operações. 
2. A RELAÇÃO :t: SI~TRICA: Se F pode ser obtida de G por uma 
série finita de operações elementares então G pode ser obti-
da de F por uma série finita de operações elementares. Mos-
tremas primeiro que se F pode ser o~tida de G por uma so 
operação elementar, então G também pode ser obtida de F por 
-uma so operaçao elementar. Para isto consideremos cada um dos 
quatro tipos de operações elementares. Seja F obtida de G 
pela operação (i) por multiplicação da i-ésima linha de G par 
um escalar não-nulo À. Então multiplicando a i-ésima linha 
de F por -l À obteremos G. Agora seja F obtida de G via 
operação (ii), por exemplo somando-se à i-ésima linha de G 
a j-ésima linha multiplicada por f. Nesse caso, somando-se a 
i-ésLna linha -de F a j-ésima linha multiplicada por (-f) ob-
temos G. Análogas afirmações são verdadeiras para operações 
dos tipos {iii) e "(iv). Consequentemente, para cada operação 
eletnentar existe uma operação elementar inversa. Portanto, 
se F é obtida de G por uma série finita de operações elemen 
tares, aplicando as operaçoes inversas na ordem oposta obtere 
mos G de F. 
3. A RELAÇÃO :'t: REFLEXIVA: Aplicando a F duas operaçoes que sao 
inversas uma da outra, obteremos novamente F . 
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Desta forma as matrizes de polinômios podem ser divididas em 
classes de equivalência. Aqui surge a questão se existe ou nao 
um certo tioo de matriz de polinômios t,al que cada classe de equi 
valência contém uma e uma única matriz dessa forma. Uma fopma com 
essa propriedade é chamada canônica. Mostraremos que para matri-
zes de polinÔmios, a forma diagonal com certas condiçÕes de di vi si 
bilidade é uma forma canônica no sentido acima. 
~ através dessa matriz aue caracterizaremos os módulos fini-
tamente gerados sobre k[X]. 
DEFINIÇÃO: Uma matr1:z de polinômios da foPma 
é chamada matriz diagonal canônica se cada elemento diagonal fi -e 
um divisor do seguinte e se todos os elementos diagonais 
não nulos tem coeficiente Lider l. 
~ claro que se a diagonal contém polinômios nulos, eles de-
vem ocorrer nos Últimos lugares, desde que O não é divisor de ne 
nhum polinômio não-nulo. Por outro lado, se a diaqonal contém es 
calares diferentes de zero. então eles devem ser iguais a 1 e ocu 
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pa·r os primeiros lugares, pois o único polinômio com coeficiente 
líder 1 que divide 1 é o polinômio 1. Consequentemente a matriz 





onde cada fi é um polinômio nao constante com coeficiente lider 
1 que divide o seguinte fi+l" 
TEOREMA 1: Cada matriz de potinômios pode ser reduzida à forma 
canônica diagonal por um número finito de operaçÕes elementares. 
DEMONSTRAÇÃO: Seja G uma dada matriz de polinômios. Se G = O, 
nao há o que provar desde que O já está na forma desejada. Supo 
nha portanto, que G f- O. Dentre todas as matri'zes de polinômios 
equivalentes a G, escolha uma na qual o elemento-do canto supe-
rior esquerdo é não-nulo e de grau mínimo. Seja 
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F = 
essa matriz. Mostrare~os que todos os elementos ~a primeira li-
nha e primeira coluna de F são divislveis por f 11 . Pelo Algo-
ritmo Euclidiano, para cada ·i = 2, •.. , n 
(l) fllq.+r. 
. l l 
onde = o ou ar. < 
l 
Execute em F a seguinte operacao elementar: Some à i-ésima colu 
na a or.imeira coluna multinlicada por -qi. A igualdade (1) mos-
trd que o elemento da primeira linha e i-ésima coluna da nova ma-
triz é Se r. r' O, 
l 
permutando a primeira e a i-ésima colu-
na obtemos uma matriz equivalente a F cujo elemento do canto su 
perior esquerdo e ri que tem grau menor do que o grau de t 11 , 
o que contraria a escolha de F. Portanto ri = O. Um argumento 
análogo mostra que f 11 divide todos os elementos da primeira co 
luna. 
Com como acima, execute as seguintes operaçoes elementa 
res em F: Some à segunda coluna a primeira multiplicada por -q2 ; 
depoiS some à terceira coluna a primeira multiplicada por -q3 , e 
assim _sucessivamente. Execute operações análogas nas linhas. Co-
mo resultado, F será transformada na matriz equivalente 
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(2) H = 
o 





Afirmo que todos os h. 
1j sao divisíveis por 
na o fosse divisível por fll' somando-se a i-ésima 
primeira,obtería~os uma matriz H com as seguintes 
(a) H e equivalente a G. 
' 
-(b) o elemento no canto suoerior esquerdo de H e 
grau mínimo possível~ 
fll. Se h .. 1) 
linha de H -. a 
propriedades: 
não-nulo e de 
-(c) na primeira linha de H há um elemento h. 
1j que na o é di vi-
sível pelo primeiro elemento dessa linha. 
Assim, pelo argumento precedente a propriedade (c) contradiz as 
dua-s primeiras, e a afirmação está provada. Demonstraremos então 
que para cada matriz G existe uma matriz equivalente H da forma 
(2), onde todos hij são divisíveis por t 11 . Executamos agora 







n2 h nn 
Cada operaçao elementar de H1 pode ser considerada uma operaçao 
elementar de H. t fácil ver que a primeira linha e a primeira 
coluna de H sao deixadas inalteradas. Além disso, corno todos os 
elementos de H1 são divisiveis oor f 11 , todos os elementos da 
nova matriz, obtida de H1 como resultado de operações elementa-
res, serão também divisíveis por 
Aplicando o resultado provado acima a matriz H1 , vemos que 
por operações elementares podemos obter de H1 uma matriz da f· o r 
ma 
k22 o o 
o p33 P3n 
Kl = 
o Pn3 Pnn 
e, consequentemente de H uma matriz da forma 
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o o o o o o 
o o o 
L = o o o o o 
o o 
onde todos os sao divisíveis por k 22 e e divisível 
por f 11 o Continuando esse processo, depois de um número finito 
de passos obtemos a forma canônica diagonál, desejada. 
o 
Não é dificil extrair da nossa demonstração um método práti-
co oara reduzir matriz de polinômios à forma canônica diagonal. A 
idéia é usar operaçoes elementares, primeiro para obter um elemen 
to no canto superior esquerdo de grau mínimo, depois para obter 
zeros nos lugares restantes na primeira linha e na primeira colu-
na. Feito isso, aplicar o mesmo método a matriz H1 , e assim por 
diante. 
O Teorema 1 afirma que cada classe de equivalência de matri-
zes contém pelo menos uma matriz canônica diagonal. A seguir, ve-
remos um exemplo. 








a forma canônica diagonal. 
c2 
~ 
l-X x2 X l "2 X +X o 
~ 
X X -x Ll + Ll+L2 X X -X 
l+X 2 x2 -x2 l+X 2 x2 -X 2 
l o o 
~ 
~ 2 3 2 




l+X2 4 3 -x2 -X -X -X L3 + 
o o [: o ~ 3 2 c2 -X -X -X +X -X < -> c3 4 3 
-x2 2 
-X -X -X 
-X 
l o o l 
O X x 3+x2-x c 3 +C3-Cx
2
+X-l)C 2 O 
o -x2 -x4 -x3 -x o 
2 L3-(l+X )Ll 
o 
3 2 
-X -X +X 
4 3 
-X -X -X 
o 
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o o l o o 
X o o X o 
o -X (X+l) o o X (X+l) 
O Teorema 1 de fa·to fornece a estrutura de um módulo M fini 
tamente gerado sobre o anel de polinômio~ k[XJ sobre um corpo k. 
Como afirmamos no inicio deste capítulo, se M é dado por uma ma-
triz F, então as linhas de F proporcionam relações entre gerado 




com g i-[ g i+ 1 V i = 1, 2, ... , n -1 . Então M também é gE: r aLio por 
u, ,u?, ... ,um 
" -
onde Vi=l,2, ... ,n e 
Seja então e 1 ,e 2 , ... ,e11 a base canônica de k[X]
11 ; isto e, 
e.= (0, ... ,0,1,0, ... ,0) onde 1 ocupa o i-ésimo lugar. Pode-se 
l 
defini_r um homomorfismo de módulos e : k [X] n - M por e(e.) =u.; 
l l 
então o núcleo K é dado pela matriz G; isto é, K = { {h1 ,h2, ..• ,h11) 
onde divide hi, i= 1,2, ..• ,n}. 
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Assim M e isomorfo como k [Xl-módulo ao produto direto 
X ••• X 
onde mais ainda se tem: gi)gi+l' i= 1,2, ... ,n-1. Note ainda 
mais o então k[X] - k [X] que se gn = ---
(gn) 
k[ xl 
- (o) e . 
e se g1 == l, então 
(gl) 
-Assim temos demonstradO o seguinte teorema, que e de suma im 
portância: 
TEOREMA 2 (TEOREV<A FUNDAMENTAL PARA M6DULOS FINITAMENTE GERADOS 
SOBRE k[X]): Seja M um mÔduZo finitamente gerado sobre k[X] • 
Então 
M = k[X]r Gl k[X]/(f (X)) 
l 
Gl •.• Gl k[X] I (f (X)) 
n-r 
onde n, r E lN , r < n e fi)fi+l' 1 < i< n-r-1. Além di:;:-
so os ideais (fi (X)), 1 < i < n-r são unicamente determinados 
por M. De fato, os fi (X) sao ÚnicosJ se são mônicos. 
DEMONSTRAÇÃO: Resta provar apenas a Última parte do enunciado.No 
te que se M = k[ xl k [xl {f.;T X ••• X TfT , 
1 n 
onde os são mônicos 







na forma canônica diagonal. Logo basta mostrar que a forma canô 
nica diagonal de uma matriz é única. Este segue do seguinte re-
Sultado como corolário. 
Seja F uma matriz de polinômios de ordem n Considere to-
dos os menores possíveis de ordem r de F sendo r < n. Esses 
menores São polinÔmios em X . Chamaremos de máximo divisor co·-
mum desses menores e o denotaremos por Dr(X) ao divisor comum 
de maior grau com coefi:Ciente Llder l. Se todos os menores de o.r 
dem r sao nulos, então definimos Dr (X) = O. Em particular, n1 (X) 
é o máximo divisor comum dos elementos da matriz F; D (X) 
n 
e o 
determina .. te de F dividido pelo seu coeficiente 11der, a menos 
que D(X)~O. 
n 
TEOREMA 3 Se F1 e F 2 sao matrizes equivalentes de polinôr~ios 
denotam os m~ximos divisores comuns doa me-e Drl (X) e 
nores de ordem r de e respectivamente~ então 
DEMONSTRAÇÃO: Como F 1 e F 2 sao equivalentes, F 2 pode ser 
obtida de F1 por uma série de operações elementares. Suponha 
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inicialmente que esta série consis·te de uma opera_çao elementar . 
Por exemplo, seja F 2 obtida de F1 pela muitiplicação da i-és~ 
ma linha de F1 por um escalar ;.,_ :/ O. Os menores corresponden-
tes de F1 e F2 sao idênticos ou diferem por um fator ;.,_, Como 
um fator constante não influencia o cálculo do máximo divisor co-
mum, temos Drl = nr 2 .. A situação é a mesma quando F 2 é obtida 
de F l pela multiplicação de uma coluna de F l por /.. . Suponha 
agora que F2 
(i v) , seja F2 
da por f (X) 
vide D 
r2' 
é obtida de F1 por uma operaçao do tipo (ii) ou 
o resultado da adição da j-ésima linha multiplic~ 
a i-ésima linha de F1 . Vamos mostrar que D di-rl 
Os menores de F1 e F2 podem ser divididos em três elas-
se;. Na primeira colocamos aqueles que não cont.ém elementos da i-
ésima linha. Nesse caso, os menores correspondentes de F1 e F 2 
são evidentemente iguais. Na segunda classe coloc·amos aqueles me 
nores qut. contém elementos de a::-.bas as linhas i-ésiTila e j-ésima. 
Como um determinante não se altera se somarmos a uma linha um múl 
tiplo de outra linha, "os menores correspondentes de F 1 e F 2 sao 
iguais também nessa classe. Finalmente, na terceira clas8e c~lo-
carnes aqueles menores que contém 8lementos da i-ésima linha mas 
não contém elementos da j-ésima. Ne~sa classe os menores corres-
pendentes são da forma 
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• • • • • • • • • o • ........... · ....... • ............ . 
f. +f(X).f .•.. f. +f(X).f. 
lVl ]Vl lVr JVr 
••••••••••• o ••••••••••••••••••• 
onde as linhas que na o foram escri·tas sao idênticÇts. Pela 
priedade de adição de determinantes, 
or:·1e N l 
. . . . . . . . . . . 
f. ...f. + f(X) 
.tvl lVr 
é algum menor da matriz 
..... ' ..... . 
Todos os menores de 
pro-
o r·-
dem r de F1 sao divisíveis por Drl' Logo Drl divide tanto 
M1 somo N1 . Segue-se da igualdade acima que todOs os menores 
de ordem r de F 2 sao divisíveis por Drl' Isto significa que 
Drl divide o máximo divisor comum dos menores de ordem r de 
F2 , isto é, Drl divide Dr 2 . Aplicando a operaçao inversa que 
também e do tipo (ii) a F2' obtemos F l. Logo, D r2 divide D rl' 
e portanto D = D Um argumento análogo vale no caso de uma 
rl r2' 
operaçao do tipo (i v) • Desse modo o teorema fica demonstrado no 
caso em que F 2 é obtida de F 1 por uma operação elementar. Ora, 
se D (X) nao é alterado por cada operação elementar separadame~ 
r 
te numa série, e evidente que não será alterado pela .sé-rie de op~ 
rações elementares. Isto prova o Teorema 2. 
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Consideremos os polinômios o1 (X), .... ,Dn(X) 
ja forma canônica é 
numa matriz cu-
o ~ 
Para obter um menor de ordem r, devemos suprimir n-r linhas e 
n-r colunas. Se a i-ésima linha é eliminada, então a i-ésima co 
luna da nova matriz assim obtida contém.apenas zeros. sendo as-
sim, para obt.er um menor não nulo, devemos suprimir linhas e colu 
nas correspondentes. Logo os menores de ordem r devem ser da 
forma 
I d (X) 
"l 
~ d (X) d (X) ..• d (X) , 
vl v2 ')r 
d (X) 
"2 ( 3) 
e D {X) é o máximo divisor comum desses menores. Das desigualda 
r 
des 1 < v 1 < ••• < v < n r se-;ue-se que 2<v.,, ... ,r<v. - .L - r 
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Assim d (X} é divisível por dl. (X) , e isto significa que 
v. 
l 
d (X) ... d (X) é divisível por d1 (X) .,.dr(X). Consequentemen-\Jl vr 




dl (X) ... dr(X) ( 4) 
Se esse menor é nulo, então todos os menores de ordem r de D 
são nulos e por definição D(X)~O. 
r 
então os polinômios d 1 (X), ,,.,dr(X) 
Se o menor (4) é não-nulo 1 
sao não nulos e têm coefici 
entes lideres l. Como todo menor (3) é divisível por (4), D .... (X) 
coincide com (4), Consequentemente temos 
D (X) 
r 
~ dl (X) ... dr (X) 
• 
( 5) 






duas matrizes diagonais equivalentes a F onde os di (X) e e. (X) 
l 
são mônicos e ct1 1di+l e 
camas por D (X) e E (X) 
V i= 1,2, ... ,n-l. Se indi-
os máximos divisores canw1sdemenores de 
r r 
ordem r de D e E respectivamente, então D = E pelo 
r r 
2. Por outro lado, pela observação feita acima, 
= e1 e 2 .... e r, etc. Segue-se que di = e 1 , V i = l, 2, •.. , n 
Teorema 
dld2 ... d = 
. r 
desde que 
todos eles são não-nulos. Assim, nesse caso, vale a unicidade da 
forma canônica. 
Suponhamos agora que existe s , O < s < n-1 tal 
o . {Por definição d
0 
= 1.) 




ds+l = es+l = O. Ora, d 5 +2 = ~ d n 
~ o e e
5
+2 = ••• = e 11 =O 
donde segue-se que d. =e. v i= 1,2, ... ,n. 
l l 
Fica assim demons-
trada a unicidade da forma canônica diagonal de uma matriz F 
o 
CAPÍTULO VI 
MODULO$ FINITAMENTE GERADOS SOBRE Z [ [X]] 
p 
A estrutura de módulos sobre o anel z [[X] J 
p se tornou im-
portante no estudo de corpos ciclotômicos 1 isto é, extensões fini 
tas e infinitas do corpo Q dos números racionais obtidas por ad-
junção de raízes da unidade. A adjunção de todas as raízes da 
unidade parece difícil de estudar. Iwasawa em 1958 iniciou o es-
tudo de ~ -extensões de corpos p k de números algébricos. L/k e 
uma~ -extensão se Gal(L/k) = p "' ' p grupo aditivo dos inteiros p-
ádicos. Se 
indique: 
Gal(L/k) o 2Z 
p 
grupo (p-l I 
z 
z p 
= lim _E_ 
+ nz p p 
a 
n 
e uma raiz 









O grupo de Galois 
Logo existe uma extensão L/K tal 
então 
qtle 
De fato, L é o subcorpo fixo de k 
00 
fixado pelo 




temo.s uma cadeia ascendente de subco:t:p::)s k = L0 C L1 C L2 C ... C Ln c ... 
L = UL , 
n 
portanto L também o é. 
z: 
....-12_ Assim cada L 
n 
e um r n -módulo e 
nt< p p 
De fato, L é um z [r ] -módulo, 
P n onde 
~ [r J p n e um anel de grupo r sobre o anel ~ n p A observação im 
portante é que temos homomorfismos naturais 
compatíveis, de modo que "' [ri p lim z [ r ] p n como anel. Como 
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:. Ir J = z I I x] J p p o anel de séries formais, via o fato :. r r J P n 
210 I X] 
n 
(Xp -1) 
L se torna um ~ [[X]J-módulo. Não e por 8sse fato p 
que a estrutura de módulos finitamente·gerados sobre z I I xJ l p se 
torna interessante. O interesse real está na estrutura de uma 
parte (a parte p-primária) do grupo das classes de corpos L . 
n 
Seja F um corpo de núr1eros algébricos e H/F o corpo de 
classes de Hilbert; isto é, H/F é a extensão abeliana não-rami 
ficada maximal. A Teoria de Corpos de Classes assegura 
Gal (H/F) é isomorfo ao grupo de classes de ideais de F 
Agora considere apenas o p-Sylow subgrupo 








uma cadeia como indicada acima. Temos um homomorfismo 
Cn+l -) Cn natural e portanto c = lim c 
n 
tem sentido. Um resul 
tado de Iwasawa afirma que C é um Z [[X]] -módulo finitamente ge p -
rado. A prova apresenta C como um grupo de Galois de uma p-e~ 
tensão abeliana não ramificada e usa o citado resultado da Teoria 
de Corpos de Classes. DaÍ obtém-se a cardinalidade de Cn 
Assim vemos como é importante a estrutura de módulos finita-
mente gerados sobre o anel z I I X] J • p A prova original de IvlaSa'da 
é complicada. Serre observou (Classes de Corps Cyclotomiques, d' 
apres Iwasawa, Seminaire Bourbaki, 1958) que 2Z I I X] ] é um p anel 
de dimensão 2 e deduziu o resultado de Iwasawa do Teorema de es-
trutura de módulos finitamente gerados sobre domínios de Krull 
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este Último resultado usa a teoria de divisores. Lang I 6] 
Washington [15] apresentam uma prova matricial e a nossa tentati-
va de compreender esta prova nos levou a incluir o Capitulo V. O 
objetivo é partir de uma matriz m x n cujas entradas sao séries 
formais e executar operações admissíveis de maneira a conseguir 
uma matriz mais simples que também descreva o módulo em questão. 
Entram operações elementares como no Capitulo V e entram também 
operaçoes "pseudo-elementares 11 que nos permitem omitir pedaços fi 
nitos. A justificativa para omitir esses pedaços finitos vem tam 
bém da Teoria de Galois, pois o módulo em questão ao ser visto 
como grupo de Galois, é um grupo profinito e portanto pode ser 
descrito módulo grupos finitos. Topologicamente' os dots são iso 
mortos. 
No capitulo anterior usamos fortemente o algoritmo euclidia-
no de divtsão. Na presente situação, o análogo é o Teorema de 
Preparação de Weierstrass que fornece um algoritmo de divisão 
Apresentamos este Teorema numa situação mais geral, trabalhando 
com·a anel de séries formais R I [X] I onde R 
Hausdorff completo. 
l. TEOREMA DE PREPARAÇÃO DE WEIERSTRASS 
Seja F um anel não-nulo. Seja f ~ " 
i>O 
e um anél local 
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fi E R. Definimos grau de f em X relativo a R e denotamos por 
grf como sendo grf em X se O i f E R [X] ; -oo se f = o e ro 
se f '1' R [X] . 
Suponha que R é úm anel local cujo ideal maximal e ., De-
"finimos grau de fleierstrass de f f O relativo a R e denotamos 
por gr f 
w 
como sendo o mínimo i tal que f i Y' :1 se f yt :.: [ [ X] J ; 
e oo se f .E M [ [ X ] ] • 
Dizemos que f e R [X] -distinguido se, d = grwf < co, fa=l 
e f. = O para todo i > d. Note que neste caso f e um polinô-
l 
mio. Chamaremos f de polinômio distinguido em X: (de grau d) com 
coeficientes em R. 
PROPOSIÇÃO 1: Seja R um anel Z.ocal. Se f, g e h E R [ [X]] tem-
se (das definiç5es acima) que 
(i i) h E M[[X]] = gr h= oo. 
'·" , 
(h -1 O); 
(i i i} h é uma unidade em R [ [X]] ==grh=O· w ' 
{i v) Se f f O e g ;f. O são R [I X]]- associados então 
(v) 
(vi) 
f e dis-tinguido - grf gr f < oo e f e mônico; 
w 
Se f é distinguido~ g e um polinômio mônico em X 
com coeficientes em R e g divide f em R[ X L 
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então g é distinguido. 
DEMONSTRAÇÃO: (i) Basta considerar o caso onde grw f < 00 e 
Sejam f H.Xi "i Então fg fh.Xi grwg < 00 e g = EgiX . - onde l l 
h. = f 
o 9 i + f lgi-1 + . . . + figo . Suponha grw f = j e grwg = k. l 
Então hj+k - f ogj+k + ... + figk + . .. + fj+k 9 o ·. Como f. e J 
se {).,p) 1- (i,k). Dai h. k jl M. J+ e 
também, e para qualquer s < j + k, h
5 
E M. Portanto 
(ii) É a definição de grw f. 
( iii) h = Eh,Xi e uma unidade de R[[XII = h 
l o 
e uma uni 
da~. e de R = h 'f. 
o 
M = gx· h - o. 
w 
(i v) Se f e g sao R [ [X 1 I - associados então f = Og on-
de ô e uma unidade em R [ [X I I . Por (i) grwf = gr\Vôg = gr'Vlô + grwg. 
Por (ii) grw ô = o e temos grw f = gr\'lg. 
(v) É a defini.ção de un elemento distinguido. 
(vi) Se d = grw f < oo, fd = l e f. = l o para todo i > d. 
Se glf em R [X I então f = rg com r E R[XI . De f= rg tem-





uma contradição ao fato que f é distinguido. Logo e 
sendo g mônico, g é distinguido. 
TEOREMA 1: (Teorema de Preparação de Weisrstrass Se,} a: (R, M) 
um anel local Hausdorff completo e sejam f e g.E R [[X]] 
(i) 8e f então existem ' e lm·:entos q ER [[X)) grw < 00 un1:cos 
e r E R [ X·) tais que g = qf + r e grr gr f· w' 
(ii) Se f e -g sao distinguidos então f e g sao R[[X))-as 
saciados se, e somente se f = g; 
(iii) Se f e distinguido e g E R[X] então q E R[X].Se, 
além disso~ g é também distinguido e r o então 
q é distinguido; 
(i v) f ~ M [ [X]] se, e somente se f e um R r [X J] -associado 
(v) 
de um·eZemcnto distinguido f*_, isto é f "" Of* , o>1de 
8 e uma unidade em R[fX]J; e nesse caso f* e ó 
são unicamente determinados por 
Se f é distinguido e f = f l 
f . , 
com 
em R[ [X]] então fi e um R [ [X J] -associado de um 
polinômio distinguido i=l, ... ,s e f= f* l ,. . f* s' 
DEMONSTRAÇÃO: (i) Seja f I: i f. = f.X I f. E R e d = grw Se-, , i>O 
d-1 
f.Xi f.Xi-d, jam f' = E e f* = E Então f* é uma unidade de 
i=O , i>d , 
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R [ [X) ) e f E M [ [X) ). Dai f' F"-- E [ [X)) e f* Se-
jam Q = f*q e G = g. Assim nossa afirmação se torna equivale!!:_ 
te à seguinte: dados G E R[[X]] e F E M[[XJ J, existe Uni co 
QER[[X)) tal que [G- (Xd -F)Q) e um polinômio de grau < d. De 
fato, suponha que g = qf+r e grr < grwf. Pondo-se Q = f *q te 
d 
mos gr[G-(X -F)QJ = gr(g-qf) = gr r< d. Reciprocamente, se 
e xis te único 
d r~ G-(X -F)Q 
Q E R [ [X) I 
e q Q f* 
com 
qf 
gr [G-(Xd-r)Q) < oo, 
d 
= (X -F)Q e temos 
então tomando 
G = g = qf+r . 
UNICIDADE DE Q: ~ suficiente mostrar que se Q ~ 
" i>D 
Q Xi i ' 
Q. E R, 
l 
é tal que 
d gr (X -F} Q < d então 
gr [G-(Xd-F)Q') < d 
Q ~o. Com efeito, se Q' E R[ [XX)) 
então 
Logo Q'-Q = O e daí Q' = Q. Ora, suponha que Q E l4u [[X]] com 
u > O. Seja e > O um inteiro qt:·llquer. Então o coeficiente de 
em é zero, pois d+e > d~ Por outro lado, o coe-
ficiente de xd+e d {X -F)Q consiste de uma expressao 08 em + 
soma de termos da forma Como cada O E Mu j e cada F. E.'.J, l 
temos F.Q. E Mu+l. 
l J 
Daí Q E Mu+l. Como e e arbitrário 
e 
segue 
que Q E Mu+l [ [X) ). Repetindo-se o argumento com u+l em lugar 
de u , segue que Q E M"[ [ X I I para todo u >O. Isto quer di-
zer que para todo i > O, os coeficientes Qi de Q pertencem 
a n Mu Pelo Teorema de Krull 
u>O 
n Mu ~ (O). Logo Q ~ O. 
n>O 
- 99 -
EXIST:t:NCIA: Usando o fato de que f E M [[X]] , sucessivamente ten 
taremos encontrar Q (u) E Mu [[X]] 
isto é, Q será uma soma infinita de séries formais de maneira que 
d Q tenha sentido. Isto é feito para garantir r:rue ,qr (G- (X -F) Q) < d. 
L i L F.Xi onde E E Escreva G o G.X , F o 
' 
G. R e F. M 
i>O l i>O J. l l 
v i , o • A ide ia e proceder da seguinte maneira: Escrevamos 
Q = Q(o)+Q{l}+ ... +Q(u)+ ... onde os Q(u) são séries formais a 
serem definidas. Escreva (G-(Xd-F)Q) =G-Xd(Q(O)+Q(l)+Q(2)+ ..• )+ 
Note que se escolhemos Q (u) E Mu [[X]] ; + F(Q(o)+Q(l)+Q(2)+ ••• ) . 
então FQ (u) E M.u+ 1 [ [X] ] 
gr(G-Q(O)Xd) < d, ~(1) 
0( 2 } escolhido tal que 
Portanto Q(O) é escolhido tal que 
escolhido tal que gr(-Q(l)xd+FQ(O)) < d 
( _ 0 (2) Xd+FQ (1)) 
- gr ~ < d •.• etc. 
ral uma vez escolhido Q(u) r definimos Q (u+l) 
Assim se 
Q (u) 
= Gd+e' para e todo e > O; 
Q(u+l) d+e ( u) 
= 
' 
F. 0ct+e-j' para todos e j=O J 
Isto define sucessivamente os Q(u) 
e 
para todo u > O. Com efeito, 
Q(u) = ' 
e>O 







e > O· 
' 
o . Assim 
e em 9.§: 
temos: 
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J(l-1 d . ,d d+l 
= G0 +G1X+ ••• +Gd-l +GdX + ••• --GdX -Gd+lX - .•• "' 
cujo grau e menor que d . Da mesma maneira considere 
+ /I 0~ulx~ \e>O , 
f . . t d d+e O coe lClGn e e X deste polinômio é 
da deíiniçãc de 0 (u+1) 
·e semore que 
'- . \ 
Q ( u+1) 
·e 
e > O. 
+ 
j+k 
r Q 1 u) F 
= d+e J k 
Portanto 
~ o 
é um polinômio de grau menor que d. Feito isso observe 
E M [ [X] ] e se Q (u) E M11 I [X]] então 
pois F E M I [X]] 
Q(u) E Mu 
e 
e isto vale para todo u > O. Isto quer dizer 
que 
e > O a soma 




e todo e > O, Assim para todo 
R, poj s R é completo Haus-
dorfí a respeito da topolog.;a !1-ádica, já que a sequência 
+Q(1)+QI2l+ .•• +Q(u)) 
e e -e u 
e uma sequência de Cauchy. Definamos 
Q r Q(u) e Q ~ 
-e u>O ·e 
r 
e>O 
Ora Q atende a nosso objetivo, 





IG-(Xd-F) ( r Q(j) I) ~ lim 
d u+l ( . ) ~ G- (X -F) ( r Q J ) 
j~o 




l . • · f d d F (u+l) = um po lDOffilO u+l e grau menor que + Q . 
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Ora, a sequência tem um limite em R[ [X]] donde a sequen-
cia de polinômios e urna sequência de Cauchy. Ela ou e 
eventualmente constante ou tem um polinômio f de grau menor que 
d corno limite. De qualquer modo (G-(Xd-F)Q) e um polinômio de 
grau menor que d • Isto mostra (i) . 
li i) Suponha que f e g R[[X]J-associados. Então g 
" 
6f onde 







gr f . Como f e g são mônicos (pois sao distinguidos), 
w 
temos gr(f-g) < gr f. Além disso podemos escrever 
w 
f-g == O.f + 
+lf-gl " 11-olf+D {duas decomposições de f-g como em (i)) Pe 
la unicidade em (i). segue-se que f-g ==O, isto é, f= g. 
liii) Se f e distinguido então 
para todo i > d. Tome g E R[X]. 
gr f = d < O, 
w 
Por I i I 
e 
existem 
f. = o 
l 
únicos 
q e r E R [[X]] tais que g = qf+r. Por outro lado, f e também 
um elemento de R[X] de grau d 
clidiano existem únicos q• e r' 
com 
em 
fd = 1. Pe.lo algoritmo Eu-
R[X] (Únicos) tais que 
g = q 1 f+r'. Da unicidade da representação em R[[X)] segue-se 
que q = q' E R [X] • Para a segunda parte, se _g e também distin-
guido e r = O então q divide g em R[XJ, isto e, g = qf e 
como q é mônico (pois g e f o são) temos da Proposição l(vi) que 
q e também distinguido. 
I i v) <= f* distinguido <=> gr f* = d < oo. 
w 
Como f e f* 





portanto f ct M [[X]] • 
=>Suponhamos agora que f~ M[[X]]. d = gr f < co. 
w 




mos: rEM[[X]]. Caso contrário, gr r < d. 
w 
Çomo d X -r = qf, 
gr qf = gr q+gr f = gr (Xd -r} = gr r < d , 
w w w w -w 
logo gr q < O, 
w 
um absurdo. gr r nao pode ser ..:::_ d p:Jis r.= O EM 
w l 
para qualquer i > d. seja f* = Xd-r. Então f* e um polinô-
mio distinguido de grau d e f* = Xd -r = qf. Logo gr f* = d = 
w 
= gr q+gr f o que· implica gr q = O e q e unidade. 
w w w 
f* e q sao unicamente determinados por f Com efeito, se 
f' é outro polinômio distinguido associado a f e g urna outra 
unidade tais que óf~ =f= gf', então f*= 6-lgf' = ó'f'. Por 
(ii) f*= f'. Daí ó = g. 
(v) f distinguido <=> gr f = gr f < oo e f mônico. 
w 
Note que 
nenhum fi EM[ [X]]. Pela Proposição l(i), grwf = l]rwfl + ••• + 
gr f < oo o que implica gr f. < oo para todo i= 1,2, ... ,s. P~ 
w s w l 
la Proposição l (ii), fi~ M[[X]]. Logo por (iv) 
do a um polinômio distinguido fi . Ora 
fi e associa 
= grfi+ ... +grf~ = gr f 1*+ .• ,+gr f* w w s = gr (f1* ... f*) • w s 
Portanto fi···f~ e distinguido associado a f= f 1 •.. f 5 . Por 
(iil segue-se que f= ff ... f~ . 
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Do Teorema 1 seguem imediatamente os resultados análogos pa-
r a o anel 2Z dos inteiros p--ádicos, sendo p um número primo > p 
2. são desses que precisaremos no parágrafo seguinte. 
TEOREMA 2. l) (ALGORITMO DA DIVISÃO EM :!:[[X]], p Se f, g E %' [ [X] ] !O 
e então existem 
tais qve g = qf+r 
q E %' [[X]] p e 
Aqui, se n = or f 1 
- w então 
n-1 n f= a +a1X+ ... +a 1x +a X+ ... o n- · n P [a. , l i = 0,1,2/ onde e 
... , n-1. 
2) TEOREMA p-ÃDICO DE PREPARAÇÃO DE WEIERSTRASS)' f (X) ~ 
ro i 
= E a.X 
i=Ü l 
Pia ,al, ... ,a l o n- (n > O) tal onde e que 
gr f ~ n. 
w 
Então f(X) pode ser escrito de maneira Única como 
f(X) = E(X)P(X) onde E (X) e uma unidade de :l:p[ [X]] e P(X) 
é um polinômio distinguido de :1: [X] • p 
3) Mais geralmente~ se f(X) E Z [X] com p 
ser escrito de maneira Única como f{X) = 
P(X) n n-1 = x +b 1x + ••• + n-
f f; O, entã0 f pode 
t p c(X)P(X) onde t > o 
e E (X) e uma unidade de Zlp[ [ xn e P (X) é um polinômio dis-
tinguido de :.; [X] • p 
4) Mais ainda se f 
polinômio. 
e um polinômio em 3) então E (X) também 
5) :!;p[[X]] é um ancZ fatox>~aZ CUJOS elementos irredut{1Jeis 





associados de p ou de poLinômios distinguidos irY'edutiveis. 
2. ESTRUTURA DE MODUIDS FINITAMENTE GERADOS SOBRE 
Vamos tratar agora da estrutura de módulos finitamente gera-
dos sobre ~p[[X]]. 
mente gerado sobre A 
Seja A = :i: [[X] I p e M um A-módulo finita-
Nossa meta é descrever a estrutura de 
em termos de ideais de· A como no caso do Teorema· 2 do Capítulo V. 
Felizmente isto é possível módulo pedaços finitos. O pseudo-
isomorfismo é o mecanismo que alcança esta descrição. O Teorema 3 
descreve esta estrutura. 
Suponha que f g E • sa-o -e'at--··,amente primos. • I /\ L" ~ ~~ Então o 
ideal {f ,g) é de 1ndice finito em A • 
DEMONS'l'RAÇÃO: Considere o ideal I f, g) e seja h um elemento 
não nulo deste ideal de menor grau. Pelo 'I'eorema ·2, existem um 
inteiro .1 > O e .um polinômio distinguido H e uma unidade 
U (X) E /1 tais que h = p1JU (X) H (X) . Multiplicando-se pelo inver-
so de U (X), pode-se ·supor que h = p1J (X) H (X}. (Repare que o no-
vo h E (f,g) e o grau do novo h não muda.) Afirmamos que H= 1: 
Se não, aplique o algoritmo de divisão a f e H . Assim, f = Hq+r, 
onde gr r < gr H e 
com gr psr < gr h 
maneira H divide g 
s s s s p f = p Hq+p r = hq+p r donde 5 prE(f,g) 
Logo r = O ou seja H divide f . Da mesma 
Mas f e g são primos entre si - urna con-
tradição. Logo H = 1. Assim temos s h = p E (f ,g). Se s = O, 
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então (f,g) =A e a conclusão do Lema segue. Se s > O pode-
se supor que p nao divide ambos f e g ; dtgamos p nao divide 
f. Portanto f = u1 (X)f1 (X) onde f 1 e um polinômio distingui-
do. Multiplicando-se ainda pelo inverso de u 1 (X) , pode-se su-
por que f é distinguido. Assim 
um ideal de Índice finito: 
A :1l [(X]]/(f) p 
(p 6 ,~) c (f,g). Ora (p 6 • f) e 
:1l [[X]/(f) 
s (p ) 
Ora pelo algoritmo de divisão todo elemento de A e congruente mo 
dulo f a um polinômio de grau menor que· o de f . Se passamos ag~ 
ra mõdulo _s (p ) então um conjunto de represc·1tantes de 
:z [[X]] 
(f} 
m = gr f 
_s 




p 5 m, que e finito. Como 
Índice finito. 
Assim o índice de 
(f. g) segue que 
,\ 





LEMA 2: Supcnha que f ,g E A sao elementos primos en "é!'c; C?-. r:rt;;o 
(i) A aplicação natuPal A/ (fg) -> A/ (f) <il A/ (g) àefinida 
poP onde c E f\ e barr>a indica classe módulo é uma 
injeção, cujo Cokernel é finito. 
(ii) Existe uma injeção A/lf) <il A/(g) -> A/(fg) cujo Co-
kernel é finito. 
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DEMONSTRAÇÃO: (i) A aplicação nàtural 8: C--> (ê,C) e uma inj~ 
çao pois 8 (C) = O se e somente se f e g dividem c . Como f 
e g 
fglc 
sao primos entre si e A é um domÍnio fatorial, segue que 
e logo c = O. Portanto 8 e uma injeção. Para a segunda 
afirmativa de (i), primeiro mostremos 'que se I = (f,q} o ideal 
gerado por f e g em A 1 e (a,b)EAxA. Então (ã,5) E Im e 
se e somente se a-b E I. Seja a-b E I. Escreva a-b = Af+Bg 
com A,B E A. Então a-Af = b+Bg = c, digamos e evidentemente 
e (c i " e (a-Afl 
Reciprocamente, se (ã,5i 
" 
e (C J , então c-a 
" 
f A e c-b 
" 
gB 




b+gB e a-b E I. Ora pelo 
Lema l, A finito. Sejam E A sistema com (f ,g) e rl,r2, ... ,rn um 
pleto de representantes de classes módulo (f' g) de A Então 
{(Õ :C)} é um sistema completo de representantes de Coker-
' i l<i<n 
nel de 8 Com efeito, se seja rí E .. \ t.a1 
que a-b - -r. (mód (f, g I I . 
l 
Então pela nossa afirmação anterior, 
ou seja em 
Por outro lado, 
(ã,b) :::: (õ,ri) (módulo Im e) 
cõ,r.l t tõ,r.l (mód. rm Gl se i -J j 1 





(mód Cokernel e) se e somente se 
9. Isto é possível se e somente se r.-r. 
l J 
E I o 
que nao e possível se i f j. Assim e é uma aplicação cujo Co-
kernel é finito. 
(ii) Pela primeira parte se A M = e (TfiiT en-e 
tão M C N e M - A (fg) ' 
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N/M é finito. Seja p um pol,!. 
nômio distinguido (não-constante) relativamente primo em relação 
a fg. Mostramos que existe um inteiro positivo k tal que a mu! 
tiplicação por Pk define uma injeção pk N ----> M cujo Cokernel 
e finito. 
Seja (X,YJ E N. Como N/M é finito e i - - i-oo {P (x,y) }i:o ~ N , 
existem inteiros O < i < j tais que Pi(X,Yl = Pj (X,YJ (mód. M) 
1-Pj -l e uma unidade de /1 , ou seja 
pois j # i e portanto Pj-i é um polinômio distinguido não-co~ 
tante. Assim i - -P (x,y) E M. Ora, N é um A-módulo finitamente g~ 
rado por (I, O l e (Õ,I). Portanto existe um inteiro k >O tal 




M aplicação : ----> e uma de N em M 
' 
e inietiva, pois 
k - - o então f divide Pkx divide Pky se P (x,y) o em M e g 
como p e fg são primos entre si, f divide x e g divide y 




M - (fg) 
A A A Ora m x TCíT --> TI9T · 
o ideal gerado por e 
Dai lf! e injetiva. O composto de lf! com 
define a desejada injeção ~: 




(fg) fg em A, então JCim'fC 
Ora, Coker ~ _ A/(fg) 








é finito p~lo Lema 1 pois fg e são primos entre si. Portan 
to Coker W também é finito. 
DEFINIÇÃO: Dizemos que dois A-móduZo.c; de M e M' sao pseudo-
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isomorfos e ,)gr; .•.. tcfO!• por M - M 1 , se existe um homvmorfismo 
~~ -> M' com nÚcleo e co-núcleo finitos. 
A composição de dois pseudo-isomorfismos e um pseudo-isomor-
fismo. 
Em termos desta definição, o Lema 2 afirma que 
e 
A A 
"' --- x--(f) (g) se f,g _são primos entre si. Cabe observar 
que em geral não é uma relação de equivalência; se M 'V M' não 
decorre que M' "' M ~ 
Nossa meta é descrever a estrutura de módulos finitamente g~ 
rados sobre o anel ~ [[X]] . p Este teorema foi primeiramente de-
monstrado por Iwasawa. Existe uma prova de Serre que usa o fato 
de que nosso anel Z [ [X] ] p é um domínio noetheriano de Krull de 
dimensão 2 e usa a teoria de divisores (Ver Bourbaki, N. , Algêbre Com 
mutative, Chap. 7, Diviseurs: Hermann, Paris, 1965). 
Nossa prova e baseada no livro de Lang [6] , onde ele dá uma 
prova matricial. Esta abordaqem é baseada no espírito do Capitu-
lo V, que serve de modelo. Além de operações que ali comparecem, 
entram mais 3 operações aqui, uma·vez que o TeOrema da estrutura 
em questão trata de pseudo-isomorfismo e não de isomorfismo. Isto 
quer dizer que o módulo em questão é descrito via um homomorfismo 
8 : M -> M' onde M1 tem uma estrutura simples como no Capítulo 
V, e onde ker e e coker e sao finitos. Portanto a informação 
e módulo dois pedaços finitos. 
Mais uma vez a custo de repetição desenvolvemos a filosofia 
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que está atrás da abordagem matricial. 
seja M um módulo finitamente gerado sobre A com geradores 
u1 , ... ,un. Então existe um homomorfismo sobrejetor e do A-módu 
lo An em M tal que e (yi) =ui para todo i = 1, ... ,n onde 
yl = (l,O, ... ,O), •.• ,yn = (0, ••. ,0,1). Seja K = ker e. Pelo Teo 
n 
rema Fundamental do Isomorfismo, M ::_ A /K. Como K é submódulo 
do A-módulo An e A é Noetheriano, K é finitamente gerado (I.ang 
[ 5] ) . Sejam Pl, ... ,"A) 
m mn 
os gera-




Como cada linha dessa matriz é um elemento do núcleo do homomor-
fismo 6 , temos que para todo i = 1 r •• • ,m 
6(À.
1
, ••• ,À, ) =O 
l ll1 
isto e, 
( *) = o 
é determinado pela matriz F 
e relações (*). Aqui a matriz F é também chamada de matriz de 
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relações do módulo M . Desse modo, um módulo finitamente gerado 
sobre A é determinado por uma matriz de ·relações-. 
Procuraremos, como no capítulo anterior, um conjunto de ger~ 
dores e um conjunto de relações as mais· s.imnles possíveis. 
Vejamos a seguir as operações básicas permitidas com linhas 
e colunas. Primeiro aquelas que correspondem a mudar geradores 
de F e M que foram usadas para k [X] ,-
OPEHAÇÃO A: Podemos pe~mutar linhas ou pe~mutar co~unas. 
OPERAÇÃO B' Fedemos somar a uma linha (ou coluna) um m~Ztiplo de 
outra linha (ou coluna). Em particular, se 11' = q.\+r então 
l ), . À r 
J 
OPERAÇÃO ç, Podemos m~ltiplicar uma linha ou coluna por um ele-
Agora as operaçoes adicionais onde entram os pseudo-isomor-
fismos: 
OPERAÇÃO I' Se F contém uma linha aom 
- lll -
PtÀll' então podemos trocar F pela matriz F' cuja primeira li 
nha é e as demais linhas são as de F 






Em particular, se :\12 = ••• = Àln =O então podemos multiplicar 
À 21 , •.• , Àml por uma potência arbitrária da p. 
Fornecemos uma just.ificativa da OPERAÇÃO 1. 
DEMONSTRAÇÃO: Precisamos mostrar que existe um pseudo-isomorfis-
mo 9 : M -> M' onde M e H' são definidos por matrizes F e 
F' respectivamente (tendo n geradores em cada caso). l-\ssim M 




( * *) 
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~ 'n vl + '12v2 + •.. + Àl u = o n n 
P'zlvl + 'zzvz + ... + 'z v = o 





LP'mlvl + 'm2v2 + ... + 'mnvn = 0 
Em primeiro lugar tomamos M' = M+Av = Av1 + ... +Av 11 +Av onde 
os vi satistaçam as mesmas relações (*) dos geradores de r-1 e 
Í-v1 + pv = O ( * * *) 
L'l2u2 + ;l3u3 + ... + 'lnun + ),llv --O 
Definimos e : M ·-> M' por e (ui) = v i, V i = 1, 2, ••• , n. e é 






satisfazem as mesmas r~la 
Afirmo que e e uma injeção. Se m E l\1 e e (m) = O, então 
m = ll 1 fl.-+ ••• +fl JJ para algum lJ 1. E A e 1 n n 
em M'. 8(m) =O em M' => 8(m) e uma combinação linear de 1~ 
nhas de relações definidas por (*) e (***). A matriz de relações 
de M' usando os geradores vl,v2, ... ,vn e v e uma matriz 
(m+2) X (n+l). Se indicamos por r1,r2, ... ,rm as linhas de F en 
tão existem escalares a 1 ,a2 , ... ,am , a e b E A tais que 
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+ a(-l,O, ... ,O,p) +b(O,À 12 , •.. ,À 1n,Àll)J v2 
Isto e simplesmente uma maneira de dizer que 8{m) pertence ao 
módulo de relações K' definindo N' e dado por (*) e (***). Os 
geradores de K' s~o as linhas da matriz 
Logo o vetor S(m) e uma combinação linear das linhas dessa últl_ 
Logo 
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Comparando-se os últimos componentes O =. ap+b\ 11 . 
e ~ll[a. a b ~ll = p Substituindo-se Daí "' c E A. 
e b = cp temos 
~ ~ ~ 
(\Jl,lJ2''' · ,]Jn) = (alrl + a2r2+. · .+amrm + 
+ ,~.!-~_ll'O:__:.-.:._~-~~-~ +c (0 ,pÀ12 ,pi\13' ... ,pÀln) 
n entradas 
= a 1 r 1 + a 2r 2+., .+amrm +c r 1 (repare que os 
ri são vetores com n entradas) 
~ ~ ~ 
= (a1 +c)r1 + a 2 r 2 + ••• +amrm 
Isto mostra que li-
nhas da matriz F que e a matriz de relações de M. Logo 
o m6dulo de relações de M. 
Logo m = O em H. Daí 8: M -> M' e uma injeção. Portanto 
ker 8 = (O) é finito. 
vamos mostrar que coker e e fir.ito. 
Primeiro observe que -v1 +pv =O e 
e e (MJ = Iv1 , ... ,v11 ] (gerado por v i) . Logo pM' c e (MJ pois 
(pv.) c 
1 -
e (MJ e (pvlçS(M). Da mesma maneira i\ 11M' c 8 (M) • Portan 
tanto M' anulado pelo ideal (p,~ll). Ora ~ll 8 (M) e p e sao 
primos entre si e portanto A é finito pelo Lema- 1. M' e 
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um módulo finitamente gerado sobre A por e v 
' 
e portanto M' e (MI é finitamente gerado sobre por v 
Como M' e (M) = e finito, então é finito. Logo 
coker 6 e finito. Assim 9 e um pseudo-isomorfismo. 
Vamos mostrar agora que a matriz de relaçõe·s M 1 pode ser 
dada pela matriz m x n F' , 
Ora M' = [v1 ,v2 , ... ,vn,V] com rele,ções ( *) e 
( (n+l) geradores) 
{* **) 
Logo M' = [v 2 ,v3 , ... ,v11 ,v] = [v,v2 ,v3 , ... ,v11 ] 
(n geradores) 
A primeira linha de (*) dá 
" 
o . 
Mas v 1 = pv dá 
~ o . 
Esta relação já está incluida na 2~ relação de (***). Portanto p~ 
demos tomar a primeira linha da matriz de relações de M' como 
Como as outras linhas de (*) sao 
as mesmas linhas correspondentes de F com os elementos àa primeira 
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Logo F' pode ser tomada como matriz de relações de M' . o 
OPERAÇÃO II' Se todos os elementos da primeira coluna de F sao 
divisÍ-veis por e se a primeira linha k k p Àll''''rP Àln com 
prÃll' então podemos mudar para a matriz onde oh ro' Pok] . F ' e' 
tida de F por substituição á a 
por (Àll' ·· · ,Àln) · Isto -e ' 
k 
pÀll k p Àl2 k p Àln 










(p Àll'''''p 1 1n) 
o 







DEMONSTRAÇÃO da justificativa da Operação II: Seja M gerado por 
u 1 , u 2 , ... , un e seja F a matriz de relações de M Seja M' g~ 
rado por 
Isto e, 
onde G', a matriz de M' 
F o 
G' k Ü 1 • • • k = p -p 
o ),12 Àl3 ... À. À ln ll 
v 1 , ... ,v satisfazem as mesmas relações que • n 
na matriz F e, além disso, 
ípkvl- pkv = O 
(***) 
l_Àl2v2 + Àl3v3 + ••• + Àlnvn + Àllv 
e 
o • 
Como no ·c ::tso da Operação I 1 definimos um homomorfismo 8 : M -> M' 
por 8(ui) =vi' i= 1,2, ... ,n. 
parte de G'. 
9 é bem definido pois F 






,p 2 , .•. ,]Jn,O) e uma combinação linear de (r1 ,0), (r2,0), 
+ k k 
••• ,(rm,O), (p ,O, .•• ,O,-p) e {O,À 12 ,À13 , •.. ,À1n,Àll), onde 
r i é a i-ésirna linha de F; isto porque pertence 
ao módulo de relações K' de M' gerado pelas linhas de G' 
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Logo existem escalares a 1 ,a2 , ... ,am, a e b E A tais que 
+ 
+ 
+ ••• + am(rm,O) 
Dai, o k +bÀll. Ora = -ap PtÀll => Pklb e À11 la. Logo 
a b E A ' donde Àll = k = c p 
+ + + 
(Wl,JJ2' • • • ' 11n ) = alrl + a2r2 + ••. + a r + m m 
Portànto (JJlr1-lzr···rJln) 
+ 
+ ••• + a r 
m m 
é urna combinação linear das linhas da 
matriz de relações F • Isto implica em m = lll u 1 + ••• +flnUn = O em 
M. Logo 8 é injetora e ker 8 = (O). 
Mostremos que coker e é finito. Ora 8{M) = [v1 ,v2 , ••• ,vn) 
k k Repare que (p v)= (p v
1
) ~ 8 {M) M' 
·e IMl v e 
c e IMl. 
e gerado por 
Logo pkM 1 c e IM). Da mesma maneira \ M' c e (M) . 11 -
A Portanto -e anulado por donde ele e um 
módulo gerado por v Ora, pelo Lema 1, e finito k (p ,Àll) 
é finito. Logo, coker e portanto M' e IM f = v também 
e 
e 
finito e 8 e um pseudo-isomorfismo. 
Para conseguir a matriz F' como relaçÕes, consideramos M" 
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o submódulo de M' gerado por v,v 2 , ••• ,v .n e M"' o submódulo 
de M' gerado por v 1-v. Evidentemente M' = M"+M'". 
Afirmamos que M" n M"' = (O). 
com a,b,ai E A, 
em M'. 
então (a+b)v-bv1 +a 2v 2+ ••• +anvn ~O 
pertence ao módulo de rela-
Ora, a primeira coluna de F e de G' s ao divisíveis çoes de M'. 
k Como por p . pertence ao subespaço gerado pelas linhas de G', 
tem a sua primeira entrada divisível por k p . 
gamos k -b = p c. 




o ' M" p rvl-v) ~ 
Então k = -cp (v1 -v) 
M" a projeção ker IP ~ MUI 
anulado k logo e por p e 
Dal di-
~ o em M'. Logo 
Portanto 
~ ~(v 1 -vi. Como 
M'" A -e um --.- -modu (p"J -
lo. Mas o anulador de M"' e pois se f(v1 -vl =O então 
(f,O, ... ,O,-f) pertence ao módulo de relações K' de M' e daí 
a primeira entrada é divisível por Isto mostra que M '" 
A matriz de relações de M' pode ser obtida de matrizes de rela-
çoes G" M 11 e M 111 
' 




tais que \ 11v+À 12v 2+ ••• +Àlnv~ =O, 
k' 
P À21V+À22V2+ ... +\2nvn =O, 
k k 
etc. (repare que p ,\ 12v 1 = p \ 12vl G
111 
= [1;/J uma matriz c 
l x 1. portanto a matriz de relações de N' e 
[






OPERAÇÃOIII: Se F contém a primeira linha 






cessaPiamente contida em F de maneira explicita)_, então podemos m!i_ 
dar de F. para F' onde F' é obtida de F por ·substituição 
de 
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DEMONSTRAÇÃO da justificativa da Operação III: Seja M gerado por 
u 1 ,u2 , ... ,u11 e a matriz de relações 
F = 
Seja M1 um módulo gerado por v 1 ,v2 , ... ,vn e seja G a matriz 
de relações de M' definida por 
uma ma tr: i .... (m+l) x n. Existe um homomorfismo 8: !vi-> M' defini 
do por e (u. l = v .. 
l l 
8 é bem definido pois os satisfazem as 
mesmas relações que os É evidente que G é sobrejetor, logo u .. 
l 
coker O = {O). 
Afirmamos que coker 8 é anulado pelo ideal 
Com efeito, se 
••• +a v =O e 
n n 
x = a 1u 1 + •.. +a u n n 
gerado pelas linhas de G • Logo 
está no ker 9 então 
(a1 , ... ,a) 11 
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onde os r. sao as linhas de F . Portanto em N 
l 
Daí ÀX =O, pois (ÀÀ 11 ,ÀÀ 12 , •.. ,ÀÀln) é também uma relação de 
Da mesma maneira k k k k px=O pois (pÀ 11 ,pl 12 , ... ,pÀ 111 1 




Ora I ker e c M e M é finitamente gerado. Como ]\_ e noe-
theriano, ker 8 é finitamente gerado, digamos por y 1 ,y2 , ... ,y 5 • 
Portanto ker G e gerado por y 1 , ••• ,y 5 como (pk]\_, À) -módulo tam 
bém. Então ker O e uma imagem homomórfica como 
s 
dulo de Esse último módulo -e finito 
k lp , À I 
e finito pelo Lema l. Portanto ker e e finito, 
s 
uma imagem homomórfica de k lp , À I 
Isto mostra que 
pseudo-isomorfismo. 









substit.uindo-se a primeira linha de F pela Última linha de G 
Dadas essas operaçoes, a estrutura de um Zl [ [X]]-módulo p 
finitamente gerado pode ser expressa da seguint_e maneira: 
M 
TEOREMA 3: SeJa M um /\.-mÓdulo finitamente gePado. Então existe 
um pseudo-isomorfismo 8 M -> M' onde 
s A t A M' = Ar li) li) li) li) n. i =l m. (p 1) (f . (X) ) J 
J 
com r > o ' s >"O t > o, n. > o (se s > o) e m. > o (se 
-
- ,. 1 J 
t > O) e os f. (X) 
J 
são polinômios distinguidos e irredut{veis. 
DEMONSTRl\.ÇÃO: Procedemos da mesma maneira que na d· monstração do 
Teorema 2 do Capitulo V seguindo o espírito da prova do Teorema 1 
daquele capítulo. O módulo M e dado por geradores u 1 ,u 2 , ... ,un 
e uma matriz de relações F . Pode-se mudar de F para uma matriz 
F' usando um número finito de operações do tipo A, B, C, I, II e 
III. F' define um novo módulo M' tal gue H '\, M' (composição 
de dois pseudo isomorfismos é um pseudo-isomorfismo) . A meta e 
efetuar as operações indicadas de tal maneira que a matriz F' 
tenha uma forma simples. 
Dizemos que F~ F' se F' é obtida de F via um numero fi 








onde G é uma matriz m_x n e k. E Z. 
l 
O tamanho de F' e maior 
somente quando entram um número de operações do tipo II; caso con 
trário, F' t::em o mesmo tamanho de F 
Se F ~O então M e livre, M 'V Ll.n. Portanto, suponhamos 
F # O. Consideramos as matrizes F' com F'\, F' (F fixa defini 
da por N) Afirmamos que p nao divide as entradas de todas as 
matrizes F'. ' Caso contrário, existe k > 1 tal que pK divide todas 
as entradas e k+l p nao divide todas elas. 
po A, pode-se supor que F '\..F' onde 
F' 
Ora, via Operação II 
Via operações do ti-
k, 









e pelo suposto p divide todas as entradas de F' enquanto pf>,11 
uma contradição. 
Assim existe uma matriz G tal que F "' G e p nao divide 
todas as entradas de G e portanto podemos falar no grau deWeiers-
trass finito de entradas não nulas de G . Então pegamos uma ma-
triz G tal que F "' G e G possui uma entrada não-nula cujo grau 
de íiiJeierstrass é o menor possível entre os graus de Weierstrass de 
entradas não-nulas de matriz.es F' 
do tipo A sobre G , podemos supor 
o o 







onde a Última linha e a Última coluna podem deixar de existir. Elas so aparecem 
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s'e a CJr:erpção IJ tiver sido usada na transição de F para G 
admite uma fatoração \ 11 = c: 11 (X)~ll (X) onde c: 11 (X) e uma uni 
dade de A e um polinômio distinguido. Via Operação c, mul 
tiplicando-se a primeira linha da Últ.ima matriz por temos 
* 
l\1 Àl2 Àln o 





ml À m2 À o mn 
* o o o 
kl 
p 
onde ]Jll e um polinõmio distinguido. Aplicando-se o algoritmo 
e gl.EA. 
-l 
Via operações do tipo B (somando-se 
coluna à j-ésima coluna da última matriz tem-se 
vezes a 













Afirmamos que os r 1 j =O. Primeiroobservarrosque 
ou seJa, p divide os coeficientes de r
1
j, V j. 
caso contrário 
Isto vale pois 




r 1 j. Existe um inteiro 
t+lr p rlj para todo 
F c, 
j 
Portanto p divide os coeficientes 
t > l tal que t p 
t+lr digamos p r 15 , 
divide os 
2 < s < n. 
t 
· · ·- P xln o 
As 




~ll xl2 xls xln o 
t o px21 x22 x2s X 2n 
F = .................................... 
* o o 
onde Ptxls· Ora grwxls < gr r ls 
a escolha de 
' 
Portanto r .. = lJ 
Assim 
* 






' ml ' m2 ' 
o 
mn 















~ll = grw À, 







onde B e uma matriz (m-1) x (n-1). Se B = O, pelo 
contrariando 
* 






da divisão por 11 11 , pode-se supor que Àil e um polinômio com 
Vi=2,3, 
... , n. 
Afirmamos que Àil =O, V i= 2,3, ... ,n. Caso contrário, 
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existe t > 1 e t•1rÀ P s1 digamos com 2 < s < n. 
Se À = 
s1 
t 
P Ys1 é uma relação e evidente 
t (p Ysl'o, ... ,O) então 
mente e uma relação multiplicando-se a primei-
ra linha por y 51 . Pelas OperaçõesA e III e observando o fato de 
pfÀ 11 concluimos que e uma relação. Ora 
contri.lriando a 
escolha de Logo se B -= O então Vj=2, •.. ,n 
e 
* 
o o o 
o o o o 
..................... 
o o o 
* o o o 
n-1 A A donde M "' A 
" I " k ll) (p 1) 
o caso de B f o vai depender dos seguintes lemas: 
LEMA 3: Se 
e À e Àll são primos entre si, então F rv F' onde 





DEMONSTRAÇÃO: Seja M um /\-mÓdulo definido por F Sejam 
= Au1 + .•• +Aun e M' = Av 1 + .•. +AVn+Av onde os 
mesmas relações que os ui (*) e 
= o 
(***) 
A matriz de M' pode ser 
F o 







Definimos e : M -> M I com e (u.) = v .. g é bem definida pois 
1 1 
F faz parte de G . Afirmo que 9 é injeção. De fato, indique-
mos as linhas de F por Seja 
o módulo de relações de M' Logo existem escalares 
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Comparando-se a Última entrada, O = aÀ_+bÀ 11 
o = 
donde a À = -bÀll.. Como (À,Àll) = 1, iclb e À11 1 a ou s2ja 
a b E A. 
Àll 
= = c À Substituindo em (E) para a e b, temos 
+ 
Logo (JJ 1 , ... ,JJnl E K, o módulo de relações de F, portanto 
m = VlUl+ ••. +l-l u n n = o. Assim ker 6 = (o) • 
Mostremos que coker e e finito. Ora, e IHI = [\·l, ... ,v ]. 
- n 
Logo H' lvJ . De ( ** *) \M' c e IHI ) H' c e (H) Logo 9 (H) = e ll -
H' 
anulado pelo ideal () ,Àll) de /, Assj.m H' 8TMT e . S (MJ e u:m 
;, -
( À À ) -modulo. Como 
A 
e finito pelo Lema 1, pois e 
'll 
sao primos entre si, decorre que H' 8 (H) 
por v é finito. Assim coker 8 
r a para a matriz de relações de M' . Ora 
que e gerado sobre 




v1 = 'Av, a primeira linha de G passa para 
o que decorre da 2~ relação de (***)r 
Portanto M' e dado por 
LEMA 4 : Se 
Àll o o 
À2l 
F = B 
À 
ml 
* o o 



















* o o 
kl 
p 
desde que nao se use op~raçao do tipo III. 
DEMONSTRAÇÃO: ·É suficiente considerar o caso onde B' e obtida 
de B via uma operaçao do tipo A, B, C ou I ou II, pois no 
caso geral o argumento se repete. Se B' e obtido de B via uma 
opcraçao A ela não envolve a primeira linha e a primeira coluna 
de F e portanto F .,_, F ' via mesmo tipo de operação efetuada so-
bre F e a primeira linha de F' permanece igual ii de F . Se 
R' usa U1<~a operaçao do tipo B , 2ntão a mesma operaçao efetuada 
sobre F leva a F' , sem afetar a primeira linha (os elementos 
nulos da primeira linhà ajudam esta permanência). A mesma obser-
vaçao vale no caso do tipo C. Se B' usa uma operação do tipo I, 
digamos 
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À22 pÀ23 pÀ24 p.\2n o 
À 32 1'33 À34 À3n o 
B . . ................................ = 
À 
m2 À m3 À m4 À mn o 
o o o o p 
kl 
Se B ~ B' onde 
À22 À23 À24 À2n o 
Àp32 À o3 À.34 À3n o 
B' •••••••• o ••••••••••••••••••••••• 
pÀm2 À m3 ), m' À o mn 
o o o o 
kl 
p 
Ent~o F~ F' via a seguinte sequênica de opcraçoes: 
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Àll o o o 
À2l '" 
via particular da Oper~ caso 
F B - pois primeira linha = çao I' a 
tem um único elemento na o-
À 
ml nulo com ot>11 . 
o p 
kl 
Àll o o o 
pÀ21 
"' 
B (via duas opcraçoes do tipo 
p!c' A troca 2a. e la. linhas e 
ml depois 2a. la. colunas) • e 
o o o 
kl 
p 
À22 pÀ'21 pÀ23 pÀ24 pÀ2n o 
o Àll o o o o 
À32 pÀ'31 À33 À34 À3n o "' 
via operaçao 
...................................... 
do tipo I. 
À 
m2 À À m3 À m4 À o ml mn 





'22 À21 '23 '2n o 
p.O 




o o 31 33 
............................... 
o o o o 
'u ·O o o o 
,. À22 '23 '2n o 21 
P;~.:n P'32 '33 ,, o on 
• • • • • • • • • • •• o •••••••• o • o ••••••••• 
PÃ~l pÀm2 À m3 ' 
o 
mn 
o o o o 
kl 
p 
via duas operaçoes do 
tipo A: troque as pr~ 
meiras duas l·inhas e 
depois as primeiras 
colunas. 
= F' . 
Se B' e obtida de B via uma operaçao do tipo II, digamos 
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k 









~22 À23 À2n o 
k 
p À32 ~33 'Jn o 
B' = ........................... 
kÀ 
P m2 À m3 À o mn 
o o o p 
kl 





















caso especial· da Operação I 
via troca das duas las. linhas 
depois troca das ~uas las. co-




........... ~ ........................ via troca de li 




Àll o o o o 
À h À22 À23 Àzn o 
kÀ, k À33 p 31 p À32 À 3n o 
= F' 
parte de B 
kÀ, k 
P ml p Àm2 
o o p 
k1 
o Lema 4 é rotineiro e deixou de tratar de operaçoes do tipo 
III. O seguinte lema toma conta disto e é original e a chave de 
nossa simplificação da prova do Teorema 3 de Iwasava. 
LEMA 5: Sc.ja 
o 
F B 
onde. -Àll e. di..~:,:tinguido e J:,e.ja B '\J B' v-ta uma ope.!taçao do tipo 
III. Então 
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Àll o o 
À:h 
F "' B' Àil E .~ . 
À' 
ml 
DEMONSTRAÇÃO: Sem perda de generalidade pode-se supor que 
B = 
onde existe À tal que p TÀ e 
uma relação oriunda de B e que 





uma vez que a transição de B para B' e via uma operaçao do ti-
po .III. Ainda com o emprego do caso especial da Operaçã.o I, pode-
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k 
se supor que p divide Àil para i= 2,3, ... ,m. Assim À21 = 
k, ' 
= p /1.21 
Seja M um módulo tendo F como matriz de relações - digamos, 
- matriz de relações e a 
Então k- õ Àx p X = e = 
co: 8 M -> M' então 
M' = M Au ' 1 
entào 
de M'. Seja X = 
õ em M' • Se 8 
8 (ÀX) = o . Daí 
e B 
À21 ul +À22u2+ · · · +À2nun EM· 
e o homomorfismo canôni 
ÀX E ker e = /\.ul. Ora 
~ 11 u1 = O em M implica ÀÀ 11x E AÀ 11u 1 -= {0). Portanto 
(ÀÀ 11Àz 1 ,ÀÀ 11 À 22 , ... ,ÀÀ 11 À 211 ) ê uma relação definida por F. Co 
mo prÀÀll e como a segunda linha de F e (pkÀ211 pkÀ22 , ... ,pkÀ211 ) , 
pode-se aplicár a Operação III a F para concluir F "-' F'. 
Dado o Lema 5, podemos terminar a prova do Teorema 3 por um 
ef~ciente emprego de indução. 
DEMONSTRAÇÃO DO TEOREMA 3 (Prosseguindo) Pode-se supor que 





é de tamanho m x n onde Àll é distinguido e satisfaz a escolha 












que surge com o emprego de opcraçoes do tipoii. Como T já está 
na forma diagonal desejada, trabalhamos somente com a matriz m x n 
que faz parte de F 1 • 
há nada a fazer. 
Empr:·egamos _._ndução sobre m . Se m~l nao 









onde os llii sao polinômios distinguidos e admitimos como hipót~ 
se de indução que esta afirmativa vale para matrizes (rn-l)xn' 
Então B e uma matriz (m-1) (n-1) e B "-' B' , onde B' tem a 
forma diagonal desejada. Aplicando Lema 4 e Lema 5 um numero fi-

















Falta-nos apenas encher .a primeira coluna com elementos nu-
los para ~;_ 1 , i= 2,3, ... ,m. Ora, pode-se aplicar o algoritmo 
da divisão por Àll a Àil, i = 2,3, ... ,m e, via operações do 
tipo B , pode-se ainda supor que À ;_ 1 sao polinômios de grau me 
nor que o de À 11 . Aplicação da Operação I garante ainda que 
Afirmamos que Àil =O, V i= 2,3, ... ,r. Caso contrário, d~ 
gamos Àjl 
Ora PtÀjj e pt divide 
existe 1 tal que ~ /' ' C+lt,' P Ajl e P "-jl . 
À 1 • =O, V i~ 1 e j. Assim, via op~ jl 
rações dos tipos I e A aplicados 9, vezes, concluímos gue 
F rv F' :: 
donde e Ora 
gr )J.l < qr )J,l 
w J - - J = 
contrariando a escolha de Àll . Logo V i= 2,3, ... ,r . 
Assim 









Se Àil =O para todo i= r+l, ... ,m então acabamos. Caso con-
tr~rio, seja j = r+l e \j 1 F O. Escreva \j 1 = pt~jl' t > l. 
Então a j-ésima linha de t t t t {p )Jjl'p .O,p O, ... ,p O). F e Também 
(Àll)Jjl'Àllo, ..• ,À 11 o) e uma relação definida por H , pois 
Àll)Jjlul = )JjlÀllul = O pela primeira linha {F define M = Au 1 + 
•.. +Aun). Ora prÀJ.l e Operação III permite que 























Agora, considerando a decomposição de cada Àii em fatores irre-
dutíveis e usando Lema 2 concluimos a demonstração do Teorema 3. 
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