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in  areas  where  decisions  must  be  made.  However,  any  decision  that  involves  a 
collective or group of decision makers is, by itself, complex, but is becoming recurrent 
in recent years. In this work we present the VirtualECare project, an intelligent multi‐
agent  system  able  to  monitor,  interact  and  serve  its  customers,  in  need  of  care 
services.  In  last  year’s  there  has  been  a  substantially  increase  on  the  number  of 
people needed of intensive care, especially among the elderly, a phenomenon that is 
related to population ageing. However, this  is becoming not exclusive of the elderly, 
as  diseases  like  obesity,  diabetes  and  blood  pressure  have  been  increasing  among 
young  adults.  This  is  a  new  reality  that  needs  to  be  dealt  by  the  health  sector, 
particularly by the public one. Given this scenario, the importance of finding new and 
cost effective ways  for health  care delivery are of particular  importance, especially 




in  order  to  create  Group  Decision  Support  Systems  (GDSSs).  Indeed,  the  new 
economy,  along  with  increased  competition  in  today’s  complex  business 
environments,  takes  the companies  to  seek complementarities  in order  to  increase 
competitiveness and reduce risks. Under these settings, planning takes a major role in 
a company  life. However, effective planning depends on the generation and analysis 
of  ideas  (innovative or not) and, as a  result,  the  idea generation and management 
processes are crucial. In particular if is believed that the use of GDSS in the healthcare 



























exclusivamente  associada  aos  idosos,  uma  vez  que,  doenças  como  a  obesidade, 




de  saúde,  a  quem  deles  necessita,  torna‐se  ainda  mais  premente,  especialmente 
quando  acreditamos  que  estes  não  devem  ser  deslocalizados  do  seu  “habitat” 
natural. Seguindo esta linha de raciocínio, vamos apresentar o projecto VirtualECare, 
bem como similares que o precederam. Recentemente tem‐se vindo a assistir a um 
interesse  crescente  em  combinar  os  avanços  na,  assim  chamada,  sociedade  da 
informação – computação, telecomunicações e apresentação – de forma a se criarem 
Sistemas  de  Apoio  à  Decisão  em  Grupo  (GDSS).  Na  realidade,  a  nova  economia, 
associada ao elevado crescimento da competitividade do,  já de si, complexo mundo 
empresarial, provoca a procura, por parte das empresas e/ou  instituições, de outras 
que  as  possam  complementar  para  assim  se  poderem  tornar mais  competitivas  e 
reduzir  os  riscos  assumidos.  Neste  cenário,  o  planeamento  assume  um  papel  da 
maior  importância  na  vida  de  uma  empresa.  No  entanto,  um  planeamento  eficaz 









de  GDSS  na  área  da  prestação  de  cuidados  de  saúde  irá  permitir  que  os  seus 
profissionais  obtenham  melhores  e  mais  imediatos  resultados  na  análise  de  um 
qualquer Processo Clínico Electrónico  (ECP), sendo este um  factor crucial, tendo em 
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Although  almost  everyone  insisted  with  me  that  the  preparation  of  any 




































































































































































































































































































its rapid evolution thru the twenty‐first century,  it  is a matter of  fact that elderly  in 
need of special attention is also, and will keep, growing. Old age brings new problems 
(e.g.,  health,  loneliness)  [1,  2],  aggravated  with  the  lack  of  specialized  human 
resources  to  assist  their  needs.  However,  this  is  not  exclusive  of  the  elderly,  as 
diseases  like  obesity,  diabetes,  and  blood  pressure  have  been  increasing  among 
young adults [3]. As a new reality, it has to be dealt by the health sector and its care 
systems, especially by the public ones. The same health sector care systems that are 
already  unable  to  respond  to  today’s  needs  [4].  In  this,  negative,  scenario  the 
importance  of  finding  new  and  cost  effective ways  for  health  care  delivery  are  of 

































women  incorporate  into  the  formal  labour  market  [6,  7].  These  factors,  thought 
positive  ones  and  considerer  as  a  success  story  for  humanity,  are  causing  a  fast 
growing in the proportion of the population above 60 years old (Figure 3, Figure 4 and 
Figure 5), starting to raise concerns about whether or not a decreasing labor force will 
be  able  to  support  that  part  of  the  population who  are  dependent on  others  (i.e. 
children and elder). Although,  the dependency  ratio, a  commonly used measure of 
potential social support needs based on the simple assumption that everyone under 




social  costs. Old  age  people  frequently  has  special  needs  and  require  a  close  and 
personalized  daily  monitoring  (caregivers),  mainly  due  to  health  related  issues. 












However,  this possibility  carries high  economical  costs, which not  every  family  are 










work,  but  that  they may  still  play  an  important  role  on  their  community,  being  in 
social,  cultural,  civic  or  spiritual  affairs.  Older  people  need,  therefore,  to  feel 









































The  health  care  systems  problematic,  derivate  from  population  ageing, 
presented  in  the  previous  section  raises  challenges  countries must  face,  especially 
developed ones.  The need  to  find new  solutions  able  to ensure  that  the,  growing, 
number of older people will have the necessary, quality, care is a reality. We believe 






this  thesis  proposes  the  use  of  a  integrated  healthcare  provision  system  as  a 
collaborative networked organization, where  the different  institutions  that  support 





natural habitat  (home environment), based on  the  concept of Ambient  Intelligence 
(AmI),  more  specifically  Ambient  Assisted  Living  (AAL)  and  reactively  act  in 
concordance but also to be proactive thru the constant interconnection with decision 
centres, equipped with qualified staff and equipment. 
Although  technology  may  not  be  the  solutions  to  all  the  existent  ageing 









The main  objective  pursued  in  this work  is  concerned with  the  design  of  a 
support  architecture  which  would  allow  the  development  of  intelligent  systems, 
properly  integrated  in  normal,  day‐to‐day,  environments,  based  on  the  Ambient 
Intelligence  paradigm.  However,  this  architecture  should  be  different  of  the 
preceding ones, providing the expected functionalities (e.g. being reactive, proactive, 
autonomous) for this kind of systems, being dynamic, distributed and easy to interact 
with.  It  must  also  be  empowered  with  the  findings  already  know  and  successful 




technologies,  some of  them without  any  kind of  integration history  (e.g.  JADE  and 
OSGi), which allowed the natural flow of information among the several components 
of  the  system,  making  it  able,  not  only  to  react,  but  also  to  anticipate  eventual 
activities and/or problematic situations. 
To achieve all of the presented goals it is show and endorsed the hypothesis of 
the  possibility  to model  a  Collaborative Network  of multiple Virtual Organizations, 
combined in order to form an Ambient Assisted Living environment. 
To  achieve  this  purpose  several  studies  and  analysis  have  been  conducted, 
starting  from the state of the art  in different areas of  interest, namely on e‐Health, 
Collaborative Networks, Group Decision,  Ambient  Intelligent  and  Ambient  Assisted 
Living,  and  them  moving  to  service  oriented  architecture  models,  passing  by 
compatible or possible of interconnecting technologies that could be of use.  
In other words, we are proposing  to create a system  that can provide some 
basic care and well being  for persons  in  their natural environment, with  the aim of 
fighting the social problems depicted above, allow a better quality of life, privacy and 







necessity,  thus  contributing  for  their  active  ageing.  In  order  for  this  work  to  be 
accomplished, the following more specific findings were set: 












that  a  hypothesis  can  be  formulated  on  which  the  development  will  be  based. 
Subsequently,  the  information  is  recompiled, organized  and  analyzed,  continuously 
building  a  proposal  for  solving  the  identified  problem.  Finally,  one  can  make  its 
conclusions based on the results obtained during the  investigation. For this research 












 Experimentation  and  implementation  of  the  solution  throughout  the 
development of a prototype; 
 Result analysis and formulation of conclusions; and 
 Constant diffusion of  knowledge,  results obtained and experiences with  the 
scientific community. 
1.5. Organization of the Thesis 






emphasizing  its  main  characteristics.  It  continues  by  detailing  some  important 




In  Chapter  5  the  VirtualECare  project  is  presented,  as  well  as  its  main 
architecture,  framework  and modules  in  conjunction with  a detailed description of 
each of one of them. 








The document ends with Chapter 7, where  a  synthesis of  the work done  is 
































in  all  its  amplitude.  Today’s,  there  is  a  wide  range  of  services  that  use  IT  in  the 





technologies  and  systems  dealing  with  the  provision  of  care  to  the  elderly, 
emphasizing  the  telecare  systems  and  some  implications  about  them;  Section  2.3 
presents a briefly the telemedicine paradigm and how it differs from the telecare one 
and Section 2.3 presents a set of requirements that shall be needed for elderly care, 





as  possible,  their  autonomy,  privacy  and  quality  of  life  [29],  has  accelerated  the 










high‐risk patients and  reduce  their use of primary healthcare services and  facilities. 
Typical  technologies  include  personal  alarm  systems  and  emergency  response 







should,  continuously  monitor  a  large  number  of  variables  sensitive  to  changes  in 
functional  health  status  (Figure  9),  and  generate  an  alarm  in  accordance with  the 
changes  observed.  These  second‐generation  systems  should  be  unobtrusive  and 
should not require direct patient intervention or participation. In order to achieve this 
“invisibility”  they  should  be  integrated  with  evolving  "smart  home"  technology  in 
order to achieve home automation, security and total in doors environmental control. 
New  recent developments  include  the use of  several  sensors, worn by  the patient 
(wearable computing ‐ Figure 10 and Figure 11) [34‐37], capable of measuring factors 


































Third‐generation  systems  are  the  most  advanced  ones  and  represent  the 
effort  of  integrating  new  technologies,  concepts  and  methodologies  in  order  to 
achieve a higher  level of  telecare  systems. They, not only add additional detection 
capabilities  to  the  already  present  in  the  previous  systems  (Figure  12),  specially 
Second‐generation ones, but arise to deal with  issues of  loneliness contributing to a 
better quality of  life of patients, achieved  thru  the creation of virtual communities: 
clients,  carers,  healthcare  providers,  family,  friends  and  other  community  services 
(e.g.  banking,  shopping,  interactive  exercise  support),  connected  via  ICT  (e.g. 
telephone, interactive television, Internet). With all this technology, third‐generation 
systems,  may  be  able,  in  some  case,  to  enable  remote  health  diagnosis,  virtual 






Another  advantages  of  these  third‐generation  systems,  is  that  with  the 
growing  accessibility  of  the  Internet,  the  intensive  use  of  ICT  and  with  the  most 
recent  computing  developments,  in  specially  the  new wide  available  collaborative 
technologies,  allow  them  to  support  care  services  independently  of  where  the 
individual  (patient)  is  physically  (e.g.  home, walking  around,  visiting  neighbours  or 
friends,  daily  activities  centres,  etc.).  This  major  advantage  allows  patients  to 









Telecare,  as mentioned  in  the  previous  section,  deals with  the  provision  of 




Telemedicine, normally, also requires  the presence of all  intervenient parties at  the 
same time and some kind of communication technologies between them in order to 










Another  area  normally  associated  with  Telemedicine  is  the  acquiring  of 











a  medical  doctor  or  specialist.  Dermatology  (tele‐dermatology),  radiology  (tele‐
radiology), and pathology are  the most common  specialties  that use  this variant of 
Telemedicine. 
As  a  conclusion  we  may  say  that  Telemedicine  is  most  beneficial  in  two 
situations: 








Traditionally  the  care  provision  to  the  ones  in  need,  especially  elderly, was 
supported by  relatives or care centers. However,  these  two solutions are becoming 
insufficient do to several reasons: 
 Relatives active  life, especially women which wore the most traditional 
caregivers,  and  their need  to work  in order  to  secure  steady monthly 
incomes; 








 Many  patients,  although  in  need  of  constant  monitoring,  still  have 
enough robustness to  live their normal  life and do their normal day‐to‐
day activities. 
Recurring  to  the  use  of  recent  development  in  the,  so  called,  Information 
Society and  recurring  to a combination of new, but already available,  technologies, 
the achievement of a solution which will allow the adequate provision of care services 
in a  remote matter  to  the ones  in need, which autonomy  is  still  sufficient  to allow 
them  to  remain  at  home,  is  a  reality.  However,  and  in  this  new  context,  all  the 





surveillance  and  to  have  facilitated  access  to  advice/help  systems 
strategically  located  (easy  access).  They  should  be,  however, 
encouraged  to  maintain  their  normal  day‐to‐day  tasks  and  activities, 
including social ones, in order to better obtain the necessary well‐being 
and relegate the problems associated with anxiety and loneliness; 
 Home or Environment,  since  the definition of home  is not necessarily 
house,  is the physical place where the patient  lives. It must  include the 
necessary options  in order  to guarantee  the security and well‐being of 
its, health reduced, inhabitants according to their needs; 












their  physical  and  emotional  conditions,  medication  and  day‐to‐day 
schedule.  It  should  be  able  to  allow  caregivers  to  remotely  access  to 
patient data and make decisions about detected problems; 
 Relatives need, or at least be given the possibility, to be informed about 
their  love ones actual conditions.  In this  line of thinking they should be 
given access of some kind of remote monitoring/vigilance facility, not to 
intrusive,  in  order  to  be  able  obtain,  real  time,  information,  increase 
contacts and act in case or emergency; 
 Leisure  Centres  are  extremely  important  in  regard  of  providing,  not 




electronic  commerce  in  order  to  allow  them  the  acquisition  of  goods 
and services in a easy way; 
 Safety,  privacy  and  security  concerns  should  always  be  present  and 
considered critical aspects. Data confidentiality must be guaranteed and 
an  adequate balance between  safety  and privacy  should be obtained, 
according  to  the health condition of  the patient but always preserving 
privacy  minimal  bounds.  Systems  should  also  have  in  consideration 
malfunctions  and  failures  (e.g.  communications  failures)  in  order  to 
accomplish  patient  safety  in  these  situations.  Systems  that  do  not 
correctly address this issues will not be attractive to its possibly users as 
a trust relationship cannot be obtained [46] 
In  order  to  achieve  a  high  geographically  distribution,  available  not  only  in 
urban areas but also  in rural one, these kinds of systems should use the  Internet as 













The  use  of  new  technological  means  in  the  healthcare  sector  is  not  new. 





sensors,  computers,  communication  systems,  etc.)  in  order  to  promote  ageing‐in‐
place  (patient  natural  environment)  and  well‐being.  These  system  can  them  be 










































The  challenges  faced  by  both  business  and  academy  in  recruit  years,  in 
association with the advances in information and communication technology, lead to 
the  creation  of  a  large  variety  of  Networks,  namely  Collaborative  Networks  (CN). 
Basically,  CN  let  professionals  and  organizations  to  seek  complementary  and  joint 
activities,  allowing  them  to  participate  in  new  and  more  competitive  businesses 





a network  ‐  friends, relatives, colleagues, classmates, and so on – which  is normally 
called  a  social  network,  where  we  are  its  nodes  in  network  terminology.  Besides 
social  networks,  there  also  exist  organizations  networks,  where  each  node  is  an 
organization and where the relationships or  linkages tend are based on cooperation 
and  collaboration. However, while  social  networks  arise  from  everyday  interaction 
between  individuals,  organizations  networks  tend  to  arise  for  a  specific  purpose: 
respond to an occurring problem or in anticipation to it [48]. 
The  chapter  is  organized  as  follows:  Section  3.1  introduces  the  concepts  of 











As  previously  presented,  in  order  to  have  organizations  based  CN, we  first 
need  to  have  several  nodes  (organizations)  collaborating, which  according  to  Russ 
Linden: “Collaboration  is about co‐labor, about  joint effort and ownership. The end 
result is not mine or yours, is ours” [49], and cooperating with each other in the form 
of  Virtual  Organizations  (VO),  sharing  skill  and  resources  through  the  use  of 
information and  communication  technologies. Much has been published about VO, 
but there isn’t a consensus in the scientific community about a sole definition of what 
it  is  [48, 50‐58].  Instead of proposing and/or using one or  several, non consensual, 
definitions we are going to present several VO key concepts [55]: 
 A VO  is a  flexible network of  independent entities  linked by  information 
and communications technologies  in order to share skills, knowledge and 
expertise in a non traditional form; 
 A  VO  is  a  form  of  cooperation  involving  companies,  institutions  and/or 
individuals  delivering  a  product  or  service  on  the  basis  of  a  common 
business understanding.  
 A VO does not need to have all of the intervenient, or even any of them, in 
the same place  in order  to deliver  their services. The organization exists, 
virtually but you cannot see it. It is a network, not an office.  
A VO should also obey to some key attributes, which include: 













easier  to  support  distributed  work  teams,  overcoming  the  barriers  of 
distance and time. 
 Flexible,  dynamic,  restless  –  organizations  no  longer  are  constrained  by 
traditional barriers of place and time. VOs support dynamic changes to the 
organization  including  employee  work  environments  and  processing 
structures. Restlessness refers to the attitude to willingly change products 
and  services,  geographic  dispersion,  communication  patterns which  has 
the potential of leading toward higher levels of innovation and creativity. 
 Integration  –  when  different  individuals,  groups  and  organizations  get 
together in a VO, they need to interact collectively to achieve success. This 
implies greater  levels of collaboration, cooperation and  trust.  Integration 
leverages the synergy of individuals. 
Situations  that  are  driving  many  organizations  to  examine  and  implement  VOs 
include: 
 A  need  for  process  innovation  –  this  is  often  motivated  by  competitive 
















physical  assets  used  to  support  traditional  work  environments  or 
redistributing costs over several physical locations. 
 Changes  in employee values and attitudes  toward work – quality of  life  is a 
major  factor  particularly  in  attracting  and  retaining  quality  employees. 




unproductive  commute  time,  traffic  hassles,  the  cost  of  fuel  and 
environmental impact of commuting vehicles. 
Virtual Communities 
All  humans  have  a  natural  tendency  to  communications  and  to  form 
communities and, as so, participation in a community is an important aspect of life for 
us  all.  Virtual  Communities  (VC)  exists  since  the  early  day  of  the  USENET  and, 
basically,  allowed  humans  to  communicate  using  information  and  communications 
technologies, but,  in very basic  forms those days. With the rapid evolution of those 
same  information  and  communications  technologies,  the  creation  of  new  VC was 
largely stimulated specially thought the use of the  Internet. Once again, as with VO, 
the  lack  of  a  formal  definition  also  exists  in  VC,  however  some  generically  key 
components are accepted [25, 59‐62]: 












 VC  are  distributed  on‐line  services  connecting  groups  of  peoples, 
focused on a common interest; 
 VC  is, nothing more, than people that  interact together on a technical 
platform. 
However all VC,  to be considered so, should have a sufficient human  feeling 
[63]  or  a  sense  of  community  [64], which  is  characterized  as  personal  investment, 
intimacy,  commitment  and  some  discussion  of  all  the  community  members.  For 
instance,  an  email  distribution  list  may  have  hundreds  of  members,  but  the 





By  definition,  any  CN  or  Collaborative Network Organizations  (CNO)  has  to 
support collaborative work, that presupposes the existence of a group of people that 
has  as  mission  the  completion  of  a  specific  task  [65].  The  number  of  elements 
involved  in such group may be variable, as well as the persistency of the group. The 
group members may  inclusive be at different places, may meet  in an asynchronous 












work.  In  this  work  we  will  call  “meeting”  to  all  the  processes  necessary  to  the 
completion  of  a  specific  collaborative  task.  A  meeting  is  a  consequence  or  an 
objective of the interaction between two or more persons [67]. Physically, a meeting 
















the  meeting  goals,  proceeds  with  the  group  formation  (making  sure  that  all  the 
participants  have  the  necessary  background),  selects  the  best  supporting  tools, 
informs  the  meeting  members  about  the  goals  and  distributes  among  them  the 
meeting materials. 
In  the  In‐Meeting  phase  the  participants  will  be  working  in  order  to 











results  (satisfied/unsatisfied). Still,  in  this phase  it  is very  important  to  identify and 
store  information  that  can be useful  in  future meetings  (e.g., how  to  actualize  the 
participant’s profile for future selection). 
3.3.3. Group Decision Support Systems 
In  the  last  years, we  have  assisted  to  a  growing  interest  in  combining  the 
advances in information society ‐ computing, telecommunications and presentation – 
in order to create Group Decision Support Systems (GDSS). Indeed, the new economy, 
along with  increased  competition  in  today’s  complex business environments,  takes 
the companies to seek complementarities  in order to  increase their competitiveness 
and  reduce  risks.  In  this  scenario,  planning  takes  a major  role  in  a  company  life. 
However,  effective  planning  depends  on  the  generation  and  analysis  of  ideas 
(innovative  or  not)  and,  for  this  reason,  the  idea  generation  and  management 
processes become a crucial tool in present days. 
Decision  Support  Systems  (DSS)  are  interactive  computer‐based  systems 
aimed  to  help  decision  makers  use  communication  technologies,  information 
(structured or unstructured), knowledge and/or models to solve problems and make 
decisions.  It  is  a  general  definition  for  any  computer  application  that  augments  a 
person or group capabilities to make decisions. 
It  is expected that knowledge‐driven DSS will be more comprehensive, cover 
broader  domains  and  give  better  advice  [70].  Also,  DSS  and  particularly  Group 
Decision Support Systems (GDSS) will benefit from progress in more basic research on 








Our  objective  is  to  apply  the  above‐presented  GDSS  to  a  new  sector.  We 
believe  the use of GDSS  in  the Healthcare sector will allow professionals  to achieve 
better  results  in  the  analysis  of  one’s  Electronically  Clinical  Profile  (ECP).  This 




Imperfect  information  is ubiquitous; we take most of our decisions,  if not all, 
of  our  day  to  day  life  based  on  incomplete,  not  precise  and  even  uncertain 
information.  Most  information  systems  just  ignore  this  characteristic  of  the 











is  a  key  omission  [74].  e‐Health  is  a  relatively  recent  term  for  healthcare  practice 
supported by electronic processes and communication. “e‐health is an emerging field 







health  services  and  information  delivered  or  enhanced  through  the  Internet  and 
related technologies.” [75]. 
One of  the  components of VirtualECare  is  a  knowledge‐based GDSS. As  any 
system dealing with  information and knowledge,  it must encompass uncertainty.  In 




used  interchangeably  with  “incomplete”  and  “imperfect”  as  a  generic  term  for 








confident  on:  the  reliability  of  the  computer  support  system;  the  other  decision 
makers;  the  information  rolling  in  and  out  of  the  system  and  the  information 
exchanged  between  participants.  The  Group  Decision  of  the  VirtualECare  system 
operates  in such environment. We  leave the first  issue to others and concentrate  in 
the last two, proposing a model for computing the quality of information. 
A  suitable  representation  of  incomplete  information  and  uncertainty  is 
needed, one that supports non‐monotonic reasoning. In a classical logical theory, the 









consequence of the  limitations of the knowledge representation  in a  logic program, 
because it is not allowed explicit representation of negative information. Additionally, 
the operational semantics applies the Closed‐World Assumption (CWA) [76, 77] to all 








where  ?  is  a  domain  atom  denoting  falsity,    the  pi,  qj,  and  p  are  classical  ground 
literals, i.e. either positive atoms or atoms preceded by the classical negation sign ¬. 
Every  program  is  associated  with  a  set  of  abducibles.  Abducibles  can  be  seen  as 
hypotheses  that  provide  possible  solutions  or  explanations  of  given  queries,  being 
given here  in  the  form of exceptions  to  the extensions of  the predicates  that make 
the program. 







values.  We  will  show  now  how  null  values  can  be  used  to  represent  unknown 
information.  In  the  following,  we  consider  the  extensions  of  the  predicates  that 
nmmm pnotpnotppq   ...... 11









area_of_expertise: Entities x StrValue 
role: Entities x StrValue 
credible: Entities x Value 
reputed: Entities x Value 
 





  not credible(E,V) 
Program 1 ‐ Extension of the predicate that states the credibility of a participant. 
In Program 1,  the  symbol   represents  the  strong negation, denoting what 
should be interpreted as false, and the term not designates negation‐by‐failure. 
Let us now admit  that  the  credibility of another possible participant  ricardo 
has  not,  yet,  been  established.  This  will  be  denoted  by  a  null  value,  of  the  type 
unknown, and represents the situation in Program 2: the participant is credible but it 
is  not  possible  to  be  certain  (affirmative)  about  its  value.  In  the  second  clause  of 
Program  2,  the  symbol    represents  a  null  value  of  an  undefined  type.  It  is  a 
representation that assumes any value as a viable solution, but without being given a 
clue  to  conclude  about  which  value  one  is  speaking  about.  It  is  not  possible  to 
compute, from the positive information, the value of the credibility of the participant 
ricardo. The fourth clause of Program 2 (the closure of predicate credibility) discards 











  not credible(E,V), 
  not exception(credible(E,V)) 
exception(credible(E,V)) 
  credible(E,) 
Program 2 ‐ Credibility about participant ricardo, with an unknown value. 










  not credible(E,V), 
  not exception(credible(E,V)) 
exception(credible(E,V)) credible(E,) 




Using  Extended  Logic  Programming,  as  the  logic  programming  language,  a 




Demo: Question x Answer 











demo(Q,U) not Q  not Q 
Program 4 ‐ Extension of meta‐predicate demo. 





i.e.,  its domain  (for simplicity, scores are kept  in the  interval  [0  1]), here given  in 
the form: all(attribute_exception_list, sub_expression, invariants) 
This  denotes  that  sub_expression  should  hold  for  each  combination  of  the 




This  is  further  translated  by  introducing  three  new  predicates.  The  first 
predicate  creates  a  list  of  all  possible  exception  combinations  (pairs,  triples,  ...,  n‐
tuples)  as  a  list  of  sets  determined  by  the  domain  size  (and  the  invariants).  The 
second predicate recourses  through  this  list and makes a call  to  the  third predicate 
for each exception combination. The third predicate denotes sub_expression, giving 
for  each  predicate,  as  a  result,  the  respective  score  function.  The  Quality  of 























The next element of  the model  to be  considered  is  the  relative  importance 
that a predicate assigns to each of its attributes under observation: wij stands for the 
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the  dashed  n‐slices  of  the  circle  (in  this  example  built  on  the  extensions  of  five 





 not credible(E,V), 
 not exception(credible(E,V)) 
exception(credible(E,V))  credible(E,) 
credible(luis,100) 
credible(ricardo,) 






















In order  to  find  the  relationships among  the extensions of  these predicates, 
we  evaluate  the  relevance  of  the  QI,  given  in  the  form  Vcredible(luis) = 1; 
Vreputed(luis) = 0.785; Vrole(luis) = 0. It is now possible to measure the QI associated to a 
logic program referred to above: the shaded n‐slices (here n is equal to three) of the 
circle denote  the QI  for predicates credible,  reputed and  role. However,  in order  to 
accomplish  the main  goal of  this work, we need  to  further  extend  the purpose  of 
Figures  4  and  5,  i.e.,  we  may  define  a  new  predicate,  trustworthiness;  whose 
extension may be given in the form of the example (Program 6). 
trustworthiness (X,Y) 
 not trustworthiness (X,Y), 



















Besides being able  to evaluate  the quality of  individual actors and  individual 
pieces of information that flows in a group decision system, we aim to have an overall 
mechanism  that allows one  to measure  the global quality of  the  system  itself and, 
consequently, the outcomes  from  it. There  is too much  in stake when we deal with 
healthcare,  and  one  must  raise  the  confidence  on  decisions,  especially  in  an 
environment  of  uncertainty,  incomplete  and  imperfect  information.  The  same 
mechanism used  to  evaluate  individual  parts  of  the  system  is  consistently  used  to 
evaluate all the system, through an extension process. 
3.5. Conclusion 
The  need  for  seek  new  alternatives  for  the  substantially  increase  in  the 
number of people needed of  intensive care  is real. The use of collaborative network 
environments,  combined with  some  other,  to  be  presented,  different  technologies 
may be a solution to the problem, allowing not only a successful ageing‐in‐place, but 
also an active ageing. These new CN  to provide comprehensive care  to  the needed 



















































Computers,  and  especially  human‐computer  interaction,  have  come  a  long 
way  since  the  early  days with  their  rude  interfaces  [81].  Actually,  since  they  first 
appeared, they have always been seen as a work tool, and, therefore, our interaction 
with  them  has  always  been  very  computer  centred,  as  it  is  with  any  other  tool. 
Normally,  when  we  want,  or  need,  to  use  a  computational  system,  we  have  to 




AmI  is  a  relatively  new  paradigm  of  Artificial  Intelligence  (AI).  In  this  new 
paradigm,  computers  are  seen  as  proactive  tools  that  assist  us  in  our  day‐to‐day, 
making  our  lives  more  comfortable.  The  interaction  with  those  computers  is  also 
rapidly changing, as we no  longer need  to do  it  in ways not natural  for us,  since a 
main  concern  of  this  paradigm  consists  in  make  possible  to  interact  with 
computational  systems  using  friendly  interfaces,  allowing  input  thru  our  natural 
language  or  gestures.  This  inclusion  of  technology  in  our  day‐to‐day  object  and 
environments  tend also  to be as  invisible as possible, as  computational power and 
communication  technologies are nowadays, already, present  in almost every device 
we use. The objective  is, therefore, the  interaction with one or more computational 
systems without,  probably,  noticing  it.  The  only  awareness we  should  have  is  the 
result of AmI: a more safety, comfort and well being, inflicted in a natural way, in our 
day‐to‐day [82, 83]. 
Although  recent,  AmI  has  already  several  trends,  being  one  of  them,  in 
association  with  e‐health,  the  creation  of  Ambient  Assisted  Living  (AAL) 















AmI  is  a  relatively  new  concept  and  depends  on  new  technologies  and 
methodologies. According  to  the  Informational  Society  Technology Advisory Group 
(ISTAG)  of  the  European  Community  (EC)  [85‐87],  AmI  is  the  Information  Society 
future where  the emphasis  is on user  friendliness, efficient and distributed services 




different  preferences  and  different  needs,  in  a  seamless,  unobtrusive  and  often 
invisible way [88]. 
This  vision  however,  assumes  a  shift  from  our  actual,  most  common, 
computation  systems  (desktops)  to  a multiplicity  of  computational mobile  devices 











three  relatively  new  key  technologies:  Ubiquitous  Computing  [90,  91],  Ubiquitous 















Physically,  an  AmI  environment  is  composed  by  the  ambient  itself  (e.g.  a 







devices  are  common ones  like: mobile phone,  air  conditioning  systems,  computers 
(laptops  or  desktops),  media  servers,  micro‐waves,  PDA’s,  etc.,  all  of  them  so 
common  these days.  The novelty  is  that  they  are  all  inter‐connected  throughout  a 
control  network,  allowing  them  to  be  controlled  from  any  point  of  the  network. 
However  this  characteristic,  by  itself,  is  no  more  than  what  we,  nowadays,  call 




environment, embedding  its components  in common devices, noticeable only by  its 
actions. This is why Ubiquitous Computing and AmI are so deeply related, since. Both 




set manually, when configuring AmI environment or,  it can  learn them  from person 
day‐to‐day  activities  and  habits  [99,  100].  This  is  a  very  important  intrinsic  and 
distinctive characteristic of AmI,  it  learns by just  interact with people (user), without 
them even notice. The system must be able to study their behaviour and learn with it, 
learn what he does  and when e does  it. With  this  characteristic,  learning,  another 
important  aspect  arises.  If  the  system  is  able  to  learn  the  habits  of  the  people  it 
interacts with,  then every environment will be unique, depending on  the persons  it 
interacts  with.  This  leaves  us  with  another  important  characteristic  of  AmI,  it  is 
personalized  [101]. We  can  also,  already,  say  that  it  is  adaptive  since,  even  after 
learning our habits, if we change them, the system will automatically adapt and learn 
our  the new habits,  i.e.,  it will  always  adapt  to us  and  to our  lifestyle  [100]. After 
learning  and  adapting  to  the  user,  the  system  can  then  demonstrate  even  more 
intelligence, as  it can start  to predict what  the user will do and  take measures  that 
will assist him in that action. For instance, if the user drinks a cup of coffee every day 
                                                            
3 Domotics or Home Automation is the automation of private homes with the objective of providing security and 













However,  in order  to be able  to put  in practice all  the above characteristics, 
the  system  must  first  be  able  to  recognize  people  and  their  situational  context: 











services  like:  the  control of  the  lights,  the  control of  the  air  conditioning,  a digital 
assistant  or  an  interactive whiteboard. A  student, when  entering  that  same  room, 
might  or  might  not  have  access  to  all  or  part  of  the  same  services.  Having  this 
distinction between users in consideration, we can identify some important premises 
for an AmI environment. First of all, any AmI system must be able to properly distinct 
the users present  in  the environment, what  is  their  role, and based on, every user, 
available  information  (e.g.  access  rights, preferences,  limitations, etc.) decide what 




every service, as  it should not announce a service  if  it cannot provide  it. The system 
must  also  know  some  other  important  characteristics  about  the  services  it  is 
providing,  as  the  geographic  location,  the  cost,  the  probable  effects,  etc.,  so  that 
when  it suggests a specific service to a specific user,  it  is actually suggesting what  it 
thinks is the service most adequate to that specific situation [83, 88, 92]. 







are able  to correctly adapt  to elder or  impaired  specific  limitations,  there will be a 
                                                            
4 A service, in the ambit of this document, is defined as something (physical or not) that is available in the context 















One  group of devices essential  for  any AmI  system  are  sensors. A  sensorial 
network  is  indispensable  for obtaining  the  correct  information of  the  environment 




for  instance,  environmental  parameters  like  luminosity,  temperature  or  humidity. 
These one will makes possible to obtain the needed environmental data so it can be 
monitored  and  adjusted  to maintain  the  needs,  preferences  and  the  safety  of  its 
users. We must  also  know  the users  location  inside  the environment. This  a much 
more  complex  subject  and must  be  resolved  through  the  use  of  several  types  of 
several sensors and technologies, since there is not one that, by itself, can resolve it. 
To  determine  in which  division  the  user  is, AmI  can  use motion  detectors  or RFID 
(Radio  Frequency  Identification)  [109],  but  to  determine where  exactly  the  user  is 
inside  a  division,  it  is  necessary  to  recur  to  complementary  sensors  like  weight 
sensors  on  furniture  (e.g.  sofas,  beds,  etc.)  or  by  proximity  thru  the  detection  of 
activity  in some devices  (e.g.  if the user has  just turned on the coffee machine, this 
means he  is close to  it). According to the  importance of knowing the exact  location, 








Another  important type of sensors that can be used  in AmI, and especially  in 
Ambient Assisted  Living environments which we will discuss  further ahead, are  the 
ones  that  allow  the monitoring  of  the  users  vital  signs.  Recently,  several  types  of 
these  sensors  have  arisen,  from  normal  temperature  sensors,  passing  by 
wristwatches  until  the  more  complex  clothes.  This  last  type  of  sensors  is  called 
wearable  computing: using  clothes with  computational power.  In  this  specific  case, 
the users can wear clothes that have sensing capabilities [110, 111]. These clothes are 
then able  to  share  the obtained  information,  from  the  sensors  integrated  in  them, 
with the system using wireless communications protocols, mostly Bluetooth. 
There  are  much  more  types  of  sensors  that  can  be  used  to  enrich  the 
information  that  an  AmI  system  can  acquire.  A  final  example  can  be  an  outside 
weather  station, which when  connected  to  the  system provides  information  about 
the exterior environment. This may be  important, not only to  inform the user about 
the weather outside, but also to make adjustments in the inside environment (e.g. if 
the  luminosity  is  a  specific  room  is  low,  and  we  still  have  external  day  light,  the 
system can open the blinds). 
Acting 
Any AmI environment,  in order  to achieve  its objective, must be able  to act. 
These actions, despite being mainly observed on the environment itself, may also be 
directed  to  its users or even  to other external entities. Generally,  there can be  two 
triggers  to enable  a  specific  action:  an  action  to  respond  to  a  specific  event or  an 
action to prevent or cause another specific event. To these two, possible, triggers we 
call reactive and proactive behaviours, respectively.  
In  reactive behaviour mode,  the  system detects a predetermined event and 
reacts according to it in a predetermined way. For instance, the lights being turned on 









hour  its users wake up or  turning on  the air conditioning before  the usual hour  its 
users arrive. 
Actions  can,  additionally,  be  classified  according  to  its  purpose.  The  system 
can  take actions  concerning  the  safety of  the user, his well being or  simply  for his 
assistance.  For  instance,  as  analogy, we  can  think  of  the  fire‐fighters  being  called 
automatically after a  fire alarm going on, the air condition being switched off or on 
according  to  the environment  temperature and  the coffee machine being  switched 
on. 











components  in  order  to  regulate  the  environmental  parameters.  This  group  of 
components  can be  composed by  air  conditioning  systems, heaters, dehumidifiers, 
windows,  doors,  blinds,  etc.  The  objective  is  to  enable  the  system  to  change  the 
environmental  parameters,  thru  the  use  of  these  components,  in  order  to 
approximate  it  as  closely  as  possible  to  the  user  preferences.  Another  possible 
configuration may be in order to save as much energy as possible, for instance if the 
user need  luminosity  in his current  location  inside  the house and  if  that  location as 
windows with blinds and  the outside weather  station  is given  the  information  that 
there still is day light, the system may opt by open the blinds instead of turn the lights 









be  helpful  for  us  in  many  different  types  of  environments.  Imagine  that  your 
workplace is enriched with an AmI environment. It is constantly examining your work 














for  other  networks.  We  have  the  example  of  the  widely  used  Ethernet  protocol, 
which uses a dedicated  line  for data  transmission, or  the  less  common Power  line, 
which uses the electric signal of the power line as a carrier of data, while, at the same 
time,  providing  power  to  the  devices.  It  is  common  to  have  wireless  networks 















the air  so  that our  voice  can go  from  the  speaker  to  the  listener, we also need  to 
share  the  same  language  so  that  we  can  communicate.  The  same  happens  here. 





has  to offer.  It does not matter how  the device works or what  it  is,  it only matters 
what it does. Services are announced in a common language that every device knows 
and these same services can be used by every device in the architecture. This may be 
a  solution  for  integrating  the  heterogeneity  that  is  happening  nowadays with  the 
emerging of networking devices. This solution is detailed in the next chapters. 
Using 
Another  important component of an  intelligent environment  is  the  interface 





computers.  This  fact  is  even more  important when  it  comes  to  impaired  persons, 
which can have a big difficulty or even be unable to use the common interfaces. 
This way, interfaces can be built upon very different devices, depending on the 
type  of  AmI  and  the  target  population.  In  a  classroom  for  example,  the  interface 
could be an interactive board, while in a house could be a standard desktop computer 
or  a handheld device. The  trend  is  that  interfaces  get  as natural  for us humans as 







longer be  stuck  to  the  computer but our  interaction will be with our  voice,  in our 
natural  language  and with  gestures.  This way, we  can  be  doing  other  things  and, 
nevertheless, interact with the computer.  
Another  important,  although  sometimes  ignored,  characteristic  about 
interfaces  is  that  they are  the  visible  face of any, human  interact,  system. We  can 
achieve an amazing AmI environment, but  if  its  interface does not correctly explains 
to its users what it does, if it is not friendly and easy to use, if they feel that they do 
not have control,  then  its acceptance will,  surely, be poor. The  interface  should be 
appealing and dynamic, able to adapt to  its user and his specific characteristics. For 
instance, if the user is an elderly it would be better to keep the interface as simple as 
possible,  giving  the  minimum  necessary  information  and  in  a  more  explicit  way, 
although, if the user is a teenager, which normally have a better understanding about 
computer  systems,  the  interface  should  be more  elaborate  and  can  provide more 
information, inclusively in a more rapid way. 
Enjoying 
Now  that we  have  presented  the  concepts  behind  AmI  as well  as  its main 
components,  let us present what this new paradigm can do  for us and how we can 
profit from  its use. As already said before, an AmI environment  is an extension of a 
conventional  environment,  enforcing  to  appear  as  traditional  as  possible,  but 
assisting  its users  in  their day‐to‐day activities, making  their  life more comfortable. 




within  the  existing  possibilities,  or  to  generate  itself  some  new  possibilities  or 
decision scenarios given the user actual context, providing the pros and cons for each 
one. A  simple decision‐support example would be  the AmI environment generating 











A control‐support AmI  is more oriented  to help  the user with  the control of 
the  environment  itself.  Already  common,  yet  simple,  examples  of  control‐support 
AmI found in homes or offices are systems that control the presence of people in the 
rooms  for  energy  saving  and  personal  preferences  satisfaction  (by  turning  off  the 




to  the  modern  systems  we,  nowadays,  have  that  control  every  environmental 
parameter  inside  buildings.  In  standard  buildings  the  objective  is  to  ensure  the 
comfort of the persons  living or working there. More specific buildings require more 
specific  parameters. A  building  like  a  library  or  that  hosts  a  server  farm would  be 
interested  in maintaining  the  humidity  as  low  as  possible while  in  hospitals,  these 
systems  spare  are  also  interested  in  maintaining  a  constant  temperature  and 
constantly renewing the air. No need to say that this control is made in a completely 

















need  do  go  to  the  computer  when  he  needs  some  service  from  it.  In  AmI,  the 




time  information,  support,  at  the  moment  the  user  needs  it.  The  user  gets  an 
environment which shapes to his needs, constantly adapting, constantly searching for 
new ways  to  help  him. More  than  that,  the  environment  can  be  extended  to  the 
outside world,  accompanying  him  to wherever  he  goes,  providing  services  on  the 




Domotics  is  a  field  dedicated  to  building  automation,  reason why  it  is  also 
known  as  home  automation.  Its  aim  is  to  automate  buildings, mainly  in  the more 
repetitive  tasks  that do not need our  interaction. Domotics can be  found  in a wide 
range of domains: automatic watering and climate control  in green houses,  lights or 
climate control in big buildings (e.g. factories, malls, etc), grass watering in a big city 
or  in  our  homes.  This  is  in  fact  the  main  use  of  this  technology  nowadays:  to 
automate our homes. 
The objective, normally, when automating the home  is, first of all, to achieve 











way. Common  tasks  in  this  area are  to maintain  a  specific  level of  temperature or 
luminosity  inside  determinate  rooms  according  to  the  user  preferences.  Using 
domotics,  we  can  set  specific  configurations  or  preferences  and  the  system 
automatically  takes care of  interacting with  the appliances  in order  to achieve  that. 
More  than  that,  the  system  tries  to  achieve  the desired  configuration  in  the most 
effective way, something that we humans do not always try to do. 
Domotics, by  itself, are not enough to build an AmI environment since there 




As  for  the  technologies  in  Domotics  there  are  many  standards  being  used 
depending on the type of environment pretended.  In the field of home automation, 
the technology which  is more used  in Europe  is X10.  It uses the power  line to  issue 
commands to appliances and the possible commands are very oriented to the home 
environment. The  fact of using a network available  in every house  (the power  line 




Ubiquitous  Computing  is  a  concept  introduced  in  the  early  90’s  by  Mark 
Weiser, which  defended  that  those  days  common  devices, would,  someday,  be  so 
ubiquitous that no one would even notice their presence [90, 115‐117]. 
The  general  vision  of  Ubiquitous  Computing  is  small,  inexpensive,  robust 
networked processing devices, distributed at all scales throughout everyday  life and 
generally turned to distinctly common‐place ends,  in a way that the  interaction with 






















computers are shrinking and hiding so much that  in a near future  it  is expected that 
we  interact with them without even seeing them or even without knowing  it  [118]. 
The objective  is  to create environments  that  join  in an  integrated way humans and 
computers minimizing,  as much  as possible,  the  awareness of our  interaction with 
them.  Traditionally,  computers  have  always  been  a  tool  which  had  its  own 
environment,  its own  reality and humans had  to  transfer  themselves  to  that  reality 
and  interact with  them according  to  it. With  this new paradigm,  the computer and 
human environment are to be seen as one [119, 120]. 
The evolution  started when  computers began  to be  interconnected  through 
networks,  being  the  Internet  the  most  visible  example.  At  this  point  computers 
started  to  be  ubiquitous  but  were  not,  however,  pervasive.  When  the  mobile 
technologies developed, mainly on the areas of wireless communication and with the 
advances on miniaturization, Ubiquitous Computing became pervasive. 
When  talking  about  Pervasive  Computing  we  must  also  talk  about  Mobile 
Computing and all the necessary support for interoperability and scalability, as well as 
about miniaturization and  some embedded  intelligence. We  can  therefore  say  that 
Pervasive  Computing  is  made  of  four  main  areas  which  are:  devices,  network, 
middleware and applications [119, 120]. 
Devices  tend  to  be  the  common  devices  that we  have  nowadays,  however 
with enhanced computational power, smaller and with more functionalities. Each day 
environments have more and more devices, and  these  same devices are becoming 
computational  system with wireless  communication  capabilities.  These  devices  are 









sometimes  pass  unnoticed,  that  are  becoming  common,  but  are  also  the  base  in 
which we start to build intelligent environments, missing only their interconnection. 
 Networks are, nowadays, very common and widely available and are needed 
for  acting  as  a  backbone  for  all  these  devices  to  be  interconnected.  However,  as 
devices are growing  in number and  functionalities, networks must also grow. More 
than  just grow, networks must also provide  tools  for achieving  the  interoperability 
that  is necessary between these devices. This  is even more  important when we are 
nowadays  talking  of  devices  that  can  be  so  different  on  its  functionalities  or 
communication protocols. 
Normally, when we  talk  about  Pervasive  Computing, we  tend  to  forgot  the 
middleware  layer, which  is, however, of great  importance since  it allows developers 
to build more powerful and faster applications. The objective of the middleware layer 
is to hide all the heterogeneity beneath, hiding the many different devices, and show, 
instead,  a  single  “programmable environment”. We do not  see  the devices one by 
one, but rather see the services that these devices can provide and work with them. 
These applications are what give  life  to  the network of  interconnected devices and 
allow their functionalities to be fully exploited [119, 120]. 
In  the  future  some major  challenges  are  expected  in  this  area  (Figure  23), 
being one of  the most  important: how  to deal with  so many different devices and 
functionalities. Will  our  “networks”  be  enough? Other  important  evolution  that  is 
needed is in the miniaturization of batteries. In almost every mobile device, batteries 
are  by  far  the  biggest  component which  decreases  significantly  the  possibilities  of 
hiding  these  devices  on  the  environment.  We  can  for  example  think  of  wireless 
sensors which battery is far bigger than all the rest together, including the networking 
module.  Another  important  challenge  to  address  is  how  to  deal  with  so  much 
different  architectures  and  types  of  devices,  each  one  having  its  own  protocols  or 









One  of  the  main  contributions  of  Pervasive  Computing  is  the  creation  of 
enhanced  environments  that  look  just  like  any  normal  environments.  This  is  very 
important, mainly when we  are  talking of environments  that  are directed  to older 
people which,  sometimes, are even  technophobic,  i.e., are very  reluctant  to accept 













of  some context,  i.e.,  they are able of  reading and  interpreting  some context  [119, 
121, 122]. So, before continuing, it is important to define what is context. Context can 
be defined  from  several points of  view, but, ultimately,  it  is  accessory  information 
that can be used to describe some object. In computing, context can be described by 









This  information  about  context  can  then  be  used  to  develop what  is  called 
context‐aware applications. These applications use the  information about context to 
operate.  They  can  either,  accordingly,  react  to  changes  in  the  context  or  they  can 
provide the information to other applications that require  it. How the  information  is 
used  depends  on  the  type  and  objective  of  the  applications.  If  the  application  is 
dealing with an impaired person then the information can be used to provide adapted 
services having in mind the impairment of the person. There are also applications that 




However,  to  acquire  such  information  about  context  it  is  necessary  to 














retrieved  from  user  profiles,  which  can  store  important  data  and  even  his 








the environment  is dealing with. More  important than that, using  information about 
the  context  of  the  user  and  its  surrounding  environment,  the  system  has  enough 
knowledge about his state of health, his security status and can react accordingly or 




the move.  This,  evidently,  opposes  to what  happened  until  now when  computing 
devices resumed to computers standing still  in our houses. This started to change  in 
the  1990’s,  probably with  the  appearing  of  the  first mobile  phones  and  later  the 
smart phones, PDA, etc [115, 116, 123]. 
This field started with the need to move devices to better locations, i.e., with 







can move  a  computer  to  a  better  location  or  change  an  instance  of  a  user  or  an 
application  to  a better  location. The difference  is  that a physical  system  can move 
anywhere while  a  logical one  can only move  to  a different  computer  system. That 
computer  system  can however, be  a mobile one. This of  course  raises  lots of new 
challenges  to  address.  Entities  must  be  identifiable  while  changing  geographical 
location or while changing networks. For instance, how do we deliver a message to an 
entity that  is constantly moving? When an entity  is not  in a network did  it  finish  its 
execution  or  it  just  changed  its  logical  location?  These  are  the  main  subjects  of 
investigation in this area (Figure 23) [115, 116, 123]. 
However,  the  trend  that  is  more  nowadays  visible  is  that  one  can  take 
computational power with us everywhere we go so that we can use it when needed, 
as  we  do  in  our  homes  or  in  our  workplace.  The  most  common  examples  are 
smartphones,  PDAs,  netbooks  and  notebooks,  in  which  we  have  a  considerable 
computational power and portability. One can be in the train or in the car, travelling, 
and use  these devices  in a normal way, even connecting  to a wireless network and 
having access to the Internet. The most recent advances in this field are in the area of 






















important  contribution  is  probably  the wireless  sensor.  It would  be  impossible  to 
constantly monitor  the vital  signs of a person  if one did not have wireless  sensors. 
With  this  technology,  a person  can be doing  its day  to day  freely, while  their  vital 
signs  are  being  monitored.  Devices  with  this  objective  have  even  been  already 
embedded in clothing so that all one has to do to monitor the vital signs is to wear an 
apparently  normal  jacket.  Another  important  development  in  this  field  is  the GPS 
sensor. One  can have nowadays  a GPS  sensor  embedded  in  a PDA which has  also 
wireless  networking  capabilities  and  this way  implement  a wide  range  of  services. 
These services are not merely monitoring the position of the person but also location 























a constant monitoring  from an AmI environment  it  is possible  to provide  to  this,  in 
need,  persons  a  very  important  feature:  safety.  The  fact  of  knowing  that,  despite 
being  physically  alone,  if  something  happens  to  them,  help will  arise  surely  brings 
safety, or at  least a safety sensation, for the ones  in need and their relatives. Above 





Ambient Assisted  Living  (AAL)  can be  considered  as  a  sub  field of AmI.  It  is 
more  specifically dedicated  to assist people on  its day  to day, mainly  in  the health 
care area. It builds on recent developments of IT and aims to promote the advantages 
that  these  technologies  can  have,  mainly  for  the  elderly.  In  this  chapter,  these 
technologies are detailed. By bringing together all these technologies, the result  is a 
paradigm which has  the better of each one working  to assist  the user. We may say 
that AAL aims  to prolongate  the  time people can  live  in a decent way  in  their own 




just  to  home  care.  These  new  kinds  of  systems  can  and  have  been  successfully 
applied  in  environments  like  hospitals,  leisure  centres  or  elder  houses.  In  these 
environments, they are not only enjoyed by the users but also by the persons working 
there,  resulting  in  a  better  care  being  provided.  We  can  think  of  a  hospital 
environment where the vital signs of the patients are constantly being monitored and 
alarms  raise  in  case of  danger. We  can  also  think of nurses  scheduled  tasks being 







would  be  to  automatically  adjust  the  environment  in  the  room  of  each  patient 
according to its health status. But maybe, more important than all that is the facts of 
knowing  at  each  time  the  context  of  the  user. Having  constantly  knowledge  of  its 










In  this  section  we  talk  about  the  main  technologies  that  can  be  used  in  a  AAL 
environment and how  to organize  it  from  the architecture point of view  [125, 128‐
130]. 
4.4. Related Work 
We  are  now  going  to  present  some  related projects  that were  studied  and 
analyzed during  this work. Although  they  vary  from AmI  to AAL,  all of  them  cover 
complementary areas with the objective of provide benefits for its users. They are the 
major evidence that this is an in development area and that many other researchers 










This  project was  born  as  a  consortium  of  fifteen  European  companies who 
joined efforts to exploit the potential of, nowadays common, home networks in order 
to  improve people’s  lives. The general  idea was to be able take profit of, nowadays 
also  common,  network  connection  that  almost  all  equipment  has.  However,  the 
complex  installation  procedures,  the  lack  of  interoperability  between  different 
manufacturer’s  equipment  and  the  absence of  compelling user  services make  very 
difficult  their  interoperability.  By  focusing  on  solving  these  key  issues,  the  Amigo 
project  aims  to  overcome  the  obstacles  to  widespread  acceptance  of  this  new 
technology.  The  project  objectives  passed  by  develop  open,  standardized, 
interoperable  middleware  and  attractive  user  services,  thus  improving  end‐user 
usability and attractiveness thus showing the end‐user usability and attractiveness of 
such a home system by creating and demonstrating prototype applications improving 




This  MIT  project  has  as  main  objective  to  make  technology  available 
everywhere.  In  their  vision  computation  will  be  human‐centred.  It  will  be  freely 















directly  address  human  needs.  Speech  and  vision  technologies  enable  us  to 
communicate with Oxygen as  if we're  interacting with another person, saving much 




This  initiative  from University  of Minnesota  [132]  has  as main  objective  to 
study  the  response of elderly  to a monitoring computer  system  inside  their houses 
and determine how such these systems can help them. They do not only determined 
which  are  the  main  problems  of  elder  people  living  alone,  but  they  also  have 
implemented parts of a monitoring system, recurring to some test houses to watch its 




This,  another,  MIT  project  [133]  consists  on  an  RFID  equipped  wristband 
(Figure  24)  to  provide  us  with  on‐the‐move  interaction  with  everyday  objects. 






















autonomous  robotics  and  distributed  computing  technologies  constitutes  the  basis 
for the  implementation of a user service generating system  in a closed environment 














proposes  an  new,  SOA  based,  architecture  for  the  development  of  AmI  systems, 
based on ubiquitous,  simplicity and  simplicity and  for a new and easier method of 
building distributed multi‐agent  systems, where  the  functionalities of  them are not 
integrated  into  the structure of  the agents;  rather  they are modelled as distributed 
services and applications which are  invoked by  the agents acting as controllers and 
coordinators.  With  this  approximation  they  hope,  not  only  to  overcome  the 
malfunctions  and  crashes  in  multi‐agents  systems  developed  with  current  agent’s 





for  assisting  elderly,  based  on  the  integration  of  a  multi‐agent  and  a  federated 
information management approach. The  results are  services  likely  to be offered by 
the emerging ubiquitous computing and  intelligent home appliances, which may be 
useful  for the elderly. With this approach, the project expects to address  issues  like 










and  tele‐assistance  technologies.  A  virtual  network  is  created, which  connects  the 
elderly home, the relative’s office, the care or  leisure centres, a virtual shop among 
others.  The  project  claims  that  it  is  already  possible,  nowadays  to  create  such  a 
network  that  can  provide  remote  health  care  to  elderly,  namely  because  of  the 






associated  with  it.  As  you  can  see,  the  technological  base  solutions  are  already 




































The VirtualECare project  [138]  is  an  intelligent multi‐agent  system  able, not 
only to monitor, but also to  interact with  its users (patients and/or relatives). It can, 
and  should,  be  interconnected with  other  computing  systems  running  in  different 
health care institutions, care centres, leisure centres, training facilities and/or shops. 
It  is composed by  several components/modules,  interconnected  through a network 
(e.g., LAN, MAN, WAN), having each one a different role (Figure 25): 
 SupportedUser – elderly people with special health care needs, whose 
clinical data  is  sent  to  the CallCareCenter and  redirected  to  the Group 
Decision  Support  System.  This  user  should  be  constantly  monitored, 
inside and outside  its environment  in order for the data to be provided 
in  real  time  to  the  interested parts.  It  is  the central component of  the 






constantly  available  and  analyzed  so  a  reliable  network  connection  is 
mandatory. The environment can be the user home, a hospital room, a 




regarding  the  health  care  of  the  patients.  It  should  be  composed  of 







Systems  and  tools  for  time  and  space distant meetings.  In  the overall 
this module should be able of planning all the  issues related to visits to 
doctors,  tests,  automatically  scheduling  all  this  according  to  the  user 
agenda; 
 CallServiceCenter  –  Entity  with  all  the  necessary  computational  and 
qualified  personal  resources,  capable  of  receiving  and  analyze  the 
miscellaneous data and take the necessary actions according to it; 
 CallCareCenter  –  Entity  in  charge  of  the  computational  and  qualified 
personal  resources  (i.e.,  health  care  professionals  and  auxiliary 
personnel),  capable  of  receiving  and  analyze  the  clinical  data,  and  to 
take the necessary actions; 
 Relatives –  individuals  that may have an active  role  in  the  supervising 
task  of  their  love  ones,  being  able  to  give  precious  complementary 
information  about  them  and  being  able  to  intervene,  in  a 





the  SupportedUser  digital  profile,  to  better  understand  his/her  special  needs.  This 
digital  profile  should  be  a  combination  of  the  ECP  with  their  own  personal 
experiences  and  preferences  (e.g.,  musical,  gastronomic,  environment),  thus 






























blood  pressure  (diagnose).  At  the  same  time  John  receives  a  checklist  of  possible 
causes to review. John compares this list to his own health control table in his PDA to 
see  what  might  be  wrong.  Meanwhile,  the  GDSS  decides  John  should  come  to  an 
appointment." 
The presented  scenario  requires  an  infrastructure  to  support  all  the  several 




first  approach  of  a  generic,  configurable,  flexible  and  scalable  infrastructure  as 
presented  in  Figure  26.  It  is  expectable  that  on  top  of  it  an  extensive  number  of 
services will progressively arise. These services must, and will be, developed as Web 
Services,  thus  allowing  the  coexistence  of  several,  different,  software  languages 
interacting with each other through the use of common messages. 
The fundamental components of the proposed infrastructure are: 
 Secure  Communications  in  order  to  all  the  components  interact,  a  secure 
communication infrastructure is mandatory; 
 Management  responsible  for  configure  and  monitor  the  involved 
components; 
 Resources  responsible  for  every  component  registration  and  manage  the 
resources catalogue; 
















On  top  of  the  above  presented  infrastructure  we  idealized  a  dynamic 
distributed architecture composed of a series of different components geographically 








services.  The  architecture  main  components  are:  the  Supported  User  and  his/her 
Premise  (SUP),  the Monitoring System  (MS),  the Recommendation System  (RS),  the 
Group  Decision  Support  System  (GDSS)  [139],  the  Database  (DB)  and  the  HL7 
Translator module [9], among others, which leads us to an ubiquitous computational 
environment. 
Each  one  of  these  major  components  may  differ  in  its  implementation, 
functionality,  programming  language,  etc.,  but  they  all  have  to  “talk”  the  same 
language (e.g. exchanged messages) making, also, the architecture heterogeneous. 
These are  the main  issues we have and are addressing  in our work: how  to 
make our  architecture distributed, modular, dynamic, extendable,  flexible,  scalable 
and  compatible.  To  achieve  these  desired  capabilities, we  are  adopting  open  and 
widely used  technological  standards,  such  as OSGi, R‐OSGi,  FIPA  and Web  Services 





The  iGenda  is one of the base software’s  in the Home and Relatives modules 
of the above presented project in conjunction with the monitoring one [129]. Its main 
objective  consists  in  provide  an  intelligent  organizer  and/or  scheduler  and/or 
reminder  to all  the other modules of  the VirtualECare project  (e.g., GroupDecision, 
CallCareCenter)  in order  to allow  them  to manage  the day‐to‐day diet, medication, 












The major  goal  is  to  create  a  product  that will  help  its  users  to  remember 
important  information,  events  or  tasks,  or,  in  other  words,  to  provide  in‐the‐fly 
memory assistant. It can help, specially, people with memory loss (partial or total), by 
keeping  his,  all  day,  events  and warn when  the  time  to  execute  them  as  arrived, 
providing an  increase  in  the quality of  life and also a greater  independence  to  the 
user. 
This  module  will  also  be  able  to  receive  information  delivered  by  the 
remaining VirtualECare platform modules and organize  it  the most convenient way, 
given  predefined  standards.  This way  the  user will  not  have  to  be worried  about 
planning or scheduling events and tasks. The iGenda intends to be easy to operate by 
its users and will play an  important role  in his day‐to‐day  life, being responsible  for 
planning it (or week, or month). As an example, if the Group Decision module decides 
that  the  user  must  visit  a  medical  centre  the  iGenda  is  prepared  to  receive  the 
respective information and conveniently process it, according to its level of criticism, 
and reorganize the user schedule in a short period of time. 
























This system  is organized  in a hierarchy of states and events  intended to deal 
with the information received (Figure 28). To fulfil all the work mentioned, four sub‐













The  FTM  is  activated  by  the AM.  The AM  contains  an  internal  clock  that  is 




the  user  agenda. When  a  level  1  (high  priority)  hierarchy  conflict  is  detected,  the 
















occupied,  increasing his well‐being. These activities may be a very  important step  in 
order  to  allow  an  active  ageing,  aiming  to  create  social  and  cultural  dynamism, 
physical  and  educational  activities,  thus  obtaining  conviviality  with  others.  These 
recreational activities are meticulously planned for each  individual user based  in his 











Initially we where  seduced  to use  Scheduling  Techniques  (ST)  to obtain  the 
best  possible  arrangement  of  all  the  activities.  However,  we  reached  to  the 
conclusion  that  it was not  the best way of engaging  the problem. We  realized  that 
implementing  the  user  preferences  system  (presented  above),  in  which  the  user 











decided  by  methods  of  intelligent  conflicts  management  (the  most  important 
activities overcomes all the other ones), however, in case of overlapping events with 














information,  and  a warning notifier.  This warning notifier  gives  the user  important 
information  about  schedule  updates,  like  new  activities/events  and/or  important 
information  sent directly  to him  (e.g., a critical warning  from  the GroupDecision or 
the CallCareCenter modules).  It has  also  a  calendar window, which  is meant  to be 
opened by  the, already present  in  the operating system, default calendar software. 
The  compatibility  with  this  software  is  guaranteed  by  the  using  of  the  standard 
iCalendar Calendar Data (ICS) format.  Is has also been developed a variable warning 




warning  system has  some  “Intelligence”  associated, been able  to,  through  the  real 






The  user  environment,  which  is  much  more  than  solely  his  house,  must 
include  the  necessary  options  in  order  to  guarantee  his  security  and  well‐being 
according to his needs. To achieve this ideal environment, we have chosen to use the 
AmI  paradigm  and  we  have  idealized  an  Assisted  Living  Environment  (AAL).  The 









necessary  means,  thru  communication  and  information  sharing  mechanisms.  It 





to  ensure  the  compatibility  between  all  of  them,  the  new  ones  and  the  already 
existing ones. As any distributed architecture,  it must also be scalable  in order to be 
able  to  grow,  as  needed. Resuming, we  believe  pretend  that  our AAL  architecture 
should  have  the  following  main  characteristics:  dynamic,  modular,  expansible, 
flexible, scalable and compatible. 
The  above  characteristics  where  the  ones  we  had  in  mind  when  we  were 
searching for the base technologies for our AAL architecture. After a wide search, we 
have  realized  that  the  OSGi10  technology  fitted  all  of  the  requisites  with  the 
advantage, for us, of being entirely made in the JAVA Programming Language11 [141]. 
OSGi  (or OSGi Alliance)  is an  initiative  that  intends  to establish  standards  in 
java programming, highly specific, catering for the sharing of java classes, that may be 
achieved in terms of a services platform paradigm [141, 142]. With OSGi we intend to 
build  applications  as  an  infrastructure  to  support  a  generic,  platform  independent 
framework. The result is a Service Oriented Architecture. 
Adopting OSGi 
















However,  the  adoption  of  OSGi  was  not  linear,  and  faced  us  up  to  some 
challenges. The most obvious challenges where how to make the components based 
agents, used in our architecture components, OSGi compatible and how to integrate, 
in  the  same  architecture,  components  as  distinct  as:  sensors,  software  based  and 
databases. On  top  of  that,  our  agents  can  be  very  different  between  themselves, 
including  the  signatures  of  the  methods  they  declare,  so  we  must  also  have  in 
consideration  that every agent  should not only be compatible with each other, but 





to make  our  agents  compatible with  OSGi  bundles.  Our  aim was  to make  agents 
functionalities  (i.e.  its  methods)  accessible  as  services  to  other  bundles  (or 
agents).The most obvious path  to pursue was  to simple convert each agent  into an 
OSGi bundle, but this path, not only would have increased the development time, but 
would also make us throw away the majority of the Multi‐Agent Systems (MAS) based 

















the  invocation  to  the  correspondent,  non  OSGi  compliant  agent,  and  delivers  the 
respective result to the original calling bundle. It must be noted that an agent, when 
trying  to  satisfy  an  invocation,  may  require  services  provided  by  other,  currently 




In  a more  detailed  description,  the MAS  bundle  is  able  to  load  the  agents 
declared  in  his AC  and  register  its  services  by  declaring  them  on  its  interface  and 
making  them  visible  to  the  other  bundles  as  regular  OSGi  services.  The  interface 
between the MAS bundle and the Jade system is made by a JadeGateway agent (JGa). 
The  task of  this  agent  is  to  act  as  a bridge between  Jade  and non‐Jade  code.  This 
agent  is  created  when  the  MAS  bundle  is  started,  along  with  the  other  existent 
agents.  The  JGa  has  the  knowledge  of which  services  are  provided  by  each  agent 
running, so whenever a request from a service arrives to the MAS bundle, it knows to 
which agent  that  request should be  forwarded. When a new  request arrives  to  the 
MAS  bundle,  a  shared  object  is  created:  the  blackboard  with  all  the  needed 
information is passed to the JGa, which interacting with one or more agents, gets the 
answer  needed  and  returns  it  to  the MAS  bundle which  delivers  it  to  the  bundle 












is  outside  the  scope  of  OSGi,  and  must  be,  therefore,  addressed.  Agent 
communication  is  indeed a very  important subject, since  it  implies directly with  the 







window  just using our main  communication mechanism:  the  voice.  FIPA‐ACL has  a 
group of, what is called, performatives which represent a total of 22 speech acts. Each 
of  these  performatives  represents  a  speech  act  that  helps  to  describe  a  FIPA‐ACL 
Message.  Each  FIPA‐ACL  message  is  composed  by  several  parameters:  sender, 
content,  conversation‐ID,  among  other,  being  one  of  them  the  parameter 
performative,  one  of  the  most  important,  since  it  informs  the  message  purpose. 
Possible  performatives  are:  Inform,  Request,  Not‐Understood,  Ask,  among  others. 
The communication between the agents of this architecture complies with FIPA‐ACL 













We  have  a  group  of  different  components,  part  of  our  AAL  environment, 
which must be connected to the system: 
 1‐Wire14 sensors, which are  responsible  to provide  to  the  system with 
collected data about temperature, humidity, luminosity, etc; 
 X10  network,  which  allow  the  system  to  control  several  electronic 
equipments like power windows, lights, air conditioning, etc; 
  Software  components  like  basic  decision  mechanisms  or  monitoring 
modules. 


















 OSGi 1‐Wire bundle  (one or more),  responsible  for  constantly,  in  real 
time, reading and registering the values from the several 1‐wire sensors 
connected  to  the  area  central  computer  and  for  provide,  as  services, 
these values to the OSGi local cell; 
 OSGi  X10  bundle  (one  or  more),  one  bundle  for  each  X10  electrical 
equipment we wish  to  control,  responsible  for providing,  as a  service, 
the commands  that can be  issued  to  the equipment  it  represents  (e.g. 
ON, OFF, UP, DOWN, etc); 
 OSGi software bundle (one or more),  
In  order  to  better  understand  the  possible  interaction  among  them,  let’s 
assume  that  the  air  conditioning  system  has  enough  autonomy  to  control  the 
temperature  based  on  the  client  preferences.  It would  be  a  hard  task,  not  to  say 
impossible, for an X10 equipment to interact with a 1‐Wire sensor, in order to acquire 
the  temperature  information  from  it, without  intermediary equipment. Using OSGi, 
we  can  give  the  autonomy  to  an OSGi  software  bundle, which  can  easily  ask  the 
environment temperature to the OSGi 1‐Wire bundle, and issue an order to the OSGi 
X10  bundle, which will  then  issue  X10  commands  to  the  equipment  based  on  the 
















use the data types present  in this ontology, the compatibility  is assured.  If a bundle 
needs a new data type, only the ontology must be updated and distributed. 
Having  addressed  the  presented  issues,  OSGi  can  be  locally  used  in  the 
components  of  our  architecture  simplifying,  by  far,  its  implementation. Moreover, 
OSGi  provides  a  bundle  that,  off  the  shelf,  allows  for  UPnP15  components  to  be 
viewed, by all other bundles, as services extending  its possibilities. For  instance,  if in 
our home we have a UPnP TV, its control (e.g. ON, OFF, Channel UP, Channel DOWN, 
etc.) will be provided as a service to the OSGi  local cell the moment  it  is connected. 
On  top  of  that,  the  fact  of OSGi  supporting UPnP  devices  has  yet  the  advantages 
associated  do  the  zero‐configuration  needed  for  including  such  new  devices,  and 






however,  need  to  be  interconnected  in  order  to  create  a,  one  or  more,  virtual 
organization, with  a  service‐sharing basis. We need,  therefore,  a way of,  from one 

















The main  idea behind R‐OSGi  is  to allow  remote  services  to be accessed by 
local bundles as  if  they were also  local,  in a completely  transparent way. What we 
need do is to add an additional bundle (proxy bundle) to each cell that provides at last 
one remote service. This bundle will be responsible, not only for checking the service 
registry  of  the OSGi  cell  it  is  on,  but  also  to  search  for  services which  should  be 
provided  remotely,  announcing  them  on  an  external  port.  Remote  bundles which 
want  to  subscribe  its  services will make a connection  to  that port and  subscribe  it. 
Moreover, each cell should also start a bundle for each service (or bundle of services) 
it wants to remotely access. This bundle subscribes the remote service as soon as it is 
needed  and  registers  it on  the  local OSGi  cell,  as  if  it was  the bundle providing  it. 




is a  remote  service, goes  to  the proxy bundle as  if  it was  the bundle providing  the 
service. After receiving the call, the proxy bundle  identifies the remote cell, B  in our 
case, which is providing the service. It then starts a connection with the proxy bundle 








returns  the result of  the  invocation  to  the proxy bundle. The proxy bundle  in cell B 







In  Figure  33 we present  an  example of  the  complete  architecture  from  the 
OSGi point of view. The OSGi network will be made of standard OSGi bundles (i.e., the 
OSGi  cells),  that may  interact with  each  other.  In  this  example, we  present  three 
autonomous  cells,  the Group Decision OSGi  cell,  the  Body  Area OSGi  cell  and  the 
House OSGi cell. The proxy bundles provide the local services of their cells as remote 
services,  and  the  remote  service  as  local  services  in  their  OSGi  cells.  In  this 
implementation,  the  PDA  in  the  Body  Area  cell  uses  the  Group  Decision  bundle 
services  to plan  its user weekend, when he requests  it. The PDA  is also able  to use 
House X10 Bundle to turn the  lights on or off, based on the user  location as well as 















an  adaptation.  The  1‐Wire  sensor  are  analogue  ones  and,  as many  others,  do  not 




degrees,  in  the  luminosity  sensor  to  lux,  humidity  to  percentage,  etc.  This  can, 
evidently, be  a major obstacle  to development  teams,  increasing  the development 
time  and  costs.  The  solution  we  achieved  was  to  rely  on  our  Service‐Oriented 
Architecture.  We  have  built  several  OSGi  1‐Wire  Bundles,  each  one  with  the 








Using  these  services, any external application can  interact with any kind of  sensors 






platform  independent  compatibility  mechanisms.  To  ensure  the  pretended 
compatibility  between  different  components  of  different  platforms, we  introduced 
the Web Services (WS) paradigm [147]. WS can be seen, simplistically, as a platform 








decided  that  we  should  make  the  exchanged  messages  by  all  the  WS  of  our 
architecture standard, and preferably in XML17 [148, 149] format. As we had already 
defined  FIPA‐ACL  as  our  communication  protocol  between  agents,  we  have  also 
decided  to use  those  same protocol, embedded  in XML  format,  for WS exchanged 
messages [150, 151] (Figure 34). This FIPA standard allows a description of the main 















  <sender><agent-identifier> 
    <name>groupdecision</name> 
    <addresses><url> 
     http://abc.com/groupdecisionwebservice  
    </url></addresses> 
   </agent-identifier></sender> 
 </msg-param> 
 <msg-param> 
  <receiver><agent-identifier> 
    <name>house</name> 
    <addresses><url> 
     http://def.com/housewebservice 
    </url></addresses> 
   </agent-identifier></receiver> 
 </msg-param> 
 <msg-param> 
  <content> 
   <sensors room=’all’>temperature</sensors> 
   <sensors room=’all’>movement</sensors> 
  </content> 
 </msg-param> 
 <msg-param> 














to  the  House  central  OSGi.  The  MAS,  in  order  to  confirm  the  generated  alarm, 
requests information from the movement sensors and asks, again, information about 
the  cardiac  rhythm. Having gathered  the needed  information, and after  confirming 




the  Group  Decision.  After  a  discussion  (meeting)  with  the  specialized  staff  (e.g. 
medical  doctors,  nurses,  etc.), where  the  collected  data  and  the  recommendation, 

























The  flow  of  new  ideas  is  central  in  an  environment  as  the  one  presented 
above. Several  idea generation techniques were popularized during the early 1950’s 








of emerging areas. Many  idea  techniques emerged  from  that  time and continue  to 
current days, such as Brainstorming, Nominal Group Technique (NGT), Mind‐mapping 
and SCAMPLER, among others. 
In order  to  face  the  real  challenges  that  this module have  to deal with, we 
selected two idea generation techniques for different situations: 
 Brainstorming as  it  is probably  the best‐known creative  tool.  It can be 
used  in most groups, although  in most  cases  the  rules  that oversee  it 
must be perceived by the group elements. It comes with all its potential 
when  and  independent  facilitator manages  the  process  (so  the  group 
can  focus  on  the  creative  tasks).  Normally  a  brainstorming  takes 
somewhere between 30 minutes to 1 hour, depending on the difficulty 
of  the problem  and  the motivation of  the decision  group. Due  to  this 
fact it cannot be used in situations of life or death, but it can and is going 
to be used in assessing patients quality of life; 
 Mind‐mapping  as  it  is  best  used  when  one  needs  to  explore  and/or 
develop  ideas  for  a  specific problem, or when we need  to  take notes 
and/or  summarize  meetings.  It  can  be  used  to  obtain  immediate 
answers in critical situations. 
In Mind‐mapping the specific problem  is presented  in the  form of a decision 
tree, being  the  vital data obtained,  for  instance,  from  the  sensors  attached  to  the 
supported user (Figure 36). 
Argumentation Module 
After  establishing  individual  ideas  (through  the  above  presented  tools,  or 
simply by intuition) the participants are expected to “defend” those ideas in order to 
reach  consensus or majority. Each participant will,  therefore, and  in a natural way, 
argue  for  the  most  interesting  alternatives  or  against  the  worst  alternatives, 







participants  expect  to  influence  the  others’  opinions  and make  them  change  their 
own [152]. 
This  module  is  based  on  the  IBIS  (Issue  Based  Information  System) 
argumentation model developed by Rittel and his colleagues  in the early 70’s [153]. 
The  core  of  this  methodology  is  based  on  the  matrix  of  questions,  ideas  and 
arguments  that,  all  combined,  represent  a  dialogue.  According  to  this  model,  an 







In  the  implementation  process  of  the  Group  Decision  apparatus,  and  the 
respective support software, some modifications to the model have been made: 
 The question  in the IBIS model  is,  in the Group Decision apparatus, the 
goal of the meeting; 
 Ideas  are  the  alternatives  of  the  multi‐criteria  decision  problem  and 

















The  IBIS model has been often used  in  the development of GDSSs,  the  first 
implementation  being  gIBIS  [154].  By  adopting  this  model,  the  Group  Decision 






maintaining  a  community  of  agents  is  directly  related  to  the  need  of  obtaining 
information, among others, about  their  credibility,  reputation, as well as  their past 
behaviours, i.e.: 
Agent(Id)::area_of_expertise  organizational_factors  
interest_topics  disponibility  credibility  
reputation  availability. 
 
where  Id,  area_of_expertise,  organizational_factors,  interest_topics, 







identification  of  the  agent,  the  set  of  areas  where  the  agent  is  an  expert,  the 





uncommitted  agent  stands  for  someone  that  may  or  may  not  join  the  MAS.  A 
committed agent has agreed to be part of the MAS, but the inclusion process has not 













where  H,  B1, …,  Bn,  C1, …,  Cm  are  objective  literals,  and,  in  integrity  rules,  H  is  
(contradiction). An  objective  literal  is  either  an  atom A  or  its  explicit  negation  ¬A, 
where ¬¬ A = A. ¬L is called a default or negative literal. Literals are either objective or 
default ones. The default complement of objective literal L is ¬L, and of default literal 
¬L  is L. A  rule stands  for all  its ground  instances wrt  (with respect  to) FOL. A set of 







literals S  is non‐contradictory  iff  there  is no L S such  that ¬L S. For every pair of 
objective  literals  {L,  L}  in FOL we  implicitly assume  the  integrity  rule   L, L. 
The  main  idea  here  is  to  compute  all  consequences  of  the  program,  even  those 
leading to contradiction, as well as those arising from contradiction. Suppose that  in 











suppose  that  one  of  the  agents  that  belong  to  the  agent  community  AgP,  at  the 
registration  phase,  does  not  specify  its  interest  topics;  it  just  informs  that  it  has 
interest  topics.  This  means  that  the  interest  topics  of  the  agent  are  unknown 
(Program 8). 
¬skill(A,B)  not skill(A,B)  not 
exceptiontskill(A,B). 
exceptionskill(A,B)  skill(A, something). 
skill(‘John’, something). 
Program 8 ‐ Information related to the agent interest topics. 
Another  type  of  null  value  denotes  information  of  an  enumerated  set. 
Following  the  previous  example,  suppose  that  an  agent  does  not  give  information 



















/* This invariant denotes that the agent states of 
committed, uncommitted and in_action are disjointed */ 
Program 9 ‐ Information related to the agent’s availability. 
Quality of Information of the Agent`s Profile 
The quality of  information about an asset K  (given  in  terms of  the quality of 
information  that emerges  from  the extension of predicate K)  is given by , 
where  Card  denotes  the  cardinality  of  the  exception  set  for  predicate  K,  being  K 





















































where N stands for the number of assets of the profile,   is the quality measure of 
K and  denotes the contribution of K to the agent’s profile.  It  is now possible, 
based  on  a  set  of  (evolving)  Decision  Trees  (DTs),  to  follow,  day  in,  day  out,  the 
elderly. However, DTs are not simple  representations of a decision making process, 
they may also apply  to categorization problems,  i.e.,  for example,  instead of saying 
that one wish to represent a DT to plan what to do, on a weekend, we could ask what 
kind  of weekend  is  to  be  expected.  This  could  easily  be  phrased  as  a  question  of 








































deduce what  to do  (e.g. one can know  that  the  family  is  in  town and  that  they  like 
going to the cinema). Then, using, for example, Modus Ponens, we may decide to go 
to  the  cinema.  Another  way  to  stand  around,  it  is  by  generalizing  from  previous 
experiences (e.g. let us consider all the times we had a really good weekend). If this is 
the  case, one  is using an  inductive,  rather  than deductive method  to  construct  the 
DTs  (in  this  case one  is using,  for example, Modus Mistakens). Therefore, one may 
have Figure 38 and Figure 39. 
On the other hand, there  is a  link between decision tree representations and 
logical  representations, which can be exploited  to make  it easier  to understand  (to 
read)  learned DTs.  If we  think better about  it, every DT  is actually a disjunction of 










if family_is_visiting then go-to-the-cinema  if 
¬family_is_visiting  weather_is_sunny then play_tenis 
 visit_friends   
… 
Program 10 ‐ Reading from the root node to each leaf node. 
The DTs depicted  in Figure 38 and Figure 39 may now be given  in  terms of 
logic programs or theories. For Figure 39 one may have (Program 11): 
if family_is_visiting then go-to-the-cinema. 
if ¬family_is_visiting  weather_is(weather, sunny) 
then play_tenis. 
if ¬family_is_visiting  weather_is(weather, sunny) 
then  visit_friends. 
… 
if ¬family_is_visiting  weather_is(weather, windy)  
money_is(money, rich) then go_shopping. 
if ¬family_is_visiting  weather_is(weather, windy)  
money_is(money, rich) then go_skiing. 
¬((go_shopping  go_skiing)  ¬(go_shopping  
go_skiing)). 
/* This invariant denotes that the options of going to shop or 




¬((family_is_visiting  (¬ family_is_visiting))  
¬(family_is_visiting  (¬family_is_visiting)) 
/* This invariant denotes that the occurrences family_is_visiting 
and ¬family_is_visiting are disjointed */ 
… 

















The call centres  (i.e.  the ServiceCallCenter and  the CareCallCenter) may now 
receive  from  the  premises  under  monitoring  the  elderly  plans  for  the  weekend, 




An advice  is got  in return  (e.g., you may go with your  family to the cinema). 
This  advice  is  given  not  only  in  terms  of  the  factual  information  gathered  by  the 
sensors,  in terms of the DT or corresponding  logical formulae depicted  in Figure 38, 





system behaves  in the real world. This way,  it  is possible to draw conclusions about 
the  behaviour  of  the  system  and  about  its  feasibility  without  having  to  actually 
physically build  it.  It  is obvious that one has to select the most relevant  features or 
behaviours  of  the  system  under  simulation,  so  that  the  results  are  as  accurate  as 
possible. Obviously, despite the quality of the simulation, this cannot be seen as ideal, 









In  order  to  evaluate  and  better  understand  the  limitations  of  the  above 
presented infrastructure and respective architecture we have developed a simulation 
platform.  This  platform  reproduces  all  the  necessary  components  of  the  house 











world  due  to  its  characteristics.  Some  of  the  common  uses  of  simulation  are  the 















of  time)  [128].  We  also  want  to  know  how  the  house  will  react  in  case  some 
component malfunctioning or  if all  the alarms went on at  the same  time. This  is  in 
fact  one  of  the  main  advantages  of  simulation:  it  enables  us  to  study  specific 
scenarios  that  can  hardly  occur  but  are  possibly,  without  having  to  face  the 
consequences  of  them  really  happening.  We  are  therefore  using  simulation  for 
studying the behaviour of the future house and improve it before all the equipment is 
acquired. However, we are already using some real physical devices,  like sensors,  in 































In  this  chapter we  are  going  to present  the VirtualECare  study  cases  in  the 
ambit  of  this  thesis.  There  are  3 major  study  cases:  The  Simulation  Platform,  The 
Monitoring  Platform  and  the  iGenda  sub module.  The  two  first ones  are  in  a  very 
advanced stage of development, and  inclusive, ready to face real  life tests while the 
third one, is still in a more previous phase. 




Before  implementing  the  above  presented  complex  architecture,  we  first 
opted  to  create  a  simulation  environment  that  allowed  us  to  test  and  assess  our 
system.  Above  all, we  clearly  needed  to  study  the  behaviour  of  the  system when 
specific  cases  occur,  ranging  from  the  reactive  cases  (e.g.  react  to  a  temperature 




one of  the main advantages of  simulation:  it enables us  to  study  specific  scenarios 
that can hardly occur but are possible, without having  to  face  the consequences of 
them really happening. We are therefore using simulation for studying the behaviour 








Our  simulation  consists  of  a  fully  configurable  house,  its  surrounding 
environment and the user  itself [129]. Before the  implementation phase, we had to 
select which parameters we were going to simulate. After some  internal debate, we 





However,  simulating  sensors  and  alarms  was  not  enough.  We  started  to 
realize we must simulate much more variables in order to achieve a, as close to reality 
as possible,  truthful simulation platform. We also needed  to simulate  the actuators 
side, basically all kinds of home appliances, ranging from an oven or a coffee machine 
to lights or a HiFi device. We them added the possibility to simulate rooms, with very 
different  characteristics,  and  the  user  actions  and movement  inside  the  house.  At 
last, we needed  the user  vital  signs,  so we  also  simulate his heart beat  rate, body 




believed  that,  when  the  time  came,  we  will  be  able  to  remove  the  simulated 
components  and  replace  them  with  real  ones,  thus  achieving  our  final  results, 












and  it  is also object of user  interaction. We can think of  it as our own homes or our 
work place. As obviously, it is composed by one or more division (rooms), in which its 
individual  characteristics  (e.g.,  insulation,  percentage  of  glass,  window  blinds, 
capacity of  air  conditioning,  etc.)  interfere with  the  environment  as  a whole.  Each 
room will also have its own environmental specificities that will directly interfere with 
the  user  safety  and/or well  being.  For  instance,  in  a  sunny  day,  the  temperature 
inside a specific room will generally vary according to the percentage of glass  in the 
walls  or  according with  the  room  insulation.  Even  the  geometry  of  the  rooms  can 
influence  the  house  environmental  parameters:  the  temperature  or  humidity  in 
specific  room  will  influence  the  temperature  and  humidity  of  the  nearby  rooms, 
especially if there is some kind of interconnection (e.g., a door). The simulation of the 








we  like. When each room  is draw,  its name and characteristics must be defined and 
configured according  to  four parameters:  the  level of  insulation,  the percentage of 
glass that covers the walls, the capacity of the air conditioning and the existence or 
not of window blinds, all of them quantified from 0% to 100%. These four, demanding 

















The  air  conditioning  capacity  represents,  in  a  general  way,  the  capacity  of 
interfering with  the  temperature  of  that  room  (and  consequently with  neighbours 
rooms).  However,  this  parameter  should  not  only  have  in  consideration  the  air 
condition capacity, but also, any other heating or cooling device (e.g., central heating, 
gas  heater,  fans,  etc.).  With  a  0%  capacity  we  cannot  influence  the  temperature 
inside the room while with 100% capacity we can greatly influence this parameter. 








luminosity  inside  the  room.  If a  room has a  low percentage of glass,  it will be  less 
influenced  by  the  outside  temperature,  since  glass  usually  has  a  higher  heat 
capacity18  than normal walls. On another hand,  if  the percentage of glass  is higher, 
the temperature will be more dependent on the outside temperature. The luminosity 




luminosity will  depend  on  the  external  luminosity  and  in  the  existent  lights.  If  the 
room has window blinds, the luminosity would also depend on the position of them. 
Additionally,  we  can  establish  connections  between  the  rooms  that  have 
already been draw. These connections represent, for  instance, doors between those 
rooms. They are, mainly, used  in  two cases:  to  simulate  the movement of  the user 





















about  the  environmental  parameters  in  the  exterior  of  the  house.  This  kind  of 
information  is  useful,  not  only  for  informing  the  user  about  the  outside  weather 




station has a very  important role, we may  inclusive say  it  is the key factor of all the 
simulation, has the simulated parameters  inside the house depend, on top of all, on 
the values of  the same parameters outside  it, much  like  it happens  in  real  life. The 




this data  is mainly  to be used  remotely by,  for  instance,  the GDSS module, among 
others (alarms can also be raised in case of dangerous or abnormal readings). 
One  of  the  problems we  found was  how  to  generate  the  simulated  values.  
They could be strictly random, follow some kind of function or a mixture of both. On 
top of  that, we wanted  to be able  to create and simulate specific scenarios, so, we 




followed  by  a  list  of  pairs  of  the  type  <tick,  value>. Whenever  a  sensor  bundle  is 
started in the scenario mode, it searches for XML files that refer to any of the virtual 
sensors  it controls. Let’s say  that we are  talking about a  temperature bundle and  it 












  <address> 1AB2CD44200A1 </address> 
  <events> 
    <value tick = "500"> 20 </value> 
    <value tick = "1000"> 22 </value> 
    <value tick = "1500"> 24.5 </value> 
  </events> 
</scenario> 
 
This XML  file will  set  the  temperature of  the  sensor  to 20 degrees 500  ticks 
after  starting  the bundle,  to 22 degrees  after 1000  ticks  and  to 24.5 degrees  after 
1500  ticks, remaining  like  that until  the bundle  is stopped. This same methodology, 
with  the  values  adequate  to  each  simulated  sensor,  is  used  for  any  of  the  other 
sensors.  If we do not want  to set up static scenarios and we want  to  let  the values 
flow  and  see what  happens, we  can  use  values  generated  recurring  to  a Gaussian 
distribution.  This  distribution  was  selected  due  to  its  ability  to  shape  natural 
phenomena.  So, when  configuring  the  simulation,  in  the  “Outside Weather  Station 
Configuration” tab, we select for each simulated parameter the mean value and the 
variation that may occur, which, all together, will define the weather that will occur 






are  the  parameters  used  when  configuring  each  room  (e.g.  insulation,  glass 
percentage, etc) that will influence the generated values. Two additional parameters 
are, although, used when generating values: the previous values and the number of 















As  for  the number of adjacent rooms,  it  is known  that  the environment  in a 
room is affected by the environment in the rooms that share a connection with it. The 
simulation of the effects of the outside weather in each type of room is achieved by 
the  different  characteristics  assigned  to  each  one.  For  better  understand,  let  us 
consider  an  example:  the  luminosity  inside  a  room.  In  this  specific  case,  the 
luminosity  depends  on  three  factors:  the  outside  luminosity,  the  position  of  the 
window blinds and  the  fact of  the  lights being on or off. The values of  the outside 














simulation  starts,  the values of  sensors  inside  the house depend on  those external 
values and the other factors mentioned.  
Simulating Actuators 




televisions  and  air  conditioning  systems.  The  simulated  lights  enable  us  to  send 
commands  to  turn  the  lights on or off. The window blinds simulation enables us  to 
pull the blinds up or down. The control of the coffee machine, HiFi and television are 
essentially used  to  turn  them on or off according  to  the policies of  the house  (e.g. 
when the room is empty, at given hours, etc). As for the air conditioning simulation, it 
allows us to turn it on, off, cooler and hotter. In our simulation, all of these virtual X10 
actuators allow  for  their  state  to be  checked,  i.e., we  can  read  the position of  the 
window blind or the actual temperature of the air conditioning system. Although this 
is possible in some recent X10 modules, it is not possible on the older ones. 
As we  did with  the  sensors, we  defined  two ways  of  simulating  the  virtual 
appliances. We can either generate specific scenarios or they can run in what we call 
normal mode. In the scenarios, the methodology used is the same that was used for 
the  sensors. We  create  a  XML  file  for  a  specific  X10  address which  represents  an 













More  than  that,  the users have  to  interact with  the  system and are, probably,  the 
most unpredictable part of it. A user can change the environmental parameters of the 
house  in  two  ways:  using  the  actuators  or  through  his  day‐to‐day  actions.  For 
instance, if he decides to take a bath, he is increasing the temperature and humidity 
on  the  bathroom.  The  simple  fact of  interacting with  certain  devices will  interfere 
with the environmental parameters: if the user turns on the oven to cook a meal, the 
temperature in the kitchen will rise. This, solemnly, already justifies the importance of 













the user actions being performed  inside  the house. The only  restriction  is  the user 
level of activity, which dictates the rate at which new actions are generated when no 
action  is  being  performed  and  the  maximum  length  of  the  action.  The  resulting 
behaviour  is  actions  being  performed  in  random  rooms, with  random  lengths  and 
starting at random. In this mode, the oddest things can occur,  like the user having a 
bath in the hall. In the Bounded Random mode, the actions are generated randomly, 
with  random  lengths,  just  like  in  the  Full  Random  mode,  but,  in  this  mode,  it  is 
possible  to  configure  which  actions  can  be  performed  in  which  room.  This  mode 
enables  a  more  realistic  simulation  without  however  having  to  worry  about 
completely  specifying what  is  going  to happen  in what  time  in which  room. When 
configuring  the  simulation, we choose  this mode and  say  that  in  the bathroom  the 
user  can  only  take  baths  and  make  exercise,  being  these  actions  the  only  ones 
generated  for this room, having however random  lengths. The  last mode  is the one 
where  we  can  completely  specify  what  we  want  to  happen  in  the  simulation, 








There  is, however,  some more,  important, data being  simulated  concerning 
the  user.  The  final  system  aims  to monitor  the  user  vital  signs  and,  for  so,  these 
should  also  be  simulated  in  order  to  test  the  inference  mechanisms  that  try  to 
evaluate  the health  status of  the user. By  simulating  the vital  signs, we are able  to 
cause specific cases to occur and see how and how  fast the system reacts to them. 
When  configuring  the User Vital  Signs  two modes  are possible:  the Random mode 



























Therefore,  if  the  heartbeat  is  too  high  and  the  user  is  exercising,  the  system  can 
advise it to stop or even go rest so that its heartbeat can lower. Similar information is 
associated  to  each  action  that  is  simulated.  Additionally,  some  more  information 






However,  if the user  level of richness  is  low, the system could opt  for acting on the 









system  acts  on  the  environment,  all  these  factors  are weighted  to  try  to  find  the 





In  the  last  phase  of  the  simulation  platform  configuration  process  is  the 
Simulation Options tab (Figure 46). In this tab, we can set some additional simulation 
parameters, as  its speed and  its  length. A  log file can also be saved according to the 










When  the  simulation  starts,  a  bundle  is  responsible  for  controlling  its 
execution. This bundle controls the length of each tick and, by doing so, the speed of 
the  simulation.  At  each  tick,  the  control  bundle  asks  all  the  other  bundles  of  the 
simulation for all their values for the current tick and displays them (Figure 48). It also 













We  are  now  ready  to  describe  the  monitoring  platform.  The  monitoring 
platform was  built  and  improved  using  the  data  provided  by  the  above  presented 
simulation platform. However, it also uses data provided by some real 1‐Wire sensors 
already  acquired.  This  platform  is  composed  of  some  main  modules:  the  Sensor 
Manager,  the  Sensor  Monitor,  the  Sensors  and  the  GDSS,  all  of  them,  evidently, 
encapsulated  inside  OSGi  bundles.  Additionally,  a  GUI  that  allows  for  all  the 
functionalities to be tested was developed. 
Using a wide range of sensors we interpret the user and its surroundings (i.e. 
its  context).  This  may  include  information  about  the  environment,  other  persons 
present  and  the  relations  between  them,  the  economical  context,  the  historic 







describing  the  user  and  its  surroundings.  When  interpreting  it,  we  can  infer 
knowledge. Having knowledge we can them assign some meaning to the. At this point 
the  system  is  ready  to  act  according  to  the  present  knowledge  and  the  defined 
objectives  (Figure  49).  Basically,  the  data  is  acquired  from  the  sensors,  it  is 

























move  sensors  between  rooms,  remove  sensors  from  the  rooms  or  read  detailed 
information about each sensor.  It  is also  responsible, not only,  for constantly check 
for new sensors in the network (issuing warnings every time a new one is detected), 
but also to detect if some sensor in use is not reachable. It also allows for conditional 
searches,  like  searching  for  all  alarming  sensors.  It  acts  as  a  bridge,  automatically 
issuing  all  the  important  commands  and  making  sure  no  invalid  operations  are 
executed.  This  bundle  is  also  a  very  important  one  to  our  1‐Wire  network,  as  it 
transforms  a  regular,  static, 1‐Wire network  in  a plug‐and‐play, dynamic, one. This 







network  a much easier  task. We  just have  to  lay down  the  cable  and  connect  the 
sensors, which  is also very simple since they were built  into plastic boxes with RJ11 
connectors. As we go on connecting new sensors,  this bundle asks what  to do with 





to  the  platform  itself,  as  OSGi  services.  Basically,  what  this  bundle  does  is  to 
encapsulate  all  different  types  of  sensors  behind  an OSGi  bundle  so  that  they  are 
accessible  to  the other  existent bundles.  It  knows how  to  communicate with  each 
type  of  sensor  and  converts  the  information  received  from  them  into  information 
that can be accessed by any other component of the system. This way, it is possible to 
hide the singularities of each type of device making  it easier to develop applications 
that  uses  1‐Wire  devices.  We  do  not  even  need  to  know  neither  how  1‐Wire 
technology works  nor  how  to  communicate with  sensors. Requesting  a  value  is  as 
simple  as  using  an  OSGi  service.  This  bundle  also  has  some  basic  capacities  for 
monitoring the values of the sensors.  It constantly measures their values and  issues 
warnings  in case they are beyond predetermined values. Using this bundle  it  is also 
possible to interact with the sensors the other way around, i.e., to send data to them. 
For example, one can write  in the sensor the Trigger Points (the points at which the 










created  (Figure  52).  This  Interface  is  also  an  OSGi  bundle  that  interacts  with  the 
Sensor  Manager  and  Sensor  Monitor  bundles.  It  makes  possible  to  manage  and 
monitor the sensors through. We can, for instance, select a sensor and view detailed 
information  about  its  functionalities.  It  is  also  possible  through  this  interface  to 
associate a sensor  to a  room or  to see which rooms have which sensors or see  the 
values  from  the  temperature  and  luminosity  sensors  in  each  room.  Finally,  this 
Interface  also  shows  the  existent  alarms  to  the  user:  sensor  unreachable,  sensor 
















the  user  or  the  system  can  interact  with  the  existent  appliances  such  as  lights, 
dehumidifiers, air conditioning, among others  (from distance). To  integrate  the X10 
technology with the rest of the architecture in order for these devices to be used by 
any of its members, it was necessary to encapsulate them behind OSGi bundles. With 
that  objective,  an  OSGi  bundle  was  created  that  is  able  of  interacting  with  X10 
devices.  Basically,  it  provides  as  services  the  commands  that  can  be  sent  to  each 
device it controls. Then, when a service is invoked, the bundle creates the equivalent 
X10 command and  issues  it trough the power  line network. The X10 commands are 
the way of communicating with the X10 devices and encode specific actions: on, off, 
dim,  brighten,  all  lights  on  and  all  lights  off.  These  commands  can be  issued  from 
different  kinds of devices.  In our  case, we  can  interact with  the  appliances  in  two 
ways:  using  the  PR3130 wireless  command  or  the  CM15  computer  interface.  The 
wireless  command  can  be  programmed  and  is  especially  useful  for  persons  with 
movement  limitations, since  they can  interact with appliances without having  to be 
near  them.  During  the  development  phase  it  also  had  an  important  contribution 
which  was  to  test  the  reception  of  the  commands  on  the  central  computer.  The 
CM15,  in another hand, connects  to  the central computer  through  the USB port.  In 
each  case,  the wireless  commands  are  received by  a  transceiver module  and  then 
introduced into the power line. This standard allows the control of up to 256 devices, 
which is enough for the most common houses. 
For actually controlling  the devices we are using  two  types of X10 modules: 
the PR2060 and  the PR2025  (Figure 53). The  first one  is a  transceiver  that, besides 
allowing the control of appliances, receives the wireless commands and passes them 












if  the  client wants  to extend  the  system with more  capabilities  (e.g.  control a new 
lamp  recently bought)  it  is very easy  to do  it himself. When using  the PR3016,  the 
interaction with the devices can be triggered locally or remotely. Locally it starts from 
the  monitoring  module,  when  some  event  happens  and  some  action  on  the 
environment is needed. For example, if the temperature is high, the local monitoring 




on the  lights on the house  if  it detects that the user  is feeling bad during the night. 

















The  bundle  responsible  for  tracking  the  user  outside  the  house  has  some 














It  is also able  to  calculate  the path  from a given  location  to  the  last  known 
location of a given user. This service is especially useful when there is the necessity to 
go  rapidly  to  the  user  location,  in  cases  of  emergency.  A  similar  service  is  also 
available to the user that consists on providing a path from  its current  location to a 




















ability  to  remember,  thus  affects  our  memory.  This  is  something  intrinsic  to  the 











“John  has  a  heart  condition  and wears  a  smart watch  that  takes  his  blood 
pressure  three  times  a  day.  He  also  has  a  PDA,  connected  with  his  watch,  which 















possible  causes,  and  possible  resolutions,  to  review.  Meanwhile,  the GDSS  decides 
John should take 1 additional pill of his high blood pressure medicament and come to 




Later  on,  Laura  is  at  home  and  decides  to  phone  her  dad. During  the  VoIP 
phone  call  she  realizes  he  isn’t  looking  very  well.  She  then  decides  to  review  his 
Electronic Clinic Process and comes to her attention that dad’s has being having high 
blood pressure. However she also  realizes  that VirtualECare GDSS already has being 
alerted  and  is  already  taking  care  of  it,  inclusively  that  he  already  as  a  medical 
appointment. Laura can know relax, and don’t annoy dad with health questions.” 
In  the  above  presented  scenario,  we  realize  how  useful  the  iGenda  sub 
module may be.  It allows John to  live his  life without been worried  if he  is going to 
forget  something  important,  as medication,  or  its  proper dosage.  It  also  allows  an 
enormous  proximity  between  doctor  and  patient,  as,  for  instance,  medicament 
dosage may be altered in “transit” or the taking of SOS medicaments may be ordered 












the  ambit  of  this  thesis.  The  Simulation  Platform  proved  to  be  a  very  useful 
development, as it allowed us to be confronted with problems and situations that we 
would only realize after a deployment. This allowed us to continuing evolution in our 
development,  thus  achieving  a  much  more  robust  platform,  ready  for  physical 
deployment and testing. The Monitoring platform allowed us to test the continuous 
achievement  of  data  from  the  entities  being  monitored  and/or  the  providing  of 
specific data when predetermined events occur. It also allowed us to test some of the 
corrections we have detected in the simulation platform and the use of real sensors, 
instead of  simulated ones.  The  integration with  the GPS module was  also  a major 
achievement  as  it  allowed  us  to  provide  more  user  centric  services.  Finally,  the 



































The  generalized  unprecedented  ageing  of  the  human  population  and  its 
expected  rapid  evolution  thru  all  the  twenty‐first  century,  associated  with  the, 
already  existent,  lack  of  specialized  human  resources  will  bring  the  actual  social 







solution  must  be  cost  effective,  and  this  is  why  we  must  use  already  usual  and 
available  technology, as well as recover,  in some way,  forgotten concepts,  like  tele‐





special  needs  (e.g.  health  problems,  impaired,  etc).  These,  same  in  concept, 
environments can also be deployed at their home, thus preventing them from being 
delocalized and allowing them to remain, among possible, with their normal, day‐to‐
day, activities.  In  the case of  the VirtualECare project,  these environments are also 
enriched by a myriad of available services (e.g.  laundry, house cleaning,  leisure, etc) 
and,  maybe  the  most  important  feature,  the  full  integration  with  Group  Decision 















 Design  and  develop  Ambient  Assisted  Living  multi‐agent  architecture 
and corresponding framework which will allow the built and deployment 
of an Ambient  Intelligent environment  to achieve  the previous specific 
objective.  




in  the  Collaborative  Network,  namely  in  the  Group  Decision  Support 
System module. 
 We have conducted several developments in the quality of information 
area,  and  integrated  them  in  the  proposed  solution.  Incomplete 
information may  arise  from  several  sources  (e.g. unreachable  sensors, 
incomplete Patient Electronic Clinical Profile) but what is important is to 
be able to measure the quality of the information we have access to and 
the quality of  the  ideas presented by  the participants, based  in  factors 
like  reputation, credibility, namely,  in  the discussion. However, we are 
certain,  that  some  vital  information,  if  incomplete,  may  even  so, 











the  other  members  of  the  Network,  supports  asynchronous  and 
distributed meetings set up for solving multi‐criteria decision problems. 
The  system  supports  the  meeting  participants  in  constructing  and 
sharing  ideas and “defends” those  ideas  in order to reach consensus or 
majority.  To  defend  his  ideas,  each  participant,  should  argue  for  the 
most interesting alternatives or against the worst alternatives, according 




integrated  in  the  VirtualECare  project.  This  project  is  being  developed  at  the 
Computer  Science  and  Technology  Center  in  the  Department  of  Informatics  (DI‐
CCTC), at  the University of Minho. This research project has been submitted  to FCT 
(Foundation  for  Science  and  Technology)  under  the  reference  PTDC/SAU‐
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 Safety, privacy and  security.  It  is  very  important  to  improve  the used 
safety, privacy and  security  solutions used  in  the VirtualECare project. 
Data  confidentiality  must  be  guaranteed  and  an  adequate  balance 
between safety and privacy should be obtained, according to the health 
condition of the patient but always preserving privacy minimal bounds. 
 Empirically evaluate all the obtained results  in real  life environments. 
We  have made,  thru  simulation  several  evaluating  of  our  results  and 
have, inclusive, already incorporated some of the obtained results in the 








 Collaborative networks  in healthcare.  It  is necessary  to  create  a new 
mentality in many, if not even al, of the intervenient in this domain. This 
can  be  done,  mainly,  thru  wide  exhibitions  and  guidance  about  the 
technical and social advantages obtained from the introduction of novel 
technologies and techniques. 









 JADE 3.7  (and  future versions). Although we positively  integrate  JADE, 
OSGi  and  Web  Services,  version  3.7  of  JADE  (and  future  ones)  will 
already,  natively,  have  integration with OSGi  technology  and  dynamic 






done  in  order  to  obtain  credible  data  about  the  user’s  acceptance  of 
technologies in their day‐to‐day activities, especially among the elderly. 
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