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Abstract
Construction projects with long time spans often suffer from cost overruns. Adequate cost
estimation at the planning phase is an integral part of a project’s success. Many uncertainties
disturb the planners’ initial estimations and lead to cost overruns. Changes in the economic
conditions are often considered as risks that parties have little control over their impacts. Many
research efforts have targeted quantifying the impact of the economic conditions changes on the
construction costs. Although many researchers highlighted the correlation between economic
indicators and construction costs, a reliable tool for accurate quantification of the impact of this
correlation has not yet been reached. An essential part of construction costs is the materials costs.
Each country has its unique economic conditions and the relevant leading economic indicators
for each country’s construction market may be different. In Egypt, material costs are the
predominant components of construction costs. This research proposes three models that utilize
Artificial Neural Networks (ANN) to predict the prices of major construction materials, namely
steel reinforcement bars, and Portland cement in the context of the Egyptian construction
industry 6 months ahead. The three models are developed using Microsoft Excel spreadsheet that
also utilizes Genetic Algorithm (GA) to minimize the error between the actual and predicted
prices, Excel Add-in called Neural Tools, and Python programing language in Spyder software.
Historical data of Steel and Cement prices as well as macroeconomic indicators in Egypt from
May 2008 to June 2018 are used for training, testing, and validation of the proposed models. The
inputs to the proposed ANN models are the identified leading economic indicators such as Gross
Domestic Product, Unemployment rate, US. Dollar to Egyptian pound exchange rate, and
Consumer Price Index (C.P.I). For prediction of Steel prices, the ANN model developed using
Python programing language had the superior performance over other models with its ability to
predict the month-to-month variations in Steel prices while having mean-absolute-percentage
error of 9.0% and 10.1% for training and testing sets respectively. For prediction of Cement
prices, the ANN-Excel model is more favorable with its mean-absolute-percentage error of 6.0%
and 8.74% respectively. The proposed model can potentially be a useful tool for construction
contractors as well as developers for predicting and quantifying the fluctuations of major
construction materials prices, specifically in projects containing reinforced concrete structures,
enough time ahead to prepare mitigation measures that will reduce the extra costs incurred.
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1.1 General Background
The construction industry in many countries has suffered from time delays and cost
overruns (Adam et al. 2017; Toor and Ogunlana, 2008). The variety and complexity of factors
that affect construction projects performance often challenge parties involved in any project,
including contractors, developers, and consultants. Cost overruns can be excessive in many
construction projects especially those with long time spans. The difference between the initial
budget estimations for the project and the actual costs incurred is due to the impact of many
uncertainties and risk factors unknown to planners at the initial cost estimation phase. Cost
overrun in construction projects affect the contractor’s profitability, often discourage developers
to invest, and harm the construction market image (Toor and Ogunlana, 2008).
Flyvbjerg et al. (2002) found that 9 out of 10 construction projects had cost overrun in a
study that covered 258 projects across 20 nations across five continents. The study also found
that for all project types, actual costs are 28% higher than estimated costs. The authors concluded
that cost overrun appears to be more pronounced in developing countries than North America
and Europe. Other researchers have investigated the cost overrun phenomenon in the context of
individual countries. In the United Kingdom’s construction industry, it was found that nearly one
third of clients’ complaint that their projects experience cost overrun (Hussin, Abdul Rahman, &
Memon, 2013). In the United states, 800 projects were surveyed and only 16% of the projects
were found to be completed on time within the estimated budget (Saidu & Shakantu, 2017). In
Pakistan, cost overrun was reported to be 10% for construction projects executed by small sized
firms, 60% by medium sized firms, and 40% by large sized firms (Azhar, Farooqui, & Ahmed,
2008).
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In Nigeria, many researchers have attempted at investigating cost overrun phenomenon.
Saidu & Shakantu (2017) reported that on a sample of 30 building projects, cost overrun ranged
from 5.56% to 216.08%. Another study in Nigeria reported that cost overrun ranged from 14% to
188% (Omoregie & Radford, 2006). In the Malaysian construction industry, in a study that
covered 308 public projects and 51 private projects, Endut et al.(2009) concluded that only
46.8% and 37.2% of public and private sector construction projects were completed within
budget. Also, Hussin et al. (2013) highlighted that in a study in Croatia, 81% of 333 analyzed
projects were suffering from cost overrun while in Bosnia and Herzegovina, a study on 177
structural projects found that the contracted price was not met in 41.23% of the projects. The
causes of this cost overrun phenomenon are the several risks that face construction projects and
many researchers have tried to group or categorize these causes.
Risk factors that affect construction projects’ performance might be classified into
external and internal risk. Internal factors are those which can be controlled by the project’s
parties. Internal risk/cost escalation factors include project schedule changes, construction
technique complexities, and scope changes. On the other hand, external cost escalation factors
are those over which the project parties have little direct control over their impact. The external
cost escalation factors include fluctuation in inflation rate, and market conditions. The impact of
inflation rate changes on the cost escalations is paramount in projects with long development and
construction durations. Also, the market and changes in the macro conditions might affect
projects costs drastically (Shane et al., 2009).
Another classification of risk factors might be Risks at Macro or Country, Market, and
project levels. Marco or Country level include the direct events that lead to impact the project
such as labor strikes, changes in the labor costs and labor restrictions. Other factors at the macro
10 | P a g e

level include instabilities in exchange rate, inflation rate, interest rate, and employment level.
Secondly is the market level which is generally the attitude of the government towards the
construction industry. The final level is the project level risks: risk factors from client’s
perspective include costs escalating unpredictably, and from contractors’ perspectives include
unanticipated prices changes and labor strikes. Each level of risks directly or indirectly affect the
next level of risks: Macro or country level risks affect the construction project level even
indirectly (Hastak & Shaked, 2000).
The economic conditions of a country and its construction industry performance are
highly dependent (Fan, Ng, & Wong, 2010). The changes in the global economy increase the
uncertainties in the construction industry. For example, the 1997 Asian economic turmoil caused
a massive shock to the construction industry as the construction output in Hong Kong was
decreased in 2007 to one-third of its value in 1997 (Fan et al., 2010). The impact of the economic
changes on the construction industry varies from construction projects completed with more cost
than planned to projects being cancelled due to financial infeasibility. Moreover, governments
fiscal/monetary policies can have massive impact on the cost overrun of construction projects.
For example, the extreme policies adopted by the Nigerian government to devalue the national
currency between 1986 to 1988 have triggered substantial increase in the prices of construction
material and goods in general (Akpan & Igwe, 2001). The instability in the global economic
conditions as well as the national economic conditions is likely to harm the construction
industry: the impact needs to be forecasted to avoid drastic shocks to the construction projects.
Generally, construction planners deal with two main aspects of any risk factor:
probability and impact. Events that trigger risk factors can be well predicted by experts in the
respective field, however, many risk factors challenge construction planners due to the inability
11 | P a g e

to accurately quantify the risk’s impact on the project. Mainly, these are the external risks such
as economic and political instabilities, as classified by Shane et al. (2009) and Macro level risks
as classified by Hastak & Shaked (2000). Economic and political instabilities can be explained
through different macroeconomic indicators such as Gross Domestic Product (GDP) indicators,
inflation rate, interest rate, unemployment rate, and foreign currencies exchange rates.
Fluctuations in resources prices from start of the estimation phase to the end of the
project is one of the main factors causing construction cost overrun (Arditi et al.,1985; Ogunlana
et al, 1996; Kaming et al., 1997; Kuruooglu and Ergen, 2000; Aibinu and Jagboro, 2002;
Frimpong et al., 2003). The construction projects’ costs are mainly resources costs: Materials,
labor, and equipment. The substantial increase in the construction material prices has a great
impact on the project’s success (Marzouk & Amin, 2013). Economic and political instabilities
may be classified as a risk factor that cannot be controlled nor avoided and challenging to
accurately predict and quantify its impact. Many studies separate fluctuation of material prices
from the economic and political instabilities, however, others, including Akintoye et al. (1998),
and Ashuri et al. (2012), have highlighted that economic and political conditions have high
correlation with fluctuation of construction prices. Studying whether a correlation exists between
macroeconomic indicators and construction prices is the first attempt to quantify how economic
conditions affect construction prices. Macroeconomic indicators such as unemployment level
and cost to prices ratio indices can be classified as leading indicators to predict construction price
movements in the UK Construction industry (Akintoye, Bowen, & Hardcastle, 1998). Ashuri et
al. (2012) utilized Money Supply and Crude oil prices in order to predict Engineering News
Record (ENR) Construction Cost Index construction costs in 20 cities in the United States.
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1.2 Problem Statement
In October 2018’s World Economic Outlook report by the International Monetary Fund (IMF),
Egypt has been classified as a “developing” country. Majority of developing countries
experience construction cost overrun exceeding 100% of the initial budget (Saidu and Shakantu,
2017). In many developing countries, as classified by IMF, such as Turkey, Ghana, Indonesia,
and Bosnia and Herzegovina, researchers have concluded that inflation and fluctuation of
construction material prices have been ranked among the major causes of construction cost
overrun (Arditi et al.,1985; Frimpong et al., 2003; Saidu and Shakantu, 2017; Hussin et al.
,2013). In a study that covered 102 educational buildings in Egypt from 2007 to 2011, Kholif
(2015) concluded that 32.35% of the projects had cost overrun due to two main causes: political
instabilities and escalation of material prices. In their attempt to develop two Construction Cost
Indices for Egypt: “Egypt 1” for overall costs in Egypt and “Egypt 2” for costs of reinforced
concrete buildings, Hassanein & Khalil (2006) highlighted that major component of construction
costs in Egypt 1 is the material costs, namely Structural steel reinforcement bars, cement, and
bricks. Also, they concluded that Steel and Cement are the main material components in “Egypt
2” with 43.98% and 32.29% contribution respectively. Hence, there is a great need for a tool that
helps in mitigation of material prices fluctuation in Egypt, specifically Steel and cement prices
fluctuations. The problem that many construction projects’ parties often face is their inability to
predict the future material prices in the market, especially in the event of economic instability.
This inability to accurately predict the material prices fluctuations can often lead to
overestimation or underestimation of such prices. Overestimation of construction prices can
affect contractors’ competitiveness in bidding for construction projects and can also discourage
developers from investment at times of economic instability. On the other hand, underestimation
of construction prices can diminish contractors’ profitability and reputation, disrupt cash flow,
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and halt the work flow of construction activities. Underestimation also can lead to delayed
payments by developers, as well as de-scoping or drastic decrease in quality levels. Hence,
inadequate cost estimation and inaccurate forecasting of construction material prices may lead to
project delays, cost overruns, adversarial relationship between parties, and undermine the whole
construction industry’s reputation.

1.3 Objectives of this research
This research objective is to predict the fluctuation of construction prices in the context of
the Egyptian construction market using macroeconomic indicators by developing an Artificial
Neural Network model, hence, providing a tool for construction industry planners to quantify the
impact of economic and political instabilities even in unstable conditions which trigger drastic
fluctuations in prices. The Egyptian construction industry over the past ten years is used as the
basis for developing the prediction model: a period which had many economic and political
instabilities, including 2008 global economic crisis, January 2011 Egyptian revolution, June
2013 Egyptian revolution, and November 2016 Egyptian government devaluation of the
Egyptian pound. The output of this research will be choosing one prediction model from the
proposed three different models that utilizes artificial neural networks for prediction of steel
reinforcement bars prices and three models for prediction of Portland cement prices 6 months
ahead using macroeconomic indicators as inputs:
a. Model developed using Excel spreadsheet that also utilizes genetic
algorithm to minimize the errors between the neural network predictions
and actual prices
b. Model developed using Excel add-in called Neural Tools
c. Model developed using Python programing language on Spyder software
14 | P a g e

1.4 Research methodology
This research aims to predict the construction material prices using macroeconomic indicators in
the context of the Egyptian construction industry through the following approach shown in
Figure 1. The research starts by collection of Steel and Cement prices in Egypt as well as
relevant Macroeconomic indicators in the study period from May 2008 to June 2018. Then, using
correlation analysis, Pearson and Spearman correlation tests were conducted to select which
indicators best predict each material prices. Time lag between the indicators and the prices is also
investigated. The time lag that coincides with the highest correlation coefficients will be selected
as the basis for the prediction models. The next filtering stage of indicators is checking for
multicollinearity: whether there is correlation between the indicators themselves. If an indicator
is found to have high correlation with other indicators, this indicator will be eliminated. Then,
stepwise regression is done by fitting linear regression models by adding one independent
variable at a time. Indicators used in the model that has highest coefficient of determination R2
and lowest Akaike’s Information Criterion (AIC) will be the inputs for the prediction models.
Three different prediction models that utilize Artificial Neural Networks (ANN) will be
developed to choose one to be implemented for each material price prediction. The first model is
developed using Microsoft Excel spreadsheet that also utilizes Genetic Algorithm (GA) to
minimize the errors between the predictions and actual prices. The second model is developed
using Microsoft Excel Add-in called “Neural Tools”, and the third model is developed by
utilizing Python programing language on Spyder software. After comparing the performances of
the three models for each material price prediction, one model will be proposed for that material
price prediction.
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Figure 1- Research methodology

1.5 Organization of this research
Chapter 1 Introduction: This chapter provides a background on the problems facing construction
industry worldwide and the severity of problems such as cost overrun of construction projects in
many countries and in Egypt.
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Chapter 2 Literature review: This chapter highlights some research efforts that tried to address
the problems introduced in chapter 1. How researchers define construction costs, correlate
country’s economic conditions with construction costs, and forecast such costs. This chapter also
concentrates on the gap in in the literature.
Chapter 3: Research methodology: This chapter summarizes the overall research methodology as
well as methodology for intermediate goal to reach the objective. Methodologies include: Data
collection sources and assumptions, correlation analysis between indicators and prices, and
Artificial Neural Network model’s methodology.
Chapter 4: Results and discussion: This chapter shows the results of the correlation analysis and
the three proposed prediction models for each material individually. Correlation tests results
show which indicators best correlate with the material prices historically and after another filter
using stepwise regression this chapter shows which indicators can potentially be predictors for
each material prices. Moreover, the chapter also contains comparison of the accuracy of the three
proposed prediction models for each material and finally selection of one prediction model for
each material prices and the reasoning behind this selection.
Chapter 5: Conclusion and recommendations: This chapter states the research findings,
limitations, and recommendations for future research.
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Chapter 2: Literature Review
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Introduction
Many researchers have attempted over the years to quantify the impact of volatile
economic conditions on the construction industry. This quantification can face multiple
challenges: identifying economic instability, identifying construction industry costs’
performance, and measuring the relevance between economic conditions and construction costs.
The economic condition of a country is identified through interpreting many macroeconomic
indicators. On the other hand, measuring construction costs may differ from one country to
another according to the cost estimation practice in that country. Hence, there is mainly three
main questions that researchers have tried to answer:
1. How to provide an indication of the current construction market’s status or the
cost level in a country?
2. What are the predictors for construction costs?
3. What are the reliable methods for construction costs prediction?

2.1 Providing an indication of country’s construction costs
Some governments and institutions attempt to aid construction planners by publishing
periodical indices that give some indication of the status of the construction costs. United
Kingdom Tender Price Index, Hong Kong Tender Price Index, Ghana Tender Price Index,
Taiwan Construction Cost Index, United Stated Engineering News Magazine Construction Cost
Index are some examples of these indices (Akintoye et al., 1998; Ashuri et al., 2012; Cao et al.,
2015; Ernest et al., 2017; Ng et al., 2004). Generally, these indices are customized weighted
average between resources, labor and material, costs in that country according to the resource’s
contribution to the projects’ overall costs (Hassanein & Khalil, 2006). Hence, the concern of
many researchers was identifying the economic indicators that are relevant to the construction
costs, then forecasting construction costs through the impact of the relevant economic indicators.
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Forecasting methods vary from regression analysis and time series to machine learning such as
artificial neural networks. Other related efforts have tried to identify rank the different resources
according to their contribution to the projects’ costs or even develop an index similar to the
above-mentioned examples. Understanding how the indices are developed and the main
assumptions in doing is essential as it helps in interpreting the different relationships between
economic indicators and construction costs.

2.2 Predictors of construction costs
Akintoye et al. (1998) attempted to identify the macroeconomic leading indicators of
construction prices in the United Kingdom construction market. The authors developed their
work in two main approaches: first, categorization of various economic indicators into three
categories: leading, lagging, and coincident indicators. Hence, reaching the leading indicators
that correlate with construction price movements and the number of quarters that these indicators
lead the prices movements. Then part two is concerned with identifying which indicators have
predictive power of forecasting construction prices using regression analysis. The paper uses
United Kingdom Tender Price Index (TPI) as a measure of construction prices. The authors
analyzed 23 different macroeconomic indicators from 1974 to 1986 to determine their predictive
power: Unemployment Rate, Construction Output, Industrial production, and ratio of cost to
price in manufacturing were identified as consistent leading indicators of construction prices. On
the other hand, interest rate, inflation rate, and Money supply (M3) produced inconclusive
results. The authors observed that leading indicators change with economic cycle: some variables
are leading indicators for a certain period only to be replaced by others in another period.
Ng et al. (2000) analyzed the relationship between the economic indicators and
construction prices in Hong Kong. The construction prices can heavily fluctuate because of
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market conditions, hence, the study aimed at identifying which economic indicators can be used
to predict the construction prices directional changes: upward, downward, and constant. The
prices were defined using the Hong Kong Tender Price Index which is a quarterly index
representing average construction prices during a specific quarter. The paper used eight
economic indicators in the analysis, including lending rate, unemployment rate, and GDP. The
authors selected the indicators based on literature review, availability of data, and relevance of
the data by conducting Pearson correlation analysis on the compiled indicators from the first two
steps. Using a multivariate discriminant analysis, the authors argue that economic indicators can
have a potentially high predictive power of directional changes of prices one or two quarters
ahead.

2.3 Forecasting construction costs using economic indicators
In 2004, Ng et al. attempted to forecast the volatility of tender price Index in Hong Kong.
The authors compared three different approaches: Regression analysis, time series, and an
integrated regression analysis and time series approach. The paper used nine different economic
indicators as predictors for tender price index. The historical quarterly data used spanned from
the first quarter of 1980 to the fourth quarter of 1998. This study period involved several events
that triggered economic shocks and volatility in prices, such as world recession in 1982, Gulf
War 1991, and 1997 Asian Turmoil. These events heavily affect the tender price index and their
inclusion in the study period gives an in insight on how volatile economic conditions affect the
prices (Ng et al.). The paper started by implementing Pearson Correlation Analysis to determine
which indicators have great influence on the Tender Price Index. Building Cost Index, a
combination of labor and material indices in Hong Kong that indicate their prices, were found to
be the most influential indicators. Other indicators that were analyzed by the authors include
Bank Lending Rate, Unemployment Rate, Implicit Gross Domestic Product Deflator, and Money
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Supply (M3). Regarding forecasting period, the authors compared forecasting the prices with
economic indicators lagging one quarter and two quarters. The regression analysis produced
reliable results especially when forecasting one quarter ahead, Time-series model produced less
reliable results, while the integrated model of Regression analysis and time series had a higher
potential in predicting the changes of tender price index in rapidly changing economic
conditions.
The Nigerian construction industry is one of the industries that are affected heavily by
economic conditions. Olatunji (2010) used regression analysis to study the impact of oil price
regimes on the construction costs. In the context of the Nigerian Economy, the author argued that
oil price regimes affect macroeconomic variables massively and the construction costs
consequently. The study used Inflation rate, lending rate, Foreign exchange rate, GDP Growth
rate, and cement demand deficit index as macroeconomic indicators to explain the changes in the
Nigerian Market; fuel prices, crude oil exports to explain the oil price regimes; and cement prices
as well as unit cost of floor area of reinforced concrete buildings to explain construction costs.
The author used correlation analysis to establish relationships between oil prices regimes,
macroeconomic indicators, and construction costs; The study concentrated on the period from
2000 to 2008 using quarterly data. The author concluded that within the period under review, a
strong relationship existed between the macroeconomic variables, oil prices regimes, and the
construction costs. The study presented regression model to predict the construction costs in
Nigeria using the mentioned variables, however the model has not been validated and the
construction costs definition is only based on specific assumptions of building of three floors.
Ashuri et al. (2012) analyzed the main economic indicators that can potentially predict
construction costs in United States. Engineering News Magazine issues a Construction Cost
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Index (CCI) which is a weighted average of labor and main materials costs in 20 cities in United
Stated. The paper collected candidate indicators from comprehensive literature review, then
analyzed the data statistically, and finally validating the selection of the indicators. 16 candidate
indicators were identified and grouped as follows: macroeconomic conditions indicators,
national income and economic health, construction market conditions, national labor force,
energy price levels, and stock market indicators. Preliminarily, all the indicators were subject to
Pearson correlation analysis to determine whether the relevance between the indicators and
Construction Cost Index. Then, statistical tests to classify the indicators in terms of leading and
lagging relationships with CCI. Finally, the paper explored whether the indicators have a longterm relationship with the CCI or not. Their results show that Consumer Price Index, Producer
Price Index, and Crude Oil Prices cause CCI at all studied lags. Money supply and Crude Oil
Prices were found to have long-term relationship with CCI.
In the context of the Egyptian construction market, Marzouk and Amin (2013) explored
the most influential materials that affects construction costs and predict their prices. The authors
collected data related to the Egyptian construction market from 2000 to 2010 and analyzed how
each component of any item’s cost, namely material, labor, and equipment, contribute to the
overall cost of that item. Data collected included prices of the materials and Bills of Quantities
BOQs from real construction projects in Egypt. The study then analyzed the importance of each
common material by studying the rate of participation in the cost items and their prices’
volatility. The paper used fuzzy logic to identify the most important materials in respect of their
contribution to the overall activities’ prices. Using Artificial Neural Network, the authors
developed a model to predict the materials prices in a given month by providing the model with
the price of the last month and average of prices the last year.

23 | P a g e

Cao et al. (2015) proposed a neural network model to predict the impact of economic
conditions on the Construction Cost Index in Taiwan. Construction Cost Index CCI in Taiwan is
a weighted aggregate of the prices of labor, materials and equipment and is used widely there for
cost estimation (Cao et al., 2015). First, the authors aimed at identifying the relative importance
of different factors that affect the Taiwan construction cost index. 17 different factors were
proposed by the paper. The paper considers different groups of factors vary were analyzed
varying from economic, such as Wholesale Price Index and Consumer Price Index, Financial, as
Lending Rate and U.S Dollar Exchange Rate, and Energy, such as International Oil Prices.
Moreover, the authors used Stock Market indices based on the belief that global economic
conditions are closely interconnected. Hence, they used stock market indices from United States
as well as those from Taiwan’s neighboring countries, as Thailand, South Korea, Japan, and
Hong Kong, to account for that impact. The indicators that were identified as significant, using
multivariate adaptive regression splines, were used as inputs to a neural network model to
forecast the construction cost index. The authors found that Wholesale Price Index, International
Oil Prices, lending rate, and Stock Market index from Tokyo as the most significant factors that
contribute to the accuracy of forecasting the Taiwan Construction Cost Index. They tested their
neural network approach against other Artificial Intelligence techniques as well as Box-Jenkins
time series model and the paper’s model produced superior forecasting accuracy.
Ernest et al. (2017) attempted to identify the key economic indicators that affect
construction industry in Ghana. Ghanaian construction industry, like most of developing
countries, is characterized by grossly over budgeted projects. In Ghana, like other countries, the
industry looks to a Tender Price Index as a demonstration of construction prices within a specific
period. The study aims at classifying the indicators to reach the ones that have the greatest
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influence on the construction industry, hence requiring most attention from construction
planners. Following similar approach to that of (Ashuri et al., 2012), the authors started by
compiling 23 indicators from literature review, followed by a questionnaire sent to experts in the
Ghanaian market who filtered the indicators to the most critical 10, and finally statistical
analysis. The papers finally concluded that Consumer Price Index, Producer Price Index, Interest
Rate, Gross Domestic Product, and Currency Exchange Rate are the indicators with the most
influence on the Tender Price Index in Ghana.

2.4 Gap in the literature and Chapter summary
Researchers over the years have studied the impact of different economic indicators on
construction cost and tender price indices that are developed in many countries. Each country has
its unique economic conditions and the relevant leading economic indicators for each country’s
construction market are different as summarized in Table 1. Developing these indices entails
many assumptions about the contribution of different items with different weights to that index.
These assumptions ignore that each item in the index can potentially have its own leading
economic indicators that are different from other items’. Hence, this research aims at identifying
the leading economic indicators for each of the main influential materials, then predicting the
impact of these indicators on the volatility of these material prices in the context of the Egyptian
construction market.
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Table 1- Main Macroeconomic indicators identified in Literature
Indicator
Unemployment Rate
Money Supply

Inflation Rate
Lending Rate

GDP Growth Rate
Crude Oil Prices

Foreign Exchange Rate

Consumer Price Index

Producer Price Index
Stock Market Indices

Paper
(Akintoye et al., 1998)
(Ng et al., 2004)
(Akintoye et al., 1998),
(Ng et al., 2004),
(Ashuri et al., 2012)
(Akintoye et al., 1998),
(Olatunji, 2010)
(Ng et al., 2004),
(Olatunji, 2010),
(Cao et al., 2015)
(Ng et al., 2004),
(Olatunji, 2010)
(Olatunji, 2010),
(Ashuri et al., 2012),
(Cao et al., 2015)
(Olatunji, 2010),
(Cao et al., 2015),
(Ernest et al., 2017)
(Ashuri et al., 2012),
(Cao et al., 2015),
(Ernest et al., 2017)
(Ashuri et al., 2012),
(Ernest et al., 2017)
(Ashuri et al., 2012),
(Cao et al., 2015)

Region of Application
United Kingdom
Hong Kong
United Kingdom
Hong Kong
United States
United Kingdom
Nigeria
Hong Kong
Nigeria
Taiwan
Hong Kong
Nigeria
Nigeria
United States
Taiwan
Nigeria
Taiwan
Ghana
United States
Taiwan
Ghana
United States
Ghana
United States
Taiwan
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Chapter 3: Research Methodology
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Introduction
As shown in Figure 1, research methodology can be explained in three main stages:
1. Data collection
a. Collection of construction material prices: Steel and cement prices are collected
from Central Agency for Public Mobilization and Statistics’ monthly publications
that contains the prices of main construction materials in Egypt
b. Collection of Egypt’s macroeconomic indicators: based on their relevancy
identified from literature review and availability of data. Sources for
macroeconomic indicators are: Central Agency for Public Mobilization and
Statistics (CAPMAS), Central Bank of Egypt (CBE), and Egypt’s Ministry of
Planning.
2. Variable selection using correlation analysis between material prices and macroeconomic
indicators
a. Investigation of best time lag
b. Pearson and Spearman correlation tests
c. Checking for multi-collinearity
d. Stepwise regression
3. Building Artificial Neural Networks prediction models.

3.1 Data collection
3.1.1 Collection of construction material prices
Data collection of the historical prices of the identified influential materials in the
concerned study period. CAPMAS publishes monthly reports containing the changes in the
materials prices in recent years; this will be the source for collection of material prices. Steel
reinforcement bars and Cement prices are collected from CAPMAS monthly publications.
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CAPMAS collect the material prices from three CAPMAS offices in each of governorates of
Egypt. These prices are collected from the 15th to the 17th of each month. For the study period of
May 2008 to June 2018, Steel reinforcement bars and Cement prices are collected, with Figures
2 and 3 showing the fluctuation in prices of Steel reinforcement bars and Portland Cement during
that period. Hence, dataset of each material price will include 122 monthly prices over this
period. The study period from May 2008 to June 2018 covers events such as the global financial
crisis in 2008, as well as Egyptian pound devaluation in November 2016. Inclusion of these
events in the study period enhances the prediction’s reliability and depiction of future prices in
context of similar events, where economic conditions can be explained through macroeconomic
indicators. This research aims at offering a prediction model that uses the economic conditions of
the present day as inputs to predict the construction material prices in the future few months.
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Figure 2- Steel reinforcement bars prices May 2008- Dec 2017

29 | P a g e

Portland Cement (LE/ton)
1200
1000
800
600
400
200
0
Apr-07 Jun-08 Jul-09 Aug-10 Sep-11 Oct-12 Nov-13 Dec-14 Jan-16 Mar-17 Apr-18 May-19

Figure 3- Portland Cement prices May 2008- Dec 2017

3.1.2 Collection of Egypt’s macroeconomic indicators
Sources of these indicators include the Central Agency for Public Mobilization and
Statistics (CAPMAS) the Central Egyptian Bank (CBE) as well as Egyptian Ministry of
Planning. The study period of this research is based on the availability of data of these indicators
from these sources as well as the availability of materials prices in the same period.
The way to identify leading indicators of construction prices depends on availability of data and
their relevancy identified in the literature. Identified from the literature review are 10 main
macroeconomic indicators: Inflation rate, Lending rate, Unemployment rate, Money supply
(M2), GDP, Crude oil prices, Foreign exchange rate, Consumer Price Index (CPI), Producer
Price Index (PPI), and Stock market indices. Due to the limited availability of data, study period
for this research was selected to be May 2008 to December 2017. The dataset of macroeconomic
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indicators includes 116 points. The difference between the datasets for material prices and
macroeconomic indicators is due to the time lag: time lags of 1, 3, and 6 months between the
predictors (indicators) and predicted (material prices) are investigated. Central Bank of Egypt
publications include Inflation rate (Figure 4), Lending rate (Figure 5), Money supply (M2), GDP
indicators, and US. Dollar to Egyptian Pound exchange rate (Figure 6). On the other hand,
CAPMAS publishes monthly reports that includes Unemployment rate, Consumer Price Index
(C.P.I) (Figure 7), and Producer Price Index (P.P.I). Other indicators historical data are included
in Appendix. Also, Egypt’s Ministry of Planning publishes quarterly reports that include GDP
indicators. Crude oil prices as well as Stock market indices were not included in this research
analysis. Instead, two other indicators, collected from CBE, were used: Foreign reserves, and
Exports. Selected for investigation in this research are ten indicators, which are summarized in
Table 2. Figure 7 shows the behavior of Egypt’s Consumer Price Index from May 2008 to
December 2017. Consumer Price Index (CPI) reflects the changes in the levels of prices of
commodities and services at the retail market as one of important indicators of inflation. It is also
considered an important tool used for GDP calculation with fixed prices, in addition to measure
changes in real wages levels after eliminating price changes effect (CAPMAS, 2018). CPI is the
measure of the average change over time in the prices of consumption items - goods and services
- that people buy for the everyday life. CAPMAS produces CPI for certain geographical
locations, all urban, all rural, and all Egypt. Used in this research is the CPI for all Egypt. The
base year for calculating this index is January 2010.
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Table 2- Collected Macroeconomic indicators
Indicator

Source

Frequency

Unemployment Rate

Central Agency for Public

Quarterly

Mobilization and Statistics
Money Supply (M2)

Central Bank of Egypt

Monthly

Lending Rate

Central Bank of Egypt

Monthly

Gross Domestic Product (GDP)

Ministry of Planning, Egypt

Quarterly

Consumer Price Index (CPI)

Central Agency for Public

Monthly

Mobilization and Statistics
Producer Price Index (PPI)

Central Agency for Public

Monthly

Mobilization and Statistics
Inflation Rate

Central Agency for Public

Monthly

Mobilization and Statistics
US Dollar Exchange Rate

Central Bank of Egypt

Monthly

Foreign Reserves

Central Bank of Egypt

Monthly

Exports

Central Bank of Egypt

Monthly
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Lending Rate
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Figure 4- Egypt's Inflation rate (May 2008- Dec 2017) (Central Bank of Egypt)

Figure 5- Egypt's Lending rate (May 2008- Dec 2017) (Central Bank of Egypt)
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Figure 7- Egypt's Consumer Price Index (May 2008- Dec 2017) (CAPMAS)

Figure 6- US. Dollar to Egyptian pound exchange rate (May 2008- Dec 2017) (Central Bank of
Egypt)
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3.2 Correlation analysis between material prices and macroeconomic indicators
Performing correlation analysis between the material prices as the dependent variables
and macroeconomic indicators as the independent variables to define which are the indicators
that might potentially affect the material prices fluctuations. This correlation analysis will be
done for each material. So, some indicators might have potential for prediction of one material’s
prices but not the others. Using R software, correlation tests were done between each indicator
and each material prices series to determine which are the leading indicators for each material.
Two main methods were investigated: Pearson correlation for linear relationship, and Spearman
rank coefficient for monotonic relationship. Figure 9 summarizes the methodology to conduct
correlation analysis in order to filter the indicators through several stages to select which are the
best indicators to be used as inputs for the prediction models. The stages for filtering the
indicators start by plotting graphs with the indicators as the independent variables and the
material prices as the dependent variable. Judging whether correlation exists or not will be
through these plots as well as calculation of correlation coefficients. At this stage, Indicators
which show little or no correlation with material prices will eliminated from further
investigation. The next stage is checking for multi-collinearity: indicators that will be found to
have high correlation with other indicators will also be eliminated. The final stage is fitting linear
regression models by adding one indicator at a time (Stepwise regression).
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Figure 8- Methodology for correlation analysis (Indicators selection)

3.2.1 Leading indicator characteristics
Indicators of economic activity can be categorized into three types: leading indicators, coincident
indicators, and lagging indicators (Akintoye et al., 1998).The main interest of this research is
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identifying macroeconomic indicators that can be used to predict future prices, hence, the
concentration shall be on leading indicators. Akintoye et al. (1998) have defined leading
indicators as “time series which lead the general business cycle and thus enable cyclical
movements to be predicted. The concern of this research is identifying the leading indicators:
economic indicators which can be used to predict the future construction material prices”
Moreover, Roth (1986) (as cited by Akintoye et al., 1998) has identified some basic
characteristics of economic indicators, namely that an indicator should:


represent an important economic process and accurately measure it;



not be subject to occasional major revisions in terms of constituents, composition and
methods of measurement;



bear a consistent relationship over time with movements and turns in the economic
variable of interest. This is to say that the `leads or lags should be fairly constant in length
and anticipate or echo a high percentage of the turning points in the process being
studied;



not be dominated by irregular and non-cyclical movements; that is, fluctuations of very
short duration or `noise’ should be absent; and



be promptly available and frequently reported.

3.2.2 Leading time between indicators and prices
To be of practical and/or commercial value, a leading indicator should consistently lead
construction price movement historically. An indicator time lead will generally determine the
forecasting time frame to which the indicator may be applicable. An indicator with less than a
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quarter time lead will, at best, be useful for immediate forecasting while a lead time of up to
three quarters may be required for short-term forecasting. Medium- and long-term forecasting
will require longer lead-time (Akintoye et al., 1998).
In this research, various time lags between indicators and material prices are investigated to
reach the time lag that will result in the best correlation or predictive power. Time lags mean that
indicators of month (i) will be correlated with prices of month (i+lag). So, correlation tests are
done first for 1-month lag, then 3 months’ lag, and finally for the 6 months’ lag. The output of
the time lags investigation shall be the time lag used in the prediction model between the
predictors, the independent variables, and the predicted dependent variable.
3.2.3 Pearson correlation test
Pearson product–moment correlation coefficient is a measure of strength and direction of only
the linear relationship between two variables under the assumption that both the quantitative
variables are normally distributed and measured on interval scales (Xiao, Ye, Esteves, & Rong,
2016).
Pearson correlation test to identify which macroeconomic indicators are correlated with
construction prices has been extensively used in the literature (Akintoye et al., 1998; Ashuri, et
al., 2012; Cao et al., 2015; Ernest et al., 2017; Ng et al., 2004; Olatunji et al., 2010; Ng et
al.,2000). The aim for these researchers was to select which indicators can potentially be inputs
to prediction models of construction prices. Pearson correlation tests the null hypothesis that no
correlation exists (Pearson product moment coefficient=0), and alternative hypothesis that
correlation exists (Pearson product moment coefficient ≠0). Table 3 summarizes the criteria for
the evaluation of the correlation between indicators and prices according to Pearson correlation
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coefficient. Hence, Pearson correlation test was carried out for each indicator, each material, and
for each of the investigated time lags:
 For 1-month time lag: 20 Pearson correlation coefficients between each of the 10 indicators and
each of the two material prices
 For 3-months’ time lag: 20 Pearson correlation coefficients between each of the 10 indicators and
each of the two material prices
 For 6-months’ time lag: 20 Pearson correlation coefficients between each of the 10 indicators and
each of the two material prices
Table 3- Pearson correlation coefficient strength of relationship (Xiao et al., 2016)
Pearson correlation coefficient
-1 to -0.5 or 1.0 to 0.5
-0.5 to -0.3 or 0.3 to 0.5
-0.3 to -0.1 or 0.1 to 0.3
-0.1 to 0.1

Strength of relationship
Strong
Moderate
Weak
None or very weak

3.2.4 Spearman correlation test
The limitation of Pearson correlation test is that it only measures the linear relationship. Hence, a
very weak Pearson correlation coefficient does not lead to the conclusion that there is no
relationship between variables (Xiao et al., 2016). Non-linear relationship might exist, so another
measure is used in this research which is Spearman rank correlation coefficient: it is a special
case of the Pearson correlation coefficient, however, it is a non-parametric measure of the
strength and direction of monotonic correlation between two ranked variables or one ranked
variable and one measurement variable (Xiao et al., 2016). Another important check of the
correlation is the graphical plots of the relationship between each of the independent variables
and the dependent variable. Figure 9 shows the difference between Spearman and Pearson
correlation coefficients: Pearson correlation coefficient will only measure the linear relationship;
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hence the coefficient is only 0.88. On the other hand, Spearman correlation coefficient will
capture the monotonic relationship between X and Y. To summarize, it is important to check all
three: Graphical relationship, Spearman correlation, and Pearson correlation to fully interpret the
relationship between the independent variables and the dependent variable.

Figure 9- Difference between Spearman and Pearson correlation coefficients (Xiao et al., 2016)

3.2.5. Checking for multi-collinearity
Another important phenomenon to observe is Multi-collinearity. The main assumption in
calculating correlation between multiple independent variables and a dependent variable is that
the independent variables are not correlated with each other. The significance of this assumption
is the interpretation of high correlation coefficients as they may result from correlation between
independent variables within each other rather than correlation with the dependent variable.
Existence of high dependencies between independent variables is called Multi-collinearity.
Although many researchers, including Akintoye et al. (1998); Ashuri, et al. (2012); Cao
et al. (2015); Ernest et al. (2017); Ng et al. (2004); Olatunji et al.(2010); Ng et al.(2000), have
investigated the correlation between macroeconomic indicators and construction prices, multicollinearity has not been investigated. Hence, this research will investigate multi-collinearity
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between the macroeconomic indicators before reaching a conclusion that there is high correlation
between the macroeconomic indicators and the construction prices.
If high multi-collinearity exists, there two solutions:
1. Adding more data points to investigate the phenomenon further
2. Elimination of predictor variables
Solution 1 is not feasible in this research due to the unavailability of more reliable data points
other than the ones collected. Hence, Solution 2 will be adopted in this research: if high multicollinearity exists between indicators, some indicators will be eliminated and will not be used as
inputs to the prediction models.
3.2.6 Variable selection
To select the variables that will be later predictors, stepwise regression will be used for variable
selection. Stepwise regression is a systematic method for adding and removing terms from a
multilinear model based on their statistical significance in a regression (Zhou & Jiang, 2016). So,
each material prices set will be used in stepwise regression against the 10 indicators to select the
indicators that best correlate with this material prices. This is done according to the following:
o Using R software, forward and backward stepwise regression were conducted
o One of the established methods to evaluate different regression models is Akaike’s
Information Criterion (AIC)
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o Based on Se & Ka (2011), the lower the AIC value, Equation 1, the better the model

𝐴𝐼𝐶 = 𝑁 (log (

𝑆𝑆𝐸
)) + 2𝐾
𝑁
Equation 1 Se & Ka (2011)

o Where: K= Number of parameters
N= number of observations
 Another evaluation of the stepwise regression will be the Coefficient of Determination
(R2)
𝑅2 =

𝑆𝑆𝑅
𝑆𝑆𝐸
=1−
𝑆𝑆𝑇
𝑆𝑆𝑇
Equation 2 (Montgomery & Runger, 2010).

 Where: 𝑆𝑆𝑅 = 𝑟𝑒𝑔𝑟𝑒𝑠𝑠𝑖𝑜𝑛 𝑠𝑢𝑚 𝑜𝑓 𝑠𝑞𝑢𝑎𝑟𝑒𝑠

𝑆𝑆𝐸 = 𝑒𝑟𝑟𝑜𝑟 𝑠𝑢𝑚 𝑜𝑓 𝑠𝑞𝑢𝑎𝑟𝑒𝑠
𝑆𝑆𝑇 = 𝑇𝑜𝑡𝑎𝑙 𝑠𝑢𝑚 𝑜𝑓 𝑠𝑞𝑢𝑎𝑟𝑒𝑠
Coefficient of determination shall be a measure of the adequacy of the regression models.
However, The R2 statistic is somewhat problematic as a measure of the quality of the fit for a
multiple regression model because it never decreases when a variable is added to a model.
Hence, the adjusted R2 shown in Equation 3 will be used to evaluate the best fitted regression
model (Montgomery & Runger, 2010).
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2
𝑅𝑎𝑑𝑗.

𝑆𝑆𝐸
⁄(𝑛 − 𝑝)
=1−
𝑆𝑆𝑇
⁄(𝑛 − 1)
Equation 3 (Montgomery & Runger, 2010).

Since R2 can never decrease when a variable is added, it can be difficult to judge whether the
new variable provides improvement in correlation. Because
mean square and

𝑆𝑆𝐸
⁄(𝑛 − 𝑝) is the error or residual

𝑆𝑆𝑇
⁄(𝑛 − 1) is a constant, the adjusted R2 will only increase when a variable is

added to the model if the new variable reduces the error mean square. The adjusted R2 statistic
essentially penalizes the analyst for adding terms to the model. It is an easy way to guard against
overfitting, that is, including variables that are not useful. Consequently, it is very useful in
comparing and evaluating competing regression models (Montgomery & Runger, 2010).
3.2.7 Selection of predictors for material prices
The macro-economic indicators that have the following characteristics will be selected as inputs
to the prediction models:
1. Have high correlation coefficients with the material prices, whether Pearson or Spearman
2. Does not have high Multi-collinearity problem: does not show high correlation with other
indicator
3. Present in a regression model that have a high adjusted coefficient of determination R2
and low Akaike Information Criterion (AIC)

3.3 Artificial Neural Networks
Artificial neural networks have been used extensively for the development of prediction models.
Lhee et al.(2011) have defined Artificial Neural Networks as “a system composed of many
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simple processing elements operating in parallel whose function is determined by the network
structure, the connection strengths, the processing performed at computing elements or nodes,
and as a massively parallel distributed processor that has a natural propensity for storing
experiential knowledge and making it available for use”.
ANNs gain analogy-based problem-solving capabilities by learning from several example input
patterns and their associated output patterns. They develop a generalized functional
representation of discrete points defined by these input-to-output training pairs. Typically, they
develop these relationships through either error gradient descent or trial-and-error learning
processes. They are also fault tolerant in that they have an ability to handle noisy information
and data that are incomplete or contain missing values (Lhee et al. , 2011).
3.3.1 Reason for selecting neural networks for this problem
Due to the complexity of the problem: not having a clear linear relationship between the
indicators, having multiple predictors for each material prices, the existence of exceptional
economic shocks that will be outliers to linear regression, and the increased capabilities of
artificial neural networks for prediction of future events through history learning, this research
resorted to building prediction models that utilize artificial neural networks to predict the
material prices with a lag time ahead. The overall methodology for building a model that utilizes
artificial neural network is summarized in Figure 10.
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Figure 10- Artificial Neural Network model methodology
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3.3.2 Data preprocessing
3.3.2.1 Normalization/ Scaling

Given the nature of the inputs and outputs: some of the input values are percentages from 0 to 1
and other inputs are in billions, so data scaling or normalization was required. There are several
normalization or standardization techniques including Gaussian standardization or Min-Max, the
min-max one was selected in this model. So, for each of the inputs the following equation was
used:

𝑆𝑐𝑎𝑙𝑒𝑑 𝑉𝑎𝑙𝑢𝑒 =

2 ∗ (𝑢𝑛𝑠𝑐𝑎𝑙𝑒𝑑 𝑉𝑎𝑙𝑢𝑒 − 𝑀𝑖𝑛(𝑟𝑎𝑛𝑔𝑒))
−1
(𝑀𝑎𝑥(𝑟𝑎𝑛𝑔𝑒) − 𝑀𝑖𝑛(𝑟𝑎𝑛𝑔𝑒))

Equation 4
3.3.2.2 Splitting data into: Training, Testing, and Validation sets
Dataset collected for material prices contains 122 monthly prices from May 2008 to June 2018.
116 points from May 2008 to December 2017 are used for training and testing, while 6 points
from January 2018 to June 2018 are used for validation or prediction of new prices. Regarding
the 116 points from May 2008 to December 2017, they are split into: 80% of the points for
training of the ANN, and 20% of the points for testing of the ANN.
3.3.3 Network architecture
Any neural network consists of an input layer, hidden layers, and an output layer. Neural
networks architecture refers to the number of neurons for each layer and the number of hidden
layers. This research’s approach in deciding on the network architecture was to develop several
models with different architectures to reach a satisfactory result. A typical neural network
architecture is shown in Figure 11.
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Figure 11- Neural Networks architecture (Williams, 1994)

3.3.4 Activation function
Several activation functions were attempted between the different layers to reach the minimum
error for training the dataset. For the hidden layers, tanh() function was used.
𝐻𝑖𝑑𝑑𝑒𝑛 𝑙𝑎𝑦𝑒𝑟 #1 𝐼𝑛𝑝𝑢𝑡 = Sumproduct(𝐼𝑛𝑝𝑢𝑡𝑠, 𝑊𝑒𝑖𝑔ℎ𝑡𝑠 𝑓𝑟𝑜𝑚 𝑖𝑛𝑝𝑢𝑡𝑠 𝑡𝑜 𝐻1)

Equation 5
𝐻𝑖𝑑𝑑𝑒𝑛 𝑙𝑎𝑦𝑒𝑟 #1 𝑜𝑢𝑡𝑝𝑢𝑡 = tanh(𝐻𝑖𝑑𝑑𝑒𝑛 𝑙𝑎𝑦𝑒𝑟 #1 𝑖𝑛𝑝𝑢𝑡)

Equation 6
𝐻𝑖𝑑𝑑𝑒𝑛 𝑙𝑎𝑦𝑒𝑟 #2 𝐼𝑛𝑝𝑢𝑡 = Sumproduct(𝑤𝑒𝑖𝑔ℎ𝑡𝑠 𝑓𝑟𝑜𝑚 𝐻1 𝑡𝑜 𝐻2, 𝐻𝑖𝑑𝑑𝑒𝑛 𝑙𝑎𝑦𝑒𝑟 #1 𝑂𝑢𝑡𝑝𝑢𝑡)

Equation 7
𝐻𝑖𝑑𝑑𝑒𝑛 𝑙𝑎𝑦𝑒𝑟 #2 𝑜𝑢𝑡𝑝𝑢𝑡 = tanh(𝐻𝑖𝑑𝑑𝑒𝑛 𝑙𝑎𝑦𝑒𝑟 #2 𝑖𝑛𝑝𝑢𝑡)

Equation 8
𝑂𝑢𝑡𝑝𝑢𝑡 𝑙𝑎𝑦𝑒𝑟 𝐼𝑛𝑝𝑢𝑡 = Hidden layer #2 output

Equation 9
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𝑂𝑢𝑡𝑝𝑢𝑡 𝑙𝑎𝑦𝑒𝑟 𝑂𝑢𝑡𝑝𝑢𝑡 = Output layer input

Equation 10
The linear function was used for the output layer given that the outputs are continuous real
values. The output neurons were then scaled back to be compared to the actual values using this
equation

𝑆𝑐𝑎𝑙𝑒𝑑 𝑏𝑎𝑐𝑘 𝑣𝑎𝑙𝑢𝑒 =

(𝑂𝑢𝑡𝑝𝑢𝑡 𝑣𝑎𝑙𝑢𝑒 + 1) ∗ (𝑀𝑎𝑥(𝑟𝑎𝑛𝑔𝑒) − 𝑀𝑖𝑛(𝑟𝑎𝑛𝑔𝑒))
+ 𝑀𝑖𝑛(𝑟𝑎𝑛𝑔𝑒)
2

Equation 11
3.3.5 Optimization / Learning algorithm
The learning algorithm used is backpropagation algorithm. Adjusting the weights to reach a
minimum acceptable error value was approached as an optimization problem.
o Variables: Weights from Inputs to Hidden layer 1, Weights from Hidden layer 1
to Hidden layer 2, and Weights from Hidden layer 2 to Output layer
o Objective function: Minimize the Average Absolute percentage error of all trials
of all neurons
o The optimization algorithm used is Genetic Algorithm.
3.3.6 Accuracy evaluation
The evaluation error criterion was selected to be mean absolute percentage error MAPE.

𝑀𝐴𝑃𝐸 = ∑

|𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 𝑉𝑎𝑙𝑢𝑒 − 𝐴𝑐𝑡𝑢𝑎𝑙 𝑉𝑎𝑙𝑢𝑒|
/𝑛
𝐴𝑐𝑡𝑢𝑎𝑙 𝑉𝑎𝑙𝑢𝑒

Equation 12
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3.3.7

Building ANN models:

The following two sections show the methodology for developing the ANN-Excel model on
Microsoft Excel spreadsheet and Python model on Spyder software. The Neural Tools Excel
add-in has the “black box” nature: the user just selects the data without the ability to change the
model’s parameters.

3.4 ANN Excel Model
Following the approach explained in Figure 11, these procedures summarizes the model
development:
3.4.1 Data preprocessing
3.4.1.1 Tabulating data

 The first step in data preprocessing is to tabulate the inputs and outputs in Excel.

Figure 12- Inputs in ANN Excel model

3.4.1.2 Normalization / Scaling

 Normalization or scaling of the inputs was done through the Min-Max scaler using
Equation 4.
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 Then, the input layer was defined and each of the inputs was called neurons as shown in
Table 4.
Table 4- Names of inputs in ANN Excel model

Macroeconomic indicator

Name in Excel model

Lending rate

Input layer- Neuron 1

Foreign reserves

Input layer- Neuron 2

US Dollar to EGP exchange rate

Input layer- Neuron 3

Consumer Price Index (CPI)

Input layer- Neuron 4

Unemployment rate

Input layer- Neuron 5

GDP

Input layer- Neuron 6

Producer Price Index (PPI)

Input layer- Neuron 7

 Figure 13 shows a sample of the inputs after the min-max scaling.

Figure 13- Excel ANN inputs after scaling
3.4.2 Splitting dataset

 The data points are a total of 116 points containing: Steel prices from November 2008 to
June 2018, and the selected macroeconomic indicators from May 2008 to December
2017. Hence, the indicators will lead the Steel prices by 6 months. 110 points of: Steel
prices from November 2008 to December 2017 and macroeconomic indicators from May
2008 to June 2017 are selected for both training and testing datasets. On the other hand, 6
points of: Steel prices from January 2018 to June 2018 and macroeconomic indicators
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from July 2017 to December 2017 are used for new predictions which validate the
performance of the neural network.
 For splitting the 110 points into training and testing sets, this was done in Excel by
assigning 20% of the points to be testing points and 80% of the points to be training
point. The reason for choosing to split the data randomly rather than choosing the last
20% of the points to be testing points is to improve the ability of the network to learn
certain trends of the relationship between inputs and output. One main important trend is
the increase in prices due to Egypt’s decision to devaluate the Egyptian pound in
November 2016. The impact of that decision is reflected in the points that follow that
decision which are the prices in 2017. Hence, to make the model able to capture such
impact in future predictions, points in 2017 were not all selected for testing and testing
points were assigned randomly.
3.4.3 Network architecture

 Then, the network architecture was defined in the Excel spreadsheet ANN model. The
network architecture consists of an Input layer, a number of hidden layers, and an output
layer as follows:
a. Input layer of (X) neurons: X refers to the number of indicators that were found
to have high correlation coefficient with the material prices, no high correlation
with other indicators, and were present in a the best fitted regression model in
stepwise regression
b. Hidden layer(s): several trials were done in order to reach the number of neurons
in each of the hidden layers that leads to the best neural network as well as the
number of hidden layers.
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c. Output layer: the output layer consists only of 1 neuron which is the material
prices
3.4.4 Activation function

 For each layer there is an input value and output value. The process in each layer is called
“activation”. The input layer’s output is the input to the first hidden layer: each of the
neurons in the input layer is multiplied by weights following Equation 5 as shown in
Figure 14.

Figure 14- Weights from Input layer to Hidden layer #1

 For the first hidden layer, input and output of the layer are given as following Equation 6.
 A sample of the input for the first hidden layer is shown in Figure 15, while the output of
the first hidden layer is shown in Figure 16. The difference between both is activation
using hyperbolic tan (tanh) function.
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Figure 15- ANN Excel model Hidden layer 1 input

Figure 16- Hidden layer 1 output

 The second hidden layer follows same approach as the first hidden layer. The second
hidden layer’s input is equal to the first hidden layer’s output multiplied by the weights
from hidden layer 1 to hidden layer 2. The weights from the first hidden layer to second
hidden layer are shown in Figure 16, while the output of the second hidden layer is
following Equations 7 and 8 and is shown in Figure 17.
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Figure 17- Weights from Hidden layer 1 to Hidden layer 2 after optimization

 The output layer’s input is the last hidden layer’s output multiplied by the weights: the
weights are following Equations 9 and 10 and is shown in Figure 18. The output layer’s
output is equal to its input due to using the linear function.

Figure 18- Weights from Hidden layer 2 to Output layer

The linear function was used for the output layer given that the outputs are continuous real
values. The output neurons were then scaled back to be compared to the actual values using
Equation 11.
3.4.5 Optimization- Genetic algorithm

 To reach the neural network with a reliable prediction ability, the first step is training the
dataset. As mentioned before, 88 data points were used for the training dataset. The
backpropagation feed forward was selected to be the learning algorithm. The aim of
training the network is to minimize the errors between the actual prices and the network’s
predictions. This aim was formulated as an optimization problem. The optimization is
mainly to adjust the weights from each layer to another to reach the minimum mean
absolute percentage error of the training set points. The optimization was done using
Evolver which is a Microsoft Excel add in, based on the following:
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o Variables: Weights from Inputs to Hidden layer 1, Weights from Hidden layer 1
to Hidden layer 2, and Weights from Hidden layer 2 to Output layer
o Objective function: Minimize the Average Absolute percentage error of all trials
of all neurons of the training set
o Constraints: there were no constraints in this optimization problem
o Stoppage criteria: 200000 trials or maximum 0.1% improvement in the last 50000
trials
o

Population size = 100, Crossover rate = 0.9, and Mutation rate = 0.1

Python Model
1. The first step for developing the artificial neural network using Python was tabulating the

data points of Steel prices from November 2008 to December 2017, and the selected
macroeconomic indicators from May 2008 to June 2017. Hence, the indicators will lead
the Steel prices by 6 months. Sample of the tabulated data before normalization is shown
in Figure 19.

Figure 19- Sample of the dataset imported to Python before normalization

2. Then, data normalization or scaling was done using the Min-Max scaler. Data
normalization was done for the 7 inputs: all inputs then are from -1 to 1. Sample of the
dataset after normalization is shown in Figure 20.
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Figure 20- Sample of the dataset in Python after Min-Max normalization

3. The next step is splitting the dataset into training and testing sets. Splitting was done
using the train_test_split function in Python, as shown in Figure 21, such that 20% of the
data points are for testing the network while 80% of the data points are for training the
neural network.
4. Then, the network architecture was defined in the Python code. The network architecture
consists of Input layer, 2 hidden layers, and 1 output layer as follows:
a. Input layer of 7 neurons: Lending rate, US. Dollar to EGP exchange rate, Foreign
reserves, Consumer Price Index (C.P.I), Unemployment rate, GDP, and Producer
Price Index (P.P.I)
b. First hidden layer: several trials were done in Python in order to reach the number
of neurons in each of the hidden layers that leads to the best neural network. The
number of neurons in the first hidden layer is chosen to be 4 neurons.
c. Second hidden layer: like first hidden layer approach, number of neurons in the
hidden layer was selected to be 9 neurons
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d. Output layer: the output layer consists only of 1 neuron which is the steel prices
5. The following step was defining the activation function from the input layer to hidden
layer 1 and activation function from hidden layer 1 to hidden layer 2. For both, activation
function of hyperbolic tan (tanh) function was selected. For the activation function from
hidden layer 2 to output layer, linear function was selected due to the nature of the output
of being continuous set of numbers.
6. Learning algorithm defined in Python is backpropagation algorithm. The weights
between each layer are adjusted to minimize the error between the actual results and the
network output. There are several built-in optimizers in Python to approach training the
network as an optimization problem. Selected in this research is “RMSprop” optimizer,
which is a gradient-based optimizer.
7. The loss function which is the objective function was defined as the mean absolute
percentage error (MAPE).
8. Figure 21 and Figure 22 show how the code is written in Python to build the ANN with
the above-mentioned architecture, activation function, as well as the optimizer.
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Figure 21- Python code part 1

Figure 22- Python code part 2
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Chapter 4: Results and Discussion
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4.1 Steel Prices model
4.1.1 Correlation analysis results
Following the methodology explained in Chapter 3, correlation analysis was done between 10
macroeconomic indicators and Steel reinforcement bars prices. First, using R software for
statistics, each of the 10 indicators was plotted against the steel reinforcement bars prices. The
correlation plots aim to serve as first observation of any relationship between the macroeconomic
indicators and the material prices. Whether correlation exists cannot be concluded only from
plots, hence correlation tests, Pearson and Spearman, were also done using R software. Other
correlation plots are included in Appendix.


Figures 23-26 show the relationship between the consumer price index and steel prices.
Here, it can be observed that a certain relationship exists, however, the relationship
observed is not a linear relationship. Pearson correlation coefficient in this case might be
misleading.



Having this monotonic relationship between steel prices and consumer price index,
Spearman correlation coefficient will be more telling on this correlation



The difference in the lag from 0 to 1, 3, and 6 months influenced the correlation: in
Figures 23, 24, and 25, in the left side of the plot as the lag increases from 0 to 3 months,
the number of outliers, points that do not follow the pattern, decreases. In Figure 26, 6
months’ lag, these outliers in the left side of the plots are almost non-existent. Although
graphical correlation plots are helpful in judging the correlation, Spearman correlation
coefficient in this case will be calculated to judge the degree of correlation as well as the
impact of time lag between CPI and steel prices.
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Figures 27-30 show the relationship between the US. Dollar to Egyptian pound exchange
rate with the steel prices. There is potential correlation between both: The increase of the
exchange rate potentially causes the increase in the steel bars prices. Pearson correlation
coefficient might be helpful in this relationship as it appears to follow linear correlation.
There are some observations such as the increase in the steel prices in Figure 30 while the
exchange rate is constant at 8.88, but this is explained by the impact of devaluation that
happened in November 2016 and the existence of 6 months’ lag show the increase in
prices before the actual devaluation takes place. This would mean that one cannot rely
solely on US. Dollar to EGP exchange rate on prediction of steel prices as it may be
misleading due to an event like the currency devaluation.



Figures 31-34 show the relationship between the Gross Domestic Product with the steel
prices. There is potential linear correlation between both: The increase of the GDP
potentially causes the increase in the steel bars prices. As the relationship appears to be
linear, the Pearson correlation coefficient will be helpful in judging the relationship.
Moreover, as the lag between GDP and steel prices increases from no lag to 6-months
lag, the linear relationship appears to be clearer and the outliers in the left side of Figures
31-33 is no longer apparent in Figure 34.
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Figure 23- Steel Prices VS CPI (no lag)

Figure 25- Steel Prices VS CPI (3 months lag)

Figure 24- Steel prices VS CPI (1-month lag)

Figure 26- Steel prices VS CPI (6 months lag)
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Steel prices VS US Dollar to EGP exchange rate

Figure 27- Steel prices VS US. Dollar to EGP exchange rate (no lag)

Figure 29- Steel prices VS US. Dollar to EGP exchange rate (3-months
lag)

Figure 28- Steel prices VS US. Dollar to EGP exchange rate (1-month
lag)

Figure 30- Steel prices VS US. Dollar to EGP exchange rate (6-months
lag)
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Steel prices VS GDP

Figure 31- Steel prices VS GDP (no lag)

Figure 33- Steel prices VS GDP (3-months lag)

Figure 32- Steel prices VS GDP (1-month lag)

Figure 34- Steel prices VS GDP (6-months lag)
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Pearson & Spearman Correlation analysis
Selection of leading time

The two criteria for the selection of the time lag between the macroeconomic indicators
and the output material prices will be:
1. Correlation coefficients changes per change in time lag: For each indicator, Pearson and
Spearman correlation coefficients are calculated for each time lags of 0, 1, 3, and 6
months. So, the higher the correlation coefficients, the better the impact of the time lag on
the predictive power of the independent variables.
2. Allowable time for prediction: This criterion coincides with the research’s main objective
of being able to predict the material prices several months ahead reliably. The reliability
of the prediction is directly related to the reliability of the independent variables. Hence,
having enough time lag between the macroeconomic indicator and the material prices
allows the collection of reliable macroeconomic indicators rather than relying on a
forecast of the indicators on a certain upcoming month to predict the prices of that month.
 Tables 5-8 summarizes the results of Pearson and Spearman correlation tests done in R
software to investigate the correlation between each macroeconomic indicator and the
steel prices.
o According to (Xiao et al., 2016) evaluation of the correlation coefficients
documented in Table 3 in section 3.2.3, there is a “Strong” linear correlation
between steel prices and lending rate, inflation rate, GDP, US. Dollar to EGP
exchange rate, CPI, and PPI as their Pearson correlation coefficient are all above
0.5 and the p-value for each of their correlation tests is less than 0.05

64



Having a very small P-value for the correlation tests means that there is a
great evidence against the null hypothesis that the slope = 0

o It can also be observed that there is a “Weak” linear correlation between foreign
reserves and steel prices: Pearson correlation coefficient of -0.202 when foreign
reserves are lagged 6 months
o Except for Foreign reserves’ and Unemployment rate’s correlation coefficients
with steel prices, Pearson correlation coefficient is higher than Spearman’s for all
the indicators. So, except for these two indicators, linear relationship better
explains the indicators correlation with steel prices. While for Unemployment
rate, and Foreign reserves, Spearman’s correlation coefficient is higher than
Pearson’s meaning that these relationships are better explained through
monotonic relationship rather than linear relationship.
Table 5- Results of Pearson and Spearman correlation tests using R (no lag)
Indicator

Pearson
correlation
coefficient

P-value
(Pearson
correlation)

Spearman
correlation
coefficient

P-value
(Spearman
correlation)

Unemployment rate, steel

0.215

0.02033

0.304

0.000899

Money supply (M2), steel

0.844

2.2e-16

0.674

2.2e-16

Inflation rate, steel

0.859

2.2e-16

0.535

5.895e-10

Lending rate, steel

0.917

2.2e-16

0.588

3.791e-12

GDP, steel

0.882

2.2e-16

0.651

2.508e-15

Foreign exchange rate, steel

0.907

2.2e-16

0.682

2.2e-16

Consumer price index (CPI), steel

0.831

2.2e-16

0.679

2.2e-16

Exports, steel

-0.021

0.8218

-0.004

0.9592

Foreign reserves, steel

0.169

0.06982

-0.074

0.424
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Producer price index (PPI)

0.905

2.2e-16

0.786

2.2e-16

Table 6- Results of Pearson and Spearman correlation tests using R (lag 1 month)
Indicator (lagged 1 month)

Pearson
correlation
coefficient

P-value
(Pearson
correlation)

Spearman
correlation
coefficient

P-value
(spearman
correlation)

𝑈𝑛𝑒𝑚𝑝𝑙𝑜𝑦𝑚𝑒𝑛𝑡 𝑅𝑎𝑡𝑒𝑖−1 , 𝑆𝑡𝑒𝑒𝑙𝑖

0.248

0.007558

0.355

9.747e-05

𝑀𝑜𝑛𝑒𝑦 𝑆𝑢𝑝𝑝𝑙𝑦 (𝑀2)𝑖−1 , 𝑆𝑡𝑒𝑒𝑙𝑖

0.850

2.2e-16

0.704

2.2e-16

𝐼𝑛𝑓𝑙𝑎𝑡𝑖𝑜𝑛 𝑅𝑎𝑡𝑒𝑖−1 , 𝑆𝑡𝑒𝑒𝑙𝑖

0.838

2.2e-16

0.449

4.565e-07

𝐿𝑒𝑛𝑑𝑖𝑛𝑔 𝑅𝑎𝑡𝑒𝑖−1 , 𝑆𝑡𝑒𝑒𝑙𝑖

0.907

2.2e-16

0.549

2.019e-10

𝐺𝐷𝑃𝑖−1 , 𝑆𝑡𝑒𝑒𝑙𝑖

0.898

2.2e-16

0.664

5.55e-16

𝐹𝑜𝑟𝑒𝑖𝑔𝑛 𝐸𝑥𝑐ℎ𝑎𝑛𝑔𝑒 𝑅𝑎𝑡𝑒𝑖−1 , 𝑆𝑡𝑒𝑒𝑙𝑖

0.908

2.2e-16

0.701

2.2e-16

𝐶𝑜𝑛𝑠𝑢𝑚𝑒𝑟 𝑃𝑟𝑖𝑐𝑒 𝐼𝑛𝑑𝑒𝑥 (𝐶𝑃𝐼)𝑖−1 ,
𝑆𝑡𝑒𝑒𝑙𝑖

0.837

2.2e-16

0.709

2.2e-16

Exports, 𝑆𝑡𝑒𝑒𝑙𝑖

-0.036

0.6973

0.010

0.9146

Foreign reserves, 𝑆𝑡𝑒𝑒𝑙𝑖

0.118

0.2063

-0.146

0.1195

𝑃𝑟𝑜𝑑𝑢𝑐𝑒𝑟 𝑃𝑟𝑖𝑐𝑒 𝐼𝑛𝑑𝑒𝑥 (𝑃𝑃𝐼)𝑖−1 ,
𝑆𝑡𝑒𝑒𝑙𝑖

0.906

2.2e-16

0.807

2.2e-16

Table 7- Results of Pearson and Spearman correlation tests using R (lag 3 months)
Indicator (lagged 3 months)

Pearson
correlation
coefficient

P-value
(Pearson
correlation)

Spearman
correlation
coefficient

P-value
(Spearman
correlation)

𝑈𝑛𝑒𝑚𝑝𝑙𝑜𝑦𝑚𝑒𝑛𝑡 𝑅𝑎𝑡𝑒𝑖−3 , 𝑆𝑡𝑒𝑒𝑙𝑖

0.324

0.0004575

0.465

2.104e-07

𝑀𝑜𝑛𝑒𝑦 𝑆𝑢𝑝𝑝𝑙𝑦 (𝑀2)𝑖−3 , 𝑆𝑡𝑒𝑒𝑙𝑖

0.873

2.2e-16

0.771

2.2e-16

𝐼𝑛𝑓𝑙𝑎𝑡𝑖𝑜𝑛 𝑅𝑎𝑡𝑒𝑖−3 , 𝑆𝑡𝑒𝑒𝑙𝑖

0.755

2.2e-16

0.298

0.001298

𝐿𝑒𝑛𝑑𝑖𝑛𝑔 𝑅𝑎𝑡𝑒𝑖−3 , 𝑆𝑡𝑒𝑒𝑙𝑖

0.877

2.2e-16

0.460

3.056e-07

𝐺𝐷𝑃𝑖−3 , 𝑆𝑡𝑒𝑒𝑙𝑖

0.936

2.2e-16

0.712

2.2e-16
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𝐹𝑜𝑟𝑒𝑖𝑔𝑛 𝐸𝑥𝑐ℎ𝑎𝑛𝑔𝑒 𝑅𝑎𝑡𝑒𝑖−3 , 𝑆𝑡𝑒𝑒𝑙𝑖

0.897

2.2e-16

0.763

2.2e-16

𝐶𝑜𝑛𝑠𝑢𝑚𝑒𝑟 𝑃𝑟𝑖𝑐𝑒 𝐼𝑛𝑑𝑒𝑥 (𝐶𝑃𝐼)𝑖−3 ,
𝑆𝑡𝑒𝑒𝑙𝑖

0.864

2.2e-16

0.768

2.2e-16

Foreign reserves, 𝑆𝑡𝑒𝑒𝑙𝑖

-0.005

0.9511

-0.272

0.003539

𝑃𝑟𝑜𝑑𝑢𝑐𝑒𝑟 𝑃𝑟𝑖𝑐𝑒 𝐼𝑛𝑑𝑒𝑥 (𝑃𝑃𝐼)𝑖−3 ,
𝑆𝑡𝑒𝑒𝑙𝑖

0.914

2.2e-16

0.807

2.2e-16

Table 8- Results of Pearson and Spearman correlation tests using R (lag 6 months)
Indicator (lagged 6 months)

𝑈𝑛𝑒𝑚𝑝𝑙𝑜𝑦𝑚𝑒𝑛𝑡 𝑅𝑎𝑡𝑒𝑖−6 , 𝑆𝑡𝑒𝑒𝑙𝑖

Pearson
correlation
coefficient
0.395

P-value
(Pearson
correlation)
1.956e-05

Spearman
correlation
coefficient
0.580

P-value
(Spearman
correlation)
3.147e-11

𝑀𝑜𝑛𝑒𝑦 𝑆𝑢𝑝𝑝𝑙𝑦 (𝑀2)𝑖−6 , 𝑆𝑡𝑒𝑒𝑙𝑖

0.901

2.2e-16

0.874

2.2e-16

𝐼𝑛𝑓𝑙𝑎𝑡𝑖𝑜𝑛 𝑅𝑎𝑡𝑒𝑖−6 , 𝑆𝑡𝑒𝑒𝑙𝑖

0.601

3.714e-12

0.081

0.402

𝐿𝑒𝑛𝑑𝑖𝑛𝑔 𝑅𝑎𝑡𝑒𝑖−6 , 𝑆𝑡𝑒𝑒𝑙𝑖

0.835

2.2e-16

0.333

0.0003757

𝐺𝐷𝑃𝑖−6 , 𝑆𝑡𝑒𝑒𝑙𝑖

0.932

2.2e-16

0.829

2.2e-16

𝐹𝑜𝑟𝑒𝑖𝑔𝑛 𝐸𝑥𝑐ℎ𝑎𝑛𝑔𝑒 𝑅𝑎𝑡𝑒𝑖−6 , 𝑆𝑡𝑒𝑒𝑙𝑖

0.892

2.2e-16

0.864

2.2e-16

𝐶𝑜𝑛𝑠𝑢𝑚𝑒𝑟 𝑃𝑟𝑖𝑐𝑒 𝐼𝑛𝑑𝑒𝑥 (𝐶𝑃𝐼)𝑖−6 ,
𝑆𝑡𝑒𝑒𝑙𝑖

0.896

2.2e-16

0.874

2.2e-16

Foreign reserves, 𝑆𝑡𝑒𝑒𝑙𝑖

-0.202

0.03369

-0.468

2.385e-07

𝑃𝑟𝑜𝑑𝑢𝑐𝑒𝑟 𝑃𝑟𝑖𝑐𝑒 𝐼𝑛𝑑𝑒𝑥 (𝑃𝑃𝐼)𝑖−6 ,
𝑆𝑡𝑒𝑒𝑙𝑖

0.912

2.2e-16

0.856

2.2e-16

 The above-mentioned 9 indicators, after the elimination of Exports due to very low
correlation, will be investigated more through stepwise regression in R software to select
the indicators that will be inputs to the artificial neural networks’ prediction models. But
first, multi-collinearity needs to be checked.
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Checking for Multi-collinearity

The main assumption while using some inputs to predict an output is that these inputs are
independent variables that predict the output dependent variable. The existence of correlation
between the independent variables is multi-collinearity. As discussed in chapter 3 section 3.2.5,
correlation coefficients will be calculated for the independent variables themselves and if multicollinearity exists, certain variables will be eliminated from being used in the prediction models.
The two main indicators that share high correlation coefficient with several other indicators are
inflation rate, and Money supply (M2). The following two Figures 35 and 36 from R show the
correlation between each of the two with other indicators.

Figure 35- Correlation between M2 and other indicators

Figure 36- Correlation between Inflation rate and other indicators

o Figures 34 and 35 show the correlation coefficients between inflation rate and Money
Supply (M2) with other indicators calculated in R software. Inflation rate has 0.85
correlation coefficient with Lending rate, 0.80 with US. Dollar to EGP exchange rate, and
0.74 with GDP.
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o Money supply (M2) has 0.84 correlation coefficient with Lending rate, 0.94 with GDP,
0.99 with CPI, 0.94 with PPI, and 0.92 with US. Dollar to EGP exchange rate
o Hence, these two indicators will be removed, and the rest 7 indicators will be
investigated further.
Stepwise regression

 Table 9, Figures 37 and 38 show the result of fitting linear regression models adding one
indicator at a time (forward stepwise regression). The sole purpose of fitting linear
regression here is not prediction, but rather reaching an indication on which independent
variables can potentially be inputs to prediction models that utilize artificial neural
networks. As mentioned before, adjusted coefficient of determination R2 and Akaike’s
Information Criterion will be used to judge which is the best combination of independent
variables: highest adjusted R2 and lowest AIC shall ideally be the selection criteria.
o The highest adjusted R2 here is the combination of all seven independent variables
o The lowest AIC here, is also the combination of all 7 independent variables: CPI,
PPI, Unemployment rate, GDP, Foreign reserves, and US. Dollar to EGP
exchange rate, and Lending rate
o Here, the highest adjusted R2 coincides with the lowest AIC. Hence, the seven
macroeconomic indicators will be used as inputs to the prediction models
mentioned in the following sections.

Figure 37- Stepwise regression code in R

69

Figure 38- AIC for each step (using R)

Table 9- Results of stepwise regression using R (lag 6 months)
Y (Steel price)- with indicators
lagged 6 months

x1

x2

x3

x4

x5

x6

CPI

.

CPI + PPI

.

.

CPI + PPI + Unemployment rate

.

.

.

CPI + PPI + Unemployment rate
+ GDP

.

.

.

.

CPI + PPI + Unemployment rate
+ GDP + Foreign reserves

.

.

.

.

.

CPI + PPI + Unemployment rate
+ GDP + Foreign reserves +
USD exchange rate

.

.

.

.

.

.

CPI + PPI + Unemployment rate
+ GDP + Foreign reserves +
USD exchange rate + Lending
rate

.

.

.

.

.

.

x7

.

Adjusted R
squared

Akaike’s
Information
Criterion (AIC)

0.8015

1516.558

0.8421

1492.379

0.9193

1419.451

0.9246

1412.956

0.9244

1414.303

0.9248

1414.661

0.9341

1400.935

4.1.2 ANN Excel Model
Following the methodology explained in Chapter 3, an artificial neural network to predict the
steel prices was built using an Excel spreadsheet. The inputs used in building this network are
the ones that resulted from the correlation analysis following the reasoning explained in last
section. The 7 inputs used are: Central Bank Lending rate, Foreign reserves, US Dollar to EGP
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exchange rate, Consumer Price Index (C.P.I), Unemployment rate, Gross Domestic Product
(GDP), and Producer Price Index (P.P.I). The output to be predicted by this network is the Steel
reinforcement bars prices.
 Then, the network architecture was defined in the Excel spreadsheet ANN model. The
network architecture consists of an Input layer, 2 hidden layers, and an output layer as
follows:
a. Input layer of 7 neurons: Lending rate, US. Dollar to EGP exchange rate, Foreign
reserves, Consumer Price Index (C.P.I), Unemployment rate, GDP, and Producer
Price Index (P.P.I) shown in Figure 39.
b. First hidden layer: several trials were done in order to reach the number of
neurons in each of the hidden layers that leads to the best neural network. The
number of neurons in the first hidden layer is chosen to be 5 neurons shown in
Figure 15.
c. Second hidden layer: like first hidden layer approach, number of neurons in the
hidden layer was selected to be 10 neurons
d. Output layer: the output layer consists only of 1 neuron which is the steel prices
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Figure 39- ANN Architecture for Steel prices prediction models

Summary of ANN Excel Model results

 Figure 40 shows the results of the training set. A total of 88 outputs each is compared to
the actual output to calculate the percentage error. It can be observed that the network’s
outputs do not change from one month to the other, but rather after several months the
numbers start to change. This observation shows that the network may not be able to
capture the exact change from one month to another, however, it can capture the upward
or downward trend for a set number of months. For example, in Figure 38, from training
case 73 to training case 76 the network’s predicted steel prices consistently at 7350
LE/ton while the actual outputs are 6457 LE/ton, 7377 LE/ton, and 8573 LE/ton for the
three cases respectively. However, when the actual steel prices started to rise in training
case 77 to training case 88, the network’s outputs followed that upward trend resulting in
varying prices per month from 9869 LE/ton in case 77 to 12110 LE/ton in case 88. The
overall mean absolute percentage error for the training set was 6% which is relatively
low, but the inability of capturing the exact monthly changes in the steel prices is a
limitation of the ANN Excel model.
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Figure 40- ANN Excel model output of training set

 Figure 41 shows the results of testing and prediction datasets. For the testing dataset of 22
points, the mean absolute percentage error is 8.74%. For new predictions, the mean
absolute percentage error is 4.09%. Although the errors for both testing and prediction
cases is low, the same problem of having a consistent price for several months is still
apparent. Table 10 summarizes the results of the training and testing sets of the ANN
Excel model.
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Figure 41- ANN Excel model output testing and prediction sets
Table 10- Results of ANN Excel model for training and testing sets
MAPE
Bad predictions (More than
10% error)
Bad predictions (More than
15% error)
Bad predictions (More than
20% error)

Training set (88 points)
6.0%
17

Testing set (22 points)
8.74%
9

9

4

2

2

 Table 11 summarizes the results of new predictions using the proposed ANN Excel
model. The mean absolute percentage error is 4.09% and all the new predictions are
within the same range, however, there was a sudden increase in actual the steel prices
from January 2018 to February 2018 from 12225 LE/ton to 13133 LE/ton then a gradual
downwards trend from March 2018 to June 2018. The proposed ANN Excel model did
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not accurately capture the monthly changes, but the model’s output was very close to
both trends as it almost captured the overall six months’ average as shown in Table 11.
Table 11- Results of ANN Excel model for new predictions
Month

Excel model
prediction

Actual

January
2018
February
2018
March
2018
April 2018

12110

12300

Absolute
percentage
error
0.94%

12110

12225

7.79%

12110

13133

5.76%

12110

12850

2.8%

May 2018

12110

12650

0.94%

June 2018

12110

12650

0.92%

 Figure 42 shows the performance of the ANN Excel model predictions compared to the
actual steel prices from November 2008 to June 2018. It can be observed from the graph
in Figure 40 that the proposed ANN Excel model may capture month by month minor
changes, but the error at any given month is not drastically high. It can also be observed
at the end of 2016, during which the Egyptian government devaluated the Egyptian
pound and the steel prices dramatically increases, that the ANN Excel model was able to
predict this change and almost captured that trend perfectly. Figure 43 shows the results
of optimization and the decrease of the training set MAPE from 28% before optimization
to 6% after 200000 trials using Evolver software that utilizes Generic algorithm.
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Actual Steel Prices VS Predicted Steel Prices (Excel model)
Steel reinforcemnt bars (LE/ton)
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Figure 42- Comparison between actual steel prices and predicted steel prices of Excel model

Figure 43- Genetic algorithm optimization summary of all trials (Steel prices ANN Excel model)
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 The above-mentioned limitation of the ANN Excel model to capture the variance in
monthly values of the steel reinforcement bars prices lead to the decision to use two other
tools for building artificial neural network models namely: Neural Tools, and Python.
4.1.3 ANN Neural Tools Model
Another software used to build artificial neural network is an Excel add-in called Neural Tools.
The advantage of Neural Tools over the ANN Excel model is that data preprocessing is done
automatically in Neural Tools: the user has only to specify the percentage of testing points while
normalization/scaling is done automatically. Accordingly, the user must only specify the range of
the data, percentage of points set aside for testing, tolerance above which the prediction is
“Good” or “Bad”, and whether to predict missing points. Here, as shown in Figure 44, the last 6
points were left for the Neural Tools model to predict. The Good/Bad tag used here is based on
10% tolerance: if the absolute percentage error is less than 10%, then it is a “Good” prediction,
while if it is 10% or more, then it is a “Bad” prediction. As shown in Figure 44, of the 22 testing
points, only 1 was a “Bad” prediction, while 21 points were “Good” predictions.
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Figure 44- ANN Neural Tools model output

 Figure 44 shows the outputs from Neural Tools. The user is only required to define the
range of the data required, the independent variables, and the dependent variable. The
first 8 columns are the user’s input to the Neural Tools model, while the last 4 columns
are the model’s output. In this case, the first 7 columns, the macroeconomic indicators,
were defined as independent variables, while the 8th column, steel prices, was defined as
the dependent variable.
 The last 4 columns in Figure 44 are the output from the Neural Tools model: The First
column splits the data, 88 points were assigned the tag “train”, 22 points the tag “test”,
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and last 6 points were given the “predict” tag. The second column predicts the values for
the testing and prediction points. The third column just assigns a tag “Good” for
prediction below 10% error and “Bad” for predictions above 10% error. The last column
shows the residuals which is the difference between the actual steel prices and the
predicted steel prices for the test set. One limitation of the Neural Tools is that it does not
show the model’s output of the training set, as only limited number of statistical measures
are available in the output report regarding the training set.
 Figure 45 presents the distribution of residuals of the training dataset from Steel prices
Neural Tools model. This figure shows that 45 points out of total of 88 points in the
training dataset have nearly 0 to 100 LE variance from the actual Steel prices.

Histogram of Residuals (Training)
50
45
40

Frequency

35
30
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15
10
5

500.00
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200.00

100.00

0.00

-100.00

-200.00

-300.00

0

Figure 45- ANN Neural Tools Steel model (Distribution of residuals of the training set)

 Figure 46 shows the distribution of residuals of the testing dataset from Steel Prices
Neural Tools model. This figure shows that 12 points out of total of 22 points in the
testing dataset have nearly 100 to 200 LE variance from the actual Steel prices. Only 1

80

point in the testing dataset has shown a residual of 600 LE variance from the actual steel
price which is the one tagged “Bad” prediction in Figure 67.

Histogram of Residuals (Testing)
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Figure 46- ANN Neural Tools Steel model (Distribution of residuals of the testing set)

 Table 12 summarizes the overall performance of the neural network built by Neural
Tools in comparison to Linear prediction which is also performed within Neural Tools.
For both the training set and test set, the mean squared error is much less than that of the
linear predictor which shows the complexity of this prediction problem and emphasizes
the need for more advanced prediction tool than linear prediction.
Table 12- ANN Neural Tools Steel model output (Comparison of linear predictor and Neural networks)

Linear Predictor vs. Neural Net
Linear
Neural
Predictor
Net
0.9429
-R-Square (Training)
549.29
105.62
Root Mean Sq. Error (Training)
539.50
212.74
Root Mean Sq. Error (Testing)
 Table 13 shows that the mean absolute percentage error of all the 22 testing points is 3%
which is relatively very low. Compared to the Excel model’s 8.74% MAPE, 3% is a good
improvement. Moreover, only 1 point has an absolute percentage error above 10%
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compared to 9 points in the Excel model. Regarding the testing dataset, significantly, the
Neural Tools model can capture the monthly variance in the steel prices as the predicted
prices in the testing dataset vary from one month to the other, unlike the Excel model
where the predicted prices are the same value for several months.
Table 13- Results of Neural Tools outputs of Testing dataset
Testing set (22 points)
3.0%
1

MAPE
Bad predictions (More
than 10% error)
Bad predictions (More
than 15% error)
Bad predictions (More
than 20% error)

0
0

 Table 14 shows the new predictions, or the validation set of the Neural Tools model. This
table shows that the errors between the actual and the predictions are very low with an
average of 2.8% of the 6 new predictions. Although the errors are very low, having the
same price for 6 consecutive months for new predictions is the same limitation as the
ANN Excel model. Accordingly, there is a need to utilize additional tools capable of
overcoming these limitations, with Python being used hereafter.
Table 14- Results of Neural Tools outputs of new predictions
Month

January
2018
February
2018
March
2018
April
2018
May
2018
June
2018

Neural
Tools
model
prediction
12300

Actual

Absolute
percentage
error

12300

0.0%

12300

12225

0.6%

12300

13133

6.3%

12300

12850

4.3%

12300

12650

2.8%

12300

12650

2.8%
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4.1.4 ANN Python Model results
 Figure 47 shows the performance of the Python model compared to the actual steel prices
from November 2008 to June 2018. This figure shows that the Python model does not
share the same limitation of the ANN Excel model of having the same price for multiple
consecutive months. Also, it shows that Python model can capture the trend of the Steel
prices as well as the drastic sudden changes such as the one in the end of 2016. Table 15
summarizes the performance of the Python model: for the training set the overall mean
absolute percentage error is 9.0% while it is 10.1% for the testing set. The errors might be
slightly higher than the ANN Excel model’s, but the ability of predicting a different price
each month is a promising advantage to the Python model.

Actual Steel Prices VS Predicted Steel Prices (Python model)
Steel reinforcemnt bars (LE/ton)
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Figure 47- Comparison between actual steel prices and predicted steel prices of Python model
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 Table 15 shows the results of new predictions, or validation set using Python model.

Here, for each month there is a different predicted price for steel, which overcomes the
limitation of both ANN Excel model and Neural Tools model that have the same price for
the whole validation set. The predicted prices have a relatively low absolute percentage
error with the highest being 5.2%, and the model was able to predict the sudden increase
in the steel prices from 12300 LE/ton and 12225 LE/ton in January and February 2018 to
13133 LE/ton and 12850 LE/ton in the following two months. The prices started decrease
steadily afterwards, and although the model predictions did not decrease, they increased
by a much lower rate. To have a more conclusive judgement of the model’s performance for
new predictions, more points to predict are needed.
Table 15- Results of Python Steel prices model (training and test sets)
TRAINING SET (88
POINTS)

TESTING SET (22
POINTS)

9.0%

10.1%

Bad predictions
(more than 10%
error)

8

13

Bad predictions
(more than 15%
error)

6

9

Bad predictions
(more than 20%
error)

3

6

MAPE
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Table 16- Results of Python Steel prices model (New predictions)
Month

Python
model
prediction

Actual

Absolute
percentage
error

January
2018

12676

12300

3.1%

February
2018

12860

12225

5.2%

March
2018

12935

13133

1.5%

April
2018

12965

12850

0.9%

May 2018

13005

12650

2.8%

June 2018

13066

12650

3.3%

4.1.5 Comparison between Steel Prices prediction models
 Figure 48 shows the performance of both ANN Excel model and Python model for
prediction of steel prices from November 2008 to June 2018. Generally, there is no
apparent trend of one model overestimating or underestimating relative to the other,
however, Python model is much more flexible in prediction of monthly variance in steel
prices. Table 17 summarizes the performance of both models for the training and testing
sets. Although Excel model has lower MAPE for the 110 points of training and testing
sets of 7.37% compared to 9.55% of Python’s, the inability to adjust the prices monthly is
a limitation to the Excel model. Moreover, the ability of both models to predict the
sudden drastic increase in November 2016, devaluation of Egyptian pound, is promising
and shows potential in timely prediction of economic shocks on the steel prices.
Regarding the Neural Tools model, the software does not show the whole results of the
training set, so only the test set of Neural Tools output can be compared to the other two
models.
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Predicted Steel Prices Excel model VS Python model
Steel reinforcemnt bars (LE/ton)
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Figure 48- Comparison between ANN Excel model and Python model for Steel prices prediction

 Tables 17&18 summarize the results of the three models: Table 17 shows the results of
the testing set (22 points), while Table 18 shows the results of new predictions or
validation set (6 points). Regarding the testing set, the Neural Tools model is much more
superior in prediction of the testing set points with MAPE of 3.0% compared to 8.74%
and 10.1% of the ANN Excel model and Python model respectively. Also, only 1 point in
the testing set was predicted by the Neural Tools model with more than 10% absolute
percentage error compared to 9 and 13 points of the ANN Excel and Python models
respectively.
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Table 17- Comparison between ANN Excel model and Python model for Steel prices prediction (Average
of training and testing sets)
ANN excel model
(training & testing)
(110 points)

ANN python model
(training & testing)
(110 points)

7.37%

9.55%

Bad predictions
(more than 10%
error)

26

21

Bad predictions
(more than 15%
error)

13

15

Bad predictions
(more than 20%
error)

4

9

MAPE

 Table 19 shows the new predictions of the three models with both ANN Excel model and
Neural Tools model have predicted the same steel price for the whole of the validation set
(6 months). Although both of these two models’ predictions present an absolute
percentage error less than 10%, the inability to predict different prices monthly could be
an alarming limitation that requires further investigation of the adequacy of both models.
On the other hand, Python model’s predictions are different each month and the absolute
percentage error of Python’s new predictions ranges between 0.9% to 5.2% as mentioned
in Table 16. Hence, due to its ability to capture the monthly trends of steel prices rather
several consecutive months’ average, Python model is preferred to the other two models
to predict the monthly steel prices using macroeconomic indicators.
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Table 18- Comparison between ANN Excel model, Neural Tools model, and ANN Python model for Steel
prices prediction (Testing set)
ANN Excel model
testing set (22
points)

Neural Tools
model testing
set (22 points)

ANN Python
model testing set
(22 points)

8.74%

3.0%

10.1%

Bad predictions
(more than
10% error)

9

1

13

Bad predictions
(more than
15% error)

4

0

9

Bad predictions
(more than
20% error)

2

0

6

MAPE

Table 19- Comparison between ANN Excel model, Neural Tools model, and Python model for Steel prices
prediction (Validation set)
Month

ANN
Excel
model

Neural
tools
model

Python
model
prediction

Actual

January
2018

12110

12300

12676

12300

February
2018

12110

12300

12860

12225

March
2018

12110

12300

12935

13133

April 2018

12110

12300

12965

12850

May 2018

12110

12300

13005

12650

June 2018

12110

12300

13066

12650

4.2 Cement Prices model
Following the methodology described in Chapter 3 and undertaken for developing the three
models for steel reinforcement bars prices prediction, three models are to be developed for the
prediction of Portland cement prices in similar fashion. First, correlation analysis was done
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between macroeconomic indicators and Portland cement prices. This was done since the
assumption made for the predictors for steel prices might not be valid. Steel and cement are two
essential materials in the construction industry but also have two different production processes,
responses to economic shocks, and potentially different macroeconomic leading indicators.
Challenging this assumption can also be supported by the history of steel and cement prices in
the last ten years as shown in Figures 2 and 3: steel prices fluctuate more and respond drastically
to economic shocks, while the cement prices are more stable and respond to economic shocks by
gradual increase or decrease.
4.2.1 Correlation analysis results
 Figures 49 and 50 show the correlation between Consumer Price Index and cement prices
and US. Dollar to EGP exchange rate and cement prices, respectively. There is a clear
trend of positive correlation between these indicators and the cement prices, hence they
will be further investigated using Pearson and Spearman correlation tests using R
software.
 Figures 51 and 52 show the correlation between GDP and cement prices and Lending rate
and cement prices, respectively. There is a clear trend of positive correlation between
these indicators and the cement prices, however, the trends look very similar which raises
the suspension of multi-collinearity. Using stepwise regression by R software in next
section, this matter will be further investigated to check if GDP and Lending rate will be
both potential predictors for cement prices or only one will be sufficient.
 Figures 53 and 54 show the correlation between Foreign reserves and cement prices and
Unemployment rate and cement prices, respectively. There is no clear trend of correlation
between foreign reserves and the cement prices, however, there might be potential
negative correlation despite the existence of many outliers. For the Unemployment rate,
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there is a potential positive correlation, but not necessarily linear correlation. Hence, they
will be investigate further using correlation tests by R.
 Figure 55 shows the correlation between Producer Price Index (PPI) and cement prices.
There is a clear positive correlation between this indicator and the cement prices, but not
a perfectly linear relationship. Hence, it will be better explained through Spearman
correlation test using R software in the next section.
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Cement prices VS US Dollar to EGP exchange rate

Cement prices VS C.P.I

Figure 50- Cement VS US. Dollar to EGP exchange rate

Figure 49- Cement VS CPI
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Cement prices VS Lending rate

Cement prices VS GDP

Figure 52- Cement VS Lending rate

Figure 51- Cement VS GDP
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Cement prices VS Unemployment rate
Cement prices VS Foreign reserves

Figure 54- Cement VS Unemployment rate
Figure 53- Cement VS Foreign reserves
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Cement prices VS P.P.I

Figure 55- Cement VS PPI
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Pearson & Spearman correlation analysis

 Table 20 summarizes the results of Pearson and Spearman correlation tests done in R
software to investigate the correlation between each macroeconomic indicator and the
cement prices.
o According to (Xiao et al., 2016) evaluation of the correlation coefficients, there is
a “Strong” linear correlation between cement prices and unemployment rate,
lending rate, GDP, US. Dollar to EGP exchange rate, CPI, and PPI as their
Pearson correlation coefficient are all above 0.5 and the p-value for each of their
correlation tests is less than 0.05


Having a very small P-value for the correlation tests means that there is a
great evidence against the null hypothesis that the slope = 0

o It can also be observed that there is moderate correlation between foreign reserves
and cement prices. It is a negative correlation that is on the borderline of being
classified “Moderate” to “Strong” correlation
o There is “Moderate” or leaning towards “Weak” correlation between cement
prices and Exports.
o For GDP, US. Dollar to EGP exchange rate, and Producer Price Index (PPI),
Spearman correlation coefficient is higher than Pearson’s which indicates that
these correlations with cement prices are best explained through monotonic
relationship rather than linear relationship
o For Unemployment rate, lending rate, Consumer Price Index (CPI), and Foreign
reserves, Pearson’s correlation coefficient is higher than Spearman’s meaning that
these relationships are better explained through linear relationship
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 The above-mentioned 8 indicators will be investigated further through stepwise
regression in R software to select the indicators that will be inputs to the artificial neural
networks’ prediction models.
Table 20- Results of Pearson & Spearman correlation tests between indicators and cement prices from R software

Indicator (lagged 6 months)

Pearson
correlation
coefficient

p-value
(Pearson
correlation)

Spearman
correlation
coefficient

p-value
(Spearman
correlation)

𝑈𝑛𝑒𝑚𝑝𝑙𝑜𝑦𝑚𝑒𝑛𝑡 𝑅𝑎𝑡𝑒𝑖−6 ,
𝐶𝑒𝑚𝑒𝑛𝑡𝑖

0.575

4.813e-11

0.558

2.276e-10

𝐿𝑒𝑛𝑑𝑖𝑛𝑔 𝑅𝑎𝑡𝑒𝑖−6 , 𝐶𝑒𝑚𝑒𝑛𝑡𝑖

0.666

2.003e-15

0.467

2.554e-07

𝐺𝐷𝑃𝑖−6 , 𝐶𝑒𝑚𝑒𝑛𝑡𝑖

0.782

2.2e-16

0.838

2.2e-16

𝐹𝑜𝑟𝑒𝑖𝑔𝑛 𝐸𝑥cℎ𝑎𝑛𝑔𝑒 𝑅𝑎𝑡𝑒𝑖−6 ,
𝐶𝑒𝑚𝑒𝑛𝑡𝑖

0.730

2.2e-16

0.820

2.2e-16

𝐶𝑜𝑛𝑠𝑢𝑚𝑒𝑟 𝑃𝑟𝑖𝑐𝑒 𝐼𝑛𝑑𝑒𝑥 (𝐶𝑃𝐼)𝑖−6 ,
𝐶𝑒𝑚𝑒𝑛𝑡𝑖

0.892

2.2e-16

0.836

2.2e-16

𝐹𝑜𝑟𝑒𝑖𝑔𝑛 𝑟𝑒𝑠𝑒𝑟𝑣𝑒𝑠𝑖−6 , 𝐶𝑒𝑚𝑒𝑛𝑡𝑖

-0.447

9.57e-07

-0.345

0.0002175

𝑃𝑟𝑜𝑑𝑢𝑐𝑒𝑟 𝑃𝑟𝑖𝑐𝑒 𝐼𝑛𝑑𝑒𝑥 (𝑃𝑃𝐼)𝑖−6 ,
𝐶𝑒𝑚𝑒𝑛𝑡

0.811

2.2e-16

0.804

2.2e-16

𝐸𝑥𝑝𝑜𝑟𝑡𝑠𝑖−6 , 𝐶𝑒𝑚𝑒𝑛𝑡

-0.357

0.0001233

-0.360

0.0001075

 Table 21 shows the result of fitting linear regression models adding one indicator at a
time (forward stepwise regression). Figures 56 and 57 shows adding one indicator at a
time to regression model as well as calculating Akaike’s Information Criterion in R
software. As mentioned before in the similar section for the steel prices model, the sole
purpose of fitting linear regression here is not prediction, but rather reaching an
indication on which independent variables can potentially be inputs to prediction models
that utilize artificial neural networks.
o The highest adjusted R2 here is the combination of all seven independent variables
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From correlation plots, Exports showed no or little correlation with the
cement prices: Pearson and Spearman correlation coefficients of -0.36.
Hence, Exports can potentially be removed.

o The lowest AIC here, is the combination of all seven independent variables: CPI,
PPI, Unemployment rate, GDP, Foreign reserves, and US. Dollar to EGP
exchange rate, and lending rate


Lending rate did not have the highest correlation coefficients, Pearson or
Spearman, with the cement prices.


Hence, the combination of CPI, PPI, Unemployment rate, GDP,
Foreign reserves, and US. Dollar to EGP exchange rate will
potentially be the inputs to cement prices prediction models.

Table 21- Results of cement prices VS indicators forward stepwise regression from R software

Step

Y (Cement price)- with indicators
lagged 6 months

1

CPI

.

2

CPI + PPI

.

.

3

CPI + PPI + Unemployment rate

.

.

.

4

CPI + PPI + Unemployment rate +
GDP

.

.

.

.

5

CPI + PPI + Unemployment rate +
GDP + Foreign reserves

.

.

.

.

.

6

CPI + PPI + Unemployment rate +
GDP + Foreign reserves + USD
exchange rate

.

.

.

.

.

.

7

CPI + PPI + Unemployment rate +
GDP + Foreign reserves + USD
exchange rate + Lending rate

.

.

.

.

.

.

x1

x2

x3
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x4

x5

x6

x7

.

Adjusted R
squared

Akaike’s
Information
Criterion (AIC)

0.7931

889.2

0.7977

887.6

0.796

889.06

0.7952

890.96

0.7944

892.31

0.7932

893.91

0.8159

882.04

Stepwise regression

Figure 56- Forward stepwise regression code in R

Figure 57- Calculated A.I.C for cement prices forward stepwise regression models in R

4.2.2 ANN Excel model
Following the methodology explained in Chapter 3, as well as that used for building artificial
neural network for prediction of steel prices, an artificial neural network to predict the Portland
cement prices was built using an Excel spreadsheet. The inputs used in building this network are
the ones that resulted from the correlation analysis following the reasoning explained in last
section. The 6 inputs used are: Foreign reserves, US Dollar to EGP exchange rate, Consumer
Price Index (C.P.I), Unemployment rate, Gross Domestic Product (GDP), and Producer Price
Index (P.P.I). One output to be predicted by this network which is Portland cement prices. The
model development is identical to that of the steel prices model with the only difference of
having 6 neurons in the input layer instead of 7. Inputs names in Excel model is shown in Table
22.
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Table 22- Names of input layer neurons in Cement prices ANN Excel model

Macroeconomic indicator

Name in excel model

Foreign reserves

Input layer- neuron 1

Us dollar to EGP exchange
rate

Input layer- neuron 2

Consumer price index (CPI)

Input layer- neuron 3

Unemployment rate

Input layer- neuron 4

GDP

Input layer- neuron 5

Producer price index (PPI)

Input layer- neuron 6

 Then, the network architecture was defined in the Excel spreadsheet ANN model. The
network architecture consists of Input layer, 2 hidden layers, and 1 output layer as
follows:
a. Input layer of 6 neurons: US. Dollar to EGP exchange rate, Foreign reserves,
Consumer Price Index (C.P.I), Unemployment rate, GDP, and Producer Price
Index (P.P.I) shown in Table 20.
b. First hidden layer: several trials were done in order to reach the number of
neurons in each of the hidden layers that leads to the best neural network. The
number of neurons in the first hidden layer is chosen to be 5 neurons
c. Second hidden layer: like first hidden layer approach, number of neurons in the
hidden layer was selected to be 10 neurons
d. Output layer: the output layer consists only of 1 neuron which is the cement prices
 Figure 58 illustrates the neural network architecture for the cement prices prediction
model.

99

Figure 58- Network architecture for Cement prices prediction model

Optimization- Genetic algorithm

The exact same approach for developing the optimization problem for the steel prices model was
done here for the cement prices with the same variables, constraints, and objective function.
Summary of ANN Excel Model results

 Figure 59 shows the results of the training set. A total of 88 outputs each is compared to
the actual output to calculate the percentage error. Like the performance of Steel prices
ANN Excel model, Cement prices model share the same limitation of the Steel prices
model that network’s outputs do not change from one month to the other, but rather after
several months the numbers start to change. This observation shows that the network may
not be able to capture the exact change from one month to another, however, it can
capture the upward or downward trend for the following number of months. The overall
mean absolute percentage error for the training set was 4% which is even lower than the
steel prices model, but the inability of capturing the exact monthly changes may
undermine the reliability of the model.
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Figure 59- Results of Cement prices ANN Excel model (training set)

 Figure 60 shows the results of testing and prediction datasets. For the testing dataset of 22
points, the mean absolute percentage error is 4.0%. For new predictions, the mean
absolute percentage error is 12%. Although the errors for prediction cases are low, the
same problem of having a consistent price for several months is still apparent. Table 23
summarizes the results of the training and testing sets of the ANN Excel model.
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Figure 60- Results of Cement prices ANN Excel model (testing & validation sets)

 Table 24 summarizes the results of new predictions using the proposed Cement prices
ANN Excel model. The mean absolute percentage error is 12% which is much higher
than the training and testing sets. Like the Steel prices, there was a sudden increase in
actual the Cement prices from February 2018 to March 2018 from 855 LE/ton to 1044
LE/ton then a gradual downwards trend from March 2018 to May 2018 and increase
again in June 2018. The proposed ANN Excel model did not accurately capture the
monthly changes, but the model’s output was very close to both trends as it almost
captured the overall six months’ average as shown in Table 22.
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Table 23- Results of Cement prices ANN Excel model (training & test sets)
Training set (88 points)

Testing set (22
points)

4.0%

4.0%

Bad predictions
(more than 10%
error)

7

4

Bad predictions
(more than 15%
error)

4

2

Bad predictions
(more than 20%
error)

2

2

MAPE

Table 24- Results of Cement prices ANN Excel model (validation set)
Month

Excel
model
prediction

Actual

Absolute
percentage
error

January
2018

795

871

8.76%

February
2018

795

855

7.03%

March
2018

795

1044

23.86%

April
2018

795

900

11.68%

May 2018

795

846

6.04%

June 2018

795

900

11.68%

 Figure 61 shows the performance of the Cement ANN Excel model predictions compared
to the actual cement prices from November 2008 to June 2018. This Figure shows that
the cement prices Excel model almost follows the actual trend consistently except for the
last 6 months. Figure 62 shows how the MAPE of the training set decreases as the
optimization trials progress.
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Portland Cement (LE/ton)

Actual Cement Prices VS Predicted Cement Prices (Excel model)
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Figure 61- Comparison between Cement prices ANN Excel model compared to actual cement prices

Figure 62- Genetic algorithm optimization summary of all trials (Cement prices ANN Excel model)
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4.2.3 ANN Neural Tools Model
 Figure 63 shows the results of the Neural Tools model.
 Figure 64 shows the distribution of residuals of the training dataset from cement prices
Neural Tools model. This figure shows that 70 points out of total of 88 points in the
training dataset have nearly 0 to +-20 LE variance from the actual cement prices.
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Figure 63- Results of Cement prices Neural Tools model
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Histogram of Residuals (Training)
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Figure 64- ANN Neural Tools Cement model (Distribution of residuals of the training set)

 Figure 65 shows the distribution of residuals of the testing dataset from cement prices
Neural Tools model. This figure shows that 10 points out of total of 22 points in the
testing dataset have nearly +- 10 LE variance from the actual cement prices. Only 1 point
in the testing dataset has shown a residual of 50- 60 LE variance from the actual cement
price which is the one tagged “Bad” prediction in Figure 63.
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Histogram of Residuals (Testing)
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Figure 65- ANN Neural Tools Cement model (Distribution of residuals of the testing set)

 Table 25 summarizes the overall performance of the neural network built by Neural
Tools in comparison to Linear prediction which is also performed within Neural Tools.
For both the training set and test set, the root mean squared error is much less than that of
the linear predictor which shows the complexity of this prediction problem and
emphasizes the need for more advanced prediction tool than linear prediction.
Table 25- Cement prices Neural Tools output

Linear Predictor vs. Neural Net

R-Square (Training)
Root Mean Sq. Error (Training)
Root Mean Sq. Error (Testing)
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Linear Neural
Predictor
Net
0.7977
-50.38
17.67
44.73
15.82

 Table 26 shows that the mean absolute percentage error of all the 22 testing points is
1.8% which is relatively very low. Compared to the Excel model’s 4.0 % MAPE, 1.8 %
is a good improvement. Also, only 1 point has an absolute percentage error above 10%
compared to 4 points in the Excel model. Like the performance of the steel prices
prediction models, regarding the testing dataset, significantly, the Neural Tools model
can capture the monthly variance in the cement prices as the predicted prices in the
testing dataset vary from one month to the other, unlike the Excel model where the
predicted prices are the same number for several months.
Table 26- Cement prices Neural Tools output of testing set

Testing set (22 points)
1.80%
1

MAPE
Bad predictions (More
than 10% error)
Bad predictions (More
than 15% error)
Bad predictions (More
than 20% error)

0
0

 Table 27 shows the new predictions, or the validation set of the Neural Tools model. This
table shows that the errors between the actual and the predictions are very low with an
exception of March 2018 where the absolute percentage error was its highest at 17.9%.
Although the errors are very low, having the same price for 6 consecutive months for new
predictions offers the same limitation as the Neural Tools model.
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Table 27- Results of Neural Tools outputs of new predictions
Month

January
2018
February
2018
March
2018
April
2018
May
2018
June
2018

Neural
Tools
model
prediction
857

Actual

Absolute
percentage
error

871

1.6%

857

855

0.3%

857

1044

17.9%

857

900

4.7%

857

846

1.3%

857

900

4.7%

4.2.4 ANN Python model
1. Identical to developing the Python model for steel prices, the first step for developing the
artificial neural network using Python was tabulating the data points of Cement prices
from November 2008 to June 2018 (Figure 66), and the selected macroeconomic
indicators from May 2008 to December 2017. Hence, the indicators will also lead the
Cement prices by 6 months.

Figure 66- Cement prices Python model data after normalization

112

2. Then, data normalization or scaling was done using the Min-Max scaler. Data
normalization was done for the 6 inputs: all inputs then are from -1 to 1.
3. The next step is splitting the dataset into training and testing sets. Splitting was done
using the train_test_split function in Python (Figure 67). Splitting was done so that 20%
of the data points are for testing the network while 80% of the data points are for training
the neural network.

Figure 67- Cement prices Python model code part 1
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Figure 68- Cement prices Python model code part 2

4. Then, the network architecture was defined in the Python code (Figure 68). The network
architecture consists of Input layer, 2 hidden layers, and 1 output layer as follows:
a. Input layer of 6 neurons: US. Dollar to EGP exchange rate, Foreign reserves,
Consumer Price Index (C.P.I), Unemployment rate, GDP, and Producer Price
Index (P.P.I)
b. First hidden layer: several trials were done in Python in order to reach the number
of neurons in each of the hidden layers that leads to the best neural network. The
number of neurons in the first hidden layer is chosen to be 4 neurons.
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c. Second hidden layer: like first hidden layer approach, number of neurons in the
hidden layer was selected to be 9 neurons
d. Output layer: the output layer consists only of 1 neuron which is the cement prices
 Figure 69 shows the performance of the Python model compared to the actual cement
prices from November 2008 to June 2018. This figure shows that the Python model does
not share the same limitation of the ANN Excel model of having the same price for
multiple consecutive months. Also, it shows that Python model is able to capture the
trend of the cement prices with the exception of some periods such as the one between
May 2011 to April 2012. Table 28 summarizes the performance of the Python model: for
the training set the overall mean absolute percentage error is 7.0% while it is 4.3% for the
testing set. The errors might be slightly higher than the ANN Excel model’s, but having
only 10 predictions out of 88 in the training set and only 3 predictions out of 22 in the
testing set with a higher absolute percentage error than 10% is a promising sign.

Actual Cement Prices VS Predicted Cement Prices (Python
model)
Portland Cement (LE/ton)
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Figure 69- Comparison between Cement prices Python model and actual cement prices
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Feb-19

Table 28- Results of Cement prices Python model (training and testing sets)

MAPE
Bad predictions (More
than 10% error)
Bad predictions (More
than 15% error)
Bad predictions (More
than 20% error)

Training set (88 points)
7.0%
10

Testing set (22 points)
4.3%
3

5

2

3

0

 Table 29 shows the results of new predictions, or validation set using Python model.
Here, like the performance of Python model for steel prices predictions, for each month
there is a different predicted price for cement, which overcomes the limitation of both
ANN Excel model and Neural Tools model that have the same price for the whole
validation set. The predicted prices have a relatively high absolute percentage error with
the highest being 24.6%, and the model was not able to predict the sudden increase in the
cement prices from 871 LE/ton and 855 LE/ton in January and February 2018 to 1044
LE/ton in March 2018. This sudden increase and then decrease in two months is almost
unprecedented in the study period. Hence, this trend might not be captured accurately by
the Python model due to its inability to learn such trend. To have a more conclusive
judgement of the model’s performance for new predictions, more points to predict would
be the solution.
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Table 29- Results of Cement prices Python (validation set)
Month

January
2018
February
2018
March
2018
April
2018
May
2018
June
2018

Python
model
prediction
776

Actual

871

Absolute
percentage
error
11.0%

782

855

8.6%

787

1044

24.6%

788

900

12.4%

791

846

6.5%

794

900

11.7%

4.2.5 Comparison between Cement prices prediction models
 Figure 70 shows the performance of both ANN Excel model and Python model for
prediction of cement prices from November 2008 to June 2018. As was the case for the
steel prices model, there is no apparent trend of one model overestimating or
underestimating relative to the other. Python model is much more flexible in prediction of
monthly variance in steel prices, however the ANN Excel model for cement prices is
more flexible than that for the steel prices: there is still some several consecutive months
with the same price, but not for long durations like the steel prices model. This can be
explained by the difference in trends between cement and steel: steel prices are more
fluctuating monthly than cement prices. Table 30 summarizes the performance of both
models for the training and testing sets: 110 points from November 2008 to December
2017. Although Excel model has lower MAPE for the 110 points of training and testing
sets of 4.0% compared to 5.6% of Python’s, the inability to adjust the prices monthly is a
limitation to the Excel model. However, when comparing Figure 87 with Figure 95, the
ANN Excel model is able to capture the overall trend of the cement prices, Moreover,
like the steel prices model, the ability of both models to predict the sudden drastic
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increase in November 2016 is promising and shows potential in timely prediction of
economic shocks on the cement prices.

Predicted Cement Prices Excel model VS Python model
Portland Cement (LE/ton)
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Figure 70- Comparison of Cement prices ANN Excel and Python models

Table 30- Comparison between Cement prices ANN Excel and Python models (Average between training
and testing sets)

ANN Excel model (training &
testing) (110 points)
MAPE
Bad predictions (More
than 10% error)
Bad predictions (More
than 15% error)
Bad predictions (More
than 20% error)

4.0%
8

ANN Python model
(training & testing) (110
points)
5.6%
27

5

19

3

6

 Tables 31 & 32 summarize the results of the three models: Table 31 shows the results of
the testing set (22 points), while Table 32 shows the results of new predictions or
validation set (6 points). Similar to the performance of the steel prices model, Regarding
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the testing set, Neural Tools model is much more superior in prediction of the testing set
points with MAPE of 1.8 % compared to 4.0% and 4.3% of the ANN Excel model and
Python model respectively. Only 1 point in the testing set was predicted by the Neural
Tools model as well as ANN Excel model with more 10% absolute percentage error
compared to 3 in Python model. Table 30 shows that although the difference in the
overall MAPE between ANN Excel model and Python model is not significant, the
difference in the number of predictions with more than 10% error is huge: only 8
predictions by ANN Excel model compared to 27 by the Python model. Hence, ANN
Excel model seems to have superiority in prediction of cement prices contrary to the steel
prices prediction where the Python model was more flexible and more reliable.
Table 31- Comparison between Cement prices ANN Excel, Neural Tools, and Python models (Testing set)

MAPE
Bad predictions (More
than 10% error)
Bad predictions (More
than 15% error)
Bad predictions (More
than 20% error)

ANN Excel model Testing
set (22 points)
4%
1

Neural Tools model
Testing set (22 points)
1.8%
1

ANN Python model
testing set (22 points)
4.3%
3

0

0

2

0

0

0

Table 32- Comparison between Cement prices ANN Excel, Neural Tools, and Python models (validation set)

Month

ANN
Excel
model
795

Neural
Tools
model
857

Python
model
prediction
776

Actual

795

857

782

855

795

857

787

1044

795

857

788

900

May 2018

795

857

791

846

June 2018

795

857

794

900

January
2018
February
2018
March
2018
April 2018
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871

Chapter 5: Conclusion and Recommendations
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In conclusion, this research proposes prediction models of steel reinforcement bars and
Portland cement prices six months ahead in the context of Egyptian construction industry. The
aim of this research was to predict the material prices using the economic conditions of the
country. Hence, macroeconomic indicators were identified from the literature and relevant
Egypt’s macroeconomic indicators were collected and their correlation with each of the two
materials investigated, steel and cement in the study period from May 2008 to June 2018.
Correlation analysis was done solely to choose the inputs to the prediction models of each of the
material prices. For the prediction of the steel reinforcement bars prices, the identified
macroeconomic indicators that are to be used as predictors are: GDP, Unemployment rate,
Consumer Price Index, Producer Price Index, Foreign reserves, US. Dollar to Egyptian pound
exchange rate, and Lending rate. While for the cement prices prediction, the indicators are: GDP,
Unemployment rate, Consumer Price Index, Producer Price Index, Foreign reserves, and US.
Dollar to Egyptian pound exchange rate.
Three different models that utilize artificial neural networks were developed in this research for
each material price prediction:
1. Artificial Neural Network (ANN) model developed on Excel spreadsheet that also
utilizes Genetic Algorithm (GA) to minimize the error of the predictions
2. Artificial Neural Network (ANN) model developed using Neural Tools software which is
an Excel add-in
3. Artificial Neural Network (ANN) model developed using Python programing language
on Spyder software
Each of the developed models were evaluated using the mean-absolute-percentage-error (MAPE)
of its predictions. For the Steel reinforcement bars prediction models, ANN-GA Excel model’s
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performance was 6.0% MAPE for the training set (88 predictions), 8.74% MAPE for the testing
set (22 predictions), and 3.19% MAPE for validation set (6 predictions). Neural Tools model’s
performance was 3.0 % MAPE for the testing set (22 predictions), and 2.8% MAPE for
validation set (6 predictions). Python model’s performance was 9.0% MAPE for training set (88
predictions), 10.1% for the testing set (22 predictions), and 2.8% MAPE for the validation set (6
predictions).
For the Portland cement prices prediction models, ANN-GA Excel model’s performance was
4.0% MAPE for the training set (88 predictions), 4.0% MAPE for the testing set (22 predictions),
and 11.5% MAPE for validation set (6 predictions). Neural Tools model’s performance was 1.8
% MAPE for the testing set (22 predictions), and 5.08% MAPE for validation set (6 predictions).
Python model’s performance was 7.0% MAPE for training set (88 predictions), 4.3% for the
testing set (22 predictions), and 12.4% MAPE for the validation set (6 predictions).
The errors of the prediction models are promising signs on the performance in future predictions
of prices, however:
1. The ANN-GA Excel model was unable to capture the monthly variance in the prices, but
rather predicts one constant price for a number of month. That constant price is almost
the average of that number of months, which is due to the formulation of the optimization
problem by having an objective function of minimizing the overall mean-absolutepercentage-error of the training set (88 points). However, if a sudden increase in the
prices happens, the model is able to predict that increase, which is a sign for a base of
further improvement.
2. Neural Tools model was more dynamic: the model was able to predict different prices for
the testing set (22 points) even for consecutive months. However, the nature of the
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software is more of a black box: the user is unable to adjust the architecture of the
network, optimizer, and is unable to get full details on the prediction of the training set
(88 points). This nature is a limitation of the ability to detect and interpret further
improvement of the current performance of this model.
3. Python model had the superior performance. Although the MAPE of its results might be
lower than the other two models in some sets, not much lower, its ability to predict the
monthly variance of consecutive months’ prices as well as the capacity to adjust the
codes of the model developed using it overcomes the limitations of the other two models.
 The recommended model for prediction of Steel reinforcement bars prices is Python
model with 7.0% and 4.3% MAPE for training and testing sets respectively due to its
ability to capture the monthly fluctuations compared to Excel and Neural Tools model.
 The recommended model for prediction of Cement prices is the ANN-Excel model with
4.0% MAPE for both training and testing sets. The ANN-Excel model for cement prices
does not have the same problem of that of steel prices of having constant price predicted
for several months. This can be due to that cement prices do not fluctuate historically as
severely as steel prices. So, having the same predicted price for cement for some
consecutive months would not be as problematic as for steel.

Research limitations
1. This research results are all in the context of the Egyptian construction industry.
Influential materials selected: steel and cement, identified macroeconomic indicators, as
well as the study period were all selected in this research adjustably to the conditions of
the Egyptian construction market
2. The study period covered in this research is from May 2008 to June 2018. Although this
period covered many events that reflected economic and political instabilities, extending
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the study period would have allowed the neural networks to learn more trends and
produce more reliable predictions as a result. This study period was selected based on the
availability of data.
3. Data collection source of the material prices was the Egyptian Central Agency of
Mobilization and Statistics (CAPMAS). The new predictions of the prices will reflect the
CAPMAS prices and would be affected by their assumptions. Their collection of the
prices entails some assumptions including:
a. CAPMAS collect the material prices from three CAPMAS offices in each of
governorates of Egypt, so the predicted prices shall be considered as an average of
all the governorates prices in Egypt.
b. These prices are collected from 15th to 17th of each month.

Recommendations for future research
1. Extending the study period to more than 10 years would improve the reliability of the
new predictions and would include different trends to the neural networks to learn from.
2. Investigation of different other predictors for each material prices. More Macroeconomic
indicators of Egypt, global indicators, as well as stock market indicators might be
investigated.
3. Investigation on the application of these prediction models for other influential
construction materials rather than steel and cement only.
4. Development of reliable Tender Price Index or Construction Cost Index for the Egyptian
construction market and direct the developed prediction models in this research to predict
these indices rather than individual material prices. This research’s decision to predict
individual material prices was influenced by the lack of these reliable indices.
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5. Exploring adjusting the proposed prediction models to more time lags between the
predictors and the predicted prices. Extending the time lag would entail the need for more
data points but would be helpful in long-term prediction.
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Figure 75- Steel prices VS Foreign reserves (no lag)

Figure 77- Steel prices VS Foreign reserves (3-months lag)

Figure 76- Steel prices VS Foreign reserves (1-month lag)

Figure 78- Steel prices VS Foreign reserves (6-months lag)
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Figure 79- Steel prices VS Unemployment rate (no lag)

Figure 81- Steel prices VS Unemployment rate (3-months lag)

Figure 80- Steel prices VS Unemployment rate (1-month lag)

Figure 82- Steel prices VS Unemployment rate (6-months lag)
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Figure 83- Steel prices VS PPI (no lag)

Figure 85- Steel prices VS PPI (3-months lag)

Figure 84- Steel prices VS PPI (1-month lag)

Figure 86- Steel prices VS PPI (6-months lag)
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Steel prices VS Inflation rate

Figure 89- Inflation rate (3-month lag)
Figure 87- Steel prices VS Inflation rate (no lag)

Figure 88- Steel prices VS Inflation rate (1-month lag)

Figure 90- Steel prices VS Inflation rate (6-months lag)
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Steel prices VS Lending rate

Figure 93- Steel prices VS Lending rate (3-months lag)
Figure 91- Steel prices VS Lending rate (no lag)

Figure 94- Steel prices VS Lending rate (6-months lag)
Figure 92- Steel prices VS Lending rate (1-month lag)
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Steel prices VS Money supply (M2)

Figure 97-Steel prices VS Money supply (M2) (3-months lag)
Figure 95- Steel prices VS Money supply (M2) (no lag)

Figure 98- Steel prices VS Money supply (M2) (6-months lag)
Figure 96- Steel prices VS Money supply (M2) (1-month lag)
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