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Abstract
For autonomous robots to navigate a complex environ-
ment, it is crucial to understand the surrounding scene
both geometrically and semantically. Modern autonomous
robots employ multiple sets of sensors, including lidars,
radars, and cameras. Managing the different reference
frames and characteristics of the sensors, and merging their
observations into a single representation complicates per-
ception. Choosing a single unified representation for all
sensors simplifies the task of perception and fusion. In this
work, we present an end-to-end pipeline that performs se-
mantic segmentation and short term prediction using a top-
down representation. Our approach consists of an ensemble
of neural networks which take in sensor data from different
sensor modalities and transform them into a single com-
mon top-down semantic grid representation. We find this
representation favorable as it is agnostic to sensor-specific
reference frames and captures both the semantic and geo-
metric information for the surrounding scene. Because the
modalities share a single output representation, they can be
easily aggregated to produce a fused output. In this work
we predict short-term semantic grids but the framework can
be extended to other tasks. This approach offers a simple,
extensible, end-to-end approach for multi-modal perception
and prediction.
1. Introduction
A key task for autonomous robots is perception, which
involves building a representation that captures the geom-
etry and semantics of the surrounding scene. It is crucial
that such a representation is accurate enough to be used by
an autonomous robot to plan and make decisions to reach a
goal. Autonomous robots commonly use multiple compli-
mentary sensors such as lidars, radars, and cameras. These
sensors vary significantly in their working principles, out-
put representations, and signal qualities. Thus it is desirable
to unify the information extracted from all sensors into one
common representation. A top-down representation is natu-
Figure 1. FISHING Net Architecture: multiple neural networks,
one for each sensor modality (lidar, radar and camera) take in a
sequence of input sensor data from t = −2,−1.5. − 1,−0.5, 0s
and output a sequence of shared top-down semantic grids at t =
0, 0.5, 1, 1.5, 2s representing 3 object classes (Vulnerable Road
Users (VRU), vehicles and background). The sequences are then
fused using an aggregation function to output a fused sequence of
semantic grids.
ral for geometric scene understanding. Top-down represen-
tations compactly aggregates the geometric and semantic
configurations of different agents in a scene. We leverage
this representation to serve as a common output interface
between sensor modalities. The benefits of a shared top-
down representation across modalities are threefold. First,
it is an interpretable representation that better facilitates de-
bugging and reasoning about inherent failure modes of each
modality. Second, it is independent of any particular sen-
sors characteristics and so is easily extensible for adding
new modalities. Finally, it simplifies the task of late fusion
by sharing a spatial representation in a succinct manner.
In addition to perceiving the current state of the world,
autonomous robots must be able to estimate future states
in order to make effective decisions toward their destina-
tions. This key task is commonly referred to as behavior
prediction. Traditional pipelines typically employ separate
tracking and trajectory prediction modules to achieve this
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task [14], consequently increasing system complexity and
latency. In this work, we show that using a shared top-down
representation as an output from different sensor modalities,
it is possible to not only perceive the current state of the en-
vironment, but also predict future states within a short time
horizon in an end-to-end fashion. This end-to-end percep-
tion and prediction formulation reduces computation cost,
system complexity and overall latency compared to a mod-
ular pipeline.
In this work we present a novel end-to-end framework
that predicts the top-down view of the current scene (t0)
as well as multiple timesteps into the future. The pipeline
consists of a convolutional neural network for each of three
sensor modalities: lidar, radar, and camera. Each sensor
modality predicts a sequence of top-down semantic grids,
then these outputs are fused to produce a single output grid.
We explore fusing using two different aggregation mecha-
nisms. We evaluate our pipeline using only cameras and
lidar modalities on NuScenes dataset [2] and Lyft dataset
[7]. We also evaluate on a purpose-built dataset collected
internally and use all three sensor modalities.
Our main contributions are the following:
i We propose a novel multi-modal architecture to perform
end-to-end perception and prediction.
ii We propose a novel application of using a top-down se-
mantic grid as a common output interface to facilitate
late sensor fusion.
iii We propose a novel architecture for short-term predic-
tion of top-down semantic grids using Radar data.
iv We show that this architecture is extensible to 2D and
3D sensors in varied reference frames.
2. Related Work
Semantic Segmentation In semantic segmentation a
neural network is trained to predict a mask which assigns
a semantic label to each pixel in the input image. There has
been a considerable body of literature dedicated to predict-
ing a semantic mask on the perspective view of the image
including FCN [9], SegNet [1], U-Net [17], and PSPNet
[19]. In this work however, we predict a semantic mask in
the top-down view of the scene, rather than in pixel space.
There has been recent research attempting to achieve similar
tasks [10] [16] [12] . These approaches use a single cam-
era, or transform a detected bounding box to a top-down
view and only predict the current timestep. Closest to our
work is the work done by Pan et al. [13] where they intro-
duce a framework called View Parsing Network (VPN) to
achieve a task they call Cross View segmentation. The in-
put is an image from multiple cameras situated at different
angles and the output is a top-down view of the scene. We
employ a similar approach and extend it to predict multiple
timesteps into the future specifically for cameras. Erkent
et al. [4] predict a semantic grid from camera images but
perform an early fusion of occupancy grid computed using
lidar data and evaluate in a single camera setting. Hoyer
et al.[6] predict a top-down semantic grid representation
and use images from cameras situated at different angles.
However, their pipeline first runs semantic segmentation on
the images and then uses stereo-depth in order to map each
pixels semantic label to a top-down grid, whereas we oper-
ate directly on raw camera images which reduces pipeline
complexity. Prophet et al.[15] present a framework for gen-
erated top-down semantic grids using radar data. Prophet
et al. focus on inferring the current semantic grid, while
our work goes further to predict the future positions of sur-
rounding agents.
Short-term Prediction There is recent research per-
forming short-term prediction of grids; [11], [18], [3] pro-
pose using a recurrent neural network that takes as input
a sequence of occupancy grids generated using lidar data
and predicts occupancy grids into the future. We show that
we can predict more than just occupied and non-occupied
classes. Our semantic grid consists of vulnerable road users
(pedestrians, bicyclists, motorists, etc), vehicles, and back-
ground classes. Additionally, we further apply the same
formulation to other modalities such as cameras and radar.
Close to our work is that done by [6] which proposes a
pipeline that predicts a semantic grid at a future timestep.
We distinguish ourselves in that we not only predict the cur-
rent timestep but multiple future timesteps.
3. FISHING Net
3.1. Problem Formulation
We formulate the task as follows: Given a set of k sen-
sor modalities with sensory data from the current timestep
t0 and p past timesteps t−p, ..., t−1, infer top-down seman-
tic grids at the current timestep t0 and f future timesteps
t1, ..., tf Three object classes are represented in our se-
mantic grids: 1) vulnerable road users (VRU) including
pedestrians, bicyclists and motorists, 2) vehicles, and 3)
background. An example of the representation for a sin-
gle timestep is shown in Figure 2. To compensate for ego
vehicle motion we pick a fixed reference frame centered on
the ego position at t0. The x dimension represents the for-
ward direction of travel, the y axis at a right angle pointing
left out of the robot, and the z axis is the vertical height
dimension, show in Figure 3.
We use a network for each of the k modalities to do short
term prediction of semantic grids into the future. Each net-
work consumes multiple timesteps of sensory data and out-
puts multiple future timesteps of top-down semantic grids.
The semantic grids are then aggregated across modalities to
produce a fused grid. This output grid provides a top-down
view of the dynamic agents surrounding the ego vehicle.
Figure 2. Top-down view ground truth semantic grid. (Vehicles:
Green; VRU: Red; Background: Blue).
.
Figure 3. Top-Down Reference Frame
.
The overall architecture using lidar, radar and cameras as
the input modalities is described in Figure 1.
3.2. Lidar Input
Our input lidar representation consists of 8 top-down
grid features, matching the output dimensions, resolution,
and reference frame. The features are generated by project-
ing lidar points into the top-down grid reference frame and
computing various functions on the set of points in each grid
cell.
These features consist of: 1) Binary lidar occupancy (1
if any lidar point is present a given grid cell, 0 otherwise).
2) Lidar density (Log normalized density of all lidar points
present in a grid cell). 3) Max z (Largest height value for
lidar points in a given grid cell). 4) Max z sliced (Largest
z value for each grid cell over 5 linear slices eg. 0-0.5m,
..., 2.0-2.5m). These features are stacked along the chan-
nel dimension for the purposes of training. For a single
input frame the dimensions of the Lidar features would be
RW×H×8. For a sequence of input frames we’d end up with
RW×H×8×(p+1) where p+1 is the number of input frames.
(a) (b)
(c) (d)
Figure 4. Subset of lidar features extracted at current timestep. (a)
Lidar occupancy, white is occupied and black is available. (b)
Lidar density. (c) Maximum Z measurement. (d) Maximum Z
measurement for 1st height slice
Figure 5. Quiver plot for a single frame velocity features from
radars
Figure 6. Vision Input
All of the lidar points for a given sample are transformed
into the ego-centric reference frame of the ego vehicle at t0.
This transformation is computed based on the ego vehicle
position at the corresponding timestep.
3.3. Radar Input
Our radar input features are extracted in a similar fashion
to the lidar features. The data is captured by radar sensors
mounted around the ego vehicle. It consists of 6 top-down
Figure 7. Vision architecture on top. Lidar and Radar Architecture on bottom.
grid features.
These features consist of: 1) Binary radar occupancy (1
if any radar point is present a given grid cell, 0 otherwise).
2) X, Y values for each radar return’s doppler velocity com-
pensated with ego vehicle’s motion. 3) Radar cross sec-
tion (RCS). 4) Signal to noise ratio (SNR). 5) Ambiguous
Doppler interval. These features are similarly stacked along
the channel dimension. Radar points for a given sample are
also transformed into the ego-centric reference frame at t0.
Figure 5 is a quiver plot of a single frame of the radar
Doppler velocity features. A single example consists of 5
of these frames.
3.4. Vision Input
Our vision neural network consumes a sequence of im-
ages captured by multiple wide angle cameras situated at
different angles on the ego vehicle providing a 360◦field of
view. The dimensions of the images match the output res-
olution of 192 by 320. Figure 6 is an example of a single
timestep of vision views, concatenated side by side.
3.5. Architecture
Our overall architecture consists of a neural network for
each sensor modality. Across all modalities, our network
architecture consists of an encoder decoder network with
convolutional layers. We use average pooling with a pool-
ing size of (2,2) in the encoder and up-sampling in the
decoder. After the decoder we have a single linear con-
volutional layer to produce logits, and apply a softmax to
produce the final output probabilities for each of the three
classes along each of the output timesteps. We use a slightly
different encoder and decoder scheme for the vision net-
work compared to the lidar and radar networks to account
for the pixel space features.
3.6. Lidar/Radar Encoder Decoder
Lidar and radar rely on a U-Net-like architecture[17].
The encoder consists of a set of 5 blocks consisting of a pair
of convolutional layers with batch normalization followed
by a average pooling layer (Figure 7). The decoder consists
of 5 blocks consisting of 3 convolutional layers with batch
normalization. The network also includes a skip connection
from the fourth block of the encoder to the second block of
the decoder in U-Net style.
3.7. Vision Encoder Decoder
The vision network architecture consists of a traditional
encoder decoder scheme based on a fully convolutional
ResNet backbone [5] (Figure 7). We use a three layer
ResNet block with 4 blocks in the encoder and decoder. Be-
tween the encoder and decoder we apply an orthographic
feature transform layer.
3.7.1 Pixel Space to Top-Down Transform
The desired output representation is in top-down view.
However, the inputs for vision are images in perspective
view. To convert from pixel space to top-down space we
propose a learned orthographic feature transformation by
modifying the View Parsing Network module in [13]. We
implement this transformation as a network layer which op-
erates between the encoder and decoder sections of the net-
work. The orthographic layer consists of a series of unbi-
ased fully connected layers with ReLU activations. This
provides the non-linear property of the transformation. Due
to the different reference frame for each camera we pass
each camera view through a shared encoder, add together
projected features and pass the result through a single de-
coder. This method allows us to learn features in pixel space
which can then be decoded into a top-down output.
3.8. Multi-Modal Fusion
All modalities share the same output reference frame and
representation, so we aggregate by applying an aggregation
function to the softmax values across the modality dimen-
sion. The two aggregation functions we evaluated were av-
erage and priority pool. Average is the normal arithmetic
mean, which serves to reduce the variance of the output.
Priority pool is defined as follows: Set priority = pedestrian:
3, vehicle: 2, background: 1. If modalities disagree on a
pixel classification, we pick the modality whose predicted
class has the highest priority value and we break ties by
larger magnitude of the softmax value for that object class.
3.9. Training
We train each modality independently using an Adam
optimizer [8]. The loss function consists of the sum of the
cross entropy for all of the output timesteps, with an equal
weight for each frame. Additionally, we place an extra fac-
tor of 10 on the pedestrian/bike loss to account for class
imbalance.
LOSS = −
F∑
f=0
∑
g∈G
∑
c∈C
kc ∗ pgf (c) log qgf (c)
Where F is the number of future frames, G is the set of
cells in the semantic grid, kc is 10 if c = ped and 1 oth-
erwise, and pgf (c) and q
g
f (c) are the ground truth and pre-
dicted values for a given frame f , object class c and grid
cell g. Additionally, we batch balance based on the yaw of
surrounding agents to get a good coverage of various orien-
tations.
4. Experiments
We train and evaluate our model on three large-scale
datasets. For all datasets we pick the number of past
timesteps p = 4 and the number of future timesteps f = 4
with an interval of 0.5 seconds in between, using data from
timesteps t = (−2,−1.5,−1,−0.5, 0)s to infer semantic
grids at timesteps t = (0, 0.5, 1, 1.5, 2)s.
The first two datasets are NuScenes[2] and Lyft [7]. Both
of which are open-source datasets. NuScenes dataset con-
sists of 1000 20 second long scenes captured in Boston and
Singapore. Each scene is annotated at 2 Hz thus giving us
40 annotated frames per scene. The dataset contains images
captured from 6 cameras, full lidar spin point clouds, 3D an-
notated bounding boxes, 23 object classes and more. Each
frame’s ego pose is also recorded allowing us to transform
point clouds to different reference frames. We show results
of training on 24,000 samples. Lyft provides sensor data
from both lidar and 6 cameras annotated at 10 Hz. We show
results of training on 22,000 samples.
The last dataset is purpose-built for this experiment. It
consists of sensor data collected with vehicles outfitted with
multiple lidars, radars, and cameras with 360◦coverage.
The lidars complete a single spin every 100ms, resulting in
a frame rate of 10Hz. Each radar scans the surroundings at
15Hz. The cameras are also sampled at a 10Hz frequency.
Our ground truth is generated from a multi-modal percep-
tion pipeline which produces 3d track boxes and semantic
labels. We then project these boxes into top-down space to
generate our output labels.
Our dataset consists of ˜2,000,000 samples. We use a
semantic grid of dimensions 192 in x and 320 in y. For
NuScenes and Lyft, we use a 10 cm resolution for each grid
cell giving a coverage of 614 m2. The purpose-built dataset
uses a 20 cm resolution for each grid cell giving a coverage
of 2457 m2.
5. Results
We evaluate our models using a 10% validation split, and
generate metrics on a per grid-cell and per class basis.
5.1. NuScenes Dataset
We evaluate using lidar and vision networks on
NuScenes after we’ve found that its radar data were too
sparse to perform semantic segmentation. Lidar achieves
highest performance on precision and recall for all three
classes, which is expected since all of the lidar input fea-
tures are in top-down and the lidar point clouds are repre-
sented with respect to the ego-position at t0. The camera
network, on the other hand, has a more challenging task on
two fronts. One, the camera model has to learn the mapping
from pixel-space to a top-down space while lacking any
depth information. Secondly it has to learn the ego motion
model. We aggregate the resulting prediction using average
and priority pooling. Average pooling achieves higher pre-
cision while priority pooling achieves higher recall (except
for the lowest priority class which is background). Figure
8 shows the precision and recall per prediction horizon for
each class. In all classes, performance declines as predic-
tion horizon increases. Pedestrians prove to be the hardest
to learn and predict into the future.
NuScenes Lyft Purpose Built Dataset
Class Metric Lidar Vision Average Pool Lidar Vision Average Pool Lidar Radar Vision Average Pool
Pe
de
st
ri
an
Precision 70.3% 14.2% 71.3% 40.8% 58.1% 11.0% 70.4% 30.6% 45.7% 24.6% 14.6% 51.3% 20.9%
Recall 38.5% 7.4% 8.5% 41.1% 53.8% 11.5% 20.3% 56.9% 84.3% 46.8% 28.7% 57.0% 87.1%
IOU 24.9% 4.8% 7.6% 20.4% 38.8% 5.9% 18.7% 24.8% 42.2% 19.2% 10.7% 37.0% 20.3%
Accuracy 99.8% 99.7% 99.8% 99.7% 99.9% 99.8% 99.9% 99.8% 99.8% 99.8% 99.7% 99.9% 99.6%
V
eh
ic
le
Precision 91.2% 69.9% 92.6% 75.8% 94.7% 78.5% 94.6% 81.5% 91.7% 87.0% 84.5% 93.6% 78.8%
Recall 86.3% 52.6% 72.2% 88.9% 90.5% 66.1% 81.3% 92.7% 92.1% 80.4% 75.6% 87.4% 95.6%
IOU 44.3% 30.0% 40.6% 40.9% 86.1% 56.0% 77.7% 76.6% 85.0% 71.8% 66.4% 82.5% 76.1%
Accuracy 99.0% 96.8% 98.4% 98.2% 99.1% 97.0% 98.6% 98.3% 99.3% 98.6% 98.4% 99.2% 98.7%
B
ac
kg
ro
un
d Precision 99.2% 97.6% 98.5% 99.3% 99.4% 97.9% 98.8% 99.5% 99.6% 99.1% 98.8% 99.4% 99.8%
Recall 99.5% 98.8% 99.7% 98.5% 99.6% 98.8% 99.7% 98.6% 99.5% 99.3% 99.2% 99.6% 98.5%
IOU 49.7% 49.1% 49.5% 49.4% 99.0% 96.8% 98.5% 98.1% 99.1% 98.4% 98.1% 99.1% 98.3%
Accuracy 98.8% 96.5% 98.3% 98.0% 99.1% 96.9% 98.6% 98.2% 99.2% 98.5% 98.1% 99.1% 98.4%
Table 1. Table shows 1 vs all Accuracy per class, intersection over union (IOU), precision and recall for all 3 datasets at t0. Purpose built
dataset and NuScenes had kc=ped = 10 for pedestrian/bike class while Lyft had kc=ped = 50.
5.2. Lyft Dataset
One difference observed in Lyft dataset is that there
are much fewer pedestrian samples (including bicycles and
motorcycles) compared to NuScenes dataset. Therefore a
larger class weight of 50 is assigned to the pedestrian class
during training.
The performance of both modalities is evaluated in Table
1. We are able to achieve comparable performance in Lyft
dataset as in NuScenes dataset. The Lidar model performs
better than the vision model in both precision and recall for
all three classes. The aggregated results using average and
priority pooling are demonstrated as well.
5.3. Purpose-Built Dataset
We also evaluate our model using purpose built datasets
of varying sizes. Naturally, we found that the larger dataset
led to significant performance improvements across all ob-
ject classes and time frames.
Comparing the three modalities, lidar achieves the best
performance, with radar a distant second and vision close
behind radar. These results are highlighted in Table 1.
These results can be compared to the NuScenes results in
Table 1, where the purpose-build dataset results are better
across the board. Similar to NuScenes and Lyft results,
average pooling achieves the highest precision and priority
pool achieves the highest recall.
Figure 9 shows accuracy, intersection over union (IOU),
precision and recall plotted against prediction horizon for
vehicle and pedestrian object classes. All modalities show
a monotonic decrease as the prediction horizon increases.
Pedestrian precision notably falls a lot faster as the predic-
tion horizon increases compared to vehicle precision. This
indicates the difficulty of predicting pedestrian motion com-
pared to vehicles.
Figure 10 shows labels, input and output at all frames
for all three modalities. Lidar has the highest resolution for
fine detail such as pedestrians. Vision and radar tend to lose
the details when many agents are stacked next to each other.
Radar does a good job of depth when compared to vision.
Radar also handles kinematics relatively well which may
be due in part to the velocity measurements. Vision tends to
struggle with predicting depth properly, and predictions are
often smeared across the radial dimension.
6. Conclusion and Future Work
We present a top-down framework that takes in sensor
data from different modalities and performs semantic seg-
mentation for both the current timestep and the near fu-
ture. By using different sensor modalities such as lidars,
radars, and cameras from NuScenes and our purpose-built
datasets, this work demonstrates the framework’s ability to
adapt to different sensor configurations. A common rep-
resentation across modalities simplifies the complexity of
the perception system and provides flexibility in choosing
fusion strategies based on different performance require-
ments. On top of that, by using the same framework, the
semantic segmentation tasks can be expanded further from
current timestep into future timesteps, allowing a short hori-
zon prediction of road users’ motions. The extensible na-
ture of this framework provides flexibility and robustness
for downstream decision making and motion planning.
One limitation of our approach is that we use a fully
grid based representation with no object level representa-
tion. We hope to extend this work to add instance segmen-
tation and box regression in the top-down representation.
Figure 8. Precision and Recall Metrics for NuScenes dataset
Figure 9. Precision and Recall Metrics for Purpose-Built dataset
Figure 10. Label (lower left), input (top) and predictions (bottom) for lidar radar and vision. One of the six input cameras is visualized.
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