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Abstract
In this paper a second-order nonautonomous iterative functional differential equation is consid-
ered. By reducing the equation with the Schröder transformation to another functional differential
equation without iteration of the unknown function, we give existence of its local analytic solutions.
We first discuss the case that the constant α given in the Schröder transformation does not lie on the
unit circle in C and the case that the constant lies on the circle but fulfills the Diophantine condition.
Then we further study the case that the constant is a unit root in C but the Diophantine condition is
offended. Finally, we investigate analytic solutions of the form of power functions.
 2005 Elsevier Inc. All rights reserved.
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1. Introduction
Let x = x(z) be a complex function and xj (z) denote its j th iterate, i.e., xj (z) =
x(xj−1(z)), x0(z) = z. Differential equation with iterates of the unknown function is an
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extensively in many fields such as classical electrodynamics [5–8], populations [1], com-
modity price fluctuations [2], and blood cell productions [10]. Many results [11–14] are
given for first-order equations. Concerning second-order equations, Petahov [15] proves
the existence of solutions of the second-order equation
x′′(z) = ax(x(z)).
Further discussion is made in [16–18] for existence of analytic solutions of equations
x′′
(
xr(z)
)= m∑
j=0
cj x
j (z), x′′(z) = x(az + bx′(z)),
and
x′′(z) = (xm(z))2.
Such a class of differential equations has quite a different form from ordinary differential
equations and iteration affects properties of solutions very much. The known theorems of
existence and uniqueness for ordinary differential equations are not applicable.
In this paper a general form of second-order equation
x′′(z) = f
[
m∑
j=0
cj x
j (z)
]
+ G(z) (1.1)
is considered, where a nonautonomous term G(z) is involved and f may be nonlinear. We
suppose f and G are given analytic functions on the domain |z| < σ , where σ > 0 is a
constant, and prove existence of analytic solutions by constructing a special class of its
analytic solutions in a neighborhood of the origin. As in [16–18] we still reduce Eq. (1.1)
with x(z) = y(αy−1(z)), called the Schröder transformation sometimes, to the auxiliary
equation
α2y′′(αz)y′(z) = αy′(αz)y′′(z) + (y′(z))3f
[
m∑
j=0
cj y(α
j z)
]
+ (y′(z))3G(y(z)), (1.2)
a functional differential equation in which iterates of the unknown function are not in-
volved, and discuss analytic solutions of Eq. (1.2) with the initial condition y(0) = 0,
y′(0) = µ ∈ C. We first construct analytic solutions in uniformly convergent power series
in the cases
(C1) α is not on the unit circle in C, and
(C2) α lies on the unit circle in C but satisfies the Diophantine condition,
so that results in [16–18] are generalized to (1.1). Furthermore, we discuss the case
(C3) α is a unit root,
which clearly offends the Diophantine condition. Results on the auxiliary equation (1.2)
give existence of a class of analytic solutions for Eq. (1.1) and its construction. Finally, we
investigate analytic solutions in a special form—power function in C.
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In this section, we discuss Eq. (1.2) in the case 0 < |α| < 1.
Theorem 2.1. Assume that 0 < |α| < 1. Then for any µ ∈ C the auxiliary equation (1.2)
has an analytic solution y(z) in a neighborhood of the origin such that y(0) = 0 and
y′(0) = µ.
Proof. Clearly, if µ = 0, (1.2) has a trivial solution y(z) ≡ 0. Assume µ = 0. Let
f (z) =
∞∑
n=0
anz
n, G(z) =
∞∑
n=0
cnz
n. (2.1)
We seek a solution of (1.2) in a power series of the form
y(z) =
∞∑
n=1
bnz
n, y′(0) = µ. (2.2)
In order to do so, rewrite (1.2) as
α2y′′(αz)y′(z) − αy′(αz)y′′(z)
[y′(z)]2 = y
′(z)
[
f
(
m∑
j=0
cjy(α
j z)
)
+ G(y(z))
]
or (
y′(αz)
y′(z)
)′
= 1
α
y′(z)
[
f
(
m∑
j=0
cjy(α
j z)
)
+ G(y(z))
]
.
Since y′(0) = µ = 0, Eq. (1.2) is reduced equivalently to the integro-differential equation
y′(αz) = y′(z)
[
1 + 1
α
z∫
0
y′(s)
(
f
(
m∑
j=0
cjy(α
j s)
)
+ G(y(s))
)
ds
]
. (2.3)
Substituting to y(z), f (z), and G(z) their power series (2.1) and (2.2) respectively in (2.3)
we get
∞∑
n=0
(n + 1)bn+1αnzn
=
∞∑
n=0
(n + 1)bn+1zn + a0 + c0
α
∞∑
n=0
(
n∑
l=0
(l + 1)bl+1bn−l+1
)
zn+1
+ 1
α
∞∑
n=0
[
n∑
l=0
n−l∑
k=0
∑
1tn−l−k+1
(li )∈Atn−l−k+1
(l + 1)(k + 1)(at ∏ti=1∑mj=0 cjαjli + ct )
n − l + 2
× b b · · ·b b b
]
zn+2,l1 l2 lt l+1 k+1
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coefficients we obtain
(αn+1 − α)(n + 1)bn+1 = (a0 + c0)
n−1∑
l=0
(l + 1)bl+1bn−l
+
n−2∑
l=0
n−l−2∑
k=0
∑
1tn−l−k−1
(li )∈Atn−l−k−1
(l + 1)(k + 1)(at ∏ti=1∑mj=0 cjαjli + ct )
n − l
× bl1bl2 · · ·blt bl+1bk+1, n = 1,2, . . . . (2.4)
Then for arbitrarily chosen b1 = µ = 0, the sequence {bn}∞n=2 is successively determined
by (2.4) in a unique manner. This implies that for (1.2) there exists a formal power series
solution (2.2).
In what follows we need to prove the series (2.2) is convergent in a neighborhood of the
origin. First of all, note that the power series (2.1) is convergent for |z| < σ (σ > 0). So
there exists a constant M > 0 such that
|an| M
rn
, |cn| M
rn
, n = 0,1, . . . , (2.5)
for any r ∈ (0, σ ). Thus, if 0 < |α| < 1, then from (2.4) we have
|bn+1| 1|αn+1 − α|
[
2M
n−1∑
l=0
|bl+1||bn−l |
+
n−2∑
l=0
n−l−2∑
k=0
∑
1tn−l−k−1
(li )∈Atn−l−k−1
M
rt
((
m∑
j=0
|cj |
)t
+ 1
)
× |bl1 ||bl2 | · · · |blt ||bl+1||bk+1|
]
, n = 1,2, . . . . (2.6)
Since limn→∞ 1/|αn+1 − α| = 1/α, there exists L > 0 such that
1
|αn+1 − α| L, ∀n 1.
It follows from (2.6) that
|bn+1| LM
[
2
n−1∑
l=0
|bl+1||bn−l |
+
n−2∑
l=0
n−l−2∑
k=0
∑
1tn−l−k−1
(li )∈Atn−l−k−1
((
1
r
m∑
j=0
|cj |
)t
+ 1
rt
)
× |b ||b | · · · |b ||b ||b |
]
, n = 1,2, . . . . (2.7)l1 l2 lt l+1 k+1
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tion
G(z) = |µ|z + LMG
2(z)
1 − (1/r)∑mj=0 |cj |G(z) +
LMG2(z)
1 − (1/r)G(z) , (2.8)
i.e.,
1
r
(
LM + LM
m∑
j=0
|cj | + 1
r
m∑
j=0
|cj |
)
G3(z)
−
(
1
r
+ 1
r
m∑
j=0
|cj | + |µ|
r2
m∑
j=0
|cj |z + 2LM
)
G2(z)
+
(
1 + 1
r
|µ|
m∑
j=0
|cj |z + 1
r
|µ|z
)
G(z) − |µ|z = 0.
Define the function
R(z,G) = 1
r
(
LM + LM
m∑
j=0
|cj | + 1
r
m∑
j=0
|cj |
)
G3(z)
−
(
1
r
+ 1
r
m∑
j=0
|cj | + |µ|
r2
m∑
j=0
|cj |z + 2LM
)
G2(z)
+
(
1 + 1
r
|µ|
m∑
j=0
|cj |z + 1
r
|µ|z
)
G(z) − |µ|z
for (z,G) in a neighborhood of (0,0). Then R(0,0) = 0, R′G(0,0) = 1 = 0. Thus, there
exists a unique function G(z), analytic on a neighborhood of zero, such that G(0) = 0,
G′(0) = |µ| and R(z,G(z)) = 0. Let
G(z) =
∞∑
n=1
Bnz
n, B1 = |µ|, (2.9)
be the power series expansion of G(z). Substituting (2.9) in (2.8) we have
∞∑
n=0
Bn+1zn+1 = |µ|z + LM
[
2
∞∑
n=0
(
n∑
l=0
Bl+1Bn−l+1
)
zn+2
+
∞∑
n=0
(
n∑
l=0
n−l∑
k=0
∑
1tn−l−k+1
(li )∈Atn−l−k+1
((
1
r
m∑
j=0
|cj |
)t
+ 1
rt
)
× B B · · ·B B B
)]
zn+3.l1 l2 lt l+1 k+1
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
B1 = |µ|,
Bn+1 = LM[2∑n−1l=0 |Bl+1||Bn−l |
+∑n−2l=0 ∑n−l−2k=0 ∑ 1tn−l−k−1
(li )∈Atn−l−k−1
(((1/r)
∑m
j=0 |cj |)t + (1/rt ))
× |Bl1 ||Bl2 | · · · |Blt ||Bl+1||Bk+1|], n = 1,2, . . . .
(2.10)
Furthermore,
|bn| Bn, n = 1,2, . . . . (2.11)
In fact, |b1| = |τ | = B1. For inductive proof we assume that |bj | Bj , j  n. Observe in
(2.6) that |blj |  |Blj |, j = 1,2, . . . , t , because 1  l1, . . . , lt  n. From (2.10) we know|bn+1| Bn+1 and (2.11) is proved. By the convergence of (2.9) and the inequality (2.11)
we see that the series (2.2) is convergent in a neighborhood of the origin. This completes
the proof. 
3. Auxiliary equation in case (C2)
When α is on the unit circle but not a root of unity, the analysis of the convergence of
(2.2) is complicated since the divisor αn − 1 in (2.6) can be arbitrarily small. However, in
the case (C2), i.e., |α| = 1 and α satisfies the Diophantine condition:
there exist some constants γ > 0 and κ > 0 such that |αn − 1| γ−1n−κ , n 1,
the following lemma, found in [9, Chapter 6] and in [19, pp. 166–174], gives a way to solve
analytic solutions of (1.2).
Lemma 3.1. Assume that α is not a root of unity but satisfies |α| = 1 and log 1/|αn − 1|
K logn, (n = 2,3, . . .) for a constant K > 0. Then there is a positive number δ such that
|αn − 1|−1 < (2n)δ for n = 1,2, . . . . Furthermore, the sequence {dn}∞n=1 defined by d1 = 1
and
dn = 1|αn−1 − 1| maxk2, (nj )∈Bkn
{dn1 · · ·dnk }, n = 2,3, . . . ,
where Btn := {(n1, . . . , nt ) ∈ Zt : 0 < n1  · · · nt , n1 + · · · + nt = n}, satisfies
dn  (25δ+1)n−1n−2δ, n = 1,2, . . . .
Theorem 3.1. Assume that (C2) holds. Then for any µ ∈ C the auxiliary equation (1.2) has
an analytic solution y(z) in a neighborhood of the origin such that y(0) = 0 and y′(0) = µ.
Proof. Clearly, (1.2) has a trivial solution y(z) ≡ 0 if µ = 0. Assume µ = 0. As in the
proof of Theorem 2.1, we seek a power series solution of (1.2) of the form (2.2). For
chosen b1 = µ, using the same arguments as above we can determine a unique sequence
{bn}∞n=2 by (2.4) recursively. From (2.4) and (2.5),
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[
2
n−1∑
l=0
|bl+1||bn−l |
+
n−2∑
l=0
n−l−2∑
k=0
∑
1tn−l−k−1
(li )∈Atn−l−k−1
1
rt
((
m∑
j=0
|cj |
)t
+ 1
)
× |bl1 ||bl2 | · · · |blt ||bl+1||bk+1|
]
, n = 1,2, . . . . (3.1)
To construct a governing series we consider the implicit functional equation
V (z) = |µ|z + MV
2(z)
1 − (1/r)∑mj=0 |cj |V (z) +
MV 2(z)
1 − (1/r)|V (z) . (3.2)
Similarly to the proof of Theorem 2.1, using the implicit function theorem we can prove
that (3.2) has a unique analytic solution V (z) in a neighborhood of the origin such that
V (0) = 0 and V ′(0) = |µ|. Thus V (z) in (3.2) can be expanded into a convergent series
V (z) =
∞∑
n=1
Cnz
n, C1 = |µ|, (3.3)
in a neighborhood of the origin. Replacing (3.3) into (3.2) and comparing coefficients we
obtain that

C1 = |µ|,
Cn+1 = M[2∑n−1l=0 |Cl+1||Cn−l |
+∑n−2l=0 ∑n−l−2k=0 ∑ 1tn−l−k−1
(li )∈Atn−l−k−1
1
rt
((
∑m
j=0 |cj |)t + 1)
× |Cl1 ||Cl2 | · · · |Clt ||Cl+1||Ck+1|], n = 1,2, . . . .
(3.4)
Now we claim that
|bn|Cndn, n = 1,2, . . . , (3.5)
where dn is defined in Lemma 3.1. In fact, |b1| = |µ| = C1d1. Assume that (3.5) holds for
j  n. Then, from (2.11), (3.4) and Lemma 3.1, we have
|bn+1| M|αn − 1|
[
2
n−1∑
l=0
Cl+1dl+1Cn−ldn−l
+
n−2∑
l=0
n−l−2∑
k=0
∑
1tn−l−k−1
(li )∈Atn−l−k−1
1
rt
((
m∑
j=0
|cj |
)t
+ 1
)
× Cl1dl1Cldl2 · · ·Clt dlt Cl+1dl+1Ck+1dk+1
]
 C |αn − 1|−1 max {d · · ·d } = C d .n+1
2tn+1, (lj )∈Btn+1
l1 lt n+1 n+1
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the origin. Hence there is a constant T > 0 such that Cn  T n, n = 1,2, . . .. By Lemma 3.1,
|bn| T n(25δ+1)n−1n−2δ, n = 1,2, . . . , (3.6)
that is,
lim sup
n→∞
(|bn|)1/n  lim sup
n→∞
T (25δ+1)(n−1)/nn−2δ/n = T (25δ+1).
This implies that the power series (2.2) converges for |z| < 125δ+1T and the proof is com-
pleted. 
4. Auxiliary equation in case (C3)
In case (C3) the constant α is not only on the unit circle in C but also a root of unity.
More precisely, suppose that αp = 1 for some p ∈ N, p  2 and αk = 1 for all 1  k 
p−1. In such a case the Diophantine condition required in last section is not satisfied. The
difficulty encountered is overcome with an idea acquired from [3].
Let {Dn}∞n=1 be a sequence defined by D1 = |µ| and
Dn+1 = ΓM
[
2
n−1∑
l=0
|Dl+1||Dn−l |
+
n−2∑
l=0
n−l−2∑
k=0
∑
1tn−l−k−1
(li )∈Atn−l−k−1
1
rt
((
m∑
j=0
|cj |
)t
+ 1
)
× |Dl1 ||Dl2 | · · · |Dlt ||Dl+1||Dk+1|
]
, n = 1,2, . . . , (4.1)
where r is defined in (2.5) and
Γ = max
{
1
|α − 1| ,
1
|α2 − 1| , . . . ,
1
|α(p−1) − 1|
}
. (4.2)
Theorem 4.1. Suppose that (C3) holds and integer p is given as above. Let {bn}∞n=1 be
determined recursively by b1 = µ and
(αn+1 − α)(n + 1)bn+1 = Ξ(n,α), n = 1,2, . . . , (4.3)
where
Ξ(n,α) = (a0 + c0)
n−1∑
l=0
(l + 1)bl+1bn−l
+
n−2∑
l=0
n−l−2∑
k=0
∑
1tn−l−k−1
(li )∈Atn−l−k−1
(l + 1)(k + 1)(at ∏ti=1∑mj=0 cjαjli + ct )
n − l× bl1bl2 · · ·blt bl+1bk+1.
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borhood of the origin such that y(0) = 0, y′(0) = µ, and y(vp+1)(0) = (vp + 1)!µvp+1,
where all µvp+1’s are arbitrary constants satisfying the inequality |µvp+1|  Dvp+1
and the sequence {Dn}∞n=1 is defined in (4.1). Otherwise, if Ξ(vp,α) = 0 for some
v = 1,2, . . . , then Eq. (1.2) has no analytic solutions in any neighborhood of the origin.
Proof. Clearly, (1.2) has a trivial analytic solution y(z) ≡ 0 if µ = 0. Assume µ = 0 and
seek a power series solution of (1.2) of the form (2.2) as in the proof of Theorem 2.1, where
the equality in (2.4) is indispensable. If Ξ(vp,α) = 0 for some natural number v, then the
equality in (2.4) does not hold for n = vp since αvp+1 − α = 0. In such a circumstance
Eq. (1.2) has no formal solutions.
When Ξ(vp,α) = 0 for all natural numbers v, for each v the corresponding bvp+1 in
(2.4) has infinitely many choices in C, that is, the formal series solution (2.2) defines a
family of solutions with infinitely many parameters. Choose bvp+1 = µvp+1 arbitrarily
such that
|µvp+1|Dvp+1, v = 1,2, . . . , (4.4)
where Dvp+1 is defined by (4.1). In what follows we prove that the formal series solution
(2.2) converges in any neighborhood of the origin. Observe that |αn−1|−1  Γ for n = vp.
It follows from (2.4) and (2.5) that
|bn+1| ΓM
[
2
n−1∑
l=0
|bl+1||bn−l |
+
n−2∑
l=0
n−l−2∑
k=0
∑
1tn−l−k−1
(li )∈Atn−l−k−1
1
rt
((
m∑
j=0
|cj |
)t
+ 1
)
× |bl1 ||bl2 | · · · |blt ||bl+1||bk+1|
]
, (4.5)
for all n = vp, v = 1,2, . . . . Thus bns are estimated by both (4.4) and (4.5). Let
W(z) =
∞∑
n=1
Dnz
n, D1 = |µ|. (4.6)
It is easy to check that (4.6) satisfies the implicit functional equation
W(z) = |µ|z + ΓMW
2(z)
1 − (1/r)∑mj=0 |cj |W(z) +
ΓMW 2(z)
1 −∑mj=0 |cj |W(z) . (4.7)
Moreover, similarly to the proof of Theorem 2.1, we can prove that (4.7) has a unique an-
alytic solution W(z) in a neighborhood of the origin such that W(0) = 0 and W ′(0) = |µ|.
Thus (4.6) converges in a neighborhood of the origin. Now we claim that|bn|Dn, n = 1,2, . . . . (4.8)
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when n = vp, we have |bn+1| = |µn+1|  Dn+1; when n = vp, we have from (4.1) and
(4.2) that
|bn+1| ΓM
[
2
n−1∑
l=0
|Dl+1||Dn−l |
+
n−2∑
l=0
n−l−2∑
k=0
∑
1tn−l−k−1
(li )∈Atn−l−k−1
1
rt
((
m∑
j=0
|cj |
)t
+ 1
)
× |Dl1 ||Dl2 | · · · |Dlt ||Dl+1||Dk+1|
]
= Dn+1.
Thus inequality (4.8) is proved. By the convergence of (4.6) and inequality (4.8), the series
(2.2) converges in a neighborhood of the origin. This completes the proof. 
5. Analytic solutions and their construction
Summarizing theorems obtained in previous sections we get the following:
Theorem 5.1. Suppose one of the conditions (C1)–(C3) is fulfilled. Then Eq. (1.1) has an
analytic solution of the form x(z) = y(αy−1(z)) in a neighborhood of the origin such that
x(0) = 0 and x′(0) = α, where y(z) is an analytic solution of the auxiliary equation (1.2).
Proof. By Theorems 2.1, 3.1, and 4.1, we can find an analytic solution y(z) of the auxiliary
equation (1.2) in the form of (2.2) such that y(0) = 0 and y′(0) = µ = 0. Clearly the inverse
y−1(z) exists and is analytic in a neighborhood of the origin. Define
x(z) := y(αy−1(z)). (5.1)
Then x(z) is also analytic in a neighborhood of the origin. From (1.2), it is easy to see
x(0) = y(αy−1(0))= y(0) = 0,
x′(0) = αy′(αy−1(0))(y−1)′(0) = αy′(αy−1(0))
y′(y−1(0))
= αy
′(0)
y′(0)
= α,
and
x′′(z) = (αy′(αy−1(z))(y−1)′(z))′
= α
2y′′(αy−1(z)) − αy′(αy−1(z))y′′(y−1(z))
[y′(y−1(z))]3
= f
(
m∑
j=0
cj y
(
αjy−1(z)
))+ G(y(y−1(z)))= f
(
m∑
j=0
cjx
j (z)
)
+ G(z),that is, the function x(z) defined in ( 5.1) satisfies Eq. (1.1). 
408 J. Si, W. Zhang / J. Math. Anal. Appl. 306 (2005) 398–412Remark 1. Under the hypotheses of Theorem 2.1 the origin O is a hyperbolic fixed point of
the mapping x in C. In contrast, under hypotheses of Theorems 3.1 and 4.1 the origin O is
not. Actually, when the constant α satisfies the Diophantine condition, O is an irrationally
neutral fixed point, namely, the eigenvalue of the linearized x(z) at O has its norm be 1 but
is not a root of unity. Alternatively, under (iii) the fixed point O is rationally neutral. The
concepts of neutral fixed points can be found in [4].
Remark 2. The problem on the existence of analytic solutions of (1.2) is still open in the
case when the constant α in Section 2 lies on the unit circle in C but neither is a root of
unity nor satisfies the Diophantine condition.
As done as in [18], in what follows we show how to explicitly construct an analytic
solution of (1.1). In the above theorem we see that, under the condition of Theorem 2.1,
3.1, or 4.1, Eq. (1.1) has an analytic solution x in a neighborhood of the origin. Let
x(z) = x′(0)z + x
′′(0)
2! z
2 + x
′′′(0)
3! z
3 + · · · (5.2)
and calculate the derivatives x(n)(0), n = 1,2, . . . . From (1.1) we have
x′′(z) = f
[
m∑
j=0
cjx
j (z)
]
+ G(z),
x′′′(z) = f ′
[
m∑
j=0
cj x
j (z)
]
m∑
j=0
cjx
′(xj−1(z)) · · ·x′(x(z))x′(z) + G′(z).
Since x(0) = 0, x′(0) = α, we get
x′′(0) = f
[
m∑
j=0
cjx
j (0)
]
= f (0) + G(0),
x′′′(0) = f ′
[
m∑
j=0
cj x
j (0)
]
m∑
j=0
cjx
′(xj−1(0)) · · ·x′(x(0))x′(0) + G′(0)
= f ′(0)
m∑
j=0
cjα
j + G′(0).
In general, we can prove by induction that
x(n+2)(z) =
n∑
i=1
Pin
(
m∑
j=0
cj
(
xj (z)
)′
, . . . ,
m∑
j=0
cj
(
xj (z)
)(n))
f (i)
(
m∑
j=0
cjx
j (z)
)
+ G(n)(z),
where( ) ( )xk(z)
(	) = Qk	 x1,0(z), . . . , x1,k−1(z); . . . ;x	,0(z), . . . , x	,k−1(z) ,
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Write
βk	 = Qk	
(
x′(0), . . . , x′(0); . . . ;x(	)(0), . . . , x(	)(0)).
Then
x(n+2)(0) =
n∑
i=1
Pin
(
m∑
j=0
cjβj1, . . . ,
m∑
j=0
cjβjn
)
f (i)(0) + G(n)(0)
:= λn+2, n 1, (5.3)
and an algorithm to calculate the derivatives in (5.2) is given. By (5.3) we get the explicit
form of the solution (5.2), i.e.,
x(z) = αz + f (0) + G(0)
2! z
2 + f
′(0)
∑m
j=0 cjαj + G′(0)
3! z
3 +
∞∑
n=4
λn
n! z
n.
6. Analytic solutions in the form of power functions
Power function is one of simple special forms in the study of analytic solutions. In order
to formulate our result clearly, consider the equation
x′′(z) = f (xm(z))+ G(z), m ∈ N, z ∈ C, (6.1)
a special form of (1.1), where f (z) = σzτ and G(z) = γ zβ , σ, τ, γ,β,∈ C \ {0}.
Theorem 6.1. Let β be a root of the algebraic equation
τ(β + 2)m − β = 0. (6.2)
(i) If τ = −1 and γ = [(1/σ)(β2 +3β +1)]− β+1τ+1 , then Eq. (6.1) has an analytic solution
of the form
x(z) = γ zβ+2 (6.3)
in the region |z − γ− 1β+1 | < γ− 1β+1 , which satisfies that x(γ− 1β+1 ) = γ− 1β+1 and
x′(γ−
1
β+1 ) = β + 2. Moreover, if τ = (1/m)((m − 1/2m))m−1 additionally, then
Eq. (6.1) has at least m distinct analytic solutions of the form (6.3).
(ii) If τ = −1, then for β = −1 Eq. (6.1) has an analytic solution of the form
x(z) =
(
−γ
σ
)− 1
m
z (6.4)
in the complex plane C; on the other hand, for β = −1 Eq. (6.1) has an analytic
solution of the form
1−(−β) 1m (−β) 1m
[
γ
] 1
1−(−β)1/m
x(z) = ρ z , ρ =
(β + 2)(β + 1) − σ , (6.5)
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x′(ρ) = (−β) 1m .
(iii) If τ = −1, β = −1, and σ = (β + 2)(β + 1), then for arbitrarily chosen η = 0
in C Eq. (6.1) has an analytic solution of the form x(z) = ηzβ+2 in the region
|z − η− 1β+1 | < η− 1β+1 , which satisfies x(η− 1β+1 ) = η− 1β+1 and x′(η− 1β+1 ) = β + 2.
Proof. Let
x(z) = ηzs, (6.6)
where η, s ∈ C are indeterminate. Substituting (6.6) into (6.1) we get
ηs(s − 1)zs−2 = σητ(sm−1+···+s+1)zτsm + γ zβ. (6.7)
Taking s = β+2 particularly in (6.7), by comparison of coefficients we obtain the algebraic
equation (6.2) and the equality
η(β + 2)(β + 1) − γ = σητ [(β+2)m−1+(β+2)m−2+···+(β+2)+1]. (6.8)
(i) When τ = −1, we see from (6.2) that β = −1. Thus the right-hand side is equal to
ση
β−τ
β+1
. Putting η = γ in (6.8), we solve
η =
[
1
σ
(
(β + 2)(β + 1) − 1)]−
β+1
τ+1
,
i.e. (6.3) holds. Moreover,
x(z) = γ zβ+2 = γ− 1β+1
(
1 + z − γ
− 1
β+1
γ
− 1
β+1
)β+2
= γ− 1β+1
[
1 +
∞∑
n=1
(β + 2)(β + 1) · · · (β − n + 3)
n!
(
z − γ− 1β+1
γ
− 1
β+1
)n]
= γ− 1β+1 +
∞∑
n=1
(β + 2)(β + 1) · · · (β − n + 3)
n!γ− n−1β+1
(z − γ− 1β+1 )n,
implying that the function defined in (6.3) is analytic in the region |z − γ− 1β+1 | < γ− 1β+1 .
It is easy to check that x(γ−
1
β+1 ) = γ− 1β+1 and x′(γ− 1β+1 ) = β + 2.
Furthermore, we assert that the algebraic equation (6.2) has m distinct roots in C if
τ = ((1 − m)m−1)/(2mm). In fact, if z0 is a double root of the polynomial p(z) := τ(z +
2)m − z, we have
0 = p(z0) − z0 + 2
m
p′(z0)
= τ(z0 + 2)m − z0 − z0 + 2
m
τm(z0 + 2)m−1 + z0 + 2
m
z0 + 2= −z0 +
m
,
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= 0 when τ = (1/m)((m − 1)/(2m))m−1. Therefore p has m distinct roots β1, . . . , βm
in C, each of which determines an analytic solution of the form (6.3).
(ii) Let τ = −1. When β = −1, from (6.8) we get η = (−γ /σ)− 1m . Equation (6.1) there-
fore has an analytic solution of the form (6.4) in the complex plane C. When β = −1 and
σ = (β +2)(β +1), from (6.8) we obtain η = γ /((β + 2)(β + 1) − σ). Thus Eq. (6.1) has
the solution of the form (6.5), which satisfies x(ρ) = ρ and x′(ρ) = (−β) 1m . Its analyticity
can be obtained by the expansion
x(z) = ρ1−(−β)
1
m
z(−β)
1
m = ρ
(
1 + z − ρ
ρ
)(−β) 1m
= ρ
[
1 +
∞∑
n=1
(−β) 1m ((−β) 1m − 1) · · · ((−β) 1m − n + 1)
n!
(
z − ρ
ρ
)n]
= ρ +
∞∑
n=1
(−β) 1m ((−β) 1m − 1) · · · ((−β) 1m − n + 1)
n!ρn−1 (z − ρ)
n.
When τ = −1, β = −1, and σ = (β + 2)(β + 1), from (6.8) we easily get γ = 0. Thus
(iii) holds. The proof of analyticity is similar to (i). 
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