Abstract ~ An important role of intelligence organizations ix to be able to identity and predict threats within a vast quantify of imprecise and n o i v information, We describe the concept and function of our pattern-matching architecture, LAW (Link Analysis Workbench). This system is based upon fwo main ideos. The first idea is that both the data and the threats can be described in term of graphs of entities and events linked together with semantic relationships. nerefore, graph-based pattern matching techniques can be used to identify threats. The second idea is that analysts constitute an essentialpart of the system; LAW is designed to handle a lot of interaction with the user, particularly to help in authoring and revising patterns, by allowing analysts to understand the matchingprocess and results.
I. INTRODUCTION
An important role of intelligence organizations is to identify and predict threats. Often said to be missing is the ability to "connect the dots". This means that enough information is there to detect a situation of interest but what is missing is a way to identify the links that put all the pieces together. The world can be viewed as a vast web of entities, events and relations, occurring at any time and changing constantly. Only a handful of them constitute threatening actions.
The assumption behind our research is that particular combinations of actions and relations can be grouped into sets that share common characteristics and that distinguish them from other combinations. Moreover, these common sets can be represented by meaningful patterns. Each graph of actions and relations forming a threat can be abstracted and used to predict future occurrences. Those abstractions are what constitute patterns. To make use of this assumption, one needs to solve two main tasks:
Building the right patterns Efficiently finding occurrences (matches) of the patterns Before these two tasks, another task, not addressed here, is to collect the data. We will assume that the data we start from is presented in the form of a relational database. We used data from a threat event simulator. Using a simulator allowed us to tweak various parameters such as the observability of data, the quantity of links, and so on. This paper describes the LAW (Link Analysis Workbench) system, which fulfills the above tasks:
By giving the user the ability to easily edit the pattern and understand how the pattern is matched By using a matcher based on graph-edit metrics to fmd matches of the pattern in the data It also explains one of the main philosophies behind LAW, which is that the user should always be in the loop.
MATCHING PATTERNS
The goal of the LAW system is to help analysts find instances in the world of generic scenarios defined by some combinations of events and entities l i e d together. These generic scenarios are what we represent in LAW by patterns. One challenge in this task is that there will be many errors, missing information, and noise in the data that are supposed to represent this world. Moreover, similar scenarios may be represented in different ways.
That is why, even when the data are represented in relational databases, it would be impossible to retrieve occurrences of these generic scenarios just by database queries.
The model we use in LAW is to graphically build patterns and try to fmd in the data combinations of observed events and entities that are as close as possible (that match) to combinations represented by the pattern.
A simple example of a pattern is shown in Figure 1 : it is part of a generic threat, where one person acquires a resource and another person uses a capability to exploit a vulnerability mode of a target. Matching this pattern means finding, within all the entities and events that populate the world, the ones 0-7803-838 1-8/04/$20.00 (c)2004 E E E that are in relation close enough to the relations existing in the pattern. I 0.7 Table I : Exampleafa match Table 1 shows an example of the match for the pattern in Figure I . Of course, the data are not going to he perfect: some relations can be missing; some entities can he missing or could be of a similar but different type.
REPRESENTATIONS

A. Ontology
For the different patterns and data sets to he matched, they must speak a common language. That is the role of the ontology. The ontology represents the domain of the data. Every entity, event, and relation present in the pattern and the data is part of the same ontology.
Each node of the graph representing the pattern corresponds to a class. The classes are organized in a taxonomy, part of the ontology. To access the ontology in LAW, we are using OCELOT [SI, an OKBC-compliant [I] knowledge representation system. Each relation corresponds to a slot. Each slot of the ontology has a domain and a range, that is, a set of classes it is allowed to link. For instance, the slot performedBy has the class Action as a Domain and the class Person as a range.
B. Patterns
On the basic level, a pattern is a graph composed of nodes and l i . It's formal structure is described in Figure 2 .
As mentioned earlier, each node corresponds to a particular class of entities or events. This class is part of the ontology we have introduced.
Each node has some properties:
A weight indicating bow important it is for the matcher to find a match. It is called a cust (see section IV for more detail). An optional value indicating that the pattern must be partially instantiated. A link is a relation between two nodes. To instantiate it means only that the relation holds between two entities in the data. In the ontology it corresponds to the concept of a slot. It is also associated with a weight. The value slot is also present because the same struchre is used to represent the data.
This representation is stored in memory for the matcher to use it in GEM (Graph Edit Model) format. The main intent behind that representation is efficiency. It is achieved in particular by the redundancy between linking nodes and edges together. Similarly, the Nudes field of the graph is implemented with a hash table.
We also need to specify a search strategy that could he different for each pattern: to achieve that, the pattern has also a number of properties associated with it:
A maximum distance: the maximum number of graph edit operations the user allows to the pattern to match the data. A search plan: an ordering of part of the nodes in the pattern. The matcher will start to ! JY matching the fmt node of the search plan, then the second one, and so on.
It is important to note that the representation is exactly identical for the data, which allows the matcher to compare them as graphs.
C. Subpatterns
To be realistic, patterns must he complex, hut they still must he manageable by a human analyst. To achieve that, patterns can be embedded into one another. In OUT representation a subpattern is a structure that refers to a pattern inside another pattern. It is composed of
The reference to the pattern The interface nodes An interface node is present in both the pattern P and a subpattern S of P. It will have to be matched by the same instance for both patterns.
As such, the concept of subpattern is mainly useful as a visualization aid during the editing of a pattern or for providing a caching mechanism for the matcher. It does not change the semantics of the pattern.
Our second purpose in introducing subpatterns was to be able to represent disjunctions and cardinality. Disjunction is a special kind of subpattern that is only a container for two or more subpatterns. During the matching process, only one of those subpatterns bas to be matched in order for the main pattern to be matched. Cardinality is a numeric attribute (a nonnegative integer) attached to a subpattern. When the cardinality of a subpattern is set to a value of n, the subpattern must be matched at least n times, and all the matches of the subpattern will be part of the same match for the main pattern. In the extremely simplistic example in Figure 3 , the pattern intends to represent a "hub and spoke" communication event. It will be matched if one person, a member of a threat group, has had more than two communications with other people. The small dark circle represents the interface node. It should be noted that although the subpattern could (and should) match many times, the corresponding node has to be the same instance for all the matches.
One can also note that a hierarchy of patterns is a way to represent deduction. The example of Figure 3 can be interpreted as the rule that more than two two-way communications implies a "hub and spoke" communication.
D. Interchange language
In ow description of the representation in LAW, we have concentrated on the internal representation. However, a large part of the structures involved needs to be shared, stored, and communicated to other components. All the languages used for these exchanges are based on XML. The ontology is imported in OWL format (http://www.w3.orgiTR/owlfeatureso. The patterns and pattern match results are represented using LDML (Link Discovery Markup Language) [21
IV. MATCHER
A. Metric
We mentioned that the matcher uses a graph edit distance to map pattern graphs to the data. The term "graph edit distance" covers a class of metrics that measure the degree of match between two graphs [7] . In its simplest form, the graph-edit distance between two labeled graphs GI and G2 is the smallest number of editing operations it would take to transform GI into G2. Allowable editing operations are node addition, node deletion, edge addition, edge deletion, node label replacement (i.e., changing the label attached to a node from one term to another), and edge label replacement. This simple model can be extended by adding costs to the various editing operations, perhaps as a function of the labels on nodes or edges, and measuring the edit distance between two graphs as the minimum cost of a sequence of operations that converts one into the other.
LAW uses the more complex model of associating costs with operations. The current LAW model uses only three of the six aforementioned editing operations: node deletion, edge deletion, and node replacement. Each node and edge in a LAW pattern graph has an associated cost for deleting it (see below). For node label replacement, LAW uses the ontological distance between the types of the pattern node and the mapped data node.
The edit distance parameters contained within a LAW pattern specify the allowable deviations from the prototype that will still be considered a valid match, and the cost that various deviations have on the overall quality of the match. These parameters control the calculation of the edit distance between the pattern and the data. They include A deletion cost that basically represents the importance of the node or link in the pattern A maximum ontological distance that says how far the node in the pattern can be, in the ontology, from the node in the data A maximum total distance. No matches above that distance will be returned.
B. Algorifhm
To match a pattern means to find entities in the data that are close enough in terms of graph-edit distance to the ones in the pattern and are linked the same way as in the pattern.
The search algorithm, described in more detail in [8], is based on A' [3] . A state is a partial match, that is, a mapping between a subset of data and pattern elements, a set of unmapped elements, and a cost of the mappings so far. It starts from one node of the pattern that has been designated by the user (as part of the search plan), or heuristically from the node that has the most connections.
Each match of the node corresponds basically to each instance of the class that that node represents. For each such instance, the matcher expands a partial match by looking at all the arcs that point from or to it and selecting the ones that correspond to a link in the pattern.
The search selects, as the next state to expand, the one with the minimum worst-case cost, that is, the cost of the mappings so far plus the cost of deleting all unexplored nodes and links in the pattern. Since the cost of deleting all unexplored nodes is guaranteed to he an upper hound on the eventual cost of any extension to that partial mapping, this selection heuristic meets A*'s admissibility criterion, and the search is guaranteed to find the lowest-cost solution One key asset of the algorithm is that it is an anytime algorithm: at any point during the process the algorithm can return the set of matches it has found already. This feature is important insofar as one of the main emphases of LAW is the feedback to the user. The data the server uses comes from two sources: the relational database and the ontology. The client side of LAW is ephemerally generated Web pages, encoded in HTML and JavaScript. This thin client, Web server architecture had been used for a successfully fielded collaborative structured argumentation application, SEAS [4].
Apart from the pattern editor, which is a lightweight Java application, the only thing that is needed on the user side is a Web browser. We intend, in the future, to incorporate the pattern editor into LAW as a Java Web Start application or as an applet. Figure 4 depicts the current LAW architecture, which is composed of three internal components:
The control component that is responsible for coordinating the tasks between the user input and the other components The U1 component, which includes the different interfaces that are presented to the user to edit patterns, to request and parameterize pattern matches, and to view results The pattern matcher The pattern matcher communicates directly, using SQL, with the EDB (Evidence Database), which is the relational database where the data are stored. Practically, this means that whenever the matcher needs information from the data, whether it is the links going out of a particular node or the instances of a class, it transforms its request into an SQL query. The results returned by the database are then cached in the internal matcher representation, GEM (Graph Edit Model).
VI. USER INTERFACE
One of the main axioms upon which the LAW system is built is that however well the matcher is performing, it will give useful results only if the pattern is well designed, and the only way to make it so is to put the intelligence analyst in the loop. This means that patterns will he continuously created and refmed, as part of an iterative process.
The user interface is composed of several elements:
A pattern editor A manager that controls the other elements and the selection of the pattern A viewer for the results
A. LAW manager
The main purpose of the LAW manager ( Figure 6 ) is to guide the user across the different tasks required to match a pattern, It provides the user with a list of the patterns that have been created. The user can then execute different actions:
''Open'' to visualize the pattern selected "Options" to modify the matching parameters "Match" to launch the matcher in batch mode ''Results" to visualize the results
B. Pattern editor
As we previously saw, the pattern and the data are internally represented as graphs. For that reason, the pattern editor is built around a graph editor. Because the pattern editor is highly interactive, it would not have been practical to develop it using an HTML interface. It is thus implemented as a local Java application that connects to the original server using Web services.
The pattern editor (Figure 7 ) is based upon previous work that was done for the SHAKEN system, within the Rapid Knowledge Formation project [6] . Its use is quite simple: the user starts building a pattern by placing nodes on the graph and specializing them, that is, assigning them a class kom the ontology. The nodes are then connected together. Each time the user completes these steps, the system proposes a list of choices compatible with the classes of the two nodes. The user has then the possibility of including a previously built pattern inside the one being built. Then the user can expand or contract the view of the subpattern.
VII. FEEDBACK
1
The component that we most want to emphasize is what we call the feedback component. To us, the only way an analyst can build a successll pattern is by understanding how this pattern is being matched, or not matched, by the data. To achieve that, different kinds of feedback are being used During the matching process a visualization of where the matcher is and what it is doing mainly helps to identify bottlenecks. At any time, with or without interrupting the matching process, the user can visualize partial matches. This visualization must be achieved cleverly enough to give the most meaningful information to the user. In the end, the results of the match are organized visually to maximize the sense the user can make of them. With the partial exception of the final results visualization, each of these components is a work in progress, as they all will necessarily evolve to take into account the comments from actual users.
A. Organizing thepresentation of results
Search Results 101:
When the matcher has finished matching a pattern against a data set, its output is a list of parlially instantiated versions of the pattern: the matches. The simplest way to display them is to display the mappings, that is, the correspondences between the pattern nodes and the instances, along with a stylized version of the pattern, to show which p a t s of the pattern were matched and which were not. The initial version of the results viewer used this approach (see Figure 8) .
One immediate drawback of this approach is that the number of matches can be huge without necessarily implying that the pattern was poorly designed. It may just be that many of the matches are some small variations of each other. The problem is thus to maximize the coverage of the complete set o f . matches with a defined (and small) number N of representative matches. It can be compared to the problem of a retailer chain having to implant stores, or of a cell phone company having to position relays.
The clustering approach we are using now takes advantage of the fact that we already have a metric: the one used in the matcher. We use that metric to cluster the matches and select one match for each cluster to display to the user (Figure 9) . 
B. Visualizing the matchingprocess
The idea is to help the user know what the matcher is doing during a match by taking advantage of the fact that the matching algorithm is an anytime algorithm. Therefore, the new method for displaying results (discussed above) can be used, virtually without any modification, at any point in the process.
A bolder idea is to try to show the user where the matcher is in its matching process. The problem is that the matcher is constantly adding and deleting nodes. So, we try to show the more-or-less stable elements of the current state of the matcher (see Figure IO) . Some nodes (in red) are instantiated, which means that all the latest partial matches studied by the matcher within a defmed time interval (related to the refreshing rate of the display) share that instantiation. Other nodes are highlighted (in green) meaning that these are the next nodes being matched. The number beside the node corresponds to the number of states that have been studied versus the total number of states VIII.
RESULTS AND DEVELOPMENT As mentioned in the introduction, we have been working so far on simulated data sets. Although it was not a completely realistic environment, especially as far as the user interaction is concerned, it allowed us to tune the parameters of the problem. In particular, we have been able to determine how the LAW system can scale with the size of the data set.
The introduction o f direct access to databases has allowed us to manage data sets larger by several orders of magnitude (sets with around 300,000 links), as shown in Figure 11 . We are still short by one order of magnitude from what we estimate would be a "realistic" data set, but we are confident of achieving that goal in the near future.
At this point the main thrust will be the deployment of LAW at operational sites, which will help us in two directions:
To get comments kom the intelligence analyst community about LAW'S user interaction To make sure that LAW scales to real-world problems. A particular direction that we are investigating now is the optimization of database queries tailored to LAW pattern matching.
