Understanding how dynamical and aerosol inputs affect the temporal variability of hydrometeor formation in climate models will help to explain sources of model diversity in cloud forcing, to provide robust comparisons with data, and, ultimately, to reduce the uncertainty in estimates of the aerosol indirect effect. This variability attribution can be done at various spatial and temporal resolutions with metrics derived from online adjoint sensitivities of droplet and crystal number to relevant inputs. Such metrics are defined and calculated from simulations using the NASA Goddard Earth Observing System Model, Version 5 (GEOS-5) and the National Center for Atmospheric Research Community Atmosphere Model Version 5.1 (CAM5.1). Input updraft velocity fluctuations can explain as much as 48% of temporal variability in output ice crystal number and 61% in droplet number in GEOS-5 and up to 89% of temporal variability in output ice crystal number in CAM5.1. In both models, this vertical velocity attribution depends strongly on altitude. Despite its importance for hydrometeor formation, simulated vertical velocity distributions are rarely evaluated against observations due to the sparsity of relevant data. Coordinated effort by the atmospheric community to develop more consistent, observationally based updraft treatments will help to close this knowledge gap.
uncertainty in the overall terrestrial radiative budget (1) . Incloud phase partitioning, or the fraction of liquid versus ice hydrometeors, can be as important as cloud cover in the calculation of cloud radiative forcing (2) . Cloud long-wave emissivity depends on cloud water path and hydrometeor sizes, along with cloud height and temperature. Cloud short-wave albedo also depends on particle size, because more and smaller hydrometeors yield a higher optical depth for the same water path (1) . Global climate models (GCMs) predict a diversity of liquid and ice water paths (3), as well as cloud hydrometeor sizes, and the treatment of initial hydrometeor formation, i.e., droplet activation or ice nucleation, contributes to this spread for all cloud types (4, 5) .
The available supersaturation of a cloudy air parcel determines how many hydrometeors can form therein. Supersaturation strongly depends on aerosol and dynamical parameters. Updraft, or vertical velocity, is especially important because it is the driver of supersaturation generation, owing to the induced expansion cooling during air mass ascent. Aerosol particle surfaces upon which vapor can condense or deposit, called cloud condensation nuclei (CCN) or ice nucleating particles (INP), respectively, act as a sink of supersaturation. The balance between supersaturation generation and loss eventually determines the number of hydrometeors that form in the cloud. As part of the increasing trend to track both cloud hydrometeor mass and number density in GCM cloud modules (6) (7) (8) (9) , most state of the art GCMs incorporate sophisticated parameterizations that explicitly link hydrometeor formation to aerosol and updraft velocity (1) .
Many studies to date have looked at the effect of various droplet activation or ice nucleation parameterizations within GCMs (e.g., refs. [10] [11] [12] [13] [14] . The focus tends to be uncertainty analysis, or how uncertain parameters affect the cloud hydrometeor number and cloud radiative forcing. However, considerably less effort has been devoted to attributing the temporal variability of modeled hydrometeor number to the inputs that affect them, an analysis that depends both on the sensitivity to each input and the variance of those inputs. In this kind of attribution analysis, it is also important to understand whether an input's influence is amplified or dampened by the inherent model sensitivity. Understanding what drives this hydrometeor variability and the anthropogenic component thereof carries important implications for cloud forcing, changes in precipitation, and climate sensitivity to emissions.
In this study, we decompose the sources of cloud hydrometeor variability by considering how the supersaturation balance is modulated over time by aerosol parameters and vertical velocity. A special focus is given to vertical velocity, as it is a poorly constrained but key parameter for hydrometeor formation (15) (16) (17) . We perform attribution analysis within two GCMs to understand which inputs contribute most to temporal variability in droplet and ice crystal number formation and, thereafter, the ability of observations to better constrain these predictions. Previous work has shown the impact of spatial scales and aggregation on the cloud albedo effect (18) . Here we consider the impact of temporal scales on hydrometeor formation, by performing the attribution analysis at different model time steps and output resolutions.
Simulations
Two attribution metrics are defined here with adjoint sensitivities and input variances. First, the temporal attribution, ξ ðY Þ xj , is given in Eq. 1 and represents the fraction of temporal variability in either droplet or ice crystal number, Y, which is explained by the variability in an input, x j . For droplets, the temporal attribution includes vertical velocity and organic, sulfate, sea salt, and black carbon aerosol numbers and hygroscopicities. For ice crystals, it includes vertical velocity and dust, sulfate, and black carbon aerosol numbers.
The second metric, temporal attribution fraction, ζ ðY Þ xj , is given in Eq. 2 and expresses whether model sensitivity amplifies, i.e., This article is a PNAS Direct Submission. 1 To whom correspondence should be addressed. Email: athanasios.nenes@gatech.edu. ζ ðY Þ xj > 1, or dampens, i.e., ζ ðY Þ xj < 1, the temporal variability of x j in that of hydrometeor number Y. Robustness of these metrics to temporal averaging and integration time step (see Supporting Information) make them particularly useful.
Four simulations with the NASA Global Modeling and Assimilation Office Goddard Earth Observing Model, Version 5 (GEOS-5) are analyzed with the attribution metrics: two monthlong runs with daily output and different integration time steps (DEF-G and DEF-G2, denoting default GEOS-5 simulations) and two month-long runs with hourly output, one in Northern Hemisphere (NH) winter (HITEMP-1, denoting a simulation with higher temporal resolution) and the other in NH summer (HITEMP-2). The HITEMP versus DEF simulations consider the effect of temporal averaging on each attribution metric, and HITEMP-1 versus HITEMP-2 considers their seasonality. A simulation (DEF-C, denoting default CAM-5 simulation) with the National Center for Atmospheric Research Community Atmosphere Model, Version 5.1 (CAM5.1) is used to compare the results between GCMs. Droplet number variability within this framework has also been considered by Morales-Betancourt and Nenes (19) .
Simulations with both models are extended to a full year (DEF-Gyr and DEF-Cyr) to see how metrics change with simulation length. The emissions and conditions for each simulation are described in Materials and Methods.
Analysis of attribution metrics is centered at the 875-hPa (277.5 ± 10.9 K) level for cloud droplets and the 350-hPa (236.7 ± 11.9 K) level for ice crystals, based on where median cloud fraction for warm stratiform and cirrus clouds is highest. Analysis is also carried out for adjacent pressure levels (at 825 hPa and 925 hPa for stratiform and at 250 hPa and 450 hPa for cirrus clouds), as limits that bound 75% of the altitudinal distribution in median droplet or ice crystal number. The metrics are calculated only for instances in which new hydrometeor formation is nonnegligible, i.e., dN d > 1 cm −3 and dN i > 1 L −1 . Fig. 1 shows the primary and secondary attribution grids for cloud droplet number, N d , and ice crystal number, N i , in the DEF-G simulation, while Fig. 2 shows the primary grids for ice crystal number in the DEF-C simulation. Each grid cell is Fig. 1 . Primary attribution grids, i.e., grid cells colored according to the input variable whose temporal attribution is largest, for (A) liquid droplets at 875 hPa (T = 277.5 ± 10.9 K) and (B) ice crystals at 350 hPa (T = 236.7 ± 11.9 K). Secondary attribution grids, i.e., grid cells colored according to the input variable whose temporal attribution is second largest, for (C ) liquid droplets at 875 hPa and (D) ice crystals at 350 hPa. Values are taken from the DEF-G simulation using the Phillips et al. (20) heterogeneous nucleation spectrum. Grid cells and time points for which new hydrometeor formation is negligible, i.e., dN d < 1 cm −3 and dN i < 1 L −1 , are filtered out; regions of negligible cloud hydrometeor formation over the month are shown in white. colored by the input variable with the highest (primary) or second highest (secondary) temporal attribution, ξ ðY Þ xj , averaged monthly. A given aerosol number may appear for a grid cell in both the primary and secondary grids, but these represent that aerosol number in different modes; updraft, as a single variable, may only appear in one grid or the other. Similar grids from the longer DEF-Gyr simulation are shown in Fig. S1 .
Attribution Grids
Updraft velocity is the primary driver of N d variability for 45.5% of the grid, as shown in Fig. 1A . The importance of vertical velocity increases with altitude, covering 24.5% of the grid at 925 hPa and 61.4% at 825 hPa. The global grid-averaged value of ξ ðN d Þ w goes from 21.0% at 925 hPa to 39.5% at 875 hPa to 53.9% at 825 hPa. As temperature drops, the water vapor availability for generating supersaturation decreases. Increased competition for water vapor by CCN promotes the sensitivity to updraft fluctuations.
For ice crystals, updraft velocity is the primary driver of variability for 38.0% of the global grid at 350 hPa, as shown in Fig.  1B . The importance of vertical velocity for N i decreases with altitude, as the grid coverage changes from 48.4% at 450 hPa to 21.6% at 250 hPa. The global grid-averaged ξ ðNiÞ w varies from 39.5% at 450 hPa to 34.6% at 350 hPa to 21.0% at 250 hPa ( Fig.  3 ). These trends can be explained by the strong decrease in magnitude of updraft velocity and its fluctuations with altitude.
Sea salt and organic aerosol number are the most important aerosol drivers of N d variability, especially closest to the surface, where aerosol number covers 73.9% of the grid with a mean ξ ðN d Þ Naer value of 59.2%. Over most marine environments, temporal variability in droplet activation is influenced by sea salt numbers, whereas organic-rich aerosol dominates over land, often due to its large input variance ( Fig. 1C and Figs. S1 and S2). Sulfate and accumulation mode dust numbers are the important aerosol drivers of N i variability, especially farthest from the surface, where aerosol number covers 77.5% of the grid with a mean ξ ðNiÞ Naer of 71.9%. The dominance of sulfate versus accumulation mode dust number depends on the ice nucleation regime, either homogeneous or heterogeneous, respectively.
The seasonal dependence of temporal attributions can be seen by comparing the HITEMP-1 grids during NH winter ( Fig. S3 ) and the HITEMP-2 grids during NH summer (Fig. S4) . The seasonality is most prominent for the ice crystal attributions, as ξ Ni N dust coverage is 10-20% greater in the NH summer than in the winter at all pressure levels. The ξ Ni N sulf coverage is comparable in both seasons. These trends are a result of nucleation regime: In the Southern Hemisphere (SH), where aerosol is limited and temperatures remain low, most nucleation is homogeneous, whereas, in the NH, where aerosol is abundant and temperatures are warmer, most nucleation is heterogeneous. This regime split is less apparent when NH temperatures become colder during winter there.
Effects of Aerosol Representation
For ice crystal formation, different representations of INP concentrations may influence the attribution calculation. 22)]. Updraft velocity is the dominant driver of variability in all simulations, covering 89.3%, 78.2%, and 63.4% of the primary attribution grids with mean values of 84.6%, 71.4%, and 52.9% for PDA08, PDA13, and BN09, respectively. Coverage values are shown in green in Fig. 3 ; the simulation length, considered between DEF-C and DEF-Cyr, does not have a strong impact on the temporal attribution. In regions where updraft appears for these primary attribution grids, the magnitude is often greater than 80%, so that its attribution dominates over dust concentrations by a large margin.
Like the INP parameterization, the aerosol module can influence the attribution calculations through the size, number, and hygroscopicity of the aerosol that can act as CCN. Large differences in the accumulation mode dust and Aitken mode sulfate numbers between the GEOS-5 and CAM5.1 simulations are shown in Fig. S5 . GEOS-5 uses the Goddard Chemistry Aerosol Radiation and Transport (GOCART) bulk aerosol scheme, which tracks aerosol mass; although the model reproduces satellite aerosol optical thickness well, volume mean radii and species densities are assumed to convert mass to the input aerosol numbers for the ice crystal number calculation. CAM5.1 uses the 3-mode Modal Aerosol Module (MAM3), where both aerosol mass and number are explicitly simulated and input to the ice nucleation parameterization. Despite these large differences in aerosol representation and resulting concentrations, the treatment of subgrid updraft variability impacts output temporal variability more than the different aerosol modules. As a followup to this conclusion, it would be of interest to switch aerosol treatments within these model frameworks and understand how the attribution grids shift. The GOCART assumed radii and densities could be applied to the MAM3 aerosol mass fractions, or an updated version of GEOS-5 linked with MAM3 could be run.
Effects of Updraft Representation
Given such high updraft temporal attributions, it is important to understand the differences in model representation of updraft between the GEOS-5 and CAM5.1. Both the magnitude and structure of updraft sensitivity fields, ∂N i =∂w, for the two models are similar, as long as a version of the Phillips heterogeneous nucleation spectrum is used (Fig. S6) ; however, the updraft variance, σ 2 w , can be drastically different, as shown in Fig. S7 . In GEOS-5, the subgrid updraft velocity, w, is the summation of the grid-scale vertical velocity from the omega equation plus a term calculated from latent heating and the dry environmental lapse rate. The droplet activation parameterization uses only this value, with a minimum of 1 cm·s −1 enforced. The BN ice nucleation parameterization uses this value, with the same minimum, as the mean of a Gaussian updraft distribution; the SD is set to 0.25 m·s −1 . Outputs are then weighted by a six-point Gauss Legendre quadrature over the range w ± 4σ w . For the lower bound of this quadrature, another minimum of 0.1 cm·s −1 is enforced. As shown by the very low updraft variances in Fig. S7C , the model state is often at the lower bound for w of 1 cm·s −1 .
In CAM5.1, the subgrid updraft velocity does not involve the grid-scale velocity but only a value calculated from the square root of the turbulent kinetic energy from the moist turbulence scheme, which uses a first-order, small-eddy closure (23) . Both parameterizations use this value, with a minimum of 0.2 m·s −1 enforced for droplet activation and of 0.1 cm·s −1 for ice nucleation. The default maxima are 10 m·s −1 and 2 m·s −1 , respectively, but we eliminate this ice nucleation maximum and use the same quadrature approach described above. Although CAM5.1 input updrafts tend to be smaller, parameterizing turbulence increases its updraft variance by orders of magnitude ( Fig. S7D ) and makes these vertical motions the dominant driver of temporal variability in N i . Using an updraft velocity threshold that is too large may mute the variability in N d or N i and shift the temporal attribution from dynamical to aerosol parameters.
The importance of input updraft variance versus inherent sensitivity to updraft can also be assessed with the temporal attribution fraction, ζ ðNX Þ w . If ζ ðNX Þ w 1, the hydrometeor number is relatively insensitive to updraft fluctuations; the input updraft variance has to be large to dominate the temporal attribution. Conversely, when ζ ðNX Þ w 1, the hydrometeor number is quite sensitive to updraft fluctuations; the input variance can be small and still dominate the temporal attribution. In the latter case, any uncertainty in w translates to large uncertainty in hydrometeor concentration. Fig. 4 shows the updraft temporal attribution fraction, ζ ðNX Þ w , in log space for liquid droplets and ice crystals in the DEF-G simulation at 875 hPa and 350 hPa, respectively. ζ ðNX Þ w is generally small, on the order of 10 −2 , with input updraft variance contributing more to output variability than ∂N X =∂w. At high latitudes, where w often encounters its lower bound and σ 2 w drops off, ζ ðNX Þ w can increase dramatically ( Fig. 4 C and D) . Updraft sensitivity is also highest at these extreme latitudes (Fig. S6A) , and the increase in ζ ðNX Þ w with latitude is even more pronounced at higher altitudes. At lower altitudes, the attribution fraction is more likely to remain small at all latitudes because fluctuations in input updraft velocity will be large. At times, for example, 925 hPa will still be within the boundary layer and subject to strong vertical mixing.
Hemispherical asymmetry in ζ ðNiÞ w , can be explained by nucleation regime. Nucleation is primarily homogeneous in the SH due to colder temperatures and less aerosol. Ice crystal number also increases more rapidly with updraft during homogeneous nucleation, so ζ ðNiÞ w becomes larger in the SH; this is denoted Regime I in Fig. 4E . In the NH, heterogeneous nucleation is promoted because additional aerosol increases the likelihood of available INP and warmer temperatures suppress homogeneous nucleation. Because ice crystal number increases less rapidly with updraft during heterogeneous nucleation, ζ ðNiÞ w does not increase so rapidly with latitude, denoted Regime III in Fig. 4E . Almost no crystal formation is seen at tropical latitudes, except at the highest altitude, and ζ ðNiÞ w remains flat in this Regime II. The latitudinal profile of ζ ðN d Þ w also has asymmetry because ∂N d =∂w increases for higher aerosol loadings. As a result, ζ ðN d Þ w tends to be higher in the NH than in the SH where aerosol loading is higher, or equivalently, active fraction is lower. The ζ ðN d Þ w also increases toward more extreme latitudes because the updraft magnitude is lower and an incremental increase in supersaturation is more influential.
Implications
The GEOS-5 and CAM5.1 simulations demonstrate the importance of updraft velocity for hydrometeor concentrations. When subgrid-scale variability from turbulence is parameterized, vertical velocity is a dominant contributor to hydrometeor number variability over most of the globe. Although previous work has shown the existence of aerosol-and updraft-dominated hydrometeor formation regimes (e.g., ref. 24), these have not necessarily considered the input variance. Recent work has shown the importance of dynamics for the liquid phase and aerosol for the ice phase. Simmel et al. showed with a small-scale model that changes in INP number have a larger effect on simulated ice water content or path than changes in dynamic parameters (25) . In contrast, liquid water content or path was more sensitive to adjustments in cloud base or updraft velocity. Collocated Raman and Doppler lidar measurements also confirm that turbulence and entrainment convolute the aerosol−droplet number correlation above the cloud base within altocumulus (26) . Along with studies like these, the attribution metrics presented here are useful in determining if models capture the correct source of N d and N i variability.
Future work should focus on eliminating vertical velocity thresholds and include more physical updraft distributions to better predict hydrometeor number and its temporal evolution. Additional updraft measurements will be critically important to this end. Simulated vertical velocity distributions are rarely evaluated against sparse observations, in contrast to relatively frequent evaluation of aerosol properties against relatively abundant data. Updraft measurements must be made, however, at appropriate temporal and spatial resolution and with low enough uncertainty for meaningful evaluations. The temporal attribution fractions here indicate that the most accurate updraft measurements must be made at high latitudes and altitudes. If such accurate measurements are not possible or the approximations in turbulence parameterizations are too great, then irreducible uncertainties in modeled hydrometeor number may remain.
Materials and Methods
GEOS-5 Setup. The Ganymed 4.0 subversion of GEOS-5 was used, along with the Microphysics of Clouds with Relaxed Arakawa-Schubert and Aerosol-Cloud Interaction and the Rapid Radiative Transfer Model for GCMs schemes (27, 28) . Sea surface temperatures are prescribed using monthly sea surface temperature (SST) datasets from which daily SST are linearly interpolated. The GOCART aerosol module (29, 30) , 2°spatial resolution, and a 30-min time step were also used, except in DEF-G2, for which the time step is 15 min. Aerosol mass from GOCART is converted to number, assuming volume mean radii and species densities. The monthly simulations (DEF-G, DEF-G2, HITEMP-1, and HITEMP-2) were all run for January 2010. The yearly simulation (DEF-Gyr) was run from January through December 2010.
The construction of the GEOS-5 ice adjoint was based on the Barahona and Nenes cirrus ice nucleation parameterization (16, 17, 22) . The droplet adjoint was constructed from the set of Nenes activation schemes (31).
CAM 5.1 Setup. The DEF-C and DEF-Cyr simulations are done with inputs from CAM5.1 at 2.5°× 1.88°resolution, a 30-min time step, emissions from Lamarque et al. (32) , and the MAM3 model (33) . A given aerosol number concentration in a given mode is calculated by scaling the total aerosol number concentration in that mode by the mass fraction of the given aerosol in the given mode (15) . The geometric SD for the Aitken mode is set to 2.3, for the accumulation mode is set to 1.8, and for the coarse mode is set to 1.6. The Morrison and Gettelman microphysics scheme is used (34), replacing the default Liu and Penner ice nucleation scheme (35) with that of Barahona and Nenes (22) . The deposition coefficient is set to 0.7.
Attribution Metrics. Sensitivities used for both metrics are calculated at each model state, varying for each grid point between time steps. These sensitivities, along with the input and output values, are filtered for cases in which new hydrometeor formation is nonnegligible, i.e., dN d > 1 cm −3 and dN i > 1 L −1 , and then averaged.
The temporal attribution, ξ ðY Þ xj , of the input variable x j , i.e., updraft velocity or aerosol number, for output scalar Y, i.e., N d or N i , is defined as
where ∂Y=∂x j is the mean adjoint sensitivity to input x j , σ 2 xj is the variance of input x j , and J is the number of input variables considered.
The temporal attribution fraction, ζ ðYÞ xj , of input x j to output Y for a given grid cell is defined as
where x j is the mean of input x j and Y is the mean output value at each grid cell. 
