Let A ∈ C n×n and A ∈ C n×n be two normal matrices with spectra {λ i } n i=1 and { λ i } n i=1 , respectively. The celebrated Hoffman-Wielandt theorem states that there exists a permutation
Introduction
Let C m×n and U n be the set of all m × n complex matrices and the set of all n × n unitary matrices, respectively. For any X ∈ C m×n , X * , rank(X), X 2 , and X F denote the conjugate transpose, the rank, the spectral norm, and the Frobenius norm of X, respectively. For any M ∈ C n×n , its diagonal part, strictly lower triangular part, and strictly upper triangular part are denoted by D(M ), L(M ), and U (M ), respectively. The trace of M is denoted by tr(M ). The set U n (M ) is defined as U n (M ) := U ∈ U n : U * M U is upper triangular .
The symbol κ 2 (M ) stands for the spectral condition number of a nonsingular matrix M , namely,
For M = (m ij ) ∈ C n×n , we define W L (M ) and W U (M ) as follows: In particular, if L(M ) = 0 (resp., U (M ) = 0), we set W L (M ) = 0 (resp., W U (M ) = 0). Another quantity δ(M ) is defined as
which is well-defined because M 2 F ≥ 1 n |tr(M )| 2 for all M ∈ C n×n . Obviously, δ(M ) ≤ M F , and δ(M ) = M F if and only if tr(M ) = 0. For simplicity, for a permutation π of {1, . . . , n}, we define
which characterizes the "distance" between {λ i } n i=1 and { λ i } n i=1 with respect to ℓ 2 -norm. Recall that A ∈ C n×n is normal if A commutes with its conjugate transpose, i.e., AA * = A * A. In particular, if A = A * , then A ∈ C n×n is called a Hermitian matrix. Assume that A ∈ C n×n and A ∈ C n×n are normal matrices with spectra {λ i } n i=1 and { λ i } n i=1 , respectively. Let E = A − A. In 1953, Hoffman and Wielandt [1] proved that there is a permutation π of {1, . . . , n} such that
which is the well-known Hoffman-Wielandt theorem. This theorem reveals that there is a strong global stability to the set of eigenvalues of a normal matrix. Unfortunately, the inequality may fail when A is non-normal. For example, if then A is a normal matrix with spectrum {3, 0} and A is a non-normal matrix with spectrum {0, 0}. For any permutation π of {1, 2}, we have that D 2 = 3 > √ 7 = E F . Due to the limitation of the Hoffman-Wielandt theorem, many authors have developed analogous results. If A ∈ C n×n is normal and A ∈ C n×n is non-normal, Sun [2] demonstrated that there exists a permutation π of {1, . . . , n} such that
which can be applied to characterize the variation of the spectrum of an arbitrary matrix [3] . If
A ∈ C n×n is normal and A ∈ C n×n can be diagonalized by X, i.e., A = X Λ X −1 ( Λ is diagonal), Sun [4] proved that there exists a permutation π of {1, . . . , n} such that
If both A ∈ C n×n and A ∈ C n×n are diagonalizable, i.e., there are nonsingular matrices S ∈ C n×n and T ∈ C n×n such that S −1 AS = diag λ 1 , . . . , λ n and T −1 AT = diag λ 1 , . . . , λ n , Zhang [5] showed that there exists a permutation π of {1, . . . , n} such that
Assume that A ∈ C n×n is normal, A ∈ C n×n is arbitrary, and U 1 ∈ U n such that
for some positive integer s, where each A i ∈ C n i ×n i is upper triangular and s i=1 n i = n. Li and Sun [6] proved that there exists a permutation π of {1, . . . , n} such that 5) which has improved (1.4). In particular, if A is normal (hence s = n), then (1.5) reduces to the Hoffman-Wielandt theorem. As a special case of normal matrices, if A ∈ C n×n is Hermitian and A ∈ C n×n is non-normal, then by Kahan's result [7] , there exists a permutation π of {1, . . . , n} such that
It is easy to see that the upper bounds in (1.4) and (1.6) only depend on the distance E F . In other words, the bounds do not change no matter how close A A * is to A * A. By the Schur's theorem, there exists a U ∈ U n such that
where Λ = diag λ 1 , . . . , λ n and ∆ is strictly upper triangular. Hence,
, which can be considered as a quantitative measure of the non-normality of A. Indeed, ∆ F is referred to as the departure from normality (with respect to · F ) of A [8] . Taking the quantity into account, Sun [9] established that there exists a permutation π of {1, . . . , n} such that
provided that A ∈ C n×n is normal and A ∈ C n×n is arbitrary. Recently, Li and Vong [10] studied the variation of the spectrum of a Hermitian matrix and obtained that there is a permutation π of {1, . . . , n} such that 9) provided that A ∈ C n×n is Hermitian and A ∈ C n×n is arbitrary.
In this paper, we establish some novel estimates for D 2 (see Theorems 3.6 and 3.10 below), provided that A ∈ C n×n is normal and A ∈ C n×n is arbitrary. The main results include: 12) where s is defined as in (1.5). Note that, if tr(E) = 0 (hence δ(E) < E F ), our estimates (1.10) and (1.11) are sharper than (1.4) and (1.5), respectively. Since A 2 F ≤ n A 2 2 , we have
which implies that the upper bound in (1.12) is smaller than that in (1.7). Moreover, we establish some new perturbation bounds for the spectrum of a Hermitian matrix (see Theorem 4.2 below), which contain:
14)
Similarly, if tr(E) = 0, then our results (1.13)-(1.15) coincide with (1.6), (1.8), and (1.9), respectively; otherwise, our upper bounds are smaller. The rest of this paper is organized as follows. In Section 2, we introduce some relations between U (A) F and L(A) F , provided that A is a normal matrix. In Section 3, we establish some novel perturbation bounds for the spectrum of a normal matrix. In Section 4, we present new perturbation bounds for the spectrum of a Hermitian matrix. Finally, some conclusions are given in Section 5.
Preliminaries
In this section, we introduce several useful properties of normal matrices. The following lemma gives an identity on the entries of a normal matrix (see, e.g., [2, Lemma 2.1]).
Using Lemma 2.1, we can obtain the following relations between U (A) F and L(A) F .
Proof. According to the definition of U (·), it follows that
By Lemma 2.1, we have
which leads to (2.1a). Analogously, we can prove the second inequality.
Hence, from Lemma 2.2, we obtain The following lemma presents a modified version of (2.2a) and (2.2b). For a detailed proof, we refer the interested reader to [6, Lemma 2.2].
Lemma 2.4. Let A ∈ C n×n be normal. Then for any i ∈ {1, . . . , n},
where (·) (i) denotes the i-th row of a matrix.
Perturbation bounds for the spectrum of a normal matrix
In this section, we present several novel perturbation bounds for the spectrum of a normal matrix. Some of our estimates have improved the existing results in [2, 6, 9] .
3.1. Two useful lemmas. We first prove a simple but important lemma, which plays a key role in our further analysis.
Proof. According to the fact that
using the Cauchy-Schwarz's inequality, we immediately obtain
Note that
We then get the desired inequality.
For any M ∈ C n×n , one may give other upper bounds for
It is wellknown that the Hadamard product of A = (a ij ) ∈ C m×n and B = (b ij ) ∈ C m×n is defined as 
For any M = (m ij ) ∈ C n×n , the entry-wise absolute value of M is defined as |M | = (|m ij |) ∈ R n×n + (see, e.g., [11, p. 124] ), where R n×n + denotes the set of all n × n non-negative matrices. We can also show that
In view of the above relations, we now define
It is clear that δ(M ) is invariant under a unitary similarity transformation, i.e.,
for all U ∈ U n . However, φ j (·) (j = 1, 2, 3) may change under a unitary similarity transformation. For instance,
where i = √ −1. Then we have
Straightforward calculations yield
This example also illustrates that φ j (M ) (j = 1, 2, 3) may alter under a unitary similarity transformation, even if M is a normal matrix.
Using Lemmas 2.2 and 3.1, we can get the following estimates for
Proof. By (2.1a), we have
Using Lemma 3.1, we obtain
which yields
Similarly, by (2.1b) and Lemma 3.1, we have
This completes the proof.
From Remark 2.3, we can see that the inequalities in Lemma 3.2 still hold when W L (A) and W U (A) are replaced by n − 1. This observation yields the following corollary.
In particular, we have
3.2. The estimates based on Schur's decomposition. Let A ∈ C n×n be a normal matrix with spectrum
, where E ∈ C n×n is an arbitrary perturbation. By the Schur's theorem, there exists a U ∈ U n such that
where Λ is diagonal and ∆ is strictly upper triangular. From A = A + E, we have
which means
Since both Λ and U * A U are normal, by the Hoffman-Wielandt theorem, we obtain that there exists a permutation π of {1, . . . , n} such that
It follows from (3.1b) that U * E U − ∆ can be written as
Then,
Hence, we obtain that there exists a permutation π of {1, . . . , n} such that
In order to derive the upper bounds for D 2 , we need to estimate
we can obtain the following lemma.
Lemma 3.4. Let A ∈ C n×n be a normal matrix with spectrum {λ i } n i=1 , and let
, where E ∈ C n×n is an arbitrary perturbation. Then there exists a permutation π of {1, . . . , n} such that
where ∆ = U ( U * A U ) with U ∈ U n ( A).
Proof. (a) Since U * A U is normal, by (2.1a), we have
According to (3.1a) and the definition of
Hence,
where we have used Lemma 3.1. Then the estimate (3.3a) follows immediately from (3.2).
(b) Based on (2.1a), (3.1a), the Cauchy-Schwarz's inequality, and Lemma 3.1, we obtain
Hence, the estimate (3.3b) holds because of (3.2).
(c) By (3.1b), the triangle inequality, and Lemma 3.1, we have
An application of (3.2) yields the estimate (3.3c).
(d) Using (3.1b) and the triangle inequality, we obtain
By (2.1a) and (3.1a), we have
, we arrive at
It follows from (3.2) that the estimate (3.3d) holds.
We next give another two upper bounds for D 2 , which are related to the original matrix A.
Lemma 3.5. Under the conditions of Lemma 3.4. The permutation π in Lemma 3.4 also satisfies
Proof. (a) Using Lemma 3.2, we have
which leads to
. An application of (3.2) yields (3.4a).
(b) In view of (3.1b), we have
Using Lemma 3.2 and (3.2), we immediately obtain the estimate (3.4b).
We now give an explanation on the quantity δ(A) involved in (3.4a) and (3.4b). Let A ∈ C n×n be a normal matrix with spectrum {λ i } n i=1 . We define 1 n : = (1, . . . , 1),
where Re(·) and Im(·) denote the real part and the imaginary part of a complex number, respectively. Then we have
where
The normality of A implies
Thus, δ(A) can be explicitly expressed as
A key observation is that the estimates in Lemmas 3.4 and 3.5 are still valid if W L ( U * E U ) is replaced by n − 1. Hence, we have the following results. Theorem 3.6. Under the conditions of Lemma 3.4. Then there is a permutation π of {1, . . . , n} such that
5b)
5c)
5d)
5e)
5f)
Remark 3.7. For a given normal matrix A, the upper bounds in (3.5a) and (3.5e) only depend on the perturbation E. They may not reduce to the Hoffman-Wielandt's bound E F , even if the perturbed matrix A is normal. Nevertheless, the upper bounds in (3.5b)-(3.5d) and (3.5f) reduce to E F when A is normal. In other words, the estimates (3.5b)-(3.5d) and (3.5f) have extended the Hoffman-Wielandt theorem.
Remark 3.8. Although ∆ F can be explicitly expressed as
, the quantity ∆ F is uncomputable in general because the spectrum of A is unknown. Hence, a natural question is how to effectively estimate ∆ F . Here we mention an applicable upper bound for ∆ F derived by Henrici [8] , that is,
There is also a lower bound for ∆ F established by Sun [9] , that is,
The inequalities (3.6) and (3.7) justify that ∆ F can be viewed as a measure of the non-normality of A. From (3.6) and (3.7), we see that A is normal if and only if ∆ F = 0.
Using D ∞ ≤ D 2 and Theorem 3.6, we can readily get the corresponding estimates for D ∞ .
3.3. The estimates based on block decomposition. Assume that U 1 ∈ U n satisfies
for some positive integer s, where each A i ∈ C n i ×n i is upper triangular and s i=1 n i = n. In particular, if s = 1, (3.8) is the Schur's decomposition of A; if s = n, (3.8) implies that A is normal. We then have
Let U * 1 A U 1 and U * 1 E U 1 be partitioned as the block forms that coincide with
. . , A s , it follows that
By the Hoffman-Wielandt theorem, we have that there exists a permutation π of {1, . . . , n} such that
Hence, we have
The following theorem presents another three estimates for D 2 , which involve the quantity s.
Theorem 3.10. Let A ∈ C n×n be normal, and let A = A + E with decomposition (3.8), where E ∈ C n×n is an arbitrary perturbation. Assume that the spectra of A and A are {λ i } n i=1 and { λ i } n i=1 , respectively. Then there exists a permutation π of {1, . . . , n} such that
Proof. (a) By (3.9), we have
Let (U ( A ii )) (j) be the j-th row of U ( A ii ), and let
Combining (3.12b) and (3.13), we obtain
Due to (3.10) and L( U * 1 E U 1 ) F ≤ δ(E), it follows that (3.11a) holds. (b) From (3.9) and (3.12a), we have
(3.14)
In view of (3.9) and the triangle inequality, we immediately obtain
By the Cauchy-Schwarz's inequality, we have
it follows that
Using the Cauchy-Schwarz's inequality and Lemma 3.1, we obtain
Thus,
Then, the estimate (3.11b) follows immediately from (3.10).
(c) By (3.9) and the triangle inequality, we have
Using the Cauchy-Schwarz's inequality, we obtain
In view of (3.13)-(3.15), we arrive at
From (3.10) and L( U * 1 E U 1 ) F ≤ δ(E), we deduce that (3.11c) holds.
Remark 3.11. For any A ∈ C n×n , the decomposition (3.8) is always valid for s = 1. If s = 1, (3.11a)-(3.11c) reduce to (3.5a), (3.5b), and (3.5d), respectively; otherwise, the upper bounds in (3.11a)-(3.11c) are smaller.
Remark 3.12. We remark that the upper bounds for D 2 derived in this section are all absolute type perturbation bounds. As discussed in [6] , we can apply our estimates for U * E U − ∆ F and U * 1 E U 1 − ∆ 1 F to derive corresponding relative type perturbation bounds. For more theories about relative perturbation bounds of spectrum, we refer to [12] [13] [14] [15] and the references therein.
Perturbation bounds for the spectrum of a Hermitian matrix
Clearly, the estimates established in Section 3 are applicable for Hermitian matrices as well. Nevertheless, Hermitian matrices possess some special properties, which can yield more accurate estimates. In this section, we present several new perturbation bounds for the spectrum of a Hermitian matrix.
Let A ∈ C n×n be Hermitian, and let its perturbed matrix A ∈ C n×n be decomposed as
where U ∈ U n , Λ = diag λ 1 , . . . , λ n , and ∆ is strictly upper triangular. Using the same argument as in subsection 3.2, we can obtain
Since U * A U is Hermitian, by (3.1a), we have
In order to derive perturbation bounds for the spectrum of a Hermitian matrix, we need the following estimates for U * E U − ∆ F . Lemma 4.1. Let A ∈ C n×n be Hermitian, and let A = A + E, where E ∈ C n×n is an arbitrary perturbation. Then
Proof. (a) Using (4.3) and Lemma 3.1, we obtain
An application of (4.2) yields the inequality (4.4b).
(c) By (4.2), (3.1b), and the triangle inequality, we have
which gives the inequality (4.4c).
(d) Because U * A U is Hermitian, by (4.2) and Lemma 3.1, we have
which means the inequality (4.4d).
(e) Based on the derivation in (c), we have
which leads to the inequality (4.4e).
Since both Λ and U * A U are normal, by the Hoffman-Wielandt theorem, we get that there exists a permutation π of {1, . . . , n} such that
An application of Lemma 4.1 yields the following theorem.
Theorem 4.2. Let A ∈ C n×n be a Hermitian matrix with spectrum {λ i } n i=1 , and let
, where E ∈ C n×n is an arbitrary perturbation. Then there is a permutation π of {1, . . . , n} such that
We next give two useful estimates for ∆ F , which are sharper than the existing results in [10, Lemma 2.1 and Corollary 2.5].
Theorem 4.3. Let A ∈ C n×n be Hermitian, and let A = A + E ( A = 0), where E ∈ C n×n is a perturbation. Assume that the Schur's decomposition (4.1) satisfies that λ 1 ≥ · · · ≥ λ n . Then
Proof. By decomposition (4.1), we have
Consequently, we arrive at
The second inequality follows immediately from A − A * = E − E * . We can easily get that D 2 = √ n for any permutation π of {1, . . . , n}. Direct calculations yield
We then have δ(E) = 3 − 4 n , δ(A) = 2 1 − 1 n .
Hence, the upper bounds in (4.6a)-(4.6e) are n − 4 n + 2, n + 6 − 8 n − 1, n + 2 3 − 4 n − 2, n − 2 n + 1, n + 2 2 − 2 n − 2, respectively.
Remark 4.5. From (4.5), we can readily obtain an upper bound E F + ∆ F via the triangle inequality. Due to the fact that δ(E) ≤ E F , it follows that
Hence, the upper bounds in (4.6b) and (4.6c) are non-trivial. It is worth mentioning that the upper bound in (4.6c) also satisfies
which reveals that (4.6c) is sharper than (1.6).
Remark 4.6. For a given Hermitian matrix A ∈ C n×n , the upper bounds in (4.6a) and (4.6d) only depend on the perturbation E, while other upper bounds in Theorem 4.2 are related to both E and ∆ F (Remark 3.8 and Theorem 4.3 have provided several applicable estimates for ∆ F ). Clearly, if A is normal (i.e., ∆ F = 0), the upper bounds in (4.6b), (4.6c), and (4.6e) all reduce to the Hoffman-Wielandt's bound E F .
Conclusions
In this paper, we have established novel perturbation bounds for the spectrum of a normal matrix (including the case of Hermitian matrices). Some of our estimates improve the existing results in [2, 6, 7, 9, 10] . Moreover, if the perturbed matrix is still normal, the upper bounds involving the "departure from normality" of the perturbed matrix reduce to the HoffmanWielandt's bound. Therefore, these estimates have generalized the classical Hoffman-Wielandt theorem.
