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ABSTRACT
Computer security visualization has gained much attention in the research community
in the past few years. However, the advancement in security visualization research has been
hampered by the lack of standardization in visualization design, centralized datasets, and
evaluation methods. We propose a new heuristic model for evaluating the complexity of computer
security visualizations. This complexity evaluation method is designed to evaluate the efficiency
of performing visual search in security visualizations in terms of measuring critical memory
capacity load needed to perform such tasks. Our method is based on research in cognitive
psychology along with characteristics found in a majority of the security visualizations. The main
goal for developing this complexity evaluation method is to guide computer security visualization
design and compare different visualization designs. Finally, we compare several well known
computer security visualization systems. The proposed method has the potential to be extended to
other areas of information visualization.
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1.

Introduction
Information visualization is a process of transforming abstract information into visual

form so that users can visualize and interact with the datasets. Throughout the past two decades,
many tools, applications, and techniques for information visualization have been developed and
published. Computer security visualization is a sub-field of information visualization.
Computer security visualization is a comparatively new field. Researchers in the field
have searched for ways to allow users to monitor and protect computer systems from malicious
attacks, often through the network. Like any other research area, security visualization began
with active research into the development of new technologies and techniques. Examples of well
known security visualization developments include: NVisionIP from UIUC's SIFT [1], PortVis
from UC Davis [2], etc. However, a fundamental problem in information visualization research is
how to evaluate different visualization designs in terms of effectiveness and usability. And
recently the information visualization research community has begun to put more emphasis on
the evaluation of the developed techniques and their performance issues. George Robertson first
drew attention to the importance of evaluation in the field of visualization in 1998. After nearly a
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decade, the field is still immature. In particular, no evaluation method has been developed
specifically for computer security visualization.
Some popular evaluation methods are user studies, usability inspections, and
quantitative metrics evaluation. These methods mainly evaluate the usability aspects of the
visualization technique, namely learnability, efficiency, memorability, errors, and satisfaction.
These evaluation methods have their limitations such as: dependence upon expert knowledge,
lack of standardization, lack of evaluation methodology, and lack of empirical background
research.
The majority of visualization designs are based on the assumption that, because of the
powerful human visual cognitive capability, visualization helps people quickly understand and
process huge amounts of data. However, this assumption is challenged by some recent studies in
Human Computer Interaction which show that the effectiveness of visualization depends on both
visualization design and domain specific tasks. Therefore it seems that a domain specific
evaluation method would be more useful than a generic one.
We propose a new evaluation method to measure the complexity of computer security
visualization interface. The main difference between our method and previous methods is that we
focus on complexity instead of the typical usability parameters such as error and time. We believe
the complexity of an interface is an important factor that affects usability. The question we are
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trying to answer is why an interface is more usable than another, not whether it is more usable.
Besides, our method is a domain specific evaluation method.
Our complexity evaluation method is an objective and quantitative evaluation method
grounded in cognitive science, particularly the Gestalt theory and Relational Complexity Theory.
Although our initial research focuses on security visualization, the results can potentially be
extended to other fields of information visualization.
The rest of the paper is organized as follows: The first chapter introduces the problem
domain, the solution domain, and the proposed method. The second chapter presents a detailed
literature review, including solution domain classification, detailed method descriptions, and
problems in the current solution domain. The proposed methodology itself, along with the
underlying topics of Gestalt theory, complexity theory, workflow in security visualization, and,
most importantly, the detailed process of building complexity trees and quantitative evaluation
metrics, is discussed in the third chapter. The fourth chapter presents complexity evaluation
results on known security visualization application and techniques. This chapter also does a
comparison between other evaluated results and the complexity evaluation results, and discusses
disadvantages and advantages of the proposed method. The paper concludes with the fifth chapter,
which talks about what is next for the proposed methodology.
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1.1.

What is Security Visualization?
The majority of security visualization is focused on visualizing network security; in

particular, visualizing network traffic log files. The visualization of log files enables users to
monitor the network, detect anomalies, find intrusions, assess attacks, sound alarms, and analyze
patterns. There have been several techniques developed in recent decades, including glyphs [3],
color maps [2], parallel coordinate plots [4], histograms [5], and scatter plots [6].
The existing techniques focuses on visualizing log files that contain recognizable
patterns (e.g., port scanning). Therefore, the main task for users is pattern recognition. Pattern
recognition means that, by observing the visualization, different representations can be
categorized into different patterns (based on proximity, similarity, color, etc), and each pattern
means different things, such as an attack, or normal traffic. A user can scan through the
visualization quickly to detect patterns that suggest problems in network traffic.
The process for finding patterns can generally be broken down into three semantic
levels: high-level overview, mid-level view, and low-level detail view. The high-level overview
shows the entire dataset at low resolution, allowing users to have a broad understanding of the
whole dataset, and to zoom into certain areas that have suspicious network traffic. The mid-level
view shows all ports at one point in time, allowing users to understand the relationships between
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different ports. To inspect an individual port’s overall metrics throughout the entire time range of
the dataset, the low-level view is used. At this level, the user can clearly determine attack patterns.
Pattern recognition processes can be categorized into two types: signature-based
pattern recognition and non-signature-based pattern recognition. Signature-based pattern
recognition can be also seen as a top-down guidance visual search. In top-down searches, the
observer has a particular pattern in mind and is trying to match the defined pattern within a search
space. In contrast, non-signature-based pattern recognition can be seen as a bottom-up visual
search in which the observer attempts to detect some form of pattern within the search space. In
computer security visualization, the non-signature based pattern recognition is mainly used for
anomaly detection.
More and more applications have been developed for security visualization. The active
leading research groups include University of Illinois at Urbana-Champaign
(http://www.ncassr.org/projects/sift/), Virginia Tech (http://infovis.cs.vt.edu/), Utah State
University (http://www.cs.usu.edu/), Georgia Institute of Technology
(http://www.csc.gatech.edu), and University of Maryland at Baltimore County
(http://userpages.umbc.edu/~jgood/research/tnv/) [7].
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1.2.

Motivation and Aim
George Robertson, the inventor of a well-known information visualization technique

(Cone Trees), drew the attention to the importance of evaluation for information visualization in
his keynote speech at the IEEE Information Visualization Symposium in 1998. Since then, more
people have undertaken research in this area; some focusing on extensive usability evaluation
with high level design goals and end users [8], and others focusing on standardized low level tasks
evaluation [9].
There is no evaluation method developed specifically for security visualization.
Instead, the literature applies information visualization evaluation methods to security
visualization. Among all of the evaluation methods, user study is the most popular, due to its
simplicity in execution and quick response from end users. Other evaluation methods are rarely
used in security visualization. Most of the current evaluations focus on three parameters:
efficiency (time), error, and user satisfaction. Besides, visualization evaluation suffers from
subjective and application-dependent reviews. The main problem with subjectivity and
application dependency is that it is hard to compare different visualization applications and
techniques, and it makes it difficult for practitioners to decide which technique to choose. It is
important to develop objective evaluation methods and work toward the goal of standardization in
evaluation methods.
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The main motivation for this research is to develop a method to evaluate complexity
rather than the traditional usability parameters: time, error, and satisfaction. The other motivation
is to develop an objective evaluation method that can be used to compare different visualization
designs. There has been little development in objective and quantitative evaluation methods. We
hope the development of this complexity evaluation method can serve as a stepping stone for
future objective and quantitative evaluation research. The complexity evaluation method is based
on the analysis of psychological workflow needed for processing visual information in a computer
security problem solving environment, and therefore is the result of a multidisciplinary study of
the relationship between cognitive science and visualization. Last but not least, we hope to
develop a method that can help study the utility of visualization in computer security problem
solving. Therefore our method will be used to compare the visualization interfaces with traditional
text-based interfaces. For example, the development of our complexity evaluation method can
explain why reading log files is much slower than trying to analyze the visualization.
1.3.

Proposed Solution
The proposed complexity evaluation method is an objective and quantitative

evaluation method based on cognitive science; in particular, Gestalt theory and relational
complexity theory. The evaluation method can be broken down into three parts: constructing the
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complexity tree, analyzing the intricacy of the building blocks of the visualization, and furnishing
evaluation criteria based on the complexity tree.
Building a complexity tree is an attempt to model the cognitive process (e.g.,
segmentation, grouping, chunking) in security visualization problem solving. It is constructed to
determine how much visual information must be gathered to answer specific questions or form
hypotheses [10]. To build a complexity tree, the user decomposes the visualization interface into
smaller visual elements based on the Gestalt Theory until one is left with the primitive building
blocks for visual cognition. Then the complexity analysis can be applied to these building blocks.
In this research, the analysis of the basic visual elements is based on image processing method.
After the construction and analysis of the complexity tree, the user can complexity metric can be
calculated based on the complexity tree. Each complexity tree is developed for a specific
visualization design (Figure 1).
A challenge in this research is to come up with quantitative metrics, where the
evaluation is tied to a low level visual mapping between a visual entity and a data entity. To deal
with this problem, we use the Model-View-Controller (MVC) pattern in developing the
complexity evaluation method.
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Figure 1: Relationships among Visualizations, Evaluation Metrics, and the Complexity Tree.

The MVC paradigm is a way of separating data, different presentation methods, and
manipulations of the data. In the complexity evaluation method, we use this pattern to separate the
core data (the complexity tree) from the different evaluation metrics views, and from the process
of changing the visualization. Since the evaluation metrics results are based on complexity trees,
we can easily convert different visualization complexity trees into our own evaluation metrics and
compare them.
1.4.

Contribution
In this thesis, we analyze the current evaluation methods for information visualization

and propose a classification helps to categorize evaluation methods based on fundamental
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attributes. Most importantly, we present a novel evaluation method that measures the complexity
of the visualization design in the context of computer security visualization. By applying theories
in cognitive science to information visualization evaluation, we try to investigate why
visualization is more usable than text-based interface, and also why one visualization design is
more usable than another design.
It should be noted that complexity is only one of the many factors that affects the
usability and effectiveness of information visualization. Therefore our research is a small but
significant step towards a comprehensive understanding of the information visualization design
space.
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2.

Literature Review
The research into security visualization has gotten more mature in the past decade.

There are several techniques and applications developed for security visualization; however,
despite the improvement and success in the development of security visualization, people pay
little attention to security visualization evaluations. There has been no special evaluation methods
developed for security visualization. Instead, the literature tends to borrow evaluation methods
from HCI and visualization literature. Popular evaluation methods for security visualization
include user studies [11-22], usability inspections [9, 23-28], and quantitative evaluation metrics
[29, 30]. Evaluation is important in visualization research. It is not just a tool to measure how
good techniques and applications are, but it also has many benefits:
z

Verifying research hypotheses. Development in techniques and applications is
inspired by some unverified theories. It is important to verify and validate these
theories. This is a basic research need. Often this is achieved by user studies. For
example, development for tree maps is encouraged by the fact that it can help users to
achieve faster data search performance compared to normal hierarchical data
structures. To evaluate this hypothesis, evaluators can record data searching times
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needed by several testers using both tree maps and hierarchical data structures, and can
compare the time results.
z

Encouraging research and challenging researchers in a particular area. An
evaluation can be conducted in three stages – design time, implementation time, and
post-implementation time – for evolving techniques and applications development.
Evaluation performed at different stages can help researchers to achieve better results,
while challenging them to do better in the development process. At design time,
evaluation can help to uncover things not being considered and to verify the feasibility
of the research before resources get wasted. Evaluation at implementation time can
help to correct mistakes. Once the implementation is complete, evaluation gives
credibility to the research.

z

Increasing communication among academics, industry, and government. Often
the education research results go unappreciated or are shared with only a select few.
This is caused by the research not being easy to understand and has no credibility. The
evaluation can help research establish value and demonstrate its improvement over
legacy methods. The evaluation can also demonstrate the practical usability of the
research. Once credibility is shown and practical usage is demonstrated, capable
groups in industry and government will be more than happy to adopt new research
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results. Evaluation of techniques and applications can be viewed as a means of
communication to convince capable groups to use them.
z

Comparing technical approaches. The most basic need for evaluation is to identify
which approaches work best in what contexts. There are many techniques developed
for improving one common goal (e.g., faster identification performance), but it is often
hard to determine which approach is best. Any type of evaluation method can serve
this purpose, but the use of a universal quantitative comparison method is suggested
for comparing a large number of different techniques.

Determine if program goals have been achieved. Research projects have goals that need
to be achieved. It is important for research projects to show progress and maintain a
confidence level in accomplishing goals. Thus, an evaluation method can help
measure success in completing goals and demonstrate encouraging progress during the
development phase.
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2.1.

A Classification of the Current Evaluation Methods

Figure 2: Diagram Demonstrating the Classification of Evaluation Methods.

After surveying the visualization evaluation literature, we created a novel
classification space for visualization evaluation. The classification provides vocabularies to
describe evaluation methods and displays relationships between different evaluation methods.
The classification categorizes evaluation methods through three key characteristics: context of
evaluation, point of view, and type of results. The classification structure is presented in Figure 2.
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The first characteristic used to discriminate different evaluation methods is context of
evaluation. Context of evaluation categorizes evaluation methods into two levels. The high-level
methods perform evaluation at the system level, and low-level methods perform evaluation at the
component level. At the system level, the goals, capable tasks, and hypotheses of a technique are
verified. Typically, the speed, accuracy, and limitations in performing a task are recorded. The
evaluation criteria for high-level methods are extremely application-dependent. User study is a
popular method belonging to this category. At the component level, interaction techniques, visual
representation mapping, and overall designs are considered. Evaluations belonging to this
category have application-independent evaluation criteria. A popular format to evaluate the
interaction of techniques is to follow the interaction tasks set described by Zhou and Feiner [31].
Usability inspection is a popular method belonging to the low-level category. In general, the main
difference between high-level and low-level characteristics is that the high-level approach is
application-dependent, whereas the low-level approach is application-independent.
The second key characteristic used to differentiate evaluation methods is point of view.
The point of view expresses how well an evaluation method represents views fairly and without
bias. It categorizes evaluation methods into two groups, subjective and objective evaluation
reviews. Typically, an evaluation method is subjective when it conducts user surveys or expert
reviews. The user surveys ask end users to try out the developed techniques or applications and
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record their response. The expert reviews ask field experts to go through the techniques or
applications and record suggestions for improvement. In any format, evaluation methods
belonging to this category record opinions as evaluation results. Usually there are no standards or
regulations about how to record user response. An evaluation method that belongs to the objective
point of view analyzes what is present in the visualization. The objective review records statistics
about the visualization and related data that have universal meaning. An example is recording
how many points a visualization uses, and what the data density of the visualization is.
The third key characteristic used to describe differences in evaluation methods is type
of result. This characteristic is defined by what gets recorded in the evaluation process. It
categorizes evaluation methods into two groups, qualitative results and quantitative results.
Quantitative results refer to numeric recordings. Any other recording format belongs to qualitative
results, including verbal expressions, video recordings, and sound recordings. Qualitative results
cannot usually be easily compared. Some evaluation formats, like the user study, can have both
quantitative and qualitative evaluation results. When doing categorization using the proposed
classification, we categorize evaluation methods into different groups based on what format of
recordings the method emphasizes. If a method compares different methods using qualitative
recordings, then the method belongs to the qualitative result group. Otherwise, the method
belongs to the quantitative result group.
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These three characteristics can be independently applied to one evaluation method. In
this paper, we always categorize an evaluation method using all three characteristics. We chose
these three characteristics because they are the most significant among all potential
characteristics. Some other characteristics that can be considered include user involvement,
evaluation domain, conduct complexity, size of testing groups, and others. These characteristics
can tell us what method to apply for an evaluation method, what kind of result is to be expected,
and how easily can an evaluation method be compared to others.
2.2.

Current Evaluation Methods
In this section, we will introduce what are some popular practices in evaluating

visualizations in the literature.
2.2.1.

User Study
User study is a customized evaluation method involving real end users with an

application-dependent question set allowing the examiner to obtain both qualitative and
quantitative data. This evaluation method emphasizes evaluating the performance issue of
visualization. Typically, the review questions are related to task performance, performance
accuracy, and user ratings. Task performance is associated with questions about how fast and how
accurately users can complete a task. Performance accuracy is related to questions such as the
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number of mistakes a user makes while completing a task. User ratings allow users to evaluate
how satisfied they feel towards the application or how easy they feel the application is to use.
User study is the most popular evaluation method used in the literature and in industry.
People like to use it to evaluate visualizations because it does not require special training for
testers, it is easy to conduct, and it can quickly reveal performance issues. User study usually
designs a set of testing questions around one or a few hypotheses. The main goal of conducting
the user study is to prove visualization hypotheses and goals. After designing a set of testing
questions, the evaluator gathers a group of people and briefly educates them about the testing
visualization. The evaluator talks about what the visualization is, the goals of the visualization,
what can be accomplished using the technique, and gives testers a short lesson on how to use the
technique. The evaluator lets testers try the application and asks them to record their responses for
the testing questions. Sometimes the evaluator also video-records the process of testers using the
techniques and applications.
For example, in Figure 3, Laidlaw compared six methods for visualizing 2D vector
fields [22].
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Figure 3: One of the Approximately 500 Vector Fields Visualized with Each of the Six
Visualization Methods from LaidLaw [22].

His user study attempted to verify the hypothesis, “when visualizing 2D vector fields,
arrows spatially distributed using method X are more effective than arrows spatially distributed
using method Y” [22]. To define “more effective,” he decided to compare users’ performances to
serve as evidence for his claim through three tasks. The three tasks are: choosing the number and
location of all critical points in an image, identifying the type of a critical point at specified

20

locations, and predicting where a particle starting at a specified point will advect. Users repeated
the three tasks on six different field visualizations. Laidlaw recorded their performances and
computed statistics on which visualization outperformed the others.
A well-designed user study has many benefits. First, it can be effectively used as a tool
to show the strengths and weaknesses compared to other methods. As Laidlaw demonstrates in his
user study, it can easily be used to show which visualization technique can yield the fastest
performance. Second, a user study can show that a new visualization technique is useful in a
practical scene for a specific task. Third, a user study can help gain insight into why a particular
technique is effective. This can help in understanding problems and their solutions and allow for
future improvements. Last, a user study can help show that an abstract theory applies under
certain practical conditions.
This evaluation method tends to find user interface problems quickly (e.g., is there a
button for a certain task). However, the problems and benefits of a visualization technique are not
always obvious. A user study’s results can easily become dominated by problems with the
interface rather than visualization design issues. The comparison of visualization techniques
through user studies based on different user groups is difficult, because each user study has its
own evaluation criteria and results. There are no standards governing what to record and how to
record the results. This approach is especially suitable for extremely polished tools as this method
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tends to need huge amounts of invested time with a domain expert on simple ideas that may not be
important or useful.
In this paper, we classified the user study as a high-level and subjective evaluation
method that produces both quantitative and qualitative results. A user study is a high-level
evaluation method because its evaluation questions are related to task accomplishments. Similar
to Laidlaw’s user study, the measurement of application hypotheses and goals is dependent on
users’ performance and response for certain tasks. Since the evaluation is based on different users’
opinions, this method is also categorized as a subjective review. The biggest advantage of the
complexity evaluation method over the user study is that the complexity evaluation method is an
objective review. Unlike the user study, different review results produced by different groups
using complexity evaluation can easily be compared without redoing the experiment. The
disadvantage of using the complexity evaluation method relative to the user study is that the
interaction of the technique is not verified.
2.2.2.

Usability Inspections
Usability inspection is a generic name describing a set of methods that are all based on

having domain experts be evaluators of the value of visualizations and applications. As the
method’s name suggests, usability inspection is aimed at finding usability problems in
visualization such as user interface problems, ease of use, understandability, and overall
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performance. There are several different usability inspection methods. In general, they all involve
one or more domain experts going through scenarios involving the visualization throughout
different stages of technique development. Although usability inspection can be conducted in all
the stages of technique development, it is most often used in evaluating a technique at the design
stage to improve technique design and reduce the chances of wasting resources.
Usability inspection methods can further be divided into more detailed subcategories.
Each inspection method is slightly different in its evaluation procedure and evaluation goal.
z

Heuristic evaluation is the most popular usability inspection method. This method
involves more than one expert inspecting the visualization independently to judge the
visualization’s compliance with recognized usability principles. The goal of this
method is to find any usability issues so that the problem list can be addressed as part
of an iterative design process. This method is also very similar to the user study. The
first difference between them is that the testing subjects are experts instead of end
users. Using experts as testing subjects can avoid naïve inspection errors; also, experts
can rely more on their knowledge in finding more deeply-rooted user study problems.
Another difference is that experts get more help with problems while testing the
visualization, since the observer is more focused on experts’ comments about the
visualization than on their actions. When conducting a user study test, the actions of
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end users are very important; therefore, the observers tend not to give any hints when
end users are having problems using the visualization. This reduces the chances for
end users to identify more problems about the visualization, and will increase the
testing times. Finally, the recorded evaluation results are different between the two
methods. In user study, the end users’ reaction is important, so the users’ actions are
what get recorded. In heuristic evaluation, the reaction of experts is not as important as
the comments they make to the observer; therefore, the experts’ comments are what
get recorded.
z

Heuristic estimation is a variant of heuristic evaluation. Similar to heuristic
evaluation, this method involves using two or more experts as testing subjects to
evaluate the visualization against defined usability principle criteria. Based on certain
usability criteria, each expert estimates a number to characterize the usability of the
visualization. Once each expert finishes the evaluation independently, they confer to
gather problem lists and average the usability estimation. This is the only method in
the usability inspections category that gives a quantitative evaluation result. However,
this method is not often used. Evaluator tends not find estimated number to be helpful
as problem lists. The estimated number does not give any practical suggestion on how
to improve visualization usability and define what the usability weaknesses are.
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Furthermore, the estimated number suffers with subjective and evaluation diverse
problems.
z

Cognitive walkthrough is a procedural evaluation method that steps through the user
problem-solving process to evaluate each step’s usability issues. The main focus of
this method is to establish how easy a system is to learn. More specifically, this
method is focused on how easily users can learn the system through exploration. This
evaluation method specifically addresses the ease of learning through exploration. By
stepping through the problem-solving process iteratively, evaluators can establish the
logical level of a particular step and the difficulty level associated with such step. The
evaluation results consist of a summary for each iterative step establishing why or why
not a particular step is easy for new users to learn.

z

Pluralistic walkthrough is an evaluation method conducted by a group of human
factor professionals and a few end users to review different scenarios and tasks at
design time. This method is mainly focused on defining design errors and reduces the
wasting of resources. The experts review the prototype, paper mock-up, and
screenshots of the developing visualization, and produce a problem list and
suggestions for improvement.
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z

Feature inspection is a usability inspection method that evaluates a technique by
reviewing its functionality. The evaluators define tasks that users would perform with
the visualization, and functions that would be used to complete those tasks. Each task
is then evaluated for its understandability, ease of use, usefulness, and availability.
This approach emphasizes the importance of functionality to achieve usability.
Although there are many different kinds of usability inspection methods, the general

procedure is similar. First, experts try out the visualization without having a tasks list. During the
tryout period, experts take notes about the visualization and pay special attention to their first
impressions. While they use the visualization, they evaluate it based on several categories. A
typical main focus list includes availability, user-centered control, consistency, error prevention,
and feedback.
Similar to the user study, the usability inspection can quickly and easily identify user
interface problems. Furthermore, it probes the ease of use, ease of learning, understandability, and
availability of the visualization. A usability inspection is the single most cost-effective method to
improve usability. Because a usability inspection avoids the direct involvement of end users, it is
cheaper to perform and less time consuming than traditional user studies. A usability inspection is
particularly suitable for evaluating the visualization during design and development time. An
advantage is that the usability inspection evaluation result can easily be integrated into the
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developing visualization and improve its features before too many resources are expended. It can
also be used to clean up the visualization before its presentation to users. Most likely, the user
interface and usability problems defined by a user study can also be defined by the usability
method. However, a good usability inspection requires more than a few experts, since, according
to studies, each individual inspector typically detects less than 30% of the visualization’s usability
problems. Good domain experts are costly and hard to find. Other problems with the usability
inspection method include the facts that it does not focus on visual technique, it does not involve
real end users as testing subjects, and it suffers from the difficulty of result comparison issues.
In this thesis, we categorize the usability inspection method as a low-level, subjective,
and qualitative evaluation method. The main drawback of this evaluation method is that it does
not focus mainly on visual technique; instead, it focuses more on user interaction problems. This
is a subjective evaluation method in that the method evaluation results are mainly domain experts’
comments and suggestions about how to improve the visualization. This method’s evaluation
results are not comparable with others since each result set is tightly coupled with the individual
visualization. The cognitive walkthrough of usability inspection method is similar to the
complexity evaluation method, but differ in many ways. They are similar in that both methods
consider the cognitive science of the visualization. They are different in that cognitive
walkthrough is based on visualization tasks, but the complexity evaluation method is based on
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visual representation. Since the complexity evaluation is not tied to visualization tasks, it can be
independent throughout different techniques and can be easily compared.
2.2.3.

Quantitative Evaluation Method
The quantitative evaluation method is a rating method designed to evaluate

visualizations through a quantifiable scoring system. In the early development of security
visualization evaluation methods, user study and usability inspection are the dominant methods in
the literature. As this article discussed earlier, the main drawbacks of these two methods are that
they are highly domain-dependent and hard to compare. The aim of the quantitative evaluation
method is to solve these two problems. To accomplish this goal, the quantitative evaluation
method is designed to be objective and to yield a numeric evaluation result. Typically, this method
omits the evaluation of the user interface and usability elements. It concentrates its analysis on
visual elements such as visual mapping between actual items and graphics, number of elements
present in visualization, visualization to screen ratio, and more. This method is suitable for
evaluating a finished visualization. Since the visualization score is evaluated against visual items
instead of specific application tasks, the evaluation result is compatible with others. Unlike user
study and usability inspections methods, this method’s evaluation results do not result in direct
comments on how to improve a particular visualization. From some numbering criteria, the user
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may infer what aspect of a visualization needs to be improved, but the score itself does not suggest
practical ways to correct the visualization.
One of the most cited quantitative evaluation method examples is Brath’s evaluation
metrics [29]. In Brath’s method, he analyzes a visualization using six different fields: number of
data points, number of dimensions, maximum number dimensions, mapping score, occlusion, and
identifiable points. A sample metric can be viewed in Figure 4.

Figure 4: Brath’s quantitative evaluation metrics. Six different sample visualizations have been
evaluated and their evaluation results listed in the metrics.
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In his study, he omitted the evaluation of user interaction with the visualization.
Therefore, he felt it was important to include occlusion and identifiable point fields to represent
the user interface and usability portion of the visualization. Occlusion denotes how many data
items in the visualization get covered by other items without user visualization interaction. The
identifiable point field denotes the percentage of points that can be uniquely identified without
user visualization interaction. Both of these fields try to suggest, without evaluating visualization
interaction, how accurate the rest of the metrics are. The mapping score represents the cognitive
difficulty level in allowing the user to connect visual items with visualized fields. In our opinion,
this field is the most significant, in that it represents the complexity level of a particular
visualization. It implies how easy the visualization can be used, learned, and related to by the
users. The two-dimension criteria suggest how many things user has to track at the same time to
be able to use the visualization.
In Figure 4, we see a set of sample visualizations evaluated by Brath’s method. Among
these samples, we can suggest that the Risk Movies and Ambiguity visualizations are poor
visualizations. Both of these visualizations have fewer points than the others, yet have high
mapping scores. This suggests that these two visualizations use difficult visualization techniques
to visualize a simple dataset. According to Tufte’s study [32], 3D visualization with less than 500
data points is questionable. The same dataset can be sufficiently represented with fewer
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dimensions. Among the sample visualizations, the Opinion Series is the best visualization because
of its overall scores. It visualizes a huge dataset with easily related visual items, and the
dimensions the user needs to consider is also low.
In general, quantitative evaluation methods do not evaluate user interaction with the
system, nor do they detect user interface problems. Instead, the quantitative evaluation method is
applied to a 2D screen shot of the visualization. The evaluator performs the evaluation by filling
out some predefined grading criteria based on the screen shot. The evaluation concentrates on
what can be seen by the screen shot instead of running through scenarios or specific application
tasks. The user can either compare different methods through these criteria, or calculate one
number per visualization based on some defined formula.
In this paper, we categorize the quantitative evaluation method as an objective,
low-level, and quantitative evaluation method. The main advantage of this method over user study
and usability inspection is that it is application-independent, and the evaluation results are
quantifiable and comparable. This method is similar to the complexity evaluation method in that
both of these methods produce numeric and comparable evaluation results. The evaluation criteria
for the quantitative evaluation method are hard to define. The visualization can be presenting a
diverse dataset. It is hard to pick out evaluation criteria that are important and meaningful while
still being fair. Take Brath’s evaluation criteria as an example. Some evaluation fields are not
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important and are repetitive. In Brath’s evaluation metrics, occlusion and identifiable points give
the same information to the user. Also, number of dimensions and maximum number of
dimensions present the same knowledge to the user. After eliminating meaningless evaluation
fields, the evaluation metrics have three fields: number of dimension, mapping score, and
occlusion. The complexity evaluation method picks out what we think are the most important and
fair evaluation criteria from Brath’s evaluation metrics and expand on the idea. The complexity
evaluation method focuses on the cognitive science behind the visualization and quantifies the
complexity of a visualization cognitively.
2.2.4.

Non-Conventional Evaluation Methods
Other than the three major evaluation methods introduced above, there are other

non-conventional visualization analysis schemes being applied to visualizations in the literature.
These analysis schemes are not a new category of evaluation method. Instead, the analysis
schemes use introduced evaluation methods as building blocks to form the basis of their
examination. These analysis schemes execute the evaluation with a restricted testing environment,
testing subjects, and limited evaluation of the visualization.
z

Empirical study [8, 33-36]: This is an analysis method that evaluates limited similar
visualizations to ensure the newly developed technique is better than other existing
legacy techniques. This method evaluates more than three visualizations using the
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same evaluation method under the same environment. The evaluated visualizations
typically include the new developing visualization, a similar category legacy
visualization, and a similar category and popular visualization. The main goal for this
method is to show that the newly developed method is an improvement on the current
visualizations and is more practical than some other existing visualization.
Furthermore, this method shows when to use one visualization over another.
z

Controlled experiment: This analysis method conducts the evaluation under
designed conditions using selected databases. Similar to a science experiment, this
method usually divides its testing subjects into two groups: a control group and a
testing group. While conducting the evaluation, both of the groups execute the same
tasks, but have different independent variables, such as using different datasets or
operating under different time constraints. The main goal of this analysis method is to
demonstrate the predictability, error prevention, and stability of the visualization.

z

Taxonomy [37, 38]: This method analysis a visualization through mapping
visualization utility and evaluation results to defined taxonomy. Popular taxonomy
includes tasks classifications proposed by Wehrend and Lewis [39] and by Zhou and
Feiner [31]. The evaluator first lists tasks belonging to the defined taxonomy guide.
Then, the evaluator conducts the evaluation based on these tasks and attaches each
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evaluation result to the corresponding taxonomy field. The main goal for this method
is to categorize visualizations and present a comparable domain-independent
guideline.
2.3.

Challenges for Evaluating Visual Techniques
The research of information visualization is mature and reaching the saturation point.

Emphasis on evaluating visualization is growing. Now, the problems being addressed are how to
evaluate a visualization technique, how to compare different visualization techniques, how to
validate a visualization, and how to promote the visualization technique to the public and to
commercial usage. Several evaluation techniques were developed. Popular methods include the
user study, the usability inspection, and the quantitative evaluation method, but there is no
consensus on standardization and evaluation rules. Each evaluation method has its advantages and
disadvantages.
At the context of the evaluation level, the main challenge for designing a good
evaluation is to move beyond application-dependency. From a high-level perspective, the
evaluation questions circulate around specific tasks that can be accomplished by the visualization.
This is good when the goal of an evaluation is to demonstrate the visualization’s ability, but it
makes the evaluation results hard to compare with others. Visualization can be applied to a diverse
range of subjects. Therefore, it is hard to design a universal set of high-level evaluation questions

34

that can be used to test all kinds of visualizations. To address this problem, the information
visualization literature has developed a low-level evaluation question set. In particular, the
taxonomy proposed by Wehrend and Lewis [39] and by Zhou and Feiner [31] are the most famous
works. The argument against the low-level evaluation context is that the set of questions only
includes simple tasks such as locating and identifying. The low-level context of evaluation rarely
includes more complex activities required by visualizations such as comparison, association,
discrimination, ranking, clustering, correlation, or categorization. Furthermore, in studies, the
selection of metrics, datasets, and tasks has been an ad hoc process. This makes it difficult to
compare evaluation results across studies. To address these problems, standardization in the
evaluation literature is needed, and a set of rules for metrics, datasets, and tasks selection is also
important.
At the point of view level, the main challenge is how to train the evaluators and testing
subjects to be fair and to have comparable vocabulary sets with other research groups. The most
popular evaluation method is the user study, which takes the form of recording testers’ answers to
evaluation questions. The same words from two different research groups can mean very different
things. Therefore, it is important to train the testers to have comparable and similar vocabulary
sets. In the evaluation classification, we break down the point of view into the subjective category
and the objective category. In evaluation, there is no truly objective point of view, because all of
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the evaluation has to be conducted through users and experts. The best solution for fairness is to
train the evaluators and testing subjects to be unbiased and to have similar vocabulary. Another
solution towards an unbiased point of view is to train the testers to have a level of understanding
of the application and visualization. The typical evaluation process only allows for a short
demonstration of the visualization, and from there the evaluators let testers try the visualization
and conduct the evaluation. Since the testers do not really know the application, sometimes this
leads to unfair results affected by the different quality and domain knowledge of testers.
Furthermore, testing results can be greatly affected by the number of testers selected. Studies
show, with fewer testers conducting the evaluation, the result sometimes is not what it seems. To
avoid this situation, a larger group of testers and averaged testing results can be helpful.
At the type of result level, the main challenge is how to record qualitative evaluation
results and how to calculate quantitative results. The majority of evaluation methods produce
qualitative evaluation results. Some evaluations require testers to answer only yes or no questions.
Restricting testers’ answers can lead to easy comparison and conclusion, but does not always
capture the true reaction from users. Also, many situations cannot be categorized into only yes or
no. Other evaluations require testers to write paragraphs to describe a situation and their reaction
towards a task. This makes it hard to draw conclusions from the testing results, and the evaluation
results might get affected by different usage of words. Other recording methods include
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videotaping and users’ reaction timing. The choosing of a recording method can be troublesome.
Quantitative evaluation results come from a system of scoring the method. The scoring system
includes the recording of what is available in the visualization, and a scoring method is used to
describe relationships between the visual entity and actual items. The relationship between
entities cannot always be quantified. Once several numbers have been gathered from different
evaluation categories for the visualization, how to calculate and combine them into one score per
visualization is a challenge.
In conclusion, what the information visualization literature needs most is a
standardization of evaluation methods to evaluate, and most importantly to establish credibility
for, visualizations. The overall main challenge to achieving this goal is that the availability of
diverse choices in a visualization makes it hard to design an evaluation method that can test them
all. There are several evaluation techniques developed in the literature, but different visualization
evaluation results are not comparable with others. Quantitative evaluation methods aim for
compatibility, but the development of these evaluation methods is still immature.
2.4.

An Overview of Complexity Evaluation Methods
In this section, we want to describe what security visualization is, the relationship

between security visualization and the complexity evaluation method, and most importantly to
define where the complexity evaluation method stands in the evaluation solution domain.

37

2.4.1.

Complexity Evaluation Methods
Security visualization is a graphical interpretation of meaningful data designed to help

solve computer security problems. To further the understanding of what security visualization is,
we illustrate the idea through explaining the relationships between three elements that construct
security visualization: data, visualization, and task.
The main research and focus for security visualization is network security and more
specifically intrusion detection. In general terms, security visualization takes security and
typically network related data and graphs it to complete specific security analysis tasks. In the
security literature, there are many varieties of network related data that get used to help solve
security problems. The most commonly used network data are: source and destination IP
addresses, source and destination port numbers, time and date, protocols, and transformation of
the above data. Theses data then get to graph into different forms to emphasize characteristics that
may help user to solve security problems. There is no a standard on what security tasks need to be
done to solve security problems are, but we can safely say the task contains problem detection,
problem identification and diagnosis, problem projection, and problem response.
The main focus for current research in the literature is problem detection. This is a task
that gets exhaustively studied. This task’s performance is proven to be improved through the help
of visualization, but the helpfulness of visualization to the other security tasks is not clear yet. A
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consensus shared by the security visualization literature about problem detection is this task is
accomplished by pattern recognition through visual search. The complexity evaluation method is
designed to evaluate the efficiency of visual search for different visualizations through cognitive
analysis of visual scenes and quantified visual search factors. The complexity evaluation method
only analyzes a system cognitively from the perspective of visualization. The effectiveness of
pairing different data and visualization techniques is not in the scope of the complexity evaluation
method.
2.4.2.

Complexity Evaluation Method Classification
Complexity evaluation method can be best categorized through existing evaluation

solutions as the usability inspection evaluation method, in particular the heuristic evaluation
method. Along with the brief introduction of the usability inspection evaluation method discussed
earlier in this chapter, we can further define the method as a method that evaluates a system’s
learnability, efficiency, memorability, errors, and satisfaction. Through expert reviewers walk
through scenarios, the reviewers give suggestion and remarks about how easy it is for first time
users to accomplish basic tasks in the system, how quickly experienced users can accomplish
tasks in the system, how easy it is for users to remain proficient with the system after being absent
for a period of time, what errors users make while using the system, and how pleasant it is for
users to use the system.
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The main focus for the complexity evaluation method is to define the efficiency of a
visualization design to accomplish a visual search. Efficiency in usability inspection is defined by
how fast a task has been accomplished by experience users. This is commonly done by recording
the time a reviewer needs to accomplish a scenario. In the complexity evaluation method, the
measurement of efficiency is abstracted from specific timing reviewers to analyze the cognitive
workload needed to perform a task. The cognitive workload is measured in terms of the Gestalt
theory and the relational complexity theory that get discussed more thoroughly in a latter chapter.
The complexity evaluation method can be categorized as a usability inspection method
in the context of an evaluation method that follows guidelines to evaluate a system’s efficiency
through a specific task. Another key categorical character is the analysis of cognitive activities
relating to tasks. However, the complexity evaluation method is different from the usability
inspection in type of result and point of view. Unlike with a usability inspection evaluation, where
the result is qualitative data; the end product of the complexity evaluation method is tree graphics
and quantitative metrics. Furthermore, the cognitive analysis conducted by reviewer is subjective
to the individual, while the complexity evaluation method uses psychology theories as guidelines
to define a more objective and universal cognitive analysis.
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3.

Proposed Methodology
Our complexity evaluation is an analysis of visual cognitive workload for a particular

visualization design and a particular task. We try to evaluate why some visualization designs
appear easier, or more efficient, than others for a particular task. Though complexity is not the
only factor that affects efficiency, it is an important one. To measure complexity, it is important to
base the evaluation methodology on theories of cognitive psychology.
This chapter will first discuss the psychological theories related to decision making
and decision processing. These are the main supporting theories of the complexity evaluation
method. Second, the chapter will discuss how security visualization characteristics relate to the
development of the evaluation method. Finally, this chapter will describe the complexity
evaluation method in detail.
3.1.

Background
In this section, we will introduce psychological theories supporting the complexity

evaluation method, and related topics about security visualization.
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3.1.1.

Relational Complexity Theory
Visualization complexity relates to the mental processes of problem solving. Problem

solving can be expressed as a function which transforms inputs to outputs. The computing
capacity that is required by this transformation is known as processing demands. Relational
complexity, therefore, is a measurement of these processing demands.
Relational complexity for problem solving is not established solely by the number of
items, nor the amount of information that the problem associates, but is instead best defined as the
number of independent, interacting variables that must be represented in parallel to accomplish
such tasks [40]. There are many things that affect the speed of problem solving and the load of
processing demands, such as domain expertise, skill with problem solving heuristics, interaction
factors, memory span, experience, processing demand, and the available resources. The
relationship between entities is not the only factor to determine task complexity, but it can help to
explain some established findings in a wide range of literature. The main focus of relational
complexity theory is how the establishment of task difficulties is affected by the relationships
between different entities. The differences between experts and amateurs are not taken into
consideration.
It is clear that the problem becomes more complex as the number of interacting
independent variables increases. The direct relationship between relational complexity and
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processing load can be illustrated by the following sentence provided by Sweller [41]: “Suppose
five days after the day before yesterday is Friday. What day of the week is tomorrow?” Despite
expertise in reasoning about days in a week, this question is exceptionally difficult to solve. Its
difficulty is due to the direct reliance of each step on the results of each other step. This sentence
must first be broken into a few smaller problems, and then consolidated to reach an answer to the
question. The processing demands increase when we try to execute this procedure. Furthermore,
when the partially solved steps are embedded in a hierarchical structure, the processing demands
will also increase.
Relationships between entities can also be explained as the factors uniquely defining
each entity. The more factor combinations identifying each entity, the higher the relational
complexity is. To illustrate this idea, let us consider the following example that demonstrates a
cognitive process affected by a single factor. Our choice of restaurant is determined by how much
money we have. Money is a single factor in the uniquely defined choice of restaurant. The
relationship between this order pair is called a binary relationship. This relationship can be
modified into a ternary relationship by adding one more factor: Location. Now, the choice of a
restaurant is based on both money, and location. The complexity of choosing a restaurant is more
difficult, as there are more factors involved in the relationship.
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Extending relational complexity theory to visualization, the complexity of
visualization can be defined by the complexity of relationships between the visual items that need
to be considered in parallel to accomplish a task. In other words, the more unique attributes
defined by visual mapping, and visual entities, the more complex the visualization is.

Figure 5: Tree map visualization technique as presented by Johnson and Shneiderman [42].
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Figure 6: File system visualization using information cube visualization presented by Rekimoto
[43].

Consider Shneiderman’s visualization of a file system using the tree map technique
shown in Figure 5. To determine how many directories under the current directory contain other
file systems, the following factors need to be considered: The rectangles’ positions and the
rectangles’ orientations. The tree map shows that there are a total of four directories under the
current directory containing other file systems. Let us answer the same question using a different
visualization presented by Rekimoto in Figure 6. In the information cube, the number of boxes
contained within other boxes needs to be considered. The information cube shows that there are a
total of ten directories under the current directory.
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It is clear that the tree map visualization takes a longer time to answer the same
question, compared to the information cube visualization. The reason for this different
performance time is because directories shown in the tree map visualization require more
attributes to define them compared to the information cube. The question that has therefore arisen
is that, if the number of attributes required to identify a directory in both visualizations is only
different by one, why does the user feel burdened when trying to answer the question using a tree
map, but not an information cube. In the information cube visualization, to identify a directory, we
only need to consider whether there are any cubes inside the current cube that we are currently
focusing on. This is a binary relationship cognitive process in which the task has a low level of
complexity. In a tree map visualization, to determining whether there are any directories in the
current hierarchical level is easy, because the user only needs to consider whether there is any
horizontal rectangle nested inside the focused vertical rectangle. Starting from the second level of
the hierarchy, the task begins to get more difficult. To determine the directory in the second
hierarchical level, three orientations and positions need to be considered for each rectangle. This
is a quaternary relationship. As we get deeper into the hierarchical structure, the n-ary relationship
grows at an exponential speed. The relationship embedded inside the hierarchical structure
increases processing load much faster than a relationship not in a hierarchical structure.
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As the tree map example demonstrates, within the execution of a task, the complexity
level may increase, or decrease. The critical visualization complexity should be defined by the
maximum number of interacting variables that must be represented in parallel to perform the most
complex process involved within the task.
3.1.2.

Working Memory Capacity Theory
The complexity of a task is not only dependent on relational complexity, but also the

maximum memory that a person can provide, at one time, to solve such a task. In cognitive
psychology, working memory is presented as synonymous to short-term memory. The working
memory is a framework for the temporary storage system and active processing mechanism that is
used in cognitive tasks of any degree of complexity – such as thinking, reasoning, problem
solving, and consciousness. The most popular working memory theory is presented by Baddely
and Hitch [44]. Baddely and Hitch postulated a working memory system consisting of three
different components: A visuospatial scratchpad devoted to spatial visual coding, a phonological
loop devoted to auditory verbal information, and a central executive, devoted to task processing.
These three components form the working memory in a hierarchical structure, such that the
central executive is at the apex of the hierarchy and beneath it are its two slave systems: the
visuospatial scratchpad and phonological loop.
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Working memory is then a processing unit and storage space for intermediate material
and only has limited capacity. Each individual has a different working memory capacity. The
capacity limitation is another key factor determining success in execution of high level cognitive
processes. The best known theory is the quantified capacity limitation, which was presented by
Miller in 1956 and is known as “The magic number seven” [45]. He noticed that the memory span
for average adults was around seven plus or minus two chunks. The chunks are a representation
for a process unit, regardless of whether the elements were digits, letters, words, visual elements,
or other units. The capacity span is subject to the category of chunks used. For example, the
average span for digits is around seven and the span for words is about five. Halford argued that
the capacity of working memory is defined by the ability to mentally form relationships between
entities or to grasp relations in given information [40]. Halford further argued that since there is a
limitation on working memory capacity, once the processing load exceeds the process capacity,
the central executive will perform conceptual chunking and conceptual segmentation.
Conceptual chunking is a process to regroup relations into fewer dimensions to reduce
processing load. The ways that conceptual chunking executes are different among different
people. However, the general rule is chunks that function as a unit becomes one whole chunk and
chunks sharing similar attributes can be regrouped as a unit. For example, when we view alphabet
letters c, a, t, we can regroup the three chunks into one chunk, the word cat. Different levels of
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chunking information can then be combined together to form higher dimensional information or
to form new information. The conceptual chunking concept can also be applied on visualization.

Figure 7: Cone tree visualization illustration from Robertson [46].

After we apply this concept to visualization, we can redefine conceptual chunking as
the process to regroup visual elements into a single visual entity to reduce processing load. In
Figure 7, cone tree visualization for a file system is displayed. This visualization consists of
numerous white rectangles and blue lines connecting each rectangle. To reduce processing load,
we can conceptually chunk numerous visual items into a visual entity. We can group rectangles
and lines forming a cone shape into one visual entity. Therefore, we have eight cones and four
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rectangles. After the regrouping process, we can clearly see the relationships between different
rectangles and their hierarchical structures.
Segmentation is the process of breaking, or segmenting a large task, requiring greater
than the maximum capacity, into a sequence of smaller processes to reduce the processing load.
Each of these processes cannot use a greater amount of capacity than is available. The concept of
segmentation can be applied to visualization.

Figure 8: Circle packing visualization for a filing system presented by Wang [47].
The visualization is similar to cone tree visualization, such that the child node is
covered by the parent node. In this visualization, a directory is represented by a cylinder, and a file
is representing by a sphere. The color of the spheres denote the files' extensions, and the radii of
the spheres represent the different sizes.
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For example, in this visualization, the red sphere represents a text file. To find which
text file has the largest size in one step is a complex task since there are so many files that need to
be considered at the same time. To reduce processing load, we can segment the process into three
smaller steps. First, we mentally filter out each sphere that is not red. Second, we pick the largest
red sphere from each directory. Finally, we compare the spheres and figure out which has the
largest radius.
3.1.3.

Guided Visual Search Theory
Another key factor that affects problem solving in visualization is how the graphic

avatars can guide the user to locate and solve problems. For the past twenty years, vision
researchers have been investigating how the human visual system analyses images. One important
and interesting finding of the research has been the discovery of preattentive processing.
Preattentive processing is a theory that states that a limited set of visual properties can be
processed rapidly and accurately by the low-level visual system, without the human conscious
requiring human attention to analyze images. When a person analyzes an image, the low-level
visual system can precede focused attention based on a limited set of visual properties. Tasks
performed on large multi-element display within 200 milliseconds are considered preattentive.
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The 200 millisecond boundary is defined by eye movements that take at least 200 milliseconds to
initiate. A preattentive task is illustrated in Figure 9.

Figure 9: An example of searching for a target red circle based on a different color by Healey [48].
(a) target is present in a sea of blue circles; (b) target is absent

The task to determine the presence of a red circle in Figure 9(a) and 9(b) can be
accomplished within 200 milliseconds.
Leading human attention plays an important role in visualization, especially in pattern
recognition for security visualization. There are four well known models that have been proposed
to explain how preattentive processing occurs within the visual system: the feature integration
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theory by Treisman [49], the texton theory by Julész [50], the similarity theory by Quinlan and
Humphreys, and the guided visual search theory by Wolf [51]. We will focus on the guided visual
search theory.
In Wolf’s theory, visual attention is not just guided by a set of limited visual attributes,
but rather the target-distractor difference. The target is what we are searching for in a display. In
Figure 9(a), the target is the red circle. The distractors are non-target objects, or objects in the
background. In Figure 9(a), the distractors are the blue circles. A high target-distractor difference
represents an easier target finding display. Different levels of target-distractor can affect task
performance for visualization. The comparison of high and lower target-distractor ratio is
displayed in Figure 10.
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Figure 10: Target-distractor and distractor-distractor differences presented by Wolf [51].
(a) – (d) demonstrate target-distractor for finding the different colored circle among
blue circles. (e) – (g) demonstrate distractor-distractor for finding orange circle. It is easier to find
orange circle among homogenous distractors. When the distracters are heterogeneous, the task
will become more difficult.

In other words, the level of target-distractor is defined by a set of attributes that set the target apart
from the distractor. There are many arguments on what attributes guide visual search. A list of
attributes that may affect visual searches are summarized in table 1 by Wolf [51].
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Table 1: Attributes that might guide the deployment of attention presented by Wolf [51].
Undoubted

Probable

Possible

Doubtful

Probable

Attributes

Attributes

Attributes

Attributes

Non-Attributes

- color

- luminance

- lighting

- novelty

- intersection

- motion

onset(flicker)

direction

- letter identity

- optic flow

- orientation

- luminance

(shading)

(over-learned sets

- color change

- size (including

polarity

- glossiness

in general)

- 3D volumes

length and spatial

- vernier offset

(luster)

- alphanumeric

- faces (familiar,

frequency)

- stereoscopic -

- expansion

category

upright, angry,

depth and tilt

- number

etc)

- pictorial depth

- aspect ratio

- your name

cues

- semantic

- shape

category (e.g.,

- line termination

'animal', 'scary')

- closure
- topological
status
- curvature

Based on Wolf’s research, he categorized attribute candidates into five categories. He
suggests color, motion, orientation, and size are the most powerful attributes to lead a person’s
attention through a display. They are also the attributes supported by the largest amount of
convincing data. The probable attributes category define attributes that might help clear
target-distractor differences when used with the undoubted attributes. The combined use of
probable attributes can help define a target in certain situations, but the situations are not
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obviously defined. The possible attributes group defines attributes which may be helpful, but have
not yet been backed up by believable amounts of research.
Wolf’s visual system model further defines the basic visual search model into two
modes: a top-down and a bottom-up guidance mode. The top-down guidance mode draws
observer attention based on the observer’s intentional set. In this type of search, the user knows
the target to search for before starting the search process. For example, the task is asking a user to
find a red circle. However, the target is not always clearly defined in a task. In this situation, the
observer is looking for something that pops out from the visualization. This type of search mode is
called bottom-up guidance search mode. Both modes require target-distractor difference to help
make it easier to locate the target. The bottom-up guidance more relies heavily on the
target-distractor difference to be able to define the target.
3.1.4.

Gestalt Laws
The psychological theories we have discussed thus far have established what defines

complexity for individual visualizations and tasks. However, it is not clear how to apply these
theories to visualizations. For example, when we try to count how many independent variables
need to be considered at one time to accomplish tasks for a visualization, the question arises as to
how we extract independent variables from an existing visualization.
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Gestalt laws set the ground rules on how to extract variable groups out of an individual
visualization. Gestalt psychology was founded in 1912 by Westheimer, Koffka, and Kohler. In the
Gestalt school of psychology, there is a set of laws, known collectively as the Gestalt Laws, which
describe how people perceive forms. In other words, the Gestalt Laws are a set of rules that
describe basic perceptual phenomena and the way people see patterns in visual displays. The
mechanisms of Gestalt psychology did not stand the test of time, but the laws themselves have
been proven to be valuable and useful. Currently, Gestalt Laws are still popularly used in
information displays and designs. Gestalt Laws can be used to combine use with relational
complexity theory to capture how a visualization can be segmented and chunked into smaller
chunks of memory. There are seven main Gestalt Laws, which are presented as follows:
proximity, similarity, continuity, symmetry, closure, relative size, and figure and ground.
z

Proximity
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Figure 11: Displays illustrate the proximity law of Gestalt Laws by Ware [52].
(a) A matrix of dots is perceived as row. (b) A matrix of dots is perceived as columns.
(c) Dots perceive as tow grouping. (d) Dots perceive as tow grouping.

Proximity is a perceptual organization principle relating to grouping items based on
spatial and density factors among other visual elements. The grouping based on spatial factors is
illustrated in Figure 11(a) and 11(b). Proximity can also be explained through the density of an
elements aspect. This idea is illustrated in figure 11(c) such that the dots are categorized into two
groups. Both density and spatial characters can be shown in one image. This idea is demonstrated
through Figure 11(d). The dot labeled x is grouped with the A group because of the dots’ density
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and that it is closer to group A. Proximity is the most powerful organizing principle among Gestalt
Laws.
z

Similarity

Figure 12: Displays illustrate the similarity law of Gestalt Laws by Ware [52].
(a) Dots get perceive as rows based on difference of color. (b) The items get perceived
as rows based on alternate shapes. (c) Ovals can be viewed both as rows or columns.
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Similarity is a perceptual organization principle that groups items based on visual
elements’ shape or color. The grouping based on shape factors is illustrated in Figure 12(b) and
the grouping based on color factors is illustrated in 13(a). Similarity can also be used when trying
to show multiple dimensions at the same time. In Figure 12(c), ovals help users to perceive the
image as columns of items, but the colors suggest they group the items as rows. This can be
helpful when we use a table with graphical symbols and wish to make it easily viewed as rows or
columns.
z

Continuity
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Figure 13: Displays illustrate the continuity law of Gestalt Laws by Ware [52].
(a) Pattern easily gets perceived as a curved line overlapping a rectangle. (b) Pattern
of a curved line and a rectangle. (c) Pattern gets perceived as an angular line and a rectangle
missing some piece. (d) Dots get viewed as rows that overrule the color similarity principle. (e)
Lines between circles show the grouping.

The continuity principle of Gestalt Laws states that “we are more likely to construct
visual entities out of visual elements that are smooth and continuous, rather than ones that contain
abrupt changes in direction” [52]. This principle is illustrated in Figure 13(a-c). Connectedness is
a powerful grouping principle that is stronger than proximity, color, size, and shape. In Figure
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13(d), the color similarity principle suggests the circles are group as columns, but the connection
between rows of circles overrule this perception.
z

Symmetry

Figure 14: Displays illustrate the symmetry law of Gestalt Laws by Ware [52].
(a) The pattern gets to group as three pairs of lines. (b) The symmetry principle affects
the display, which gets viewed as a cross overlapping a rectangle. (c) Another way to perceive (b).
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Symmetry in the Gestalt Laws is a strong organization principle. People like to view
thing that are symmetrical. In Figure 14(a), the pattern gets grouped as three pairs of lines instead
of six lines or as a whole pattern. In Figure 14(b), the image gets perceived as a cross overlapping
a rectangle, instead of as a tow piece of a polygon like Figure 14(c).
z

Closure

Figure 15: Displays illustrate the closure law of Gestalt Laws by Ware [52].
(a)Image gets perceived as a rectangle overlapping a ring or circle. (b) Another view of
(a). (c)A Venn diagram has A, B, C, and D sets. (d) A colored Venn diagram.
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Closure is a perceptual organization principle that involves grouping items based on
human phenomena of like objects to close a contour that has gaps. A closed contour tends to be
viewed as an object. This idea is illustrated through the comparison between Figure 15(a) and
Figure 15(b). A closed contour is also strongly perceived, as it divides space into regions that are
inside of a closed contour, or outside of a closed contour. The closed contour can be formed not
just by using lines, but also by using colors or texture. In Figure 15(d), a Venn diagram shows six
closed contours using colors and texture.
z

Relative Size
In general, smaller components in a pattern tend to be viewed as objects. In Figure 16,

the black propeller seems to be placed on top of a white circle and the two items get be placed on a
gray background space.
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Figure 16: Display illustrates the relative size law of Gestalt Laws by Ware [52].

z

Figure and Ground

Figure 17: Displays illustrate the figure and ground law of Gestalt Laws by Ware [52].
(a) The white space tends to be viewed as ground. (b) Rubin’s Vase.
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In Gestalt psychology, there is a theory called figure-ground. The figure is something
object-like that is perceived as being placed in front of something or in the foreground. The
ground is what is behind the figure, or can be referred to as the background. The Figure and
ground principle in Gestalt Laws suggest segregating images into an object and a background. A
classical example is Rubin’s Vase shown in Figure 17(b). This picture can be viewed as a vase and
a gray background or two people facing each other with a black background.
3.2.

Workflow in Security Visualization
Evaluation of security visualizations based solely on psychological theories is simply

not enough. The complexity evaluation method also adapts characteristics of security
visualization to make a better fit. Along with the widespread use of computers and the internet,
computer security has become an increasingly important problem. The main goal for computer
security is to protect the computer from illegal access, modification and deletion of files.
In recent years, there has been a rapid growth in different types of security
visualization, from NetFlows (NVisionIP [1], VisFlowConnect [53], etc), BGP data [54], to Bro
logs. All of these visualizations display complex network data and allow security engineers to
review large amount of data quickly, easing pattern finding to be able to more easily locate
interesting behavior that might indicate attacks in the network. These visualizations take

66

advantage of the idea that humans excel at visual processing and identifying abnormal visual
patterns.
In general, the process flow for building up a security visualization can be illustrated
as follows: First, network traffic data is collected by machines. Then the log files get filtered into
useful information based on different requirements by individual visualization systems. 2D or 3D
Images then are produced which use filtered data. Typically, the images are produced by choosing
axes that correspond to important features. Some form of grid is then created based on these axes
and the grid is filled with a different color, or an avatar that represents network activities.
Common security visualizations include the usage of glyphs, color maps, parallel coordinate
plots, histograms, and scatter-plots. After a visualization is built, security engineers can use this
visualization to assist in monitoring networks.
The goodness of security visualizations is not just depending on the quality of the
visualization. More importantly, the goodness of security visualization is strongly dependant on
data getting collected or transformed, the data relationship between visualization axes, and the
mapping between network data and visualization techniques. As we discussed in an earlier
chapter, there are many choices for what data to collect for visualization, including IP addresses,
port numbers, time and date, protocols, and others. Different data types have their strengths and
weaknesses for accomplishing different tasks. Moreover, different combination pairs of data types
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reveal unique hints about the network traffic. Therefore, a good visualization is not just about
good visualization techniques, but also the right combination between data visualization mapping,
axis data type choices, and the specific task a visualization is trying to solve. The complexity
evaluation method is only trying to evaluate the efficiency of a visualization by trying to detect
problems through a visual search. The other factors affecting the goodness of a visualization is not
evaluated by the complexity evaluation method.
3.2.1.

High, Mid, and Low Level Security Visualization Activities
The engineers typically explore and monitor the network data in a drill-down fashion.

They first scan the data to see anything that might be interesting. Once they have spotted an
interesting segment of data, engineers then zoom in and investigate the segment of data in more
detail. This is a logical work flow for engineers to monitor suspicious networks. The majority of
the security visualizations have adopted this workflow in their respective applications. The
process flow for security visualization can be captured in a three-tier structure model presented in
Figure 18. The three-tier model consists of a high-level overview, mid-level detail view, and
low-level feature view. In different visualization, the name for each level of view may change. For
example, in NVisionIP [1], developed by NCSA, the three views are called galaxy view, small
multiple view, and machine view.
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Figure 18: A three-tier structure model is presented to illustrate the work flow for visualization
activities.

z

A high-level overview of the visualized network data presents a time ordered view of
the entire data set. The overview entries contain a limited amount of information that is
just enough for the engineers to decide which ranges of time have suspicious network
activities.

z

A mid-level detail view presents a time ordered subset of the network data, selected
and zoomed in by engineers to check for malicious network activities. This view
permits the engineers to view all available information about the selected entries. In its
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exploratory nature, several user interface mechanisms may be present with
time-relationships together, for the analyst to examine the segment.
z

A low-level feature view presents events associated with a particular entry that is
occurring at a particular time. A “feature” in this term is a unit of network security
interest or any discrete feature that can be identified in the data. For example, the
feature can be a port scan, an intrusion attack, the activities of spyware, or other
activities.
This three-tier architecture model is getting adapted in the complexity evaluation

method which will be discussed in more detail in a later section.
3.2.2.

Signature and Non-Signature Based Search
Browsing and searching through visualized security data is the most common task in

monitoring network traffic and problem detection. The process of finding interesting patterns in
the visualization is called discovery or non-signature based search. Discovery can be viewed as
defining patterns or signatures that are harmful to the system. In other words, the analyst views
the visualization and tries to identify special relationships between various visualization avatars.
Factors can affect the efficiency for the discovery activity include how easy is it for the
visualization to lead the user to construct a pattern, and is there any hint to lead the user to define
the patterns. Once a pattern is labeled as malicious, the analysis can then search through the whole
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dataset to find similar malicious activities. The finding of malicious instances of these suspicious
patterns is called searching or a signature based search. The searching process is focused on
finding if that pattern exists and does in fact hold true in the data. Searching is usually a more
lengthy job than discovery. For searching, a user has to viewing through the whole visual area to
determine the absence of a known pattern. Factors of efficiency for searching a known pattern
involve how the pattern stands out from the visualization scene.
Typically, visualizations are designed to help an analyst to define malicious patterns
rather than searching for the patterns. In general, the visualizations are designed based with some
special attacks in mind, so that there are several known patterns to be considered as harmful. Then
the visualization is designed to highlight features that uniquely define each known harmful
pattern. Therefore, the visualization tool typically helps users to define harmful patterns by
highlighting and emphasizing helpful features about the data. The complexity of the searching
task is most likely to be based primarily on target-distractor ratio by visual search theory. There
are attempts to design visualizations to help users searching for known patterns. The system first
transforms the graphical pattern and dataset into alphabetical strings, then performs a text based
search though the dataset for malicious strings. This part of research is just started. There are
several bottlenecks that have yet to be solved - such as how to turn defined patterns into proper
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strings, and how to describe known patterns. The searching process is not mature enough to be put
though a real test yet.
3.3.

Complexity Evaluation Method
The development of visualization evaluation was started in 1998. After, nearly a

decade of development, the progress of the evaluation method is still slow. Several evaluation
methods have been developed over the past decade, including popular methods such as user study,
usability inspection, and quantitative evolution methods, and non-conventional evaluation
methods such as empirical study, controlled experiments, and taxonomy. Each method has its own
unique advantages and disadvantages. People choose to use different evaluation methods based on
different needs. For example, when the user is looking for professional comments on how easily
can a visualization be used, the person tends to choose a usability inspection evaluation method.
Or, when a person is emphasizing a comparison between several methods, the person tends to
choose a combination of taxonomy and quantitative evaluation methods. Among the bunch of
evaluation methods, user studies are the most popular and widespread evaluation method.
Many evaluation methods have been developed and they all face common challenges
and problems, such that the evaluation results are not comparable across different visualizations
and evaluators, and the evaluation results are hardly subjective. The development of visualization
evaluations have come to a bottleneck. There are attempts of trying to break through the
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limitations. For example, there are people trying to build a centralized evaluation results database
so different evaluation techniques can be compared. Another attempt is the development of a
system that converts textual reviews into a scoring system. The most successful breakthrough is
the development of a quantitative evaluation method by Brath [29]. However, Brath’s method
suffers from simplicity, bias evaluation criteria, and visual entities dependency.
The development of a complexity evaluation method starts with trying to find an
algorithm to compare different evaluation results from various evaluation methods. After
conducting research on evaluation methods, we realized different results can not be compatible
because each evaluation method emphasizes a different perspective, and the evaluation method
does not cover all of the aspects of different visualizations. The evaluation methods tend to only
cover specific categories of visualizations well. Once the evaluation method gets to be used on
different categories of visualization than what it was designed for, the evaluation achievements
are far from satisfactory. After we realized that there is no single evaluation method that covers all
of the needs for different categories of visualization, the research goal then became aimed at the
invention of an evaluation method that can produce objective and compatible evaluation results.
The question arises about what kind of visualizations should be compared. In the end, we decided
that the usability is the key to the success of a visualization. To measure usability, we focus on
efficiency of tasks performed in the visualization. The most researched topic in security
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visualization is how to visualize network data to help engineers to do problem detection. It is an
underlined agreement that the problem detection is accomplished by the help of visual search.
Therefore, our goal is to design an evaluation method that is objective and comparable, that
focuses on the efficiency to perform visual search in security visualization.
Currently, the majority of the developed evaluation methods are building upon the idea
of extracting how and what evaluators think and feel about the visualization, instead of evaluating
what the visualization is. Certainly, end users’ responses and opinions of the visualization are very
important, but these comments are highly subjective based on different people. Furthermore, there
are no standards on how people conceive these comments. To accomplish our goal of designing an
evaluation method that is comparable, objective, and suitable to apply to various security
visualizations, we face two major challenges: The first challenge is what the complete list of
evaluation criteria that can cover all the needs of different visualizations is. The second challenge
is finding how we can collect user performance information, task efficiency, while keeping it
objective.
To solve these two challenges, we dig deep into questions about what visualization is
and what defines efficiency in accomplishing problem detection. We describe visualization as a
scene constructed of many visual entities that are formed in a way that people can draw
information out of it, based on intuition. For problem detection, the easiness of how people draw
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useful information from the visualization defines the efficiency at performing problem
detection. By defining visualization this way, we no longer need to evaluate the visualization by
putting a fixed formula on top of the visualization to get evaluation results. Instead, we construct
evaluation results from the visualization by defining what is this visualization, based on its formed
structure and how humans perceive it, based on long studied psychology theories.
The complexity evaluation method is the process of building a data model for
visualization that describes not only the architecture of the visualization, but also the complexity
of how easy it is for people to draw information out from the visualization. The complexity
evolution method is constructed by two main parts: a complexity tree and evaluation metrics.
Similar to UML class diagrams for programs, complexity trees serve the same purpose for
evaluated visualizations. To allow the complexity evaluation method to be diverse, the method
also adapts the Model-View-Controller (MVC) pattern. In this sense, evaluated visualization
serves as the controller. The complexity tree is the model and the evaluation metrics is the view.
The complexity evaluation method process starts by building a complexity tree for visualization.
The complexity tree can be used as the evaluation result and compared with different
visualizations. Furthermore, the reviewer can do an analysis on the complexity tree and record the
study in evaluation metrics. He can do multiple analyses emphasizing different aspects of
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visualization and record them in different evaluation metrics. Therefore, the evaluation results of
visualizations can have a complexity tree and several different evaluation metrics.
The main goal for the complexity evaluation method is to develop an evaluation
method that is subjective, comparable, and measures a security visualization’s efficiency at
performing problem detection. We hope the development of the complexity evaluation method
can serve as a stepping stone for future objective, quantitative, and domain-independent
evaluation research. Furthermore, many visualization publications mention that the current
techniques take advantage of cognitive science to help people understand, and process large
datasets in a short period of time. However, this particular claim never gets validated. Since the
complexity tree is a data model that represents how complex it is for people conceive an
individual visualization, the development of complexity trees can be proof of the claim. Last but
not least, we hope that the development of the complexity tree can serve as a direct proof of why
reading log files is much slower than trying to analyze the visualization.
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3.3.1.

Complexity Evaluation Method Overview

Figure 19: Workflow of the complexity evaluation method.

The complexity evaluation method consists of two main components: a complexity
tree and evaluation metrics. As the paper discusses earlier, complexity trees serve a purpose as the
data model that defines a visualization while the evaluation metrics are different views that can
further emphasize information from complexity tree.
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The evaluation process with complexity evaluation starts by building a complexity tree
for visualization. A complexity tree is a tree like data structure that has parent nodes, child nodes,
and edges. It is meant to define what is in the visualization through tree nodes while the structure
serves the purpose of recording estimated efficiency for the user in performing a visual search.
The rule for building complexity trees is established based on relational complexity theory,
working memory capacity theory, and gestalt laws. The rules suggest when a scene is too complex
for people to take in easily. The brain will be grouping the scene into smaller pieces for ease of
usage on working memory. How to group and divide the scene is then determine by the gestalt
laws. The visual entities represent by the parent node can be further decomposes to child nodes if
the relational complexity theory and working memory capacity theory are not satisfied.
The structure of the complexity tree will change due to different visualization scenes.
The question rises about why there are so many scenes in a visualization, which scene should the
complexity tree build upon? The answer is, all of the scenes. A reviewer can feel free to build as
many trees as needed for the visualization. The person can choose to build one complexity tree for
each task or different visualization. In the end, the most complex complexity tree will be the
representation for the visualization. In this paper, however, we suggest the reviewer builds
complexity trees for the three main views: the overview, detail view, and feature view. These
three-tier views capture the structure and workflow for security visualization that help us organize
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complexity trees and also help reviewer to avoid the need to build a gigantic complexity tree. As
we demonstrate a detailed process for building complexity tree latter on, it will be clear that it is
hard to manage a big complexity tree.
After the building process for the complexity tree, the next step is to build evaluation
metrics. The evaluation metrics take a form similar to the quantitative evaluation metrics
presented by Brath. The evaluation metrics basically are charts that organize and contain
information about the complexity tree and visualization. For example, the metrics can record the
depth of the complexity tree, the number of the nodes, or how many data points are being
visualized. The metrics are designed to record complexity tree information as well as emphasize
the aspects of visualization that are not covered by the complexity tree. Reviewers can design
their own evaluation metrics to apply on complexity trees. Within the proposal for the complexity
evaluation method, we also propose a basic evaluation metric to demonstrate the metrics’ ability.
The evaluation result for the complexity evaluation method is the combination of a
complexity tree along with the uniquely defined evaluation metrics. The complexity evaluation
method is unique in its own way compared to other popular evaluation methods. First of all, the
core evaluation result for the complexity evaluation method is a data tree model with additional
quantitative evaluation metrics. Unlike the majority methods which categorize as a qualitative or
quantitative method, the complexity evaluation method is categorized as a graphical and
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quantitative method. Secondly, the evaluation method can evaluate both high-level and low-level
perspectives of visualization. To evaluate high-level tasks for visualization, we can build several
complexity trees throughout the scenes needed to complete the task and choose the most complex
one to represent the difficulty level of the task. To evaluate low-level graphic entities, we can
build a complexity tree for a scene containing the graphic enmities.
3.3.2.

Complexity Tree

Figure 20: Complexity tree structure diagram.
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A complexity tree is constructed by four different components including application,
window, relation, and entity nodes. For explanation purposes, we divide the tree into four levels,
application, window, relational, and entity level. The relationship between different components
and levels are demonstrated in Figure 20.
z

Application Node: A complexity tree’s root node is always called application node
and is located on the application level. The application node represents the scene that
the complexity tree is built from.

z

Window Node: The direct descendant nodes of application node are window nodes
that are located in the window level. Within a visualization scene, there will be one or
more windows present in the visualization that need to be considered at the same time
to draw useful information from the visualization. The window nodes represent the
windows in a scene that need to be considered in parallel.

z

Relational Node: After dividing a scene into windows, a sub-tree is built from a
recursive process of decomposing each window visualization scene into smaller
groups of graphics using the gestalt laws, until the boundaries proposed by memory
capacity theory are satisfied, or until the smaller groups of graphics can no longer be
decomposed by further using the gestalt laws. The smaller groups of decomposed
graphics are represented by relational nodes located in the relational level. The
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relational level can have different depths, varying from the visualization scene. The
graphics associated with each relational node can be further divided into even smaller
groups of graphics and represented by the other relational nodes. The sub-tree
construct from each window’s nodes is the analysis of how humans perceive the
visualization scene based on psychological theories. All the nodes belonging to this
sub-tree are called relational nodes except for the leaf of the tree.
z

Leaf Node: The leaf of the complexity tree is the entity node, located in the entity
level. Each entity node is associated with the smallest chunk of graphic that gets to be
processed as a memory unit in human mind.

3.3.3.

Building Complexity Tree Step by Step
The reviewer can then follow the gestalt laws to decompose and regroup graphics in a

visualization scene. The gestalt laws can be used interchangeably. From our study, the orders of
which the gestalt laws apply first do not affect the final result of the complexity tree. We will now
illustrate the complexity tree building process through an example, PortVis visualization, Figure
21, presented by UC Davis [2].
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Figure 21: A most complex scene from the PortVis [2] visualization system
to monitor for suspicious network activities that contain all the provided features.
Quote from the paper, “the entire application. Note that all of the available visualization tools are
present simultaneously, so it is easy to correlate data and mentally shift between visualizations.
Visualization generally begins at the timeline (1), followed by the hour (main) visualization (2).
The main visualization contains a circle, which helps users locate the magnification square in its
center. Magnifications from the square within the main visualization are shown in (3); a port may
be selected from (3) to get the port activity display in (4). Several parameters (5) control the
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appearance of the main display and port displays. The panel of options in (6) permits the selection
of a data source to display, and offers a color-picker for selecting new colors for gradients”.

Based on the application description of this scene in Figure 21, we only need to
consider the area of 2, 4, and 1 to build the complexity tree. Area 5 and 6 control appearance of
the application. Area 3 is textual information displaying what ports are being viewed. In PortVis,
area 1 is called timeline that provides an overview for a large scale of port information. Area 2 is
the main visualization that provides a detail view for the selected range of ports from timeline.
Area 3 is the port visualization that provides each port activities. To construct a complexity tree
from a complete problem detection task view, all three areas need to be considered. However, the
three areas do not need to be considered at the same time to perform problem detection. They only
need to be done in sequential order. This workflow fits into the three-tier view process. We break
down PortVis into three views and construct the most complex complexity tree for each view.
We start the building process by considering timeline overview visualization (figure
21(1)). The timeline visualization is formed by streams of ports visualize as squares. The gray
scale squares represent the activeness of each port. If a stream of ports is constructed by
alternately dark and light squares, then it is a sign of suspicious network activities. An example of
activities alternation in a stream of port is displayed in figure 22(A) and 22(e). To find suspicious
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network in timeline visualization, the user observes patterns of horizontal squares. Users can
accomplish this task by the help of the selector. Once the user finds that a stream of a port range is
raising alarm, the user can zoom into this stream in more detail (Figure 22 (B)).
To capture the workflow and visualization structure, we start building the complexity
tree from the root node as the investigating scene, Timeline. There is only one window that needs
to be considered at all times, so the root node only has one child window. To start recording and
stepping through the cognitive process, we analyze what users need to remember to determine
which stream of the port range is suspicious. When a stream has repeating altered patterns of
black and white squares, the stream might be dangerous. Once this pattern is found, the user needs
to zoom into this stream of ports to further diagnose the problem. The pattern, illustrate in figure
22(E), can be recognized easily. This recognition process does not exceed memory capacity.
Therefore, the process can be capture as one memory chunk denoted by a similarity relational
node in figure 23.

85

Figure 22: The timeline visualization from PortVis.
(A) An overview of timeline visualization. (B) A detail view of the selected port
stream. (C) There are four suspicious security alarms that can be found from the detailed timeline
view. (D) The chunking process for the detailed timeline view scene using gestalt laws. The green
circles have higher level hierarchy than yellow circles. (E) The enlargement for selector and
selected port range from (A).
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Figure 23: A complexity tree build for timeline visualization from PortVis.

After the user has found the suspicious stream, the timeline visualization zooms into
the selected stream. Figure 22(B) is the detail zoomed in view of the selected stream. To continue
constructing the tree, we decompose the visualization scene into chunks according to Gestalt
Laws. The chunks are groups of visual patterns that need to be considered for users to determine
the type network activity. Based on the Gestalt Laws, we can first divide the scene into six chunks
according to the proximity law. The initial chunking is circled in green and the background
(excluding the five circles in Figure 22(D)). The second path for further chunking in each
relational node is circled in yellow. The relationships and structure of the first and second path
chunking is demonstrated in figure 23. The pattern circled in yellow is small and simple enough to

87

determine suspicious networks. Therefore, there is no need for further chunking. The graphic
entities circled in yellow are entity nodes and denoted as blue in the complexity tree. The same
construction process was applied to the main visualization, show in figure 22(2), and port activity
display, show in figure 22(4). The complexity tree for the main visualization and port activity
display are displayed in figures 24 and 25.
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Figure 24: The evaluated visualization scene and the complexity tree.
(A) The main visualization scene is evaluated by building a complexity tree. The
green rectangles represent the first path of chunking of the scene. The yellow rectangles and
circles represent the second path of chunking of the scene. The purple rectangles and circles
represent the third path of chunking of the scene. (B) A complexity tree built for the main
visualization is presented.
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Figure 25: The port visualization scene and its complexity tree.
(A) The port visualization is evaluated by building a complexity tree. The scene can
be processed through one path. (B) The complexity tree for port visualizations.

There are two popular activates perform in problem detection task, discovery and
searching. The discovery process is a bottom-up and non-signature search process, such that
observer is trying to find some pattern in a search space through grouping graphical entities into
meaningful patterns. The measurement of complexity of this process is concentrated on how easy
it is for the user to construct patterns from the visualization. The searching process is a top-down
and signature search process, such that the observer knows what to look for in a search space. The
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complexity of such processes come from how the known pattern distinguishes itself from the
background noise. Both activities’ complexity can be captured by a complexity tree. The
difference is during tree construction, the reviewer needs to concentrate on different graphical
groupings. For discovery, the reviewer should group graphics according to the whole search space
like the constructing process demonstrates in this chapter. For searching, the reviewer should
group the pre-assign known pattern as entity node and reverse the tree construction process to
record what other group of graphics draws the reviewer’s attention away from the known pattern
in a search space.
3.3.4.

Remarks on Building Complexity Tree
While building the complexity tree, the choices between which Gestalt Laws to use to

group graphics can be overwhelming. Here, we propose a suggested list of ordered choices of
Gestalt Laws for each popular security visualization technique. For each list, the Gestalt Laws are
ordered such that more suitable choices of law for the technique come in prior positions in the list.
z

Glyphs: proximity, similarity, closure, continuity, relative size, figure and ground,
symmetry.
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Figure 26: Security visualization technique examples for glyphs.
(A) Glyphs-based volume rendering example from [55]. (B) Snort-View from [5].

z

Histograms: continuity, symmetry, closure, figure and ground, relative size,
similarity, proximity.
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Figure 27: Security visualization technique examples for histograms.
(A)Histogram visualization from [56]. (B) PortVis example in [2].

z

Parallel Coordinate Plot: continuity, closure, figure and ground, symmetry,
proximity, similarity, relative size.
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Figure 28: Security visualization technique example for parallel coordinate plot from [57].

Color Maps: similarity, closure, relative size, figure and ground, continuity, proximity,
symmetry.

Figure 29: Security visualization technique example for color map from [58].
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3.3.5.

Complexity Evaluation Metrics for Problem Detection

Table 2: A proposed evaluation metrics based on three-tier drill down topology, relational
complexity theory, and visual search theory designed for recorded information from complexity
tree.
Relational Complexity
chunking

segmentation

Visual Search Guidance
Color

Motio
n

Size

Orient

Number of
Data Points

ation

High-level
overview
Mid-level
view
Low-level
view

The complexity tree by itself can serve as evaluation results and the core data for the
complexity evaluation method. Reviewers can use complexity trees to compare different
visualizations, and understand how the cognitive activity relates to a scene, and an analysis
structure of a visualization scene. However, like the complexity tree shown in figure 24(B),
sometimes the complexity tree can become very complex and requires extra work to draw the
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needed information from it. In other cases, the reviewer may care about some information that is
not directly demonstrated by the complexity tree. Evaluation metrics are used to summarize the
features displayed by the complexity tree, draw attention to subtle information, and emphasize on
different aspects of the complexity tree.
We propose an evaluation metrics for problem detection. The evaluation metrics is
formed based on the theories of relational complexity, three-tier security visualization topology,
and visual search guidance. The relational complexity theory records how many subtasks need to
be done sequentially as well as the chunking that needs to be done to complete the task. This field
gives reviewer an estimate on visualization complexity of the complete visual search. The visual
search guidance theory helps the user understand how easy it is for a user to construct a pattern
from a visual scene, and how easy it is for a user to find a known pattern from a visualization. This
field suggests how well the visualization gives hints to help user to complete a visual search task.
The evaluation metric is completed by adapting security visualization workflow into the three-tier
security visualization topology.
•

Relational Complexity
Under the relational complexity field, there are two evaluation criterion presented:

chunking and segmentation. Chunking is the process of grouping relations into fewer relations to
reduce memory capacity. The amount of chunks required to complete a task are directly

96

proportional to its complexity to solve. This information is associated with the width of the
complexity tree. The width of the complexity tree captures how many relations users need to
consider at once to reason information from the visualization scene. Segmentation is breaking
tasks into steps and processes so as to complete them serially. This information can be observed
from the height of the complexity tree. The height of the complexity tree describes how many
paths of memory load reduction need to be completed before satisfying the memory capacity
theory.
•

Visual Search Guidance
According to Wolfe and Horowitz [51], color, motion, size, and orientation are the four

major factors which affect target-distractor differences. Target-distrator difference is the ratio of
how the target stands out from the background. This is the key to the effectiveness of the guidance
visual search. To measure the target-distractor ratio, we apply the proposed functions to each
entity node, and calculate the average ratio per evaluation criteria under the visual search
guidance field.
z

Color: For the color field, the average color of the graphic entities associated with
entity nodes is compared with the surrounding background. A color consists of three
components: red, green, and blue. Each primary color value ranges from 0 to 255. To
calculate the difference between the target and distractor color value, we first assign a
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normalized color value, denote as c, to graphics associated with each entity node and
the background surrounding them. The c value for each graphic entity is calculating by
first adding the primary color components separately for all colors that appear in the
graphic entity. Then average each primary color component and add them together.
The summation of average prime color components should not be over 765, which is
the maximum difference between three primary color components. The c value for
each graphic entity is the normalized summation value divided by 765. Let’s illustrate
the calculation more in detail by consider the four colorful squares locate in the center
of figure 30 as the graphics associated with one entity node.

Figure 30: An example for demonstrate how to calculate the c value.
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The red square has rgb (255, 0, 0). The yellow square has rgb (255, 255, 0). The blue
square has rgb (0, 153, 255). The green square has rgb (0, 102, 0). The black
background has rgb (0, 0, 0). The average primary color value for the four squares is
rgb (127.5, 127.5, 63.75 ) that is calculated by averaging the primary color
components. The c value for this graphic is then calculated as [|(127.5 - 0)| + |(127.5 0)| + |(63.5 - 0)|] / 765 = 0.4163398693. The calculation of the c value can be
summarized in formula 1.

Formula 1: The formula for calculating color value for graphic entity such that Tr and Dr are the target and

distractor red primary color value, Tg and Dg are the target and distractor green primary color value, and Tb

and Db are the target and distractor blue primary color value. The N and n are the number of color components

represented in the graphic scene.
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The final value to go into the metrics is the average of the C value present in the
investigation scene. The larger target-distractor color ratio means it is easier for users
to find useful patterns through color hints provided by the visualization.
z

Motion: Motion is another strong attribute that guides users’ attention to different
entities. Not all of the visualizations have this property. When motion guidance is
absent from a visualization, the values associated with the motion criteria is zero.
When motion is present in a visualizations, the difference in the moving speeds of the
graphic entity associated with each entity nodes and the moving speed of the
background is calculated and denoted by m. The m value is calculated by the average
of the target-distractor motion ratio and normalizes it by dividing the ratio by the
maximum speed. The calculation of m value can be summarize in formula 2.
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Formula 2: The formula for calculating target-distractor motion ratio for graphics associated with entity

node such that Tf and Df are the target and distractor frequency, F is the fastest moving frequency represented in the

visualization scene, and N and n are the number of moving items.

A larger target-distractor motion ratio means it is easier to guide users to useful
patterns through a motion factor provided by visualization.
z

Size: The size difference between target entities and distracter entities gives a hint to
search for the wanted pattern. The target-distracter size ratio, denoted by s, is a number
describing how the target stands out from the rest of the bunch of the graphic entities
through a size factor. The s value is calculated by first computing the graphics’ areas
associated with entity graphics in a pixel square. Second, compute the total area of
distractor graphics. The difference between the two areas is taken and normalized by
dividing it by the visualization scene size. Let’s illustrate the calculation in more detail
by considering the task of finding the smallest square present in figure 31.
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Figure 31: An example for demonstrating how to calculate target-distractor size ratio.

There are many squares in different size and same color present in figure 31. The task
is to try to find the smallest square. The size is the hint provided by the visualization to
guide user to the square. In this illustration, the smallest square is the target graphic
and the other squares are the distractor graphics. We start calculating the m value by
compute the size of the smallest square which is 216.09 pixel square (ps). Secondly,
we calculate the distractor graphics area which is 15432.08 ps. The m value is then
calculated by taking the difference between target-distractor graphic sizes and
normalized by the visualization size which is (15432.08 – 216.09) / (220 x 247) =
0.28001. The final result associated with this evaluation field is the average value of
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all the s values associated with each entity node. The size ratio calculation can be
summarizing in formula 3.

Formula 3: Formula for calculating the target-distractor size ratio such that Ts and Ds are target and distractor

graphics’ size in ps, S is the visualization area in ps, and N and n are the number of entity nodes.

The larger size ratio means it is easier for the user to find the pattern through the size
hint provided by the visualization.
z

Orientation: Orientation is another major factor affecting visual search described by
Wolfe and Horowitz. Target-distracter orientation ratios can only be calculated when
the target and distracter avatars are the same graphic entities. In figure 32(A), there are
5s and 2s present in a scene. Within the scene, we can compute an orientation ratio
between 5s or between 2s, but not a mixture of 5s and 2s. Figure 32(B) demonstrates a
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scene, for which the orientation ratios can not be calculated. To calculate the
orientation ratio, we first define target graphic’s orientation and draw a line through
the target graphic and aligned with the orientation. Second, we define the distractor’s
orientation relative to the target graphics’ and draw a line through the distractor
graphic aligned with the orientation. Then we compute the smallest angle difference
between the two lines in degrees. This process is repeated for every distractor. An
average degree value is then computed and normalized by dividing the average degree
by 180, denote the result as o. Let’s assume the target in figure 32(C) is the red avatar 5
located at the upper portion of the visualization. A distractor avatar that has a different
orientation than the target is located at the right hand side of the visualization tilted
towards the right. We draw lines that go through each avatar and compute the angle
difference between the two lines.
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Figure 32: An example for calculating target-distractor orientation ratio.
(A) A scene consists of 5’s and 2’s from Wolfe and Horowitz [51]. (B) A scene consists of letters
that demonstrate avatars cannot calculate target-distracter orientation ratio from Wolfe and
Horowitz [51]. (C) The process of calculating orientation ratio between avatars is demonstrated.

The final result associated with the evaluation metrics is computed by averaging the
summation of all target-distractor orientation ratios and normalizing it by 180, which is the largest
possible degree between target and distractor. The computation of orientation ratio is summarized
in formula 4.
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Formula 4: Formula for calculating target-distractor orientation ratio such that To and Do are the target

and distractor graphics’ orientation, and N and n are the numbers of distractors.

The larger orientation value means it is easier for users to recognize the target.
•

Apply Proposed Metrics to Complexity Tree
The result of applying evaluation metrics to the complexity trees is presented in table

3. The quantitative values associate with the complexity tree do not means much when observe
them individually. The quantitative values serve best when used to compare performance and
structure with other visualization.
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Table 3: The result of applying evaluation metrics to the three complexity tree constructs
in earlier sections is presented.
Relational Complexity
chunking

segmentation

Visual Search Guidance
Color

Motion

Number of

Size (pixel

Orientati

square)

on

Data Points

(degree)
High-lev

16

5

0.6525

0

0.0813

0.4009

65536

26

5

0.5612

0

0.00495

0

65536

3

3

0.7778

0

0.0178

0

n/a

el
overvie
w
Mid-lev
el view
Low-lev
el view

By observing the metrics, we can tell the following important information:
z

The low-level visualization is the most efficient visualization among the three views
based on its relational complexity analysis. The low-level view visualization also does
a good job of leading the user to find useful patterns and information by giving
recognizable color hints.

z

The high-level and mid-level visualizations require the same number of sequential
steps to complete the task, but the mid-level visualization carries a much heavier load
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on memory capacity. This observation is determined by compare the chunking and
segmentation values associate with relational complexity.
z

The three views of visualization use color as the strongest hint to lead users’ attention
to useful graphics. This conclusion is made by observing the evaluation criteria
associated with visual search guidance. Among the four fields, the target-distractor
color ratio has the highest value, and the value is closer to 1.
In this chapter we introduced two concepts to help evaluate security visualization: the

complexity tree, and evaluation metrics. The complexity tree is a tree structure data model which
captures the structure and cognitive load associated with a visualization. The complexity tree is
designed to evaluate efficiency in performing problem detection in security visualization with a
foundation in psychological theories. Many times, the complexity tree itself becomes
overwhelming for observing information. To allow reviewers to easily understand the complexity
tree, quantitative metrics are designed to summarize important information about the complexity
tree and, most importantly, the visualization. From traditional classification, the complexity
evaluation method is a type of heuristic evaluation cantinas under the umbrella of usability
inspection. Additional with features similar to the usability inspection method, the complexity
evaluation method has an objective point of view, qualitative and quantitative results, and is
suitable to evaluate both high and low-level activity characteristics. In conclusion, the current
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development of the complexity evaluation method is not complete or mature yet. It needs more
study and user testing to ensure the quality, correctness, and performance of the method.
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4.

Case Study and Analysis
In this section, we report evaluation studies carried out to identify complexity for

problem detection in security visualization tools. To evaluate each tool, we either download the
application and take screen shots or get screen shots for the application from reliable sources. To
produce screen shots for evaluation, we first run the program several times and take screen shots
using the same dataset. After screen shots are taken for each process through the visual searching
task, we then choose the screen shots have the highest complexity among others to determine the
critical complexity value. When we want to review an application and the program is not
available, we download screen shots from published papers or official websites to do the
evaluation. After screen shots are prepared, the complexity tree and evaluation metrics are
carefully built for each screen shot.
4.1.

Evaluating NVisionIP
NVisionIP is a network traffic visualization tool that allows users to do security

analysis of large and complex networks (http://security.ncsa.uiuc.edu/). NVisionIP is
developed by SIFT team at UIUC. The three-tier drill down architecture is used in NVisionIP to
help users to find useful information in the dataset more easily. The Galaxy view serves as the
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primary user interface to NVisionIP and it contains scatter plot visualization features, the x-axis
represents subnets and the y-axis represents hosts associated with a particular subnet. The Small
Multiple View (SMV) helps user to explore and compare port information for different machines
through bar histogram visualization. To gain more information about different IP address, users
can drill down further from SMV to Machine View. The Machine View displays bar chart
visualization showing port traffic related to particular IP address. In our study, we were not able to
run the program properly. Therefore, we evaluated this particular tool from screen shots from
NVisionIP publications [59].
4.1.1.

High Level Overview:
There are two windows in galaxy view that contain graphic scenes to be evaluated.

The first is the mapping key window. The mapping key window contains only five elements,
therefore it does not need further decomposition. For the main visualization window, proximity
law is applied many times to decompose the scene. The main visualization is formed by dots. To
find suspicious network activities in this visualization, user needs to pay close attention to the
formation of dots. High density dots formation might suggest malicious attack. Using the
proximity law, we first decompose the scene into six major areas through spatial characteristics.
In the second path, we decompose each relational area into smaller pieces through proximity law.
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Figure 33: High-Level view NVisionIP evaluation result.
(A) Evaluated visualization scene. (B) Complexity tree build for (A). (C) The original
evaluating visualization scene.

The complexity tree suggests the visual search task performed against this
visualization does not require memory load exhaustion. There are six main pieces of clusters that
users need to compare and process at the same time. The further clusters for each higher level
grouping do not exceed the magic number seven rule.
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4.1.2.

Mid-Level Detail View:
There are two windows present in the SMV visualization screen shot. Similar to the

previous color key window, it does not need further decomposition. In the SMV, users can scroll
down to see more SMV windows in this visualization scene. However, to evaluate the efficiency
of visual search, we only need to consider the SMV windows present at one time. We first cluster
the visualization into windows presented in the visualization using the closure theory in Gestalt
law. Within each SMV, we can further decompose the window into two bar graph use similarity
theory. A complexity tree is built for the visualization and presented in Figure 34(b). Compare this
complexity tree with the previous high-level visualization complexity tree. We can clearly see that
this visualization requires much more memory load capacity to process the scene. Furthermore,
the number of clusters exceeds the suggested critical number. Therefore, the efficiency of visual
search in this visualization might be low.
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Figure 34: Mid Level view NVisionIP evaluation result.
(A) Evaluated visualization scene. (B) Complexity tree built for (A). (C) The original
visualization scene.

4.1.3.

Low-Level Feature View:
The machine view consists of six bar graphs. The visualization is simple and does not

require much decomposition. We decompose the scene into six sub-graphics using the symmetry
rule from Gestalt Law. The visualization does not require more than one time decomposition and
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we can go ahead build a complexity tree from the six sub-graphics. The complexity tree is simple
and does not have any relational node.
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Figure 35: Low Level view NVisionIP evaluation results.
(A) Evaluated visualization scene. (B) A complexity tree built for (A). (C) The
original visualization scene.

4.1.4.

Evaluation Metrics

118

Table 4: Evaluation results in metrics format for NVisionIP.
Visualizati

Security

on

Architecture

Relational Complexity
chunking

segmenta

Visual Search Guidance
Color

tion
NVisionIP

Moti
on

Size

Orien

2

tation

(pix )

Number of
Data Points

High level

19

4

0.69999

n/a

0.17525

0

1667

Mid level

38

4

0.40563

n/a

0.27121

0

n/a

Low level

6

3

0.23333

n/a

0.05895

0

n/a

An evaluation metric is built based on the three complexity trees built for each
architecture level of NVisionIP. In the publication, the number of data points is not stated.
Therefore, two cells in the number of data points column do not have appropriate values. From the
statistics shown in table 4, we observe the following points:
z

In NVisionIP, the mid-level SMV view is the most complex visualization scene among
the three topologies based on its notable chunking number, 38. The outstanding
chunking number can be explained as the visualization design put a lot of weight in its
mid-level view. According to the statistics, users may spend a lot of time analysing
data in the mid-level view.
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z

The sequential sub-steps require completing a visual search for each view are evenly
distributed. This means, if the memory capacity loads required by each view are close,
then the user can accomplish a visual search in a predictable time.

z

Among the three views of visualization, the galaxy view does the best job of guiding
users’ attention to complete the search using the color attribute.

z

Among the three views of visualization, the SMV view uses up the most space. The
low size ratio indicates the visualization is not designed to use size as a guide to ead
users through the visualization.

4.2.

Evaluating VisFlowConnect
VisFlowConnect is a network traffic visualization tool that allows users to do security

analysis of large and complex networks (http://security.ncsa.uiuc.edu/). VisFlowConnect is
part of SIFT project in UIUC. Similar to other popular security visualization tool design,
VisFlowConnect adopted the drill-down three-tier view. In VisFlowConeect, they are called
global view, domain view, and internal view. In global view, a parallel visualization with three
axis, sender, receiver domain, and internal host, is used to show the network flow. From the global
view, users can zoom into the domain view that displays traffic data between specific external
domain and the local network. For a further detail view, users can go to the internal view to see a
visualization display of traffic data between internal domains and the local network. A program is
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not available for VisFlowConnect. We evaluated this tool from screen shots from
VisFlowConnect's official website (http://security.ncsa.uiuc.edu).
4.2.1.

High-Level Overview:
There is one graphic scene in the global view visualization that needs to be evaluated.

The global view is filled with lines connecting three different axis. We first group the graphics
into two clusters using symmetry theory in Gestalt Law. Then, the clusters are further
decomposed into relational nodes using proximity and continuity theories in Gestalt Law. A
complexity tree is built for the global view visualization presented in Figure 36(b). The height and
the width of the tree suggest this is a complex visualization scene. The memory capacity load is
exhausted when used to perform visual search in this visualization.
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Figure 36: High-level view VisFlowConnect evaluation result
(A) Evaluated visualization scene. (B) Complexity tree built for (A). (C) Original
evaluation visualization scene.

4.2.2.

Mid-Level Detail View:
The domain view visualization has lines connecting two axes. To evaluate this

visualization scene, we first cluster the visualization into solid color space and background by use
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figure and ground in Gestalt Law. We further decompose the visualization into smaller chunks by
continuity. A complexity tree is built for the visualization and presented in Figure 37(b). Compare
the complexity tree built for domain view and global view. It is clear the memory load needed to
process the domain view visualization is less than what is needed for global view visualization.
From the visualization scene, we can see the domain view visualization has less noise provided by
lines and has much more of a focus point in the visualization.
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Figure 37: Mid-level view VisFlowConnect evaluation result
(A) Evaluated visualization scene. (B) A complexity tree built for (A). (C) The
original visualization scene.

4.2.3.

Low-Level Feature View:
For the internal view visualization, we first cluster the graphics into two pieces using

the symmetry rule. Then we further decompose the visualization scene using the continuity rule.
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The internal view visualization has cleaner graphics compare to the domain view visualization,
but the evaluation result for conceptual chunking yields favor for domain view visualization. The
reason for this is because in domain view visualization, there is a strong presence of solid space
and background noise, but internal view visualization does not. Instead, in internal view, there are
lines cutting through graphics and dividing up the space.
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Figure 38: Low-level view VisFlowConnect evaluation result
(A) Evaluated visualization scene. (B) A complexity tree built for (A). (C) The
original visualization scene.

4.2.4.

Evaluation Metrics
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Table 5: Evaluation results in metrics format for VisFlowConnect.
Visualiza

Security

Relational

tion

Architect

Complexity
chunking segmen

ure

Visual Search Guidance

Number of
Data

Color

tation

Motio
n

Size

Orien

2

(pix )

tation

Points

VisFlow

High

34

6

0.65333

n/a

0.551

0

n/a

Connect

level
Mid level

12

4

0.4

n/a

956
0.453

0

n/a

n/a

943
0.238

0

n/a

Low level

14

4

0.26666
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There are no dataset statistics to come with the screen shots. Unfortunately, we are not
able to state the number of data points used for each screen shots. From the statistics provided in
table 5, we observe the following points:
z

Among the tree visualization views, the high-level view of visualization requires the
most memory capacity load and sequential steps to complete the visual search task.
The chunking number for global view visualization is more than twice as high as the
other two views. It suggests that the visualization is designed to put too much memory
load usage on the global view.
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z

There is a decreasing fashion of contrasting color usage once the user drills down from
overview to feature view.

z

The target-distractor size ratio for VisFlowConnect is higher than NVisionIP’s. Earlier
in the thesis we discuss the that higher size ratio means the visualization uses target
and distrator size differences to highlight features of the visualization. In this particular
visualization, the busyness of the lines leads users’ attention away from any focus
point in the visualization. This may indicate that the target-distractor ratios can mean
different things when we deal with different type of visualization.

4.3.

Evaluating RUMINT
RUMINT is a security visualization system developed by Gregory Conti

(http://rumint.org/). RUMINT is constructed by a main control program and seven visualization
components. RUMINT sets itself apart from other visualization tool by allowing users the choice
to use different visualization components interchangeably. In high level overview, the tool
provides thumbnail display. In mid-level view, the tool provides a choice between parallel
coordinate, glyph based animation display, and scatter plot to explore the dataset in more detail. In
low-level view, the tool provides choices between scrolling text display, packet detail rainfall
display, and byte frequency display. To evaluate RUMINT using complexity evaluation method,
we built a complexity tree describing the critical complexity of the system for each level. The
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PCAP dataset used to explore the tool is provided by the author, Gregory Conti, and contains 1797
data points. The evaluated results are presented as following:
4.3.1.

High-Level Overview:

Figure 39: High-level view RUMINT evaluation result
(A) Evaluated visualization. (B) Complexity tree build for (A).
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There are only four windows that need to be considered for further review from this
level. Therefore, only four window nodes are included. Furthermore, the window itself does not
need further decomposition, so entity nodes are immediately followed by the window nodes.

4.3.2.

Mid-Level Detail View:
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Figure 40: Mid-level view RUMINT evaluation result
(A) The evaluated visualization scene. (B) The relational complexity decomposing
key. The visualization is grouped by different color. Each color represents a gestalt law. (C) The
original visualization scene without group marking. (D) The complexity tree builds for (A).

For mid-level view, the user has the choice to view between parallel coordinate, glyph
animation, binary rainfall, and scatter plot. After our investigation, we found that binary rainfall is
the most complex visual scene in which to conduct a visual search. Therefore, we chose the binary
rainfall as the evaluating scene.
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4.3.3.

Low-Level Feature View:
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Figure 41: Low-level view RUMINT evaluation result.
(A) The evaluation visualization scene. (B) The color key for the gestalt laws used to
decompose relation complexity in (A). (C) The original visualization scene without group
marking. (D) Complexity tree built for (A).

For low-level view, users have the choice between detail byte rainfall visualization and
text rainfall display. For rainfall display, the user only needs to see one horizontal line at once.
Therefore the binary rainfall is more complex to use for visual search. Because of binary rainfall
complexity, we choose to use it to determine the relational complexity
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4.3.4.

Evaluation Metrics

Table 6: Evaluation results in metrics format for RUMINT.
Visualization

Security

Relational Complexity

Architect

chunking

segmenta

High
level
Mid level
Low level

Color

tion

ure
RUMINT

Visual Search Guidance

4
10
22

Size

Orien

Data

2

(pix )

tation

Points

n/a

0.430

0

1797

n/a

64
0.321

0

421

n/a

69
0.202

0

40

Motio
n

3

0.333

4

33
0.333

5

33
0.333
33

Number of

84

From the statistics provided in table 6, we observe the following points:
z

The memory capacity load required for performing a visual search with RUMINT
forms a pyramid shape. The load requirements steadily increase while the number of
data points decrease.

z

Throughout the visualization flow, RUMINT has the same color ratio to guide users’
attention. This suggests the visualization was not designed to use color to highlight
visualization features.

z

The visual search size ratio decreases when the number of data points decrease.
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z

RUMINT’s high-level overview window is a different type of visualization compared
to NVisionIP and VisFlowConnect. Just based on the evaluation statistics, it seams
RUMINT is better designed, as suggested by the small amount of chunking and steady
segmentation numbers. This might not be a fair assumption because RUMINT’s
overview visualization is designed to give users a control panel to choose among
different available visualizations compared with the other two visualizations trying to
show all the data points in the overview visualization.

4.4.

Discussions
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Table 7: Evaluation metrics view of each visualization.
Visualiza

Security

Relational Complexity

tion

Architect

chunking

segmenta

High

T

level
Mid level
Low level

Color

tion

ure
RUMIN

Visual Search Guidance

4
10
22

Size

Orien

Data

2

(pix )

tation

Points

n/a

0.430

0

1797

n/a

64
0.321

0

421

n/a

69
0.202

0

40

Motio
n

3

0.333

4

33
0.333

5

33
0.333
33

NVisionI

High

P

level
Mid level
Low level

19
38
6

4

0.699

4

99
0.405

3

63
0.233

84
n/a

0.175

0

1667

n/a

25
0.271

0

n/a

n/a

21
0.058

0

n/a

33
VisFlow

High

Connect

level
Mid level
Low level

34
12
14

6

0.653

4

33
0.4

4

0.266
66

Number of

95
n/a

0.551

0

n/a

n/a

956
0.453

0

n/a

n/a

943
0.238

0

n/a
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It is interesting to see that each visualization forms a distinct shape based on the
complexity chunking scores. The RUMINT visualization application forms a pyramid shape. The
NVisionIP visualization forms approximately a diamond shape and the VisFlowConnect
visualization forms approximately an hourglass shape. Different shapes indicate different capacity
load flow control for visualizations. Based on the statistics provided by table 7, RUMINT is the
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application that requires the least memory capacity and processing power. On the contrary,
VisFlowConnect is the application requiring the most memory capacity and processing power
over the others. Despite the fact that VisFlowConnect need the most memory capacity power,
VisFlowConnect score higher on visual search guidance compare to other visualizations. At this
point, we cannot, based on the evaluation metrics, go about ranking the visualizations. First of all,
we are lacking an overall scoring scheme that can combine the three major evaluation fields
(relational complexity, visual search guidance, and security architecture). Secondly, the
evaluation metrics and complexity tree design are heavily based on theories that are not backed up
by exhaustive experiments’ statistics.
The complexity evaluation method is a heuristic evaluation method that analyzes
critical memory capacity load needed to perform problem detection in the form of visual search in
security visualization. In previous chapters, we point out the main problem in security
visualization literature is that there is no census standardization in evaluation method, design
guidelines, or centralized database. This leads the development of security visualization literature
into a bottleneck. The main goal of the complexity evaluation method is to solve some portion of
the big problem -- a way to compare different security visualizations without redoing evaluation
for visualizations by each research group.
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Because of the domain independent character, the biggest advantage of the complexity
evaluation method is that the evaluation result can be compared without redundant work for
different problem detection security visualizations. Furthermore, many security visualization
designs do not have solid supporting background. Most of the time, the visualization design is
based on arbitrary decisions. We hope, once the complexity evaluation method is mature,
engineers can use the complexity evaluation method to backup the visualization design with
strong cognitive psychological science.
The complexity evaluation method is not mature yet. As we can see, there is still a lot
of work ahead of us to perfect this method. The method needs improvement and we must close
gaps from the design perspective as well as further user study to strengthen the proposed
methodology.
First of all, the interaction between visualization and users is not one of the evaluation
criteria. The interaction methodology can heavily affect users’ experience and performance with
visualization tools. Heavy use of memory capacity can be reduced down through filtering and
other interaction methodologies. To measure memory capacity through the complexity evaluation
method without including interaction as part of the package can be a bit unfair.
Secondly, we need a stricter rule to decompose visual scenes through gestalt law. The
current proposed rule has many holes. For example, there is no strict termination decompose
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point. Also, we need a more complete mapping between what rules can be used on what
visualizations. This can not be done until exhaustive user study is complete to test what the
majority of people intuit.
Thirdly, we need to come up a calculation formula to sum up all information about
memory capacity associated with visualizations extracted out from the complexity tree for easier
ranking and comparing. Currently, there are 21 numbers associated with a visualization (the
numbers fill up quantitative metrics for a visualization). It is hard to rank which one of the
visualizations is more efficient based on these numbers. Clearly, there are relationships connected
with memory capacity factors (define in formula 1 to formula 4). The next big step for the
complexity evaluation method is to figure out what the relationships are and summarize them in
one single formula that computes memory capacity for each visualization.
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5.

Conclusion
Computer security visualization has gained much attention in the past few years. In

particular, the visualization techniques are used to perform intrusion detection through visual
search. Recently more attention has been focused on the development of evaluation methods that
help standardization in visualization design and compare different visual techniques objectively.
Popular evaluation methods include user study, usability inspection, and quantitative evaluations.
In general, they suffer from subjectivity and the evaluation results are hard to compare across
applications. .
In this research, we propose a new heuristic model for evaluating the complexity of the
computer security visualization interface. This complexity evaluation method is designed to
evaluate the efficiency of visual search in security visualization. Our complexity evaluation
method is based on research in cognitive psychology along with characteristics found in majority
of the security visualizations. The two main components of our complexity evaluation method are
the complexity tree and evaluation metrics. Complexity tree is the graph representation captures
the visualization interface structure and the cognitive memory required to process the information.
The tree is composed by window nodes, relation nodes, and entity nodes, describing the

visualization structure and cognitive memory distribution. Evaluation metrics is a quantitative
metrics that summarizes information in complexity tree in numerical forms. Evaluation metrics is
designed to integrate security visualization characters and cognitive memory load in order to
measure how well the visual technique is designed to for visual search. The evaluation metrics is
designed for quick and easy comparison of visualization designs while the complexity tree help
maintain the objectiveness of the method. The main goal for developing this complexity
evaluation method is to guide computer security visualization design and compare different
visualization designs.
Finally, to demonstrate the usefulness of our method, we compare several well known
computer security visualization systems such as NVisionIP, VisFlowConnect, and RUMINT. The
comparison between visualizations shows interesting patterns and characteristics. At this moment,
the complexity evaluation method is still immature. We have not yet tested our evaluation results
against user studies. Our next step is to ask people to evaluate visualizations using our complexity
evaluation method and compare the results to test consistency in the proposed method. We will
evaluate visualizations using both conventional evaluation methods and complexity evaluation
method, and then compare their results. Furthermore, the proposed method has the potential to be
extended to other areas of information visualization.
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