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A Theory of Intermittency Renormalization of Gaussian
Multiplicative Chaos Measures
Dmitry Ostrovsky
Abstract
A theory of intermittency differentiation is developed for a general class of Gaussian Multiplica-
tive Chaos measures including the measure of Bacry andMuzy on the interval and circle as special
cases. An exact, non-local functional equation is derived for the derivative of a general functional
of the total mass of the measure with respect to intermittency. The formal solution is given in
the form of an intermittency expansion and proved to be a renormalized expansion in the cen-
tered moments of the total mass of the measure. The full intermittency expansion of the Mellin
transform of the total mass is computed in terms of the corresponding expansion of log-moments.
The theory is shown to extend to the dependence structure of the measure. For application, the
intermittency expansion of the Bacry-Muzy measure on the circle is computed exactly, and the
Morris integral probability distribution is shown to reproduce the moments of the total mass and
the intermittency expansion, resulting in the conjecture that it is the distribution of the total mass.
It is conjectured in general that the intermittency expansion captures the distribution of the total
mass uniquely.
Keywords: Gaussian multiplicative chaos, high temperature expansion, intermittency differentiation,
Mellin transform, Bacry-Muzy measure.
1 Introduction
The theory of Gaussian Multiplicative Chaos (GMC) measures has greatly advanced since its incep-
tion in 1972 by Mandelbrot [26], who introduced the key ingredients of what is now known as GMC
under the name of the limit lognormal measure, cf. also his review [27]. The mathematical foun-
dation of the subject was laid down by Kahane [23], who created a comprehensive, mathematically
rigorous theory of multiplicative chaos measures based on his theory of convergence of a particular
class of positive martingales. The theory was advanced further around 2000 with the introduction of
the conical set construction by Barral and Mandelbrot [5] and Schmitt and Marsan [47] and assumed
its modern form with the theory of infinitely divisible multiplicative chaos measures of Bacry and
Muzy [4], [28] that is based on a spectral representation of infinitely divisible processes of Rajput and
Rosinski [45]. The theory of Bacry and Muzy was limited to multiplicative chaos on a finite interval.
It has since been extended in the gaussian case to multiple dimensions by Robert and Vargas [44], who
also relaxed Kahane’s σ−positivity condition and proved universality, to other geometric shapes such
as the circle by Fyodorov and Bouchaud [15] and Astala et. al [1], as well as to critical multiplicative
chaos by Duplantier et. al [13] and Barral et. al. [7], and most recently to super-critical multiplicative
chaos by Madaule et. al. [25]. Most recently, Berestycki [2], Junnila and Saksman [22], and Shamov
[48] found new re-formulations and further extended the existing theory. In the general infinitely
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divisible case the theory of Bacry and Muzy was further advanced by Rhodes and Vargas [41] and
Barral and Jin [6], and we derived key invariance properties of the underlying infinitely divisible field
in [32] and a formula for the moments of the total mass in [39].
The interest in multiplicative chaos derives from its remarkable property of multifractality, from
complexity of mathematical problems that it poses such as understanding its stochastic dependence
structure, and from the many applications in theoretical and statistical physics, in which it naturally
appears. Without aiming for comprehension, we can mention applications to conformal field theory
and quantum gravity [8], [12], [42], statistical mechanics of disordered energy landscapes and extrema
of the 2D gaussian free field [15], [17], [18], [21], [24], [38], a theory of conformal weldings [1], and
even conjectured [19], [37] and some rigorous [46] applications to the behavior of the Riemann zeta
function on the critical line.
A fundamental open problem in the theory of GMC is to calculate the distribution of the total mass
of the chaos measure and, more generally, understand its stochastic dependence structure, i.e. the joint
distribution of the measure of several subsets of the set, on which it is defined. The contribution of
this paper is to advance this problem for the class of multi-dimensional GMC measures introduced
by Robert and Vargas [44]. These measures have the property that the positive integer moments of its
total mass are known in the form of a multiple integral of Selberg type. For example, the moments
of the total mass of the Bacry-Muzy GMC measure are given by the classical Selberg integral [3] on
the interval and by the Morris integral on the circle [15], [38]. The primary challenge of recovering
the distribution from the moments is that the moments become infinite at any level of intermittency
(also referred to as the inverse temperature in the statistical physics literature). Hence, the problem
of recovering the distribution from the moments is that of renormalization, i.e. of removing infinity
from the moments and re-summing them so as to reconstruct the distribution. In the special case of the
Bacry-Muzy GMC measure on the interval we developed in a series of papers [29]–[34] the theory of
intermittency differentiation that allowed us to compute the full high-temperature (low intermittency)
expansion of the Mellin transform of the total mass and effectively reconstruct the Mellin transform
by summing the intermittency expansion. We then checked that the resulting expression is the Mellin
transform of a valid probability distribution, known as the Selberg integral probability distribution,
having the properties that its positive integer moments are given by the Selberg integral and that the
asymptotic expansion of its Mellin transform coincides with the intermittency expansion. Thus, we
constructed a good candidate for the distribution of the total mass in the sub-critical regime and then
calculated the critical distribution as a simple limiting case, cf. [36], [38].
It is worth emphasizing that the main achievement of the intermittency differentiation approach
is that it provides an exact mechanism for renormalization. It is possible in some cases to guess
the Mellin transform, in the sense of a function of a complex variable whose restriction to the finite
interval of positive integers, where the moments are finite, coincides with the moments, cf. [9], [15],
[17], [16], [38]. While this method produces the same formulas for the Mellin transform of the total
mass of the Bacry-Muzy GMC measure on the interval and circle as ours, it does not capture the
distribution uniquely because it operates on the moments directly and the moment problem is not
determinate.
The contribution of this paper is threefold. Our main contribution is to extend the theory of in-
termittency renormalization to a general multi-dimensional GMC measure. The GMC measure is
defined as the exponential functional of a regularized gaussian process with logarithmic covariance
in the limit of zero regularization. The theory that is developed in this paper is applicable to the expo-
nential functional of a properly normalized singular gaussian process in general and so is not limited
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to GMC measures per se. However, logarithmically-correlated gaussian processes as considered by
Bacry-Muzy [3] on the interval, Fyodorov and Bouchaud [15] and Astala et. al. [1] and on the circle,
and Robert and Vargas [44] on Rd provide the main example of such singular gaussian processes that
have a well-developed theory of exponentiation based on regularization. Hence, for practical pur-
poses, we limit ourselves to GMC measures. We show that our theory of intermittency differentiation
and renormalization extends to general GMC measures. In particular, we prove that the intermit-
tency expansion is an exactly renormalized expansion in the centered moments of the total mass and
compute it explicitly in terms of derivatives of log-moments at zero intermittency thereby giving a
formal solution to the problem of renormalization in the high temperature phase. As an application,
we treat the case of the Bacry-Muzy GMC on the circle and compute the Mellin transform of the
total mass exactly, recovering the results of [15] and [38] that were obtained heuristically. The second
contribution is to give a comprehensive exposition of our approach. Originally, the derivations of
the intermittency differentiation rule, of intermittency expansions, and of the Mellin transform were
presented in different publications with varying degrees of generality. The goal of this paper is to
collect them all in one place so as to emphasize their generality and make our approach accessible to
a wider audience. Finally, the third contribution is to compile a list of conjectures that might lead to
further advances in the future, the primary of which is that the intermittency expansion is convergent
for a class of smooth test functions and therefore captures the distribution of the total mass of the
GMC measure uniquely.
Our paper is limited to the problem of the distribution of the total mass of GMC measures and
to the derivation of the intermittency expansion of its Mellin transform. We will not attempt to
review the theory of the Selberg and Morris integral probability distributions, which are conjectured
to be the distributions of the total mass of the Bacry-Muzy GMC measure on the interval and circle,
respectively, as it would lead us to the subject of Barnes beta probability distributions [35], [36] that
is outside the scope of this paper and that we recently reviewed in [38]. We will also not review the
theory of multiplicative chaos measures per se and refer the interested reader to [43] for a general
review in the gaussian case, to [34] and [37] for detailed reviews of the gaussian case on the interval
and to [32] and [39] for the infinitely divisible case on the interval.
Our results and derivations are all exact in the sense of equality of formal power series but not
mathematically rigorous with the exception of results in Section 5.
The plan of the paper is as follows. In Section 2 we briefly review the general GMC construction
following the works of Bacry and Muzy and Robert and Vargas and state the formula for the moments
of the total mass. In Section 3 we state our main results: the intermittency differentiation rule, prop-
erties of the intermittency expansion, high temperature (low intermittency) expansion of the Mellin
transform, and extensions of our approach to multiple subsets, i.e. the dependence structure of the
GMC measure. In Section 4 we give formal derivations of the key results from the first principles.
In Section 5 we calculate the distribution of the total mass of the Bacry-Muzy GMC measure on the
circle and relate it to the Morris integral probability distribution. In Section 6 we list a number of
key conjectures and open problems. Conclusions are given in Section 7. The two appendices present
the general 1D GMC measure on the interval as a deformation of the Bacry-Muzy construction and a
second derivation of the differentiation rule, respectively.
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2 A Brief Review of Gaussian Multiplicative Chaos
Consider a stationary gaussian process on Rd having the general logarithmic covariance of the form
Cov
[
ωµ ,ε(x), ωµ ,ε(y)
]
= µ
(
θε ⋆g
)
(x− y), (1)
= µ
∫
Rd
g(x− y− εz)θ(z)dz, (2)
and the mean
E
[
ωµ ,ε(x)
]
=−1
2
Var
[
ωµ ,ε(x)
]
, (3)
where θ(z) is a positive-definite bump function decaying sufficiently fast at infinity, θε(z)= θ(z/ε)/ε
d ,∫
Rd
θ(z)dz = 1, (4)
and g(x) is a positive-definite function of the form
g(x) = log+
1
|x| +h(x). (5)
Here h(x) is bounded and continuous and
log+(z),
{
log(z), z≥ 1,
0, 0< z< 1.
(6)
The parameter µ > 0 is known as intermittency and is often written in the form µ = 2β 2, in which
case β is referred to as the inverse temperature. This construction is due to Robert and Vargas [44].
In the special case of d = 1, letting g(x) =− log(x), h(x) = 0, and θ(x) = 1 one recovers the Bacry-
Muzy construction [28] on the unit interval. The primary example of the g(x) function is afforded
by a d−dimensional generalization of the conical construction of Bacry-Muzy that is due to Chainais
[10]. Let the d−dimensional cone be defined by
C(x) =
{
(y, t) ∈ Rd×R+
∣∣∣ |y− x| ≤min(t,1)/2}. (7)
Then, the function g(x), defined by
g(x) ,
∫
C(x)∩C(0)
dydt
td+1
, (8)
is positive-definite and satisfies Eq. (5) for some bounded and continuous h(x), cf. [10].
Now, fix a ball D ⊂ Rd and consider the associated random measure (also known as the partition
function in the physics literature),
Mµ ,ε [ϕ ](D) ,
∫
D
ϕ(x)eωµ ,ε (x) dx. (9)
We will assume for simplicity that ϕ(x)> 0. The measure is normalized so that
E
[
Mµ ,ε [ϕ ](D)
]
=
∫
D
ϕ(x)dx, (10)
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due to
E
[
eωµ ,ε (x)
]
= 1, (11)
which follows from the condition in Eq. (3).
The theories of Kahane [23] and Robert-Vargas [44] imply that the limit is a universal (indepen-
dent of the choice of θ(z)) non-trivial random measure Mµ(dx) for a range of µ ∈ [0,µc) so that
lim
ε→0
Mµ ,ε [ϕ ](D) =
∫
D
ϕ(x)Mµ(dx). (12)
The positive integer moments of the total mass1 can be calculated up to some critical value. Denote
Sn[ϕ ](µ) = E
[(∫
D
ϕ(x)Mµ(dx)
)n]
. (13)
Then, the standard gaussian calculation shows that the nth moment is
Sn[ϕ ](µ) =
∫
Dn
n
∏
i=1
ϕ(xi) exp
(
µ
n
∑
i< j
g(xi− x j)
)
dx1 · · ·dxn, n< 2d/µ , (14)
and is infinite otherwise. In fact, it is easy to see that the contribution of the region where the integrand
is large, i.e. where the points are within ε apart, is of the order
O
(
εd(n−1)ε−µn(n−1)/2
)
. (15)
The condition for the existence of the integral is then
n< 2d/µ , (16)
so that the exponent in Eq. (15) is positive. We also note that the moments scale quadratically. Let t
denote the radius of D(t). Then,
E
[(∫
D(t)
Mµ(dx)
)n]
∼ const tnd−µn(n−1)/2, t → 0. (17)
This means that the multifractal spectrum of the measure is
ζ (q) = qd− 1
2
µq(q−1). (18)
Relying on the theory of Bacry and Muzy [28] and Robert and Vargas [44], the measure is non-
degenerate provided
ζ ′(1)> 0, (19)
and the positive moments for q> 1 are finite if
ζ (q)> d. (20)
The first condition gives us
µc = 2d, (21)
1By a slight abuse of terminology, we refer to any integral of the form
∫
D
ϕ(x)Mµ (dx) as the total mass.
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and the second recovers Eq. (16). These conditions are well-known in the case of the Bacry-Muzy
GMC measure on the interval and circle. Throughout this paper it is tacitly assumed that µ < 2d, i.e.
we are in the sub-critical regime.
In the special case of the GMC measure in dimension d = 1 we will consider a slightly different
construction that is appropriate for defining the GMC measure on the circle. Let
Cov
[
ωµ ,ε(s), ωµ ,ε(t)
]
=
{
−µ logr(s− t), ε ≤ |s− t|< 1,
µ
(
− logr(ε)+ (1− |s−t|ε )ε ddε logr(ε)) , |s− t| ≤ ε . (22)
The process ωµ ,ε(t) is defined on t ∈ (0,1). Its mean is defined as in Eq. (3). The function r(t) is
assumed to have the following properties.2
r(t) is smooth and even on (−1, 0)∪ (0, 1), (23)
lim
t→0
t
d
dt
logr(t) = 1, (24)
(s, t)→− logr(s− t) is positive definite. (25)
We will also impose one of the two boundary conditions,
r(1) = 1, or (26a)
r(t) = r(1− t). (26b)
corresponding to the process being defined on the interval or circle, respectively. The two main
examples are
r(t) =|t|, (27)
r(t) =|1− e2piit |. (28)
The first is the Bacry-Muzy process [28] and the second is its circular version first considered heuris-
tically in [15] and rigorously in [1]. It is shown in Appendix A that the gaussian process defined in Eq.
(22) can be constructed by properly generalizing the construction of Bacry and Muzy. Finally, one
defines the limit measure to be the exponential functional of ωµ ,ε(s) as above, with g(t) =− logr(t).
The formula for the moments then takes on the form
Sn[ϕ ](µ) =
∫
[0,1]n
n
∏
i=1
ϕ(si)
n
∏
i< j
r(si− s j)−µds1 · · ·dsn, n< 2/µ . (29)
3 Results
In this section we will present a formal, i.e. exact at the level of formal power series, theory of
intermittency differentiation and renormalization for a general class of random measures that are
defined to be (the ε → 0 limit of) the exponential functional of a (regularized) gaussian process. The
derivations of the main results in this section will be given in Section 4.
2Positive definiteness in the interval case follows from the other conditions provided d2/dt2 logr(t) < 0 and
d/dt|t=1 logr(t) > 0, cf. Appendix A. Also, in the circular case, the condition ε ≤ |s− t| < 1 is replaced with
ε ≤ |s− t| ≤ 1− ε.
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Consider a centered gaussian process X(y) on Rd with covariance g(x, y), possibly depending on
ε , which we drop from the list of arguments for brevity. Define
ωµ(y),
√
µX(y)− µ
2
VarX(y). (30)
The corresponding random measure is defined by (the ε → 0 limit of)
Mµ(dy) = e
ωµ (y) dy. (31)
The moments of the total mass of some compact region D are then given formally by the multiple
integrals
Sn[ϕ ](µ) =
∫
Dn
n
∏
i=1
ϕ(xi) exp
(
µ
n
∑
i< j
g(xi, x j)
)
dx1 · · ·dxn, (32)
cf. Eq. (14) above, up to some critical moment, beyond which they become infinite. For example, the
GMC construction of the previous section corresponds to
g(x, y) =
(
θε ⋆g
)
(x− y), (33)
where g(x) is defined in Eq. (5). The main problem that we wish to tackle is how to characterize the
mass of the limit random measure from its divergent moments, i.e. that of renormalization.
Consider the general functional of the total mass of the form
v(µ , f , F), E
[
F
(∫
D
eµ f (x)ϕ(x)Mµ(dx)
)]
, (34)
where f (x) are F(x) are sufficiently smooth but otherwise arbitrary.3 It is understood that the inte-
gration with respect to Mµ(dx) is in the sense of ε → 0 limit. We will be primarily interested in the
special case of
fn(x) =
n
∑
j=1
g(x,x j) (35)
given some distinct x j, j = 1 · · ·n. Define the corresponding functional
v(µ ,F,x1 · · ·xn), E
[
F
(∫
D
ϕ(x)Mµ(dx)
)
eωµ (x1)+···+ωµ (xn)
]
. (36)
Due to the Girsanov theorem identity, cf. Lemma 1 below, the two functionals are related by
v(µ ,F,x1 · · ·xn) = exp
(
µ
n
∑
i< j
g(xi, x j)
)
v(µ , fn, F). (37)
Our first result is the rule of intermittency differentiation extending the corresponding result for the
Bacry-Muzy GMC measure on the interval, cf. [29]–[34], in the form of a functional Feynman-Kac
equation, in which the intermittency plays the role of time.
3ϕ(s) is fixed and dropped from the list of arguments for brevity.
7
Theorem 1 (Rule of Intermittency Differentiation) The expectation v(µ , f , F) is invariant under
intermittency differentiation and satisfies
∂
∂ µ
v(µ , f , F) =
∫
D
v
(
µ , f +g(·,x), F(1))eµ f (x) f (x)ϕ(x)dx+
+
1
2
∫
D2
v
(
µ , f +g(·,x1)+g(·,x2),F(2)
)
e
µ
(
f (x1)+ f (x2)+g(x1,x2)
)
×
×g(x1,x2)ϕ(x1)ϕ(x2)dx1 dx2. (38)
The expectation v(µ ,F,x1 · · ·xn) is also invariant under intermittency differentiation and satisfies
∂
∂ µ
v(µ , F, x1 · · ·xn) = v(µ , F, x1 · · ·xn)
n
∑
i< j
g(xi, x j)+
+
∫
D
v
(
µ , F(1), x1 · · ·xn+1
) n
∑
j=1
g(x j,xn+1)ϕ(xn+1)dxn+1+
+
1
2
∫
D2
v
(
µ , F (2), x1 · · ·xn+2
)
g(xn+1,xn+2)×
×ϕ(xn+1)ϕ(xn+2)dxn+1 dxn+2. (39)
The mathematical content of Theorem 1 is that differentiation with respect to the intermittency pa-
rameter µ is equivalent to a combination of two functional shifts induced by the g function. It is clear
that the terms on the right-hand side of both Eqs. (38) and (39) are of the same functional form as the
corresponding functional on the left-hand side so that Theorem 1 allows us to compute derivatives of
all orders. We note that Eq. (39) is a special case of Eq. (38), cf. Eq. (37) above.
Remark 1 The interest in Eq. (39) is that the functional v(µ , F, x1 · · ·xn) is the “minimal” functional
which is invariant under differentiation and that Eq. (39), unlike Eq. (38), is local. We conjecture that
a hierarchy {v(µ , F, x1 · · ·xn)}n of functions that satisfies Eq. (39) captures the distribution uniquely.
We also note that the three-term recurrences in Eqs. (39) and (41) point to a possible connection with
continuous fraction theory, which plays an important role in the classical moment problem, suggesting
that the non-classical moment problem of GMC might be analyzed by means of these recurrences.
As an immediate corollary of Theorem 1 we obtain an explicit formula for the nth intermittency
derivative by a simple induction argument.
Corollary 1
∂ n
∂ µn
v(µ , f , F) =
2n
∑
k=1
∫
Dk
v
(
µ , f +
k
∑
i=1
g(·,xi), F(k)
)
e
µ
( k
∑
i< j
g(xi,x j)+
k
∑
i=1
f (xi)
)
hn,k(x)dx (40)
for some functions hn,k(x)≡ hn,k(x1, · · · ,xk), k= 1 · · ·2n, that are computed iteratively via the follow-
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ing three-term recurrence4
hn+1,k(x1 · · ·xk) = 1
2
hn,k−2(x1 · · ·xk−2)g(xk−1,xk)ϕ(xk−1)ϕ(xk)+
+hn,k−1(x1 · · ·xk−1)
(k−1
∑
i=1
g(xi,xk)+ f (xk)
)
ϕ(xk)+
+hn,k(x1 · · ·xk)
( k
∑
i< j
g(xi,x j)+
k
∑
i=1
f (xi)
)
, (41)
for k = 1 · · ·2n+2, starting with
h1,1(x) = f (x)ϕ(x), h1,2(x1,x2) =
1
2
g(x1,x2)ϕ(x1)ϕ(x2). (42)
If f ≡ 0, then the range of k is changed to 2 · · ·2n. In particular,
∂ n
∂ µn
∣∣∣
µ=0
E
[
F
(∫
D
ϕ(x)Mµ(dx)
)]
=
2n
∑
k=2
∫
Dk
F(k)
(∫
D
ϕ(z)dz
)
hn,k(x)dx. (43)
The structure of the intermittency differentiation rule implies that one can represent the solution
in the form of an expansion in µ , at least formally. As an immediate corollary of Theorem 1 we
obtain the following expansion (cf. [30] for the special case of the Bacry-Muzy GMC measure on the
interval). Let
ϕ¯ ,
∫
D
ϕ(x)dx, (44)
Hn,k(ϕ),
∫
Dk
hn,k(x)dx, (45)
and recall the formula for positive integer moments in Eq. (32).
Theorem 2 (Intermittency Expansion) The total mass E
[
F
(∫
D
ϕ(x)Mµ(dx)
)]
has the formal in-
termittency expansion
E
[
F
(∫
D
ϕ(x)Mµ(dx)
)]
= F(ϕ¯)+
∞
∑
n=1
µn
n!
[ 2n
∑
k=2
F(k)(ϕ¯)Hn,k(ϕ)
]
. (46)
The expansion coefficients Hn,k(ϕ) are given by the binomial transform of the derivatives of the posi-
tive integer moments at zero intermittency,
Hn,k(ϕ) =
(−1)k
k!
k
∑
l=2
(−1)l
(
k
l
)
ϕ¯k−l
∂ nSl
∂ µn
[ϕ ]
∣∣∣
µ=0
, (47)
It is clear that the expansion coefficients Hn,k(ϕ) are determined uniquely by the moments. The
reason for this is that they are independent of F(x), so one can in particular take F(x) = xn and then
use binomial inversion to compute them.
4Empty sums and hn,k(x) for the values of k outside of k = 1 · · ·2n are understood to mean zero.
9
Remark 2 The intermittency expansion is the high temperature expansion of the distribution of the
total mass and is naturally interpreted as the asymptotic expansion in intermittency in the limit µ → 0.
Its structure can be elucidates further by means of the following remarkable property that follows from
the structure of the multiple integral representation of the moments in Eq. (32).
Theorem 3 (Intermittency Renormalization) The expansion coefficients Hn,k(ϕ) as defined by Eq.
(47) satisfy the fundamental renormalizability identity
Hn,k(ϕ) = 0 ∀k > 2n. (48)
Corollary 2 The intermittency expansion in Eq. (46) is an exactly renormalized expansion in the
centered moments of
∫
D
ϕ(x)Mµ(dx).
E
[
F
(∫
D
ϕ(x)Mµ(dx)
)]
= F(ϕ¯)+
∞
∑
n=1
µn
n!
[ ∞
∑
k=0
F(k)(ϕ¯)
k!
∂ n
∂ µn
∣∣∣
µ=0
E
[
(
∫
D
ϕ(x)Mµ(dx)− ϕ¯)k
]]
. (49)
This result follows from a simple observation that
∂ n
∂ µn
∣∣∣
µ=0
E
[(∫
D
ϕ(x)Mµ(dx)− ϕ¯
)k]
= k!Hn,k(ϕ) (50)
As the k sum in Eq. (49) is finite by Eq. (48), we see that Eq. (49) is equivalent to Eq. (46). Of
course, if the moments were all finite, then one could also write
E
[
F
(∫ 1
0
ϕ(s)Mµ(ds)
)]
= F(ϕ¯)+
∞
∑
n=1
µn
n!
∂ n
∂ µn
∣∣∣
µ=0
[ ∞
∑
k=0
F(k)(ϕ¯)
k!
E
[
(
∫
D
ϕ(x)Mµ(dx)− ϕ¯)k
]]
, (51)
which is the naive expansion in the centered moments. This is not possible in our case. The formal
equivalence of the expansion in Eq. (49) to that in Eq. (51) shows that we have removed infinity from
the moments and so found an exactly renormalized solution.
Remark 3 The fundamental open problem is to determine convergence properties of the intermit-
tency expansion in Theorem 2. We conjecture that it is convergent for smooth test functions of the
GMC measure. This question is particularly important in the context of identifying the law of GMC
uniquely: does a probability distribution having the same moments and coefficients Hn,k(ϕ) (deriva-
tives of the centered moments at zero intermittency) equal that of the total mass?
The full intermittency expansion can be calculated in closed form in terms of log-moments of the
total mass. Let us assume that the expansion of the logarithm of the moments in µ is known. In other
words,
log
∫
D l
l
∏
i=1
ϕ(xi) exp
(
µ
l
∑
i< j
g(xi− x j)
)
dx1 · · ·dxl = l log ϕ¯ +
∞
∑
p=1
cp(l)µ
p, (52)
where it is understood that the coefficients cp(l) depend on ϕ .We will first consider the special case
of the Mellin transform. The intermittency expansion in this case takes on the form
E
[(∫
D
ϕ(x)Mµ(dx)
)q]
= ϕ¯q+
∞
∑
n=1
µn
n!
fn(q), (53)
fn(q) =
∞
∑
k=2
(q)kϕ¯
q−kHn,k(ϕ), n= 1,2,3, · · · , (54)
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where the sum has been extended to infinity by Eq. (48), (q)k , q(q−1)(q−2) · · · (q− k+1), and it
is understood that the coefficients fn(q) depend in ϕ . The following result generalizes the calculation
of the high temperature expansion of the Mellin transform in [31].
Theorem 4 (Intermittency Expansion of the Mellin Transform) The expansion coefficients of the
Mellin transform satisfy the recurrence5
fn+1(q) = n!
n
∑
r=0
fn−r(q)
(n− r)! (r+1)cr+1(q), f0(q) = ϕ¯
q, (55)
and the intermittency expansion of the Mellin transform is
E
[(∫
D
ϕ(x)Mµ(dx)
)q]
= ϕ¯q exp
( ∞
∑
r=1
µr cr(q)
)
. (56)
Thus, the expansion for the complex moments is obtained by replacing l with q in the expansion of
the positive integer moments.
Remark 4 It is a major open question to quantify the extent to which the intermittency expansion of
the Mellin transform determines the probability distribution. The expansion of the Mellin transform
in µ is not expected to be convergent in general, except for finite ranges of integer moments, cf.
Propositions 4.1 and 4.2 in [31] for the Bacry-Muzy measure on the interval, and should be interpreted
as the asymptotic expansion. We conjecture the following uniqueness result: a probability distribution
having the same moments and asymptotic expansion of the Mellin transform in intermittency as the
moments of the mass of the GMC measure and its intermittency expansion, respectively, coincides
with the mass distribution. Such probability distributions are known for the Bacry-Muzy measures on
the interval [31] and circle, cf. Section 5 below. What is lacking is an appropriate uniqueness result.
The significance of Theorem 4 is that it allows one to reconstruct the high temperature expansion
of the Mellin transform from the dependence of the moments on µ . Moreover, one can compute
the expansion of a general transform of the total mass, extending the corresponding result for the
Bacry-Muzy GMC measure on the interval, cf. [32].
Corollary 3 (Intermittency Expansion of the General Transform) Consider the normalized ran-
dom variable
M˜ ,
1
ϕ¯
∫
D
ϕ(x)Mµ(dx). (57)
Given constants a and s and a smooth function F(s), the intermittency expansion of the general
transform of log M˜
E
[
F
(
s+a logM˜
)]
=
∞
∑
n=0
Fn
(
a, s
)µn
n!
(58)
is determined by F0
(
a, s) = F(s), and
Fn+1
(
a, s
)
=
n
∑
r=0
n!
(n− r)! (r+1)cr+1
(
a
d
ds
)
Fn−r
(
a, s
)
. (59)
5In [31] and [34] this recurrence is written in terms of br(q) = (r+1)cr+1(q).
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This result shows that the solution for the general transform is obtained by replacing q with ad/ds in
the solution for the Mellin transform in Theorem 4.
Remark 5 The only cases, in which the coefficients cp(l) are known analytically, are those of the
Bacry-Muzy GMC measure on the interval and circle and ϕ(s) such that the moments are given by
the Selberg or Morris integral, respectively. In both cases cp(l) are expressed as functions of l in
terms of Bernoulli polynomials, cf. [31] and Section 5 below.
We end this section with an extension of the intermittency differentiation rule and theory of in-
termittency renormalization to the joint distribution of the measure, which we first considered in the
special case of the Bacry-Muzy GMC on the interval in [33]. From now on, we let ϕ(s) = 1 for sim-
plicity. Let D j, j = 1 · · ·N, denote N non-overlapping compact subsets of D and Fj(x), j = 1 · · ·N,
denote N smooth functions. Consider the functional
v
(
µ , ~f , ~F, ~D
)
, E
[ N
∏
j=1
Fj
(∫
D j
eµ f j(x)Mµ(dx)
)]
. (60)
We will use |D | to denote the Lebesgue measure of D , and write ~f +~g(·,s) to denote the vector
function with components f j(u)+ g(u,s), j = 1 · · ·N. Denote the joint positive integer moments of∫
D1
Mµ(dx), · · · ,
∫
DN
Mµ(dx) by
Sq1···qN (µ ,~I), E
[ N
∏
j=1
(∫
D j
Mµ(dx)
)q j]
. (61)
Theorem 5 (Intermittency Renormalization for Multiple Subsets) The rule of intermittency dif-
ferentiation for multiple subsets is
∂
∂ µ
v
(
µ , ~f , ~F, ~D
)
=
N
∑
j=1
∫
D j
f j(x)e
µ f j(x)v
(
µ , ~f +~g(·,x),F1 · · ·F(1)j · · ·FN , ~D
)
dx+
+
1
2
N
∑
j=1
∫∫
D2j
exp
(
µ
(
f j(x1)+ f j(x2)+g(x1,x2)
))
g(x1, x2)⋆
⋆v
(
µ , ~f +~g(·,x1)+~g(·,x2),F1 · · ·F(2)j · · ·FN, ~D
)
dx1dx2+
+
N
∑
j<k
∫∫
D j×Dk
exp
(
µ
(
f j(x1)+ fk(x2)+g(x1,x2)
)
g(x1, x2)⋆
⋆v
(
µ , ~f +~g(·,x1)+~g(·,x2),F1 · · ·F(1)j · · ·F(1)k · · ·FN , ~D
)
dx1dx2. (62)
The intermittency expansion of the vector
∫
D1
Mµ(dx), · · · ,
∫
DN
Mµ(dx) is
E
[ N
∏
j=1
Fj
(∫
D j
Mµ(dx)
)]
=
N
∏
j=1
Fj(|D j|)+
∞
∑
n=1
µn
n!
∑
2≤
N
∑
j=1
k j≤2n
Hn;k1···kN
N
∏
j=1
F
(k j)
j (|D j|). (63)
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Given 2≤ k1+ · · ·+ kN ≤ 2n, the expansion coefficients Hn;k1···kN satisfy
Hn;k1···kN =
(−1)k1+···+kN
k1! · · ·kN! ∑q j≤k j
j=1···N
(−1)q1+···+qN
N
∏
j=1
|D j|k j−q j
(
k j
q j
)
∂ n
∂ µn
∣∣∣
µ=0
Sq1···qN (µ , ~D),
=
1
k1! · · ·kN!
∂ n
∂ µn
∣∣∣
µ=0
E
[ N
∏
j=1
(∫
D j
Mµ(ds)−|D j|
)k j]
. (64)
The expansion coefficients as defined in Eq. (64) for all indices k1, · · · ,kN satisfy
Hn;k1···kN = 0 if
N
∑
j=1
k j > 2n. (65)
Hence, as before, the intermittency expansion is an exactly renormalized expansion in the joint
centered moments. The joint moments can be represented in the form of multiple integrals similar to
Eq. (14). It is an open question how to compute these integrals, even for g(x,y) = − log |x− y| and
N = 2, i.e. the joint distribution the Bacry-Muzy measure of two subinterval of the unit interval, cf.
[33] and [39] for detailed discussions and partial analytical results.
4 Derivations
In this section we will give derivations of our main results. Most of the arguments are exact at
the level of formal power series but not mathematically rigorous as we generally shun questions of
convergence. We begin with a proof of the differentiation rule in the form of Eq. (38). A direct
proof6 of Eq. (39) that does not involve the Girsanov theorem or Eq. (37) is given in Appendix B.
The argument for Eq. (38) is based on repeated applications of the Girsanov theorem in the following
form.
Lemma 1 (Girsanov) Let X be a centered gaussian process as in Section 3 and g(x, y) denote its
covariance. Given a general functional G of X , α > 0, and distinct yi, i = 1 · · ·n, there holds the
identities
E
[
G(X)
n
∏
i=1
eα X(yi)−
α2
2
VarX(yi)
]
=e
α2
n
∑
i< j
g(yi,y j)
E
[
G
(
X +α
n
∑
i=1
g(·, yi)
)]
, (66)
E
[
G(X)X(y)
]
=
∂
∂α
∣∣∣
α=0
E
[
G
(
X +αg(·, y)
)]
. (67)
Proof We have by construction
E
[
eα X(y)−
α2
2
VarX(y)
]
= 1 (68)
for all y. Introduce an equivalent probability measure
dQ , e
−α2
n
∑
i< j
g(yi,y j) n
∏
i=1
eαX(yi)−
α2
2 VarX(yi) dP (69)
6The interest in the direct proof of Eq. (39) is that it naturally generalizes to the infinitely divisible case, cf. [40],
whereas the derivation of Eq. (38) given in this section appears to be specific to the gaussian case.
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where P is the original probability measure corresponding to E. Then, the law of the process y→
X(y)+α ∑ni=1 g(y, yi) with respect to P equals the law of the original process s→ X(y) with respect
to Q. Indeed, it is easy to show that the two processes have the same finite-dimensional distributions
by computing their characteristic functions. The computation is straightforward. The continuity of
sample paths can then be used to conclude that the equality of all finite-dimensional distributions
implies the equality in law.
We now proceed to the derivation of Theorem 1 in the form of Eq. (38).
Proof Recall the definition of v(µ , f , F) in Eq. (34). We have
∂
∂ µ
v(µ , f , F) =E
[
F ′
(∫
D
eµ f (y)ϕ(y)Mµ(dy)
)
e
√
µX(y)− µ
2
VarX(y)+µ f (y)×
× [ 1
2
√
µ
X(y)− 1
2
VarX(y)+ f (y)
]]
ϕ(y)dy. (70)
To simplify notation, we will write · for the arguments of F ′ and F ′′ below. By Eq. (66) with α =√µ
and n= 1 we have the identity
E
[
F ′(·)e
√
µX(y)− µ
2
VarX(y)+µ f (y)
[−1
2
VarX(y)+ f (y)
]]
ϕ(y)dy=∫
D
v(µ , f +g(·,y), F ′)eµ f (y)[−1
2
VarX(y)+ f (y)
]
ϕ(y)dy. (71)
The remaining term can be reduced by means of Eq. (67). We have the identity
E
[
F ′(·)e
√
µX(y)X(y)
]
=
√
µ
∫
D
E
[
F ′′(·)e
√
µX(z)− µ
2
VarX(z)+µ f (z)e
√
µX(y)
]
×
×g(z, y)ϕ(z)dz+√µE
[
F ′(·)e
√
µX(y)
]
VarX(y). (72)
It follows
1
2
√
µ
∫
D
E
[
F ′(·)e
√
µX(y)− µ
2
VarX(y)+µ f (y)X(y)
]
ϕ(y)dy=
1
2
∫
D2
E
[
F ′′(·)e
√
µX(z)− µ
2
VarX(z)e
√
µX(y)− µ
2
VarX(y)
]
eµ f (z)+µ f (y)g(z, y)ϕ(z)ϕ(y)×
×dzdy+ 1
2
∫
D
v(µ , f +g(·,y), F ′)eµ f (y)VarX(y)ϕ(y)dy. (73)
It remains to substitute this expression and Eq. (71) into Eq. (70), notice the cancellation, and apply
Eq. (66) with n= 2 to the double integral expression in Eq. (73).
We now proceed to Theorem 3.
Proof The proof of Eq. (48) follows from the structure of the formula for the moments. Recalling
Eqs. (32) and (47), we can write
Hn,k(ϕ) =
(−1)k
k!
k
∑
l=2
(−1)l
(
k
l
)
ϕ¯k−l
∫
D l
l
∏
i=1
ϕ(xi)
[ l
∑
i< j
g(xi,x j)
]n
dx(l). (74)
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The claim is that Eq. (48) follows from this equation and the fact that g(x,y) is symmetric. Let S kl
denote the set of all subsets of {1 · · ·k} consisting of exactly l elements. Let
hn,k(x) ,
(−1)k
k!
k
∏
i=1
ϕ(xi)
k
∑
l=2
(−1)l ∑
σ∈S kl
[
∑
i< j
i, j∈σ
g(xi,x j)
]n
. (75)
Clearly, hn,k(x) is symmetric in x1 . . .xk. The size of S
k
l is
(
k
l
)
so that we have the identity for any
l ≤ k,
∫
Dk
k
∏
i=1
ϕ(xi) ∑
σ∈S k
l
[
∑
i< j
i, j∈σ
g(xi,x j)
]n
dx(k) =
(
k
l
)
ϕ¯k−l
∫
D l
l
∏
i=1
ϕ(xi)
[ l
∑
i< j
g(xi,x j)
]n
dx(l), (76)
and, therefore, Hn,k(ϕ) =
∫
Dk
hn,k(x)dx
(k). The interest in the symmetrized representation is explained
in the following proposition, cf. [30].
Lemma 2 Up to the prefactor ∏ki=1 ϕ(xi)/k!, the coefficients hn,k(x) are the same as those terms in
the multinomial expansion of ( k
∑
i< j
g(xi,x j)
)n
(77)
that involve all the indices x1 · · ·xk.
This is best illustrated by an example. Let n = 3 and k = 4. Then, abbreviating gi j , g(xi,x j), we
have for h3,4
3g12g
2
34+3g34g
2
12+3g13g
2
24+3g24g
2
13+3g14g
2
23+3g23g
2
14+6g12g23g34+6g12g13g14
+6g12g23g24+6g13g23g34+6g14g24g34+6g12g13g34+6g12g14g23+6g13g14g24
+6g12g14g34+6g13g14g23+6g12g24g34+6g14g23g34+6g14g23g24
+6g13g24g34+6g13g23g24+6g12g13g24. (78)
It follows that the coefficients Hn,k(ϕ)must satisfy Eq. (48) as each term in the multinomial expansion
in Eq. (77) contains the product of exactly n factors, and each individual factor involves two distinct
indices. These n factors together must involve all the k indices, which is only possible if k≤ 2n.
We finally proceed to Theorem 4. The idea of the proof is to compute the expansion coefficients
Hn,k(ϕ) recursively and effectively sum the intermittency series in the special case of F(x) = x
q,
q ∈ C. We first need to establish the following property of the coefficients cp(l) involved in the
expansion of log-moments in intermittency, cf. Eq. (52).
Lemma 3 The coefficients cp(l) are polynomials in the moment order l.
Proof Recalling the generating function of Hermite polynomials,
ext−t
2/2 =
∞
∑
n=0
Hn(x)
tn
n!
, (79)
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we can formally write with t =
√
µ VarX(y) and x= X(y)/
√
VarX(y),∫
D
e
√
µX(y)− µ
2
VarX(y) ϕ(y)dy=
∞
∑
n=0
µn/2
n!
∫
D
Hn
( X(y)√
VarX(y)
)
[VarX(y)]n/2 ϕ(y)dy,
≡ ϕ¯
(
1+
∞
∑
n=1
µn/2
n!
mn(ϕ)
)
. (80)
It follows that the lth moments of the total mass is then given in terms of the potential partition
polynomials Cn,l , cf. Section 11.5 of [11],
Sl[ϕ ](µ) = ϕ¯
l
∞
∑
k=0
µk/2
k!
E
[
Ck,l
(
m1(ϕ), · · · ,mk(ϕ)
)]
, (81)
where the polynomials Cn,l, are defined by the formal power series identity(
1+
∞
∑
n=1
mnt
n/n!
)l
=
∞
∑
k=0
tk
k!
Ck,l(m1, · · · ,mk). (82)
It remains to observe that the potential polynomials Cn,l are also polynomials in l, cf. Eq. (11.27) in
[11]. It follows that the coefficients of the expansion of the lth moment Sl[ϕ ](µ) in µ are polynomials
in l. Finally, the result follows from expanding the log-moment logSl [ϕ ](µ) in powers of µ using the
logarithmic potential polynomials, cf. Section 11.4 of [11].
The key element of the derivation of Eq. (55) is the recurrence of the expansion coefficients. Recall
the definition of the complete exponential Bell polynomials Yn(x1 · · ·xn),
exp
( ∞
∑
k=1
xk
tk
k!
)
=
∞
∑
n=0
Yn(x1 · · ·xn) t
n
n!
. (83)
This is understood as the equality of formal power series. Then, by the definition of Bell polynomials,
we have
∂ nSl
∂ µn
[ϕ ]
∣∣∣
µ=0
= ϕ¯ lYn
(
1!c1(l), · · · ,n!cn(l)
)
. (84)
where it is understood that the coefficients cp(l) depend in ϕ . The recurrence relation of the Bell
polynomials,
Yn+1 =
n
∑
r=0
(
n
r
)
Yn−r xr+1, Y0 = 1, (85)
implies the following recurrence for the expansion coefficients, cf. [31].
Lemma 4 The expansion coefficients are uniquely determined by
Hn+1,k(ϕ) = ϕ¯
kAn,k+
n−1
∑
r=0
(
n
r
)
k
∑
t=2
ϕ¯k−tHn−r,t(ϕ)Br,t,k, n≥ 0, k ≥ 2, (86)
An,k , (−1)k (n+1)!
k!
k
∑
l=2
(−1)l
(
k
l
)
cn+1(l), (87)
Br,t,k , (−1)kt!(r+1)!
k!
k
∑
l=t
(−1)l
(
k
l
)(
l
t
)
cr+1(l). (88)
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We can now put all the pieces together.
Proof The property of polynomial dependence of cp(l) on l means that we can write
cp(l) = Rp
( d
dz
)∣∣∣
z=0
ezl (89)
for a polynomial Rp(z) of some degree depending on p. Given the recurrence in Lemma 4 and the
definition of fn(q) in Eq. (54), we can write
fn+1(q) = ϕ¯
q
[ ∞
∑
k=2
(q)kAn,k
]
+
n−1
∑
r=0
(
n
r
) ∞
∑
t=2
ϕ¯q−tHn−r,t
[ ∞
∑
k=t
(q)kBr,t,k
]
. (90)
We will now show that the representation of coefficients in Eq. (89) implies the identities
∞
∑
k=2
(q)kAn,k =(n+1)!cn+1(q), (91)
∞
∑
k=t
(q)kBr,t,k =(q)t(r+1)!cr+1(q). (92)
In fact, substituting the expression for An,k in Lemma 4 and using the identity
k
∑
l=2
(−1)l
(
k
l
)
ezl = (1− ez)k+ kez−1, (93)
we get the expression
∞
∑
k=2
(q)kAn,k = (n+1)!Rn+1
( d
dz
)∣∣∣
z=0
∞
∑
k=2
(−1)k
k!
(q)k
[
(1− ez)k+ kez−1], (94)
and Eq. (91) follows from the identity
∞
∑
k=2
ak
k!
(q)k = (1+a)
q−qa−1. (95)
Similarly, using the identity
k
∑
l=t
(−1)l
(
k
l
)(
l
t
)
ezl = (−1)t
(
k
t
)
ezt(1− ez)k−t , (96)
we obtain the expression
∞
∑
k=t
(q)kBr,t,k = (r+1)!Rr+1
( d
dz
)∣∣∣
z=0
ezt
∞
∑
k=t
(q)k
(−1)k−t
(k− t)! (1− e
z)k−t , (97)
and Eq. (92) follows from the identity
∞
∑
k=t
ak−t
(k− t)! (q)k = (q)t(1+a)
q−t . (98)
Having established Eqs. (91) and (92), it remains to observe that Eq. (55) is now equivalent to Eq.
(90) and Eq. (56) follows from the recurrence relation of Bell polynomials in Eq. (85).
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5 Bacry-Muzy GMCMeasure on the Circle
In this section we will apply the general theory to the special case of the Bacry-Muzy GMC on the
circle. For our purposes in this section it is convenient to introduce the quantity
τ ,
2
µ
. (99)
Let r(t) be as in Eq. (28). Recall the Morris integral, cf. Chapters 3 and 4 of [14],∫
[− 1
2
, 1
2
]n
n
∏
l=1
e2piiθl (λ1−λ2)/2|1+ e2piiθl |λ1+λ2
n
∏
k<l
|e2piiθk − e2piiθl |−2/τ dθ =
=
n−1
∏
j=0
Γ(1+λ1+λ2− jτ )Γ(1− ( j+1)τ )
Γ(1+λ1− jτ )Γ(1+λ2− jτ )Γ(1− 1τ )
. (100)
To bring it to the form of Eq. (14), we let
ϕ(s) = |1− e2piis|2λ , (101)
for some λ ≥ 0 so that the moments are
Sn[ϕ ](µ) =
∫
[0,1]n
n
∏
l=1
|1− e2piiθl |2λ
n
∏
k<l
|e2piiθk − e2piiθl |−µ dθ , (102)
=
n−1
∏
j=0
Γ(1+2λ − jτ )Γ(1− ( j+1)τ )
Γ(1+λ − jτ )2 Γ(1− 1τ )
. (103)
Lemma 5 (Log Moment Expansion) The expansion Eq. (52) of the log moments in µ near µ = 0 is
logSl [ϕ ](µ) = l
(
logΓ(1+2λ )−2logΓ(1+λ )
)
+
∞
∑
p=1
cp(l)µ
p, (104)
cp(l) =
1
p2p
[(
ζ (p, 1+2λ )−2ζ (p,1+λ ))Bp+1(l)−Bp+1
p+1
+
+ζ (p)
Bp+1(l+1)−Bp+1
p+1
− lζ (p)
]
. (105)
Proof This is a simple corollary of Eq. (103) and the following formulas involving the Hurwitz zeta
function and Bernoulli polynomials,
logΓ(a+ z) = logΓ(a)+
∞
∑
p=1
(−z)p
p
ζ (p,a), (106)
y
∑
j=x
jp =
Bp+1(y+1)−Bp+1(x)
p+1
, (107)
and the convention ζ (1,a) =−ψ(a), ζ (p,1) = ζ (p).
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By Theorem 4 we know the asymptotic expansion of the Mellin transform. We now wish to construct
a positive probability distribution having the properties that its moments are given by Eq. (103) and
the asymptotic expansion of its Mellin transform coincides with the series in Theorem 4.
Theorem 6 (Morris Integral Probability Distribution) The function
M(q |τ , λ1, λ2) = τ
q
τ
Γq
(
1− 1τ
) Γ2(τ(λ1+λ2+1)+1−q |τ)
Γ2(τ(λ1+λ2+1)+1 |τ)
Γ2(−q+ τ |τ)
Γ2(τ |τ) ×
× Γ2(τ(1+λ1)+1 |τ)
Γ2(τ(1+λ1)+1−q |τ)
Γ2(τ(1+λ2)+1 |τ)
Γ2(τ(1+λ2)+1−q |τ) (108)
reproduces the product in Eq. (100) when q= n< τ and is the Mellin transform of the distribution
M(τ ,λ1,λ2) =
τ1/τ
Γ(1−1/τ) β
−1
22 (τ ,b0 = τ , b1 = 1+ τλ1, b2 = 1+ τλ2)×
×β−11,0 (τ ,b0 = τ(λ1+λ2+1)+1), (109)
where β−122 (a,b) is the inverse Barnes beta of type (2,2) and β
−1
1,0 (a,b) is the independent inverse
Barnes beta of type (1,0). In particular, logM(τ ,λ1,λ2) is infinitely divisible.
We refer the reader to [36] for a review of the double gamma function Γ2(z |τ) and to [38] for a review
of Barnes beta distributions. The proof is given in [38]. In the special case of λ1 = λ2 = 0 this result
first appeared in [15].
Theorem 7 (Asymptotic Expansion) The asymptotic expansion of logM(q |τ , λ1, λ2) in τ in the
limit τ → ∞ is
logM(q |τ , λ1, λ2)∼ q
(
logΓ(1+λ1+λ2)− logΓ(1+λ1)− logΓ(1+λ2)
)
+
+
∞
∑
p=1
1
pτ p
[(
ζ (p, 1+λ1+λ2)−ζ (p,1+λ1)−ζ (p,1+λ2)
)Bp+1(q)−Bp+1
p+1
+
+ζ (p)
Bp+1(q+1)−Bp+1
p+1
−qζ (p)
]
. (110)
Proof The first step is to express M(q |τ , λ1, λ2) in terms of the Alexeiewsky-Barnes G−function.
We have the identity
M(q |τ , λ1, λ2) = 1
Γq
(
1− 1τ
) G(τ(λ1+λ2+1)+1 |τ)
G(τ(λ1+λ2+1)+1−q |τ)
G(τ |τ)
G(−q+ τ |τ)×
× G(τ(1+λ1)+1−q |τ)
G(τ(1+λ1)+1 |τ)
G(τ(1+λ2)+1−q |τ)
G(τ(1+λ2)+1 |τ) , (111)
cf. [34] for the relationship between Γ2(z |τ) and G(z |τ).
Lemma 6 Let
I(q |a,τ),
∞∫
0
dx
x
e−ax
exτ −1
[exq−1
ex−1 −q−
(q2−q)
2
x
]
. (112)
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Then, I(q |aτ ,τ) has the asymptotic expansion
I(q |aτ ,τ)∼
∞
∑
r=1
ζ (r+1, 1+a)
r+1
(Br+2(q)−Br+2
r+2
)
/τ r+1 (113)
in the limit τ →+∞ and
I(q |a,τ) = log G(1+a+ τ |τ)
G(1−q+a+ τ |τ) −q log
[
Γ
(
1+
a
τ
)]
+
(q2−q)
2τ
ψ
(
1+
a
τ
)
. (114)
The proof is given in [34]. It remains to apply this lemma to each of the four ratios of theG−functions
in Eq. (111) and collect the terms.
The Morris integral probability distribution thus has the required properties and so is naturally
conjectured to be the distribution of the total mass of the Bacry-Muzy GMC measure on the circle,
cf. Conjecture 3 below.
6 Conjectures and Open Questions
In this section we will present a number of key conjectures and some open questions that are associ-
ated with our work.
Conjecture 1 (Uniqueness) Let ϕ¯ =
∫
D
ϕ(x)dx. The intermittency expansion,
E
[
F
(∫
D
ϕ(x)Mµ(dx)
)]
= F(ϕ¯)+
∞
∑
n=1
µn
n!
[ 2n
∑
k=2
F(k)(ϕ¯)Hn,k(ϕ)
]
, (115)
is convergent for sufficiently smooth F(x) in a neighborhood of µ = 0 and its sum coincides with
the left-hand side. In other words, the coefficients of the expansion Hn,k(ϕ) capture the distribution
uniquely.
It is known that the intermittency expansion of the Mellin transform is convergent for finite ranges of
positive and negative integer moments of the Bacry-Muzy measure on the interval, cf. Propositions
4.1 and 4.2 in [31].
Conjecture 2 (Infinite Divisibility) The distribution of
log
∫
D
ϕ(x)Mµ(dx) (116)
is infinitely divisible.
This is known for the Selberg and Morris integral probability distributions, cf. [34] and [38] and was
first discovered in the special case of λ1 = λ2 = 0 in [31].
Conjecture 3 (GMC on the Circle) Let Mµ(ds) denote the GMC measure on the circle described
in Section 5 and M(τ ,λ ,λ) denote the special case of the Morris integral probability distribution as in
Theorem 6 with τ = 2/µ . Then, ∫ 1
0
|1− e2piis|2λ Mµ(ds) =M(τ ,λ ,λ). (117)
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The reason for the restriction λ1 = λ2 is that M(τ ,λ1,λ2) is real-valued whereas the generalized total
mass corresponding to the full Morris integral is not in general, unless λ1 = λ2. This conjecture first
appeared in [15] for λ1 = λ2 = 0 and in [38] in general.
Conjecture 4 (GMC on the Interval) Let Mµ(ds) denote the GMC measure on the interval with
r(t) as in Eq. (27) and τ = 2/µ . Then, the distribution of∫ 1
0
sλ1(1− s)λ2 Mµ(ds) (118)
has the Mellin transform
( 2pi τ 1τ
Γ
(
1−1/τ)
)q Γ2(1−q+ τ(1+λ1) |τ)
Γ2(1+ τ(1+λ1) |τ) ×
×Γ2(1−q+ τ(1+λ2) |τ)
Γ2(1+ τ(1+λ2) |τ)
Γ2(−q+ τ |τ)
Γ2(τ |τ)
Γ2(2−q+ τ(2+λ1+λ2) |τ)
Γ2(2−2q+ τ(2+λ1+λ2) |τ) , (119)
i.e. is the Selberg integral probability distribution.
We refer the reader to [34] and [36] for the original construction of the Selberg integral probability
distribution and to [38] for review. This conjecture first appeared in [31] in the special case of λ1 =
λ2 = 0 and in [17] and [34] in general.
Conjecture 5 (Self-duality of the Mellin Transform) Let τ = 2/µ . The Mellin transform,
M(q |τ) , E
[(∫ 1
0
Mµ(ds)
)q]
, (120)
is self-dual (involution invariant) under the transformation
τ → 1
τ
, q→ q
τ
, (121)
M
(q
τ
∣∣∣ 1
τ
)
(2pi)−
q
τ Γ
q
τ (1− τ)Γ(1− q
τ
) =M(q |τ)(2pi)−qΓq(1− 1
τ
)Γ(1−q). (122)
This is known for both Morris7 and Selberg integral probability distributions and was first discovered
in [17], cf. also [16], [36], [38] for extensions to nonzero λ1,λ2 and [9] for self-duality in the model
of the 2D Gaussian Free Field (GFF) restricted to circles, cf. Eq. (126) below.
Conjecture 6 (Addition of O(ε) terms in Covariance) If a gaussian process ω˜µ ,ε(s) has covari-
ance that satisfies Eq. (22) up to O(ε) in the limit ε → 0 and has the mean that satisfies Eq. (3), then
its exponential functional gives rise to the same GMC measure as in Section 2.
This is motivated by mesoscopic statistics of Riemann zeroes that we considered in [37].
7This holds for M(q |τ, λ1, λ2) in Eq. (108) provided it is multiplied by (2pi)q and the λ s transform λi = τλi, cf. [38]
for details.
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Conjecture 7 (Centered GMCMeasure) Considered the centered version of the underlying gaus-
sian field,
ω˜µ ,ε(u) , ωµ ,ε(u)−ωµ ,ε(0). (123)
Let −1/µ −1/2< Re(q)< 2/µ , then
lim
ε→0
eµ(log r(ε)−1)
q(q+1)
2 E
[(∫ 1
0
ϕ(u)eω˜µ ,ε (u)du
)q]
= E
[(∫ 1
0
r(u)µq ϕ(u)Mµ(du)
)q]
. (124)
This is motivated by conjectured mod-gaussian limit theorems and based on Girsanov’s theorem for
gaussian fields, cf. [37] for details. For example, combining this conjecture with Eq. (119), one
obtains for the Bacry-Muzy GMC on the interval
lim
ε→0
eµ(logε−1)
q(q+1)
2 E
[(∫ 1
0
eω˜µ ,ε (u)du
)q]
=
(2piτ
1
τ )q
Γq
(
1−1/τ) Γ2(1+q+ τ |τ)Γ2(1+2q+ τ |τ)×
×Γ2(1−q+ τ |τ)
Γ2(1+ τ |τ)
Γ2(−q+ τ |τ)
Γ2(τ |τ)
Γ2(2+q+2τ |τ)
Γ2(2+2τ |τ) . (125)
We also want to mention a few open questions.
1. Are there any examples of r(t) different from Eq. (27) and Eq. (28) for which the moments
in Eq. (14) and the full intermittency expansion can be computed in closed form and the
intermittency expansion can be re-summed to give the Mellin transform of a valid probability
distribution? This is particularly interesting for the model of the 2D Gaussian Free Field (GFF)
restricted to circles that was recently considered in [9] and corresponds to
r(t) =
∣∣∣ 1− e2piit
1−qe2piit
∣∣∣ (126)
for some q ∈ (−1,1).
2. Is the distribution of the total mass always expressible in terms of Barnes beta distributions (as
is the case of both Selberg and Morris integral distributions)?
3. What is the dependence structure of GMC measures? We showed that the dependence struc-
ture of the GMC measure can be recovered, in the sense of intermitency expansions, from the
joint integer moments. For example, for two subintervals I1 and I2 and r(t) = |t| one needs to
calculate for all n and m
E
[(∫
I1
Mµ(ds)
)n(∫
I2
Mµ(ds)
)m]
=
∫
In1×Im2
n+m
∏
k<l
|xk− xl|−µdx, (127)
The calculation of such integrals presents a particular challenge, cf. [33] and [39] for details.
4. How to extend the theory to non-stationary GMC measures? The simplest non-trivial example
is to replace ωµ ,ε(s) with the centered process ωµ ,ε(s)−ωµ ,ε(0) as in Eq. (123) above. This
is particularly interesting in the context of extrema of a regularized version of the fractional
Brownian motion with zero Hurst index considered in [16] and [20] and mesoscopic statistics
of Riemann zeroes considered in [37].
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5. How to extend the theory of intermittency expansions to complex functionals of the total mass?
For example, the Morris integral probability distribution is defined and is real-valued for λ1 6=
λ2 in Theorem 6. Yet, the corresponding functional of the total mass is complex-valued, unless
λ1 = λ2, in spite of the fact the integer moments of the total mass are real-valued. Therefore,
one needs to consider more general moments than just the integer moments of the total mass
and develop the corresponding theory of intermittency renormalization.
7 Conclusions
We have presented a theory of renormalization of multi-dimensional GMC measures. The theory
is based on the rule of intermittency differentiation. The rule is an exact functional equation that
prescribes how to differentiate a general class of functionals of the GMC measure with respect to
intermittency. A repeated application of this rule leads to a perturbative expansion of the functional
in intermittency known as the intermittency expansion (or the high temperature expansion). The
intermittency expansion is a renormalized expansion in the centered moments of the total mass of
the GMC measure. We have shown that the full intermittency expansion of the Mellin transform can
be computed for the whole class of GMC measures considered in this paper provided one knows the
expansion of positive integer moments, which effectively solves the renormalization problem at the
level of the high temperature expansion. We have illustrated the theory with the case of the periodized
Bacry-Muzy GMC measure on the circle. We have explicitly computed the intermittency expansion,
summed it in closed form, and showed that the resulting Mellin transform is the Mellin transform
of the Morris integral probability distribution, which is then conjectured to be the distribution of the
total mass on the circle.
We have formulated two versions of the intermittency differentiation rule and given two sepa-
rate formal (exact at the level of formal power series) derivations. The first version is non-local, i.e.
involves the measure of a continuum of subsets of the given set due to the very strong stochastic de-
pendence of the measure, and its derivation is based on repeated application of the Girsanov theorem.
The second version is in the form of an infinite hierarchy of local equations. Its derivation is based on
the intermittency invariance of the underlying gaussian field, which we formulated for a general gaus-
sian process in this paper. This invariance is a technical device that substitutes for the non-existent
Markov property of the underlying gaussian field and allows one to derive a Feynman-Kac equation
for the distribution of the total mass by considering a stochastic flow in intermittency (as opposed
to time in the classical framework of diffusions). The intermittency invariance gives two ways of
evaluating the limit of the flow, which results in the differentiation rule. The first way is the backward
Kolmogorov equation, the second way involves detailed analysis of certain infinite series expansions,
combined with a combinatorial property of the measure. While the first derivation is simpler, the
second does not rely on the use of the Girsanov theorem and so has a natural generalization to the
total mass of infinitely divisible multiplicative chaos measures.
The interest in the intermittency differentiation rule goes beyond the calculational aspect of the
ensuing intermittency expansions. We have noted that the rule can be formulated in the form of a
hierarchy of three-term recurrences and also gives rise to a three-term recurrence for the integrands
involved in the multiple integral representation of the expansion coefficients. These recurrences are
of independent interest and deserve an in-depth study as they suggest a connection with the continu-
ous fraction theory and raise the possibility of analyzing the non-classical moment problem of GMC
by their means. Similarly, the theory of intermittency expansions is also of independent theoretical
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interest for it provides a framework for posing the moment problem and leads to a number of conjec-
tured solutions that we proposed in the paper. Our main conjecture is that the intermittency expansion
captures the distribution of the total mass uniquely. Aside from the uniqueness problem, we have pre-
sented several other conjectures and formulated a number of open questions that we hope will help
stimulate future research on GMC measures.
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A A Review of the GMC on the Interval
The construction of ωµ ,ε(s) is based on the idea of using conical sets as in Bacry and Muzy [28] and
modifying the intensity measure to match the desired covariance. The conical sets live on the upper
half-plane in the case of the boundary condition in Eq. (26a) and on the torus in the case of Eq. (26b).
The starting point is a gaussian independently scattered random measure P on the time-scale
plane H+ = {(t, l), l > 0}, distributed uniformly with respect to some positive intensity measure ρ .
This means that P(A) is a gaussian random variable for measurable subsets A⊂H+. The property of
being independently scattered means that P(A) and P(B) are independent if A and B do not intersect.
Uniform distribution with respect to ρ means that the characteristic function of P(A) is given by
E
[
eiqP(A)
]
= eµφ(q)ρ(A), q ∈ R, (128)
where µ > 0 is the intermittency parameter and φ(q) is the logarithm of the characteristic function of
the underlying gaussian distribution and is given by
φ(q) =−iq
2
− q
2
2
. (129)
The mean is chosen in such a way that
φ(−i) = 0 so that E[eP(A)]= 1 ∀A⊂H+, (130)
which gives rise to the martingale property of the limit measure. The existence of such random
measures is established in [45]. Next, following Bacry and Muzy [28], we introduce special conical
sets Aε(u) in the time-scale plane defined by
Aε(u) =
{
(t, l)
∣∣∣ |t−u| ≤ l
2
for ε ≤ l ≤ 1 and |t−u| ≤ 1
2
for l ≥ 1
}
. (131)
The last preparatory step is to define a family of gaussian processes with dependent increments
ωµ ,ε(u) by
ωµ ,ε(u) = P(Aε(u)) . (132)
It is clear that ωµ ,ε(u) and ωµ ,ε(v) are dependent in general if |u− v|< 1 and are independent other-
wise so this case corresponds to r(1) = 1.
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We now wish to choose the intensity measure ρ(dt dl) in such a way that the process ωµ ,ε(u) has
the covariance given in Eq. (22). We make the ansatz
ρ(dt dl) =
f (l)
l2
dt dl. (133)
Lemma 7 Define f (l) by
f (l)
l2
=− d
2
dl2
logr(l), l ∈ (0,1). (134)
f (l) =
d
dz
∣∣∣
z=1
logr(z), l ≥ 1. (135)
and assume that these quantities are positive. Then, the process ωµ ,ε(u) in Eq. (132) with the intensity
measure defined in Eq. (133) has the covariance specified in Eq. (22).
Note that for r(l) = l we recover the original result of Bacry and Muzy, namely,
f (l) = 1. (136)
Proof We need to compute the ρ measure of the intersection of Aε(u) and Aε(v). Defining
g(z) =
∫ 1
z
f (l)
l2
dl, (137)
it is easy to show that we have the identity∫ 1
z
g(x)dx =
∫ 1
z
f (l)
l2
(l− z)dl. (138)
Using the definition of f (l) in Eq. (134) and Eqs. (135) and (26a), we have the additional identities
g(z) =− d
dx
∣∣∣
x=1
log r(x)+
d
dz
logr(z), (139)∫ 1
z
g(x)dx =−(1− z) d
dl
∣∣∣
l=1
logr(l)− logr(z). (140)
Assume first that ε ≤ |u− v|< 1. Let z= v−u, u< v. Then, for z ∈ [ε , 1],
ρ
(
Aε(u)∩Aε(v)
)
= (1− z)
∫ ∞
1
f (l)
l2
dl+
∫ 1
z
f (l)
l2
(l− z)dl. (141)
It follows from Eqs. (135), (138), and (140), that the ρ measure of the intersection equals − logr(z)
as desired.
Now, we need to consider the case of z≤ ε . The ρ measure of the intersection is
ρ
(
Aε(u)∩Aε(v)
)
= (1− z)
∫ ∞
1
f (l)
l2
dl+
∫ 1
ε
f (l)
l2
(l− z)dl. (142)
Using Eqs. (135) and (138), we can write for the ρ measure of the intersection,
ρ
(
Aε(u)∩Aε(v)
)
=
∫ 1
ε
g(x)dx+(ε − z)g(ε)+ (1− z) d
dl
∣∣∣
l=1
logr(l). (143)
Finally, substituting Eqs. (139) and (140) and noticing several cancellations, we get
ρ
(
Aε(u)∩Aε(v)
)
=− logr(ε)+ (1− z
ε
)
ε
d
dl
∣∣∣
l=ε
logr(l). (144)
Hence, we arrive at the desired form of covariance in Eq. (22).
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B Derivation of the Intermittency Differentiation Rule
In this section we will give a derivation of Eq. (39) that does not rely on the use of the Girsanov
theorem. While admittedly more involved, the interest in this approach has to do with the fact that it
naturally generalizes to the infinitely divisible case, cf. [40], in which case the use of the Girsanov
theorem appears to be significantly more difficult.
The derivation of Eq. (39) from first principles is essentially based on the intermittency invariance
of the underlying gaussian field ωµ ,ε(x), see [29], [30], and [32], [40] for an extension to the general
infinitely divisible field. Recall that the covariance of ωµ ,ε(x) is of the form µ gε(x, y), where
gε(x, y) =
(
θε ⋆g
)
(x− y), (145)
cf. Eq. (33), for some singular positive definite function g(x) such as in Eq. (5). For our purposes in
this section, it is convenient to define another gaussian field by
ωµ ,L,ε(x), ωµ ,ε(x)+N (−(µ/2) logL, µ logL), (146)
where L≥ 1 andN (−(µ/2) logL,µ logL) is an independent gaussian random variable with the mean
−(µ/2) logL and variance µ logL. It is obvious due to Eq. (4) that the covariance of ωµ ,L,ε (x) is of
the same functional form as that of ωµ ,ε(x),
Cov
(
ωµ ,L,ε (x), ωµ ,L,ε (y)
)
=µ
(
θε ⋆gL
)
(x− y), (147)
gL(x) =g(x)+ logL. (148)
Lemma 8 (Intermittency Invariance) Let B(δ ) be the Brownian motion with drift −δ/2 indepen-
dent of ωµ ,L,ε(x). Then, we have the equality of gaussian processes in law,
B(δ )+ωµ ,L,ε(x) = ωµ−δ ,L,ε(x)+ ω¯δ ,Le,ε (x), (149)
which are viewed as random functions of x at fixed 0< δ < µ and ε . ω¯δ ,Le,ε (x) denotes an independent
copy of the ωµ ,L,ε (x) process at the intermittency parameter δ and L replaced with Le, e= 2.718 · · · .
Proof It is sufficient to compare the means and covariances of the gaussian processes on the left- and
right-hand sides of this equation. The covariance of the left-hand side of Eq. (149) is
Cov
(
B(δ )+ωµ ,L,ε(x), B(δ )+ωµ ,L,ε(y)
)
= δ +µ gε (x, y)+µ logL. (150)
The covariance of the right-hand side of Eq. (149) is
Cov
(
ωµ−δ ,L,ε(x)+ ω¯δ ,Le,ε (x), ωµ−δ ,L,ε(y)+ ω¯δ ,Le,ε (y)
)
=
(µ −δ )(gε(x, y)+ logL)+δ (gε(x, y)+ log(Le)), (151)
so the covariances are the same. We have for the mean
E
[
ωµ ,L,ε (x)
]
=− 1
2
Var
[
ωµ ,L,ε(x)
]
,
=− 1
2
Var
[
ωµ ,ε(x)
]− µ
2
logL (152)
so the means are also the same.
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We need two additional lemmas. It is convenient to introduce the quantity gL,ε (x,y) by
µ gL,ε (x,y) = Cov
(
ωµ ,L,ε(x), ωµ ,L,ε (y)
)
. (153)
Lemma 9 Let f(δ ,x) be an arbitrary continuous function that vanishes as δ → 0. Let B(x) ,
ef(δ ,x)+ωδ ,L,ε(x)−1. Then, given any distinct x1, · · · ,xk, as δ → 0,
E[B(x1)B(x2)] =
(
ef(δ ,x1)−1)(ef(δ ,x2)−1)+δ gL,ε(x1,x2)+o(δ ), (154)
E[B(x1) · · ·B(xk)] =
(
ef(δ ,x1)−1) · · ·(ef(δ ,xk)−1)+o(δ ), k 6= 2. (155)
Proof Let 0≤ l ≤ k, and (p1 < · · ·< pl) denote an increasing tuple of numbers from 1 · · ·k of length
l and ∑(p1<···<pl) denote the sum over all such l−tuples. It is easy to show that for any such tuple
E
[
exp
(
∑
(p1<···<pl)
ωδ ,L,ε (xpi)
)]
= exp
(
δ
l
∑
i< j
gL,ε (xpi ,xp j)
)
. (156)
Given k distinct numbers, we have the algebraic identity
(a1−1) · · · (ak−1) =
k
∑
l=0
(−1)k−l ∑
(p1<···<pl)
l
∏
i=1
api , (157)
taking all empty sums to mean zero and empty products to mean one. It is easily verified by induction.
If we now expand the brackets on the left-hand side of Eq. (155) and make use of Eqs. (156) and
(157), we obtain
k
∑
l=0
(−1)k−l ∑
(p1<···<pl)
exp
( l
∑
i=1
f(δ ,xpi)+δ
l
∑
i< j
gL,ε (xpi ,xp j )
)
. (158)
It remains to expand this expression in δ and recall that f(δ ,x)→ 0 as δ → 0 by assumption. There
results
k
∑
l=0
(−1)k−l ∑
(p1<···<pl)
e
l
∑
i=1
f(δ ,xpi )
+δ
k
∑
l=0
(−1)k−l ∑
(p1<···<pl)
l
∑
i< j
gL,ε (xpi ,xp j )+o(δ ). (159)
By Eq. (157), the first term in Eq. (159) is exactly ∏ki=1
(
exp(f(δ ,xi))− 1
)
that occurs on the right-
hand side of Eq. (155). It is not difficult to see that the second term in Eq. (159) equals δ gL,ε (x1,x2)
if k = 2 and is zero otherwise.
Lemma 10 Let F(x) be smooth. Then, there holds the following identity
∂
∂ µ
F
(
z
∫
D
eωµ ,L,ε(x) dx
) n
∏
i=1
eωµ ,L,ε(xi) =− lim
δ→0
1
δ
[ ∞
∑
k=1
F (k)
(
z
∫
D
eωµ ,L,ε (x) dx
)
×
× z
k
k!
(∫
D
eωµ ,L,ε (x)
(
eAε (x)−1)dx)k n∑
l=0
∑
(p1<···<pl)
l
∏
i=1
(
eAε (xpi )−1)+
+F
(
z
∫
D
eωµ ,L,ε (x) dx
) n
∑
l=1
∑
(p1<···<pl)
l
∏
i=1
(
eAε (xpi )−1)] n∏
i=1
eωµ ,L,ε (xi), (160)
where
Aε(x) , ωµ−δ ,L,ε (x)−ωµ ,L,ε(x). (161)
27
Proof The result follows from representing∫
D
eωµ−δ ,L,ε(x) dx=
∫
D
eωµ ,L,ε (s) dx+
∫
D
eωµ ,L,ε(x)
(
eAε (x)−1)dx, (162)
and Taylor expanding in the “small” parameter∫
D
eωµ ,L,ε(x)
(
eAε (x)−1)dx
that vanishes as δ → 0.
We can now give a formal derivation of Theorem 1 in the form of Eq. (39).
Proof The main idea of the proof is to consider a stochastic flow and derive the corresponding
Feynman-Kac equation regarding intermittency as time. We can assume ϕ(x) = 1 without any loss of
generality. Let
Mµ ,ε =
∫
D
eωµ ,ε(x)dx. (163)
The starting point is the limit
A,
∂
∂δ
∣∣∣
δ=0
E∗
[
E
[
F
(
zeB(δ )Mµ ,ε
)(
zeB(δ )
)n
eωµ ,ε (x1)+···+ωµ ,ε(xn)
]]
, (164)
where B(δ ) is the Brownian motion with drift −δ/2 independent of ωµ ,ε(x), and the star is used to
distinguish the expectation with respect to B(δ ) from that with respect to ωµ ,ε(x). By the backward
Kolmogorov equation, we have
A=
1
2
[
− ∂
∂x
+
∂ 2
∂x2
]∣∣∣
x=0
E
[
F
(
zexMµ ,ε
)(
zex
)n
eωµ ,ε (x1)+···+ωµ ,ε(xn)
]
,
=
1
2
z2
∂ 2
∂ z2
E
[
F
(
zMµ ,ε
)
zn eωµ ,ε (x1)+···+ωµ ,ε(xn)
]
,
=
1
2
zn+2E
[
F(2)
(
zMµ ,ε
)
M2µ ,ε e
ωµ ,ε (x1)+···+ωµ ,ε(xn)
]
+
+nzn+1E
[
F(1)
(
zMµ ,ε
)
Mµ ,ε e
ωµ ,ε (x1)+···+ωµ ,ε(xn)
]
+
+
1
2
n(n−1)znE
[
F
(
zMµ ,ε
)
eωµ ,ε (x1)+···+ωµ ,ε (xn)
]
. (165)
On the other hand, this limit can be computed in a different way. By Lemma 8, there holds the
following equality in law
F
(
zeB(δ )Mµ ,ε
) n
∏
i=1
eωµ ,ε (xi)+B(δ ) = F
(
z
∫
D
eωµ−δ ,ε (x)+ω¯δ ,e,ε(x)dx
) n
∏
i=1
eωµ−δ ,ε(xi)+ω¯δ ,e,ε(xi). (166)
Thus, to compute the limit in Eq. (164), we need to expand
E∗
[
E
[
F
(
z
∫
D
eωµ−δ ,ε(x)+ω¯δ ,e,ε(x)dx
) n
∏
i=1
eωµ−δ ,ε (xi)+ω¯δ ,e,ε(xi)
]]
(167)
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in δ up to o(δ ) terms. The star now indicates the expectation with respect to ω¯δ ,e,ε (x), which is
independent of ωµ−δ ,ε(x) by construction. Let Aε(x), ωµ−δ ,ε(x)−ωµ ,ε(x) as in Eq. (161) and
¯Aε(x), ω¯δ ,e,ε (x), (168)
C ,
∫
D
eωµ ,ε (x)
(
eAε (x)+
¯Aε (x)−1)dx. (169)
While we do not know how to expand these quantities in δ , they all clearly vanish as δ → 0 so we
can write
F
(
z
∫
D
eωµ−δ ,ε (x)+ω¯δ ,e,ε(x)dx
)
=
∞
∑
l=0
zl
l!
F(l)(zMµ ,ε)C
l, (170)
n
∏
i=1
eωµ−δ ,ε (xi)+ω¯δ ,e,ε(xi) =
n
∏
i=1
eωµ ,ε (xi)
n
∏
i=1
(
1+
(
eAε (xi)+
¯Aε (xi)−1)). (171)
It follows that the expression in Eq. (167) can be written as
E∗
[
E
[ ∞
∑
l=0
zl
l!
F(l)(zMµ ,ε)C
l
n
∏
i=1
eωµ ,ε (xi)
n
∏
i=1
(
1+
(
eAε (xi)+
¯Aε (xi)−1))]] . (172)
The advantage of this representation is that the only ω¯ε dependence is in ¯Aε(s). This allows us to
compute the E∗ expectation in Eq. (167). Indeed, Eq. (167) entails two expectations: the E with
respect to ωε process and the E
∗ expectation with respect to ω¯ε process. Interchanging their order, it
follows from Eq. (172) that computing the E∗ expectation is now reduced to computing
E∗
[
C
l
k
∏
j=1
(
e
Aε (xp j )+
¯Aε (xp j )−1)], (173)
where (p1 < · · · < pk) denotes an increasing tuple of numbers from 1 · · ·n of length k, due to the
algebraic identity in Eq. (157). As Aε(x) and ¯Aε(x) are independent processes, it follows from
Lemma 9 applied to B(s) = exp
(
Aε(x)+ ¯Aε(x)
)−1 with f(δ ,x),Aε(x) that we have the estimates
E∗[B(x1)B(x2)] =
(
eAε (x1)−1)(eAε (x2)−1)+δ ge,ε (x1,x2)+o(δ ), (174)
E∗[B(x1) · · ·B(xk)] =
(
eAε (x1)−1) · · ·(eAε (xk)−1)+o(δ ), k 6= 2. (175)
Collecting what we have shown so far and using Lemma 10, we obtain
A=− ∂
∂ µ
[
F
(
zMµ ,ε
) n
∏
i=1
eωµ ,ε (xi)
]
+
+
zn+2
2
∫
D2
E
[
F (2)(zMµ ,ε)e
ωµ ,ε (y1)+ωµ ,ε(y2)
n
∏
i=1
eωµ ,ε (xi)
]
ge,ε (y1,y2)dy1dy2+
+ zn+1
∫
D
E
[
F (1)(zMµ ,ε)e
ωµ ,ε (y)
n
∏
i=1
eωµ ,ε (xi)
] n
∑
k=1
ge,ε (y,xk)dy+
+ znE
[
F(zMµ ,ε)
n
∏
i=1
eωµ ,ε(xi)
] n
∑
l<k
ge,ε (xl ,xk). (176)
Finally, observing that ge,ε (x1,x2) = 1+ g1,ε (x1, x2) and comparing the resulting expression for A
with that in Eq. (165), and then letting z= 1 and ε → 0, we arrive at Eq. (39).
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