Abstract. This paper primarily discusses the linear quadratic optimal control problem for discrete-time stochastic sys-tems with indefinite control weights and constraint and Markovian jumps. We use the Karush-Kuhn-tucker (KKT) theorem basically in this paper. It is testified that the well-posedness and the attainability are equivalent about the stochastic linear quadratic optimal control problem with Markovian jumps. Furthermore, the solution of the generalized difference Riccati equation (GDRE) can indicate an optimal control.
Introduction
In this paper, we focus our attention on the finite horizon indefinite stochastic linear quadratic control with Markovian jumps and terminal inequality constraint. There are homologous constraints in H ∞ filtering problems [1, 2] . The summary of this paper is arranged as follows. In Section 2, we render some definitions and preliminaries. Section 3 elaborates and proves our primary theorems. Here a necessary condition about the existence of linear optimal state feedback control with Markovian jumps is obtained. Furthermore, it is illustrated that the solvability of the GDRE, the attainability and the well-posedness of the linear quadratic problem are all equivalent.
We shall find that it is convenient to apply the following marks in this paper. 
Definitions and preliminaries
Given a probability space (Ω,F,P), think about the discrete-time stochastic system with Markovian jumps: 
is part of the admissible control set
, where bij is constant. N has row full rank.
To make the expressions tighter, we apply some signs that will be used later. Let P indicates a collection of symmetric matrices which includes the time l and the mode of operation i . that is,
We deem the following cost function connected with the system (2.1). Defining as below
In the continuation, we study the linear quadratic problem for the systems (2.1)-(2.3), in other words, seeking a control to minimize
. First of all, we particularize some helpful definitions and lemmas that are indispensable to research our main results. 
There are two definitions, i.e. Regularity condition and Regular point, in [3] . 
with any NT l ∈ .The linear quadratic problem (2.1)-(2.3) can be replaced by the following optimization, which is can be proved.
Apparently, the problem (3.2) is a MP problem as follows
By means of KKT Theorem, the Lagrangian function is defined as following
where the matrices ) ( , ), 1 ( ), 0 ( T P P P  are Lagrangian multipliers and .
1 R ∈ µ . Furthermore, the above result is apparent.
By means of caculating, we know that ) (l P and λ satisfy the equation as follows 
In this circumstances, we can suppose ) (
Now we combine the following equality 
We gain as follows after the completion of square 
The corresponding cost as below 
,which is in contradiction with the attainability on the linear quadratic problem (2.1)-(2.3).
Through the above interpretation and (3.4), we can get the optimal value ) ( 0
The process of proof is complete. In the ending, we will use the following result, which offers an equivalent relation between the solvability of the GDRE and the well-posedness of the linear quadratic problem. 
In the light of the optimal standard, if )) ( (
By means of (2.1) and (3.7), we get as follows
By means of (3.7), we get
From Lemma in [6] , it is evident that the finiteness of ) 1 ( 
NT l ∈
Proof By Theorem 3.2, we can educe that (ii) is equivalent to (iii). Next our assignment is to testify that (i) is equivalent to (iii). However, from Theorem 3.1, we only need to attest (iii) ⇒ (i).
Assume the GDRE (3.1) has a series of solutions ) ), ( , 
