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G-INVARIANT SZEGO¨ KERNEL ASYMPTOTICS AND CR REDUCTION
CHIN-YU HSIAO AND RUNG-TZUNG HUANG
Abstract. Let (X,T 1,0X) be a compact connected orientable CR manifold of dimension 2n+1
with non-degenerate Levi curvature. Assume that X admits a connected compact Lie group
action G. Under certain natural assumptions about the group action G, we show that the G-
invariant Szego¨ kernel for (0, q) forms is a complex Fourier integral operator, smoothing away
µ−1(0) and there is a precise description of the singularity near µ−1(0), where µ denotes the CR
moment map. We apply our result to the case when X admits a transversal CR S1 action and
deduce an asymptotic expansion for them-th Fourier component of the G-invariant Szego¨ kernel
for (0, q) forms as m → +∞. As an application, we show that if m large enough, quantization
commutes with reduction.
1. Introduction and statement of the main results
Let (X,T 1,0X) be a CR manifold of dimension 2n+1, n ≥ 1. Let (q)b be the Kohn Lalpacian
acting on (0, q) forms. The orthogonal projection S(q) : L2(0,q)(X) → Ker
(q)
b onto Ker
(q)
b is
called the Szego¨ projection, while its distribution kernel S(q)(x, y) is called the Szego¨ kernel.
The study of the Szego¨ projection and kernel is a classical subject in several complex variables
and CR geometry. A very important case is when X is a compact strictly pseudoconvex CR
manifold. Assume first that X is the boundary of a strictly pseudoconvex domain. Boutet de
Monvel-Sjo¨strand [2] showed that S(0)(x, y) is a complex Fourier integral operator.
The Boutet de Monvel-Sjo¨strand description of the Szego¨ kernel had a profound impact in
many research areas, especially through [3]: several complex variables, symplectic and contact
geometry, geometric quantization, Ka¨hler geometry, semiclassical analysis, quantum chaos, etc.
cf. [5, 8, 19, 24, 29, 31], to quote just a few. These ideas also partly motivated the introduction
of alternative approaches, see [19, 15, 18, 16].
Now, we consider a connected compact group action G acting on X. The study of G-invariant
Szego¨ kernel is closely related to Mathematical physics and geometric quantization of CR man-
ifolds. It is a fundamental problem to establish G-invariant Boutet de Monvel-Sjo¨strand type
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theorems for G-invariant Szego¨ kernels and study the influence of the G-invariant Szego¨ kernel.
This is the motivation of this work. In this paper, we consider G-invariant Szego¨ kernel for
(0, q) forms and we show that the G-invariant Szego¨ kernel for (0, q) forms is a complex Fourier
integral operator. In particular, S(q)(x, y) is smoothing outside µ−1(0) and there is a precise
description of the singularity near µ−1(0), where µ denotes the CR moment map. We apply
our result to the case when X admits a transversal CR S1 action and deduce an asymptotic
expansion for the m-th Fourier component of the Szego¨ kernel for (0, q) forms as m→ +∞. As
an application, we show that, if m large enough, quantization commutes with reduction.
In [17], Ma and Zhang have studied the asymptotic expansion of the invariant Bergman kernel
of the spinc Dirac operator associated with high tensor powers of a positive line bundle on a
symplectic manifold admitting a Hamiltonian action of a compact connected Lie group and its
relation to the asymptotic expansion of Bergman kernel on symplectic reduced space. Their
approach is inspired by the analytic localization techniques developed by Bismut and Lebeau.
About the quantization commutes with reduction problem in symplectic geometry, we refer the
readers to [19]. In the second part of [19], Ma described how the G-invariant Bergman kernel
concentrates on the Bergman kernel of the reduced space. In particular, this is used to address
M. Vergnes conjecture [20].
In [22], [24], [25], [26], [27] , Paoletti studied equivariant Szego¨ kernel on complex manifold and
the relation between the Szego¨ kernel of an ample line bundle on a complex projective manifold
M and the Szego¨ kernel of the induced polarization on the quotient of M by the holomorphic
action of a compact Lie group G. The approach of Paolletti is based on Microlocal technique,
especially from Boutet de Monvel-Sjo¨strand [2], Boutet de Monvel-Guillemin [3]. It should be
also mentioned that Paolletti obtained in [23], the asymptotic growth of equivariant sections of
positive and big line bundles.
We now formulate the main results. We refer to Section 2 for some notations and terminology
used here. Let (X,T 1,0X) be a compact connected orientable CR manifold of dimension 2n+1,
n ≥ 1, where T 1,0X denotes the CR structure of X. Fix a global non-vanishing real 1-form
ω0 ∈ C∞(X,T ∗X) such that 〈ω0 , u 〉 = 0, for every u ∈ T 1,0X ⊕ T 0,1X. The Levi form of X
at x ∈ X is the Hermitian quadratic form on T 1,0x X given by Lx(U, V ) = − 12i〈 dω0(x) , U ∧ V 〉,
∀U, V ∈ T 1,0x X. In this work, we assume that
Assumption 1.1. The Levi form is non-degenerate of constant signature (n−, n+) on X. That
is, the Levi form has exactly n− negative and n+ positive eigenvalues at each point of X, where
n− + n+ = n.
Let HX =
{
Reu; u ∈ T 1,0X} and let J : HX → HX be the complex structure map given by
J(u+u) = iu− iu, for every u ∈ T 1,0X. In this work, we assume that X admits a d-dimensional
locally free connected compact Lie group action G. We assume throughout that
Assumption 1.2. The Lie group action G preserves ω0 and J . That is, g
∗ω0 = ω0 on X and
g∗J = Jg∗ on HX, for every g ∈ G, where g∗ and g∗ denote the pull-back map and push-forward
map of G, respectively.
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Let g denote the Lie algebra of G. For any ξ ∈ g, we write ξX to denote the vector field on
X induced by ξ. That is, (ξXu)(x) =
∂
∂t
(u(exp(tξ) ◦ x)) |t=0, for any u ∈ C∞(X).
Definition 1.3. The moment map associated to the form ω0 is the map µ : X → g∗ such that,
for all x ∈ X and ξ ∈ g, we have
〈µ(x), ξ〉 = ω0(ξX(x)). (1.1)
In this work, we assume that
Assumption 1.4. 0 is a regular value of µ and the action G on µ−1(0) is globally free.
By Assumption 1.4, µ−1(0) is a d-dimensional submanifold of X. Let Y := µ−1(0) and let
HY := HX
⋂
TY . In Section 2.5, we will show that dim (HY
⋂
JHY ) = 2n−2d at every point
of Y . Moreover, we will show that µ−(0)/G =: YG is a CR manifold with natural CR structure
induced by T 1,0X of dimension 2n− 2d+ 1 and we can identify HYG with HY
⋂
JHY .
Let g = Span (ξX ; ξ ∈ g). For x ∈ µ−1(0), gx ⊂ Hx. Fix a G-invariant smooth Hermitian
metric 〈· | ·〉 on CTX so that T 1,0X is orthogonal to T 0,1X, g is orthogonal to HY ⋂ JHY at
every point of Y , 〈u | v〉 is real if u, v are real tangent vectors, 〈T |T 〉 = 1 and T is orthogonal to
T 1,0X⊕T 0,1X, where T is given by (2.5). The Hermitian metric 〈·|·〉 on CTX induces, by duality,
a Hermitian metric on CT ∗X and also on the bundles of (0, q) forms T ∗0,qX, q = 0, 1, · · · , n.
We shall also denote all these induced metrics by 〈·|·〉. Fix g ∈ G. Let g∗ : Λrx(CT ∗X) →
Λr
g−1◦x(CT
∗X) be the pull-back map. Since G preserves J , we have
g∗ : T ∗0,qx X → T ∗0,qg−1◦xX, ∀x ∈ X.
Thus, for u ∈ Ω0,q(X), we have g∗u ∈ Ω0,q(X). Put
Ω0,q(X)G :=
{
u ∈ Ω0,q(X); g∗u = u, ∀g ∈ G} .
Since the Hermitian metric 〈 · | · 〉 on CTX is G-invariant, the L2 inner product ( · | · ) on Ω0,q(X)
induced by 〈 · | · 〉 is G-invariant. Let u ∈ L2(0,q)(X) and g ∈ G, we can also define g∗u in the
standard way (see the discussion in the beginning of Section 3.2). Put
L2(0,q)(X)
G :=
{
u ∈ L2(0,q)(X); g∗u = u, ∀g ∈ G
}
.
Let 
(q)
b : Dom
(q)
b → L2(0,q)(X) be the Gaffney extension of Kohn Laplacian (see (3.5)). Put
(Ker
(q)
b )
G := Ker
(q)
b
⋂
L2(0,q)(X)
G. The G-invariant Szego¨ projection is the orthogonal pro-
jection
S
(q)
G : L
2
(0,q)(X)→ (Ker(q)b )G
with respect to ( · | · ). Let S(q)G (x, y) ∈ D′(X×X,T ∗0,qX⊠ (T ∗0,qX)∗) be the distribution kernel
of S
(q)
G . The first main result of this work is the following
Theorem 1.5. With the assumptions and notations above, suppose that 
(q)
b : Dom
(q)
b →
L2(0,q)(X) has closed range. If q /∈ {n−, n+}, then S
(q)
G ≡ 0 on X.
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Suppose q ∈ {n−, n+}. Let D be an open set of X with D
⋂
µ−1(0) = ∅. Then,
S
(q)
G ≡ 0 on D.
Let p ∈ µ−1(0) and let U be an open set of p and let x = (x1, . . . , x2n+1) be local coordinates
defined in U . Then, there exist continuous operators
SG− , S
G
+ : Ω
0,q
0 (U)→ Ω0,q(U)
such that
S
(q)
G ≡ SG− + SG+ on U, (1.2)
SG− = 0 if q 6= n−,
SG+ = 0 if q 6= n+,
(1.3)
and if q = n−, SG−(x, y) satisfies
SG−(x, y) ≡
∫ ∞
0
eiΦ−(x,y)ta−(x, y, t)dt on U (1.4)
with
a−(x, y, t) ∈ Sn−
d
2
1,0 (U × U × R+, T ∗0,qX ⊠ (T ∗0,qX)∗),
a−(x, y, t) ∼
∞∑
j=0
aj−(x, y)t
n− d
2
−j in S
n− d
2
1,0 (U × U × R+, T ∗0,qX ⊠ (T ∗0,qX)∗),
aj−(x, y) ∈ C∞(U × U, T ∗0,qX ⊠ (T ∗0,qX)∗), j = 0, 1, 2, 3, . . . ,
a0−(x, x) 6= 0, ∀x ∈ U,
(1.5)
a0−(x, x), x ∈ µ−1(0)
⋂
U , is given by (1.15) below, Φ−(x, y) ∈ C∞(U × U),
ImΦ−(x, y) ≥ 0,
dxΦ−(x, x) = −dyΦ−(x, x) = −ω0(x), ∀x ∈ U
⋂
µ−1(0),
(1.6)
there is a constant C ≥ 1 such that, for all (x, y) ∈ U × U ,
|Φ−(x, y)| + ImΦ−(x, y) ≤ C
(
inf
{
d2(g ◦ x, y); g ∈ G}+ d2(x, µ−1(0)) + d2(y, µ−1(0))) ,
|Φ−(x, y)| + ImΦ−(x, y) ≥ 1
C
(
inf
{
d2(g ◦ x, y); g ∈ G}+ d2(x, µ−1(0)) + d2(y, µ−1(0))) ,
Cd2(x, µ−1(0)) ≥ ImΦ−(x, x) ≥ 1
C
d2(x, µ−1(0)), ∀x ∈ U,
(1.7)
and Φ−(x, y) satisfies (1.41) below and (1.42) below.
If q = n+, then S
G
+(x, y) satisfies
SG+(x, y) ≡
∫ ∞
0
eiΦ+(x,y)ta+(x, y, t)dt on U (1.8)
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with
a+(x, y, t) ∈ Sn−
d
2
1,0 (U × U × R+, T ∗0,qX ⊠ (T ∗0,qX)∗),
a+(x, y, t) ∼
∞∑
j=0
aj+(x, y)t
n− d
2
−j in S
n− d
2
1,0 (U × U × R+, T ∗0,qX ⊠ (T ∗0,qX)∗),
aj+(x, y) ∈ C∞(U × U, T ∗0,qX ⊠ (T ∗0,qX)∗), j = 0, 1, 2, 3, . . . ,
a0+(x, x) 6= 0, ∀x ∈ U,
(1.9)
a0+(x, x), x ∈ µ−1(0)
⋂
U , is given by (1.15) below, and Φ+(x, y) ∈ C∞(U × U), −Φ+(x, y)
satisfies (1.6), (1.7), (1.41) below and (1.42) below .
We refer the reader to the discussion before (2.1) and Definition 3.1 for the precise meanings
of A ≡ B and the symbol space Sn−
d
2
1,0 , respectively.
Let Φ ∈ C∞(U × U). We assume that Φ satisfies (1.6), (1.7), (1.41), (1.42). We will show in
Theorem 5.2 that the functions Φ and Φ− are equivalent on U in the sense of Definition 5.1 if
and only if there is a function f ∈ C∞(U ×U) with f(x, x) = 1, for every x ∈ µ−1(0), such that
Φ(x, y)−f(x, y)Φ−(x, y) vanishes to infinite order at diag
(
(µ−1(0)
⋂
U)× (µ−1(0)⋂U)). From
this observation, we see that the leading term a0−(x, x), x ∈ µ−1(0), is well-defined. To state the
formula for a0−(x, x), we introduce some notations. For a given point x0 ∈ X, let {Wj}nj=1 be
an orthonormal frame of (T 1,0X, 〈 · | · 〉) near x0, for which the Levi form is diagonal at x0. Put
Lx0(Wj ,W ℓ) = µj(x0)δjℓ , j, ℓ = 1, . . . , n . (1.10)
We will denote by
detLx0 =
n∏
j=1
µj(x0) . (1.11)
Let {Tj}nj=1 denote the basis of T ∗0,1X, dual to {W j}nj=1. We assume that µj(x0) < 0 if
1 ≤ j ≤ n− and µj(x0) > 0 if n− + 1 ≤ j ≤ n. Put
N (x0, n−) :=
{
cT1(x0) ∧ . . . ∧ Tn−(x0); c ∈ C
}
,
N (x0, n+) :=
{
cTn−+1(x0) ∧ . . . ∧ Tn(x0); c ∈ C
} (1.12)
and let
τn− = τx0,n− : T
∗0,q
x0
X → N (x0, n−) , τn+ = τx0,n+ : T ∗0,qx0 X → N (x0, n+) , (1.13)
be the orthogonal projections onto N (x0, n−) and N (x0, n+) with respect to 〈 · | · 〉, respectively.
Fix x ∈ µ−1(0), consider the linear map
Rx : gx → gx,
u→ Rxu, 〈Rxu | v 〉 = 〈 dω0(x) , Ju ∧ v 〉.
Let detRx = λ1(x) · · · λd(x), where λj(x), j = 1, 2, . . . , d, are the eigenvalues of Rx.
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Fix x ∈ µ−1(0), put Yx = {g ◦ x; g ∈ G}. Yx is a d-dimensional submanifold of X. The
G-invariant Hermitian metric 〈 · | · 〉 induces a volume form dvYx on Yx. Put
Veff (x) :=
∫
Yx
dvYx . (1.14)
Theorem 1.6. With the notations used above, for a0−(x, y) and a0+(x, y) in (1.5) and (1.9), we
have
a0−(x, x) = 2
d−1 1
Veff (x)
π−n−1+
d
2 |detRx|−
1
2 |detLx|τx,n−, ∀x ∈ µ−1(0),
a0+(x, x) = 2
d−1 1
Veff (x)
π−n−1+
d
2 |detRx|−
1
2 |detLx|τx,n+, ∀x ∈ µ−1(0).
(1.15)
We now assume that X admits an S1 action: S1 × X → X. We write eiθ to denote the
S1 action. Let T ∈ C∞(X,TX) be the global real vector field induced by the S1 action given
by (Tu)(x) = ∂
∂θ
(
u(eiθ ◦ x)) |θ=0, u ∈ C∞(X). We assume that the S1 action eiθ is CR and
transversal (see Definition 4.1). We take ω0 ∈ C∞(X,T ∗X) to be the global real one form
determined by 〈ω0 , u 〉 = 0, for every u ∈ T 1,0X ⊕ T 0,1X and 〈ω0 , T 〉 = −1. In this paper, we
assume that
Assumption 1.7.
T is transversal to the space g at every point p ∈ µ−1(0), (1.16)
eiθ ◦ g ◦ x = g ◦ eiθ ◦ x, ∀x ∈ X, ∀θ ∈ [0, 2π[, ∀g ∈ G, (1.17)
and
G× S1 acts globally free near µ−1(0). (1.18)
Fix θ0 ∈] − π, π[, θ0 small. Let (eiθ0)∗ : Λr(CT ∗X) → Λr(CT ∗X) be the pull-back map by
eiθ0 , r = 0, 1, . . . , 2n + 1. It is easy to see that, for every q = 0, 1, . . . , n, one has
(eiθ0)∗ : T ∗0,q
eiθ0x
X → T ∗0,qx X. (1.19)
Let u ∈ Ω0,q(X) be arbitrary. Define
Tu :=
∂
∂θ
(
(eiθ)∗u
)|θ=0 ∈ Ω0,q(X). (1.20)
For every m ∈ Z, let
Ω0,qm (X) :=
{
u ∈ Ω0,q(X); Tu = imu} , q = 0, 1, 2, . . . , n,
Ω0,qm (X)
G =
{
u ∈ Ω0,q(X)G; Tu = imu} , q = 0, 1, 2, . . . , n. (1.21)
We denote C∞m (X) := Ω
0,0
m (X), C∞m (X)G := Ω
0,0
m (X)G. From the CR property of the S1 action
and (1.17), it is not difficult to see that
Tg∗∂b = g∗T∂b = ∂bg∗T = ∂bTg∗ on Ω0,q(X), ∀g ∈ G.
Hence,
∂b : Ω
0,q
m (X)
G → Ω0,q+1m (X)G, ∀m ∈ Z. (1.22)
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We now assume that the Hermitian metric 〈 · | · 〉 on CTX is G × S1 invariant. Then the L2
inner product ( · | · ) on Ω0,q(X) induced by 〈 · | · 〉 is G× S1-invariant. We then have
Tg∗∂∗b = g
∗T∂∗b = ∂
∗
bg
∗T = ∂∗bTg
∗ on Ω0,q(X), ∀g ∈ G,
Tg∗(q)b = g
∗T(q)b = 
(q)
b g
∗T = (q)b Tg
∗ on Ω0,q(X), ∀g ∈ G,
where ∂
∗
b is the L
2 adjoint of ∂b with respect to ( · | · ).
Let L2(0,q),m(X)
G be the completion of Ω0,qm (X)G with respect to ( · | · ). We write L2m(X)G :=
L2(0,0),m(X)
G. Put
Hqb,m(X)
G := (Ker
(q)
b )
G
m := (Ker
(q)
b )
G
⋂
L2(0,q),m(X)
G.
It is not difficult to see that, for everym ∈ Z, (Ker(q)b )Gm ⊂ Ω0,qm (X)G and dim (Ker(q)b )Gm <∞.
The m-th G-invariant Szego¨ projection is the orthogonal projection
S
(q)
G,m : L
2
(0,q)(X)→ (Ker(q)b )Gm
with respect to ( · | · ). Let S(q)G,m(x, y) ∈ C∞(X × X,T ∗0,qX ⊠ (T ∗0,qX)∗) be the distribution
kernel of S
(q)
G,m. The second main result of this work is the following
Theorem 1.8. With the assumptions and notations used above, if q /∈ n−, then, as m→ +∞,
S
(q)
G,m = O(m
−∞) on X.
Suppose q = n−. Let D be an open set of X with D
⋂
µ−1(0) = ∅. Then, as m→ +∞,
S
(q)
G,m = O(m
−∞) on D.
Let p ∈ µ−1(0) and let U be an open set of p and let x = (x1, . . . , x2n+1) be local coordinates
defined in U . Then, as m→ +∞,
S
(q)
G,m(x, y) = e
imΨ(x,y)b(x, y,m) +O(m−∞),
b(x, y,m) ∈ Sn−
d
2
loc (1;U × U, T ∗0,qX ⊠ (T ∗0,qX)∗),
b(x, y,m) ∼∑∞j=0mn− d2−jbj(x, y) in Sn− d2loc (1;U × U, T ∗0,qX ⊠ (T ∗0,qX)∗),
bj(x, y) ∈ C∞(U × U, T ∗0,qX ⊠ (T ∗0,qX)∗), j = 0, 1, 2, . . . ,
(1.23)
b0(x, x) = 2
d−1 1
Veff (x)
π−n−1+
d
2 |detRx|−
1
2 |detLx|τx,n− , ∀x ∈ µ−1(0), (1.24)
Ψ(x, y) ∈ C∞(U × U), dxΨ(x, x) = −dyΨ(x, x) = −ω0(x), for every x ∈ µ−1(0), Ψ(x, y) = 0 if
and only if x = y ∈ µ−1(0) and there is a constant C ≥ 1 such that, for all (x, y) ∈ U × U ,
ImΨ(x, y) ≥ 1
C
(
d(x, µ−1(0))2 + d(y, µ−1(0))2 + inf
g∈G,θ∈S1
d(eiθ ◦ g ◦ x, y)2
)
,
ImΨ(x, y) ≤ C
(
d(x, µ−1(0))2 + d(y, µ−1(0))2 + inf
g∈G,θ∈S1
d(eiθ ◦ g ◦ x, y)2
)
.
(1.25)
(We refer the reader to Theorem 1.12 for more properties of the phase Ψ(x, y).)
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We refer the reader to the discussion in the beginning of Section 2.2 and Definition 2.1 for
the precise meanings of A = B +O(m−∞) and the symbol space S
n− d
2
loc , respectively.
It is well-known that when X admits a transversal and CR S1 action and the Levi form is
non-degenerate of constant signature on X, then 
(q)
b has L
2 closed range (see Theorem 1.12
in [12]).
Let YG := µ
−1(0)/G. In Theorem 2.5, we will show that YG is a CR manifold with natural
CR structure induced by T 1,0X of dimension 2n− 2d+1. Let LYG,x be the Levi form on YG at
x ∈ YG induced naturally from L. Note that the bilinear form b is non-degenerate on µ−1(0),
where b is given by (2.10). Hence, on (g, g), b has constant signature on µ−1(0). Assume that
on (g, g), b has r negative eigenvalues and d− r positive eigenvalues on µ−1(0). Hence LYG has
q− r negative and n−d− q+ r positive eigenvalues at each point of YG. Let (q−r)b,YG be the Kohn
Laplacian for (0, q − r) forms on YG. Fix m ∈ N. Let
Hq−rb,m (YG) :=
{
u ∈ Ω0,q−r(YG); (q−r)b,YG u = 0, Tu = imu
}
.
We will apply Theorem 1.8 to establish an isomorphism between Hqb,m(X)
G and Hq−rb,m (YG). We
introduce some notations.
Since g
x
is orthogonal toHxY
⋂
JHxY andHxY
⋂
JHxY ⊂ g⊥bx (see Lemma 2.4 and (2.11) for
the meaning of g⊥b
x
), for every x ∈ Y , we can find a G-invariant orthonormal basis {Z1, . . . , Zn}
of T 1,0X on Y such that
Lx(Zj(x), Zk(x)) = δj,kλj(x), j, k = 1, . . . , n, x ∈ Y,
and
Zj(x) ∈ gx + iJgx, ∀x ∈ Y, j = 1, 2, . . . , d,
Zj(x) ∈ CHxY
⋂
J(CHxY ), ∀x ∈ Y, j = d+ 1, . . . , n.
Let {e1, . . . , en} denote the orthonormal basis of T ∗0,1X on Y , dual to
{
Z1, . . . , Zn
}
. Fix
s = 0, 1, 2, . . . , n− d. For x ∈ Y , put
B∗0,sx X =


∑
d+1≤j1<···<js≤n
aj1,...,jsej1 ∧ · · · ∧ ejs ; aj1,...,js ∈ C, ∀d+ 1 ≤ j1 < · · · < js ≤ n


(1.26)
and let B∗0,sX be the vector bundle of Y with fiber B∗0,sx X, x ∈ Y . Let C∞(Y,B∗0,sX)G denote
the set of all G-invariant sections of Y with values in B∗0,sX. Let
ιG : C
∞(Y,B∗0,sX)G → Ω0,s(YG) (1.27)
be the natural identification.
Assume that λ1 < 0, . . . , λr < 0, and λd+1 < 0, . . . , λn−−r+d < 0. For x ∈ Y , put
Nˆ (x, n−) =
{
ced+1 ∧ · · · ∧ en−−r+d; c ∈ C
}
, (1.28)
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and let
pˆ = pˆx : N (x, n−)→ Nˆ (x, n−),
u = ce1 ∧ · · · ∧ er ∧ ed+1 ∧ · · · ∧ en−−r+d → ced+1 ∧ · · · ∧ en−−r+d.
(1.29)
Let ι : Y → X be the natural inclusion and let ι∗ : Ω0,q(X) → Ω0,q(Y ) be the pull-back of ι.
Let q = n−. Let S
(q−r)
YG,m
: L2(0,q−r)(YG)→ Hq−rb,m (YG) be the orthogonal projection and let
f(x) =
√
Veff (x)|det Rx|−
1
4 ∈ C∞(Y )G. (1.30)
Let
σm : H
q
b,m(X)
G → Hq−rb,m (YG),
u→ m− d4S(q−r)YG,m ◦ ιG ◦ pˆ ◦ τx,n− ◦ f ◦ ι∗ ◦ u.
(1.31)
In Section 6.2, we will show that
Theorem 1.9. With the notations and assumptions above, suppose that q = n−. If m is large,
then
σm : H
q
b,m(X)
G → Hq−rb,m (YG)
is an isomorphism. In particular, if m large enough, then
dimHqb,m(X)
G = dimHq−rb,m (YG). (1.32)
Remark 1.10. Let’s sketch the idea of the proof of Theorem 1.9. W can consider σm as a map
from Ω0,q(X)→ Hq−rb,m (YG):
σm : Ω
0,q(X)→ Hq−rb,m (YG) ⊂ Ω0,q−r(YG),
u→ m− d4S(q−r)YG,m ◦ ιG ◦ pˆ ◦ τx,n− ◦ f ◦ ι∗ ◦ S
(q)
G,mu.
(1.33)
Let σ∗m : Ω0,q−r(YG) → Ω0,q(X) be the adjoint of σm. From Theorem 1.8 and some calculation
of complex Fourier integral operators, we will show in Section 6.2 that Fm = σ
∗
mσm : Ω
0,q(X)→
Ω0,q(X) is the same type of operator as S
(q)
G,m and
1
C0
Fm = (I +Rm)S
(q)
G,m, (1.34)
where C0 > 0 is a constant and Rm is also the same type of operator as S
(q)
G,m, but the leading
symbol of Rm vanishes at diag (Y ×Y ). By using the fact that the leading symbol of Rm vanishes
at diag (Y × Y ), we will show in Lemma 6.8 that
‖Rmu‖ ≤ εm ‖u‖ , ∀u ∈ Ω0,q(X), ∀m ∈ N,
where εm is a sequence with limm→∞ εm = 0. In particular, if m is large enough, then the map
I +Rm : Ω
0,q(X)→ Ω0,q(X) (1.35)
is injective. From (1.34) and (1.35), we deduce that, if m is large enough, then
Fm : H
q
b,m(X)
G → Hqb,m(X)G
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is injective. Hence σm : H
q
b,m(X)
G → Hq−rb,m (YG) is injective.
Similarly, we can repeat the argument above with minor change and deduce that if m is large
enough, then the map
Fˆm = σmσ
∗
m : H
q−r
b,m (YG)→ Hq−rb,m (YG)
is injective. Hence, if m is large enough, then the map
σ∗m : H
q−r
b,m (YG)→ Hqb,m(X)G
is injective. Thus, dimHqb,m(X)
G = dimHq−rb,m (YG) and σm is an isomorphism if m large enough.
Let’s apply Theorem 1.9 to complex case. Let (L, hL) be a holomorphic line bundle over a
connected compact complex manifold (M,J) with dim CM = n, where J denotes the complex
structure map of M and hL is a Hermitian fiber metric of L. Let RL be the curvature of L
induced by hL. Assume that RL is non-degenerate of constant signature (n−, n+) on M . Let K
be a connected compact Lie group with Lie algebra k. We assume that dimRK = d and K acts
holomorphically on (M,J), and that the action lifts to a holomorphic action on L. We assume
further that hL is preserved by the K-action. Then RL is a K-invariant form. Let ω = i2πR
L
and let µ˜ : M → k∗ be the moment map induced by ω. Assume that 0 ∈ k∗ is regular and the
action of K on µ˜−1(0) is globally free. The analogue of the Marsden-Weinstein reduction holds
(see [7]). More precisely, the complex structure J on M induces a complex structure JK on
M0 := µ˜
−1(0)/K, for which the line bundle L0 := L/K is a holomorphic line bundle over M0.
For any ξ ∈ k, we write ξM to denote the vector field onM induced by ξ. Let k = Span (ξM ; ξ ∈
k). On µ˜−1(0), let bL be the bilinear form on k × k given by bL( · , · ) = ω( · , J · ). Assume that
bL has r negative eigenvalues and d− r positive eigenvalues on µ˜−1(0). Let q = n−. For m ∈ N,
let Hq(M,Lm)K denote the K-invariant q-th Dolbeault cohomology group with values in Lm
and let Hq−r(M0, Lm0 ) denote the (q − r)-th Dolbeault cohomology group with values in Lm0 .
Theorem 1.9 implies that, if m is large enough, then there is an isomorphism map:
σ˜m : H
q(M,Lm)K → Hq−r(M0, Lm0 ).
In particular, if m is large enough,then
dimHq(M,Lm)K = dimHq−r(M0, Lm0 ). (1.36)
Note that when m = 1 and q = 0, the equality (1.36) was first proved in [7, §5]. For m = 1,
the equality (1.36) was established in [4, 30, 32] when L is positive. The proof of the equality
(1.36) in [30] is completely algebraic, while the the proofs of the equality (1.36) in [4, 32]
are purely analytic where different quasi-homomorphisms between Dolbeault complexes under
considerations were constructed to prove the equality (1.36). If m is large enough and q = 0, an
isomorphism map in (1.36) was also constructed in [17, (0.27), Corollary 4.13].
1.1. The phase functions Φ−(x, y) and Ψ(x, y). In this section, we collect some properties
of the phase functions Φ−(x, y), Ψ(x, y) in Theorem 1.5 and Theorem 1.8.
Let v = (v1, . . . , vd) be local coordinates of G defined in a neighborhood V of e0 with v(e0) =
(0, . . . , 0). From now on, we will identify the element e ∈ V with v(e). Fix p ∈ µ−1(0). In
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Theorem 3.6, we will show that there exist local coordinates v = (v1, . . . , vd) of G defined in a
neighborhood V of e0 with v(e0) = (0, . . . , 0), local coordinates x = (x1, . . . , x2n+1) of X defined
in a neighborhood U = U1 × U2 of p with 0↔ p, where U1 ⊂ Rd is an open set of 0 ∈ Rd, U2 ⊂
R
2n+1−d is an open set of 0 ∈ R2n+1−d and a smooth function γ = (γ1, . . . , γd) ∈ C∞(U2, U1)
with γ(0) = 0 ∈ Rd such that
(v1, . . . , vd) ◦ (γ(xd+1, . . . , x2n+1), xd+1, . . . , x2n+1)
= (v1 + γ1(xd+1, . . . , x2n+1), . . . , vd + γd(xd+1, . . . , x2n+1), xd+1, . . . , x2n+1),
∀(v1, . . . , vd) ∈ V, ∀(xd+1, . . . , x2n+1) ∈ U2,
(1.37)
g = span
{
∂
∂x1
, . . . ,
∂
∂xd
}
,
µ−1(0)
⋂
U = {xd+1 = · · · = x2d = 0} ,
On µ−1(0)
⋂
U , we have J( ∂
∂xj
) = ∂
∂xd+j
+ aj(x)
∂
∂x2n+1
, j = 1, 2, . . . , d,
(1.38)
where aj(x) is a smooth function on µ
−1(0)
⋂
U , independent of x1, . . . , x2d, x2n+1 and aj(0) = 0,
j = 1, . . . , d,
T 1,0p X = span {Z1, . . . , Zn} ,
Zj =
1
2
(
∂
∂xj
− i ∂
∂xd+j
)(p), j = 1, . . . , d,
Zj =
1
2
(
∂
∂x2j−1
− i ∂
∂x2j
)(p), j = d+ 1, . . . , n,
〈Zj |Zk 〉 = δj,k, j, k = 1, 2, . . . , n,
Lp(Zj , Zk) = µjδj,k, j, k = 1, 2, . . . , n
(1.39)
and
ω0(x) = (1 +O(|x|))dx2n+1 +
d∑
j=1
4µjxd+jdxj
+
n∑
j=d+1
2µjx2jdx2j−1 −
n∑
j=d+1
2µjx2j−1dx2j +
2n∑
j=d+1
bjx2n+1dxj +O(|x|2),
(1.40)
where bd+1 ∈ R, . . . , b2n ∈ R. Put x′′ = (xd+1, . . . , x2n+1), xˆ′′ = (xd+1, xd+2, . . . , x2d), x˚′′ =
(xd+1, . . . , x2n). We have the following (see Theorem 3.10 and Theorem 3.11)
Theorem 1.11. With the notations above, the phase function Φ−(x, y) ∈ C∞(U × U) is inde-
pendent of (x1, . . . , xd) and (y1, . . . , yd). Hence, Φ−(x, y) = Φ−((0, x′′), (0, y′′)) := Φ−(x′′, y′′).
Moreover, there is a constant c > 0 such that
ImΦ−(x′′, y′′) ≥ c
(
|xˆ′′|2 + |yˆ′′|2 + |˚x′′ − y˚′′|2
)
, ∀((0, x′′), (0, y′′)) ∈ U × U. (1.41)
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Furthermore,
Φ−(x′′, y′′) = −x2n+1 + y2n+1 + 2i
d∑
j=1
|µj|y2d+j + 2i
d∑
j=1
|µj |x2d+j
+ i
n∑
j=d+1
|µj ||zj − wj |2 +
n∑
j=d+1
iµj(zjwj − zjwj)
+
d∑
j=1
(−bd+jxd+jx2n+1 + bd+jyd+jy2n+1)
+
n∑
j=d+1
1
2
(b2j−1 − ib2j)(−zjx2n+1 + wjy2n+1)
+
n∑
j=d+1
1
2
(b2j−1 + ib2j)(−zjx2n+1 + wjy2n+1)
+ (x2n+1 − y2n+1)f(x, y) +O(|(x, y)|3),
(1.42)
where zj = x2j−1 + ix2j , wj = y2j−1 + iy2j , j = d + 1, . . . , n, µj, j = 1, . . . , n, and bd+1 ∈
R, . . . , b2n ∈ R are as in (1.40) and f is smooth and satisfies f(0, 0) = 0, f(x, y) = f(y, x).
We now assume that X admits an S1 action: S1 ×X → X. We will use the same notations
as in Theorem 1.8. Recall that we work with Assumption 1.7. Let p ∈ µ−1(0). We can
repeat the proof of Theorem 3.6 with minor change and show that there exist local coordinates
v = (v1, . . . , vd) of G defined in a neighborhood V of e0 with v(e0) = (0, . . . , 0), local coordinates
x = (x1, . . . , x2n+1) of X defined in a neighborhood U = U1 × (Uˆ2×]− 2δ, 2δ[) of p with 0↔ p,
where U1 ⊂ Rd is an open set of 0 ∈ Rd, Uˆ2 ⊂ R2n−d is an open set of 0 ∈ R2n−d, δ > 0,
and a smooth function γ = (γ1, . . . , γd) ∈ C∞(Uˆ2×]− 2δ, 2δ[, U1) with γ(0) = 0 ∈ Rd such that
T = − ∂
∂x2n+1
and (1.37), (1.38), (1.39), (1.40) hold. We have the following (see the proof of
Theorem 4.6)
Theorem 1.12. With the notations above, the phase function Ψ satisfies Ψ(x, y) = −x2n+1 +
y2n+1 + Ψˆ(˚x
′′, y˚′′), where Ψˆ(˚x′′, y˚′′) ∈ C∞(U × U), x˚′′ = (xd+1, . . . , x2n), y˚′′ = (yd+1, . . . , y2n),
and Ψ satisfies (1.41) and (1.42).
2. Preliminaries
2.1. Standard notations. We shall use the following notations: N = {1, 2, . . .}, N0 = N∪{0},
R is the set of real numbers, R+ := {x ∈ R; x ≥ 0}. For a multi-index α = (α1, . . . , αn) ∈ Nn0 ,
we denote by |α| = α1 + . . . + αn its norm and by l(α) = n its length. For m ∈ N, write
α ∈ {1, . . . ,m}n if αj ∈ {1, . . . ,m}, j = 1, . . . , n. α is strictly increasing if α1 < α2 < . . . < αn.
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For x = (x1, . . . , xn), we write
xα = xα11 . . . x
αn
n ,
∂xj =
∂
∂xj
, ∂αx = ∂
α1
x1
. . . ∂αnxn =
∂|α|
∂xα
,
Dxj =
1
i
∂xj , D
α
x = D
α1
x1
. . . Dαnxn , Dx =
1
i
∂x .
Let z = (z1, . . . , zn), zj = x2j−1 + ix2j , j = 1, . . . , n, be coordinates of Cn. We write
zα = zα11 . . . z
αn
n , z
α = zα11 . . . z
αn
n ,
∂zj =
∂
∂zj
=
1
2
( ∂
∂x2j−1
− i ∂
∂x2j
)
, ∂zj =
∂
∂zj
=
1
2
( ∂
∂x2j−1
+ i
∂
∂x2j
)
,
∂αz = ∂
α1
z1
. . . ∂αnzn =
∂|α|
∂zα
, ∂αz = ∂
α1
z1
. . . ∂αnzn =
∂|α|
∂zα
.
For j, s ∈ Z, set δj,s = 1 if j = s, δj,s = 0 if j 6= s.
Let M be a C∞ paracompact manifold. We let TM and T ∗M denote the tangent bundle of
M and the cotangent bundle of M , respectively. The complexified tangent bundle of M and the
complexified cotangent bundle of M will be denoted by CTM and CT ∗M , respectively. Write
〈 · , · 〉 to denote the pointwise duality between TM and T ∗M . We extend 〈 · , · 〉 bilinearly to
CTM ×CT ∗M . Let G be a C∞ vector bundle over M . The fiber of G at x ∈M will be denoted
by Gx. Let E be a vector bundle over a C
∞ paracompact manifold M1. We write G ⊠ E∗ to
denote the vector bundle over M ×M1 with fiber over (x, y) ∈M ×M1 consisting of the linear
maps from Ey to Gx. Let Y ⊂ M be an open set. From now on, the spaces of distribution
sections of G over Y and smooth sections of G over Y will be denoted by D′(Y,G) and C∞(Y,G),
respectively. Let E′(Y,G) be the subspace of D′(Y,G) whose elements have compact support in
Y . For m ∈ R, let Hm(Y,G) denote the Sobolev space of order m of sections of G over Y . Put
Hmloc (Y,G) =
{
u ∈ D′(Y,G); ϕu ∈ Hm(Y,G), ∀ϕ ∈ C∞0 (Y )
}
,
Hmcomp (Y,G) = H
m
loc(Y,G) ∩E′(Y,G) .
We recall the Schwartz kernel theorem [9, Theorems 5.2.1, 5.2.6], [16, ThoremB.2.7]. Let G and
E be C∞ vector bundles over paracompact orientable C∞ manifolds M and M1, respectively,
equipped with smooth densities of integration. If A : C∞0 (M1, E)→ D′(M,G) is continuous, we
write KA(x, y) or A(x, y) to denote the distribution kernel of A. The following two statements
are equivalent
(1) A is continuous: E′(M1, E)→ C∞(M,G),
(2) KA ∈ C∞(M ×M1, G⊠ E∗).
If A satisfies (1) or (2), we say that A is smoothing on M ×M1. Let A,B : C∞0 (M1, E) →
D′(M,G) be continuous operators. We write
A ≡ B (on M ×M1) (2.1)
if A−B is a smoothing operator. If M =M1, we simply write ”on M”.
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We say that A is properly supported if the restrictions of the two projections (x, y) 7→ x,
(x, y) 7→ y to SuppKA are proper.
Let H(x, y) ∈ D′(M ×M1, G ⊠ E∗). We write H to denote the unique continuous operator
C∞0 (M1, E) → D′(M,G) with distribution kernel H(x, y). In this work, we identify H with
H(x, y).
2.2. Some standard notations in semi-classical analysis. Let W1 be an open set in R
N1
and letW2 be an open set in R
N2 . Let E and F be vector bundles over W1 andW2, respectively.
An m-dependent continuous operator Am : C
∞
0 (W2, F ) → D′(W1, E) is called m-negligible on
W if, for m large enough, Am is smoothing and, for any K ⋐ W1 ×W2, any multi-indices α, β
and any N ∈ N, there exists CK,α,β,N > 0 such that
|∂αx ∂βyAm(x, y)| ≤ CK,α,β,Nm−N on K, ∀m≫ 1. (2.2)
In that case we write
Am(x, y) = O(m
−∞) on W1 ×W2,
or
Am = O(m
−∞) on W1 ×W2.
If Am, Bm : C
∞
0 (W2, F ) → D′(W1, E) are m-dependent continuous operators, we write Am =
Bm+O(m
−∞) onW1×W2 or Am(x, y) = Bm(x, y)+O(m−∞) onW1×W2 if Am−Bm = O(m−∞)
on W1 ×W2. When W =W1 =W2, we sometime write ”on W”.
Let X and M be smooth manifolds and let E and F be vector bundles over X and M ,
respectively. Let Am, Bm : C
∞(M,F ) → C∞(X,E) be m-dependent smoothing operators. We
write Am = Bm + O(m
−∞) on X ×M if on every local coordinate patch D of X and local
coordinate patch D1 of M , Am = Bm+O(m
−∞) on D×D1. When X =M , we sometime write
on X.
We recall the definition of the semi-classical symbol spaces
Definition 2.1. Let W be an open set in RN . Let
S(1;W ) :=
{
a ∈ C∞(W ) | ∀α ∈ NN0 : sup
x∈W
|∂αa(x)| <∞
}
,
S0loc (1;W ) :=
{
(a(·,m))m∈R | ∀α ∈ NN0 ,∀χ ∈ C∞0 (W ) : sup
m∈R,m≥1
sup
x∈W
|∂α(χa(x,m))| <∞
}
.
For k ∈ R, let
Skloc(1) := S
k
loc(1;W ) =
{
(a(·,m))m∈R | (m−ka(·,m)) ∈ S0loc (1;W )
}
.
Hence a(·,m) ∈ Skloc(1;W ) if for every α ∈ NN0 and χ ∈ C∞0 (W ), there exists Cα > 0 independent
of m, such that |∂α(χa(·,m))| ≤ Cαmk holds on W .
Consider a sequence aj ∈ Skjloc (1), j ∈ N0, where kj ց −∞, and let a ∈ Sk0loc (1). We say
a(·,m) ∼
∞∑
j=0
aj(·,m) in Sk0loc (1),
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if, for every ℓ ∈ N0, we have a −
∑ℓ
j=0 aj ∈ Skℓ+1loc (1) . For a given sequence aj as above, we
can always find such an asymptotic sum a, which is unique up to an element in S−∞loc (1) =
S−∞loc (1;W ) := ∩kSkloc (1).
Similarly, we can define Skloc (1;Y,E) in the standard way, where Y is a smooth manifold and
E is a vector bundle over Y .
2.3. CR manifolds and bundles. Let (X,T 1,0X) be a compact, connected and orientable CR
manifold of dimension 2n + 1, n ≥ 1, where T 1,0X is a CR structure of X, that is, T 1,0X is a
subbundle of rank n of the complexified tangent bundle CTX, satisfying T 1,0X ∩ T 0,1X = {0},
where T 0,1X = T 1,0X, and [V,V] ⊂ V, where V = C∞(X,T 1,0X). There is a unique subbundle
HX of TX such that CHX = T 1,0X ⊕ T 0,1X, i.e. HX is the real part of T 1,0X ⊕ T 0,1X.
Let J : HX → HX be the complex structure map given by J(u + u) = iu − iu, for every
u ∈ T 1,0X. By complex linear extension of J to CTX, the i-eigenspace of J is T 1,0X ={
V ∈ CHX : JV = √−1V } .We shall also write (X,HX, J) to denote a compact CRmanifold.
We fix a real non-vanishing 1 form ω0 ∈ C(X,T ∗X) so that 〈ω0(x) , u 〉 = 0, for every
u ∈ HxX, for every x ∈ X. For each x ∈ X, we define a quadratic form on HX by
Lx(U, V ) = 1
2
dω0(JU, V ),∀ U, V ∈ HxX. (2.3)
We extend L to CHX by complex linear extension. Then, for U, V ∈ T 1,0x X,
Lx(U, V ) = 1
2
dω0(JU, V ) = − 1
2i
dω0(U, V ). (2.4)
The Hermitian quadratic form Lx on T 1,0x X is called Levi form at x. We recall that in this
paper, we always assume that the Levi form L on T 1,0X is non-degenerate of constant signature
(n−, n+) on X, where n− denotes the number of negative eigenvalues of the Levi form and
n+ denotes the number of positive eigenvalues of the Levi form. Let T ∈ C∞(X,TX) be the
non-vanishing vector field determined by
ω0(T ) = −1,
dω0(T, ·) ≡ 0 on TX.
(2.5)
Note that X is a contact manifold with contact form ω0, contact plane HX and T is the Reeb
vector field.
Fix a smooth Hermitian metric 〈· | ·〉 on CTX so that T 1,0X is orthogonal to T 0,1X, 〈u | v〉
is real if u, v are real tangent vectors, 〈T |T 〉 = 1 and T is orthogonal to T 1,0X ⊕ T 0,1X.
For u ∈ CTX, we write |u|2 := 〈u|u〉. Denote by T ∗1,0X and T ∗0,1X the dual bundles T 1,0X
and T 0,1X, respectively. They can be identified with subbundles of the complexified cotangent
bundle CT ∗X. Define the vector bundle of (0, q)-forms by T ∗0,qX := ∧qT ∗0,1X. The Hermitian
metric 〈·|·〉 on CTX induces, by duality, a Hermitian metric on CT ∗X and also on the bundles
of (0, q) forms T ∗0,qX, q = 0, 1, · · · , n. We shall also denote all these induced metrics by 〈·|·〉.
Note that we have the pointwise orthogonal decompositions:
CT ∗X = T ∗1,0X ⊕ T ∗0,1X ⊕ {λω0 : λ ∈ C} ,
CTX = T 1,0X ⊕ T 0,1X ⊕ {λT : λ ∈ C} . (2.6)
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For x, y ∈ X, let d(x, y) denote the distance between x and y induced by the Hermitian metric
〈· | ·〉. Let A be a subset of X. For every x ∈ X, let d(x,A) := inf {d(x, y); y ∈ A}.
Let Ω0,q(D) denote the space of smooth sections of T ∗0,qX over D and let Ω0,q0 (D) be the
subspace of Ω0,q(D) whose elements have compact support in D.
2.4. Contact reduction. Let G be a connected compact Lie group with Lie algebra g such
that dimRG = d. We assume that the Lie group G acts on X preserving ω0, i.e. g
∗ω0 = ω0,
for any g ∈ G. For any ξ ∈ g, there is an induced vector field ξX on X given by (ξXu)(x) =
∂
∂t
(u(exp(tξ) ◦ x)) |t=0, for any u ∈ C∞(X).
Definition 2.2. The contact moment map associated to the form ω0 is the map µ : X → g∗
such that, for all x ∈ X and ξ ∈ g, we have
〈µ(x), ξ〉 = ω0(ξX(x)). (2.7)
We now recall the contact reduction from [1, 6]. It was shown in [1, 6] that the contact
moment map is G-equivariant, so G acts on Y := µ−1(0), where G acts on g∗ through co-adjoint
represent. Since we assume that the action of G on Y is globally free, YG := µ
−1(0)/G is
a smooth manifold. Let π : Y → YG and ι : Y →֒ X be the natural quotient and inclusion,
respectively, then there is a unique induced contact form ω˜0 on YG such π
∗ω˜0 = ι∗ω0. We denote
by
HY := Kerω0 ∩ T (µ−1(0)) = HX ∩ TY, (2.8)
then the induced contact plane on YG is
HYG := π∗HY. (2.9)
In particular, dimHY = 2n − d and dimHYG = 2n− 2d.
2.5. CR reduction. In this subsection we study the reduction of CR manifolds with non-
degenerate Levi curvature which is a CR analogue of the reduction on complex manifolds con-
sidered in [28, §2.1]. For the case of strictly pseudoconvex CR manifolds, the CR reduction was
also studied in [14].
Recall that we work with Assumption 1.2. Let b be the nondegenerate bilinear form on HX
such that
b(·, ·) = dω0(·, J ·). (2.10)
We denote by g := Span(ξX , ξ ∈ g) the tangent bundle of the orbits in X. Let
g⊥b =
{
v ∈ HX; b(ξX , v) = 0, ∀ξX ∈ g
}
. (2.11)
Since the Levi form is non-degenerate, when restricted to g× g, the bilinear form b is nondegen-
erate on Y . In the following lemma, we don’t assume that the Levi form is non-degenerate
Lemma 2.3. When restricted to g× g, the bilinear form b is nondegenerate on Y .
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Proof. For x ∈ Y, V ∈ HxX and ξ ∈ g, by (2.7) and (2.10), we have
bx(ξX , JV ) = −dω0(x)(ξX , V ) = − (dµ(x)(V )) (ξ). (2.12)
Therefore,
JV ∈ g⊥b |Y ⇐⇒ dµ(x)(V ) = 0. (2.13)
Since Y = µ−1(0), we have
dµ(x)(V ) = 0 ⇐⇒ V ∈ TxY. (2.14)
In particular, for x ∈ Y , dim g⊥b
x
= dim(HxX ∩TxY ) = dimHxY = 2n−d. Moreover, dim g = d
and g + g⊥b = HX. We conclude that, when restricted to Y , this sum is a direct sum, hence
g
x
∩ g⊥b
x
= {0} . The lemma is proved. 
Let U be a small open G-invariant neighborhood of Y . Since G acts freely on Y , we can thus
also assume that G acts freely on U . Since g
x
∩ g⊥b
x
= {0}, for x ∈ Y , we have, for x ∈ Y ,
HxU = gx ⊕ g⊥bx . (2.15)
Then, by (2.15), we can choose the horizontal bundles of the fibrations U → UG := U/G and
Y → YG to be
HHU = g⊥b |U (2.16)
and
HHY := HHU |Y ∩HY. (2.17)
Hence
HY = g|Y ⊕HHY. (2.18)
Lemma 2.4.
g⊥b |Y = JHY. (2.19)
HU |Y = Jg|Y ⊕HY = g|Y ⊕ Jg|Y ⊕HHY. (2.20)
Proof. The identity (2.19) follows from (2.13) and (2.14). For x ∈ Y, V ∈ HxY and ξ ∈ g,
bx(JξX , V ) = dω0(x)(ξX , V ) = (dµ(x)(V )) (ξ) = 0. (2.21)
Using (2.21), dimHxU = dimHxY + dim Jgx, and the fact that b is nondegenerate on JHY ,
we obtain (2.20). 
By (2.16), (2.17) and (2.19), we have
HHY = JHY ∩HY. (2.22)
In particular, HHY is preserved by J , so we can define the homomorphism JG on HYG in the
following way: For V ∈ HYG, we denote by V H its lift in HHY , and we define JG on YG by
(JGV )
H = J(V H). (2.23)
Hence, we have JG : HYG → HYG such that J2G = − id, where id denotes the identity map
id : HYG → HYG. By complex linear extension of JG to CTYG, we can define the i-eigenspace
of JG is given by T
1,0YG =
{
V ∈ CHYG : JGV =
√−1V } .
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Theorem 2.5. The subbundle T 1,0YG is a CR structure of YG.
Proof. Let u, v ∈ C∞(YG, T 1,0YG), then we can find U, V ∈ C∞(YG, TYG) such that
u = U −√−1JGU, v = V −
√−1JGV.
By (2.23), we have
uH = UH −√−1JUH , v = V H −√−1JV H ∈ T 1,0X ∩ CHY.
Since T 1,0X is a CR structure and it is clearly that [uH , vH ] ∈ CHY, we have [uH , vH ] ∈
T 1,0X ∩ CHY. Hence, there is a W ∈ C∞(X,HX) such that
[uH , vH ] =W −√−1JW.
In particular, W,JW ∈ HY . Thus, W ∈ HY ∩ JHY = HHY . Let XH ∈ HHY be a lift of
X ∈ TYG such that XH =W . Then we have
[u, v] = π∗[uH , vH ] = π∗(XH −
√−1JXH) = X −√−1JGX ∈ T 1,0YG,
i.e. we have [C∞(YG, T 1,0YG), C∞(YG, T 1,0YG)] ⊂ C∞(YG, T 1,0YG). Therefore, T 1,0YG is a CR
structure of YG. 
3. G-invariant Szego¨ kernel asymptotics
In this section, we will establish asymptotic expansion for the G-invariant Szego¨ kernel. We
first review some well-known results for Szego¨ kernel.
3.1. Szego¨ kernel asymptotics. In this subsection, we don’t assume that our CR manifold
admits a compact Lie group action but we still assume that the Levi form is non-degenerate
of constant signature (n−, n+). The Hermitian metric 〈 · | · 〉 on CTX induces, by duality, a
Hermitian metric on CT ∗X and also on the bundles of (0, q) forms T ∗0,qX, q = 0, 1, . . . , n. We
shall also denote all these induced metrics by 〈 · | · 〉. For u ∈ T ∗0,qX, we write |u|2 := 〈u |u 〉.
Let D ⊂ X be an open set. Let Ω0,q(D) denote the space of smooth sections of T ∗0,qX over D
and let Ω0,q0 (D) be the subspace of Ω
0,q(D) whose elements have compact support in D.
Let
∂b : Ω
0,q(X)→ Ω0,q+1(X) (3.1)
be the tangential Cauchy-Riemann operator. Let dv(x) be the volume form induced by the
Hermitian metric 〈 · | · 〉. The natural global L2 inner product ( · | · ) on Ω0,q(X) induced by
dv(x) and 〈 · | · 〉 is given by
(u | v ) :=
∫
X
〈u(x) | v(x) 〉 dv(x) , u, v ∈ Ω0,q(X) . (3.2)
We denote by L2(0,q)(X) the completion of Ω
0,q(X) with respect to ( · | · ). We write L2(X) :=
L2(0,0)(X). We extend ( · | · ) to L2(0,q)(X) in the standard way. For f ∈ L2(0,q)(X), we denote
‖f‖2 := ( f | f ). We extend ∂b to L2(0,r)(X), r = 0, 1, . . . , n, by
∂b : Dom ∂b ⊂ L2(0,r)(X)→ L2(0,r+1)(X) , (3.3)
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where Dom ∂b := {u ∈ L2(0,r)(X); ∂bu ∈ L2(0,r+1)(X)} and, for any u ∈ L2(0,r)(X), ∂bu is defined
in the sense of distributions. We also write
∂
∗
b : Dom ∂
∗
b ⊂ L2(0,r+1)(X)→ L2(0,r)(X) (3.4)
to denote the Hilbert space adjoint of ∂b in the L
2 space with respect to ( · | · ). Let (q)b denote
the (Gaffney extension) of the Kohn Laplacian given by
Dom
(q)
b =
{
s ∈ L2(0,q)(X); s ∈ Dom ∂b ∩Dom ∂
∗
b , ∂bs ∈ Dom ∂∗b ,
∂
∗
bs ∈ Dom ∂b
}
,

(q)
b s = ∂b∂
∗
bs+ ∂
∗
b∂bs for s ∈ Dom(q)b .
(3.5)
By a result of Gaffney, for every q = 0, 1, . . . , n, 
(q)
b is a positive self-adjoint operator (see [16,
Proposition 3.1.2]). That is, 
(q)
b is self-adjoint and the spectrum of 
(q)
b is contained in R+,
q = 0, 1, . . . , n. Let
S(q) : L2(0,q)(X)→ Ker(q)b (3.6)
be the orthogonal projections with respect to the L2 inner product ( · | · ) and let
S(q)(x, y) ∈ D′(X ×X,T ∗0,qX ⊠ (T ∗0,qX)∗) (3.7)
denote the distribution kernel of S(q).
We recall Ho¨rmander symbol space. Let D ⊂ X be a local coordinate patch with local
coordinates x = (x1, . . . , x2n+1).
Definition 3.1. For m ∈ R, Sm1,0(D×D×R+, T ∗0,qX⊠(T ∗0,qX)∗) is the space of all a(x, y, t) ∈
C∞(D×D×R+, T ∗0,qX⊠(T ∗0,qX)∗) such that, for all compact K ⋐ D×D and all α, β ∈ N2n+10 ,
γ ∈ N0, there is a constant Cα,β,γ > 0 such that
|∂αx ∂βy ∂γt a(x, y, t)| ≤ Cα,β,γ(1 + |t|)m−γ , ∀(x, y, t) ∈ K × R+, t ≥ 1.
Put
S−∞(D ×D × R+, T ∗0,qX ⊠ (T ∗0,qX)∗)
:=
⋂
m∈R
Sm1,0(D ×D × R+, T ∗0,qX ⊠ (T ∗0,qX)∗).
Let aj ∈ Smj1,0 (D × D × R+, T ∗0,qX ⊠ (T ∗0,qX)∗), j = 0, 1, 2, . . . with mj → −∞, as j → ∞.
Then there exists a ∈ Sm01,0 (D × D × R+, T ∗0,qX ⊠ (T ∗0,qX)∗) unique modulo S−∞, such that
a−∑k−1j=0 aj ∈ Smk1,0 (D ×D × R+, T ∗0,qX ⊠ (T ∗0,qX)∗) for k = 0, 1, 2, . . ..
If a and aj have the properties above, we write a ∼
∑∞
j=0 aj in S
m0
1,0
(
D ×D × R+, T ∗0,qX ⊠
(T ∗0,qX)∗
)
. We write
s(x, y, t) ∈ Smcl
(
D ×D × R+, T ∗0,qX ⊠ (T ∗0,qX)∗
)
(3.8)
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if s(x, y, t) ∈ Sm1,0
(
D ×D × R+, T ∗0,qX ⊠ (T ∗0,qX)∗
)
and
s(x, y, t) ∼
∞∑
j=0
sj(x, y)tm−j in Sm1,0
(
D ×D × R+ , T ∗0,qX ⊠ (T ∗0,qX)∗
)
,
sj(x, y) ∈ C∞(D ×D,T ∗0,qX ⊠ (T ∗0,qX)∗), j ∈ N0.
(3.9)
The following is well-known (see Theorem 4.8 in [12])
Theorem 3.2. Given q = 0, 1, 2, . . . , n. Assume that q /∈ {n−, n+}. Then, S(q) ≡ 0 on X.
The following is also well-known (see Theorem 1.2 in [10], Theorem 4.7 in [12] and see also [2]
for q = 0)
Theorem 3.3. We recall that we work with the assumption that the Levi form is non-degenerate
of constant signature (n−, n+) on X. Let q = n− or n+. Suppose that 
(q)
b has L
2 closed range.
Then,
S(q)(x, y) ∈ C∞(X ×X \ diag (X ×X), T ∗0,qX ⊠ (T ∗0,qX)∗).
Let D ⊂ X be any local coordinate patch with local coordinates x = (x1, . . . , x2n+1). Then, there
exist continuous operators
S−, S+ : Ω
0,q
0 (D)→ D′(D,T ∗0,qX)
such that
S(q) ≡ S− + S+ on D, (3.10)
S− = 0 if q 6= n−,
S+ = 0 if q 6= n+,
(3.11)
and if q = n−, S−(x, y) satisfies
S−(x, y) ≡
∫ ∞
0
eiϕ−(x,y)ts−(x, y, t)dt on D
with
s−(x, y, t) ∈ Sn1,0(D ×D ×R+, T ∗0,qX ⊠ (T ∗0,qX)∗),
s−(x, y, t) ∼
∞∑
j=0
sj−(x, y)t
n−j in Sn1,0(D ×D × R+, T ∗0,qX ⊠ (T ∗0,qX)∗),
sj−(x, y) ∈ C∞(D ×D,T ∗0,qX ⊠ (T ∗0,qX)∗), j = 0, 1, 2, 3, . . . ,
s0−(x, x) 6= 0, ∀x ∈ D,
(3.12)
and the phase function ϕ− satisfies
ϕ− ∈ C∞(D ×D), Imϕ−(x, y) ≥ 0,
ϕ−(x, x) = 0, ϕ−(x, y) 6= 0 if x 6= y,
dxϕ−(x, y)
∣∣
x=y
= −ω0(x), dyϕ−(x, y)
∣∣
x=y
= ω0(x),
ϕ−(x, y) = −ϕ−(y, x),
(3.13)
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if q = n+, then S+(x, y) satisfies
S+(x, y) ≡
∫ ∞
0
eiϕ+(x,y)ts+(x, y, t)dt on D
with
s+(x, y, t) ∈ Sn1,0(D ×D ×R+, T ∗0,qX ⊠ (T ∗0,qX)∗),
s+(x, y, t) ∼
∞∑
j=0
sj+(x, y)t
n−j in Sn1,0(D ×D × R+, T ∗0,qX ⊠ (T ∗0,qX)∗),
sj+(x, y) ∈ C∞(D ×D,T ∗0,qX ⊠ (T ∗0,qX)∗), j = 0, 1, 2, 3, . . . ,
s0+(x, x) 6= 0, ∀x ∈ D,
(3.14)
and −ϕ+(x, y) = ϕ−(x, y).
The following result describes the phase function in local coordinates (see chapter 8 of part I
in [10])
Theorem 3.4. For a given point p ∈ X, let {Wj}nj=1 be an orthonormal frame of T 1,0X in a
neighborhood of p such that the Levi form is diagonal at p, i.e. Lx0(Wj,W s) = δj,sµj, j, s =
1, . . . , n. We take local coordinates x = (x1, . . . , x2n+1), zj = xj + ixd+j , j = 1, . . . , d, zj =
x2j−1 + ix2j , j = d + 1, . . . , n, defined on some neighborhood of p such that ω0(p) = dx2n+1,
x(p) = 0, and, for some cj ∈ C, j = 1, . . . , n ,
Wj =
∂
∂zj
− iµjzj ∂
∂x2n+1
− cjx2n+1 ∂
∂x2n+1
+
2n∑
k=1
aj,k(x)
∂
∂xk
+O(|x|2), j = 1, . . . , n , (3.15)
where aj,k(x) ∈ C∞, aj,k(x) = O(|x|), for every j = 1, . . . , n, k = 1, . . . , 2n. Set y =
(y1, . . . , y2n+1), wj = yj + iyd+j , j = 1, . . . , d, wj = y2j−1 + iy2j , j = d + 1, . . . , n. Then,
for ϕ− in Theorem 3.3, we have
Imϕ−(x, y) ≥ c
2n∑
j=1
|xj − yj|2, c > 0, (3.16)
in some neighbourhood of (0, 0) and
ϕ−(x, y) = −x2n+1 + y2n+1 + i
n∑
j=1
|µj||zj − wj|2
+
n∑
j=1
(
iµj(zjwj − zjwj) + cj(−zjx2n+1 + wjy2n+1)
+ cj(−zjx2n+1 + wjy2n+1)
)
+ (x2n+1 − y2n+1)f(x, y) +O(|(x, y)|3),
(3.17)
where f is smooth and satisfies f(0, 0) = 0, f(x, y) = f(y, x).
The following formula for the leading term s0− on the diagonal follows from [10, §9].
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Theorem 3.5. We assume that the Levi form is non-degenerate of constant signature (n−, n+)
at each point of X. Suppose that 
(q)
b has L
2 closed range. If q = n−, then, for the leading term
s0−(x, y) of the expansion (3.12) of s−(x, y, t), we have
s0−(x0, x0) =
1
2
π−n−1|detLx0 |τx0,n− , x0 ∈ D, (3.18)
where detLx0 is given by (1.11) and τx0,n− is given by (1.13).
Similarly, if q = n+, then, for the leading term s
0
+(x, y) of the expansion (3.14) of s+(x, y, t),
we have
s0+(x0, x0) =
1
2
π−n−1|detLx0 |τx0,n+ , x0 ∈ D, (3.19)
where τx0,n+ is given by (1.13).
3.2. G-invariant Szego¨ kernel. Fix g ∈ G. Let g∗ : Λrx(CT ∗X) → Λrg−1◦x(CT ∗X) be the
pull-back map. Since G preserves J , we have
g∗ : T ∗0,qx X → T ∗0,qg−1◦xX, ∀x ∈ X.
Thus, for u ∈ Ω0,q(X), we have g∗u ∈ Ω0,q(X) and we write (g∗u)(x) := u(g ◦ x). Put
Ω0,q(X)G :=
{
u ∈ Ω0,q(X); g∗u = u, ∀g ∈ G} .
Now, we assume that the Hermitian metric 〈 · | · 〉 on CTX is G-invariant and g is orthogonal
to HY
⋂
JHY at every point of Y . The Hermitian metric is G-invariant means that, for any
G-invariant vector fields U and V , 〈U |V 〉 is G-invariant. Then the L2 inner product ( · | · ) on
Ω0,q(X) induced by 〈 · | · 〉 is G-invariant, that is, (u | v ) = ( g∗u | g∗v ), for all u, v ∈ Ω0,q(X), g ∈
G. Let u ∈ L2(0,q)(X) and let g ∈ G. Take uj ∈ Ω0,q(X), j = 1, 2, . . ., with uj → u in L2(0,q)(X)
as j → ∞. Since ( · | · ) is G-invariant, there is a v ∈ L2(0,q)(X) such that v = limj→∞ g∗uj. We
define g∗u := v. It is clear that the definition is well-defined. We have g∗ : L2(0,q)(X)→ L2(0,q)(X).
Put
L2(0,q)(X)
G :=
{
u ∈ L2(0,q)(X); g∗u = u, ∀g ∈ G
}
.
It is not difficult to see that L2(0,q)(X)
G is the completion of Ω0,q(X)G with respect to ( · | · ). We
write L2(X)G := L2(0,0)(X)
G. Since G preserves J and ( · | · ) is G-invariant, it is straightforward
to see that
g∗∂b = ∂bg∗ on Ω0,q(X), for all g ∈ G,
g∗∂∗b = ∂
∗
bg
∗ on Ω0,q(X), for all g ∈ G,
g∗(q)b = 
(q)
b g
∗ on Ω0,q(X), for all g ∈ G.
(3.20)
From (3.20), we conclude that, for every g ∈ G,
g∗ : Dom ∂b → Dom ∂b,
g∗ : Dom ∂∗b → Dom ∂∗b ,
g∗ : Dom(q)b → Dom(q)b
(3.21)
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and
g∗∂b = ∂bg∗ on Dom ∂b,
g∗∂∗b = ∂
∗
bg
∗ on Dom ∂∗b ,
g∗(q)b = 
(q)
b g
∗ on Dom(q)b .
(3.22)
Put (Ker
(q)
b )
G := Ker
(q)
b
⋂
L2(0,q)(X)
G. The G-invariant Szego¨ projection is the orthogonal
projection
S
(q)
G : L
2
(0,q)(X)→ (Ker(q)b )G
with respect to ( · | · ). Let S(q)G (x, y) ∈ D′(X×X,T ∗0,qX⊠ (T ∗0,qX)∗) be the distribution kernel
of SG. Let dµ be a Haar measure on G. Then,
S
(q)
G (x, y) =
1
|G|dµ
∫
G
S(q)(x, g ◦ y)dµ(g), (3.23)
where
|G|dµ :=
∫
G
dµ. (3.24)
Note that the integral (3.23) is defined in the sense of distribution.
3.3. G-invariant Szego¨ kernel asymptotics near µ−1(0). In this section, we will study
G-invariant Szego¨ kernel near µ−1(0).
Let e0 ∈ G be the identity element. Let v = (v1, . . . , vd) be the local coordinates of G defined
in a neighborhood V of e0 with v(e0) = (0, . . . , 0). From now on, we will identify the element
e ∈ V with v(e). We first need
Theorem 3.6. Let p ∈ µ−1(0). There exist local coordinates v = (v1, . . . , vd) of G defined in a
neighborhood V of e0 with v(e0) = (0, . . . , 0), local coordinates x = (x1, . . . , x2n+1) of X defined
in a neighborhood U = U1 × U2 of p with 0↔ p, where U1 ⊂ Rd is an open set of 0 ∈ Rd, U2 ⊂
R
2n+1−d is an open set of 0 ∈ R2n+1−d and a smooth function γ = (γ1, . . . , γd) ∈ C∞(U2, U1)
with γ(0) = 0 ∈ Rd such that
(v1, . . . , vd) ◦ (γ(xd+1, . . . , x2n+1), xd+1, . . . , x2n+1)
= (v1 + γ1(xd+1, . . . , x2n+1), . . . , vd + γd(xd+1, . . . , x2n+1), xd+1, . . . , x2n+1),
∀(v1, . . . , vd) ∈ V, ∀(xd+1, . . . , x2n+1) ∈ U2,
(3.25)
g = span
{
∂
∂x1
, . . . ,
∂
∂xd
}
,
µ−1(0)
⋂
U = {xd+1 = · · · = x2d = 0} ,
On µ−1(0)
⋂
U , we have J( ∂
∂xj
) = ∂
∂xd+j
+ aj(x)
∂
∂x2n+1
, j = 1, 2, . . . , d,
(3.26)
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where aj(x) is a smooth function on µ
−1(0)
⋂
U , independent of x1, . . . , x2d, x2n+1 and aj(0) = 0,
j = 1, . . . , d,
T 1,0p X = span {Z1, . . . , Zn} ,
Zj =
1
2
(
∂
∂xj
− i ∂
∂xd+j
)(p), j = 1, . . . , d,
Zj =
1
2
(
∂
∂x2j−1
− i ∂
∂x2j
)(p), j = d+ 1, . . . , n,
〈Zj |Zk 〉 = δj,k, j, k = 1, 2, . . . , n,
Lp(Zj , Zk) = µjδj,k, j, k = 1, 2, . . . , n
(3.27)
and
ω0(x) = (1 +O(|x|))dx2n+1 +
d∑
j=1
4µjxd+jdxj
+
n∑
j=d+1
2µjx2jdx2j−1 −
n∑
j=d+1
2µjx2j−1dx2j +
2n∑
j=d+1
bjx2n+1dxj +O(|x|2),
(3.28)
where bd+1 ∈ R, . . . , b2n ∈ R.
Proof. From the standard proof of Frobenius Theorem, it is not difficult to see that there exist
local coordinates v = (v1, . . . , vd) of G defined in a neighborhood V of e0 with v(e0) = (0, . . . , 0)
and local coordinates x = (x1, . . . , x2n+1) of X defined in a neighborhood U of p with x(p) = 0
such that
(v1, . . . , vd) ◦ (0, . . . , 0, xd+1, . . . , x2n+1)
= (v1, . . . , vd, xd+1, . . . , x2n+1), ∀(v1, . . . , vd) ∈ V, ∀(0, . . . , 0, xd+1, . . . , x2n+1) ∈ U,
(3.29)
and
g = span
{
∂
∂x1
, . . . ,
∂
∂xd
}
. (3.30)
Since p ∈ µ−1(0), we have ω0(p)( ∂∂xj (p)) = 0, j = 1, 2, . . . , d, and hence ∂∂xj (p) ∈ HpX, j =
1, 2, . . . , d. Consider the linear map
R : g
p
→ g
p
,
u→ Ru, 〈Ru | v 〉 = 〈 dω0 , Ju ∧ v 〉.
Since R is self-adjoint, by using linear transformation in (x1, . . . , xd), we can take (x1, . . . , xd)
such that
〈R ∂
∂xj
(p) | ∂
∂xk
(p) 〉 = 4µjδj,k, j, k = 1, 2, . . . , d,
〈 ∂
∂xj
(p) | ∂
∂xk
(p) 〉 = 2δj,k, j, k = 1, 2, . . . , d.
(3.31)
By taking linear transformation in (v1, . . . , vd), (3.29) still hold.
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Let ω0(
∂
∂xj
) = aj(x) ∈ C∞(U), j = 1, 2, . . . , d. Since aj(x) is G-invariant, we have ∂aj (x)∂xs = 0,
j, s = 1, 2, . . . , d. By the defintion of the moment map, we have
µ−1(0)
⋂
U = {x ∈ U ; a1(x) = · · · = ad(x) = 0} . (3.32)
Since p is a regular value of the moment map µ, the matrix
(
∂aj
∂xs
(p)
)
1≤j≤d,d+1≤s≤2n+1
is
of rank d. We may assume that the matrix
(
∂aj
∂xs
(p)
)
1≤j≤d,d+1≤s≤2d
is non-singular. Thus,
(x1, . . . , xd, a1, . . . , ad, x2d+1, . . . , x2n+1) are also local coordinates of X. Hence, we can take
v = (v1, . . . , vd) and x = (x1, . . . , x2n+1) such that (3.29), (3.30), (3.31) hold and
µ−1(0)
⋂
U = {x = (x1, . . . , x2n+1) ∈ U ; xd+1 = · · · = x2d = 0} . (3.33)
On µ−1(0)
⋂
U , let
J(
∂
∂xj
) = bj,1(x)
∂
∂x1
+ · · ·+ bj,2n+1(x) ∂
∂x2n+1
, j = 1, 2, . . . , d.
Since we only work on µ−1(0), bj,k(x) is independent of xd+1, . . . , x2d, for all j = 1, . . . , d,
k = 1, . . . , 2n + 1. Moreover, it is easy to see that bj,k(x) is also independent of x1, . . . , xd,
for all j = 1, . . . , d, k = 1, . . . , 2n + 1. Let x˜′′ = (x2d+1, . . . , x2n+1). Hence, bj,k(x) = bj,k(x˜′′),
j = 1, . . . , d, k = 1, . . . , 2n+1. We claim that the matrix (bj,k(x˜
′′))1≤j≤d,d+1≤k≤2d is non-singular
near p. If not, it is easy to see that there is a non-zero vector u ∈ Jg⋂HY , where Y = µ−1(0).
Let u = Jv, v ∈ g. Then, v ∈ g⋂ JHY = g⋂ g⊥b (see (2.19)). Since g ∩ g⊥b = {0} on µ−1(0),
we deduce that v = 0 and we get a contradiction. The claim follows. From the claim, we can
use linear transformation in (xd+1, . . . , x2d) (the linear transform depends smoothly on x˜
′′) and
we can take (xd+1, . . . , x2d) such that on µ
−1(0),
J(
∂
∂xj
) = bj,1(x˜
′′)
∂
∂x1
+ · · ·+bj,d(x˜′′) ∂
∂xd
+
∂
∂xd+j
+bj,2d+1(x˜
′′)
∂
∂x2d+1
+ · · ·+bj,2n+1(x˜′′) ∂
∂x2n+1
,
(3.34)
where j = 1, 2, . . . , d. Consider the coordinates change:
x = (x1, . . . , x2n+1)→ u = (u1, . . . , u2n+1),
(x1, . . . , x2n+1)
→ (x1 −
d∑
j=1
bj,1(x˜
′′)xd+j , . . . , xd −
d∑
j=1
bj,d(x˜
′′)xd+j , xd+1, . . . , x2d,
x2d+1 −
d∑
j=1
bj,2d+1(x˜
′′)xd+j , . . . , x2n+1 −
d∑
j=1
bj,2n+1(x˜
′′)xd+j).
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Then,
∂
∂xj
→ ∂
∂uj
, j = 1, . . . , d, 2d + 1, . . . , 2n+ 1,
∂
∂xd+j
→ −bj,1 ∂
∂u1
− · · · − bj,d ∂
∂ud
+
∂
∂ud+j
− bj,2d+1 ∂
∂u2d+1
− · · · − bj,2n+1 ∂
∂u2n+1
, j = 1, . . . , d.
Hence, on µ−1(0)
⋂
U , J( ∂
∂xj
) → ∂
∂ud+j
, j = 1, . . . , d. Thus, we can take v = (v1, . . . , vd) and
x = (x1, . . . , x2n+1) such that (3.25), (3.30), (3.31), (3.33) hold and on µ
−1(0)
⋂
U ,
J(
∂
∂xj
) =
∂
∂xd+j
, j = 1, 2, . . . , d. (3.35)
Let Zj =
1
2 (
∂
∂xj
− i ∂
∂xd+j
)(p) ∈ T 1,0p X, j = 1, . . . , d. From (3.31), we can check that
Lp(Zj , Zk) = µjδj,k, j, k = 1, . . . , d,
〈Zj |Zk 〉 = δj,k, j, k = 1, . . . , d.
(3.36)
Since g
p
is orthogonal to HpY
⋂
JHpY and HpY
⋂
JHpY ⊂ g⊥bp , we can find an orthonormal
frame {Z1, . . . , Zd, V1, . . . , Vn−d} for T 1,0p X such that the Levi form Lp is diagonalized with
respect to Z1, . . . , Zd, V1, . . . , Vn−d, where V1 ∈ CHpY
⋂
JCHpY, . . . , Vn−d ∈ CHpY
⋂
JCHpY .
Write
ReVj =
2n+1∑
k=1
αj,k
∂
∂xk
, ImVj =
2n+1∑
k=1
βj,k
∂
∂xk
, j = 1, . . . , n− d.
We claim that αj,k = βj,k = 0, for all k = d+ 1, . . . , 2d, j = 1, . . . , n − d. Fix j = 1, . . . , n − d.
Since ReVj ∈ g⊥bp and span
{
∂
∂xd+1
, . . . , ∂
∂x2d
}
∈ g⊥b
p
, we conclude that
d∑
k=1
αj,k
∂
∂xk
+
2n∑
k=2d+1
αj,k
∂
∂xk
∈ g⊥b
p
⋂
HpY. (3.37)
From (2.19) and (3.37), we deduce that
d∑
k=1
αj,k
∂
∂xk
+
2n∑
k=2d+1
αj,k
∂
∂xk
∈ JHpY
⋂
HpY = g
⊥b
p
⋂
HpY
and hence
J
( d∑
k=1
αj,k
∂
∂xk
+
2n∑
k=2d+1
αj,k
∂
∂xk
)
∈ g⊥b
p
⋂
HpY. (3.38)
From (3.38) and notice that J(ReVj) ∈ g⊥bp , we deduce that
J(
2d∑
k=d+1
αj,k
∂
∂xk
) ∈ g
p
⋂
g⊥b
p
= {0} .
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Thus, αj,k = 0, for all k = d+1, . . . , 2d, j = 1, . . . , n−d. Similarly, we can repeat the procedure
above and deduce that βj,k = 0, for all k = d+ 1, . . . , 2d, j = 1, . . . , n− d.
Since span {ReVj, ImVj ; j = 1, . . . , n − d} is transversal to gp⊕Jgp, we can take linear trans-
formation in (x2d+1, . . . , x2n+1) so that
ReVj = αj,1
∂
∂x1
+ · · ·+ αj,d ∂
∂xd
+
∂
∂x2j−1+2d
, j = 1, 2, . . . , n− d,
ImVj = βj,1
∂
∂x1
+ · · ·+ βj,d ∂
∂xd
+
∂
∂x2j+2d
, j = 1, 2, . . . , n− d.
Consider the coordinates change:
x = (x1, . . . , x2n+1)→ u = (u1, . . . , u2n+1),
(x1, . . . , x2n+1)
→ (x1 −
d∑
j=1
αj,1x2j−1+2d −
d∑
j=1
βj,1x2j+2d, . . . , xd −
d∑
j=1
αj,dx2j−1+2d −
d∑
j=1
βj,dx2j+2d,
xd+1, . . . , x2n+1)
Then,
∂
∂xj
→ ∂
∂uj
, j = 1, . . . , 2d,
∂
∂x2j−1+2d
→ −αj,1 ∂
∂u1
− · · · − αj,d ∂
∂ud
+
∂
∂u2j−1+2d
, j = 1, . . . , n− d,
∂
∂x2j+2d
→ −βj,1 ∂
∂u1
− · · · − βj,d ∂
∂ud
+
∂
∂u2j+2d
, j = 1, . . . , n− d.
Thus, we can take v = (v1, . . . , vd) and x = (x1, . . . , x2n+1) such that (3.25), (3.26) and (3.27)
hold.
Now, we can take linear transformation in x2n+1 so that ω0(p) = dx2n+1. LetWj, j = 1, . . . , n
be an orthonormal basis of T 1,0X such that Wj(p) = Zj, j = 1, . . . , n, where Zj ∈ T 1,0p X,
j = 1, . . . , n, are as in (3.27). Let x˜ = (x˜1, . . . , x˜2n+1) be the coordinates as in Theorem 3.4. It
is easy to see that
x˜j = xj + ajx2n+1 + hj(x), hj(x) = O(|x|2), aj ∈ R, j = 1, 2, . . . , 2n,
x˜2n+1 = x2n+1 + h2n+1(x), h2n+1(x) = O(|x|2).
(3.39)
We may change x2n+1 be x2n+1 + h2n+1(0, . . . , 0, xd+1, . . . , x2n, 0) and we have
∂2x˜2n+1
∂xj∂xk
(p) = 0, j, k = {d+ 1, . . . , 2n} . (3.40)
Note that when we change x2n+1 to x2n+1 + h2n+1(0, . . . , 0, xd+1, . . . , x2n, 0),
∂
∂xj
will change
to ∂
∂xj
+ αj(x)
∂
∂x2n+1
, j = d + 1, . . . , 2n, where αj(x) is a smooth function on µ
−1(0)
⋂
U ,
independent of x1, . . . , xd, x2n+1 and αj(0) = 0, j = d + 1, . . . , 2n. Hence, on µ
−1(0)
⋂
U ,
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we have J( ∂
∂xj
) = ∂
∂xd+j
+ aj(x)
∂
∂x2n+1
, j = 1, 2, . . . , d, where aj(x) is a smooth function on
µ−1(0)
⋂
U , independent of x1, . . . , x2d, x2n+1 and aj(0) = 0, j = 1, . . . , d.
From (3.15) and (3.39), it is straightforward to see that
ω0(x˜) = (1 +O(|x˜|))dx˜2n+1 +
d∑
j=1
2µj x˜d+jdx˜j +
d∑
j=1
(−2µj x˜j)dx˜d+j
+
n∑
j=d+1
2µjx2jdx2j−1 +
n∑
j=d+1
(−2µj x˜2j−1)dx˜2j +
2n∑
j=1
bˆj x˜2n+1dx˜j +O(|x|2)
= (1 +O(|x|))dx2n+1 +
d∑
j=1
(2µjxd+j +
∂x˜2n+1
∂xj
)dxj +
d∑
j=1
(−2µjxj + ∂x˜2n+1
∂xd+j
)dxd+j
+
n∑
j=d+1
(2µjx2j +
∂x˜2n+1
∂x2j−1
)dx2j−1 +
n∑
j=d+1
(−2µjx2j−1 + ∂x˜2n+1
∂x2j
)dx2j
+
2n∑
j=1
b˜jx2n+1dxj +O(|x|2),
(3.41)
where b˜j ∈ R, bˆj ∈ R, j = 1, . . . , 2n. Note that ω0 is G-invariant. From this observation and
(3.41), we deduce that
∂2x˜2n+1
∂xj∂xk
(p) = 0, j ∈ {1, . . . , d} , k ∈ {1, . . . , d}
⋃
{2d+ 1, . . . , 2n} ,
∂2x˜2n+1
∂xd+j∂xk
(p) = 2µjδj,k, j, k ∈ {1, . . . , d} .
(3.42)
From (3.42), (3.41) and (3.40), it is straightforward to see that
ω0(x) = (1 +O(|x|))dx2n+1 +
d∑
j=1
4µjxd+jdxj
+
n∑
j=d+1
2µjx2jdx2j−1 −
n∑
j=d+1
2µjx2j−1dx2j +
2n∑
j=1
bjx2n+1dxj +O(|x|2),
(3.43)
where b1 ∈ R, . . . , b2n ∈ R. Since ω0(p)( ∂∂xj ) = 0 on xd+1 = · · · = x2d = 0, j = 1, 2, . . . , d, we
deduce that b1 = · · · = bd = 0 and we get (3.28). The theorem follows. 
We need
Theorem 3.7. Let p ∈ µ−1(0) and take local coordinates x = (x1, . . . , x2n+1) of X defined in an
open set Uof p with 0↔ p such that (3.26), (3.27) and (3.28) hold. Let ϕ−(x, y) ∈ C∞(U × U)
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be as in Theorem 3.3. Then,
ϕ−(x, y) = −x2n+1 + y2n+1 − 2
d∑
j=1
µjxjxd+j + 2
d∑
j=1
µjyjyd+j + i
n∑
j=1
|µj ||zj − wj |2
+
n∑
j=1
iµj(zjwj − zjwj) +
d∑
j=1
(− i
2
bd+j)(−zjx2n+1 + wjy2n+1)
+
d∑
j=1
(
i
2
bd+j)(−zjx2n+1 + wjy2n+1) +
n∑
j=d+1
1
2
(b2j−1 − ib2j)(−zjx2n+1 + wjy2n+1)
+
n∑
j=d+1
1
2
(b2j−1 + ib2j)(−zjx2n+1 + wjy2n+1) + (x2n+1 − y2n+1)f(x, y) +O(|(x, y)|3),
(3.44)
where zj = xj + ixd+j , j = 1, . . . , d, zj = x2j−1 + ix2j , j = 2d+ 1, . . . , 2n, µj , j = 1, . . . , n, and
bd+1 ∈ R, . . . , b2n ∈ R are as in (3.28) and f is smooth and satisfies f(0, 0) = 0, f(x, y) = f(y, x).
Proof. Let x˜ = (x˜1, . . . , x˜2n+1) be the coordinates as in Theorem 3.4. It is easy to see that
x˜j = xj + ajx2n+1 + hj(x), hj(x) = O(|x|2), aj ∈ R, j = 1, 2, . . . , 2n,
x˜2n+1 = x2n+1 + h2n+1(x), h2n+1(x) = O(|x|2).
(3.45)
From (3.15), it is straightforward to see that
ω0(x˜) = (1 +O(|x˜|))dx˜2n+1 +
d∑
j=1
2µj x˜d+jdx˜j +
d∑
j=1
(−2µjx˜j)dx˜d+j
+
n∑
j=d+1
2µjx2jdx2j−1 +
n∑
j=d+1
(−2µj x˜2j−1)dx˜2j +
2n∑
j=1
bˆjx˜2n+1dx˜j +O(|x|2),
(3.46)
where
bˆj = cj + cj, j ∈ {1, . . . , d}
⋃
{2d+ 1, 2d+ 3, . . . , 2n − 1} ,
bˆj = icj − icj, j ∈ {d+ 1, . . . , 2d}
⋃
{2d+ 2, . . . , 2n} .
From (3.46) and (3.28), it is not difficulty to see that (see also (3.41))
∂2x˜2n+1
∂xj∂xk
(p) = 0, j ∈ {1, . . . , d} , k ∈ {1, . . . , d} ,
∂2x˜2n+1
∂xj∂xk
(p) = 0, j ∈ {1, . . . , 2n} , k ∈ {2d+ 1, . . . , 2n} ,
∂2x˜2n+1
∂xd+j∂xk
(p) = 2µjδj,k, j, k ∈ {1, . . . , d} .
(3.47)
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From (3.45), (3.47) and (3.17), it is straightforward to check that
ϕ−(x, y) = −x2n+1 + y2n+1 − 2
d∑
j=1
µjxjxd+j + 2
d∑
j=1
µjyjyd+j + i
n∑
j=1
|µj||zj − wj|2
+
n∑
j=1
iµj(zjwj − zjwj) +
n∑
j=1
βj(−zjx2n+1 + wjy2n+1)
+
n∑
j=1
βj(−zjx2n+1 + wjy2n+1) + (x2n+1 − y2n+1)f(x, y) +O(|(x, y)|3),
(3.48)
where βj ∈ C, j = 1, . . . , n and f is smooth and satisfies f(0, 0) = 0, f(x, y) = f(y, x). We now
determine βj, j = 1, . . . , n. We can compute that
∂ϕ−
∂xj
(x, x) = −4µjxd+j − (βj + βj)x2n+1 +O(|x|2), j = 1, . . . , d,
∂ϕ−
∂xd+j
(x, x) = −i(βj − βj)x2n+1 +O(|x|2), j = 1, . . . , d,
∂ϕ−
∂x2j−1
(x, x) = −2µjx2j − (βj + βj)x2n+1 +O(|x|2), j = d+ 1, . . . , n,
∂ϕ−
∂x2j
(x, x) = 2µjx2j−1 + (−iβj + iβj)x2n+1 +O(|x|2), j = d+ 1, . . . , n.
(3.49)
Note that dxϕ−(x, x) = −ω0(x). From this observation and (3.28), we deduce that
∂ϕ−
∂xj
(x, x) = −4µjxd+j +O(|x|2), j = 1, . . . , d,
∂ϕ−
∂xd+j
(x, x) = −bd+jx2n+1 +O(|x|2), j = 1, . . . , d,
∂ϕ−
∂x2j−1
(x, x) = −2µjx2j − b2j−1x2n+1 +O(|x|2), j = d+ 1, . . . , n,
∂ϕ−
∂x2j
(x, x) = 2µjx2j−1 − b2jx2n+1 +O(|x|2), j = d+ 1, . . . , n.
(3.50)
From (3.49) and (3.50), we deduce that
βj = − i
2
bd+j , j = 1, . . . , d,
βj =
1
2
(b2j−1 − ib2j), j = d+ 1, . . . , n.
(3.51)
From (3.51) and (3.48), we get (3.44). 
We now work with local coordinates as in Theorem 3.6. From (3.44), we see that near
(p, p) ∈ U ×U , we have ∂ϕ−
∂y2n+1
6= 0. Using the Malgrange preparation theorem [9, Th. 7.5.7], we
have
ϕ−(x, y) = g(x, y)(y2n+1 + ϕˆ−(x, y˚)) (3.52)
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in some neighborhood of (p, p), where y˚ = (y1, . . . , y2n), g, ϕˆ− ∈ C∞. Since Imϕ− ≥ 0, it is not
difficult to see that Im ϕˆ− ≥ 0 in some neighborhood of (p, p). We may take U small enough so
that (3.52) holds and Im ϕˆ− ≥ 0 on U ×U . From the global theory of Fourier integral operators
[21, Th. 4.2], we see that ϕ−(x, y)t and (y2n+1 + ϕˆ−(x, y˚))t are equivalent in the sense of Melin-
Sjo¨strand. We can replace the phase ϕ− by y2n+1 + ϕˆ−(x, y˚). From now on, we assume that
ϕ−(x, y) has the form
ϕ−(x, y) = y2n+1 + ϕˆ−(x, y˚). (3.53)
It is easy to check that ϕ−(x, y) satisfies (3.16) and (3.44) with f(x, y) = 0.
We now study S
(q)
G (x, y). From Theorem 3.2, we get
Theorem 3.8. Assume that q /∈ {n−, n+}.Then, S(q)G ≡ 0 on X.
Assume that q = n− and 
(q)
b has L
2 closed range. Fix p ∈ µ−1(0) and let v = (v1, . . . , vd)
and x = (x1, . . . , x2n+1) be the local coordinates of G and X as in Theorem 3.6. Take any Haar
measure dµ on G and assume that dµ = m(v)dv = m(v1, . . . , vd)dv1 · · · dvd on V , where V is an
open neighborhood of e0 ∈ G as in Theorem 3.6. From (3.23), we have
S
(q)
G (x, y) =
1
|G|dµ
∫
G
χ(g)S(q)(x, g ◦ y)dµ(g) + 1|G|dµ
∫
G
(1− χ(g))S(q)(x, g ◦ y)dµ(g),
where χ ∈ C∞0 (V ), χ = 1 near e0. Since G is globally free on µ−1(0), if U and V are small,
there is a constant c > 0 such that
d(x, g ◦ y) ≥ c, ∀x, y ∈ U, g ∈ Supp (1− χ), (3.54)
where U is an open set of p ∈ µ−1(0) as in Theorem 3.6. From now on, we take U and V small
enough so that (3.54) holds. In view of Theorem 3.3, we see that 1|G|dµ
∫
G
(1 − χ(g))S(q)(x, g ◦
y)dµ(g) ≡ 0 on U and hence
S
(q)
G (x, y) ≡ 1|G|dµ
∫
G
χ(g)S(q)(x, g ◦ y)dµ(g) on U. (3.55)
From Theorem 3.3 and (3.55), we have
S
(q)
G (x, y) ≡ Sˆ−(x, y) + Sˆ+(x, y) on U,
Sˆ−(x, y) =
1
|G|dµ
∫
G
χ(g)S−(x, g ◦ y)dµ(g),
Sˆ+(x, y) =
1
|G|dµ
∫
G
χ(g)S+(x, g ◦ y)dµ(g).
(3.56)
Write x = (x′, x′′) = (x′, xˆ′′, x˜′′), y = (y′, y′′) = (y′, yˆ′′, y˜′′), where xˆ′′ = (xd+1, . . . , x2d), yˆ′′ =
(yd+1, . . . , y2d), x˜
′′ = (x2d+1, . . . , x2n+1), y˜′′ = (y2d+1, . . . , y2n+1). Since S
(q)
G (x, y) is G-invariant,
we have S
(q)
G (x, y) = S
(q)
G ((0, x
′′), (γ(y′′), y′′)), where γ ∈ C∞(U2, U1) is as in Theorem 3.6. From
this observation and (3.56), we have
S
(q)
G (x, y) ≡ Sˆ−((0, x′′), (γ(y′′), y′′)) + Sˆ+((0, x′′), (γ(y′′), y′′)) on U. (3.57)
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Write x˚′′ = (xd+1, . . . , x2n), y˚′′ = (yd+1, . . . , y2n) From (3.53), (3.57), Theorem 3.6 and Theo-
rem 3.3, we have
Sˆ−((0, x′′), (γ(y′′), y′′))
≡ 1|G|dµ
∫
ei(y2n+1+ϕˆ−((0,x
′′),(v+γ(y′′),˚y′′)))ts−((0, x′′), (v + γ(y′′), y′′), t)m(v)dvdt.
(3.58)
From (3.44), it is straightforward to see that
det
(( ∂2ϕˆ−
∂vk∂vj
(p, p)
)d
j,k=1
)
= (2i)d|µ1| · · · |µd| 6= 0. (3.59)
We pause and introduce some notations. Let W be an open set of RN , N ∈ N. From now on,
we write WC to denote an open set in CN with WC
⋂
R
N =W and for f ∈ C∞(W ), from now
on, we write f˜ ∈ C∞(WC) to denote an almost analytic extension of f (see Section 2 in [21]).
Let h(x′′, y′′) ∈ C∞(U × U,Cd) be the solution of the system
∂ ˜ˆϕ−
∂y˜j
((0, x′′), (h(x′′, y′′) + γ(y′′), y˚′′)) = 0, j = 1, 2, . . . , d, (3.60)
and let
Φ−(x′′, y′′) := y2n+1 + ˜ˆϕ−((0, x′′), (h(x′′, y′′) + γ(y′′), y˚′′)). (3.61)
It is well-known that (see page 147 in [21]) ImΦ−(x′′, y′′) ≥ 0. Note that
∂ϕˆ−
∂vj
|xˆ′′=yˆ′′=0,x˜′′=y˜′′,x′=v+γ(y′′)=0 = −〈ω0(x) ,
∂
∂xj
〉 = 0,
where x = (0, (0, x˜′′)). We deduce that for xˆ′′ = yˆ′′ = 0, x˜′′ = y˜′′, v = −γ(y′′) are real critical
points. From this observation, we can calculate that
dxΦ−|x′′=y′′,xˆ′′=0 = −f(x′′)ω0(x), dyΦ−|x′′=y′′,xˆ′′=0 = f(x′′)ω0(x), (3.62)
where x = (0, x˜′′) and f ∈ C∞ is a positive function with f(p) = 1. By using stationary phase
formula of Melin-Sjo¨strand [21], we can carry out the v integral in (3.58) and get
Sˆ−((0, x′′), (γ(y′′), y′′)) ≡
∫
eiΦ−(x
′′,y′′)ta−(x′′, y′′, t)dt on U, (3.63)
where a−(x′′, y′′, t) ∼
∑∞
j=0 t
n− d
2
−ja0−(x′′, y′′) in S
n− d
2
1,0 (U × U ×R+, T ∗0,qX ⊠ (T ∗0,qX)∗),
aj−(x
′′, y′′) ∈ C∞(U × U, T ∗0,qX ⊠ (T ∗0,qX)∗), j = 0, 1, . . . ,
a0−(p, p) =
m(0)
2|G|dµ π
−n−1+ d
2 |µ1|
1
2 · · · |µd|
1
2 |µd+1| · · · |µn|τp,n−. (3.64)
We now study the property of the phase Φ−(x′′, y′′). We need the following which is well-known
(see Section 2 in [21])
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Theorem 3.9. There exist a constant c > 0 and an open set Ω ∈ Rd such that
ImΦ−(x′′, y′′) ≥ c inf
v∈Ω
{
Im ϕˆ−((0, x′′), (v + γ(y′′), y˚′′)) + |dvϕˆ−((0, x′′), (v + γ(y′′), y˚′′))|2
}
,
(3.65)
for all ((0, x′′), (0, y′′)) ∈ U × U .
We can now prove
Theorem 3.10. If U is small enough, then there is a constant c > 0 such that
ImΦ−(x′′, y′′) ≥ c
(
|xˆ′′|2 + |yˆ′′|2 + |˚x′′ − y˚′′|2
)
, ∀((0, x′′), (0, y′′)) ∈ U × U. (3.66)
Proof. From (3.16), we see that there is a constant c1 > 0 such that
Im ϕˆ−((0, x′′), (v + γ(y′′), y˚′′)) ≥ c1(|v + γ(y′′)|2 + |˚x′′ − y˚′′|2), ∀v ∈ Ω, (3.67)
where Ω is any open set of 0 ∈ Rd. From (3.67) and (3.65), we conclude that there is a constant
c2 > 0 such that
ImΦ−(x′′, y′′) ≥ c2(|˚x′′ − y˚′′|2 + |dy′ϕˆ−((0, x′′), (0, x˚′′))|2). (3.68)
From (3.44), we see that the matrix(
∂2ϕˆ−
∂xj∂xk
(p, p) +
∂2ϕˆ−
∂yj∂yk
(p, p)
)
1≤k≤d,d+1≤j≤2d
is non-singular. From this observation and notice that dy′ϕˆ−((0, x′′), (0, x˚′′))|xˆ′′ = 0, we deduce
that if U is small enough then there is a constant c3 > 0 such that
|dy′ ϕˆ−((0, x′′), (0, x′′))| ≥ c3|xˆ′′|. (3.69)
From (3.69) and (3.68), the theorem follows. 
From now on, we assume that U is small enough so that (3.66) holds.
We now determine the Hessian of Φ−(x′′, y′′) at (p, p). Let hˆ(x′′, y′′) := h(x′′, y′′) + γ(y′′).
From (3.60), we have
∂2ϕˆ−
∂xd+1∂y1
(p, p) +
d∑
j=1
∂2ϕˆ−
∂y1∂yj
(p, p)
∂hˆj
∂xd+1
(p, p) = 0. (3.70)
From (3.44), we can calculate that
∂2ϕˆ−
∂xd+1∂y1
(p, p) = 2µ1,
∂2ϕˆ−
∂y1∂yj
(p, p) = 2i|µ1|δ1,j , j = 1, 2, . . . , d. (3.71)
From (3.71) and (3.70), we obtain ∂hˆ1
∂xd+1
(p, p) = i µ1|µ1| . We can repeat the procedure above several
times and deduce that
∂hˆj
∂xd+k
(p, p) =
∂hˆj
∂yd+k
(p, p) = i
µj
|µj |δj,k, j, k = 1, 2, . . . , d. (3.72)
From (3.72), (3.44), (3.61) and by some straightforward computation (we omit the details),
we get
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Theorem 3.11. With the notations used above, we have
Φ−(x′′, y′′) = −x2n+1 + y2n+1 + 2i
d∑
j=1
|µj|y2d+j + 2i
d∑
j=1
|µj |x2d+j
+ i
n∑
j=d+1
|µj ||zj − wj |2 +
n∑
j=d+1
iµj(zjwj − zjwj)
+
d∑
j=1
(−bd+jxd+jx2n+1 + bd+jyd+jy2n+1)
+
n∑
j=d+1
1
2
(b2j−1 − ib2j)(−zjx2n+1 + wjy2n+1)
+
n∑
j=d+1
1
2
(b2j−1 + ib2j)(−zjx2n+1 + wjy2n+1)
+ (x2n+1 − y2n+1)f(x, y) +O(|(x, y)|3),
(3.73)
where zj = x2j−1 + ix2j , j = 2d + 1, . . . , 2n, µj, j = 1, . . . , n, and bd+1 ∈ R, . . . , b2n ∈ R are as
in (3.28) and f is smooth and satisfies f(0, 0) = 0, f(x, y) = f(y, x).
We can change Φ−(x′′, y′′) be Φ−(x′′, y′′) 1f(x′′) , where f(x
′′) is as in (3.62). Thus,
dxΦ−|x′′=y′′,xˆ′′=0 = −ω0(x), dyΦ−|x′′=y′′,xˆ′′=0 = ω0(x), (3.74)
where x = (0, x˜′′). It is clear that Φ−(x′′, y′′) still satisfies (3.66) and (3.73).
We now determine the leading term a0−(p, p). In view of (3.64), we only need to calculate
m(0)
|G|dµ . It is clear that the number |G|dµ is independent of the choice of Haar measure. Put
Yp = {g ◦ p; g ∈ G}. Yp is a d-dimensional submanifold of X. The G-invariant Hermitian metric
〈 · | · 〉 induces a volume form dvYp on Yp. Put
Veff (p) :=
∫
Yp
dvYp . (3.75)
For f(g) ∈ C∞(G), let fˆ(g ◦ p) := f(g), ∀g ∈ G. Then, fˆ ∈ C∞(Yp). Let dµ be the measure on
G given by
∫
G
fdµ :=
∫
Yp
fˆdvYp , for all f ∈ C∞(G). It is not difficult to see that dµ is a Haar
measure and ∫
G
dµ = Veff (p). (3.76)
Since
{
1√
2
∂
∂x1
, . . . , 1√
2
∂
∂xd
}
is an orthonormal basis for g
p
, we have m(0) = 2
d
2 . From this
observation, (3.76) and (3.64), we get
a0−(p, p) = 2
d
2
−1 1
Veff (p)
π−n−1+
d
2 |µ1|
1
2 · · · |µd|
1
2 |µd+1| · · · |µn|τp,n−. (3.77)
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Similarly, we can repeat the procedure above and deduce that
Sˆ+((0, x
′′), (γ(y′′), y′′)) ≡
∫
eiΦ+(x
′′,y′′)ta−(x′′, y′′, t)dt on U, (3.78)
where a+(x
′′, y′′, t) ∼∑∞j=0 tn− d2−ja0−(x′′, y′′) in Sn− d21,0 (U × U ×R+, T ∗0,qX ⊠ (T ∗0,qX)∗),
aj+(x
′′, y′′) ∈ C∞(U × U, T ∗0,qX ⊠ (T ∗0,qX)∗), j = 0, 1, . . . ,
a0+(p, p) = 2
d
2
−1 1
Veff (p)
π−n−1+
d
2 |µ1| 12 · · · |µd|
1
2 |µd+1| · · · |µn|τp,n+, (3.79)
and Φ+(x
′′, y′′) ∈ C∞(U×U), ImΦ+(x′′, y′′) ≥ 0, −Φ+(x′′, y′′) satisfies (3.66), (3.73) and (3.74).
Summing up, we get one of the main result of this work
Theorem 3.12. We recall that we work with the assumption that the Levi form is non-degenerate
of constant signature (n−, n+) on X. Let q = n− or n+. Suppose that 
(q)
b has L
2 closed range.
Let p ∈ µ−1(0) and let x = (x1, . . . , x2n+1) be the local coordinates defined in an open set U of p
such that x(p) = 0 and (3.25), (3.26), (3.27), (3.28) hold. Write x′′ = (xd+1, . . . , x2n+1). Then,
there exist continuous operators
SG− , S
G
+ : Ω
0,q
0 (U)→ Ω0,q(U)
such that
S
(q)
G ≡ SG− + SG+ on U, (3.80)
SG− = 0 if q 6= n−,
SG+ = 0 if q 6= n+,
(3.81)
and if q = n−, SG−(x, y) satisfies
SG−(x, y) ≡
∫ ∞
0
eiΦ−(x
′′,y′′)ta−(x′′, y′′, t)dt on U (3.82)
with
a−(x, y, t) ∈ Sn−
d
2
1,0 (U × U × R+, T ∗0,qX ⊠ (T ∗0,qX)∗),
a−(x, y, t) ∼
∞∑
j=0
aj−(x, y)t
n− d
2
−j in S
n− d
2
1,0 (U × U × R+, T ∗0,qX ⊠ (T ∗0,qX)∗),
aj−(x, y) ∈ C∞(U × U, T ∗0,qX ⊠ (T ∗0,qX)∗), j = 0, 1, 2, 3, . . . ,
a0−(x, x) 6= 0, ∀x ∈ U,
(3.83)
a0−(p, p) is given by (3.77) and Φ−(x′′, y′′) ∈ C∞(U × U) satisfies (3.74), (3.66) and (3.73).
If q = n+, then S
G
+(x, y) satisfies
SG+(x, y) ≡
∫ ∞
0
eiΦ+(x
′′,y′′)ta+(x
′′, y′′, t)dt on U (3.84)
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with
a+(x, y, t) ∈ Sn−
d
2
1,0 (U × U × R+, T ∗0,qX ⊠ (T ∗0,qX)∗),
a+(x, y, t) ∼
∞∑
j=0
aj+(x, y)t
n− d
2
−j in S
n− d
2
1,0 (U × U × R+, T ∗0,qX ⊠ (T ∗0,qX)∗),
aj+(x, y) ∈ C∞(U × U, T ∗0,qX ⊠ (T ∗0,qX)∗), j = 0, 1, 2, 3, . . . ,
a0+(x, x) 6= 0, ∀x ∈ U,
(3.85)
a0+(p, p) is given by (3.79) and Φ+(x
′′, y′′) ∈ C∞(U × U), −Φ+(x′′, y′′) satisfies (3.74), (3.66)
and (3.73).
3.4. G-invariant Szego¨ kernel asymptotics away µ−1(0). The goal of this section is to
prove the following
Theorem 3.13. Let D be an open set of X with D
⋂
µ−1(0) = ∅. Then,
S
(q)
G ≡ 0 on D.
Fix a Haar measure dµ on G. We first need
Lemma 3.14. Let p /∈ µ−1(0). Then, there are open sets U of p and V of e ∈ G such that for
any χ ∈ C∞0 (V ), we have ∫
G
S(q)(x, g ◦ y)χ(g)dµ(g) ≡ 0 on U. (3.86)
Proof. If q /∈ {n−, n+}. By Theorem 3.2, we get (3.86). We may assume that q = n−. Take
local coordinates v = (v1, . . . , vd) of G defined in a neighborhood V of e0 with v(e0) = (0, . . . , 0),
local coordinates x = (x1, . . . , x2n+1) of X defined in a neighborhood U = U1 × U2 of p with
0 ↔ p, where U1 ⊂ Rd is an open set of 0 ∈ Rd, U2 ⊂ R2n+1−d is an open set of 0 ∈ R2n+1−d,
such that
(v1, . . . , vd) ◦ (γ(xd+1, . . . , x2n+1), xd+1, . . . , x2n+1)
= (v1 + γ1(xd+1, . . . , x2n+1), . . . , vd + γd(xd+1, . . . , x2n+1), xd+1, . . . , x2n+1),
∀(v1, . . . , vd) ∈ V, ∀(xd+1, . . . , x2n+1) ∈ U2,
and
g = span
{
∂
∂x1
, . . . ,
∂
∂xd
}
,
where γ = (γ1, . . . , γd) ∈ C∞(U2, U1) with γ(0) = 0 ∈ Rd. From Theorem 3.3, we have∫
G
S(q)(x, g ◦ y)χ(g)dµ(g) ≡ ∫
G
S−(x, g ◦ y)χ(g)dµ(g) +
∫
G
S+(x, g ◦ y)χ(g)dµ(g) on U. (3.87)
From Theorem 3.3, we have∫
G
S−(x, g ◦ y)χ(g)dµ(g) ≡
∫
ei(ϕ−(x,(v+γ(y
′′),y′′))ts−(x, (v + γ(y′′), y′′), t)χ(v)m(v)dvdt, (3.88)
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where y′′ = (yd+1, . . . , y2n+1), m(v)dv = dµ|V . Since p /∈ µ−1(0) and notice that dyϕ−(x, x) =
ω0(x, x), we deduce that if V and U are small then dv(ϕ−(x, (v + γ(y′′), y′′))) 6= 0, for every
v ∈ V , (x, y) ∈ U × U . Hence, by using integration by parts with respect to v, we get∫
G
S−(x, g ◦ y)χ(g)dµ(g) ≡ 0 on U. (3.89)
Similarly, we have ∫
G
S+(x, g ◦ y)χ(g)dµ(g) ≡ 0 on U. (3.90)
From (3.87), (3.89) and (3.90), the lemma follows. 
Lemma 3.15. Let p /∈ µ−1(0) and let h ∈ G. We can find open sets U of p and V of h such
that for every χ ∈ C∞0 (V ), we have∫
G
S(q)(x, g ◦ y)χ(g)dµ(g) ≡ 0 on U.
Proof. Let U and V be open sets as in Lemma 3.14. Let Vˆ = hV . Then, Vˆ is an open set of G.
Let χˆ ∈ C∞0 (Vˆ ). We have∫
G
S(q)(x, g◦y)χˆ(g)dµ(g) =
∫
G
S(q)(x, h◦g◦y)χˆ(h◦g)dµ(g) =
∫
G
S(q)(x, g◦y)χ(g)dµ(g), (3.91)
where χ(g) := χˆ(h ◦ g) ∈ C∞0 (V ). From (3.91) and Lemma 3.14, we deduce that∫
G
S(q)(x, g ◦ y)χˆ(g)dµ(g) ≡ 0 on U.
The lemma follows. 
Proof of Theorem 3.13. Fix p ∈ D. We need to show that S(q)G is smoothing near p. Let h ∈ G.
By Lemma 3.15, we can find open sets Uh of p and Vh of h such that for every χ ∈ C∞0 (Vh), we
have ∫
G
S(q)(x, g ◦ y)χ(g)dµ(g) ≡ 0 on Uh. (3.92)
Since G is compact, we can find open sets Uhj and Vhj , j = 1, . . . , N , such that G =
⋃N
j=1 Vhj .
Let U = D
⋂(⋂N
j=1 Uhj
)
and let χj ∈ C∞0 (Vhj ), j = 1, . . . , N , with
∑N
j=1 χj = 1 on G. From
(3.92), we have
S
(q)
G (x, y) =
1
|G|dµ
∫
G
S(q)(x, g ◦ y)dµ(g) = 1|G|dµ
N∑
j=1
∫
G
S(q)(x, g ◦ y)χj(g)dµ(g) ≡ 0 on U.
(3.93)
The theorem follows. 
From Theorem 3.8, Theorem 3.12 and Theorem 3.13, we get Theorem 1.5.
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4. G-invariant Szego¨ kernel asymptotics on CR manifolds wit S1 action
Let (X,T 1,0X) be a compact CR manifold of dimension 2n + 1, n ≥ 1. We assume that X
admits an S1 action: S1 ×X → X. We write eiθ to denote the S1 action. Let T ∈ C∞(X,TX)
be the global real vector field induced by the S1 action given by (Tu)(x) = ∂
∂θ
(
u(eiθ ◦ x)) |θ=0,
u ∈ C∞(X). We recall
Definition 4.1. We say that the S1 action eiθ is CR if [T,C∞(X,T 1,0X)] ⊂ C∞(X,T 1,0X)
and the S1 action is transversal if for each x ∈ X, CT (x)⊕T 1,0x X ⊕T 0,1x X = CTxX. Moreover,
we say that the S1 action is locally free if T 6= 0 everywhere. It should be mentioned that
transversality implies locally free.
We assume now that (X,T 1,0X) is a compact connected CR manifold with a transversal CR
locally free S1 action eiθ and we let T be the global vector field induced by the S1 action.
Let ω0 ∈ C∞(X,T ∗X) be the global real one form determined by 〈ω0 , u 〉 = 0, for every
u ∈ T 1,0X ⊕ T 0,1X, and 〈ω0 , T 〉 = −1. Note that ω0 and T satisfy (2.5). Assume that X
admits a compact connected Lie group action G and the Lie group G acts on X preserving ω0
and J . We recall that we work with Assumption 1.7.
Fix θ0 ∈]− π, π[, θ0 small. Let
deiθ0 : CTxX → CTeiθ0xX
denote the differential map of eiθ0 : X → X. By the CR property of the S1 action, we can check
that
deiθ0 : T 1,0x X → T 1,0eiθ0xX,
deiθ0 : T 0,1x X → T 0,1eiθ0xX,
deiθ0(T (x)) = T (eiθ0x).
(4.1)
Let (eiθ0)∗ : Λr(CT ∗X) → Λr(CT ∗X) be the pull-back map by eiθ0 , r = 0, 1, . . . , 2n + 1. From
(4.1), it is easy to see that, for every q = 0, 1, . . . , n, one has
(eiθ0)∗ : T ∗0,q
eiθ0x
X → T ∗0,qx X. (4.2)
Let u ∈ Ω0,q(X) be arbitrary. Define
Tu :=
∂
∂θ
(
(eiθ)∗u
)|θ=0 ∈ Ω0,q(X). (4.3)
From (1.17), it is clear that
Tg∗u = g∗Tu, ∀g ∈ G, ∀u ∈ Ω0,q(X). (4.4)
For every θ ∈ R and every u ∈ C∞(X,Λr(CT ∗X)), we write u(eiθ ◦ x) := (eiθ)∗u(x). It is clear
that, for every u ∈ C∞(X,Λr(CT ∗X)), we have
u(x) =
∑
m∈Z
1
2π
∫ π
−π
u(eiθ ◦ x)e−imθdθ. (4.5)
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For every m ∈ Z, let
Ω0,qm (X) :=
{
u ∈ Ω0,q(X); Tu = imu} , q = 0, 1, 2, . . . , n,
Ω0,qm (X)
G :=
{
u ∈ Ω0,q(X)G; Tu = imu} , q = 0, 1, 2, . . . , n. (4.6)
We denote C∞m (X) := Ω
0,0
m (X), C∞m (X)G := Ω
0,0
m (X)G. From the CR property of the S1 action
and (1.17), it is not difficult to see that
Tg∗∂b = g∗T∂b = ∂bg∗T = ∂bTg∗ on Ω0,q(X), ∀g ∈ G.
Hence,
∂b : Ω
0,q
m (X)
G → Ω0,q+1m (X)G, ∀m ∈ Z. (4.7)
We now assume that the Hermitian metric 〈 · | · 〉 on CTX is G × S1 invariant. Then the L2
inner product ( · | · ) on Ω0,q(X) induced by 〈 · | · 〉 is G× S1-invariant. We then have
Tg∗∂∗b = g
∗T∂∗b = ∂
∗
bg
∗T = ∂∗bTg
∗ on Ω0,q(X), ∀g ∈ G,
Tg∗(q)b = g
∗T(q)b = 
(q)
b g
∗T = (q)b Tg
∗ on Ω0,q(X), ∀g ∈ G.
Let L2(0,q),m(X)
G be the completion of Ω0,qm (X)G with respect to ( · | · ). We write L2m(X)G :=
L2(0,0),m(X)
G. Put
(Ker
(q)
b )
G
m := (Ker
(q)
b )
G
⋂
L2(0,q),m(X)
G.
It is not difficult to see that, for everym ∈ Z, (Ker(q)b )Gm ⊂ Ω0,qm (X)G and dim (Ker(q)b )Gm <∞.
The m-th G-invariant Szego¨ projection is the orthogonal projection
S
(q)
G,m : L
2
(0,q)(X)→ (Ker(q)b )Gm
with respect to ( · | · ). Let S(q)G,m(x, y) ∈ C∞(X × X,T ∗0,qX ⊠ (T ∗0,qX)∗) be the distribution
kernel of S
(q)
G,m. We can check that
S
(q)
G,m(x, y) =
1
2π
∫ π
−π
S
(q)
G (x, e
iθ ◦ y)eimθdθ. (4.8)
The goal of this section is to study the asymptotics of S
(q)
G,m as m→ +∞.
From Theorem 3.13, (4.8) and by using integration by parts several times, we get
Theorem 4.2. Let D ⊂ X be an open set with D⋂µ−1(0) = ∅. Then,
S
(q)
G,m = O(m
−∞) on D.
We now study S
(q)
G,m near µ
−1(0). We can repeat the proof of Theorem 3.6 with minor change
and get
Theorem 4.3. Let p ∈ µ−1(0). There exist local coordinates v = (v1, . . . , vd) of G defined
in a neighborhood V of e0 with v(e0) = (0, . . . , 0), local coordinates x = (x1, . . . , x2n+1) of X
defined in a neighborhood U = U1 × (Uˆ2×] − 2δ, 2δ[) of p with 0 ↔ p, where U1 ⊂ Rd is an
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open set of 0 ∈ Rd, Uˆ2 ⊂ R2n−d is an open set of 0 ∈ R2n−d, δ > 0, and a smooth function
γ = (γ1, . . . , γd) ∈ C∞(Uˆ2×]− 2δ, 2δ[, U1) with γ(0) = 0 ∈ Rd such that
(v1, . . . , vd) ◦ (γ(xd+1, . . . , x2n+1), xd+1, . . . , x2n+1)
= (v1 + γ1(xd+1, . . . , x2n+1), . . . , vd + γd(xd+1, . . . , x2n+1), xd+1, . . . , x2n+1),
∀(v1, . . . , vd) ∈ V, ∀(xd+1, . . . , x2n+1) ∈ Uˆ2×]− 2δ, 2δ[,
(4.9)
T = − ∂
∂x2n+1
,
g = span
{
∂
∂x1
, . . . ,
∂
∂xd
}
,
µ−1(0)
⋂
U = {xd+1 = · · · = x2d = 0} ,
On µ−1(0)
⋂
U , we have J( ∂
∂xj
) = ∂
∂xd+j
+ aj(x)
∂
∂x2n+1
, j = 1, 2, . . . , d,
(4.10)
where aj(x) is a smooth function on µ
−1(0)
⋂
U , independent of x1, . . . , x2d, x2n+1 and aj(0) = 0,
j = 1, . . . , d,
T 1,0p X = span {Z1, . . . , Zn} ,
Zj =
1
2
(
∂
∂xj
− i ∂
∂xd+j
)(p), j = 1, . . . , d,
Zj =
1
2
(
∂
∂x2j−1
− i ∂
∂x2j
)(p), j = d+ 1, . . . , n,
〈Zj |Zk 〉 = δj,k, j, k = 1, 2, . . . , n,
Lp(Zj , Zk) = µjδj,k, j, k = 1, 2, . . . , n
(4.11)
and
ω0(x) = (1 +O(|x|))dx2n+1 +
d∑
j=1
4µjxd+jdxj
+
n∑
j=d+1
2µjx2jdx2j−1 −
n∑
j=d+1
2µjx2j−1dx2j +O(|x|2).
(4.12)
Remark 4.4. Let p ∈ µ−1(0) and let x = (x1, . . . , x2n+1) be the local coordinates as in Theo-
rem 4.3. We can change x2n+1 be x2n+1 −
∑d
j=1 aj(x)xd+j , where aj(x), j = 1, . . . , d, are as in
(4.10). With this new local coordinates x = (x1, . . . , x2n+1), on µ
−1(0)
⋂
U , we have
J(
∂
∂xj
) =
∂
∂xd+j
, j = 1, 2, . . . , d.
Moreover, it is clear that Φ−(x, y) +
∑d
j=1 aj(x)xd+j −
∑d=1
j=1 aj(y)yd+j satisfies (1.42). Note
that aj(x) is a smooth function on µ
−1(0)
⋂
U , independent of x1, . . . , x2d, x2n+1 and aj(0) = 0,
j = 1, . . . , d.
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We now work with local coordinates as in Theorem 4.3. From (3.73), we see that near
(p, p) ∈ U ×U , we have ∂Φ−
∂y2n+1
6= 0. Using the Malgrange preparation theorem [9, Th. 7.5.7], we
have
Φ−(x, y) = g(x, y)(y2n+1 + Φˆ−(x′′, y˚′′)) (4.13)
in some neighborhood of (p, p), where y˚′′ = (yd+1, . . . , y2n), g, Φˆ− ∈ C∞. Since ImΦ− ≥ 0, it
is not difficult to see that Im Φˆ− ≥ 0 in some neighborhood of (p, p). We may take U small
enough so that (4.13) holds and Im Φˆ− ≥ 0 on U ×U . From the global theory of Fourier integral
operators [21, Th. 4.2], we see that Φ−(x, y)t and (y2n+1 + Φˆ−(x′′, y˚′′))t are equivalent in the
sense of Melin-Sjo¨strand. We can replace the phase Φ− by y2n+1+ Φˆ−(x, y˚′′). From now on, we
assume that
Φ−(x, y) = y2n+1 + Φˆ−(x′′, y˚′′). (4.14)
It is easy to check that Φ−(x, y) satisfies (3.66) and (3.73) with f(x, y) = 0. Similarly, from now
on, we assume that
Φ+(x, y) = −y2n+1 + Φˆ+(x′′, y˚′′). (4.15)
We now study S
(q)
G,m(x, y). From Theorem 3.8, we get
Theorem 4.5. Assume that q /∈ {n−, n+}. Then, S(q)G,m = O(m−∞) on X.
Assume that q = n−. It is well-known that when X admits a transversal S1 action, then 
(q)
b
has L2 closed range (see Theorem 1.12 in [12]). Fix p ∈ µ−1(0) and let v = (v1, . . . , vd) and
x = (x1, . . . , x2n+1) be the local coordinates of G and X as in Theorem 4.3 and let U and V be
open sets as in Theorem 4.3. We take U small enough so that there is a constant c > 0 such
that
d(eiθ ◦ g ◦ x, y) ≥ c, ∀(x, y) ∈ U × U, ∀g ∈ G, θ ∈ [−π,−δ]
⋃
[δ, π], (4.16)
where δ > 0 is as in Theorem 4.3. We will study S
(q)
G,m(x, y) in U . From (4.8), we have
S
(q)
G,m(x, y) =
1
2π
∫ π
−π
S
(q)
G (x, e
iθ ◦ y)eimθdθ = 1
2π
∫ π
−π
e−imx2n+1+imy2n+1S(q)G (˚x, e
iθ ◦ y˚)eimθdθ
= I + II,
I =
1
2π
∫ π
−π
e−imx2n+1+imy2n+1χ(θ)S(q)G (˚x, e
iθ ◦ y˚)eimθdθ,
II =
1
2π
∫ π
−π
e−imx2n+1+imy2n+1(1− χ(θ))S(q)G (˚x, eiθ ◦ y˚)eimθdθ,
(4.17)
where x˚ = (x1, . . . , x2n, 0) ∈ U , y˚ = (y1, . . . , y2n, 0) ∈ U , χ ∈ C∞0 (] − 2δ, 2δ[), χ = 1 on [−δ, δ].
We first study II. We have
II =
1
2π|G|dµ
∫ π
−π
∫
G
e−imx2n+1+imy2n+1(1− χ(θ))S(q)(˚x, eiθ ◦ g ◦ y˚)eimθdµ(g)dθ, (4.18)
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where dµ is a Haar measure on G. From (4.18), (4.16) and notice that S(q) is smoothing away
diagonal, we deduce that
II = O(m−∞). (4.19)
We now study I. From Theorem 3.12, (4.8), (4.14) and (4.15), we have
I = I0 + I1,
I0 =
1
2π
∫ ∞
0
∫ π
−π
e−imx2n+1+imy2n+1χ(θ)ei(−θ+Φˆ− (˚x
′′ ,˚y′′))t+imθa−(˚x′′, (y˚′′,−θ), t)dtdθ,
I1 =
1
2π
∫ ∞
0
∫ π
−π
e−imx2n+1+imy2n+1χ(θ)ei(θ+Φˆ+ (˚x
′′ ,˚y′′))t+imθa+(˚x
′′, (y˚′′,−θ), t)dtdθ.
(4.20)
We first study I1. From
∂
∂θ
(
i(θ + Φˆ+(˚x
′′, y˚′′))t + imθ
)
6= 0, we can integrate by parts with
respect to θ several times and deduce that
I1 = O(m
−∞). (4.21)
We now study I0. We have
I0 =
1
2π
∫ ∞
0
∫ π
−π
e−imx2n+1+imy2n+1χ(θ)eim(−θt+Φˆ− (˚x
′′ ,˚y′′)t+θ)ma−(˚x′′, (y˚′′,−θ),mt)dtdθ. (4.22)
We can use the complex stationary phase formula of Melin-Sjo¨strand [21] to carry the dtdθ
integration in (4.22) and get (the calculation is similar as in the proof of Theorem 3.17 in [11],
we omit the details)
I0 = e
imΨ(x,y)b(˚x′′, y˚′′,m) +O(m−∞),
Ψ(x, y) = Φˆ−(˚x′′, y˚′′)− x2n+1 + y2n+1,
b(˚x′′, y˚′′,m) ∈ Sn−
d
2
loc (1;U × U, T ∗0,qX ⊠ (T ∗0,qX)∗),
b(˚x′′, y˚′′,m) ∼∑∞j=0mn− d2−jbj (˚x′′, y˚′′) in Sn− d2loc (1;U × U, T ∗0,qX ⊠ (T ∗0,qX)∗),
bj (˚x
′′, y˚′′) ∈ C∞(U × U, T ∗0,qX ⊠ (T ∗0,qX)∗), j = 0, 1, 2, . . . ,
(4.23)
and
b0(p, p) = a
0
−(p, p) = 2
d
2
−1 1
Veff (p)
π−n−1+
d
2 |µ1|
1
2 · · · |µd|
1
2 |µd+1| · · · |µn|τp,n−. (4.24)
Assume that q = n+ 6= n−. We can repeat the method above with minor change and deduce
that S
(q)
G,m(x, y) = O(m
−∞) on X. Summing up, we get one of the main result of this work
Theorem 4.6. Recall that we work with the assumptions that the Levi form is non-degenerate
of constant signature (n−, n+) on X and G×S1 acts globally free near µ−1(0). If q 6= n−, then,
as m→ +∞, S(q)G,m(x, y) = O(m−∞) on X.
Suppose that q = n−. Let D ⊂ X be an open set with D
⋂
µ−1(0) = ∅. Then, as m→ +∞,
S
(q)
G,m = O(m
−∞) on D.
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Let p ∈ µ−1(0) and let U be a small open set of p with local coordinates x = (x1, . . . , x2n+1).
Then,
S
(q)
G,m(x, y) = e
imΨ(x,y)b(x, y,m) +O(m−∞),
b(x, y,m) ∈ Sn−
d
2
loc (1;U × U, T ∗0,qX ⊠ (T ∗0,qX)∗),
b(x, y,m) ∼∑∞j=0mn− d2−jbj(x, y) in Sn− d2loc (1;U × U, T ∗0,qX ⊠ (T ∗0,qX)∗),
bj(x, y) ∈ C∞(U × U, T ∗0,qX ⊠ (T ∗0,qX)∗), j = 0, 1, 2, . . . ,
(4.25)
b0(p, p) = 2
d
2
−1 1
Veff (p)
π−n−1+
d
2 |µ1| 12 · · · |µd|
1
2 |µd+1| · · · |µn|τp,n−, (4.26)
Ψ(x, y) ∈ C∞(U × U) is as in (4.23), dxΨ(x, x) = −dyΨ(x, x) = −ω0(x), for every x ∈ µ−1(0),
Ψ(x, x) = 0 if x ∈ µ−1(0) and there is a constant c > 0 such that for all (x, y) ∈ U × U ,
ImΨ(x, y) ≥ c
(
d(x, µ−1(0))2 + d(y, µ−1(0))2 + inf
g∈G,θ∈S1
d(eiθ ◦ g ◦ x, y)2
)
. (4.27)
5. Equivalent of the phase function Φ−(x, y)
Let p ∈ µ−1(0) and let U be a small open set of p. We need
Definition 5.1. With the assumptions and notations used in Theorem 3.12, let Φ1,Φ2 ∈
C∞(U × U). We assume that Φ1 and Φ2 satisfy (3.74), (3.73) and (3.66). We say that Φ1
and Φ2 are equivalent on U if for any b1(x, y, t) ∈ Sn−
d
2
cl
(
U × U × R+, T ∗0,qX ⊠ (T ∗0,qX)∗
)
we
can find b2(x, y, t) ∈ Sn−
d
2
cl
(
U × U × R+, T ∗0,qX ⊠ (T ∗0,qX)∗
)
such that∫ ∞
0
eiΦ1(x,y)tb1(x, y, t)dt ≡
∫ ∞
0
eiΦ2(x,y)tb2(x, y, t)dt on U
and vise versa.
We characterize now the phase Φ−.
Theorem 5.2. Let Φ−(x, y) ∈ C∞(U × U) be as in Theorem 3.12. Let Φ ∈ C∞(U × U). We
assume that Φ satisfies (3.74), (3.73) and (3.66). The functions Φ and Φ− are equivalent on
U in the sense of Definition 5.1 if and only if there is a function f ∈ C∞(U × U) such that
Φ(x, y)− f(x, y)Φ−(x, y) vanishes to infinite order at diag
(
(µ−1(0)
⋂
U)× (µ−1(0)⋂U)).
Proof. The ”⇐” part follows from global theory of complex Fourier integral operator of Melin-
Sjo¨strand [21]. We only need to prove the ”⇒” part. Take local coordinates x = (x1, . . . , x2n+1)
defined in some small neighbourhood of p such that x(p) = 0 and ω0(p) = dx2n+1. Since
dyΦ(x, y)|x=y∈µ−1(0) = dyΦ−(x, y)|x=y∈µ−1(0) = ω0(x), we have ∂Φ∂y2n+1 (p, p) =
∂Φ−
∂y2n+1
(p, p) = 1.
From this observation and the Malgrange preparation theorem [9, Theorem 7.5.7], we conclude
that in some small neighborhood of (p, p), we can find f(x, y), f1(x, y) ∈ C∞ such that
Φ−(x, y) = f(x, y)(y2n+1 + h(x, y˚)),
Φ(x, y) = f1(x, y)(y2n+1 + h1(x, y˚))
(5.1)
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in some small neighborhood of (p, p), where y˚ = (y1, . . . , y2n). For simplicity, we assume that
(5.1) hold on U × U . It is clear that Φ−(x, y) and y2n−1 + h(x, y˚) are equivalent in the sense of
Definition 5.1, Φ(x, y) and y2n+1+ h1(x, y˚) are equivalent in the sense of Definition 5.1, we may
assume that Φ−(x, y) = y2n+1+h(x, y˚) and Φ(x, y) = y2n+1+h1(x, y˚). Fix x0 ∈ µ−1(0)
⋂
U . We
are going to prove that h(x, y˚)− h1(x, y˚) vanishes to infinite order at (x0, x0) ∈ (µ−1(0)
⋂
U)×
(µ−1(0)
⋂
U). Take
b(x, y, t) ∼
∞∑
j=0
bj(x, y)t
n− d
2
−j ∈ Sn−
d
2
cl
(
U × U × R+, T ∗0,qX ⊠ (T ∗0,qX)∗
)
with b0(x, x) 6= 0 at each x ∈ U
⋂
µ−1(0). Since Φ and Φ− are equivalent on U in the sense of
Definition 5.1, we can find a(x, y, t) ∈ Sn−
d
2
cl
(
U × U × R+, T ∗0,qX ⊠ (T ∗0,qX)∗
)
such that∫ ∞
0
eiΦ−(x,y)tb(x, y, t)dt ≡
∫ ∞
0
eiΦ(x,y)ta(x, y, t)dt on U.
Put
x0 = (x
1
0, x
2
0, . . . , x
2n+1
0 ), x˚0 = (x
1
0, . . . , x
2n
0 ).
Take τ ∈ C∞0 (R2n+1), τ1 ∈ C∞0 (R2n), χ ∈ C∞0 (R) so that τ = 1 near x0, τ1 = 1 near x˚0,
χ = 1 near x2n+10 and Supp τ ⋐ U , Supp τ1 × Suppχ ⋐ U ′ × Suppχ ⋐ U , where U ′ is an open
neighborhood of x˚0 in R
2n. For each k > 0, we consider the distributions
Ak : u 7→
∫ ∞
0
ei(y2n−1+h(x,˚y))t−iky2n+1τ(x)b(x, y, t)
× τ1(y˚)χ(y2n+1)u(y˚)dydt,
Bk : u 7→
∫ ∞
0
ei(y2n+1+h1(x,˚y))t−iky2n+1τ(x)a(x, y, t)
× τ1(y˚)χ(y2n+1)u(y˚)dydt,
(5.2)
for u ∈ C∞0 (U ′, T ∗0,qX). By using the stationary phase formula of Melin-Sjo¨strand [21], we can
show that (cf. the proof of [11, Theorem 3.12]) Ak and Bk are smoothing operators and
Ak(x, y˚) ≡ eikh(x,˚y)g(x, y˚, k) +O(k−∞),
Bk(x, y˚) ≡ eikh1(x,˚y)p(x, y˚, k) +O(k−∞),
g(x, y˚, k), p(x, y˚, k) ∈ Sn−
d
2
loc (1;U × U ′, T ∗0,qX ⊠ (T ∗0,qX)∗),
g(x, y˚, k)∼∑∞j=0 gj(x, y˚)kn− d2−j in Sn− d2loc (1;U × U ′, T ∗0,qX ⊠ (T ∗0,qX)∗),
p(x, y˚, k)∼∑∞j=0 pj(x, y′)kn− d2−j in Sn− d2loc (1;U × U ′, T ∗0,qX ⊠ (T ∗0,qX)∗),
gj(x, y˚), pj(x, y˚) ∈ C∞(U × U ′, T ∗0,qX ⊠ (T ∗0,qX)∗), j = 0, 1, . . . ,
g0(x0, x˚0) 6= 0.
(5.3)
Since ∫ ∞
0
ei(y2n+1+h(x,˚y))tb(x, y, t)dt −
∫ ∞
0
ei(y2n+1+h1(x,˚y))ta(x, y, t)dt
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is smoothing, by using integration by parts with respect to y2n+1, it is easy to see that Ak−Bk =
O(k−∞) (see [11, Section 3]). Thus,
eikh(x,˚y)g(x, y˚, k) = eikh1(x,˚y)p(x, y˚, k) + Fk(x, y˚),
Fk(x, y˚
′) = O(k−∞).
(5.4)
Now, we are ready to prove that h(x, y˚) − h1(x, y˚) vanishes to infinite order at (x0, x˚0). We
assume that there exist α0 ∈ N2n+10 , β0 ∈ N2n0 , |α0|+ |β0| ≥ 1 such that
|∂α0x ∂β0y˚ (ih(x, y˚)− ih1(x, y˚))|(x0 ,˚x0) = Cα0,β0 6= 0
and
|∂αx ∂βy˚ (ih(x, y˚)− ih1(x, y˚))|(x0 ,˚x0) = 0 if |α|+ |β| < |α0|+ |β0|.
From (5.4), we have
|∂α0x ∂β0y˚
(
eikh(x,˚y)−ikh1(x,˚y)g(x, y˚, k)− p(x, y˚, k)
)
|(x0 ,˚x0)
= −|∂α0x ∂β0y˚
(
e−ikh1(x,˚y)Fk(x, y˚)
)
|(x0 ,˚x0).
(5.5)
Since h1(x0, x˚0) = −x2n+10 and Fk(x, y˚) = O(k−∞), we have
lim
k→∞
k−n+
d
2
−1|∂α0x ∂β0y˚
(
e−ikh1(x,˚y)Fk(x, y˚)
)
|(x0 ,˚x0) = 0. (5.6)
On the other hand, we can check that
lim
k→∞
k−n+
d
2
−1|∂α0x ∂β0y˚
(
eikh(x,˚y)−ikh1(x,˚y)g(x, y˚, k)− p(x, y˚, k)
)
|(x0 ,˚x0)
= Cα0,β0g0(x0, x˚0) 6= 0
(5.7)
since g0(x0, x˚0) 6= 0. From (5.5), (5.6) and (5.7), we get a contradiction. Thus, h(x, y˚)−h1(x, y˚)
vanishes to infinite order at (x0, x˚0). Since x0 is arbitrary, the theorem follows. 
6. The proof of Theorem 1.9
6.1. Preparation. Fix p ∈ µ−1(0) and let x = (x1, . . . , x2n+1) be the local coordinates as in
Remark 4.4 defined in an open set U of p. We may assume that U = Ω1 ×Ω2 ×Ω3×Ω4, where
Ω1 ⊂ Rd, Ω2 ⊂ Rd are open sets of 0 ∈ Rd, Ω3 ⊂ R2n−2d is an open set of 0 ∈ R2n−2d and Ω4 is
an open set of 0 ∈ R. From now on, we identify Ω2 with
{(0, . . . , 0, xd+1, . . . , x2d, 0, . . . , 0) ∈ U ; (xd+1, . . . , x2d) ∈ Ω2} ,
Ω3 with {(0, . . . , 0, x2d+1, . . . , x2n, 0) ∈ U ; (xd+1, . . . , x2n) ∈ Ω3}, Ω2 × Ω3 with
{(0, . . . , 0, xd+1, . . . , x2n, 0) ∈ U ; (xd+1, . . . , x2n) ∈ Ω2 × Ω3} .
For x = (x1, . . . , x2n+1), we write x
′′ = (xd+1, . . . , x2n+1), x˚′′ = (xd+1, . . . , x2n), xˆ′′ = (xd+1, . . . , x2d),
x˜′′ = (x2d+1, . . . , x2n+1), ˜˚x′′ = (x2d+1, . . . , x2n).
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From now on, we identify x′′ with (0, . . . , 0, xd+1, . . . , x2n+1) ∈ U , x˚′′ = (xd+1, . . . , x2n) with
(0, . . . , 0, xd+1, . . . , x2n, 0) ∈ U , xˆ′′ with
(0, . . . , 0, xd+1, . . . , x2d, 0, . . . , 0) ∈ U,
x˜′′ with (0, . . . , 0, x2d+1, . . . , x2n+1) ∈ U , ˜˚x′′ with (0, . . . , 0, x2d+1, . . . , x2n, 0). Since G× S1 acts
globally free on µ−1(0), we take Ω2 and Ω3 small enough so that if x, x1 ∈ Ω2 ×Ω3 and x 6= x1,
then
g ◦ eiθ ◦ x 6= g1 ◦ eiθ1 ◦ x1, ∀(g, eiθ) ∈ G× S1, ∀(g1, eiθ1) ∈ G× S1. (6.1)
We now assume that q = n− and let Ψ(x, y) ∈ C∞(U × U) be as in Theorem 1.8. From
S
(q)
G,m = (S
(q)
G,m)
∗, we get
eimΨ(x,y)b(x, y,m) = e−imΨ(y,x)b∗(x, y,m) +O(m−∞), (6.2)
where (S
(q)
G,m)
∗ : L2(0,q)(X) → L2(0,q)(X) is the adjoint of S
(q)
G,m : L
2
(0,q)(X) → L2(0,q)(X) with
respect to ( · | · ) and b∗(x, y,m) : T ∗0,qx X → T ∗0,qy X is the adjoint of b(x, y,m) : T ∗0,qy X → T ∗0,qx X
with respect to 〈 · | · 〉. From (6.2), we can repeat the proof of Theorem 5.2 with minor change
and deduce that
Ψ(x, y) + Ψ(y, x) vanishes to infinite order at diag
(
(µ−1(0)
⋂
U)× (µ−1(0)⋂U)). (6.3)
From ∂bS
(q)
G,m = 0, we can check that
∂bΨ(x, y) vanishes to infinite order at diag
(
(µ−1(0)
⋂
U)× (µ−1(0)⋂U)). (6.4)
From (6.3), (6.4) and notice that ∂
∂xj
− i ∂
∂xd+j
∈ T 0,1x X, j = 1, . . . , d, where x ∈ µ−1(0) (see
Remark 4.4), and ∂
∂xj
Ψ(x, y) = ∂
∂yj
Ψ(x, y) = 0, j = 1, . . . , d, we conclude that
∂
∂xd+j
Ψ(x, y)|xd+1=···=x2d=0 and ∂∂yd+jΨ(x, y)|yd+1=···=y2d=0 vanish to infinite order at
diag
(
(µ−1(0)
⋂
U)× (µ−1(0)
⋂
U)
)
.
(6.5)
Let Gj(x, y) :=
∂
∂yd+j
Ψ(x, y)|yd+1=···=y2d=0, Hj(x, y) := ∂∂xd+jΨ(x, y)|xd+1=···=x2d=0. Put
Ψ1(x, y) := Ψ(x, y)−
d∑
j=1
yd+jGj(x, y),
Ψ2(x, y) := Ψ(x, y)−
d∑
j=1
xd+jHj(x, y).
(6.6)
Then,
∂
∂yd+j
Ψ1(x, y)|yd+1=···=y2d=0 = 0, j = 1, 2, . . . , d,
∂
∂xd+j
Ψ2(x, y)|xd+1=···=x2d=0 = 0, j = 1, 2, . . . , d,
(6.7)
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and
Ψ(x, y)−Ψ1(x, y) vanishes to infinite order at diag
(
(µ−1(0)
⋂
U)× (µ−1(0)⋂U)),
Ψ(x, y)−Ψ2(x, y) vanishes to infinite order at diag
(
(µ−1(0)
⋂
U)× (µ−1(0)⋂U)). (6.8)
We also write u = (u1, . . . , u2n+1) to denote the local coordinates of U . Recall that for any
smooth function f ∈ C∞(U), we write f˜ ∈ C∞(UC) to denote an almost analytic extension of
f (see the discussion after (3.59)). We consider the following two systems
∂Ψ˜1
∂u˜2d+j
(x˜, ˜˜u′′) + ∂Ψ˜2
∂x˜2d+j
(˜˜u′′, y˜) = 0, j = 1, 2, . . . , 2n− 2d, (6.9)
and
∂Ψ˜1
∂u˜d+j
(x˜, u˜′′) +
∂Ψ˜2
∂x˜d+j
(u˜′′, y˜) = 0, j = 1, 2, . . . , 2n − d, (6.10)
where ˜˜u′′ = (0, . . . , 0, u˜2d+1, . . . , u˜2n+1), u˜′′ = (0, . . . , 0, u˜d+1, . . . , u˜2n+1). From (6.7) and Theo-
rem 1.12, we can take Ψ˜1 and Ψ˜2 so that for every j = 1, 2, . . . , d,
∂Ψ˜1
∂u˜d+j
(x˜, u˜′′) = 0 if u˜d+1 = · · · = u˜2d = 0,
∂Ψ˜2
∂x˜d+j
(u˜′′, y˜) = 0 if u˜d+1 = · · · = u˜2d = 0,
(6.11)
and
Ψ˜1(x˜, y˜) = −x˜2n+1 + y˜2n+1 + ˜ˆΨ1(˜˚x′′, ˜˚y′′), ˜ˆΨ1 ∈ C∞(UC × UC),
Ψ˜2(x˜, y˜) = −x˜2n+1 + y˜2n+1 + ˜ˆΨ2(˜˚x′′, ˜˚y′′), ˜ˆΨ2 ∈ C∞(UC × UC), (6.12)
where ˜˚x′′ = (0, . . . , 0, x˜d+1, . . . , x˜2n, 0), ˜˚y′′ = (0, . . . , 0, y˜d+1, . . . , y˜2n, 0).
From Theorem 1.12, (1.42) and
dxΨ(x, x) = −dyΨ(x, x) = −ω0(x), ∀x ∈ µ−1(0),
it is not difficult to see that
∂Ψ˜1
∂u˜d+j
(x˜′′, x˜′′) +
∂Ψ˜2
∂x˜d+j
(x˜′′, x˜′′) = 0, j = 1, 2, . . . , 2n− d,
and the matrices(
∂2Ψ
∂u2d+j∂u2d+k
(p, p) +
∂2Ψ
∂x2d+j∂x2d+k
(p, p)
)2n−2d
j,k=1
,
(
∂2Ψ
∂ud+j∂ud+k
(p, p) +
∂2Ψ
∂xd+j∂xd+k
(p, p)
)2n−d
j,k=1
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are non-singular. Moreover,
det
(
∂2Ψ
∂u2d+j∂u2d+k
(p, p) +
∂2Ψ
∂x2d+j∂x2d+k
(p, p)
)2n−2d
j,k=1
= (4i|µd+1| · · · 4i|µn|)2,
det
(
∂2Ψ
∂ud+j∂ud+k
(p, p) +
∂2Ψ
∂xd+j∂xd+k
(p, p)
)2n−d
j,k=1
= (8i|µ1| · · · 8i|µd|)(4i|µd+1| · · · 4i|µn|)2.
(6.13)
Hence, near (p, p), we can solve (6.9) and (6.10) and the solutions are unique. Let α(x, y) =
(α2d+1(x, y), . . . , α2n(x, y)) ∈ C∞(U × U,C2n−2d) and β(x, y) = (βd+1(x, y), . . . , β2n(x, y)) ∈
C∞(U × U,C2n−d) be the solutions of (6.9) and (6.10), respectively. From (6.11), it is easy to
see that
β(x, y) = (βd+1(x, y), . . . , β2n(x, y)) = (0, . . . , 0, α2d+1(x, y), . . . , α2n(x, y)). (6.14)
From (6.14), we see that the value of Ψ˜1(x, ˜˜u′′)+ Ψ˜2(˜˜u′′, y) at critical point ˜˜u′′ = α(x, y) is equal
to the value of Ψ˜1(x, u˜′′) + Ψ˜2(u˜′′, y) at critical point u˜′′ = β(x, y). Put
Ψ3(x, y) := Ψ˜1(x, α(x, y)) + Ψ˜2(α(x, y), y) = Ψ˜1(x, β(x, y)) + Ψ˜2(β(x, y), y). (6.15)
Ψ3(x, y) is a complex phase function. From (6.12), we have
Ψ3(x, y) = −x2n+1 + y2n+1 + Ψˆ3(˚x′′, y˚′′), Ψˆ3(˚x′′, y˚′′) ∈ C∞(U × U). (6.16)
Moreover, we have the following
Theorem 6.1. The function Ψ3(x, y)−Ψ(x, y) vanishes to infinite order at diag
(
(µ−1(0)
⋂
U)×
(µ−1(0)
⋂
U)
)
.
Proof. We consider the kernel S
(q)
G,m ◦ S(q)G,m on U . Let V ⋐ U be an open set of p. Let χ(˚x′′) ∈
C∞0 (Ω2 × Ω3). From (6.1), we can extend χ(˚x′′) to
W :=
{
g ◦ eiθ ◦ x; (g, eiθ) ∈ G× S1, x ∈ Ω2 × Ω3
}
by χ(g◦eiθ◦x˚′′) := χ(˚x′′), for every (g, eiθ) ∈ G×S1. Assume that χ = 1 on some neighborhood of
V . Let χ1 ∈ C∞0 (U) with χ1 = 1 on some neighborhood of V and Suppχ1 ⊂ {x ∈ X; χ(x) = 1}.
We have
χ1S
(q)
G,m ◦ S(q)G,m = χ1S(q)G,mχ ◦ S(q)G,m + χ1S(q)G,m(1− χ) ◦ S(q)G,m. (6.17)
Let’s first consider χ1S
(q)
G,m(1− χ) ◦ S(q)G,m. We have
(χ1S
(q)
G,m(1− χ))(x, u) =
1
|G|dµ2πχ1(x)
∫ π
−π
∫
G
S(q)(x, g ◦ eiθ ◦ u)(1− χ(u))eimθdµ(g)dθ. (6.18)
If u /∈ {x ∈ X; χ(x) = 1}. Since Suppχ1 ⊂ {x ∈ X; χ(x) = 1} and χ(x) = χ(g ◦ eiθ ◦ x), for
every (g, eiθ) ∈ G × S1, for every x ∈ X, we conclude that g ◦ eiθ ◦ u /∈ Suppχ1, for every
(g, eiθ) ∈ G×S1. From this observation and notice that S(q) is smoothing away the diagonal, we
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can integrate by parts with respect to θ in (6.18) and deduce that χ1S
(q)
G,m ◦ (1− χ) = O(m−∞)
and hence
χ1S
(q)
G,m(1− χ) ◦ S(q)G,m = O(m−∞). (6.19)
From (6.17) and (6.19), we get
χ1S
(q)
G,m ◦ S(q)G,m = χ1S(q)G,mχ ◦ S(q)G,m +O(m−∞). (6.20)
We can check that on U ,
(χ1S
(q)
G,mχ ◦ S(q)G,m)(x, y)
= (2π)
∫
eimΨ(x,u
′′)+imΨ(u′′,y)χ1(x)b(x, u˚
′′,m)χ(˚u′′)b(˚u′′, y,m)dv(˚u′′) +O(m−∞)
= (2π)
∫
eimΨ1(x,u
′′)+imΨ2(u′′,y)χ1(x)b(x, u˚
′′,m)χ(˚u′′)b(˚u′′, y,m)dv(˚u′′) +O(m−∞)
(here we use (6.8)),
(6.21)
where dµ(g)dθdv(˚u′′) = dv(x) on U . We use complex stationary phase formula of Melin-
Sjo¨strand [21] to carry out the integral (6.21) and get
(χ1S
(q)
G,mχ ◦ S(q)G,m)(x, y) = eimΨ3(x,y)a(x, y,m) +O(m−∞) on U,
a(x, y,m) ∈ Sn−
d
2
loc (1;U × U, T ∗0,qX ⊠ (T ∗0,qX)∗),
a(x, y,m) ∼∑∞j=0mn− d2−jaj(x, y) in Sn− d2loc (1;U × U, T ∗0,qX ⊠ (T ∗0,qX)∗),
aj(x, y) ∈ C∞(U × U, T ∗0,qX ⊠ (T ∗0,qX)∗), j = 0, 1, 2, . . . ,
a0(p, p) 6= 0.
(6.22)
From (6.20), (6.22) and notice that (χ1S
(q)
G,m ◦ S(q)G,m)(x, y) = (χ1S(q)G,m)(x, y), we deduce that
eimΨ3(x,y)a(x, y,m) = eimΨ(x,y)χ1(x)b(x, y,m) +O(m
−∞) on U. (6.23)
From (6.23), we can repeat the proof of Theorem 5.2 with minor change and deduce that
Ψ3(x, y)−Ψ(x, y) vanishes to infinite order at diag
(
(µ−1(0)
⋂
U)× (µ−1(0)⋂U)). 
The following two theorems follow from (6.8), (6.15), Theorem 6.1, complex stationary phase
formula of Melin-Sjo¨strand [21] and some straightforward computation. We omit the details.
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Theorem 6.2. With the notations used above, let
Am(x, y) = e
imΨ(x,y)a(x, y,m), Bm(x, y) = e
imΨ(x,y)b(x, y,m),
a(x, y,m) ∈ Skloc (1;U × U,H ⊠ F ∗),
b(x, y,m) ∈ Sℓloc (1;U × U,F ⊠ E∗),
a(x, y,m) ∼∑∞j=0mk−jaj(x, y) in Skloc (1;U × U,H ⊠ F ∗),
b(x, y,m) ∼∑∞j=0mℓ−jbj(x, y) in Sℓloc (1;U × U,F ⊠ E∗),
aj(x, y) ∈ C∞(U × U,H ⊠ F ∗), j = 0, 1, 2, . . . ,
bj(x, y) ∈ C∞(U × U,F ⊠ E∗), j = 0, 1, 2, . . . ,
where E, F and H are vector bundles over X. Let χ(˚x′′) ∈ C∞0 (Ω2 ×Ω3). Then, we have∫
Am(x, u)χ(˚u
′′)Bm(u, y)dv(˚u′′) = eimΨ(x,y)c(x, y,m) +O(m−∞),
c(x, y,m) ∈ Sk+ℓ−(n−
d
2
)
loc (1;U × U,H ⊠ E∗),
c(x, y,m) ∼∑∞j=0mk+ℓ−(n− d2 )−jcj(x, y) in Sk+ℓ−(n− d2 )loc (1;U × U,H ⊠ E∗),
c0(x, x) = 2
−n− d
2 πn−
d
2 |detLx|−1|detRx|
1
2 a0(x, x)b0(x, x)χ(˚x
′′), ∀x ∈ µ−1(0)
⋂
U, (6.24)
where |detRx| is in the discussion before Theorem 1.6.
Moreover, if there are N1, N2 ∈ N, such that |a0(x, y)| ≤ C|(x, y) − (x0, x0)|N1 , |b0(x, y)| ≤
C|(x, y)− (x0, x0)|N2 , for all x0 ∈ µ−1(0)
⋂
U , where C > 0 is a constant, then,
|c0(x, y)| ≤ Cˆ|(x, y)− (x0, x0)|N1+N2 , (6.25)
for all x0 ∈ µ−1(0)
⋂
U , where Cˆ > 0 is a constant.
Theorem 6.3. With the notations used above, let
Am(x, y˜′′) = eimΨ(x,y˜′′)α(x, y˜′′,m), Bm(x˜′′, y) = eimΨ(x˜′′,y)β(x˜′′, y,m),
α(x, y˜′′,m) ∈ Skloc (1;U × (Ω3 × Ω4),H ⊠ F ∗),
β(x˜′′, y,m) ∈ Sℓloc (1; (Ω3 × Ω4)× U,F ⊠ E∗),
α(x, y˜′′,m) ∼∑∞j=0mk−jαj(x, y˜′′) in Skloc (1;U × (Ω3 × Ω4),H ⊠ F ∗),
β(x˜′′, y,m) ∼∑∞j=0mℓ−jβj(x˜′′, y) in Sℓloc (1; (Ω3 × Ω4)× U,F ⊠E∗),
αj(x, y˜
′′) ∈ C∞(U × (Ω3 × Ω4),H ⊠ F ∗), j = 0, 1, 2, . . . ,
βj(x˜
′′, y) ∈ C∞((Ω3 × Ω4)× U,F ⊠ E∗), j = 0, 1, 2, . . . ,
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where E, F and H are vector bundles over X. Let χ1(˜˚x′′) ∈ C∞0 (Ω3). Then, we have∫
Am(x, u˜′′)χ1(˜˚u′′)Bm(u˜′′, y)dv(˜˚u) = eimΨ(x,y)γ(x, y,m) +O(m−∞),
γ(x, y,m) ∈ Sk+ℓ−(n−d)loc (1;U × U,H ⊠ E∗),
γ(x, y,m) ∼∑∞j=0mk+ℓ−(n−d)−jγj(x, y) in Sk+ℓ−(n−d)loc (1;U × U,H ⊠ E∗),
γ0(x, x) = 2
−nπn−d|detLx|−1|detRx|α0(x, x˜′′)β0(x˜′′, x)χ1(˜˚x′′), ∀x ∈ µ−1(0)⋂U, (6.26)
where |detRx| is in the discussion before Theorem 1.6.
Moreover, if there are N1, N2 ∈ N, such that |α0(x, y˜′′)| ≤ C|(x, y˜′′)−(x0, x0)|N1 , |β0(x, y˜′′)| ≤
C|(x, y˜′′)− (x0, x0)|N2 , for all x0 ∈ µ−1(0)
⋂
U , where C > 0 is a constant, then,
|γ0(x, y)| ≤ Cˆ|(x, y) − (x0, x0)|N1+N2 , (6.27)
for all x0 ∈ µ−1(0)
⋂
U , where Cˆ > 0 is a constant.
6.2. The proof of Theorem 1.9. Since g
x
is orthogonal toHxY
⋂
JHxY andHxY
⋂
JHxY ⊂
g⊥b
x
, for every x ∈ Y , we can find a G-invariant orthonormal basis {Z1, . . . , Zn} of T 1,0X on Y
such that
Lx(Zj(x), Zk(x)) = δj,kλj(x), j, k = 1, . . . , n, x ∈ Y,
and
Zj(x) ∈ gx + iJgx, ∀x ∈ Y, j = 1, 2, . . . , d,
Zj(x) ∈ CHxY
⋂
J(CHxY ), ∀x ∈ Y, j = d+ 1, . . . , n.
Let {e1, . . . , en} denote the orthonormal basis of T ∗0,1X on Y , dual to
{
Z1, . . . , Zn
}
. Fix
s = 0, 1, 2, . . . , n− d. For x ∈ Y , put
B∗0,sx X =


∑
d+1≤j1<···<js≤n
aj1,...,jsej1 ∧ · · · ∧ ejs ; aj1,...,js ∈ C, ∀d+ 1 ≤ j1 < · · · < js ≤ n


(6.28)
and let B∗0,sX be the vector bundle of Y with fiber B∗0,sx X, x ∈ Y . Let C∞(Y,B∗0,sX)G denote
the set of all G-invariant sections of Y with values in B∗0,sX. Let
ιG : C
∞(Y,B∗0,sX)G → Ω0,s(YG) (6.29)
be the natural identification.
Assume that λ1 < 0, . . . , λr < 0, and λd+1 < 0, . . . , λn−−r+d < 0. For x ∈ Y , put
Nˆ (x, n−) =
{
ced+1 ∧ · · · ∧ en−−r+d; c ∈ C
}
, (6.30)
and let
pˆ = pˆx : N (x, n−)→ Nˆ (x, n−),
u = ce1 ∧ · · · ∧ er ∧ ed+1 ∧ · · · ∧ en−−r+d → ced+1 ∧ · · · ∧ en−−r+d.
(6.31)
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Let ι : Y → X be the natural inclusion and let ι∗ : Ω0,q(X) → Ω0,q(Y ) be the pull-back of ι.
Recall that we work with the assumption that q = n−. Let 
(q−r)
b,YG
be the Kohn Laplacian for
(0, q − r) forms on YG. Fix m ∈ N. Let
Hq−rb,m (YG) :=
{
u ∈ Ω0,q−r(YG); (q−r)b,YG u = 0, Tu = imu
}
.
Let S
(q−r)
YG,m
: L2(0,q−r)(YG) → Hq−rb,m (YG) be the orthogonal projection and let S
(q−r)
YG,m
(x, y) be the
distribution kernel of S
(q−r)
YG,m
. Let
f(x) =
√
Veff (x)|det Rx|−
1
4 ∈ C∞(Y )G. (6.32)
Let
σm : Ω
0,q(X)→ Hq−rb,m (YG),
u→ m− d4S(q−r)YG,m ◦ ιG ◦ pˆ ◦ τx,n− ◦ f ◦ ι∗ ◦ S
(q)
G,mu.
(6.33)
Recall that τx,n− is given by (1.13). Let σ
∗
m : Ω
0,q−r(YG)→ Ω0,q(X) be the adjoints of σm. It is
easy to see that
σ∗mu ∈ Hqb,m(X)G := (Ker(q)b )Gm, ∀u ∈ Ω0,q−r(YG).
Let σm(x, y) and σ
∗
m(x, y) denote the distribution kernels of σm and σ
∗
m, respectively.
Let’s pause and recall some well-known results for S
(q−r)
YG,m
. We first introduce some notations.
Let LYG,x be the Levi form on YG at x ∈ YG induced naturally from L. The Hermitian metric
〈 · | · 〉 on T 1,0X induces a Hermitian metric 〈 · | · 〉 on T 1,0YG. Let det LYG,x = λ1 . . . λn−d, where
λj , j = 1, . . . , n − d, are the eigenvalues of LYG,x with respect to the Hermitian metric 〈 · | · 〉.
For x ∈ YG, let
τˆx : T
∗0,q−r
x YG → Nˆ (x, n−)
be the orthogonal projection.
Let π : Y → YG be the natural quotient. Let S(q−r)YG : L2(0,q−r)(YG)→ Ker
(q−r)
b,YG
be the Szego¨
projection as (3.6). Since S
(q−r)
YG
is smoothing away the diagonal (see Theorem 3.3), it is easy to
see that for any x, y ∈ Y , if π(eiθ ◦ x) 6= π(eiθ ◦ y), for every θ ∈ [0, 2π[, then there are open sets
U of π(x) in YG and V of π(y) in YG such that for all χˆ ∈ C∞0 (U), χ˜ ∈ C∞0 (V ), we have
χˆS
(q−r)
YG,m
χ˜ = O(m−∞) on YG. (6.34)
Fix p ∈ Y and let x = (x1, . . . , x2n+1) be the local coordinates as in Remark 4.4. We will use
the same notations as in the beginning of Section 6.1. From now on, we identify x˜′′ as local
coordinates of YG near π(p) ∈ YG and we identify W := Ω3×Ω4 with an open set of π(p) in YG.
It is well-known that (see Theorem 4.11 in [11]), as m→ +∞,
S
(q−r)
YG,m
(x˜′′, y˜′′) = eimφ(x˜
′′,y˜′′)b(x˜′′, y˜′′,m) +O(m−∞) on W,
β(x˜′′, y˜′′,m) ∈ Sn−dloc (1;W ×W,T ∗0,q−rYG ⊠ (T ∗0,q−rYG)∗),
β(x˜′′, y˜′′,m) ∼∑∞j=0mn−d−jbj(x˜′′, y˜′′) in Sn−dloc (1;W ×W,T ∗0,q−rYG ⊠ (T ∗0,q−rYG)∗),
βj(x˜
′′, y˜′′) ∈ C∞(W ×W,T ∗0,q−rYG ⊠ (T ∗0,q−rYG)∗), j = 0, 1, 2, . . . ,
(6.35)
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β0(x˜
′′, x˜′′) =
1
2
π−(n−d)−1|det LYG,x˜′′ |τˆx˜′′ , ∀x˜′′ ∈W, (6.36)
and
φ(x˜′′, y˜′′) = −x2n+1 + y2n+1 + φˆ(˜˚x′′, ˜˚y′′) ∈ C∞(W ×W ),
dx˜′′φ(x˜
′′, y˜′′) = −dy˜′′φ(x˜′′, x˜′′) = −ω0(x˜′′),
Im φˆ(˜˚x′′, ˜˚y′′) ≥ c|˜˚x′′ − ˜˚y′′|2, where c > 0 is a constant,
p0(x˜
′′, dx˜′′φ(x˜′′, y˜′′)) vanishes to infinite order at ˜˚x′′ = ˜˚y′′,
φ(x˜′′, y˜′′) = −x2n+1 + y2n+1 + i
n∑
j=d+1
|µj ||zj − wj |2
+
n∑
j=d+1
iµj(zjwj − zjwj) +O(|(˜˚x′′, ˜˚y′′)|3),
(6.37)
where p0 denotes the principal symbol of 
(q−r)
b,YG
, zj = x2j−1 + ix2j , j = d + 1, . . . , n, and
µd+1, . . . , µn are the eigenvalues of LYG,p.
It is well-known that (see Remark 3.6 in [11] ) for any φ1(x˜
′′, y˜′′) ∈ C∞(W ×W ), if φ1 satisfies
(6.37), then φ1 − φ vanishes to infinite order at ˜˚x′′ = ˜˚y′′. It is not difficult to see that the phase
function Ψ(x˜′′, y˜′′) satisfies (6.37). Hence, we can replace the phase φ(x˜′′, y˜′′) by Ψ(x˜′′, y˜′′) and
we have
S
(q−r)
YG,m
(x˜′′, y˜′′) = eimΨ(x˜
′′,y˜′′)β(x˜′′, y˜′′,m) +O(m−∞) on W. (6.38)
We can now prove
Theorem 6.4. With the notations used above, if y /∈ Y , then for any open set D of y with
D
⋂
Y = ∅, we have
σm = O(m
−∞) on YG ×D. (6.39)
Let x, y ∈ Y . If π(eiθ ◦ x) 6= π(eiθ ◦ y), for every θ ∈ [0, 2π[, then there are open sets UG of
π(x) in YG and V of y in X such that
σm = O(m
−∞) on UG × V . (6.40)
Let p ∈ µ−1(0) and let x = (x1, . . . , x2n+1) be the local coordinates as in Remark 4.4. Then,
σm(x˜
′′, y) = eimΨ(x˜
′′,y′′)α(x˜′′, y′′,m) +O(m−∞) on W × U,
α(x˜′′, y′′,m) ∈ Sn−
3
4
d
loc (1;W × U, T ∗0,q−rYG ⊠ (T ∗0,qX)∗),
α(x˜′′, y′′,m) ∼∑∞j=0mn− 34d−jαj(x˜′′, y′′) in Sn− 34dloc (1;W × U, T ∗0,q−rYG ⊠ (T ∗0,qX)∗),
αj(x˜
′′, y′′) ∈ C∞(W × U, T ∗0,q−rYG ⊠ (T ∗0,qX)∗), j = 0, 1, 2, . . . ,
(6.41)
α0(x˜
′′, x˜′′) = 2−n+2d−1π
d
2
−n−1 1√
Veff (x˜′′)
|det Lx˜′′ ||det Rx|−
3
4 τˆx˜′′τx˜′′,n−, ∀x˜′′ ∈W, (6.42)
where U is an open set of p, W = Ω3 × Ω4, Ω3 and Ω4 are open sets as in the beginning of
Section 6.1.
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Proof. Note that S
(q)
G,m = O(m
−∞) away Y . From this observation, we get (6.39). Let x, y ∈ Y .
Assume that π(eiθ ◦ x) 6= π(eiθ ◦ y), for every θ ∈ [0, 2π[. Since
S
(q)
G,m(x, y) =
1
2π|G|dµ
∫ π
−π
∫
G
S(q)(x, eiθ ◦ g ◦ y)eimθdµ(g)dθ
and S(q) is smoothing away the diagonal, we can integrate by parts with respect to θ and deduce
that there are open sets U1 of x in X and V1 of y in X such that
S
(q)
G,m = O(m
−∞) on U1 × V1. (6.43)
From (6.34), we see that there are open sets UˆG of π(x) in YG and VˆG of π(y) in YG such that
S
(q−r)
YG,m
= O(m−∞) on UˆG × VˆG. (6.44)
From (6.43) and (6.44), we get (6.40).
Fix u = (u1, . . . , u2n+1) ∈ Y
⋂
U . From (6.39) and (6.40), we only need to show that (6.41)
and (6.42) hold near u and we may assume that u = (0, . . . , 0, u2d+1, . . . , u2n, 0) = ˜˚u′′. Let V be
a small neighborhood of u. Let χ(˜˚x′′) ∈ C∞0 (Ω3). From (6.1), we can extend χ(˜˚x′′) to
Q =
{
g ◦ eiθ ◦ x; (g, eiθ) ∈ G× S1, x ∈ Ω3
}
by χ(g ◦eiθ ◦ ˜˚x′′) := χ(˜˚x′′), for every (g, eiθ) ∈ G×S1. Assume that χ = 1 on some neighborhood
of V . Let VG = {π(x); x ∈ V }. Let χ1 ∈ C∞0 (YG) with χ1 = 1 on some neighborhood of VG and
Suppχ1 ⊂ {π(x) ∈ YG; x ∈ Y, χ(x) = 1}. We have
χ1σm = m
− d
4χ1S
(q−r)
YG,m
◦ ιG ◦ pˆ ◦ τx,n− ◦ f ◦ ι∗ ◦ S(q)G,m
= m−
d
4χ1S
(q−r)
YG,m
◦ ιG ◦ pˆ ◦ τx,n− ◦ f ◦ ι∗ ◦ χS(q)G,m
+m−
d
4χ1S
(q−r)
YG,m
◦ ιG ◦ pˆ ◦ τx,n− ◦ f ◦ ι∗ ◦ (1− χ)S(q)G,m.
(6.45)
If u ∈ Y but u /∈ {x ∈ X; χ(x) = 1}. Since Suppχ1 ⊂ {π(x) ∈ X; x ∈ Y, χ(x) = 1} and χ(x) =
χ(g ◦ eiθ ◦x), for every (g, eiθ) ∈ G×S1, for every x ∈ X, we conclude that π(eiθ ◦u) /∈ Suppχ1,
for every eiθ ∈ S1. From this observation and (6.34), we get
m−
d
4χ1S
(q−r)
YG,m
◦ ιG ◦ pˆ ◦ τx,n− ◦ f ◦ ι∗ ◦ (1− χ)S(q)G,m = O(m−∞) on YG ×X. (6.46)
From (6.45) and (6.46), we get
χ1σm = m
− d
4χ1S
(q−r)
YG,m
◦ ιG ◦ pˆ ◦ τx,n− ◦ f ◦ ι∗ ◦ χS(q)G,m +O(m∞) on YG ×X. (6.47)
From (6.38) and Theorem 1.8, we can check that on U ,
χ1σm(x˜
′′, y)
= (2π)
∫
eimΨ(x˜
′′,v˜′′)+imΨ(v′′ ,y)χ1(x˜)β(x˜
′′, ˜˚v′′,m)bˆ(˜˚v′′, y,m)dv(˜˚v′′) +O(m−∞), (6.48)
where bˆ(˜˚v′′, y,m) =(ιG ◦ pˆ ◦ τx,n− ◦ f ◦ ι∗ ◦ χ(˜˚v′′) ◦ b)(˜˚v′′, y,m). From (6.48) and Theorem 6.3,
we see that (6.41) and (6.42) hold near u. The theorem follows. 
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Let
Fm := σ
∗
mσm : Ω
0,q(X)→ Hqb,m(X)G,
Fˆm := σmσ
∗
m : Ω
0,q−r(YG)→ Hq−rb,m (YG).
(6.49)
Let Fm(x, y) and Fˆm(x, y) be the distribution kernels of Fm and Fˆm respectively. From Theo-
rem 6.2, Theorem 6.3, we can repeat the proof of Theorem 6.4 with minor change and deduce
the following two theorems
Theorem 6.5. With the notations used above, if y /∈ Y , then for any open set D of y with
D
⋂
Y = ∅, we have
Fm = O(m
−∞) on X ×D. (6.50)
Let x, y ∈ Y . If π(eiθ ◦ x) 6= π(eiθ ◦ y), for every θ ∈ [0, 2π[, then there are open sets D1 of x
in X and D2 of y in X such that
Fm = O(m
−∞) on D1 ×D2. (6.51)
Let p ∈ µ−1(0) and let x = (x1, . . . , x2n+1) be the local coordinates as in Remark 4.4. Then,
Fm(x, y) = e
imΨ(x′′,y′′)a(x′′, y′′,m) +O(m−∞) on U × U,
a(x′′, y′′,m) ∈ Sn−
d
2
loc (1;U × U, T ∗0,qX ⊠ (T ∗0,qX)∗),
a(x′′, y′′,m) ∼∑∞j=0mn− d2−jaj(x˜′′, y′′) in Sn− d2loc (1;U × U, T ∗0,qX ⊠ (T ∗0,qX)∗),
aj(x
′′, y′′) ∈ C∞(U × U, T ∗0,qX ⊠ (T ∗0,qX)∗), j = 0, 1, 2, . . . ,
(6.52)
a0(x˜
′′, x˜′′) = 2−3n+4d−1π−n−1
1
Veff (x˜′′)
|det Lx˜′′ ||det Rx|−
1
2 τx˜′′,n−, ∀x˜′′ ∈ U
⋂
Y, (6.53)
where U is an open set of p.
Theorem 6.6. Let x, y ∈ Y . If π(eiθ ◦ x) 6= π(eiθ ◦ y), for every θ ∈ [0, 2π[, then there are open
sets DG of π(x) in YG and VG of π(y) in YG such that
Fˆm = O(m
−∞) on DG × VG. (6.54)
Let p ∈ µ−1(0) and let x = (x1, . . . , x2n+1) be the local coordinates as in Remark 4.4. Then,
Fˆm(x, y) = e
imΨ(x˜′′,y˜′′)aˆ(x˜′′, y˜′′,m) +O(m−∞) on W ×W,
aˆ(x˜′′, y˜′′,m) ∈ Sn−dloc (1;W ×W,T ∗0,q−rYG ⊠ (T ∗0,q−rYG)∗),
aˆ(x˜′′, y˜′′,m) ∼∑∞j=0mn−d−j aˆj(x˜′′, y˜′′) in Sn−dloc (1;W ×W,T ∗0,q−rYG ⊠ (T ∗0,q−rYG)∗),
aˆj(x˜
′′, y˜′′) ∈ C∞(W ×W,T ∗0,q−rYG ⊠ (T ∗0,q−rYG)∗), j = 0, 1, 2, . . . ,
(6.55)
aˆ0(x˜
′′, x˜′′) = 2−3n+
5
2
d−1π−n+
d
2
−1|det LYG,x˜′′ |τˆx˜′′ , ∀x˜′′ ∈W (6.56)
where W = Ω3 × Ω4, Ω3 and Ω4 are open sets as in the beginning of Section 6.1.
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Let Rm :=
1
C0
Fm − S(q)G,m : Ω0,q(X) → Hqb,m(X)G, where C0 = 2−3d+3nπ
d
2 . Since Fm =
FmS
(q)
G,m, it is clear that
1
C0
Fm = S
(q)
G,m +Rm = S
(q)
G,m +RmS
(q)
G,m = (I +Rm)S
(q)
G,m. (6.57)
Our next goal is to show that for m large, I + Rm : Ω
0,q(X) → Ω0,q(X) is injective. From
Theorem 6.5 and Theorem 1.8, we see that if y /∈ Y , then for any open setD of y withD⋂Y = ∅,
we have
Rm = O(m
−∞) on X ×D. (6.58)
Let x, y ∈ Y . If π(eiθ ◦ x) 6= π(eiθ ◦ y), for every θ ∈ [0, 2π[, then there are open sets D1 of x in
X and D2 of y in X such that
Rm = O(m
−∞) on D1 ×D2. (6.59)
Let p ∈ µ−1(0) and let x = (x1, . . . , x2n+1) be the local coordinates as in Remark 4.4. Then,
Rm(x, y) = e
imΨ(x′′,y′′)r(x′′, y′′,m) +O(m−∞) on U × U,
r(x′′, y′′,m) ∈ Sn−
d
2
loc (1;U × U, T ∗0,qX ⊠ (T ∗0,qX)∗),
r(x′′, y′′,m) ∼∑∞j=0mn− d2−jrj(x′′, y′′) in Sn− d2loc (1;U × U, T ∗0,qX ⊠ (T ∗0,qX)∗),
rj(x
′′, y′′) ∈ C∞(U × U, T ∗0,qX ⊠ (T ∗0,qX)∗), j = 0, 1, 2, . . . .
(6.60)
Moreover, from (6.53) and (1.24), it is easy to see
|r0(x, y)| ≤ C|(x, y)− (x0, x0)|, (6.61)
for all x0 ∈ µ−1(0)
⋂
U , where C > 0 is a constant. We need
Lemma 6.7. Let p ∈ µ−1(0) and let x = (x1, . . . , x2n+1) be the local coordinates as in Remark 4.4
defined in an open set U of p. Let
Hm(x, y) = e
imΨ(x′′,y′′)h(x, y,m) on U × U,
h(x, y,m) ∈ Sn−1−
d
2
loc (1;U × U, T ∗0,qX ⊠ (T ∗0,qX)∗),
h(x, y,m) ∼∑∞j=0mn−1− d2−jhj(x, y) in Sn−1− d2loc (1;U × U, T ∗0,qX ⊠ (T ∗0,qX)∗),
hj(x, y) ∈ C∞0 (U × U, T ∗0,qX ⊠ (T ∗0,qX)∗), j = 0, 1, 2, . . . .
Assume that h(x, y,m) ∈ C∞0 (U × U, T ∗0,qX ⊠ (T ∗0,qX)∗). Then, there is a constant Cˆ > 0
independent of m such that
‖Hmu‖ ≤ δm ‖u‖ , ∀u ∈ Ω0,q(X), ∀m ∈ N, (6.62)
where δm is a sequence with limm→∞ δm = 0.
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Proof. Fix N ∈ N. It is not difficult to see that
‖Hmu‖ ≤
∥∥∥(H∗mHm)2Nu∥∥∥ 12N+1 ‖u‖1− 12N+1 , ∀u ∈ Ω0,q(X), (6.63)
whereH∗m denotes the adjoint of Hm. From Theorem 6.2, we can repeat the proof of Theorem 6.4
with minor change and deduce that
(H∗mHm)
2N (x, y) = eimΨ(x
′′,y′′)p(x, y,m) +O(m−∞) on U × U,
p(x, y,m) ∈ Sn−2
N+1− d
2
loc (1;U × U, T ∗0,qX ⊠ (T ∗0,qX)∗),
p(x, y,m) ∈ C∞0 (U × U, T ∗0,qX ⊠ (T ∗0,qX)∗).
(6.64)
Hence,
|(H∗mHm)2
N
(x, y)| ≤ Cˆmn−2N+1− d2 , ∀(x, y) ∈ U × U, (6.65)
where Cˆ > 0 is a constant independent of m. Take N large enough so that n − 2N+1 − d2 < 0.
From (6.65) and (6.63), we get (6.62). 
We also need
Lemma 6.8. Let p ∈ µ−1(0) and let x = (x1, . . . , x2n+1) be the local coordinates as in Remark 4.4
defined in an open set U of p. Let
Bm(x, y) = e
imΨ(x′′,y′′)g(x, y,m) on U × U,
g(x, y,m) ∈ Sn−
d
2
loc (1;U × U, T ∗0,qX ⊠ (T ∗0,qX)∗),
g(x, y,m) ∼∑∞j=0mn− d2−jgj(x, y) in Sn− d2loc (1;U × U, T ∗0,qX ⊠ (T ∗0,qX)∗),
gj(x, y) ∈ C∞0 (U × U, T ∗0,qX ⊠ (T ∗0,qX)∗), j = 0, 1, 2, . . . ,
g(x, y) ∈ C∞0 (U × U, T ∗0,qX ⊠ (T ∗0,qX)∗).
Suppose that
|g0(x, y)| ≤ C|(x, y)− (x0, x0)|, (6.66)
for all x0 ∈ µ−1(0)
⋂
U , where C > 0 is a constant. Then,
‖Bmu‖ ≤ εm ‖u‖ , ∀u ∈ Ω0,q(X), ∀m ∈ N, (6.67)
where εm is a sequence with limm→∞ εm = 0.
Proof. Fix N ∈ N. It is not difficult to see that
‖Bmu‖ ≤
∥∥∥(B∗mBm)2Nu∥∥∥ 12N+1 ‖u‖1− 12N+1 , ∀u ∈ Ω0,q(X), (6.68)
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where B∗m denotes the adjoint of Bm. From Theorem 6.2, we can repeat the proof of Theorem 6.4
with minor change and deduce that
(B∗mBm)
2N (x, y) = eimΨ(x
′′,y′′)gˆ(x, y,m) +O(m−∞) on U × U,
gˆ(x, y,m) ∈ Sn−
d
2
loc (1;U × U, T ∗0,qX ⊠ (T ∗0,qX)∗),
gˆ(x, y,m) ∼∑∞j=0mn− d2−j gˆj(x, y) in Sn− d2loc (1;U × U, T ∗0,qX ⊠ (T ∗0,qX)∗),
gˆj(x, y) ∈ C∞0 (U × U, T ∗0,qX ⊠ (T ∗0,qX)∗), j = 0, 1, 2, . . . ,
gˆ(x, y,m) ∈ C∞0 (U × U, T ∗0,qX ⊠ (T ∗0,qX)∗),
(6.69)
and
|gˆ0(x, y)| ≤ C|(x, y)− (x0, x0)|2N+1 , (6.70)
for all x0 ∈ µ−1(0)
⋂
U , where C > 0 is a constant. Let
(B∗mBm)
2N
0 (x, y) = e
imΨ(x′′,y′′)gˆ0(x, y,m),
(B∗mBm)
2N
1 (x, y) = e
imΨ(x′′,y′′)h(x, y,m),
where h(x, y,m) = gˆ(x, y,m) − gˆ0(x, y,m). It is clear that
h(x, y,m) ∈ Sn−1−
d
2
loc (1;U × U, T ∗0,qX ⊠ (T ∗0,qX)∗).
From Lemma 6.7, we see that∥∥∥(B∗mBm)2N1 u∥∥∥ ≤ δm ‖u‖ , ∀u ∈ Ω0,q(X), ∀m ∈ N, (6.71)
where δm is a sequence with limm→∞ δm = 0.
From (6.70), we see that
|gˆ0(x, y)| ≤ C1
(
|xˆ′′|+ |yˆ′′|+ |˜˚x′′ − ˜˚y′′|)2N+1 , (6.72)
where C1 > 0 is a constant. From (3.66), we see that
|ImΨ(x, y)| ≥ c
(
|xˆ′′|2 + |yˆ′′|2 + |˜˚x′′ − ˜˚y′′|2), (6.73)
where c > 0 is a constant. From (6.72) and (6.73), we conclude that
|(B∗mBm)2
N
0 (x, y)| ≤ Cˆm−2
N+n− d
2 , ∀(x, y) ∈ U × U, (6.74)
where Cˆ > 0 is a constant independent of m. From (6.74), we see that if N large enough, then∥∥∥(B∗mBm)2N0 u∥∥∥ ≤ δˆm ‖u‖ , ∀u ∈ Ω0,q(X), ∀m ∈ N, (6.75)
where δˆm is a sequence with limm→∞ δˆm = 0.
From (6.68), (6.71) and (6.75), we get (6.67). 
From (6.58), (6.59), (6.60), (6.61) and Lemma 6.8, we get
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Theorem 6.9. With the notations above, we have
‖Rmu‖ ≤ εm ‖u‖ , ∀u ∈ Ω0,q(X), ∀m ∈ N,
where εm is a sequence with limm→∞ εm = 0.
In particular, if m is large enough, then the map
I +Rm : Ω
0,q(X)→ Ω0,q(X)
is injective.
Proof of Theorem 1.9. From (6.57) and Theorem 6.9, we see that if m is large enough, then the
map
Fm = σ
∗
mσm : H
q
b,m(X)
G → Hqb,m(X)G
is injective. Hence, if m is large enough, then the map
σm : H
q
b,m(X)
G → Hq−rb,m (YG)
is injective and dimHqb,m(X)
G ≤ dimHq−rb,m (YG). Similarly, we can repeat the proof of Theo-
rem 6.9 with minor change and deduce that, if m is large enough, then the map
Fˆm = σmσ
∗
m : H
q−r
b,m (YG)→ Hq−rb,m (YG)
is injective. Hence, if m is large enough, then the map
σ∗m : H
q−r
b,m (YG)→ Hqb,m(X)G
is injective. Thus, dimHqb,m(X)
G = dimHq−rb,m (YG) and σm is an isomorphism if m large enough.

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