Abstract-We study superposition coded modulation (SCM) with iterative linear minimum-mean-square-error (LMMSE) detection. We show that SCM offers an attractive solution for highly complicated transmission environments with severe interference. We analyze the impact of signaling schemes on the performance of iterative LMMSE detection. We prove that among all possible signaling methods, SCM maximizes the output signal-tonoise/interference ratio (SNIR) in the LMMSE estimates during iterative detection. Numerical examples are used to demonstrate that SCM outperforms other signaling methods when iterative LMMSE detection is applied to multi-user/multi-antenna/multipath channels.
I. INTRODUCTION

C
ODED modulation can deliver high-rate, reliable transmissions over noisy channels. The early work on trellis coded modulation (TCM) [1] and multilevel codes [2] demonstrates that significant performance gains are achievable by properly combining binary coding and multi-ary signaling. Bit interleaved coded modulation (BICM) [3] provides an even simpler solution. After the advent of turbo and low-density parity-check (LDPC) codes [4] , [5] , iterative decoding has been widely studied to improve the performance of coded modulation schemes [6] - [9] . In particular, BICM with iterative decoding (BICM-ID) [10] , [11] has emerged as an attractive option due to its simplicity and good performance in both fading and additive white Gaussian noise (AWGN) channels.
In a simple AWGN channel, the detection complexity is O(2 Q ) for a conventional 2 Q -ary coded modulation scheme carrying rQ information bits per symbol, where r ≤ 1 represents redundancy introduced by coding. Such exponential complexity constitutes a major obstacle when rate is high.
The complexity problem becomes more severe for channels with interference. For example, consider a multi-user/multipath channel with K users and L paths. Let the signal at each transmit antenna of a user be drawn from a constellation of size 2 Q . At the receiver, the signals from different users/paths are superimposed to form a joint constellation of size 2 QKL .
A direct approach needs to compute the metric between the received symbol and every point in the constellation. The related complexity O(2 QKL ) can be prohibitively high even for modest Q, K and L values.
This paper is concerned with superposition coded modulation (SCM) [12] - [20] that can be regarded as a special case of BICM. Our emphasis is on iterative linear minimum mean square error (linear MMSE or LMMSE) detection in complicated channel conditions [21] - [27] . In this case, SCM offers an attractive solution as its detection complexity can be made as low as O(log J) per bit using the fast Fourier transform (FFT)-based technique proposed in [24] (see also the discussions in Section II-C and III-C below), where J is the length of a frame. This complexity is not a function of Q, K and L in a multi-user/multi-path channel and so it is significantly lower than the direct approach mentioned above.
The main contribution of this paper is a proof that among all possible signaling methods, SCM maximizes the output signal-to-noise/interference ratio (SNIR) (or equivalently, minimizes the output mean square error (MSE)) in the LMMSE estimates during iterative detection. Thus, SCM can potentially outperform other alternatives when iterative LMMSE detection is employed. This provides a useful guideline for signaling design in complicated transmission environments. Numerical results are provided to verify the theoretical analysis.
The finding in this paper also provides a theoretical explanation to the observation that signaling methods (including both constellation patterns and mapping rules) have a strong impact on the performance of iterative LMMSE detection [26] , [27] . It is observed in [26] that the optimized signaling methods for maximum a posteriori (MAP) detectors may not be good choices for iterative LMMSE detectors. However, the work in [26] , [27] is mostly based on simulations. To the best of our knowledge, this paper presents the first rigorous analytical study on this issue.
II. SUPERPOSITION CODED MODULATION
This section provides a brief overview of SCM and the related transmission principles in a simple AWGN channel. The treatment in more complicated channels will be discussed in the next section.
A. SCM Signaling
A signaling scheme is characterized by a constellation S and a mapping rule R. In a conventional scheme, these two concepts can be defined separately; the former refers to the placement of signal points and the latter refers to indexing the signal points with binary labels. For SCM, however, the two concepts are closely related as shown below. For this reason, we will use the terms "SCM constellation" and "SCM mapping". (Note that SCM mapping is also referred to as sigma mapping in [14] , [17] and interleave-division multiplexing (IDM) in [15] .) Definition I: Given Q arbitrary complex coefficients {α q } and a set B = {B ≡ {b q }} of binary Q-tuples, the SCM mapping R : B → S is defined as
An SCM constellation S = {s B } is formed by running (1) over 2 Q possible values of B. For example, Gray-mapped quadrature phase shift keying (QPSK) is a Q = 2 SCM scheme with s B = (−1)
For an even Q, we can construct SCM by superimposing several Gray-mapped QPSK constellations. Fig. 1 illustrates three examples of such SCM schemes with Q = 4 and different {α q } sets. The mappings are shown by the binary labeling
For convenience, they are referred to as SCM-1, SCM-2 and SCM-3, respectively. They have different properties as follows and their performance is demonstrated in Section V.
• SCM-1 is a standard 16-QAM constellation, but the other two are not.
• SCM-2 has the lowest peak-to-average-power ratio (PAPR) among the three. It performs slightly poorer than SCM-1 since the minimum distance between signal points is smaller in SCM-2.
• SCM-3 is optimized for a turbo-coded scheme. See SCM has the following notable features. 1) SCM can be detected at a low cost. See Section II-C and III-F below. 2) SCM is convenient for adaptive modulation [15] . The transmitter and receiver structures remain roughly the same for different Q. 3) SCM provides a remedy to the PAPR problem in orthogonal frequency-division multiplexing (OFDM). The related discussion can be found in [19] . 4) It is easy to optimize SCM, since it involves only Q parameters {α q } for a 2 Q -ary constellation. In contrast, the optimization for a general BICM over a 2 Q -ary constellation has complexity O(2 Q !) with exhaustive search. 5) SCM offers improved performance when LMMSE detection is used. This is the focus of the present paper. 6) The linear superposition of several SCM signals naturally results in an SCM signal. These signals can be encoded distributively at different users/antennas/relay nodes. The receiver structure remains roughly the same for different variations. This property is very useful in multiple access/relay/ad hoc networks, where a challenging issue is how to separate signals from different sources after they are superimposed. SCM provides a simple solution to this issue, following its superposition nature and property 1 above. 7) SCM can be used to construct space-time codes that can achieve high diversity and multiplexing gains in MIMO systems [28] . Fig. 2 shows the transmitter and receiver structures for SCM. They are basically the same as for BICM-ID, except that the constellation involved can be "unconventional" as in Figs. 1(b) and 1(c). At the transmitter, the information data is first encoded by a binary forward error-control (FEC) code. The interleaved coded bits are grouped into binary Q-tuple:
B. SCM over an AWGN Channel
The mapper then maps each b(i) to a symbol x(i) ∈ S based on (1). We naturally assume that each b q (i) is equally taken over {0, 1}. We assume that S is unbiased and with normalized power, i.e., s∈S s = 0, and
The signal sequence x = {x(i)} is transmitted over the channel, yielding the received signal sequence y = {y(i)}. The iterative receiver as shown in Fig. 2(b) follows the general turbo principle [4] . The decoding function of the decoder (DEC) is standard; therefore we focus only on the elementary signal estimator (ESE).
For an AWGN channel, a received symbol is given by
where w(i) is the channel noise sample with mean zero and variance σ 2 = N 0 /2 per dimension. With a posteriori probability (APP) de-mapping, the ESE output is the loglikelihood ratio (LLR) for b q (i),
where S 0 q andS 1 q are the subsets of the constellation points in S whose qth bit carries 0 and 1, respectively. In (5), Pr(s) is the a priori probability for x(i) = s. It can be computed from the DEC feedback {γ q (i)} (the extrinsic LLR about {b q (i)} from the DEC), as detailed later in Section IV-A. We also compute the so-called extrinsic LLR as follows.
In the iterative detection process, the extrinsic LLRs are delivered to the DEC, following the turbo principle [4] . The ESE operation defined in (5) has complexity O(2 Q /Q) per bit 1 .
The above is for an AWGN channel. Detection for more general environments such as multi-user, multiple-input multiple-output (MIMO) and multi-path channels will be discussed in Section III.
C. Layer-by-Layer De-mapping
For SCM, a layer-by-layer de-mapping method can be used at the receiver based on a Gaussian approximation as follows. Focusing on a particular bit b q (i), we rewrite (4) as
where
denotes the interference/noise component with respect to b q (i). We approximate ζ q (i) using a Gaussian random variable. Then (7) can be seen as a simple binary-input scheme. In the iterative decoding process, the extrinsic information from the DEC can be used to estimate the mean and variance of ζ q (i). The ESE output can be computed based on the Gaussian assumption as in (9) at the top of the next page, where Re(·) denotes the real part of a complex number and (·) * denotes the conjugate operation. The details for finding E(Re(α * q ζ q (i))) and Var(Re(α * q ζ q (i))) can be found in [19] . Interestingly, the complexity in (9) is O(1) per coded bit, independent of the constellation size.
III. GENERAL LINEAR CHANNELS AND ITERATIVE LMMSE DETECTION A. Generic Linear Model and Gaussian Approximation
Consider a generic linear system:
where y and x = {x(i)} are the received and transmitted signal vectors, respectively, and η is a vector of AWGN with covariance matrix N 0 I. In the above, H represents the multiplicative effect of the channel, and x is generally a segment in a coded sequence. (See Section V-B.) We always assume that H is known perfectly at the receiver. The applications of the model in (10) include multi-user, MIMO and multi-path channels or their combinations, as discussed in [24] . In general, the optimal MAP [33] solution to the ESE can be very complicated for the system in (10). The following suboptimal LMMSE approach [20] , [21] is a low-cost alternative. It consists of three functional modules as shown in Fig. 3 . They are briefly explained below.
Gaussian Mapper:
We generate the mean and covariance matrix of x, denoted by μ x and V x respectively, using the DEC feedback. (We will discuss this issue in detail in Section IV-A.) We assume that x is Gaussian and can be fully characterized by μ x and V x . (Note: This is only an approximation since x is actually discrete with coded modulation.) We also assume that the entries of x are independent of each other which can be approximately ensured by random interleaving) and so V x is a diagonal matrix, i.e.,
where J is the length of x.
LMMSE Estimator:
Based on the above Gaussian approximation, the MMSE estimate of x is [30] x ≡ E(x|y
where E(y) ≡ Hμ x , (·) H denotes the conjugate transpose operation, and
is the covariance matrix of y. The complexity in (12) is dominated by the matrix inversion R −1 .
Soft De-mapper:
Denote by h(i) the ith column of H. We write the ith entrŷ x(i) ofx in (12) in a signal plus interference-noise form as [21] :
where Fig. 3 . LMMSE approach to the ESE.
We approximate ξ(i) as an additive Gaussian noise independent of x(i). The APP de-mapping rule defined in (5) can now be applied to (14) with complexity O(2 Q /Q) per bit:
Pr(s)
(17) Then, the extrinsic LLR λ q (i) can be calculated using (6) . Alternatively, the layer-by-layer de-mapping technique similar to that in (9) can be used with complexity O(1) per bit. We omit the details for space limitations.
Intuitively, in the above, the Gaussian mapper generates the a priori distribution of x (characterized by μ x and V x ) under the Gaussian assumption. The LMMSE estimator generatesx that is the a posteriori mean of x after observing y. Statistically,x is the closest to x under the Gaussian assumption. The soft de-mapper estimates each bit according to the discrete distribution of each individual x(i) but treats interference as Gaussian noise. This is sub-optimal, but the problem is greatly simplified.
B. SNIR in the LMMSE Estimates
The de-mapping performance is determined by the SNIR in the signal model (14) with respect to the desired signal x(i), which can be evaluated as follows. From (16) 
, based on which it can be shown that
Assume that E(|x(i)| 2 ) is normalized to 1. The SNIR in (14) is given by
Let
H . From the matrix inversion lemma,
Then from (19) , it can be shown that
The SNIR in (20) is a monotonically decreasing function of
This means that minimizing {Var(x(i))} can maximize the SNIR in the LMMSE estimates and thus improve performance. This observation is one of the main motivations of the work presented in this paper. We will return to this in Section IV.
C. Complexity
Here is a rough estimate of the complexity for the LMMSEbased ESE outlined above. Let us consider a single-path MIMO channel with N transmit antennas and M receiver antennas. Then H is an M ×N matrix and (12) and O(2 Q ) for the Gaussian mapping and APP de-mapping). This is significantly lower than the complexity O(2 NQ /N ) for the optimal MAP detector. (In the above, we have assumed a BLAST-type scheme as will be considered in Section V-B.)
We can also use (10) to represent a multi-path MIMO channel. In this case, H is an M J × N J matrix with a Toeplitz type structure. The detection complexity becomes
per symbol that can be very high. However, using a cyclic prefixing technique, H can be converted into a circulant matrix. Then R −1 can be computed using the FFT technique, with complexity reduced to
Interested readers are referred to [24] (where the treatments for general multi-user/multi-antenna/multi-path systems are discussed) for details.
D. Iterative Detection Principles
Recall that in Section III-A, we need to generate the a priori information μ x and V x to perform the LMMSE operation in (12) . In the iterative detection process, the DEC outputs {γ q (i)} are fed back to the Gaussian mapper to update the a priori information μ x and V x , as detailed in Section IV-A below. The ESE and DEC operations are executed again to refine the estimates. This process continues iteratively for a preset number of iterations. A hard decision is then made in the final iteration to produce the data estimates. Related discussions on the iterative detection process can be found in [21] - [27] .
E. Variance of the Feedback Information
During the above iterative process, the LMMSE estimation in (12) refines the estimate of x using observation y together with the a priori information μ x and V x . According to Section III-B, a more accurate value for μ x will lead to a higher SNIR and so to a better estimate. The accuracy of μ x can be measured by Var(x(i)). Interestingly, Var(x(i)) is a function of the signaling scheme, as we will see in Section IV. This implies that the performance of the above iterative process depends on the signaling method used.
F. Layer-by-Layer De-mapping Again
For SCM characterized by (1), a transmit symbol s can be written as
T is a weighting vector and
T is a BPSK-modulated signal vector. The output symbol of an AWGN channel can be written as
which can be seen as a special case of the generic model in (10) . We now show that in this case the LMMSE detection in Section III-A reduces to the layer-by-layer de-mapping in Section II-C. First, for y above, (12) can be rewritten aŝ
Following (14)- (16), eachx q can be modeled asx q = φ q x q + ξ q where
It can also be verified that E(ξ q ) = (1 − φ q )E(x q ) and
With some straightforward manipulations, it can be shown that (25) is equivalent to (9) . For a multi-path MIMO channel, the per symbol complexity with layer-by-layer detection is O(Q+(1+M/N ) log J +M 2 ). Interestingly, the normalized complexity per coded bit (i.e., per layer) does not increase with Q.
IV. IMPACT OF SIGNALING SCHEMES ON ITERATIVE LMMSE DETECTION
From the discussions in Section III-B, smaller Var(x(i)) leads to higher SNIR of the LMMSE estimate. In this section, we consider the minimization of Var(x(i)) in a statistical sense. We will investigate the impact of signaling schemes on the average value of Var(x(i)), which can be seen as the mean square error (MSE) in estimating x(i) from the decoder feedback. We will prove that SCM can minimize this MSE during iterative LMMSE detection. This notable property of SCM indicates its potential performance advantage, which will be confirmed by the numerical results in Section V.
A. Gaussian Mapper
Denote by R : B → S the mapping from a set of Q bits B = {b 0 , b 1 , · · · , b Q−1 } to s B in a constellation S of size 2 Q with (1) as a special case. The signaling scheme is fully characterized by (R, S).
Denote by x an arbitrary entry in x = {x(i)}. The block marked by "Gaussian mapper" in Fig. 3 produces the a priori mean and variance for x as follows. Let {γ q } be the a priori LLR values of {b q }:
During iterative detection, {γ q } are updated using the DEC feedback. From (26),
We now treat B as an integer with binary expression:
Then
where Pr(b q ) is either Pr(b q = 0) or Pr(b q = 1), depending on value of b q . Pr(s B ) is the probability that the transmitted signal x is s B . Therefore, we have
The outputs of (30) are used to construct μ x and V x for the LMMSE estimation. (See (12).) Var(x) in (30b) is a quadratic function of the constellation points {s B }. This inspires us to find the optimum S and R that can minimize Var(x) in a statistical sense, as detailed below.
B. Minimum MSE (MMSE)
The Var(x) computed using (27) - (30) is clearly a function of {γ q }. We now treat {γ q } as independent, identically distributed (i.i.d.) random variables drawn from a distribution p γ (γ) satisfying the symmetric condition [31] in (31) below. 
Assumption I:
Furthermore, SCM achieves the MMSE.
Proof: See Appendix. The implications of the theorem are as follows. We can view E[Var(x)] as the MSE in estimating x using E(x) (where x is an arbitrary entry of x). A smaller E[Var(x)] means that E(x) is statistically closer to the true value of x. Recall that the true a priori distribution of x is over S, as specified by {Pr(s B )} in (29) . Thus, the MSE in estimating x using E(x) depends on S as well as R : B → S. Theorem I gives the minimum MSE, i.e., the MMSE, under the normalization constraint (3) and symmetry constraint (31) . It also states that SCM can achieve this MMSE. This theorem together with the discussion in Section III-B shows that SCM is optimal for the Gaussian mapper.
Theorem I is illustrated by the numerical examples in Fig. 4 . Following [31] , we model {γ q } as independent samples from an AWGN channel, i.e., γ ∼ N (2μd, 4μ), ∀γ ∈ {γ q }, where d = ±1 with equal probability and μ is the signal-to-noise ratio (SNR) of the channel. We characterize the reliability of {γ q } by the mutual information between {γ q } and {b q }, denoted by I γ . Fig. 4 compares the MSE versus I γ curves for SCM and four other signaling schemes, namely, the 16-QAM with the modified set-partitioning (MSP), Mixed, Gray and M16 a mapping rules [11] , [29] . The MMSE curve is generated using (32) . Other curves are generated using Monte Carlo simulation for the signaling schemes compared. As expected, the SCM curve coincides with the MMSE one. Note that the 16-QAM with Gray mapping yields an MSE close to that for SCM. The MSE curves for other signaling methods are considerably poorer.
From Fig. 4 , SCM is the optimal choice when the feedback variance is concerned. It is well known that other options such as MSP and M16 a have good Euclidean distance properties [11] , [29] . The overall performance of the iterative LMMSE receiver depends on both these two factors, which is difficult to evaluate analytically. In the next section, we will assess the overall performance of iterative LMMSE detection based on simulation results.
V. NUMERICAL RESULTS
As mentioned earlier, the applications of the model in (10) include multi-user, MIMO and multi-path channels or their combinations. For the multi-user MIMO systems considered below, each user employs a BLAST-type scheme [35] (except that each coded bit sequence is randomly interleaved to facilitate iterative decoding ) and mapped onto a constellation S. The resultant symbol sequence is serial-to-parallel converted and then transmitted in parallel over different antennas. The SCM scheme can be formed by using a single code in the same way as conventional BICM-ID. An alternative approach is to employ multiple component codes following [14] , [19] . We observed that the multi-code approach is advantageous if capacity-approaching component codes are used. However, the difference is not significant in most cases when relatively weak codes are used. For simplicity, we will adopt the single-code approach below except for the example with turbo codes in Fig. 5 . BICM-Gray refers to the BICM-ID scheme based on Gray mapping. Similar notations apply to BICM-ID based on other mappings. Fig. 5 shows examples based on the rate-1/2 turbo code (23, 35) 8 over AWGN channels. In this case, x = {x(i)} in (10) is a time-domain sequence and i is the time index. 16-ary signaling is used so the system rate is R = 2 bits/channel use. Multiple-code SCM using the constellation SCM-3 in Fig.  1(c) is compared with BICM-Gray and BICM-MSP using 16-QAM. For all these schemes, the APP de-mapping rule in (5) is directly applied; the number of (inner) iterations in the DEC is set to 6; and the number of (outer) iterations between the DEC and de-mapper (or ESE with SCM) is set to 4. The three schemes compared here have the same complexity.
A. Performance in AWGN Channels with Turbo Codes
It is well known that the Shannon limit for an AWGN channel is achieved by Gaussian signaling. In this example, we have only 16 constellation points and the irregular signaling scheme SCM-3 and the Gray signalling yield results close to the Shannon limit, as shown in Fig. 5 . The MSP scheme with turbo code is not satisfactory. This is consistent with the observations in [38] that Gray mapping is advantageous over other alternatives in BICM-ID schemes with capacityapproaching codes.
B. Performance in More Complicated Channels
We now consider quasi-static MIMO channels. We assume that the channel coefficients are i.i.d. and quasi-static. We always assume that a rate-1/2, 4-state convolutional code (5, 7) 8 is used and the Bahl-Cocke-Jelinek-Raviv (BCJR) algorithm [34] is applied to the DEC. For simplicity, we always use the single-code SCM schemes. We define E b as the transmit energy per information bit. 
1) Single-User Channel:
We first consider a single-user scheme with M receiver antennas and N transmitter antennas over single-path fading channel. In this case, an information block of 2048 bits is encoded into a binary sequence of length 4096 and then mapped into a 16-ary symbol sequence of length 1024. The symbol sequence is then partitioned into segments. Each segment is of the form
where x(i) is transmitted from antenna i. The channel matrix is given by
where h(m, n) is the channel coefficient between the nth transmit antenna and mth receive antenna. Let r be the rate of the encoder (ENC) in Fig. 2 , K the number of users and N the number of transmit antennas per user. We define the system rate as R = rQKN.
The LMMSE detection outlined in Section III-A can be directly applied. Fig. 6 compares the frame-error-rate (FER) with SCM and BICM-ID. The number of receiver antennas is fixed to M = 4. We consider N = 1 and 4 transmit antennas.
With N = 1, we apply MAP detection [33] for all the schemes compared. (The complexity of the MAP detection is still tolerable in this case.) The 16-QAM MSP signaling used in Fig. 6 is optimized for the MAP detection [33] and has a good distance profile. Indeed, we can see from Fig. 6 that BICM-MSP outperforms SCM in this case. Note that the advantage of SCM with respect to LMMSE estimation is not relevant here.
When N = 4, the MAP detection becomes too complicated, and so we resort to the LMMSE technique. In this case, SCM can significantly outperform BICM-MSP, which is mainly attributed to the MMSE property of SCM in Theorem I. Interestingly, when N increases from 1 to 4, the SCM Fig. 1 (a) is used. The information block length is 2048. The number of iterations is 10. The system rate R = 2 for N = 1 and R = 8 for N = 4. performance improves, thanks to the diversity gain offered by a larger N . In the meanwhile, the BICM-MSP performance degrades, indicating that iterative LMMSE estimation does not perform well with the MSP signaling.
2) Multi-User MIMO Channel: Next, we consider multiple users. In this case, define
where x (k) and H (k) denote the transmit signal segment and channel matrix for user-k, similar to those in (33) and (34) . Now the index i in x = {x(i)} represents the combination of user and antenna index. Fig. 7 presents the FER for various signaling schemes in a 2-user case with the iterative LMMSE detector. The parameters are listed in the caption. We can see that the performance is roughly in line with the MSE comparison in Fig. 4 , with SCM the best. Also note that BICM-Gray outperforms other BICM-ID schemes. Clearly, with LMMSE estimation, the performances of different signaling schemes are closely related to their MSE characteristics shown in Fig. 4 .
3) De-mapping Methods:
In the above examples, the APP de-mapping rule in (5) is applied after the LMMSE estimation. We now consider the "layer-by-layer" strategy mentioned in Section II-C for SCM that can greatly reduce de-mapping cost. Fig. 8 compares the performance of the two strategies in a single-user 2 × 2 MIMO system over a multi-path channel with L = 4 taps. The SCM signaling scheme is similar to that in Fig. 1(c) , with parameters detailed in the caption. Layer-bylayer de-mapping results in certain performance degradation. Nevertheless, the achievable performance of SCM with layerby-layer de-mapping is still better than that of BICM-Gray.
VI. CONCLUSIONS
We show that iterative LMMSE detection offers a low-cost option to high-rate coded systems over complicated channels. We conduct an MSE analysis and derive the MMSE solution for the Gaussian mapper involved in the LMMSE detection. We prove that SCM can maximize the SNIR during LMMSE detection and potentially outperform other alternatives. These claims are confirmed by simulation results for various multiuser/MIMO/multi-path channels. We have assumed that channel state information (CSI) is perfectly known in this paper. Discussions can be found in [39] for situations when CSI is not perfectly known but estimated.
APPENDIX
Let γ be the LLR of a bit b ∈ {b q }. The following are easy to verify:
When γ is a random variable, the above quantities are also random variables. Assume that γ meets the symmetric condition (31) . From (38) , 
From the definition below (31), we have
From
Denote by {s B } the 2 Q points in S and define a vector
where p is a vector formed by {Pr(s B )}. For example, when Q = 2, R is
and p is given by (44) where "⊗" denotes Kronecker product.
For a general Q, p in (43) can be obtained using a chain of Kronecker products, 
From (46) and the spectrum property of Kronecker product [32] , the eigenvalues of Q are given by the diagonal of 
The last equality in (52) follows from (43) and (51). Minimizing (52) is equivalent to maximizing s H Qs, which is achieved when s takes the direction of the eigenvector for the maximum eigenvalue of Q. However, s cannot be 2 −Q/2 1 because it does not satisfy the condition x∈S x = 0 in (3). (In fact, s = 2 −Q/2 1 implies that there is only one point in S, and so it cannot be used to deliver information.) Furthermore, it can be verified from (48) that x∈S x = 0 when s takes the direction of any other eigenvector g = 2 −Q/2 1. Thus, s must be orthogonal to 2 −Q/2 1 (otherwise x∈S x = 0 ). Therefore we turn to the second largest eigenvalue 2 −Q (1 − ρ). Then s must fall in the space spanned by the columns of G in (50), i.e. s = Gα,
for some Q × 1 vector α = {α q } with ||α|| 2 = 1. Thus
Hence (32) holds. Finally, (53) is simply a vector form of (1) for the SCM with the constraints in (3).
