Abstract Most of existing earthquake early-warning systems are regional or on-site systems. A new concept is the integration of these approaches for the definition of alert levels and the estimation of the earthquake potential damage zone (PDZ). The key element of the method is the real-time, simultaneous measurement of initial peak displacement (P d ) and period parameter (τ c ) in a 3-s window after the first P-wave arrival time at accelerometer stations located at increasing distances from the epicenter. As for the on-site approach, the recorded values of P d and τ c are compared to threshold values, which are set for a minimum magnitude M 6 and instrumental intensity I MM VII, according to empirical regression analysis of strong-motion data from different seismic regions. At each recording site the alert level is assigned based on a decisional table with four entries defined by threshold values of the parameters P d and τ c . A regional network of stations provides the event location and transmits the information about the alert levels recorded at near-source stations to more distant sites, before the arrival of the most destructive phase.
Introduction
During the last three decades, the improvement of technology has made it possible to implement earthquake earlywarning systems (EEWS) in many active seismic regions of the world. Operational EEWS are actually running in Japan (Nakamura, 1984 (Nakamura, , 1988 Odaka et al., 2003; Horiuchi et al., 2005) , Taiwan (Wu and Teng, 2002; Wu and Zhao, 2006) , and Mexico (Espinosa-Aranda et al., 2009) , while other systems are under testing or development in California (Allen and Kanamori, 2003; Allen, Brown, et al. 2009; Allen, Gasparini, et al. 2009; Böse et al., 2009) , Turkey (Alcik et al., 2009) , Romania (Böse et al., 2007) , and China (Peng et al., 2011) . In southern Italy, the PRobabilistic and Evolutionary early warning SysTem (PRESTo), monitoring the Apenninic fault system (which is causative of frequent moderate-tolarge earthquakes), has been operational for testing on smallto-moderate size events since December 2009 Satriano et al., 2010) .
Two different configurations for EEWS are mainly developed: regional (or network-based) and on-site (or stationbased). In a regional EEWS, the early portion of recorded signals is used to rapidly estimate source parameters (event location and magnitude) and to predict a ground-motion intensity measure (peak ground velocity [PGV] or peak ground acceleration [PGA] ) at distant sites by using an existing, empirical ground-motion prediction equation. In such a configuration, a continuously updated and refined estimation of source parameters is released in real time as new data are acquired by the network, and the lead time (the time between the alert issue and the arrival of damaging waves at the target site) is relatively long, depending on the source-tosite distance. In an on-site EEWS, peak amplitude and/or predominant period measurements on the early portion of recorded P signals are generally used to predict the ensuing peak ground motion at the same site. In this configuration, the alert for an impending earthquake damage at the target site is issued based mainly on a local measurement of P-wave ground motion, bypassing the uncertain estimation of earthquake location and magnitude or the prediction of the ground-shaking level through an empirical attenuation law. An ideal system should provide large enough lead times, accurate estimations of source parameters, and reliable predictions of the expected ground motion at the target.
In a very recent paper, Zollo et al. (2010) proposed a seismic alert methodology that integrates the approaches of regional and on-site EEWS. The procedure is based on the real-time, joint measurement of initial peak displacement (P d ) and period parameter (τ c ) in a 3-s window after the first P arrival time and on the use of P d as a proxy for PGV Kanamori, 2005, 2008) . The on-site warning is issued based on the matching of the recorded values of P d and τ c to prior established threshold values. Based on local measurements, the system can rapidly distinguish a potentially damaging from nondamaging earthquake and, if needed, issue an alert in the epicentral area and distant sites. The network of stations in the source area produces the event location and transmits the information about the alert levels recorded at near-source stations to more distant sites, before the arrival of the most destructive phase, as in a regional early-warning system.
In this short note, we present the results of performance tests of this method and propose a new methodology for a real-time mapping of the potential damage zones (PDZ) in the first seconds after a moderate-to-large earthquake. The methodology has been applied off-line to the strong-motion records of a set of ten M >6 earthquakes that occurred in Japan during the last decade; the results demonstrate the method's efficiency and rapidity for issuing an early warning and mapping the damage zone in a few seconds after the earthquake occurrence.
Data and Method
For this study we selected ten large Japanese earthquakes that occurred from 2000 to 2009 (Table 1) . Using the Japan Meteorological Agency (JMA) catalog, events having a magnitude greater than 6 on a JMA magnitude scale have been selected. The waveforms have been extracted from the KiK-net and K-NET databases (see Data and Resources); the analyzed data set consists of 1341, three-component strong-motion accelerometer records. Figure 1 shows the distribution of selected events and used stations. The preliminary procedure of data analysis first involves removal of the mean value and linear trend and then manual P picking on the vertical component of accelerometer records. Accelerometer records are then integrated once to get velocity records; a second integration is performed to obtain displacement and a causal Butterworth high-pass filter with a cut-off frequency of 0.075 Hz and two poles is finally applied to remove the long-period drift after the double integration. The events have been located using the real-time location methodology of Satriano et al. (2008) in the layered velocity model proposed by Ueno et al. (2002) . The P d has been measured on the vertical component of high-pass filtered displacement trace within a 3-s time window after the P picking; the estimation of τ c requires displacement and velocity traces in the same seismogram window. The method we applied in this work has been described in the recent paper of Zollo et al. (2010) ; for the sake of completeness we briefly summarize it here.
By analyzing strong-motion data from modern accelerometer networks in Japan, Taiwan, and Italy and considering a maximum epicentral distance of 60 km, Zollo et al. (2010) derived the relation between the initial peak ground displacement (P d ) and the PGV: logPGV 0:730:01 × logP d 1:300:02; (1) where P d is measured in centimeters, PGV in centimeters per second, and the standard error is 0.41.
From the comparison with observed intensity maps for some significant Californian earthquakes, Wald et al. (1999) defined the instrumental intensity (I MM ), which relates the recorded peak acceleration and velocity amplitudes to the expected damage distribution. The instrumental intensity is currently used by the U.S. Geological Survey in the ShakeMap generation procedure. Given the relationship from Wald et al. (1999) and the observed correlation of P d with PGV, the potential damaging effect of an earthquake can be rapidly predicted from the real-time measurement of peak displacement on the initial P-wave train.
With the same data set Zollo et al. (2010) determined the relationship between the period parameter τ c and magnitude in the range 4 < M <8:3; the best-fit regression line has been derived on average binned data (ΔM 0:3) weighted by the standard deviation for data in each bin. They found logτ c 0:210:01 × M 1:190:08;
( 2) where τ c is measured in seconds and the standard error is 0.25.
With the aim of inferring a rapid estimation of the extent of the PDZ, the empirical relationship that relates P d , τ c , and hypocentral distance (R) has been therefore determined. Given the observed dependency of the period parameter with magnitude, this relationship is similar to a ground-motion prediction equation for the parameter P d in the investigated range of distances. Through a multivariate linear regression analysis, the best fitting procedure provided 
where R is measured in kilometers, τ c in seconds, P d in centimeters, and the standard error is 0.7.
A threshold-based system requires the definition of alert levels, which are set depending on a priori values for the real-time measured ground-motion parameters. Using the previous empirical relationships, four alert levels (0, 1, 2, and 3) are defined for the measured values of the parameters P d and τ c at a given site (Fig. 2) . The threshold values for the alert levels have been chosen in order to have the maximum alert level (level 3) for an earthquake with predicted magnitude M ≥ 6 and with an instrumental intensity I MM ≥ VII. In particular, the P d threshold (0.2 cm) is set from equation (1) using the PGV value corresponding to I MM VII and allowing for the estimated 1-σ error bounds on the PGV versus P d relationship; the τ c threshold (0.6 s) is set from equation (2) using M 6, allowing for the 1-σ error bounds. The alert table is derived from the original scheme proposed by Wu and Kanamori (2005) and can be interpreted in terms of potential damaging effects near the recording station and far away from it. In case of an alert level 3 (τ c ≥ 0:6 s and P d ≥ 0:2 cm), the earthquake is likely to have a large size and to be located close to the recording site; thus we expect a high level of damage both nearby and far from the station. For an alert level 1 (τ c ≥ 0:6 s and P d < 0:2 cm), the event is likely to have a large size but occur far from the station; thus damage is expected only far away from the recording site. In case of an alert level 2 (τ c < 0:6 s and P d ≥ 0:2 cm), the size of the event is likely to be small, but the event occurs close to the station; thus earthquake effects are expected only near the recording site. Finally, if the alert level is 0 (τ c < 0:6 s and P d < 0:2 cm), no damage is expected either close or far away from the station.
As soon as a series of measurements of P d and τ c are available, using the average τ c value and fixing P d at its threshold value, equation (3) can be used to determine the radius (R in equation 3) of the PDZ, that is the area within which the highest intensity values are expected to be observed. In this short note we generalize this methodology to the real-time estimation of the PDZ based on the combined use of measured and predicted ground-motion values. The area covered by stations is divided into cells by using a pre-fixed spatial grid, which is needed to fill the gaps where stations are not available. At those stations where the first 3 s of signal after the P picking are available, an alert level is locally assigned, based on P d and τ c measurements. At the same time, the event location is obtained by using the available P picks and RTLoc method. Furthermore, the expected P d value can be predicted at each node of the grid, through equation (3) and the τ c averaged over the available measurements at the considered time step. Measured and predicted P d values are thus interpolated; the area within which the highest level of damage is expected can be delimited by the isoline corresponding to P d 0:2 cm.
Moreover, the expected PGV values at triggered stations and at grid nodes can be computed using equation (1) and finally converted into an instrumental intensity measure using the relationship of Wald et al. (1999) . Once again, an interpolation is performed between all intensity values, and results can be plotted as a real-time, continuously updated, intensity map. This routine is repeated every second; as the waves propagate within the area and trigger other stations, the event location is refined by using P pickings, average τ c value is updated, other alert levels are defined, and more data are used for the interpolation procedure.
Application and Results
We applied the proposed methodology to the ten selected events of the Japanese strong-motion database. Figure 3 shows an example of ground-motion measurements and alert levels assigned at each recording station after P d and τ c measurements for the M 6.8, 2007 Chuetsu-Oki earthquake. For all the analyzed earthquakes, τ c values do not show any dependence on distance, as expected from the previous works (e.g., Kanamori, 2005) , at least in the analyzed range of distances (maximum epicentral distance, 200 km). The initial amplitude P d instead generally decreases with the distance, due to the geometrical spreading and anelastic attenuation effects. As a consequence, the alert levels are maximum in nearsource areas and decrease far away from the epicenter. Moreover, when the distance increases, the only transitions allowed between alert levels are those from 3 to 1 and from 2 to 0. All the other transitions are forbidden because they would imply a variation of the earthquake magnitude as a function of distance. The analyzed earthquakes confirmed that only transitions from alert level 3 to 1 are observed for moderate-to-large earthquakes, recorded by a network extending from the epicentral area to further distances. In this work the transition from 2 to 0, which is expected for small but strongly felt earthquakes (magnitude around 4), has never been observed.
For a complete and effective visualization of results, we decided to represent them through three maps: an instrumental intensity (I MM ) map and a JMA instrumental intensity (I JMA ) map, both of which provide information about the felt ground shaking, and an operative map that shows the distribution of alert levels and the predicted PDZ. Examples of snapshot maps are reported in Figure 4 . Ⓔ All the snapshots resulting from the application of the threshold-based method to the selected events are available as an electronic supplement to this paper. Each snapshot shows the comparison between the I MM , the I JMA , and the PDZ map at increasing times, starting from the first P pick. The I JMA scale was introduced in Japan in the early 1990s and is obtained on the vector composition of threecomponent ground-motion records by evaluating the total duration of PGA exceeding a reference value (Karim and Yamazaki, 2002) . A value equal to 4 on the Japanese scale approximately corresponds to V or VI on the modified Mercalli scale, while 5 corresponds to VI or VII on the modified Mercalli scale (Kunugi, 2000) .
The application of the method to the selected Japanese events confirmed the satisfactory performances of a threshold-based system for early-warning procedures: the visual matching between the real-time PDZ and the postevent I JMA maps suggests that the PDZ reproduces with a good approximation the area within which the highest intensity values are observed. The P d 0:2 cm isoline (represented in Fig. 4 by the color transition from light blue to red) approximately corresponds to a I JMA around 5, the minimum intensity necessary to issue a public warning. The agreement is even more robust when considering that the I JMA map has been obtained from an independent data set Japan Meteorological Agency (2010).
Although it is known that I JMA intensity measures may not always be a good indicator of damage, we introduced the I JMA map with the aim of providing a further comparison of results of the proposed methodology and in order to make it suitable to Japan, for which the application has been conceived.
The three maps represented in Figure 4 for each event are essentially derived from different ground-motion quantities (PGV and PGA for I MM and I JMA , respectively, and Pwave peak displacement for the PDZ map). The comparison between I MM and I JMA intensity maps in Figure 4 is a useful test, although it should be noted that several factors make it difficult to evaluate the exact correspondence between the two scales. (a) The I JMA map is the representation of a continuous quantity, while the I MM intensity derives from the conversion of a continuous parameter (PGV) into a discrete scale; thus the boundary between two contiguous intensity values does not characterize in a rigorous way the effects of an earthquake and the perceived level of damage. (b) The empirical relationship between the two intensity scales provided by Kunugi (2000) shows a good correspondence in the range 1 ≤ I MM ≤ 6, but the correlation becomes poorer for higher intensity values. (c) The two maps have been obtained with different data sets, so that the number and spatial density of measurement points vary for the two parameters, affecting the interpolation procedure.
A quantitative assessment of the method performance can be obtained by counting the number of successes and failures of the system. For such a purpose, we utilized the scheme of Table 2 to evaluate the correspondence between the recorded alert level and the real magnitude and intensity values. The definitions of successful, missed, and false alarms are based on the assumption that only level 3 to 1 and level 2 to 0 transitions are allowed (Fig. 2) . Figure 5 shows the results obtained by counting successes and failures of the system for all the considered events: 87.4% of alert levels have been correctly assigned, 11.9% are false alarms, and 0.7% are missed alarms. The high percentage of successful alarms and the very small number of missed alarms represent the main results of our application. To understand the relevance of the false alarms percentage, we determined the difference between predicted intensity (I MM VII) and observed intensity value. The variance distribution is shown in Figure 5 : 36% of false alarms correspond to an intensity value of VI, 52% to an intensity V, and 12% to intensity III. An intensity value of VI, although it does not correspond to the maximum alert level (3), is synonymous with an earthquake that can be perceived by the population and may Figure 3 . Time evolution of ground-motion measurements and the corresponding alert levels at the different stations, located at increasing distances from the epicenter of the 2007, M 6.8 ChuetsuOki earthquake. In each plot, points represent the recorded values at the considered stations: (top to bottom) the parameter τ c , the initial peak ground displacement P d , and the alert levels. Along the x axis the time at which each measurement is available is given. Time is counted starting from the origin time of the event and contains the 3 s necessary for data processing. As expected, P d generally decreases with the increasing distance; the measured values of τ c do not show any dependence on distance. The final plot shows the alert level that would have been issued at each station: they are maximum in near-source area and decrease with distance. Gray and white zones indicate the alert levels 3 and 1, respectively. The plot assumes no delay caused by telemetry/processing, which can be estimated around 1-3 s for computing and data transmission system. provoke some damage; keeping this in mind, the percentage of false alarms can be considered smaller. Figure 6 shows the prediction error of peak ground velocity as a function of distance. It is generally distributed around 0 and remains stable with distance, showing an approximate standard deviation of 0:75, as inferred from the histograms presented in the figure.
Finally, we discuss the results of the application of the threshold-based method to the 2008 Iwate-Miyagi earthquake. In this case we observed a large discrepancy between the extent of the maximum damaged area (as revealed by the I MM and I JMA maps) and the PDZ (as estimated from the threshold-based approach). The earthquake occurred at 23:44 (UTC), 13 June 2008 at 39.03°N, 140.89°E and 5.39 km depth. As shown in Figure 7 , the PDZ resulting from the interpolation between measured and predicted P d values, is much larger than the area in which the highest intensity values (both I MM and I JMA ) are observed (Fig. 7a) . Except for the Iwate-Miyagi earthquake, we did not encounter this problem for any other events listed in Table 1 (see also Ⓔ the electronic supplement to this paper). We then compared the measured values of P d and τ c with those predicted by the empirical attenuation relationship (equations 2 and 3). In Figure 7c , we plotted P d and τ c for the Iwate-Miyagi earthquake as a function of distance. The average τ c value for this event (2.6 s) is slightly larger (almost 30%) than those expected for an M 7.2 earthquake (around 2 s) from the τ c versus M relationship, while the observed P d values are consistent with those predicted, except for some distant stations in the west-northwest direction (indicated with a circle) where the observed P d values are a factor around 4 larger than the expected values. These overestimated P-peak displacement values are the cause for about twice the linear extension of PDZ in the west-northwest sector relative to the other azimuthal directions, where P d values follow approximately the expected amplitude decay with distance. Because I MM and I JMA , which are intensity measurements derived from ground velocity and acceleration, do not show a similar pattern, the large P d values observed at those sites could be due to a low-frequency amplification effect in this region that results in a larger PDZ relative to the damage zone, as inferred from the I MM and I JMA maps. 
*Each recorded alert level corresponds to a successful, missed or false alarm, based on the observed values of intensity and on the assumption that only transitions from 3 to 1 and 2 to 0 between alert levels are allowed. For example, a recorded alert level 3 corresponds to a successful alarm if the observed intensity is ≥ VII and to a false alarm if the observed intensity is < VII. In the same way, the recorded alert level 1 can be a successful alarm if the observed intensity is < VII and a missed alarms if the observed intensity is ≥ VII. The alert levels 3 or 2 cannot be missed alarms, as well as 1 and 0 cannot be false alarms. † n.d., not defined. 
Conclusions
The present work is aimed at testing the validity of the threshold-based method for earthquake early-warning systems. For such a purpose, the method has been applied to ten large Japanese earthquakes that occurred from 2000 to 2009, and an off-line simulation of the procedure has been performed for each event. The application of the method to the selected events confirmed the feasibility of using a threshold-based approach for early-warning procedures. The performance of the system has been evaluated by defining successful, missed, and false alarms (Table 2 ) and by counting their relative percentage. A very high percentage (∼88%) of alert levels has been correctly assigned (Fig. 5) , and most of the maximum alert levels correspond to the area within which the highest level of damage has been observed.
In this paper we propose a quantitative approach for a real-time mapping of the potential damage zone. The proposed methodology is based on the interpolation of measured and predicted values of peak ground displacement, which allows for a rapid estimation of the potential damage zone. The PDZ, delimited by the P d 0:2 cm isoline, is available within a few seconds from the origin time and generally becomes stable after about 10 s. Furthermore, as soon as local measurements are available at more distant sites, the extension of the PDZ can be refined and local alert levels can be used to validate the alert issued by near-source stations.
The studied cases displayed a very good agreement between the rapidly predicted and observed damage zone: the PDZ turned out to be very consistent with the area on I JMA and I MM maps in which the highest level of damage is reported. For the 2008, Iwate-Miyagi earthquake, we observed a large discrepancy between the PDZ and the observed damage zone. We infer that the anomalously large PDZ could be due to a low frequency attenuation effect in the northwest-north direction, which results in an overestimation of the potential damage zone.
The proposed methodology for earthquake early warning is suitable to Japan or other high-seismic risk countries worldwide, where a dense network of accelerometers is developed over the whole territory. Compared with the pure onsite and regional early-warning systems, this approach, based on interpolation of measured and observed peak displacement values, is likely to provide more robust prediction of potential earthquake damaging effects. A fast and reliable transmission system with small latency time is required, and efficient algorithms are necessary for a rapid processing of signals.
Data and Resources
Seismic data used in this study were collected from the KiK-net and K-NET on-line databases (http://www.kik.bosai .go.jp/ and http://www.k-net.bosai.go.jp/, last accessed October 2011).
Data analysis and some of the figures were made using GNUPLOT (http://www.gnuplot.info/, last accessed October 2011), SAC (Goldstein et al., [2003] , which can be requested from the Incorporated Research Institutions for Seismology at http://www.iris.edu, last accessed October 2011), and Generic Mapping Tools (Wessel and Smith, 1995;  http:// gmt.soest.hawaii.edu/, last accessed October 2011). The color palette used in Figure 4 was taken from the ShakeMap online manual (http://earthquake.usgs.gov/earthquakes/ shakemap/, last accessed October 2011).
