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Abstract
An extended numerical model for bubbly oil/gas flows, using a more complete formulation than pre-
viously reported, is applied to five situations of industrial interest. Pressure waves propagating due to
pressure dierences caused by the sudden blocking of a pipeline carrying bubbly fluid, the bursting of a
valve separating two regions of dierent pressures, and the opening and closing of a valve in a pipeline are
simulated. In addition, the movement of an end plug to a bubbly flow pipeline when it fails is also modelled.
In each case it is found that over-pressures, relative to the applied pressure dierence, occur in the prop-
agating pressure waves. The magnitude of the over-pressure increases with the applied pressure dierence
and appears close to, but not at, the boundary where the pressure dierence is first applied. However,
gradual application of the pressure dierence reduces the maximum over-pressure. In the case of the sudden
blockage of a pipeline, the over-pressure also varies with the initial flow velocity and has a greater mag-
nitude than the predicted pressure rise calculated using only the fluid compressibility. Therefore, standard
estimates for pressure rises in compressible fluids may be inappropriate for use in designing pipelines
carrying bubbly fluids. Finally, the end plug simulations show that the plug accelerates quickly after the
initial failure but then levels o, and that the final velocity of the end plug can be readily calculated using
the numerical model. Ó 2000 Elsevier Science Ltd. All rights reserved.
Keywords: Shock waves; Bubbly fluids; Numerical simulation; Oil/gas industry
1. Introduction
Bubbly fluid flows are commonplace in the oil/gas, process and hydroelectric industries. Even at
low gas bubble concentrations, the bubbly fluid has significant compressibility. So, any sudden
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change in the flow may lead to eects which cannot be modelled using incompressible fluid
equations alone. For example, in the case of sudden blockage of a pipeline, or failure of a valve in
the pipeline, straightforward incompressible models are inadequate for predicting the resulting
Nomenclature
A, B constants in the relationship between the gas thermal conductivity andthe absolute
temperature, J m
–1
s
–1
K
–2
and J m
–1
s
–1
K
–1
, respectively.
a acceleration of the end plug, m s
–2
A
plug
surface area of the end plug, set to 1 m
2
C
g
, C
m
compressibility of the gas and the mixture, respectively, Pa
–1
c pressure wave velocity, m s
–1
c
l
speed of sound in the pure liquid, m s
–1
E
B
bulk modulus of the liquid, Pa
K thermal conductivity of the gas, J m
–1
s
–1
K
–1
m mass of the end plug, kg
n number of gas bubbles per unit volume, m
–3
P mixture pressure, Pa
P
a
initial mixture pressure, or the lower initial pressure in the valve opening and
bursting cases, Pa
P
b
applied pressure, or the higher initial pressure in the valve opening and bursting
cases, Pa
P
lw
pressure in the liquid at the bubble wall, Pa
P
0
initial mixture pressure in the fluid in the end plug problem, Pa
P
Atm
atmospheric pressure, Pa
P
plug
mixture pressure at the plug position
p
g
gas pressure in the bubble, Pa
p
gw
gas pressure at the bubble wall, Pa
R radius of gas bubbles, m
r radial co-ordinate, m
S distance between the plug and the last grid point at which P is calculated, m
T absolute temperature, K
t time, s
u mixture velocity, m s
–1
u
a
initial flow velocity, m s
–1
u
b
applied flow velocity in the valve opening case, m s
–1
v radial velocity of the bubbles, m s
–1
x spatial co-ordinate, m
y non-dimensional radius, y r/R
b gas volume fraction
c ratio of the specific heat capacities of the gas
l
l
liquid viscosity, N s m
–2
q, q
l
, q
g
densities of the mixture, the liquid and the gas respectively, kg m
–3
r surface tension, N m
–1
.
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pressure waves propagating along the pipe. Conventionally, in these cases, the pressure rises due
to the ‘‘water hammer eect’’ are only accounted for. This eect arises due to the small liquid
compressibility but, among other dierences, the compressibility of a bubbly fluid is so much
larger than that of a pure liquid that it cannot be ignored. Therefore, the study of the development
of shock waves in bubbly flows is of practical importance and can be readily applied to simulate
some common industrial engineering situations.
The propagation of shock waves in bubbly fluids is a subject of much research interest. Three
typical pressure profiles have been observed in bubbly shock tube experiments, referred to as A-,
B- and C-type shocks which have been recorded at progressively further distances from the
boundary at which the shock is introduced [1]. A-type shocks are characterised by a steep rise in
pressure at the shock front followed by a highly oscillatory relaxation region, whereas C-type
shocks have no discontinuous shock front or oscillations, with B-type shocks in between these
extremes. The main factor aecting the oscillatory relaxation process behind the shock front is the
thermal dissipation due to the bubble motion [2,3]. In a compressible bubbly fluid model, this
should be accounted for. The eect of non-uniform spatial distribution of the bubbles in a shock
tube has been studied [4] and it has been shown that 1-D models with uniform spatial distribution
agree well with experimental results in near-uniform conditions.
This article reports the results of the application of state-of-the-art bubbly fluid numerical
models to certain situations of industrial interest. These include the cases of pressure wave
propagation in a bubbly ‘‘shock tube’’; the sudden blocking of a pipeline carrying bubbly fluid;
and the bursting of a valve separating two regions of dierent pressures. Situations involving
slower changes are also simulated: the slow opening of a ‘‘shock tube’’ diaphragm, and the
opening and closing of the valve in the pipeline. Finally, the movement of an end plug to a
pipeline containing bubbly fluid when it fails is also simulated.
Throughout, for illustrative purposes, a single representative gas volume fraction and initial
bubble radius are used (although the simulations allow for bubbles expanding and contracting
with the local pressure field). A detailed study exploring the variation of the eects reported here
with this important parameter space would be suitable for further work. However, these initial
findings are reported because of the trends they exhibit and this in-depth study of a single volume
fraction/bubble radius case captures and exemplifies the significant features of this phenomenon.
Previous work on bubbly fluid flows has typically concentrated on air bubbles in aqueous
solutions of glycerine, see e.g., Refs. [1,3]. The results reported here are of simulations of natural
gas bubbles in a typical crude oil, except where stated, for appropriate application to situations
arising in the oil/gas processing industries.
2. The mathematical model
The model used is adapted from that due to Prosperetti and coworkers [3,5,6]. This model has
the advantage that it is relatively straightforward to implement but includes detailed micro-
modelling of the bubbles. It is assumed, for the present flow analysis, that the bubbly fluid flow is
essentially one dimensional e.g., high Reynolds number flow in a large diameter pipeline, so pipe
wall eects can be neglected. For bubbly flow (with a continuous liquid phase) in the x direction,
developing in time t, the continuity and momentum equations are [7]:
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where P and u are the average pressure and velocity of the mixture, q
l
and c
l
are, respectively, the
density and speed of sound in the pure liquid, n is the number of bubbles uniformly distributed per
unit volume, and R is their radius. It is assumed in the present work that the bubble number
density n is a constant, although the bubble radii can vary. Eqs. (1) and (2) have a predicted error
of the order of the gas volume fraction, b, which depends on n and R by [7]
b 
4
3
pR
3
n: 3
So, for accurate models, these equations are restricted to a low gas volume fraction. Except
where stated in Section 4.1, the present analysis takes a single representative volume fraction of
3%, which both limits the error in the model and also has the advantage that the additional
complexity of modelling bubble coalescence can be justifiably ignored.
The Keller equation models the radial motion of an isolated bubble immersed in the ambient
pressure field [8]. It includes, in an approximate way, the eect of liquid compressibility and is
reported as [5]
1

ÿ
1
c
l
oR
ot

R
o
2
R
ot
2

3
2
1

ÿ
1
3c
l
oR
ot

oR
ot
 
2

1
q
l
1


1
c
l
oR
ot

R
c
l
o
ot

P
lw
 ÿ P; 4
where the pressure in the liquid at the bubble wall is
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and in which p
gw
is the gas pressure at the bubble wall, and r and l
l
are the surface tension and
liquid viscosity. When c
l
!1 (i.e., an incompressible liquid), the Keller equation reduces to the
Rayleigh–Plesset equation [9]
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With the assumptions of spatial uniformity of the pressure and the perfect nature of the gas, the
bubble internal pressure p
g
is governed by [10]
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where T is the absolute temperature of the gas in the bubble, c, the ratio of the specific heats of the
gas, and K, the thermal conductivity of the gas, is given by K  AT  B where A and B are
constants. The energy equation may also be included [6]
c
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In view of the large heat capacity of the liquid compared with that of the gas, it is assumed that
the liquid temperature remains constant throughout.
By combining Eqs. (7) and (8), and substituting a non-dimensional radius y  r=R
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It may be noted that the last term on the left-hand side of Eq. (9) is omitted in Ref. [5]. The eect
of the inclusion of this term will be addressed in Section 4.3. For simplicity and convenience in the
numerical method, the radial velocity of the bubbles is written as
v 
oR
ot
: 10
3. The numerical method
A second-order accurate predictor–corrector method is used, following Ref. [5]. A staggered
grid is employed for discretising the basic fluid equations, with the radius, radial velocity and
average pressure defined at the centre of each grid cell jÿ 1Dx j  1; 2; . . . ;N
x
 1, and the
average velocity defined at each grid cell boundary jÿ 1=2Dx.
For the micro-modelling of the gas bubbles, a separate radial grid and the non-dimensional
radius, y, are used. The temperature and the gas pressure are defined at grid points from the
bubble centre to the bubble wall, k ÿ 1Dy k  1; 2; . . . ;N
y
 1. The gas pressure at the node
N
y
 1 is p
gw
in Eq. (5).
The numerical procedure comprises the following stages at each time step from known values at
t  iDt; i.e., P
i
; u
i
; R
i
; v
i
; p
i
g
; T
i
:
1. calculate the values at i 1=2Dt, i.e., P
i1=2
; u
i1=2
; v
i1=2
; R
i1=2
; p
i1=2
g
; T
i1=2
from Eqs. (1),
(2), (4), (10), (7) and (8), respectively, using central dierences for the spatial derivatives and
forward dierences for the time derivatives;
2. carry out an Euler estimate for the values at i 1Dt; i:e:; P
i1
; v
i1
; R
i1
; p
i1
g
; T
i1
;
3. refine v
i1
and R
i1
from Eqs. (4) and (10), using backward dierences for the time derivatives,
and the values from steps 1 and 2; refine P
i1
, by solving a tri-diagonal system for the pressure
from Eqs. (1) and (2);
4. correct v
i1
and R
i1
again, by using the new values of P
i1
in Eqs. (4) and (10);
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5. refine p
i1
g
, using central dierences for the spatial derivatives and backward dierences for the
time derivatives in Eq. (7); refine T
i1
, by solving a tri-diagonal system for the internal temper-
ature of the bubble from Eqs. (7) and (8);
6. repeat step 5, using the updated values at t  i 1Dt;
7. obtain the final values for v
i1
;R
i1
; and P
i1
, in that order, using the method of step 3;
8. calculate u
i1
, using central dierences for the spatial derivative and backward dierences for
the time derivative in Eq. (2), from the values of u
i1=2
and P
i1
.
The spatial step and time step were chosen so that further reduction in them yields negligible
further variations in the mixture pressure and velocity. For the problems outlined here, Dt  2 ls
and Dx  2 mm were found to yield sucient accuracy, although a larger Dx was used for long
time simulations so that converged results could be obtained in reasonable CPU time.
4. Applications to bubbly flows in pipelines
Except where stated below, simulations are reported for a representative 30

API crude oil
containing natural gas. For simplicity, the gas is assumed to have the physical properties of
methane. The properties of the 30

API oil are [11]: q
l
 875 kg m
ÿ3
; l
l
 0:015 N s m
ÿ2
and
r  0:0316 N m
ÿ1
. The speed of sound in the oil is taken as 1000 m s
ÿ1
. The ratio of the specific
heats of the gas is c  1:304, and its thermal conductivity varies as K  1:425 
10
ÿ6
T ÿ 0:0123 J m
ÿ1
s
ÿ1
K
ÿ1
, where T is the absolute temperature [12]. The initial temperature
in the fluid is assumed to be T
0
 300 K. The initial radius of the bubbles is R
a
 0:0012 m, and
the initial pressure in the equilibrium state, P
a
, is assumed to be 123 kPa. Simulations are for the
volume fraction b 3%, which corresponds to n  4:145 10
6
m
ÿ3
.
4.1. The ‘‘shock tube’’ and validation of the numerical results
Initial studies were carried out on simulations similar to that reported by some previous re-
searchers, e.g., Refs. [1–3]. Initially everywhere in the bubbly fluid in a long pipe has the same
pressure P
a
, and zero velocity. At t  0, a constant pressure P
b
is applied to the surface of the
bubbly fluid, i.e., at the x  0 boundary.
Fig. 1 shows the resulting pressure profile (shock wave) propagating along the pipeline at
dierent times for a weak shock (where P
b
=P
a
 1:05). The three typical pressure waveforms,
reported in Ref. [1], can be clearly seen in the figure (the very smooth C-type shocks at longer
distances are not included in order to show the oscillatory forms more clearly). The first curves in
the figure show the oscillatory nature of the A-type shocks, with a steep pressure rise at the shock
front and a post-shock relaxation region. The waveform then evolves gradually from A-type to C-
type shocks, i.e., from an oscillatory profile to a smooth profile as the shock propagates away
from the boundary.
The numerical results shown in Fig. 1 qualitatively agree with those reported in Refs. [1–3].
Quantitative assessment of the model, necessary in building confidence in applying the present
model to simulations of industrial bubbly fluid flows, may be made by comparison with the recent
bubbly oil experiments of Kameda and Matsumoto [4]. Their experimental data were obtained in
vertical shock tubes, using silicone oil containing nitrogen gas bubbles. To simulate this system,
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the material physical properties of silicone oil and nitrogen are taken as q
l
 960:0ÿ 0:88T
l
ÿ
298:15 kg m
ÿ3
; l
l
 q
l
 50:0  10
ÿ6
exp 763:11=T
l
ÿ 1=298:15 N s m
ÿ2
; r  0:0208 N m
ÿ1
;
c
l
 1000 m s
ÿ1
; c  1:4; and the thermal conductivity of nitrogen is K  6:194  10
ÿ5
T 
7:218  10
ÿ3
J m
ÿ1
s
ÿ1
K
ÿ1
[4].
Fig. 2(a)–(c) shows the comparison between the simulation results and experiment for three
dierent conditions. The experimental data are averaged pressure profiles, with a standard de-
viation of up to 20% in Fig. 2(a), and about 10% for the others.
It can be seen that, although the present model predicts somewhat higher pressure amplitudes
than those experimentally observed, the overall comparison between the model and experiment is
reasonably good. The relative error of the maximum pressure amplitude P
max
ÿ P
exp
=P
exp
is
about 7.0%, 4.2% and 7.6%, respectively, for Fig. 2(a)–(c), i.e. well within the standard deviation
of the experimental data. In Fig. 2(b) it can be seen that the average of the simulated pressure
oscillations also increases with time, following the trend of the experimental observations. It may
also be noted that the numerical results show better agreement in oscillation frequency for smaller
shock tube diameters than larger ones. This may reflect an eect which is some function of the
cross-sectional spatial distribution of the bubbles.
Fig. 2 also shows that, experimentally, the pressure waves die away more quickly due to
damping. This is particularly evident in Fig. 2(b) and (c) which record data measured at some
distance from the boundary at which the pressure step was applied. There are several factors that
may explain these dierences. The simplified basic equations (1) and (2) have an error of the order
of bubble volume fraction [7]. The equations for the internal pressure and temperature in the
bubble are also simplified. It is expected that use of the full continuity and momentum equations,
and comprehensive gas equations for the bubbles would give better results, but the resulting
model would be more complicated and computationally demanding. Relative motion – slippage
Fig. 1. Pressure profiles at times, from left to right, 4, 10, 20, 30, 40, 50, and 60 ms, for the ‘‘shock tube’’ problem with
P
b
=P
a
 1:05.
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between the gas bubbles and the liquid – is omitted in the present model too. Matsumoto and
Kameda [2] and Watanabe and Prosperetti [3] showed that, although slippage between the
bubbles and the liquid does not aect the wave structure, it shifts the phase and reduces the
pressure amplitude. Other factors that are not considered in the present model include the weight
of the oil, non-uniform spatial distribution and size distribution of the bubbles, variation of the
bubble density, and the non-spherical shape of the bubbles during oscillation. However, the
Fig. 2. Comparison of simulation results with experimental data from Ref. [4]: (a) P
a
 104:1 kPa;
P
b
=P
a
 1:972; R
a
 0:616 mm; b  0:15%; T
l
 291:1 K, shock tube diameter D  18 mm, measurements taken
0.311 m from the pressure boundary; (b) P
a
 114 kPa; P
b
=P
a
 1:728; R
a
 0:564 mm; b  0:16%; T
l
 312 K;
D  18 mm; 1:462 m from the boundary, with uniform axial bubble distribution; (c) P
a
 107 kPa;
P
b
=P
a
 1:844; R
a
 0:587 mm; b  0:19%; T
l
 298:9 K; D  52 mm; 0:658 m from the boundary.
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reasonably good agreement displayed between the model and experimental data shows that, al-
though the present model has not taken into account all the influencing factors, the model pro-
duces acceptable results in comparison with experiment, balancing physical realism with ecient
computation.
4.2. Over-pressure
As has been seen in Figs. 1 and 2, the simulation results predict an over-pressure due to the eect
of the bubbles in the fluid. Over-pressure is defined here as the pressure dierence between the
macroscopic pressure, P , and the applied pressure, P
b
. This over-pressure exists for some distance
from the boundary before being dissipated, and is small in the case of the weak shock in Fig. 1.
However, it changes with P
b
. Fig. 3(a) shows the eect of P
b
on the maximum amplitude of the
over-pressure in the ‘‘shock tube’’ case: the stronger the shock, the greater the maximum over-
pressure. The maximum pressure peak always occurs at the shock front, but the position at which
the maximum pressure appears varies with the shock strength (see Fig. 3(b)). The distance from
the boundary (or the time from the start of the simulation) for the maximum over-pressure to
appear first increases with the shock strength, but then decreases after the shock strength reaches
about 1:35P
a
under the present conditions.
The above results indicate that care should be taken when designing pipelines which may, under
some circumstances, carry strong shocks – the over-pressure can be substantial.
The problem of a gradual pressure rise applied at the boundary of the pipeline is also simu-
lated. The pressure at x  0 rises linearly with time until it reaches P
b
where it is then held con-
stant. The time taken for the pressure to reach P
b
at the boundary is referred to as the opening
time, t
open
. The previous case with the full pressure P
b
applied constantly at the boundary is just the
special case when t
open
 0.
Fig. 4(a) and (b) show the pressure profiles at t  2:5; 5:0; 7:5; 10:0; 12:5; and 15:0 ms, with
P
b
=P
a
 1:5 for t
open
 0 and 3 ms, respectively. It can be seen that longer opening time has
the eect of reducing the over-pressure observed. Fig. 5(a) shows the relationship between the
maximum over-pressure and the opening time. It shows that the over-pressure is reduced as
the opening time increases. The results for an opening time of 10 ms show that the over-pressure is
reduced to about 0:02P
a
which occurs at a distance near 3.2 m from the applied pressure boundary
condition. The position along the pipeline for the maximum over-pressure to appear is fur-
ther away from the boundary the more gradual the application of the pressure at the boundary,
as can be seen in Fig. 5(b). Due to the CPU time required, simulations of long opening times
have not been carried out. However, from the trend of the above results, it can be expected
that the over-pressure will eventually disappear, as would be anticipated, at long opening
times.
In the above ‘‘shock tube’’ situations, the initial pressure profile changes from P
b
to P
a
within
one computational cell. Simulations have also been carried out for initial profiles which change
from P
b
to P
a
within 20 computational cells (20Dx). Two types of initial profile were used to
connect P
b
to P
a
: one linear, and the other a hyperbolic tangent. Simulation results under these
conditions show that the change of the initial pressure from P
b
to P
a
within more computational
cells has an eect similar to that of gradually increasing the pressure at the boundary: the max-
imum over-pressure is reduced, and the position for the maximum over-pressure is further away
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from the boundary. The two initial profiles reported here with P
b
=P
a
 1:5 seem to correspond to
situations with t
open
between 0.7 and 1.0 ms. Dierent types of initial profiles also have a minor
eect: results using the hyperbolic tangent connection are similar to those using a slightly shorter
opening time and there is a slightly higher maximum over-pressure than in the linear connection
case.
Fig. 3. Eect of shock strength P
b
=P
a
on (a) the maximum over-pressure amplitude P
max
ÿ P
b
=P
a
, and (b) the position
at which the maximum over-pressure appears in the ‘‘shock tube’’.
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4.3. The eect of the omitted term
As outlined in Section 2, the term y=RoR=otoT=oy) in Eq. (9) is omitted in the reported
formulation of [5]. Simulations have been carried out to evaluate the eect of this missing term in
Fig. 4. Pressure distributions as a function of the distance from the boundary for (a) t
open
 0 and (b) t
open
 3 ms in the
‘‘shock tube’’ problems with P
b
=P
a
 1:5. The lines from left to right correspond to t  2:5; 5:0; 7:5; 10:0; 12:5;
and 15:0 ms.
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the ‘‘shock tube’’ problem. Fig. 6 shows the macroscopic pressure profiles at times
t  5 and 10 ms, obtained using the two dierent formulations: with and without the above term.
It can be seen that the pressure amplitude for the full formulation is greater than that for the one
omitting the term, and a slightly higher propagation speed is obtained with the full formulation.
However, the pressure profiles are similar. It can also be seen that the most significant discrepancy
Fig. 5. Eect of opening time in the ‘‘shock tube’’ problem on (a) the maximum over-pressure P
max
ÿ P
b
=P
a
, and (b)
the position at which the maximum over-pressure occurs, with P
b
=P
a
 1:5.
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lies near the shock front. This is to be expected as the term in question contains the radius velocity
and the spatial derivative of the bubble internal temperature, both of which will approach zero
when the bubbly fluid is reaching a new equilibrium behind the shock wave. Overall, the eect of
the omitted term remains relatively small.
4.4. Pipeline blockage and closing valves
The problem of a pipeline with a bubbly flow moving at a uniform velocity, u
a
, being suddenly
blocked has been simulated. This would normally be expected to result in pressure rises due to the
water hammer eect. Attention was focused on the upstream side of the bubbly flow; the pressure
increases dramatically due to the sudden blockage and a shock propagates upstream. The
boundary condition applied in this case was uj
x0
 0. Similar situations involving gradual closure
of a valve in a bubbly flow were also simulated. A linear relationship between the decreasing
boundary mixture velocity and time was applied. The time taken for the velocity at the boundary
to reach zero can be referred to as the closing time, t
close
. The sudden pipeline blocking case was
therefore when t
close
 0:
Fig. 7(a) and (b) show, respectively, the pressure distributions as a function of position along
the pipeline at dierent times for the pipeline blocking case and the valve closing case with
t
close
 3 ms. It can be seen that the result of the blocking case in Fig. 7(a) is similar to that of the
‘‘shock tube’’ problem in Fig. 4(a). The pressure increases dramatically near the blocking
boundary. Then a relaxation region follows due to thermal dissipation. In such blocking cases, the
velocity first oscillates about zero then gradually settles to zero. In contrast, comparison between
Figs. 7(b) and 4(b) reveals the similarity between the valve closing case and the ‘‘shock tube’’
Fig. 6. Pressure profiles obtained from the full formulation and the one omitting the term y=RoR=otoT=oy at time
t  5 and 10 ms in the ‘‘shock tube’’ problem with P
b
=P
a
 1:5 and t
open
 0.
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opening case. Gradual closing of a valve in the flow reduces the maximum pressures obtained and
postpones the time at which the maximum pressure peak appears. A comparison between Fig.
7(a) and (b) clearly shows a higher maximum pressure in the blocking case and a longer distance
from the valve for the maximum peak to appear in the valve closing case.
Fig. 7. Pressure distributions as a function of position at dierent times for (a) the pipeline blocking case and (b) the
valve closing case with t
close
 3 ms, with initial velocity u
a
 1 m s
ÿ1
. The lines from left to right correspond to
t  1:0; 2:5; 5:0; 7:5; 10:0; 12:5; and 15:0 ms.
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The initial flow velocity has a strong eect on the resulting pressure wave after blockage. Fig.
8(a) shows the variation of maximum pressures obtained with dierent initial velocities. As would
be expected, the higher the initial velocity, the greater the maximum pressure. It may also be noted
that the maximum pressure is increasing slightly faster than linearly with the initial velocity,
Fig. 8. Eect of the initial velocity on (a) the maximum pressure, and (b) the position at which the maximum pressure
appears in the pipeline blocking cases.
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especially when the initial velocity is low. Fig. 8(b) shows the position for the maximum pressure
to appear. Similar to Fig. 3(b), the distance from the blockage to the maximum pressure peak first
increases with the initial velocity then decreases after the initial velocity reaches a value around
0:5 m s
ÿ1
. This implies that any mechanical failure due to the large pressure wave arising from the
blockage will most probably occur in the region of the blockage.
4.5. Comparison with the water hammer eect
For a non-bubbly fluid flow suddenly coming to rest, the pressure rise can be calculated using
the standard water hammer formulation: DP  qcu
a
, where q is the density of the fluid, c, the
pressure wave velocity, and u
a
the initial flow velocity. For a pure 30°API crude oil flowing at
1 m s
ÿ1
, the pressure change due to sudden blockage is about 875 kPa. However, when applied to
the present bubbly fluid, the pressure wave speed needs to be changed to accommodate the eect
of the presence of the bubbles and the increased compressibility.
The wave speed in the mixture may be estimated by using
c 

1
qC
m
s
; 11
where C
m
is the compressibility of the mixture. For the present 3% gas–oil flow, the average
mixture density q  1ÿ bq
l
 bq
g
 1ÿ bq
l
 849 kg m
ÿ3
because the density of the gas is
negligible in comparison to the density of the liquid. The average mixture compressibility C
m
may
be calculated using
C
m
 1ÿ b
1
E
B
 bC
g
; 12
where E
B
 q
l
c
2
l
 875 MPa is the bulk modulus of the liquid and C
g
is the compressibility of the
gas. Assuming an adiabatic process, and using the initial value of the internal pressure in the
bubble, C
g
 cp
g

ÿ1
 6:23 10
ÿ6
Pa
ÿ1
. Therefore, the compressibility of the bubbly fluid C
m
is
1:88 10
ÿ7
Pa
ÿ1
, and the wave speed, c, is 79:2 m s
ÿ1
. From these values, the pressure rise due to
the water hammer eect, DP , can be estimated to be 67.2 kPa.
The simulated average pressure change (excluding the over-pressure) using the present nu-
merical model is about 80 kPa. However, if the over-pressure is included, the maximum pressure
which will occur will be 141 kPa, much higher than the estimated water hammer value. It may,
however, be noted that the pressure change in the bubbly flow is much lower than that for a pure
non-bubbly liquid, even including the over-pressure.
The above results demonstrate two important points. First, the water hammer eect is greatly
weakened in bubbly fluids due to the strong decrease in the wave speed caused by the presence of
the gas bubbles. Second, the pressure change estimated using the water hammer formulation with
the compressibility change due to the presence of the gas bubbles is much lower than the simulated
value, indicating that it may be inappropriate to use conventional fluid equations when designing
pipelines which will contain bubbly fluids.
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4.6. Valve bursting and opening
In a pipeline, bubbly fluids may be separated by a valve with dierent pressures on each side.
Assuming the valve has negligible thickness, this becomes a membrane problem. On one side, the
Fig. 9. Pressure profiles at dierent times for (a) the valve bursting case, and (b) the valve opening case with
t
open
 2 ms. In both cases, P
b
=P
a
 1:5. The central line is the initial pressure distribution along the pipeline. The other
lines, from left to right in the positive x region (from right to left in the negative x region), correspond to
t  2:5; 5:0; 7:5; 10:0; 12:5; and 15:0 ms.
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pressure is P
a
, and the bubble volume fraction is 3% with a uniform bubble radius of R
a
. On the
other side, the pressure is P
b
P
b
> P
a
, and the bubble radius is R
b
, calculated from the isothermal
equations. Now, the membrane is removed completely and instantaneously, and a shock wave
propagates into the low pressure side. This situation is analogous to the bursting of a valve in the
pipeline due to mechanical (or other) failure, but diers from the ‘‘shock tube’’ problem discussed
earlier in that there are no constraints on the pressure at the boundary.
A similar case is the gradual opening of the valve. Again, the valve has negligible thickness.
Besides the above initial conditions, a further constraint is also applied: the mixture velocity at the
membrane position increases linearly with time to a value, u
b
, which is the average of the oscil-
lating velocity found in the valve bursting problem. Then, this constraint is removed. The time
period for applying this constraint is also referred to here as the opening time, t
open
.
Fig. 9(a) shows the pressure profiles along the pipeline at dierent times for a valve bursting
case with P
b
=P
a
 1:5. It can be seen that the low pressure side (i.e., the right hand side of the valve
in the figure) resembles the ‘‘shock tube’’ situation: the pressure increases rapidly at the shock
front and a relaxation region follows. The final pressure at the valve position in this valve bursting
case is slightly lower than the average of the initial pressures across the valve.
Fig. 9(b) shows the pressure distribution for the valve opening case with an opening time of 2 ms
and u
b
 0:37 m s
ÿ1
. Again, as in the ‘‘shock tube’’ problem, increasing the opening time reduces
the over-pressure. A comparison of Fig. 9(a) and (b) clearly shows the decrease of the amplitude
of the pressure oscillations.
Fig. 10 shows the evolution of the macroscopic fluid velocity at the valve position for dierent
opening times in valve opening cases with P
b
=P
a
 1:5. It may be noted that the valve bursting case
is not the case of t
open
 0. It is found that the results with t
open
 56 ls and u
b
 0:37 m s
ÿ1
, with a
Fig. 10. Evolution of the mixture velocity at the valve position with dierent valve opening times, with P
b
=P
a
 1:5 and
u
b
 0:37 m s
ÿ1
. The lines, from left to right, correspond to t
open
 56 ls, 0.1, 0.2, 0.5, 1, and 2 ms.
1634 Z. Shi et al. / International Journal of Engineering Science 38 (2000) 1617–1638
linear u–t constraint, closely represents that of the valve bursting case reported above. Fig. 10
implies that the initial pressure dierence across the valve results in a mass flux from the high
pressure side to the low pressure side, i.e., the rapid increase of the velocity. On the other hand, the
sudden decrease of the pressure experienced by the bubbly fluid from the high pressure side
moving into the low pressure side causes the bubbles to expand, which acts against the flux. The
balance between these eects leads to the oscillation of the macroscopic velocity (and pressure),
until the bubbly flow reaches a new equilibrium. For longer opening times, this process is
smoother, with a smaller amplitude in the velocity oscillations.
4.7. Valve seal breakage – plug movement
The problem considered here was dierent from those above in that the spatial field is not fixed.
Consider a pipe with a valve or plug in it. To the left of the plug is a pipeline containing bubbly
fluid; the right side is open to the atmosphere. The plug is initially fixed but becomes free at t  0.
This situation simulates that of an end plug in a pipeline catastrophically failing. Because of the
pressure dierence, the plug will accelerate towards the low pressure side. It is assumed that there
is no friction between the plug and the pipe wall and the pressure on the atmospheric side is a
constant, P
atm
.
Since the plug is moving, the numerical grid has to be extended. An extra grid point for the
mixture velocity may be defined at the plug position, i.e., N
x
 1Dx S, where S is the distance
between the plug and the last grid point at which the mixture pressure is calculated. Initially, the
bubbly fluid is in equilibrium with a uniform mixture pressure P
0
and all velocities are set to
zero.
Since the modified grid does not provide the pressure at the plug position, P
plug
, interpolation
may be used to evaluate the pressure there – a third-order spline interpolation is appropriate. The
basic formulations are as before although some modifications have been made to accommodate
the moving grid point and the necessary interpolation. The additional equations required are for
the acceleration, velocity and position of the plug. From known values at
t  iDt; S
i
; u
i
; and P
i
plug
, the following values at i 1Dt were calculated:
1. The acceleration of the plug, i.e.,
a
i1

P
i
plug
ÿ P
atm
 
A
plug
m
; 13
where A
plug
is the surface area of the plug (which was set to 1 m
2
), and m is the mass of the plug.
Dierent values of this mass have been used in the simulation.
2. The velocity of the plug, which is also the mixture velocity at the plug position, i.e.,
u
i1
Nx1
 u
i
Nx1
 a
i
Dt: 14
3. The distance, S, between the plug and the last pressure grid point,
S
i1
 S
i

1
2
u
i
Nx1
 u
i1
Nx1
Dt: 15
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Fig. 11 shows the variation of the plug velocity with time for P
0
=P
atm
 2 and plug masses of 20,
50, 100, 200, and 500 kg. It can be seen that the velocity increases throughout the simulation
period, more rapidly at first, especially for lower plug masses. Initially, the fluid pressure is much
higher than the atmospheric pressure, therefore the plug acceleration is high. The movement of
the plug, in turn, reduces the mixture pressure behind the plug, hence resulting in a decreasing
acceleration and a slower increase in the plug velocity. The lower the plug mass, the faster the plug
accelerates, the more quickly the decrease of the pressure and hence the acceleration.
Due to the movement of the plug, the pressure in the bubbly fluid behind it gradually decreases.
However, at the very early stages, a small over-pressure peak occurs due to the eect of the
bubbles in the fluid. Details of the evolution of this peak are shown in Fig. 12. It starts very near
the initial plug position (0.1 m in the figures), propagates away from the plug, and gradually
disappears.
5. Conclusions
This paper reported the results of numerical experiments, using a physically realistic and ex-
perimentally validated model for bubbly fluids, on some industrial situations involving oil/gas
flows. The following conclusions can be drawn:
1. Over-pressures typically occur in bubbly oil/gas flows undergoing rapid changes in pressure.
The maximum over-pressure increases monotonically with the applied pressure dierence.
The distance from the applied pressure boundary at which this maximum occurs first increases
with the pressure dierence, but then decreases after the pressure dierence reaches about
1:35P
a
.
Fig. 11. Evolution of the plug velocity with time for P
0
=P
atm
 2 and plug masses of, from top to bottom, 20, 50, 100,
200, and 500 kg.
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2. Gradual application of the pressure dierence reduces the maximum over-pressure. The more
gradual the application, the lower the maximum over-pressure and the greater the distance
from the boundary at which it occurs.
3. Sudden blocking of a pipeline results in a pressure wave, the maximum magnitude of which in-
creases with the initial flow velocity in the pipeline. The distance from the blockage where this
maximum occurs first increases with the initial flow velocity and then decreases after the initial
velocity reaches a value around 0:5 m s
ÿ2
.
4. Estimated pressure dierences using the fluid compressibility and the standard equations for the
water hammer eect were found to be much lower than the present simulated values.
5. Slow closure of a valve in a bubbly flow pipeline decreases the maximum pressure observed in
comparison with the sudden pipeline blocking case.
6. Bursting of a valve in a pipeline sends a shock wave into the low pressure side. The post-shock
pressure in this case is slightly lower than the average of the initial pressures across the valve.
Slow opening of a valve can be simulated using a velocity constraint at the valve position.
7. An end plug to a pipeline of bubbly fluid will move away from the fluid when it fails, acceler-
ating faster initially but then levelling o. The final speed of the end plug can be readily
calculated using this numerical model.
Fig. 12. Evolution of the over-pressure peak in the bubbly fluid in the end-plug problem, with P
0
=P
atm
 2 and plug
mass of 500 kg, at t  15; 20; 30; and 40 ls.
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Further work should include a comprehensive examination of the eect of gas volume fraction
and bubble radius on conclusions 1)7 above.
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