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SUMMARY 
This thesis investigates the modeling problem of software reliability, extending traditional 
reliability models through relaxing some specific restrictive assumptions. Related analysis issues, 
especially optimal release time and optimal resource allocation, are addressed with the 
corresponding extended models. Centered on this line, research has been developed as follows. 
 
Extended software reliability modeling approaches are proposed through combining both 
fault detection process (FDP) and fault correction process (FCP). Traditional software reliability 
models assume immediate fault correction. However, practical software testing process is 
composed of three sub-processes: fault detection, fault correction and fault introduction. Our 
extensions are developed with both traditional non-homogeneous Poisson process (NHPP) and 
artificial neural network (ANN) models, with paired NHPP and combined ANN modeling 
frameworks proposed. Practical numerical application is developed for the purpose of illustration. 
Analysis results show the advantage of the incorporation of the fault correction process into the 
software reliability modeling framework. Basing on paired FDP&FCP models, time problem of 
optimal release is explored as well.  
 
Early reliability prediction problem is also studied with both analytical and data-driven 
models. With few data collected in the early phase, traditional software reliability models cannot 
provide accurate predictions. However, early predictions are critical information for the 
management to make timely and cost-effective decisions. Our study follows the intuitive 
approach of incorporating historical failure data into the frameworks of current models. Different 
approaches are proposed to incorporate the data collected from previous similar projects/releases. 
 viii
For paired FDP&FCP models, we assume the testing and debugging environments keep stable 
over two consecutive projects. As a result, the fault detection and correction rates will not vibrate 
a lot, and then the rates estimated from previous project can be utilized in the early phase of 
current project. Differently, ANN modeling framework is more flexible in historical data 
incorporation with no additional assumption. Failure data from multiple similar projects can be 
incorporated. Case studies conducted with two applications show the better performance of this 
approach in the early phase. 
 
Study has also been conducted to model the software reliability with Markov Bayesian 
networks. Here the historical data are also incorporated in a subjective manner. Software systems 
and related developing processes are complex and full of uncertain factors. Models with the 
capability of dealing with multiple parameters are preferred. Bayesian network is suitable for 
solving this problem, as it exhibits strong ability to adapt in problems involving complex variant 
factors. Research is conducted on modeling the software reliability with a Markov Bayesian 
network. Also, the corresponding method to solve the network model is developed. Comparison 
with some traditional models is developed with respect to a specific data set.  
 
For the Bayesian networks application in software reliability, we also explore the issue of 
software inspection effectiveness analysis. Software inspection has been broadly accepted as a 
cost effective approach for software defect removal during the whole software development 
lifecycle. To keep inspection under control, it is essential to measure its effectiveness. As human-
oriented activity, inspection effectiveness is due to many uncertain factors that make this study a 
challenging task. Bayesian Networks are powerful for reasoning under uncertainty and have been 
 ix
used to describe the inspection procedure. With this framework, some further extensions are 
explored in this thesis. The number of remaining defects in the software is incorporated into the 
proposed framework, providing more information on the dynamic changing status of the 
inspection process. Also, a systematic approach to extract prior information is studied with a 
numerical example for detailed illustration.  
 x
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Chapter 1 Introduction  
 
 
Computer-based artificial systems have been applied in nearly every field of human 
activities. Whenever people rely heavily on some production, it will be a natural 
requirement to make it reliable. Computer systems are composed of both hardware and 
software. With the increasing hardware reliability, reliability of software has become the 
focus of this basic requirement. This situation gets even worse with the increase of 
software complexity at the same time. As a result, this requirement for reliable software 
has attracted great interest in related practice and research in the software community. A 
research field has been established gradually known as SRE (software reliability 
engineering) (Musa et al. 1987). Specifically, "SRE is a standard, proven best practice that 
makes testing more reliable, faster, and cheaper. It can be applied to any system using 
software." (DAC 2006).  
 
1.1 Background 
Software reliability is the application of statistical techniques to data collected during 
system development and operation to specify, predict, estimate, and assess the reliability 
of software-based systems (DAC 2006). The specific research in software reliability 
modeling has been developing for over three decades. Many models have been developed 
with different mathematical techniques to adapt to different testing environments (Xie 
1991; Lyu 1996). These models provide essential tools to conduct software reliability 
prediction, estimation, and assessment. These measurements are essential for the 
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management to make decision in this phase, such as cost analysis (Kimura et al. 1999; Xie 
and Yang 2003), testing-resource allocation (Yamada et al. 1995; Dai et al. 2003), test-
stopping decision (Littlewood and Wright 1997; Xie and Hong 1999), and fault-tolerance 
system analysis (Han et al. 2003; Levitin 2005).  
 
Generally these models can be categorized into two groups: analytical software 
reliability models and data-driven software reliability models (Musa et al. 1987; Xie 1991; 
Lyu 1996; Pham 2000). Analytical software reliability models describe the software 
failure behavior during the software testing process and take this process as a stochastic 
process. To provide mathematical tractability for these stochastic models, some restrictive 
assumptions are made, such as perfect and immediate fault correction. Some of these 
assumptions are not practical and they have become the major drawbacks of this analytical 
approach. According to different modeling techniques, these models can be grouped into 
NHPP (non-homogeneous Poisson process) models, Markov models, and Bayesian 
models. Among these three models, NHPP models are applied broadly for their flexibility 
and simplicity, and Bayesian models are mostly developed from the corresponding 
Markov and NHPP models.  
 
On the other way, data-driven models focus on the failure data generated through the 
software testing process and regard software reliability prediction as a time-series analysis 
problem. These models are developed from past software failure data and have less 
restrictive assumptions. Lately, with the advance of artificial intelligence techniques, 
artificial neural networks (ANNs) aroused great interest in software reliability modeling 
(Karunanithi et al. 1992; Sitte 1999; Cai et al. 2001; Tian and Noore 2005a). These kinds 
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of models are competitive in assumption relaxation and are expected to provide more 
accurate software reliability estimation and prediction.  
 
1.2 Motivation  
These software reliability models have been successfully applied in practice, and until 
now there are currently a number of practical papers summarizing their application 
experience (Musa, 2006). However, for both analytical and data-driven modeling 
approaches, there are some restrictive assumptions. Sometimes, these assumptions are not 
compatible with the practical software testing/developing environments. Therefore, 
research on extending the current modeling through relaxing some specific assumptions 
has been underway to adapt to flexible software environments. Centered on this line of 
thought, research within the context of this thesis is conducted through the following 
specific topics. 
 
1.2.1 Fault Detection and Correction Modeling 
Both analytical and data-driven modeling approaches have their specific impractical 
assumptions, either explicit or implicit. However, their common assumptions can be 
exposed by dividing the testing process into three sub-processes: fault detection, fault 
correction, and fault introduction. Analytical models assume perfect and immediate fault 
correction, and then these three sub-processes are of the same. Data-driven models only 
analyze the historical data from the fault detection process, ignoring the collected fault 
correction data. Obviously, fault correction is not incorporated for both approaches. 
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However, it is not practical to ignore the fault correction in software reliability 
modeling. For each detected fault, the correction is composed of fault identification, 
removal, and verification. The corresponding correction time is not too trivial to be 
ignored (Zhang and Pham 2006). Also, unlike fault introduction, the fault correction 
history data can be extracted from related reports. With fault correction data available, 
software reliability models describing both fault detection and correction can be developed. 
Some extensions to incorporate the fault correction process have been explored for both 
kinds of models (Schneidewind 1975; Xie and Zhao 1992; Schneidewind 2001). However, 
due to the lack of actual data, there is no systematic work in modeling these two processes 
together based on NHPP models. In addition, ANN models are not applied in this kind of 
modeling at all. When data is available, systematic studies with both analytical NHPP and 
data-driven ANN ones can be developed, and then software reliability can be predicted, 
estimated, and assessed in a more practical sense. 
 
1.2.2 Early Software Reliability Prediction 
Software reliability models provide critical measurements for decision making in the 
software testing phase and it is of great importance to measure it. However, traditional 
software reliability models only take the failure data collected from the current project. In 
the early phase of software testing, there are not many failure data collected and then 
accurate predictions on reliability measurements will not be available in this phase. 
Actually, predictions in the early phase of software testing are useful and cost-effective, as 
timely feedback is helpful for the management to make right decisions and keep the 
testing process under control.  
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Intuitively, a general way out is to incorporate sujective or objective information from 
previous projects into the current application. Actually, this approach is also feasible in 
practice, as modern mature software manufacturers have experienced development teams 
and plenty of data collected from previous software releases or similar projects. This kind 
of information has been utilized well for early reliability prediction with NHPP models, by 
assuming the same failure rate between two similar projects (Xie, Hong and Wohlin 1999). 
With the extended NHPP models incorporating fault correction process, it is also 
necessary to explore this early prediction problem as well. In this case, both the testing 
and debugging environments, including personnel and testing methods, are expected to 
remain stable over two similar projects. Furthermore, the traditional ANN modeling 
framework provides a convenient approach to incorporate historical data from multiple 
former projects into the current project. It is interesting to explore the early prediction 
problem with ANN models as well. 
 
1.2.3 Markov Bayesian Network Modeling 
Due to the complexity of software products and the software development process, 
software reliability models should not only have the capability of dealing with multiple 
model parameters, but also provide the flexibility in model construction in terms of 
information updating. Existing analytical software reliability models are not flexible in 
this context. The main reason for this is that there are many static assumptions associated 
with the models. Bayesian network is a powerful tool for solving this problem, as it 
exhibits strong ability to adapt in problems involving complex variant factors. It is 
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interesting to investigate a software prediction model based on Markov Bayesian networks 
and the corresponding method to solve the network model. In addition, as Bayesian 
networks models can incorporate the prior experience into the modeling framework, early 
prediction can also be conducted with this proposed model.  
 
1.2.4 Inspection Effectiveness Model with Bayesian Networks 
Software inspection has been broadly accepted as a cost effective approach for software 
defect removal during the whole software development lifecycle. To keep inspection under 
control, it is essential to measure its effectiveness. With this measurement, we can develop 
relevant decision-making, such as when to stop and switch over to other types of testing. 
As human-oriented activity, inspection effectiveness is due to many uncertain factors, 
which makes such a study a challenging task. As we have known, Bayesian Networks 
modeling is a powerful approach for the reasoning under uncertainty and it can describe 
the inspection procedure well. With a modeling framework, some further extensions can 
be explored. Specifically, the number of remaining defects in the software is proposed to 
be incorporated into the proposed framework, with expectation to provide more 
information on the dynamic changing status of the software. 
 
1.3 Research Objective and Scope 
The purpose of this thesis is to develop comprehensive and practical models to measure 
software reliability, providing accurate information for management to make cost-effective 
decisions. Specifically, traditional software reliability models, both NHPP and ANN, will 
be extended through modeling both the fault detection process and the fault correction 
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process; the early software reliability prediction problem will be explored with the 
traditional ANN model and the extended NHPP framework. These extended models 
follow the similar application criteria as traditional NHPP and ANN models, and mostly 
they are applied into the statistical testing pahse. A Markov Bayesian networks model will 
be constructed as another way for current model extension. Also, Bayesian networks will 
be used to measure the effectiveness of the software inspection, a reliability related 
measurement in the early phase of software development. 
 
Extensions on current NHPP models will generalize the time-delayed relationship 
between the fault detection and correction processes with a general framework. In addition, 
ANN extensions for FDP&FCP modeling will follow a combined ANN framework. The 
inter-relationship between fault detection and correction will be incorporated as well with 
no restrictive assumptions. For both kinds of models, through incorporating fault 
correction into the traditional software reliability models, software testing will be 
described more practically. As a result, more accurate software reliability predictions 
would be available to help software project managers to make decisions in activities such 
as cost estimation, stopping-point determination, and resource allocation. 
 
The early software reliability prediction problem will be explored with both the 
extended NHPP and traditional ANN modeling frameworks. The basic idea with the 
proposed approach is to utilize the historical data from previous similar projects/releases 
for reliability prediction in the current project/release. No subjective historical information 
will be incorporated. Clearly, more data is needed than the traditional modeling 
frameworks. This requirement on data is usually not a problem with modern software 
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companies, as they have plenty of historical data stored in their databases (Musa et al. 
1983). However, few data is available in published works. Then both simulated and field 
data is used to illustrate the proposed approach.  
 
The Markov Bayesian networks models will keep the traditional modeling frameworks 
by focusing on the fault detection process, assuming immediate fault correction. However, 
more parameters from the software testing environments will be incorporated with the 
help of Bayesian networks and adaptive prediction will be developed with information 
updated each time. It is expected to improve the performance of software reliability 
prediction both in the early phase and the late phase of software testing. 
 
Software inspection is a systematic technique to examine any software artifact for 
defect detection and removal. There have been many different attempts to measure 
software inspection effectiveness. Based on a Bayesian networks model, extensions will 
be explored in several directions. Here software inspection will be modeled as a dynamic 
process and the belief on effectiveness will be updated with new information collected. 
Systematic approach to extract knowledge from experts will also be explored in case of 
introducing more uncertainty and possible inconsistency into the modeling framework.  
 
The remainder of this thesis is organized as follows. Chapter 2 provides the general 
background of basic software reliability models and some related software reliability 
analysis topics. In Chapter 3 the systematic paired analytical FDP&FCP models are 
proposed and the related reliability analysis problem is explored there. Chapter 4 discusses 
the early software prediction problem with the extended NHPP models for FDP&FCP. 
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Also, the simulation approach is proposed to explore the optimal resource allocation and 
release time problems. Chapter 5 presents the combined ANN modeling framework for 
FDP&FCP. Comprehensive comparisons with other related models are conducted. Chapter 
6 discusses the early prediction problem based one traditional ANN framework with 
historical data incorporated. Historical failure data from multiple releases are studied 
comprehensively with the proposed approach. Chapter 7 presents the Markov Bayesian 
networks software reliability model, with the application on a real dataset well-known in 
software reliability modeling. Chapter 8 explores the extended Bayesian networks model 
for software inspection effectiveness evaluation. Chapter 9 concludes current research 
work and discusses some further research topics. 
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Chapter 2 Literature Review 
 
2.1 Software Reliability Models 
Generally, software reliability growth models (SRGMs) are composed of both analytical 
and data-driven models (Xie, 1991). Analytical SRGMs have three major sub-categories: 
non-homogeneous Poisson process (NHPP) models, Markov models, and Bayesian 
models. They are constructed by analyzing the dynamics of the software failure process, 
and their applications are developed by fitting them against software failure data.To 
provide mathematical tractability, traditional SRGMs only model fault-detection process 
(FDP) with the assumption of perfect and immediate fault correction. Generalizations and 
extensions of these SRGMs still arouse important research works (Littlewood et al., 2000, 
Kuo et al., 2001, Huang et al. 2003, Lee et al., 2004, Bai et al., 2005, Dai et al., 2005, 
Jeske et al. 2005, Tamura and Yamada, 2006). Specifically, with the evolution of SRGMs, 
imperfect debugging has been incorporated into the modeling framework from many 
aspects (Kapur and Younes 1996; Pham and Zhang 1999; Xie and Yang 2003; Shyur 2003).  
 
On the other hand, data-driven models focus on the failure data generated through the 
software testing process and regard software reliability prediction as a time-series analysis 
problem. These models are developed from past software failure data and have less 
restrictive assumptions. In the early days of this approach, traditional autoregressive 
methods were applied to model software failure process (Crow and Singpurwalla, 1984). 
In the 90’s, several researches argued that the reliability theory for hardware is not 
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applicable to the estimation of software reliability, which is due to the different failure 
mechanism of software. Consequently many researchers proposed alterntive ways of 
modeling and predicting software reliability using purely structural or a mix of structural 
and statistical approaches (Mei-Hwa Chen, 1994; Gokhale 1998). Lately, with the advance 
of artificial intelligence techniques, artificial neural networks (ANNs) have been applied 
broadly for time-series analysis. They also aroused great interest in software reliability 
modeling (Karunanithi et al. 1992; Sitte 1999; Cai et al. 2001; Tian and Noore 2005a). 
These kinds of models are competitive in assumption relaxation and flexible for 
extensions. They are expected to provide more accurate software reliability estimation and 
prediction.  
 
2.1.1 Markov Models 
The best-known software reliability model, the JM-model, is a Markov model (Jelinski 
and Moranda 1972). This model has the following underlying assumptions: 
1) the program contains N  initial faults which is a unknown but fixed constant 
2) each fault in the program is independent and equally likely to cause a failure 
during a test 
3) time intervals between occurrences of failure are independent of each other 
4) whenever a failure occurs, a corresponding fault is removed with certainty 
5) the fault that causes a failure is assumed to be instantaneously removed, and no 
new faults are inserted during the removal of the detected fault 
6) the software failure rate during a failure interval is constant and is proportional to 
the number of faults remaining in the program 
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Denote N0 as the number of software faults in the software before testing starts. From 
the assumptions, after the kth failure, there are (N0-k) faults left, and the failure intensity 
decreases to ψ(N0-k). Then the time between failures Ti, i = 1, 2, …, N0, are independent 
exponentially distributed random variables with respective parameter as  
λ(i) =ψ[N0-(i-1)], i = 1, 2, …, N0.                                       (2.1) 
 
The distribution of Ti is then given by   
 { }iii tiNiNtTP )1(exp)1()( 00 +−+−=< ψψ                             (2.2) 
 
Basing on other assumptions on independence, the failures process could be described 
by the joint distribution of time intervals between failures. And if software failure data is 
available as ti, i = 1, 2, …, n, the parameters 0N and ψ could be estimated with MLE. The 









000 )1(exp)1(),( ψψψ                     (2.3) 
 
Generally, numerical approach is needed to maximize this likelihood function. 
 
2.1.2 NHPP Models 
Denote N(t) as the cumulative number of software failures occurred by time t. The process 
{N(t); t≥ 0} is assumed to follow a Poisson distribution with characteristic MVF (Mean 
Value Function) m(t). The basic assumptions with NHPP models are listed below. 
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1) All faults in a program are mutually independent from the failure detection point 
of view. 
2) The number of failures detected at any time is proportional to the current number 
of faults in a program. This means that the probability of the failures for faults 
actually occurring, i.e., detected, is constant. 
3) The isolated faults are removed prior to further testing.  
4) Each time a software failure occurs, the software error which caused it is 
immediately removed, and no new errors are introduced. 
 
Generally, different fault detection models can be obtained by using different 
nondecreasing MVF md(t). For finite md(t) models, there are two representative ones: the 
GO-model and the S-shaped NHPP model. The GO-model (Goel and Okumoto, 1979) 
describes the fault detection process with exponential decreasing intensity with MVF as: 
 
)1()( btd eatm
−−⋅= , 0, >ba                                          (2.4)  
 
The S-shaped model (Yamada, et al., 1984) describes the fault detection process with an 
increasing-then-decreasing intensity, which can be interpreted as a learning process. The 
MVF is given as: 
 
])1(1[)( btd ebtatm
−+−⋅= , 0, >ba                                    (2.5) 
 
In both models, a is the final number of faults that can be detected by the testing process, 
and b can be interpreted as the failure occurrence rate per fault.  
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Generally, with software failure data collected from software testing process, the 
parameters in the models can be estimated through maximum likelihood method. 
Specifically, with the data of number of failures detected in each time interval, 
{ }knnn ,...,, 21 , the general likelihood function for NHPP models is  
 

















)()(),(           (2.6) 
 
This likelihood function can be optimized numerically. Then further analysis can be 
conducted with the estimated reliability measurements. 
 
2.1.3 Bayesian Models 
Bayesian analysis is a commonly accepted approach to incorporate previous knowledge in 
software testing. Most Bayesian formulations are based on the previous two kinds of 
models. One of the best-known Bayesian model is the LV-model (Littlewood and Verrall, 
1973). Usually, such models could be developed through a uniform framework as follows. 
(Xie 1991). 
 
Suppose that the prior density of θ  is give by )(θg , which is generated from previous 
projects. Given a set of test data, { }0;,,,~ 21 >= ntttt nL , we then have the posterior 
density of θ  : 
 ( )





|~)~|( , Ω∈θ                                  (2.7) 
 15
 
where )|~( θtf  is called the likelihood of the data set t~ given θ .  
 
With this posterior distribution and failure data available, we could get the Bayes 
estimate of the parameters θ  by minimizing the so-called posterior expected loss which is 
given by  
 
∫Ω Ω∈= θθθθθθθ ,)~|(),(]~|),ˆ([ dthltlE                      (2.8) 
 
Then the software failure behavior would be clear with the acquired parameters θˆ . 
 
2.1.4 ANN Models 
ANN approach to model software reliability is originally proposed in (Karunanithi et al. 
1992). The reliability prediction here is regarded as an explanatory or causal forecasting 
problem, categorized in Zhang et al. (1998). The mapping between inputs and outputs of 
ANN can be written as follows: for generalization training )t(fn nt = ; while for prediction 
training )t(fn 1-nt = , where t  is the time when n  failures occur. Most of the recent 
models (Sitte 1999; Cai et al. 2001; Ho et al. 2003; Tian and Noore 2005a) take software 
reliability prediction as a time series forecasting problem (Zhang et al. 1998). The 





Figure 2.1 General traditional ANN modeling framework 
 
Different types of failure data and network architectures have been applied within this 
framework. ty  could be the interval/accumulated failure time/number. Both feedforward 
and recurrent neural networks have been applied. Usually, one-step predictions are 
developed for the measurement of failure time or number, and after that multi-step 
predictions can be obtained iteratively to show the trend of software failure behavior. With 
the prediction results, analysis can be carried out to help the management to make 
decisions. For example, ANN models have been successfully applied to solve software 
optimal release time problem with multi-step reliability prediction (Dohi et al. 1999).  
 
2.2 Software Reliability Analysis 
Clearly, software reliability modeling is not the ultimate goal. With data collected from 
software testing process, these models can provide essential software reliability 
measurements for the management to develop related decision analysis, such as cost 
analysis, stopping time, fault tolerance, and resource allocation, etc. Specifically, the 












2.2.1 Release Time Analysis 
When to terminate the software testing process and release the software is an important 
issue with software development. With different software reliability models combined 
with different release criteria, there are many papers dealing with this topic, see e.g., Ross, 
1985; Dalal, 1988; Littlewood, 1997; Kimura, 1999, Xie and Hong, 1999; Zhang and 
Pham, 2000; Dai et al.; 2003, Jain and Priya, 2005.  
 
Usually, the optimal release time is calculated through the perspective of cost, by 
balancing the cost for defect detection before release and the potential cost for undetected 
defects after release. This situation faced by software developer can be described as “the 
longer the testing phase, the greater the number of errors that can be uncovered and 
removed; but the delay will increase testing cost and could result in a penalty cost due to 
failure in establishing a market niche.” (Zeephongsekul and Chiera, 1995). As a result, 
determination of optimal release time T* with the lowest cost is usually based on a cost-
benefit analysis approach.  
 
Based on a model with mean value function of m(t), the optimal release time T* can be 
determined by minimizing a  commonly used cost model (Xie 1991) of  
 
[ ] TcTmmcTmcC ⋅+−∞⋅+⋅= 321 )()()(       (2.9) 
 
in which c1 is the expected cost of removing a fault during the testing phase (fault 
correction before T); c2 is the expected cost of removing a fault  during the operation 
phase (fault correction after T);  c3 is the expected cost per unit time for testing (fault 
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detection before T). Usually c2 > c1, as the cost to remove a defect increases greatly with 
time passing by (Boehm, 1981). Such an optimal release time analysis framework has 
been broadly accepted and many research works have conducted by extending it through 
different perspectives (Dohi 1999; Xie and Yang 2004; Teng and Pham 2004; Huang and 
Lyu 2005). 
 
2.2.2 Early Reliability Prediction Analysis 
As is well known, the cost to remove a defect will increase dramatically with the 
development process in effect. Therefore, the practice of reliability prediction in the early 
phase is critical. It is essential for the management to make timely and cost-effective 
decisions to keep the process under control. From the perspective of the software lifecycle, 
there is a trend trying to remove the software defects and evaluate the software reliability as 
early as in the design phase. Usually, analysis in this phase is conducted at the architecture 
level, with either state-based or path-based models (Goseva-Popstojanova and Trivedi, 2001; 
Cukic, 2005; Wang et al., 2006).  
 
Even in the phase of software testing, the development will also benefit from early 
reliability prediction. Reliability prediction will provide timely feedback for the test 
management to adapt the testing strategies in an optimized way (Chari 2006). Unfortunately, 
traditional models’ performance is not satisfying in the early phase. Usually, reliability 
prediction is carried out with the failure data collected in current testing process. Due to the 
insufficiency of data in the early phase, accurate prediction cannot be provided and this 
makes such analysis useless.  
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To solve this problem, the intuitive idea is to incorporate subjective or/and objective data 
from older projects through a Bayes framework (Smidts et al., 1998, Smidts, et al., 2002). 
Both subjective and objective information from prior experience are proposed to be 
incorporated into the framework. Also, this problem has been addressed differently based on 
the analytical NHPP software reliability model (Xie, et al., 1999). NHPP models are 
proposed to be adjusted to incorporate failure history information from a similar project by 
assuming the same failure rate, because the testing environments are assumed to be similar 
for two similar projects. This idea is also shared with Jeske, et al., (2005), where information 
from prior release is used to improve the reliability estimation in current release. The early 
prediction problem has not been addressed with the ANN modeling approach yet.  
 
2.2.3 Software Inspection Effectiveness Analysis 
Software inspection is ‘a well-structured technique that originally began on hardware logic 
and moved to design and code, test plans and documentation with the intended purpose of 
effectively and efficiently identifying defects early in the development process’ (Fagan 
1976; Fagan 1986). It has been generally accepted in software development as a cost-
effective approach for quality improvement through defect removal (Aurum et al. 2002). 
Such a static verification technique was first introduced in Fagan (1976), and has been 
studied and applied extensively with a variety of applications (Kelly and Shepard, 2004b, 
Miller and Yin, 2004).  
 
Software inspection process is a complicated process with many uncertain factors. 
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This process can be characterized by different objectives, participants, preparation, 
participarnts’ roles, meeting duration, work product size, work maturity, output products, 
and the process decipline (Aurum et al. 2002). With these basic elements, different 
inspection processes have been introduced, such as active design review, two person 
inspection, N-fold inspection, phased inspection, etc. To measure the effectiveness of 
software inspection, the relationships of all the required variables should be addressed.  
There have been many different attempts to measure software inspection effectiveness. 
Some works suggest using the already detected defects to calculate the measurement, i.e., 
defect density (Porter et al. 1997; Perry et al. 2002). Also, the status of remaining defects 
is proposed to be another measurement through both objective and subjective approaches 
(Biffl, 2003), and Capture-recapture is a well studied approach to develop related 
estimation (El Emam and Laitenberger 2001; Petersson et al. 2004). However, it is 
criticized with the extra cost and difficulties added in defect implantation, and some 
alternatives are developed through the time series trend or subjective judgments on the 
collected data (Amasaki et al., 2005; Yin et al., 2004).Unfortunately, these natural but 
simplistic measurement definitions regard software inspection as a mechanical process. 
There is no unified inspection structure and there are many factors contributing to its 
effectiveness for each specific procedure (Biffl and Halling, 2003; Briand et al., 2004). 
Many of these factors are highly dependent on the experience of individual inspectors and 
introduce great uncertainty into this process (Kelly and Shepard, 2004a; Perry et al. 2002).  
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Chapter 3 Analytical Software FDP & FCP Modeling 
 
Software reliability modeling is to describe fault-related behaviors of software testing 
process, which generally includes fault detection, correction and sometimes fault 
introduction. Usually, traditional models assume perfect and immediate fault correction, 
and current research works are mostly focused on assumption relaxation to adapt to the 
practical software testing environment. Imperfect correction issue has been studied 
comprehensively (Xie and Yang 2003; Bhaskar and Kumar 2006). However, relatively less 
research has been carried out to incorporate fault correction process into software 
reliability models. In fact, the time needed for fault correction can not be neglected in 
software testing practice. For each detected fault, it has to be reported, diagnosed, 
removed and verified before it could be noted as corrected. Furthermore, the fault-
correction time is an important factor for some critical decision analysis (Stutzke and 
Smidts, 2001; Zhang et al., 2003). As a consequence, combined fault detection and 
correction modelling could present more practical models for software testing process, 
with better assistance to related decision-making activities. 
 
The idea of modeling fault correction process was first proposed in the so-called 
Schneidewind model (Schneidewind, 1975). In that paper, the fault correction process is 
modeled as a separate process following the fault detection process with a constant time 
lag. Within this framework, some extensions have been proposed by extending such a time 
delay relationship. This idea was then highlighted in Xie and Zhao (1992) where a time-
dependent delay function is also proposed, by arguing that detected faults become harder 
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to correct with test in effect. In Schneidewind (2001), the time delay is assumed to be a 
random variable following exponential distribution. Following a similar idea, some 
attempts have been made to model these two processes with a non-homogeneous Markov 
chain (Gokhale et al., 2004). However, due to the lack of actual data showing both the 
fault detection and correction processes, little real progress has been made. 
 
In this chapter, a systematic study on the fault detection and correction processes is 
carried out. The fault correction process is described by a delayed detection process with 
random or deterministic delay. An actual data set is used to illustrate the modeling 
framework and reliability analysis procedure. Section 3.1 describes the modeling 
framework for the fault detection and correction in detail, i.e., paired FDP&FCP NHPP 
models. In section 3.2 some specific approaches to modeling software fault correction 
time are addressed systematically. In section 3.3, the problem of the residual fault number 
is addressed with different paired models. Section 3.4 shows an application example using 
these models on a real data set. We also illustrate the use of the model in decision making 
of the release time in section 3.5.  
 
3.1 FDP&FCP Modeling Framework 
When the information about the fault correction and fault detection processes are all 
available, the FCP (fault correction process) can be modeled as a process separate from 
fault detection. It can then be analyzed in a way similar to that for traditional NHPP 
SRGMs. On the other hand, it is appropriate to consider a fault correction process to be 
related to fault detection process as a fault can only be removed after its detection. Then 
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the fault correction process can be assumed to be a delayed fault detection process. 
Different models have been proposed by presenting different forms of the time delay 
between these two processes. This initial idea was proposed in (Schneidewind, 1975), 
where fault detection is firstly modeled by NHPP, and constant delay is assumed for the 
fault correction process. Extensions could be made in two directions. Firstly, different 
NHPP models could be applied for different fault detection processes. Secondly, different 
time-delay forms could be generated under different fault correction conditions.  
 
3.1.1 Fault Detection NHPP Models 
As reviewed in section 2.1.2 on NHPP models, software fault-detection process N(t) is 
usually assumed to follow a non-homogeneous Poisson process, in which the intensity 
function λd(t) is time-dependent. Given λd(t), the MVF md(t) satisfies 
 
∫= t dd dsstm 0 )()( λ                                                         (3.1) 
 
The mean value function md(t) is the characteristic of the NHPP model. Generally, 
different fault detection models could be obtained by using different nondecreasing 
functions md(t). There are two major classes of md(t) used to describe different fault 
detection processes: increasing concave and S-shaped models, as illustrated in Figure 3.1 
(Zhang, 2000). A concave md(t) describes the fault detection process with exponential 
decreasing intensity. Differently, S-shaped md(t) describes fault detection process with 
increasing-then-decreasing intensity, which could be interpreted as a learning process.  
 
The GO-model is one of the most influential NHPP software reliability models. The 
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md(t) 
mean value function is given as 
 
)1()( btd eatm
−−⋅= , 0, >ba     (3.2) 
 
where a is the number of faults that can be detected by the testing process, and b can be 
interpreted as the failure occurrence rate per fault (Goal & Okumoto, 1979). Another 
widely discussed model is the delayed S-shaped model studied in Yamada et al. (1984). It 
is used to model the delayed reporting phenomenon for fault detection. The mean value 
function is given as  
 
])1(1[)( btd ebtatm
−+−⋅= , 0, >ba     (3.3) 
 
with parameter a denoting the number of faults to be detected and b corresponding to a 
fault detection rate.  
 
 
Figure 3.1 Two classes of mean value functions 
 
3.1.2 Fault Correction Time Models 
Fault correction is related to the fault detection process, and it can be modeled with 
md(t) 
t
Increasing Concave S-shaped 
t 
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reference to the NHPP models described previously. Specifically, a fault can be corrected 
only after its detection, and the fault correction process can be modeled as a delayed fault 
detection process. The difference between these two processes is the time delay, which is 
the time spent to correct the detected fault and denoted as Δ(t). Such delay could be as 
deterministic or random, which in turn can also be time-dependent. Then similar to FDP 
models characterized with MVF of md(t), FCP models characterized with MVF of mc(t) 
can be derived from md(t) and Δ(t). We will discuss this issue in Section 3.2 in more detail. 
 
3.1.3 Paired FDP&FCP Models 
Combining the NHPP model for FDP and the correction time model related to FCP, we can 
get the paired FDP & FCP modeling framework based on the following assumptions.  
 
Assumption 1: The fault detection process can be described as an NHPP characterized 
with intensity function λd(t) 
Assumption 2: Each detected fault will be isolated and goes into correction immediately. 
It will take Δ(t) for its correction, Δ(t) is a random time variable with pdf 
of  f(t). 
Assumption 3: These two processes go in parallel and there is no influence of FCP on 
FDP. 
 




∫= t dd dsstm 0 )()( λ                                                                        (3.4) 
∫∫ Δ−== t dt cc dtttEdtttm 00 )](([)()( λλ                                             (3.5) 
 
Usually, the paired model contains some unknown parameters and the estimation is 
carried out with the method of least squares. Specifically, against observations of fault-
detection and correction, the parameters are estimated by minimizing the sum of squared 
residuals, which is the difference between MVFs and the observations for both detected 
and corrected faults (summed) as 
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where di and ci denote the cumulative number of detected and corrected faults collected 
till time ti respectively, ti, i=1,2,3, … are the running times from the beginning of testing. 
Commonly, numerical procedures have to be developed in order to obtain the LSEs (least 
square estimates).  
 
With the LSE of the parameters, the performance of the paired model can be evaluated 
through the goodness-of-fit criterion. MSE (Mean squared error) is adopted as the 
measurement and it is calculated through the average of MSEs for both fault detection and 
correction, i.e. MSEd and MSEc. Both MSEs are calculated through the average squared 
difference between the estimated expectations and actual data. as in the following equation: 
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The MSE given in Eq. (3.7) can be minimized with respect to the model parameters when 
actual data is available.  
 
Different paired models have different parameter combinations, and all parameters are 
estimated together through least square method. Besides the parameters from NHPP 
models, there are parameters for fault correction. They will be introduced in the following 
section. 
 
3.2 Models for Fault Correction  
As mentioned earlier, failure correction process is a delayed fault detection process. 
However, there are different types of delay models that can be used. Here we provide 
some discussions on different types of delay models, and we use GO-model for FDP for 
the purpose of illustration. 
 
3.2.1 Constant Correction Time 
Assume that each detected fault takes the same amount of time to be corrected, that is Δ(t) 
= Δ. Then given the intensity function of fault detection λd(t), the intensity function of 
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Specifically, the mean value function for the fault correction process is 
 
)1()()( )( Δ−−−⋅=Δ−= tbdc eatmtm , Δ≥t .   (3.10) 
 
This has the same form as Schneidewind correction model (1975), although the latter is 
derived from the assumption that fault correction rate is proportional to the number of 
faults to be corrected. Actually, these two assumptions are the same, both regarding all the 
detected faults to be identical from the correction time point of view.   
 
3.2.2 Time-dependent Correction Time 
As the extension to the constant time-delay assumption, the time lag between fault 
detection and correction can be time-dependent (Xie and Zhao, 1992). As the detected 
faults become more and more difficult to correct, the time delay becomes much longer. 
Specifically, to derive the model in the same framework as in previous section, we assume 
the time delay as 
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( ) ( ) bc,
b
bctc1lnt <−⋅+=Δ ,     (3.11) 
 
With the given fault detection intensity function, λd(t), the intensity function of fault 
correction is 
 
))(t()( Δ−= tt dc λλ .        (3.12) 
Then corresponding fault correction process can be described with the following mean 
value function: 
 
∫Δ ⋅Δ−= t dc dtttm ))t(()( λ .           (3.13) 
 
The specific fault correction process MVF with FDP of GO-model is 
 
( )( ) 1 1 btcm t a ct e−⎡ ⎤= − +⎣ ⎦ .    (3.14) 
 
Note that this a general form of the delayed NHPP model (Yamada et al., 1984) 
 
3.2.3 Random Correction Time 
The deterministic assumptions on correction time are simplistic and often not realistic. In 
fact, software fault correction is closely related to human behavior, which is an uncertainty 
factor. Also, detected faults are different and their appearance sequence is random in 




3.2.3.1 Exponentially distributed correction time 
For practical software testing project (Musa et al., 1987), the correction time is known to 
approximately follow exponential distribution. Accordingly, we assume the correction 
time for each detected faults is of the same as a random variable of )exp(~)( μtΔ . Then 
with the given fault detection intensity function λd(t), the fault correction intensity function 
is the expectation of λd(t-Δ(t)) as 
 
∫∞ −⋅⋅−=Δ−= 0 )()](([)( dxextttEt xddc μμλλλ .   (3.15) 
 
Then the fault correction process can be described by the following MVF: 
 
∫= t cc dtttm 0 )()( λ .      (3.16) 
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in which mc(t) has the same form as the md(t) for S-shaped NHPP model while b=μ . 
 
3.2.3.2 Gamma Distributed Correction Time 
To provide a more flexible modeling of correction processes, some extended distribution 
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could be used for the correction time. One possibility is to use Gamma distribution, which 
is a generalization of the exponential distribution, and it can be explained if the correction 
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Then with given fault detection intensity function λd(t), the fault correction density 
function is 
 
∫∞ ⋅⋅−=Δ−= 0 )()()](([)( dxxfxtttEt ddc λλλ .   (3.19) 
 
Then the fault correction process can be described by the following MVF: 
 
∫= t cc dtttm 0 )()( λ .     (3.20) 
 
Specifically, the fault correction mean value function for GO-model is 
 
∫ ∫∫ ∫ ⋅⋅⋅Γ⋅=⋅Γ⋅⋅= ⋅−−−
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3.3 Residual Fault Number 
With models for both fault-detection and correction processes, it is more close to the 
reality of software testing. With inheritance of the traditional SRGMs as model for FDP, 
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one assumption is relaxed to incorporate FCP by introducing the concept of correction 
time Δ(t). As a whole, the software testing model is a paired model with both FDP model 
and FCP model separately. Such paired model can help us to study one interesting 
property of the number of detected but uncorrected faults, denoted as R(t). Residual faults 
can be deducted as the difference between fault detection and fault correction, satisfying 
R(t) = D(t) – C(t). We study the mean behavior of this number as mr(t) = md(t) - mc(t). The 
number of residual faults for each paired model is summarized in the following Table 3.1.  
 
Table 3.1 Summary of the paired software testing process models with GO_Model 
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From the plotted figures listed in Table 3.1, some qualitative properties for R(t) can be 
observed. First, its mean behavior mr(t) shows an increasing-and-decreasing trend over the 
whole testing procedure, with one highest point at some testing point. This congestion 
phenomenon is instructive for testing resource allocation. Second, with testing process 
reaching to the end, i.e. md(t) converging to a, the number of residual faults, mr(t), 
converges to zero. As a result, such a phenomenon could be indicative for the ending of 
software testing.  
 
3.4 Application Example  
With paired models for both FDP and FCP, an application example based on an actual data 
set is used to illustrate the proposed approach in this section. In published works, few 
actual data sets are available for software reliability analysis and most of them contain 
only fault detection time. Although fault correction time should also be available, they are 
not widely reported.  
 
3.4.1 The Data Set 
The data set is shown in Table 3.2. It is from the testing process on a medium-sized 
software project. Different from traditional software reliability data set, this includes not 
only fault-detection data but also fault-correction data (incremental and cumulative fault 
number). There is no tag (that indicates when a certain fault is corrected) or other 




Table 3.2 Fault detection and correction data (incremental and cumulative faults) 
Week t  Δd(t) d(t)  Δc(t) c(t) 
1  12 12  3 3 
2  11 23  0 3 
3  20 43  9 12 
4  21 64  20 32 
5  20 84  21 53 
6  13 97  25 78 
7  12 109  11 89 
8  2 111  9 98 
9  1 112  9 107 
10  2 114  2 109 
11  2 116  4 113 
12  7 123  7 120 
13  3 126  5 125 
14  2 128  2 127 
15  4 132  0 127 
16  9 141  8 135 
17  3 144  8 143 
 
To illustrate the application of these four pairs of models (GO-model paired with four 
different correction time models, denoted by Pair 1, 2, 3 and 4 respectively), all these 
models are applied with this data set. Usually, software reliability models are applied in 
the late phase of testing, and related analysis will be updated with newly collected data. 
The following analysis is based on the current stage of software testing, which means we 
have all 17 data points collected.  
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3.4.2 Parameter Estimation Approach 
The parameters in both md(t) and mc(t)are estimated by minimizing the following function: 
 








2121 )()()|,...,,;,...,,(           (3.22) 
 
where di and ci denote the number of detected and corrected faults in time interval [ti-1, ti) 
respectively, ti, i = 1, 2, 3, … are the running times from the beginning of testing, and S is 
the set of unknown parameters. From Table 3.1 we can see that models Pair 1, 2 and 3 
have analytical form and the parameters can be estimated through common optimization 
approach. However, models Pair 4 are in the form of integration and only numerical 
results can be reached. Because of this, we estimate the parameters through a unified 
numerical optimization approach with the following genetic algorithm (Dai et al. 2003) 
with numerical integration. 
 
Step 1: Encode the solutions into chromosome of binary value. 
Step 2: Generate an initial population of l individuals lsss ,...,, 21  
Step 3: Calculate the fitness function L(si), i=1,2,…,l  for each individual 
Sub-step 1: calculate md(tj | si), j = 1, 2, …, n for all time points analytically 
Sub-step 2: calculate mc(tj | si), j = 1, 2, …, n for all time points numerically 
Sub-step 3: calculate the fitness function with the data for each individual as 
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Step 4: Select parent solutions for breeding according to the fitness values: 
 Crossover breeding operator 
 Mutation operator 
 Update the new generation 
Step 5. Repeat step 3 until termination criteria are met and return optimal results of 
s* and L(s*). 
 
3.4.3 Results of Estimation and Comparison 
With the data set in Table 3.2, these four paired models are applied to fit against the real 
data by minimizing the mean squared error from Eq. (3.7). The LSEs of the parameters are 
solved numerically. Pair 4 is applied with the help of generic algorithm for optimization. 
The results of the estimation with the corresponding goodness-of-fit measurements for all 
these four paired models are listed in Table 3.3.  
 
As can be seen from the table, Pair 1 model, composed of GO FDP model and FCP 
model with constant correction time, provides the best fit for this data set, although the 
difference with the other models is not huge. However, it should be noted that we have 
used only one data set, and the purpose is to illustrate the procedure of application. To 
show the results graphically, Figures 3.2 and 3.3 are plotted for the fault detection and 
fault correction processes respectively, and Figure 3.4 shows the corresponding estimates 




Table 3.3 Paired model estimates and goodness-of-fit.  












aˆ  = 153.01 
bˆ  = 0.1487 




MSEd = 52.01 
MSEc = 30.00 
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aˆ  = 168.36 
bˆ  = 0.1193 




MSEd = 58.06 
MSEc = 151.72 















aˆ = 156.34 
bˆ = 0.1404 




MSEd = 50.66 
MSEc = 59.72 
















aˆ  = 150.38 
bˆ  = 0.1537 
αˆ  = 16.69 




MSEd = 52.04 
MSEc = 31.01 






























































































Fault Detection Data Fault Correction Data
D(t) of Pair 1 Model C(t) of Pair 1 Model
Residual Faults Data R(t) from Pair 1 Model
 
Figure 3.4 Best-fit model: estimated & actual 
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3.5 Optimal Release Time Analysis 
As for any traditional SRGMs, the modeling is not the ultimate goal for the analyst. With 
the incorporation of the fault correction process, more practical information can be 
extracted, which could be useful to improve the decision-making in a more practical way. 
Software release time analysis is one of the most important decisions to be made in the 
software development process. As we reviewed in Section 2.2.1, usually cost-benefit 
analysis approach is usually adopted. The optimal release time T* can be determined by 
minimizing a commonly used cost model (Xie 1991) of  
 
[ ] TcTmmcTmcC ⋅+−∞⋅+⋅= 321 )()()(       (3.23) 
 
Differently, here we investigate this issue from a new perspective by using the paired 
fault-detection and fault correction models proposed in the former sections. In traditional 
SRGMs m(t) is for the fault detection process, and in our case it is md(t). By incorporating 
the fault correction process mc(t) which is different from the fault detection process, this 
cost model can be expressed as  
 
[ ] TcTmmcTmcC cdc ⋅+−∞⋅+⋅= 321 )()()( ,    (3.24) 
 
in which mc(T) is the total number of corrected faults at the time of release T; md(∞)-mc(T) 
is the number of uncorrected faults that includes two components: undetected faults 
md(∞)-md(T) and detected but uncorrected faults md(T)-mc(T). By minimizing this cost 
model with respect to time T, a more practical optimal release time T* can be calculated.  
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Generally, this optimization problem can be solved numerically. In this section, the 
soloving approach for models Pair 1 and Pair 3 are proposed for illustration.  
 
3.5.1 Analysis with Pair 1 Model  
From Table 3.1, we know our best-fitting model of Pair 1 has simple form and analytical 
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12 ln11 .   (3.27) 
 
For our numerical example, the analysis is illustrated as follows. Assume c1=$300, 
c2=$500, c3=$100. Then we have, from Eq. (3.26), 939.162.273 =Δ>=Δ′ , and therefore 
it has its optimal point as 61.27=∗T weeks. The cost function for this data set with our 
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model is plotted in solid line in Figure 3.5, with an apparent minimum point. However, 
traditional analysis with single fault detection model will lead to different result. 
Comparatively, against the fault detection data set, the GO_model has estimates as 
21.154ˆ =a  and 1408.0ˆ =b , and then the corresponding cost function can be reached as 
plotted in dashed in Figure 3.5, which has an earlier optimal point as  78.26=∗T  weeks. 
The difference between these two results shows the effects of correction time over cost. 
 
       
Figure 3.5 The total cost function plot.with Pair 1  
 
3.5.2 Analysis with Pair 3 Model  
From Table 3.1, we know that cost model with model Pair 3 should be optimized 
numerically. However, analytical analysis will be helpful for the optimization. Specifically, 








and uniqueness of the solution illustrated by model Pair 3 with µ≠b.  
 
Proposition: The optimal value of T, denoted as T*, which minimizes the expected 
cost function, is as follows: 
Case 1:  if 0)( ≥mTh , then T*=0; 
Case 2:  if 0)( <mTh , there are two subcases 
(1) if C(T=0)≤ Cmin(T2), then T*=0; 
(2) if C(T=0)> Cmin(T2), then T*=T2; 
in which h(T) is the first-order derivative of C with respect to T with two roots T1 and  
T2 conditionally for h(T)=0;.Tm is the single positive root for equation 0)( =′ Th  of the 
second-order derivative of C with respect to T;  
 













μ μ ,  c1< c2, µ≠b.        (3.28) 
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We denote this function as h(T), with h(T=0)=h(T=∞)=c3. By taking the second 
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denoted as )(Th′  , with h’(T=0)=(c1-c2)·abµ<0, h’(T=∞)=0. )(Th′  has one single 




μ lnln .  Then 0)( <′ Th  for 
),0( mTT ∈  and 0)( >′ Th  for ),0( ∞∈T . Accordingly, h(T) has its single minimum at 
point Tm. 
 
Case 1: If 0)(min ≥= mThh , then there is no extremum point for cost function C and it 
will be a strictly increasing function of T. Hence, T*=0.  
 
Case 2: If 0)(min <= mThh , then there are two roots satisfying h(T1)=h(T2)=0 with 
T2>T1>0. Therefore there are two extremum for cost function C with one maximum of 
C(T1) and one minimum of C(T2). If C(T=0)≤C(T2), then T*=0, otherwise, T*=T2. 
 
With respect to the numerical example, this analysis is illustrated as follows. Also, assume 
c1=300$, c2=500$, c3=100$, the cost function for this data set is plotted in Figure 3.6. It is 
apparently the second subcase of Case 2, and the optimal release time for this software is 
T*=T2=29th week. Comparatively, the traditional cost model with single GO_model 




Figure 3.6 The total cost function plot.with Pair 3 
 
3.6 Summary 
In this chapter, the problem of modeling software fault detection and correction processes 
is investigated comprehensively. Firstly, a paired FDP&FCP modeling framework is 
proposed, by assuming the relationship between FDP and FCP is the time delay. Generally, 
modelling both fault detection and correction processes will provide more information 
than traditional models. Therefore, more accurate and useful analysis and decision making 
can be conducted. With a single data set that have data collected from fault detection and 
fault correction processes, illustration is conducted with the proposed models. The 
application shows the potential advantage of the proposed paired FDP&FCP modeling 
framework.  
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Chapter 4 Early SR Prediction with Paired FDP&FCP 
Models 
 
Like traditional NHPP models, paired FDP&FCP models are developed through fitting 
against historical datasets collected from current testing process. As a result, parameters 
with these models cannot be estimated accurately in the early phase of software testing, as 
also observed for most traditional NHPP models. In Section 2.2.2, we have shown that early 
prediction is also a critical issue in the software testing phase and related research with 
NHPP models has been conducted by incorporating historical data from previous projects 
(Xie, et al., 1999). Specifically, NHPP models are proposed to be adjusted to incorporate 
failure history information from a similar project by assuming the same failure rate. 
 
Following similar idea, in this chapter we explore the early prediction problem in the 
context of the paired FDP&FCP modeling framework we proposed in the previous chapter. 
Then the basic assumption with this approach is that the testing and debugging 
environments remain stable over the two successive projects. Accordingly, the fault 
detection and correction rates can be regarded as nearly the same. Then with the collected 
data, the total faults can be estimated easily and accurately in the early phase. Furthermore, 
related analysis can be conducted to help make decisions on testing process to control the 
process in time. Due to the unavailability of practical testing data, simulation approach is 
adopted to generate required datasets for the purpose of illustration. In addition, with the 
simulation model, the fault corrector staffing and release time problem can be explored in a 
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simulation optimization way. 
 
The following sections of this chapter are organized as follows. The specific paired 
FDP& FCP model that we will utilize will be given and the corresponding early prediction 
approach is proposed in section 4.1. Then simulation method for FDP&FCP is discussed 
with two simulated datasets in section 4.2. The following section 4.3 applies FDP&FCP 
model with these datasets to illustrate the proposed approach of early prediction. In section 
4.4, two associate decision-making problems are studied, the optimal release time and the 
optimal corrector staffing.  
 
4.1 Proposed Approach 
4.1.1 Paired FDP&FCP Model 
Specifically, we are interested in investigating the paired model composed of GO-model and 
)exp(~)( μtΔ . The GO-model is one of the most influential NHPP software reliability 
models and exponential distribution for correction time has been verified with a practical 
software testing project (Musa, et al., 1987). The specific paired MVFs are 
 
)1()( btd eatm























μ      1
                         )1(1
)(                           (4.2) 
 
where a is the number of faults that can be detected by the testing process; b can be 
interpreted as the detection rate per fault, characterizing the software fault detection (testing) 
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environment;  µ is the correction rate per fault, characterizing the fault correction 
(debugging) environment.  
 
4.1.2 Early Prediction with Paired FDP&FCP Model 
With mature software manufacture company, the software developing process would show a 
continuously improvement trend. However, with nearly the same developers and 
testing/debugging environments, two successive projects/releases should share some 
common properties. Within the context of the paired FDP&FCP model composed of GO-
model and )exp(~)( μtΔ , we assume the fault detection rate b and correction rate µ are 
kept constant, at least in the early phase of the following project, i.e., 12 bb = , 12 μμ = . Then 
with some collected data (di and ci denoting the cumulative number of detected and 
corrected faults collected till time ti respectively, i=1,2,3, …), the total number of faults in 
the current software project/release can be estimated by minimizing  
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By letting 0)( =
da
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As b2 and µ2 are actually estimates from the previous/similar project, they are supposed to 
be more accurate than the estimates with only data from current project. With accurate 
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estimates of b2 and µ2, the estimate of a2, the aˆ , can also be expected to be more accurate 
than the traditional approach.  
 
With these accurate estimates in the early phase of software testing, more effective 
reliability analysis can be carried out. Then these related measurements can help the 
management to make decisions timely and effectively.  
 
4.2 FDP & FCP Simulation 
Software reliability analysis is well known for its data shortage, and also most of the 
available datasets are only collected from the fault detection process. The failure datasets 
with both FDP and FCP data are rare in published works. There are no such paired datasets 
from two similar/consecutive projects published yet. Alternatively, software reliability 
models provide a convenient approach to collect data from software testing process in a 
simulated manner (Gokhale and Lyu 2005, Tausworthe and Lyu, 1996). Also, the published 
datasets for both FDP and FCP are limited, but the paired FDP&FCP model provides a 
convenient approach to simulate the software testing process.  
 
4.2.1 Simulation Approach 
For the paired FDP&FCP model, we assume there would be a corrector assigned 
immediately to each detected fault. Therefore, it seems that there are sufficient correctors 
available there waiting to correct detected faults. As a result, this paired model can be taken 
as a M(t)/M/∞ queueing system, with NHPP arrival process and exponential service time. 
The infinite servers mean there is no waiting time for any new arrival. Simulation on 
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queueing system has been studied well and discrete time simulation technique can be 
applied for it. Then the focus is the NHPP simulation as arrival process, which we take the 
approach introduced by Tausworthe and Lyu (1996). 
 
Specifically, given a = 200, b = 0.1, µ = 1, we have 1000 runs of the simulation. The 



















Figure 4.1 Simulated MVFs with a = 200, b = 0.1, µ = 1 
 
4.2.2 Simulation Results for Two Similar Projects 
As we are interested in applying paired FDP&FCP model in two successive 
projects/releases, two datasets are generated with the proposed simulation approach (one run 
for each). As we assume, these two releases share the same detection and correction rates, so 
we set b1 = b2 = 0.1, and µ1 = µ2 = 1. However, they are different in the size of total number 
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Figure 4.3 Simulation for R2: a2= 100, b2 = 0.1, µ2 = 1 
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4.3 Numerical Example 
With the datasets collected from the simulation, the proposed approach in section 4.1 can 
be illustrated in detail. Specifically, the cumulative coiunt of faults for R1 and R2 are 
listed in Table 4.1. In the table, D1(T) and D2(T) denotes the cumulative number of detected 
faults in release 1 and 2 respectively. C1(T) and C2(T) denotes the cumulative number of 
corrected faults in release 1 and 2 respectively at time T. 
 
Firstly, let us examine the dataset from R1. We only have the data collected from this 
project, and we cannot start estimation until some data points have been collected. 
Therefore, the analysis starts from the 5th week, and parameters a, b, and µ are estimated 
by fitting against available data points with least square method. After then, parameters are 
estimated once each week with updated data until the end of this testing process in the 30th 
week. As we know the true value of these three parameters, RE (relative error) can be used 






−= .                                              (4.5) 
 
Then we have the performance plotted in Figure 4.4, showing the trend of the 
performance over the testing process for each parameter. From the figure, we can observe 
that the performance is good at the beginning, for week 5 and 6, but it does not hold long. 
The performance becomes worse in the following weeks until the midterm of this process. 




Table 4.1.Cumulative fault number for R1 and R2 
T  D1(T) C1(T)  D2(T) C2(T) 
1  20 8  5 3 
2  40 21  16 11 
3  56 37  23 14 
4  70 58  29 23 
5  85 69  35 29 
6  95 82  46 37 
7  103 90  51 44 
8  109 99  52 49 
9  120 110  58 53 
10  127 119  64 59 
11  131 126  64 63 
12  139 133  66 65 
13  146 140  69 66 
14  148 146  75 71 
15  156 153  79 76 
16  160 158  82 80 
17  165 163  84 83 
18  170 166  86 84 
19  173 167  89 87 
20  176 172  90 89 
21  177 174  91 90 
22  179 177  92 90 
23  183 180  93 91 
24  184 183  94 93 
25  186 185  94 94 
26  188 186  94 94 
27  188 187  96 95 
28  192 189  96 95 
29  193 193  97 97 






















Figure 4.4 Model performance in parameter estimation for R1 
 
Similarly, the analysis procedure is applied for R2, to be used for further comparison. 
With the results shown in Figure 4.5, it is observed that the model’s performance in 
parameter estimation is quite worse in the first one third section of this process for a and b. 
There is no acceptable solution for a in the week 7. However, the performance becomes 









































Figure 4.6 Model performance for R2 with b&µ incorporated from R1 
 
Differently, this time we incorporate the experience acquired from the previous project 
R1. Specifically, we take the fault correction and detection rate the same as R1 this time, 
i.e., 12 bˆb = , 12 μˆμ = . Then parameter a is estimated from the 5th week until the end, with 
each data point updated. The corresponding performance is shown in Figure 4.6, which is 
surprisingly good. As a result, decisions can be make in the early phase of software testing. 
 
4.4 Related Reliability Analysis 
As we stated earlier, the proposed approach is to provide accurate reliability prediction for 
better assistance in decision making (Hu et al., 2006). With the incorporation of data from 
prior project, such decisions can be made based on accurate estimation early in the testing 
process. This is useful for the management to make early planning and keep the process 
under control. Usually, decisions are made in a cost-effective approach, and cost model 
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has been applied with paired FDP&FCP model for release time analysis in section 3.3.3. 
Here we investigate this issue from a perspective by incorporating the number of 
correctors into the cost model, which can be used to planning the optimal number of 
correctors in the early phase of testing as well.  
 
4.4.1 Revised Cost Model 
Different from the simple cost model in Eq. (3.23), a revised cost model is proposed with 
the corrector number incorporated.  
 [ ] TcTmmcTNcTNC cd ⋅+−∞⋅+⋅⋅= 321 )()(),(                              (4.6) 
 
in which c1 is the expected cost for keeping a corrector in the project during the testing 
phase, and N is the number of correctors assigned with this project; c2 is the expected cost 
of removing a fault during the operation phase;  c3 is the expected cost per unit time for 
testing; T is the software release time. Clear, the current cost function has two parameters 
of both N and T.  
 
Obviously, this cost model suits for the policy of fixing the number of correctors and it 
is helpful to determine the optimal corrector number N* and associated optimal release 
time T*. Such a policy is not compatible with the paired FDP&FCP, as correctors are 
assumed to be enough there. However, it is a good policy to hold enough correctors in the 
beginning phase, as the intensity function is high then. While with projects proceeding, the 
number of newly detected faults decreases, and it would be cost-effective to hold the 
corrector number fixed. This cost model can be applied at that stage. The optimal release 
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time T* and optimal corrector staffing N* can be determined by minimizing C(N,T). 
 
4.4.2 Optimal Corrector Staffing and Release Time 
When the corrector number is fixed, the paired FDP&FCP does not work any more. Also, 
the analytical form of mc(t) would not be available. However, simulation approach can be 
adopted by adjust the former M(t)/M/∞ system into fixed server number. Then the 
corrector number and release time can be optimized in a simulated manner. The 
optimization problem is fomulated with the numerical application under specific 
procedure. 
 
For the project R2, assume currently the project has been going on for two months i.e. 
8 weeks. With historic data (including R1), we have parameter estimates as 95ˆ2 =a , 
0991570ˆ2 .b = , 089851ˆ 2 .=μ , which are accurate enough for making decisions. In the past 
two months, there are enough correctors assigned. However, as less and less new faults are 
expected to be detected, it is a waste of resource to keep so many correctors. Therefore, 
the management begins to consider lowering the corrector number to a fixed number. As N 
is not big enough now, the paired FDP&FCP model cannot be applied and analytical mc(t) 
cannot be used for optimization. Then we study the optimization problem in a simulation 
approach described as below: 
 
Step 1:  Assume that c1=$300, c2=$500, c3=$100, and 95ˆ =a , 0.099157ˆ =b , 
1.08985ˆ =μ . 
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Step 2:  From N = 1 to Nmax, for each N run the simulation 1000 times and get the 
average mc(t,N). 
Step 3:  For each N, calculate the minimum cost mc(N) and the associate optimal 
release time T(N) . 
Step 4:  With a series of minimum cost for each N, we have N* is the one with the 
minimum one and the associate release time is the optimal release time T* 
for the testing process.  
 
The corresponding simulation results are plotted in Figures 4.7 & 4.8. Figure 4.7 is the 
plot of minimum cost against corrector number. It is easy to find that when N* = 2, we 
will have the minimum cost. Figure 4.8 is the plot of total cost against testing time with 
N* = 2, and we can observe that T* = 29, i.e. the software testing are planned to stop at the 





























Figure 4.8 Total cost vs release time 
 
4.5 Summary 
In this chapter, based on the paired FDP&FCP models, we have studied the early 
prediction problem with incorporation of prior information from previous similar project. 
Due to the absence of available data, simulation is used with the model for the purpose of 
data collection. Numerical examples illustrated the application of this approach and 
satisfactory results are acquired with the example. With accurate reliability prediction, the 
associated decisions can be made early in the testing process. Optimal release time and 
optimal corrector staffing are discussed with respect to the example in a simulated 
optimization approach.  
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Chapter 5 ANN Software FDP & FCP Modeling 
 
In Chapter 3, the paired analytical FDP & FCP modeling framework takes these two 
processes separately, with one MVF for FDP and one MVF for FCP. Although this 
framework has incorporated the fault correction process, it fails to describe the 
interactions between FDP and FCP. There are also separate approaches to model 
FDP&FCP with ANN models, i.e., one network for FDP and another network for FCP. 
Obviously, these two processes are then regarded independently from each other. Actually, 
the ANN modeling framework is more flexible in combining multiple processes together 
and has the potential to incorporate the interactions between FDP & FCP as well 
(Chakraborty et al. 1992). This issue is explored comprehensively in this chapter under the 
modeling framework of ANN. In comparison with the former two separate schemes, more 
accurate prediction can be expected. Further in this chapter two kinds of architectures for 
the combined ANN model are proposed and comparisons among some available models 
are made with the numerical example.  
 
This chapter is organized as follows. In section 5.1, these two separate modeling 
approaches are reviewed concisely. In section 5.2, the problem of reliability prediction 
with both FDP&FCP is formulated, and then under a general combined ANN modeling 
framework the specific prediction procedure is proposed. Two specific combined ANN 
architectures are introduced, respectively, in sections 5.3 and 5.4. Section 5.5 applies these 
two combined ANN models to real software reliability data, presenting the comparisons 
within the two frameworks. Detailed comparisons with the paired analytical models and 
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separate ANN model are given in section 5.6.  
5.1 Separate FDP & FCP Models 
5.1.1 Paired Analytical Models 
As shown in Section 3.1.3, GO-Model and delayed S-shaped model are typical NHPP 
models, with the S-shaped model focusing on describing the learning-phenomenon along 
with software testing. Specifically, if FDP is modeled with GO-model, software FDP and 
FCP are described as two processes with the following paired characteristic MVFs  
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If FDP is modeled as delayed S-shaped model to describe the learning phenomenon, the 
paired MVFs are given as  
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tΔ  denotes the time-delay of FCP with respect to FDP, and deterministic correction model 
is considered in this chapter. 
 
5.1.2 Separate ANN Models 
In parallel, similar to the paired analytical models describing these two processes 
separately, traditional ANN models can also be extended to model both FDP and FCP in a 
separate way. Originally, software reliability ANN models use the cumulative detected 
 61
fault data sequence { }1 2, ,..., nd d d collected from FDP to establish the model presented in 
Figure 5.1(a). Separately, the FCP model can be incorporated with the cumulative 
corrected faults number data sequence { }1 2, ,..., nc c c  collected from FCP. The 
corresponding framework is shown in Figure 5.1(b). As the models for FDP and FCP 
constitute two separate networks, they are further referred to as separate ANN models.  
 
 
                      a                                 b 
Figure 5.1 Separate ANN model architecture, left for FDP and right for FCP 
 
5.2 Combined ANN FDP & FCP Models 
5.2.1 Problem Formulation 
Within the framework of neural networks modeling (Karunanithi et al. 1992; Chakraborty 
et al. 1992), we formulate our problem as follows. By denoting ( ), 1, 2,3...D i i =  and 
( ), 1, 2,3...C i i = , as the cumulative count of detected faults and corrected faults after 
testing period i , respectively, we define software testing process as a bi-process 
combining both FDP and FCP, 
( )





⎡ ⎤= =⎢ ⎥⎣ ⎦ . With an ongoing testing process, 
software fault data can be collected as a data set 
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, from the beginning of software system 
random testing until current testing period t . ( )D i  and ( ), 1, 2,3...C i i =  are two correlated 
processes. To make testing related decisions, at the end of every testing period, we are 
interested in knowing the possible outcomes of the following time period, or even further. 
In other words, we need to develop one-step predictions based on the historical data 
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, the predicted number of cumulative faults 
by the end of testing period 1t + . Then with the updating of each new data 1ts + , we can 
evaluate the performance of the previous prediction and develop the prediction for the 
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. The prediction process is continually 
updated as new testing data becomes available from ongoing testing.  
 
5.2.2 General Modeling Framework 
In order to provide more accurate software reliability data prediction, it is essential to 
model the related dynamic phenomenon more realistically. Software testing (random 
testing) is a complicated and interactive process, and from the viewpoint of software 
reliability, there are both software fault detection and fault correction processes. These two 
processes are correlated. Once a fault is detected, it will be submitted for correction. This 
requires time for diagnosing, removal and verification. If the fault does not hamper the 
detection process, these two processes will proceed in parallel, but if it is so severe that the 
software is deemed inoperable, the detection process would wait until the fault is corrected; 
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if the detection rate is very high, it will bring pressure to correction process, and vice versa.  
 
Traditional SRGMs and ANN models only describe the fault detection process by 
assuming immediate and perfect correction. The practical extensions, paired analytical 
models and separate ANN models mentioned in the previous section, account for the fault 
correction process. However, they fail to model the interactions between these two 
processes. In this section, we propose the combined ANN modeling framework, as 
illustrated in Figure 5.2, to model both FDP and FCP using the method of multivariate 
time series prediction (Chakraborty et al. 1992) and to incorporate the interactions 
between these two processes. The architecture combines the two processes in both the 




Figure 5.2 General combined ANN modeling framework 
 
Specifically, there are two major kinds of ANNs: feedforward and recurrent, and both 
have their advantages in time series predictions. Feedforward ANNs have been adopted by 
most researchers and there are some “rules of thumb” to follow in modeling network 
















Although recurrent ANNs are less studied, they have the ability to incorporate temporal 
information as they feedback inner states or outputs into the input layer. Both frameworks 
will be explored in this chapter.  
 
5.2.3 General Prediction Procedure 
With pre-set configurations of the network, the prediction is a sequentially updating 
process, with stepwise prediction utilizing each newly collected software fault data from 
the ongoing test process. At each point, with the latest and all past data, the network is 
retrained for new prediction in three specific steps: data normalization, network training, 
and prediction. The specific prediction procedure for any one point with the combined 
ANN model is described generally as follows.  
 
Step 1:  Data normalization 
Collected cumulative software fault data 1 2 1{ , ,..., , }t ts s s s−  cannot be fed into 
networks directly as they need to be normalized between [0, 1]. Normalization 
functions varies, and for our case, the simple normalization scheme of sinorm=si/smax 
is adopted. As ( )D i and ( ), 1, 2,3...C i i =  are incremental processes, the collected or 
predicted data would show an increasing trend, so we need to estimate the upper 
limit of ˆ ( 1)D t + and ˆ( 1)C t + . With the available cumulative data, this value can be 
calculated by estimating the maximum possible increments of dΔ and cΔ . This 
number can be estimated from past experience of similar projects. Then maxs  at the 
end of testing period t  is calculated as 
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max ( , ) ( , )
t
t ts Max d c Max d c= + Δ Δ .                                (5.3) 
 
To simplify our notation further we assume that { }tt ssss ,,,, 121 −K  is already 
normalized. 
 
Step 2:  Network training 
With available normalized data, the neural networks with pre-defined 
configuration can be trained to model these two processes. The collected historic 
data sequence 1 2 1{ , ,..., , }t ts s s s−  should be grouped into as many as t-w past-to-
future mapping patterns denoted as { }kkwkwk ssss |,, 11, −+−− K twk ,,1, K+= .These 
training patterns abstract the historic input-output relationships of the network. The 
patterns are used to train the network by adjusting its weights and bias, which are 
initially set randomly. Typically, backpropagation algorithms are used to train the 
networks and there are some variations in the algorithms. These algorithms usually 
look for ANN parameters (weights of internodes’ connections and node biases) to 
fit the patterns by minimizing the deviation of the network outputs from the 
outputs of training patterns. To overcome the overfitting problem, usually the 
generalization technique is adopted.  
 
Step 3:  Fault prediction 
With the trained network, which has “fit” the training patterns out of the collected 
data set 1 2 1{ , ,..., , }t ts s s s− , we can use the most recent w data set 
{ }twtwt sss ,,2,1 K+−+− to generate the next pattern as { }12,1 ˆ|,, ++−+− ttwtwt ssss K . Then 
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An initialization problem exists in the training algorithms. Different initial values for 
network weights and bias would generate different training results. For the generalized 
training algorithm adopted here, the initial values are assigned randomly. For each point 
predictions, m  replicated runs are usually performed with different initializations, and the 












1ˆ                                                          (5.4) 
 
5.3 Combined Feedforward ANN Model 
5.3.1 ANN Architecture 
The framework of the combined feedforward ANN model is illustrated in Figure 5.3. It 
has inputs of both 1{ ,..., }t w td d− +  and 1{ ,..., }t w tc c− +  and outputs of both 1ˆtd +  and 1tˆc + . 
Specifically, the model is trained with the data from the bi-process 1 2 1{ , ,..., , }t ts s s s−  (both 
1{ ,..., }t w td d− +  and 1{ ,..., }t w tc c− + ), combined with the past information of these two 
interactive processes together. Then with the well trained networks, the prediction can be 
generated from the latest w data points 1 1,..., , , 0t w t tS S S w t− + − ≤ ≤  as the following function: 
 
},,,(ˆ 111 ttwtt SSSFS −+−+ = K                                             (5.5) 
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Figure 5.3 Combined feedforward ANN model architecture 
 
5.3.2 Performance Evaluation 
As an on-line prediction procedure, it starts tracking from the early stages of software 
testing. With the ongoing testing process, prediction is developed with the arrival of each 
updated data. For each single point prediction, the prediction is expected to be close to the 
collected data in the coming time period. Therefore, the prediction can not be evaluated 
until the next updated data is collected. As a whole, the prediction performance of the 
ANN model is evaluated with respect to all the past predictions with the data obtained 
from the whole testing process.  
 
Specifically, suppose dataset { }tsss ,,2,1 K  is used for network configuration. Within 
this data set, we simulate the sequential stepwise prediction process as in real software 
testing. Assume t0 is the first point for prediction, and all the preceding data points 
{ }12,1 0,, −tsss K  are used to train the network to get the prediction 0ˆts . With m different 
network initializations, m prediction repetitions are developed as jts ,0ˆ , j = 1,2,…,m. This 




















1ˆ ,  i = 





iiiiiiii SESEccddssSE +=−+−=−= 222 )ˆ()ˆ(ˆ , i = t0, …, t.           (5.6) 
 
It is expected that the selected model works well through the whole testing process. The 
overall performance of the configuration is then determined by 
 

















            (5.7) 
 
5.3.3 Network Configuration 
Feedforward networks are the most common networks and are widely studied. There are 
several “rules of thumb” to develop these networks that we adopt here. Within the context 
of this specific feedforward model, we pre-configure the network as follows. The 
architecture has three layers: an input layer, a hidden layer, and an output layer. Each ANN 
has 2*w inputs, which corresponds to w data sets [d, c]’ presented to the network. In order 
to overcome the overfitting problem, the number of the hidden nodes should not be large. 
By comparing some practical recommendations, we chose this number as twice the 
number of input nodes (Zhang et al., 1998), i.e., 4*w. The sigmoid function (logistic) is 
used as the activation function for each node in both the hidden and the output layers. 
 
Using Eq. (5.7) as the performance criterion, the trial and error approach is used to 
determine the remaining parameters of the training algorithm.  
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5.4 Combined Recurrent ANN Model  
5.4.1 ANN Architecture 
Similar to the combined feedforward ANN model, the proposed recurrent ANN model has 
the combined architecture as shown in Figure 5.4, with feedback from the inner states to 
the input layer (Hu, et al. 2007). Similarly, the model is trained with the data from the bi-
process 1 2 1{ , ,..., , }t ts s s s−  (both 1{ ,..., }t w td d− +  and 1{ ,..., }t w tc c− + ), combined with the past 
information of these two interactive processes together. Then with the well trained 
networks, the prediction can be generated from the latest w data points 
1 1,..., , , 0t w t tS S S w t− + − ≤ ≤  as the following function: 
 
};,,,(ˆ 111 tttwtt StateSSSFS −+−+ = K                                          (5.8) 
 
 
Figure 5.4 Combined recurrent ANN model architecture 
 
With respect to the model constraints, some parameters can be pre-configured as 












has architecture of three layers, one input layer, one hidden layer, and one output layer. 
Differently, Elman network has feedback from the hidden states into the network inputs. 
This network has 2* w  inputs, which corresponds to w data sets [d, c]’ presented to the 
network. The sigmoid function (logistic) is used as the activation function for each node in 
both the hidden and the output layers. 
 
5.4.2 Robust Configuration Evaluation 
Unlike the evaluation on the combined feedforward network, the performance for the 
combined recurrent network is evaluated differently. Similarly, for each single point 
prediction, the prediction is expected to be close to the collected data in the coming time 
period. In addition, because the prediction is random, some repetitions are generated and 
small variance is also expected. With a given dataset, which represents the history of a 
period of software testing, the configuration of network can be evaluated with its average 
performance in prediction through this period from the first prediction point. Different 
from the evaluation for the combined feedforward ANN model, robustness criterion is 
adopted for combined recurrent model.  
 









1ˆ ,  i = 





iiiiiiii SESEccddssSE +=−+−=−= 222 )ˆ()ˆ(ˆ , i = t0, …, t            (5.9) 
 























, i = t0, …, t.           (5.10) 
 
It is expected that the selected model works well through the whole testing process, and 
the overall performance of the configuration is evaluated by the following two criteria 
 

































                                  (5.11) 
 
However, as both criteria can be contradictory, in to balance both the prediction 
location and dispersion, their summation is used to evaluate the performance instead. 
Hence, for one specific network configurationθ , the performance function is expressed as 
 
2)( MSMSEL +=θ                                                        (5.12) 
 
5.4.3 Network Configuration through Evolution 
There is less guidance for recurrent network configuration, and also the network training 
requires much more time than feedforward networks. Therefore some automatic “trial-
and-error” approach is useful. Evolutionary programming provides an approach to 
optimize complex problems with specific fitness function, which suits our problem well, 
i.e., to search for an optimal configuration setting ∗θ  from the parameter space with 
respect to fitness function of L(θ) in Eq. (5.12). In fault detection prediction, genetic 
algorithm has been applied to optimize the network architecture parameters to determine 
the number of inputs and hidden nodes for feedforward architecture (Tian and Noore, 
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2005a). Specially, we also make the configuration setting include the algorithm parameters, 
for they are found to have great influence on the performance.  
 
The configuration evolving process is described as following steps: 
Step 1: Encode the configuration setting θ into chromosome. 
Step 2: Generate an initial population of l individuals lθθθ ,...,, 21  
Step 3: Calculate the fitness function L(θ i), i=1,2,…,l for each individual 
Step 4: Select parent settings for next generation according to the fitness values: 
 Crossover breeding operator 
 Mutation operator 
 Cull inferior solution 
Step 5. Repeat step 3 until stopping criteria are met and return optimal setting ∗θ . 
 
5.5 Numerical Analysis 
To illustrate the application of combined ANN models we apply the two suggested models 
to real data collected from a medium sized application’s testing process. The collected 
interval data set includes both fault detection and correction data, ΔD(t) and ΔC(t), as 
shown in Table 3.2. The proposed combined ANN models are used to develop one-step 
prediction for both ( )D t  and ( )C t , starting from some early point and tracking the 
software testing process till the end with the continuous updating of collected cumulative 
data .  
 
With the combined ANN model, using the feedforward or recurrent network 
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architecture, some pre-configuration can be developed with respect to the constraints of 
the specific problem. At the beginning of this testing process, available data is scarce. 
Therefore, prediction needs to be developed as soon as possible, providing timely 
decision-making assistance for the testing procedure. However, for such data-driven 
modeling approaches like ANN, the model cannot be well adjusted without essential 
number of data points. As a result prediction cannot begin until enough data is collected. 
To compromise, the size of sliding window w cannot be large, and we set it to w = 3, and 
start prediction from the 6th testing period. Then we know our combined ANN model will 
have 6 inputs. As to the number of hidden nodes and some parameters related to algorithm, 
they are configured differently for feedforward and recurrent networks. Obviously, the 
network model has two outputs.  
 
5.5.1 Combined Feedforward ANN Application 
As a common “rule of thumb”, the number of hidden nodes is set to be double the number 
of input nodes. With different configurations on the training algorithm parameters, the 
following procedure is developed with trial-and-error to get a fully-configured network for 
further prediction out of sample. With the available data sequence as 1 2 1{ , ,..., , }t ts s s s−  the 
prediction can be developed as follows.  
 
Step 1:  Data normalization:  
Based on experience from similar past projects and current testing personnel 
allocation, the expected incremental number of ( )D tΔ  and ( )C tΔ  cannot exceed 
25: ( , ) 25Max d cΔ Δ = . This number if set fixed for the whole prediction process 
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with ongoing testing process. The data is normalized with the maximum number 
calculated from Eq. 5.3.  
 
Step 2:  Network training:  
With the normalized data set, the training patterns are generated for both 
frameworks respectively as{ } twkssss kkwkwk ,,1,|,, 11, KK +=−+−− . For our case, 
backpropagation algorithm is adopted to train the ANN with the generated 
patterns. To improve generalization of the training, the regularization method is 
implemented by adding the mean of the sum of squares of network weights and 
biases gi, i = 1,…,l, MSW, to the network performance function MSE in the 
following form  
 
(1 )regMSE MSE MSWγ γ= ⋅ + − ⋅                                (5.13)  
 







= ∑ . Such regularization can 
force the network to have smaller weights and biases, which provides the 
smoother network response. It also reduces the chance of overfitting.  The 
parameter γ  is set by trial and error  
 
Step 3:  Prediction:  
With the well-trained network, the latest w data is fed and the prediction is 
generated as the network outputs. 50 runs of prediction for each point are 
performed, yielding 50 predictions for point i , jis ,ˆ , i = 6, j = 1, …, 50.  Related 
variances are calculated to estimate the robustness of the model.  
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The prediction process is performed from the 6th testing period till the end of the 
testing. The prediction for each point is evaluated with the updated fault data. The 
prediction sequence is obtained in the form { }6 7 16 17ˆ ˆ ˆ ˆ, ,..., ,d d d d  and { }6 7 16 17ˆ ˆ ˆ ˆ, ,..., ,c c c c . 
Then the prediction performance of the model over the whole testing process is evaluated 
by comparing with the true data with mean squared errors calculated with Eq. (5.9). The 
corresponding prediction results are summarized in Table 5.1.   
 
Table 5.1 One-step predictions with combined feedforward ANN model 
ˆ( )d t  ˆ( )c t  
Week(t) ( )d t  
Mean Var 
d




6 97 96.29 0.4324 0.50 78 73.43 0.7162 20.87 
7 109 102.48 0.0895 42.55 89 94.53 0.9200 30.58 
8 111 113.21 0.0032 4.88 98 91.66 0.0138 40.23 
9 112 116.02 0.0024 16.12 107 97.76 1.0854 85.47 
10 114 112.80 0.0838 1.43 109 110.17 0.9192 1.38 
11 116 113.38 0.0550 6.86 113 111.63 0.0029 1.87 
12 123 118.28 0.0024 22.31 120 115.25 0.0012 22.53 
13 126 129.78 0.0062 14.30 125 123.50 0.0097 2.25 
14 128 126.86 0.0682 1.29 127 127.18 0.0906 0.03 
15 132 128.68 0.1775 11.03 127 129.45 0.0036 5.99 
16 141 134.82 0.0019 38.21 135 130.10 0.0153 23.99 
17 144 144.54 0.0066 0.29 143 140.42 0.0011 6.66 
Average  0.0774 13.31  0.3149 20.15 
 
Var in the table denotes the variance of the repeated predictions at each point. From 
Table 5.1, we can see that under this network configuration, the predictions along the 
period of this dataset can fit the observed value well with small variances.  
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5.5.2 Combined Recurrent ANN Application 
Adopting similar preset architecture parameters as the feedforward model, the remaining 
architecture parameter for the recurrent model is the number of hidden nodes hn . Besides 
the architecture parameter, the network configuration θ should also include critical 
training algorithm parameters. The specific prediction procedure for this dataset is similar 
to that in the former section. From the former analysis, we have found that the 
performance ratio γ  is a critical parameter. Here, back-propagation algorithm with 
learning rate and momentum is adopted. These two parameters are important to the 
algorithm performance. As the learning rate is adaptive, it is important for network 
training to set a proper value for momentum om . 
 
The network parameters to be configured can be determined as [ ]γθ oh mn= , i.e. 
the number of hidden nodes, the momentum, and the performance ratio. For each specific 
configuration, such a prediction process is performed from the 6th testing period till the 
last one, obtaining predictions jis ,ˆ , 17 , 7, 6,i …=  , 5 , 2, 1,j …= . The corresponding 
fitness function value, i.e., the network performance value, can be calculated through  
 
2),,( MSMSEmnL oh +=γ .                                  (5.14) 
 
This way, the evolving procedure in the former section is developed to find the proper 
value of [ ]∗∗∗∗ = γθ oh mn . 
 
With respect to this dataset, a configuration of network has been evolved with genetic 
algorithm as the hidden nodes number = 14; performance ratio = 0.9450; momentum = 
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0.9711. With this configuration, 20 more repeated predictions are obtained again for each 
time point. The prediction results are shown in the Table 5.2.    
 
Table 5.2 One-step predictions with combined recurrent ANN model 
ˆ( )d t  ˆ( )c t  
Week(t) ( )d t  
Mean Var 
d




6 97 95.68 0.3919 1.76 78 72.64 1.4984 28.71 
7 109 102.60 0.5183 40.96 89 86.78 1.9346 4.94 
8 111 112.93 0.1001 3.72 98 98.83 0.2321 0.69 
9 112 114.82 0.0887 7.95 107 102.81 0.1440 17.56 
10 114 116.62 0.0113 6.86 109 108.82 0.0476 0.03 
11 116 117.85 0.0376 3.42 113 110.86 0.1338 4.58 
12 123 119.31 0.0517 13.62 120 113.52 0.1996 41.99 
13 126 124.07 0.1142 3.72 125 121.06 0.3803 15.52 
14 128 127.34 0.0099 0.44 127 126.34 0.0332 0.44 
15 132 129.51 0.0708 6.20 127 129.85 0.1820 8.12 
16 141 131.65 0.0000 87.42 135 132.73 0.0000 5.15 
17 144 136.02 0.0389 63.68 143 137.77 0.0815 27.35 
Average  0.1194 19.98  0.4056 12.92 
 
From these results, we can see that under this network configuration, the predictions 
along the period of this dataset can fit the observed value very well with small variances.  
 
5.5.3 Comparison: Combined Feedforward vs Recurrent Model  
Both these two types of ANN models have been applied to model software reliability 
prediction. These two architectures have also been compared through different criteria 
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with respect to different dataset (Karunanithi et al. 1992; Dohi et al., 1999; Ho et al. 2003; 
Tian and Noore 2005b). Although Elman architecture is advocated to incorporate the 
temporal patterns, there is no consistent advantage from these experimental results. As far 
as our dataset is concerned, we compare these two architectures with their predictive 
performance using both location (MSE) and dispersion (MS2). This is summarized in 
Table 5.3.  
 
Table 5.3 Comparison: combined feedforward VS recurrent ANN 
 MSE MS2 L 
Combined Feedforward ANN models 33.46 0.3923 33.8523 
Combined Recurrent ANN models 32.90 0.5250 33.4250 
 
From this table, we can see that there is slight advantage of combined recurrent ANN 
model over feedforward model, with respect to the “robust” performance L. However, if 
we take the criteria of either MSE or MS2, contradictory conclusions will be drawn, 
although the differences are small. With respect to this data set, these two models are 
nearly the same. Therefore, both configured models can be set to develop predictions for 
the coming data points. Comparatively, combined feedforward ANN model would be 
more effective.  
 
5.6 Comparisons with Separate Models 
In this section, we proceed to verify that the proposed combined model would perform 
better than separate models. Accordingly, the comparisons of the combined ANN models 
with those two separate models mentioned in section 5.1 are developed.   
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5.6.1 Combined ANN Models vs Separate ANN Model   
In the separate ANN model (Figure 5.1) two separate networks are modeled: one for ( )D t  
and the other for ( )C t . The comparison between combined and separate ANN models is of 
interest because both of them are data-driven ANN models and their differences would 
focus on the effectiveness of the incorporating the correlations between these two 
processes. 
 
For the data set in Table 3.2, the “online” prediction process is developed with 
separate ANN model as follows. Feedforward network is adopted and the configuration is 
as follows. Same to combined ANN models, the size of sliding window is set at 3w =  and 
the prediction starts from the 6th point. The training, prediction and evaluation procedures 
are also the same as combined models. The prediction results are listed in Table 5.4. 
 
From the results shown in Tables 5.1-5.4, we can compare these two kinds of models 
in two ways. With respect to the overall performance of MSE, the combined models 
outperform the separate one, which verifies the advantages of modeling the two processes 
together. In addition, from the prediction performance for each point, dtSE  and 
c
tSE , we 
observe an interesting phenomenon: prediction of the first point for ˆ ( )C t  is not acceptable, 
however the first prediction for ˆ ( )D t  performs well. This reflects the delay of FCP over 
FDP, which results in some data shortage for prediction of ˆ ( )C t at the initial phase. 
Fortunately, prediction is reinforced by combining outputs of ( )C t  and ( )D t  in the 
combined ANN model.  
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Table 5.4 One-step predictions with separate ANN model 








6 95.64 0.2296  1.84 66.17 0.3204  139.85 
7 102.35 0.0263  44.23 89.78 1.4164  0.61 
8 114.27 3.4484  10.69 91.49 0.0002  42.33 
9 116.49 0.0007  20.18 100.13 0.0306  47.22 
10 108.13 0.0039  34.41 109.78 0.0025  0.61 
11 113.69 0.0014  5.35 112.23 0.0003  0.59 
12 114.90 0.0000  65.68 114.89 0.0001  26.09 
13 122.67 5.6761  11.12 117.44 0.0002  57.08 
14 129.32 0.9281  1.75 125.94 0.0002  1.13 
15 130.79 0.3720  1.47 129.84 0.0010  8.08 
16 134.54 0.0515  41.71 129.80 0.0006  27.01 
17 144.07 0.0002  0.00 135.14 0.0004  61.85 
Average  0.8949 19.87  0.1477 34.37 
 
5.6.2 Combined ANN Models vs Paired Analytical Model  
When applying paired analytical models to the fault data, one faces the problem of model 
selection for FDP from many available NHPP SRGMs. As far as our case (Table 3.2) is 
concerned, the interval detected faults show an increasing trend in the early phase of 
software testing. Delayed S-shaped NHPP model is designed to describe such learning 
phenomenon. In addition, as this project takes relatively short testing period and is 
common application software, detected faults should be common ones and they are 
handed to available correctors that are stable though testing process. Therefore, instead of 
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using Schneidewind’s model directly, the slight extension as described in Eq. (5.1) is 
adopted, assuming constant time-delay between FDP and FCP.  
 
Similarly, “on-line” prediction is developed by fitting the model against historical data 
collected during the ongoing testing process. As a model-driven method, the prediction 
can be started from earlier points. However, in order to compare with the combined ANN 
model in the same time horizon, the prediction is also developed from the 6th point. The 
application results of the actual data with analytical models are presented in Table 5.5.  
Table 5.5 One-step prediction with paired analytical model 
Week(t) ˆ( )d t  dtSE  ˆ( )c t  
c
tSE  
6 100.97 15.74 72.71 27.95 
7 113.36 18.99 91.17 4.71 
8 120.71 94.28 103.71 32.64 
9 121.48 89.79 110.07 9.45 
10 121.55 57.00 114.10 26.05 
11 120.97 24.72 116.19 10.18 
12 120.93 4.29 117.80 4.82 
13 122.80 10.22 120.56 19.73 
14 124.78 10.36 123.13 14.98 
15 126.34 32.04 125.13 3.49 
16 127.70 176.84 126.81 67.01 
.17 130.37 185.82 129.65 178.27 
Average  55.15  28.95 
 
From the results shown in Tables 5.1, 5.2 and 5.5, we can see that combined ANN 
model performs over analytical model in prediction of both fault detection and correction. 
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Further observations show that large prediction errors happen in the 8th, 9th, 16th and 17th 
points. Referring to Table 3.2, we see that these are the points where some unusual 
changes happen. Comparatively, ANN models work better on these points, showing more 
flexibility and sensitivity to the abnormal change. This difference can also be regarded as 
the difference in prediction approaches. The analytical model develops the prediction 
through fitting the historical data with respect to time; however, the ANN models develop 
networks to fit input-output patterns which incorporate the trend of data inside. More 
importantly, the simple time-delay assumption between the relationship of fault detection 
and correction does not fit this dataset well. The ANN models perform better in capturing 
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Figure 5.6 Prediction on C(t) 
 
Table 5.6  Prediction performance comparison. 
 dMSE  cMSE  MSE  
Combined Feedforward ANN model 19.98 12.92 33.46 
Combined Recurrent ANN model 13.31 20.15 32.90 
Separate ANN Model 19.87 34.37 54.24 
Paired Analytical Model 55.15 28.95 84.10 
 
In summary, the prediction with all these four kinds of models is plotted in Figures 
5.5 & 5.6, and the corresponding prediction performance is listed in Table 5.6. It is clearer 
that the combined approach performes better than the separate way. In brief, the software 
fault detection and correction processes are two correlated processes, and to develop 
accurate predictions, information about both of them should be incorporated into the 
model. Combined ANN models are a flexible way to implement this. Paired analytical 
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model can describe one-directional effects, and in some cases it can perform better. 
However, the combined ANN models provide a unified approach to model the two 
processes together, which is more favorable than the analytical approach since more effort 
is needed on model selection in the analytical approach.  
 
5.7 Summary 
In this chapter we have studied the application of neural networks to model both the 
software fault detection and correction processes together. The proposed modeling 
framework is referred to as combined ANN models, which emphasize the interactions 
between these two correlated processes. This approach is regarded as an extension of 
separate ANN model under the similar framework, and is a complement to analytical 
models which only interpret the relationship between FDP and FCP as a time delay. With 
practical software testing data, this approach shows its advantage in incorporating more 
information than the separate ANN model and paired analytical model. Also, within the 
combined ANN models, both feedforward and recurrent frameworks perform well with 
the given dataset. 
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Chapter 6 Early SR Prediction with Extended ANN  
 
Early software prediction is critical for the management to make timely decisions, 
however it is difficult to provide accurate early prediction with few data collected in the 
early phase of software testing. As reviewed in section 2.2.2, incorporating historical data 
from a similar project, or former release, is suggested as a way out and different 
approaches have been studies. Smidts et al. (1998) tried to develop early prediction with a 
proposed Bayes framework with subjective or/and objective data from older projects. Xie 
et al. (1999) proposed to adjust NHPP model to incorporate historical failure information 
from a similar project by assuming the same failure rate.  
 
Alternative to these two approaches, in this chapter, we study the problem of early 
prediction with ANN models. From the previous chapter with combined ANN models, we 
know that ANN modeling framework is flexible in structure. Furthermore, ANN models 
are also flexible in learning, and different data resources can be combined together under 
this framework. Therefore, we propose to extend traditional ANN models to incorporate 
historical failure data collected from past similar projects, in order to improve early 
reliability prediction in current software testing project. An empirical study approach is 
carried out with numerical examples to illustrate the application of the extended model 
and to draw some empirical conclusions to guide early prediction in future projects.  
 
The rest part of this chapter is organized as follows. In section 6.1, the problem of 
early prediction with ANN model is formulated. In section 6.2, the extended ANN model 
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for early prediction is proposed with specific procedure. Then in section 6.3, this approach 
is applied into two applications. One application is on two similar projects, and another 
application is on four consecutive releases. The effects of historical data incorporation are 
explored comprehensively within these two applications. In section 6.4, we try to balance 
the effects between historical data and new collected data. The optimal switch point 
problem between proposed and original ANN models is discussed with respect to the two 
applications as well.  
 
6.1 Problem Formulation  
Suppose we have some software failure datasets available from some previous projects, 
and under the similar development and testing environment, there is a new project in 
effect. As we have few failure data collected from current project, it is hard to get accurate 
prediction in the early phase. Then the failure datasets from previous projects are regarded 
as historical information for current project. Following the time series forecasting 
approach, the problem for early reliability prediction with incorporation of similar 
projects’ datasets is formulated as follows. 
 
{ }jji T...,2,1i,d = , j = 1, 2, …,l are the cumulative number of detected faults collected 
from the finished testing process of project l, which has been under testing from the 
beginning until the release time of Tl. These projects are testing in similar environments, 
and so is current project. With the current testing in effect, cumulative fault count has been 
collected till the current time tl+1 as { }1l1li  t,...,2,1i,d ++ = . In the early phase of testing, tl+1 
is small and ANN models cannot learn well from it to develop accurate reliability 
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predictions. However, as these projects are tested under similar conditions, their failure 
behavior in the testing phase should share some common properties as well. This means 
{ }jji T...,2,1i,d = , j = 1, 2, …,l are also “historical” information for current project. We 
propose to combine these two resources of historical inforamtion, { }jji T...,2,1i,d = , j = 1, 




++ . With more information about the failure process, the prediction can start 
from the very early phase of software testing, i.e., tl+1  can be small.  
 
6.2 Extended ANN Model for Early Prediction 
6.2.1 ANN Model 
Generally speaking, there is no special change in the network architecture to incorporate 
the failure datasets from previous projects. The major difference is that there are more 
historical data for the network to learn, so the difference occurs in the training phase. 
















This network has three layers: an input layer, a hidden layer, and an output layer. It has w 
inputs, which correspond to w data points { }jtj 1tj 2wtj 1wt d,d,,d,d −+−+− K , j = 1, 2, …,l+1 
presented to the network. In order to overcome the overfitting problem, the number of the 
hidden nodes should not be large. With some practical guideline we have following in the 
previoius chapter, we choose this number to be the same as the number of input nodes. 
The sigmoid function (logistic) is used as the activation function for each node in both the 
hidden and the output layers. 
 
6.2.2 Prediction Procedure  
Similar to the procedure described in section 5.2.3, the prediction is an online prediction 
process, keeping updated with new collected data along with the testing process. For each 
testing time point, with the available data from both resources, the prediction procedure 
for ANN models is also composed of three steps: data normalization, network training, 
and fault prediction.  
 
Step 1:  Data normalization 
Collected cumulative software fault data, { }jji T...,2,1i,d = , j = 1, 2, …,l and 
{ }1l1li  t,...,2,1i,d ++ = , need to be normalized into [0,1]. Normalization functions are 





i +== . As projects 1~l have already finished, jTjmax 1dd = , j = 






max dj Software of Size
1l Software of Sized ⋅+=+ , j = 1, 2, …,l                          (6.1) 
 
by assuming the faults number is proportional to software size. To simplify our 
notation further we assume that { }jji T...,2,1i,d = , j = 1, 2, …,l and 
{ }1l1li  t,...,2,1i,d ++ =  are already normalized. 
 
Step 2:  Network training 
The collected historical data{ }jji T...,2,1i,d = , j = 1, 2, …,l and { }1l1li  t,...,2,1i,d ++ =  
are grouped into past-to-future mapping patterns denoted as  
 { }j 1kjkj 2w-kj 1w-k dd,,d,d +++ K , 1T,,wk j −= K , j = 1, 2, …,l         (6.2) 
{ }2 1h2h2 2w-h2 1w-h dd,,d,d +++ K , 1t,,w 1l −= +Kh .                            (6.3) 
 
These training patterns abstract the historical information from past and current 
projects. They are fed into the network in Figure 6.1 for training. There exist many 
available algorithms for ANN training. These algorithms usually look for ANN 
parameters that minimize the deviation of predicted values from the measured ones.  
 
Step 3:  Fault prediction 
With the trained network, which has “fit” the training patterns well, we can use the 
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++ . As the network is initialized randomly before training, m  
replicated runs are usually performed with different initializations, and the average is 





















++ −= , when 1l 1t2d ++ is collected in the next time period. Also, the 
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With the incorporation of datasets from previous projects, early prediction in current 
project can be made as early as possible. This prediction procedure is developed with each 
updated failure data with the ongoing testing. The prediction is evaluated when the next 
updated data is collected. As a whole, the prediction performance of the ANN model is 
evaluated with respect to all the predictions made along the whole testing process. 
















































                          (6.4). 
 
where t2+1 is the prediction starting point and n is the end point of this prediction process.  
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6.3 Numerical Examples 
To illustrate the proposed approach, two practical applications are adopted (Hu, et al. 
2006). One application has failure data collected from the testing processes of two similar 
projects, which has been used for early prediction analysis (Xie et al. 1999). The other 
application is with four consecutive releases of one software application (Wood 1996). All 
the failure datasets are grouped cumulative failure counts against calendar time.  
 
For both applications, similar network configurations are used. We set the size of 
sliding window 3w = . Then the ANN model has 3 inputs, 3 hidden nodes and one output 
node. As we have historical data from project/release 1, we can start prediction from the 
4th testing period in project/release 2 by following the procedure described in the last 
section. Also, prediction is also developed with ANN model without historical data 
incorporated. The analysis results are shown as follows. 
 
6.3.1 Application 1: Historical Data from Similar Project 
This example is applied on two similar projects (Xie et al. 1999). For project 1 (P1), the 
software was tested for 50 weeks before the release. Project 2 (P2) was developed in a 
similar environment and has been tested for 28 weeks. Following the procedure in section 
6.2.2, prediction for P2 starts early with data from P1 incorporated. Also, prediction is also 
carried out with only data from P2 for the purpose of comparison. The cumulative 
detected fault count and its corresponding predictions, with and without project 1 data 
incorporated, are listed in Table 6.1.  
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Table 6.1 Faults prediction for P2 
2
idˆ  
Week 2id  
P1 + 2  P2 
4 63 45   
5 75 65.89  63.01 
6 88 86.13  80.89 
7 114 100.91  94.11 
8 146 128.50  142.20 
9 154 160.16  169.52 
10 162 161.67  141.27 
11 173 173.40  165.33 
12 187 180.34  172.80 
13 194 187.92  196.38 
14 201 191.46  203.39 
15 208 197.29  208.32 
16 208 202.39  212.54 
17 210 202.13  212.51 
18 213 205.73  212.73 
19 215 209.30  213.53 
20 220 211.85  215.01 
21 222 218.05  218.25 
22 225 220.21  220.51 
23 229 223.90  223.83 
24 230 228.66  227.03 
25 232 229.47  228.95 
26 233 231.77  231.61 
27 233 232.79  232.52 
28 234 232.69  233.12 
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To compare the prediction performance of these two approaches, the measures of MSE 
and MS2 are calculated from all the original results. As shown in Table 6.2, the 
performance of the extended ANN approach stands out from the perspectives of both MSE 
and MS2. This observation should contribute to the incorporation of the historical data 
from the preview project 1.  
 
Table 6.2 Prediction performance on P2 
 MSE MS2 
Prediction with P1 + P2 50.43 0.0593 
Prediction with P2 70.13 3.4804 
 
To show the performance in the early phase intuitively, average prediction results from 
both approaches are illustrated in Figure 6.2. From this figure, we can observe the ANN 
model incorporating historical data can start the prediction earlier. Also, its predictions 
show a stable performance ever from the beginning of prediction. However, this approach 
does not adapt well to the change with the testing process going on. Relatively, the ANN 
model without historical data adapts swiftly after the very early phase of testing.  
 
In addition, Figure 6.3 shows the plot of all the 50 repetitions of the prediction. From 
the figure, It is clear that the disperson drops with historical data incorporated, especially 




























Prediction with data: P1 + P2
Prediction with with data P2
 
Figure 6.2 Cumulative detected fault count for P2  
 
 
Figure 6.3 Repetitions of prediction for P2  
 
 
With the intuitive conclusion from Figure 6.2, we compare these two approaches 
quantitatively to show the advantage of the extended ANN approach in early prediction. 
The corresponding performance measurement of MSE is summarized in Table 6.3. We 



























divided project 2 into two phases subjectively: early phase from 1st to 15th weeks and late 
phase from 16th to 28th. From the viewpoint of overall MSE, the proposed ANN approach 
performs better than the former ANN approach with MSE 50.43 vs. 70.13. However, from 
the other viewpoint, we have some interesting findings. In the early phase, the proposed 
approach works much better than the former ANN approach with MSE 80.84 vs. 140.64. 
In the latter phase the former ANN approach performs better with MSE 20.47 vs 10.47.  
This can be attributed to the incensement of failure data. In the latter phase, enough data 
from current project is already available which are more suitable for ANN learning. 
 
Table 6.3 Performance comparisons with respect to MSE 
 Proposed ANN Approach Former ANN Approach
Overall MSE 
(from 5th to 28th) 
50.43 70.13 
Early-phase MSE 
(from 5th to 15th) 
80.84 140.64 
Late-phase MSE 




6.3.2 Application 2: Historical Data from Former Release 
This application is adopted from the reliability modeling analysis work by Wood (1996), 
where four consecutive releases are tested with failure data againt calendar time collected. 
Comprehensive study is conducted on them in this section, investigating the effects of data 
incorporation in a more general sense. Specifically, for release 2 (R2), there is data from 
release 1 (R1) that can be incorporated. For release 3 (R3), historical data can be 
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incorporated with different combinations: R1+2, R1, R2. While for release 4 (R4), there 
are R1, R2, and R3 as previous projects. Then historical data has many more combinations 
as: R1+2+3, R1+2, R1+3, R2+3, R1, R2, R3. It is interesting to see how to make the 
decisions on which combination to use.  
 
6.3.2.1 Release 2 
 
In this case, R2 is predicted in two approaches: traditional approach with only data from 
R2 and extended approach with data from R1 and R2. For these two releases, release 1 
was tested for 20 weeks and release 2 was tested for 19 weeks. The cumulative failure 
number for release 2 and the corresponding predictions, with release 1 data incorporated 
or not, are listed in Table 6.4.  
 
The corresponding overall performance of both approaches is listed in Table 6.5.The 
disperson measurement with the proposed approach is significantly better with 0.0081 vs 
0.5357. While the MSE with it is not as good as the traditional approach.with 16.56 vs 
10.74.  
 
Intuitive results are illustrated in Figure 6.4. From this figure, we have similar findings 
with Example 1. ANN model incorporating historical data can start the prediction earlier 
and shows a stable performance ever from the beginning of prediction. However, this 
approach does not adapt well to the change with the testing process going on. Relatively, 
the former ANN model adapts swiftly after the very early phase of testing. Figure 6.5 
shows the clear advantage of the proposed approach in decreasing dispersion.  
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Table 6.4 Faults prediction for R2 
2
idˆ  Week 2id  
R1 + 2  R2 
4 34 40.39   
5 40 42.22  34.56 
6 48 49.70  46.73 
7 61 59.00  56.87 
8 75 70.77  80.77 
9 84 82.96  88.99 
10 89 92.73  88.83 
11 95 101.75  91.78 
12 100 107.45  99.01 
13 104 109.29  100.40 
14 110 111.97  104.77 
15 112 117.95  112.84 
16 114 118.36  114.20 
17 117 118.58  117.24 
18 118 121.72  118.63 
19 120 120.07  118.67 
 
 
Table 6.5 Prediction performance on R2 
 MSE MS2 
Prediction with R1 + R2 16.56 0.0081 
































Prediction with data: R1 + R2
Prediction with data: R2
 




Figure 6.5 Repetitions of prediction for R2  
 



























Similarly, we are interested in invesitigating the improvement in the early phase prediction, 
and the quantitative performance measurements are summarized in Table 6.6. Similarly, 
we divided release 2 into two phases subjectively: early phase from 1st to 10th weeks and 
late phase from 11th to 19th. From the viewpoint of overall MSE, the proposed ANN 
approach performs is not as well as original ANN approach with MSE 16.56 vs. 10.74. 
However, in the early phase, the proposed approach works much better MSE 6.16 vs. 
21.30. In the late phase the former ANN approach performs better with MSE 21.75 vs. 
5.46.  
 
Table 6.6 Performance comparisons with respect to MSE 
 Proposed ANN Approach Former ANN Approach 
Overall MSE 
(from 5th to 19th) 16.56 10.74 
Early-phase MSE 
(from 5th to 10th) 6.16 21.30 
Late-phase MSE 
(from 11th to 19th) 21.75 5.46 
 
6.3.2.2 Release 3 
In this case of R3, there are two projects finished already and then there are three different 
combinations to utilize this kind of historical data. Then the possible combinations to 
develop the extended approach are: R1+2+3, R1+R3, and R2+3. Also for the purpose of 
comparison, traditional ANN prediction is also developed with only R3 failure dataset. 




Table 6.7 Faults prediction for R3 
3
idˆ  Week 3d  
R1+2+3 R1+3 R2+3 R3 
4 20 18.26 20.70 19.98  
5 28 25.91 25.50 23.95 20.13 
6 40 34.12 33.20 34.60 39.79 
7 48 49.76 49.60 53.91 54.36 
8 54 53.36 49.22 54.04 50.91 
9 57 58.40 58.67 58.14 55.71 
10 59 61.72 63.92 61.28 58.95 
11 60 64.32 65.76 63.67 59.96 
12 61 64.29 64.11 62.98 60.59 
 
The overall performance for these predictions with R3 is listed in Table 6.8. From the 
perspective of MS2, the disperson decreases with more historical data incorporated. While 
from the perspective of MSE, the case with all the histocal data incorporated is the 
smallest, and it increases with less data.  
 
Table 6.8 Prediction performance on R3 
 MSE MS2 
Prediction with R1 + R2 +R3 10.17 0.0006 
Prediction with R1 +R3 18.46 0.0076 
Prediction with R2 +R3 13.04 0.0022 































Prediction with data: R1+R2+R3
Prediction with data: R1+R3
Prediction with data: R2+R3
Prediction with data: R3
 
Figure 6.6 Cumulative detected fault number for R3  
 
Figure 6.7 Repetitions of prediction for R3  
 




































Also, from Figures 6.6 and 6.7, some similar conclusions can be drawn from in an 
intuitive approach. The proposed approach can start prediction earlier and more accurately. 
The disperson decreases with more data incorporated. Quantitative anslysis to show the 
early prediction will not be developed for R3 and R4. The optimal switch point problem 
discussed in the next section will explore this topic as well. 
 
6.3.2.3 Release 4 
For R4, there are three projects finished already and then there are seven different 
combinations to utilize this kind of historical data. As we have no information about 
which combination will be good, the experiment includes all the combinations: R1+2+3+4, 
R1+R2+R4, R1+R3+R4, R2+R3+R4, R1+R4, R2+R4, and R3+4. Also, traditional ANN 
prediction is developed with only R4 for the purpose of comparison. Tables 6.9 and 6.10 
show the corresponding results for all of them.  
 
Table 6.9 Faults prediction for R4-1 
2
idˆ  Week 2id  
R1+4 R2+4 R3+4 R4 
4 9 14.18 14.19 11.04  
5 11 11.22 10.03 15.63 9.18 
6 16 15.09 14.40 21.71 12.48 
7 19 19.34 20.29 23.90 19.29 
8 25 22.10 22.82 28.51 23.17 
9 27 28.79 31.18 32.24 36.28 
10 29 31.46 33.90 28.38 27.05 
 103
11 32 35.10 32.49 24.63 28.03 
12 32 36.33 34.99 36.63 30.44 
13 36 35.78 31.48 36.07 33.52 
14 38 39.60 37.66 38.86 35.15 
15 39 41.62 40.42 42.96 39.16 
16 39 42.71 40.90 43.52 44.31 
17 41 41.20 39.80 41.54 40.21 
18 42 43.39 42.66 42.92 40.81 
19 42 44.30 43.89 44.16 41.89 
 
Table 6.10 Faults prediction for R4-2 
2
idˆ  Week 2id  
R1+2+3+4 R1+2+4 R1+3+4 R2+3+4 
4 9 14.34 12.25 16.61 18.37 
5 11 11.51 10.89 12.58 11.00 
6 16 13.77 14.65 14.01 13.42 
7 19 21.50 20.04 22.00 21.97 
8 25 23.94 22.55 24.57 24.57 
9 27 31.35 30.39 30.45 32.02 
10 29 31.61 31.98 31.15 32.04 
11 32 31.44 34.06 32.26 29.18 
12 32 34.95 36.26 35.48 33.90 
13 36 33.34 34.49 35.79 32.21 
14 38 38.81 39.43 39.61 37.27 
15 39 41.13 41.08 42.06 40.68 
16 39 42.12 41.75 43.83 41.86 
 104
17 41 40.67 40.75 41.75 40.70 
18 42 43.20 43.17 43.59 42.85 
19 42 44.31 44.17 44.62 44.14 
 
Table 6.11 shows the corresponding overall performance with all these combinations. 
It is easy to find that the combination with all data incorporated performs best in MS2 and 
the combination of R1+2+4 has smallest MSE. All the combinations work better than the 
traditional approach, except R3+4.  
 
Table 6.11 Prediction performance on R4 
 MSE MS2 
Prediction with R1 + R2 +R3 + R4 5.08 0.0006 
Prediction with R1 + R2 + R4 4.94 0.0043 
Prediction with R1 + R3 + R4 5.98 0.1091 
Prediction with R2 +R3 + R4 6.20 0.0265 
Prediction with R1 +R4 5.17 0.0014 
Prediction with R2 +R4 6.14 0.1825 
Prediction with R3 +R4 15.77 1.2125 
Prediction with R4 11.45 0.0854 
 
Figures 6.8 and 6.9 show the trend and the dispersion of all these predictions. 
Intuitively, the proposed approach works well in both early and later stages. As to the 
dispersion, it is clear that the dispersion in the early phase decreases when historical data 

































Prediction with data: R1+R4
Prediction with data: R2+R4
Prediction with data: R3+R4


































Prediction with data: R1+R2+R3+R4
Prediction with data: R1+R2+R4
Prediction with data: R1+R3+R4
Prediction with data: R2+R3+R4
 
(b) 





Figure 6.9 Repetitions of prediction for R4  
 

































































6.4 Study on Optimal Switch Point 
From the analysis results of the previous section, we can see the proposed approach shows 
its advantage in prediction, especially in the early phase of software testing. However, the 
original ANN model also shows its potential to perform better in the latter phase. As a 
trade-off, it is intuitive to combine these two approaches sequentially: model with 
historical data first and then the model without historical data. Then there comes a 
question: when to switch from the extended model to the traditional one?  
 
This is a topic about the optimal switch point with respect to MSE. Formally, if we 
switch these two models at time interval s, then the overall performance is 
 













1sMSE                                    (6.5) 
 
in which ′kjdˆ  is the prediction with the proposed ANN model, kjdˆ  is the prediction with 
original model. The optimal switch point is *s  that minimizes MSE. Generally, it is hard 
to determine *s  before testing. Specifically, it would be interesting to investigate whether 
there is one optimal point for the former two examples and where it usually happens.  
 
Accordingly, the MSE(s) is calculated numerically against different values of s by 
using the results in Tables 6.1, 6.4, 6.7, 6.10, and *s  can be read from the trend of MSE(s) 
at the mimimun value. Table 6.12 summarizes the optimal switch point for all the possible 
trade-off combinations for both two applications. As we can observe, the optimal points 
usually happen in the middle of the testing phase or in the latter phase, which indicating 
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that the proposed approach performs better in early phase. Specifically, for the trade-off 
combinations of P1+2 then P2, R1+2 then R2, R1+2+3 then R3, R1+3 then R3, R2+3 then R3, 
R3+4 then R4, the optimal switch point is in the middle and the corresponding different 
between optimal MSE and non-trade-off MSE is relatively large. Therefore, it is favorable 
to find the optimal point to improve the overall prediction performance. Differently, for 
the left combinations, the optimal point is nearly in the end. The optimal MSE is not far 
from the MSE with non-tradeoff combination, andthen it is not quite necessary to find this 
point.  
 
Table 6.12 Optimal switch point for the trade-off approache 
Project in Prediction Trade-off Combination
Optimal Switch Point/
Total Testing Time 
Optimal MSE/ 
Non-trade-off MSE 
P2 P1+2 then P2 12/28 33.09/50.43 
R2 R1+2 then R2 9/19 5.69/16.56 
R1+2+3 then R3 8/12 5.54/10.17 
R1+3 then R3 5/12 7.27/18.46 R3 
R2+3 then R3 5/12 8.53/13.04 
R1+2+3+4 then R4 18/19 4.72/5.08 
R1+2+4 then R4 18/19 4.62/4.94 
R1+3+4 then R4 14/19 5.15/5.98 
R2+3+4 then R4 18/19 5.89/6.20 
R1+4 then R4 17/19 4.79/5.17 
R2+4 then R4 18/19 5.90/6.14 
R4 




For current software industry, there are quite a lot data collected from past projects or 
releases. It is a waste of resources to neglect their value for software reliability analysis. In 
this chapter, the topic of early software reliability prediction is explored with extended 
ANN model. ANN modeling framework is flexible to incorporate the historical data from 
similar projects or former releases to improve the early prediction performance. 
Comprehensive analysis with the two applications show the proposed approach works 
better in the early phase compared with traditional ANN model. However, the traditional 
ANN model has the potential to perform better in the later phase. As a result, a trade-off 
approach of applying these two models sequentially is then proposed, and the 
corresponding issue of optimal switch point between these two models is investigated with 
these two applications. The results also indicate the better early performance of the 
extended model. However, how to determine the optimal switch point is still a problem for 
futher exploration.  
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Chapter 7 Markov Bayesian Networks SRGM 
 
To deal with complex problems like software failure predictions in large software systems, 
all prior information and expert experience available should be accounted for in the model.  
A new technique, the Bayesian network, can be applied to model and solve such problems. 
The Bayesian network can uncover many relative factors of the system and is also able to 
express the interrelations between them efficiently. It combines precise scientific 
probability distributions and expert prior information that is better suited for solving 
problems with many uncertainties.  
 
Due to these desirable properties, Bayesian networks have been increasingly applied in 
many fields (Bickmore 1994, Madigan et al. 1997, Lewis and Ransing 1997, Castillo et al. 
1999, Zhu 2003), although this approach has found applications in reliability only in the 
last seven years (Sigurdsson et al. 2001). A framework combing the diverse sources of 
evidence is provided by (Bouissou et al. 1999) to assess system dependability. It has also 
been applied in software reliability research.  It has been used to predict software 
reliability in the early phases of the development by incorporating information ahead of 
testing (Smidts 98) and to develop a causal model for software defect rates prediction 
(Fenton and Neil 1999).  It has also been used for the certification of COTS software 
reliability (Yu and Johnson 2003).  
 
Different from these earlier works, in this chapter, we develop a Markov Bayesian 
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network for software failure prediction that combines causal information and enables 
updating of model estimation with new observations. In Section 7.1, we provide a general 
overview of the set-up of Bayesian Networks that will be used in this work. In Section 7.2, 
we develop a Markov Bayesian Network model for software failure prediction, and in 
Section 7.3, we discuss solving the model under various distribution assumptions. Finally 
in Section 7.4, we apply our proposed model and approach to a practical software project.  
 
7.1 Bayesian Networks 
The definition of a Bayesian network can be found in many versions, but the basic form 
by Pearl (1986) is stated as follows:  Bayesian network is a directed probability graph, 
connecting the relative variables with arcs, and this kind of connection expresses the 
conditional dependence between the variables. It is a modeling language for representing 
probabilistic relaionships among a set of variables by using a directed acyclic graph (DAG) 
and a set of conditional probability tables (CPTs) to represent a joint probability 
distribution and an implied set of conditional independence relations.  
A Bayesian network is defined as the set of {D，S，P}, where 
(1)   D is a set of variables, D ={ D1，…，Dn} represedted by the graphical structure 
(DAG) of the network. 
(2)   S is a set of conditional probability distribution, S={ p (D 1| Parents(D 1)),…, p (D 
n| Parents(D 1) )}, Parents(D i)⊂ X stands for all the parent nodes for D i, p (D i| 
Parents(D i)) is the conditional distribution of variable D i. 
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(3)   P is a set of marginal probability distributions, P={p1(D 1),…, pn(D n)}, pi(D i) 
stands for the probability distribution of variable D i. P can be derived from S and 
D based on the casual relationship between nodes. 
 
In the Bayesian network, the variables are used to express the events or objects. The 
problem could be modeled with study on the behavior of these variables. In general, we 
first calculate (or determine from expert experience) the probability distribution of each 
variable and the conditional probability distribution between them.  Then with these 
distributions we can obtain the joint distributions of these variables. Finally, some 
deduction can be developed for some variables of interest with some other variables 
known.  
 
During the inference on the network, Bayesian statistics theory can be used. 
Comparing with other traditional data analysis methods, Bayesian network has the 
following properties: 
(1) Bayesian network can be connected to all the variables of interest, and hense it is 
expected to increase the precision of the analysis. For example, in a problem 
with two input and one output variables, the two input variables might be 
correlated. If both of these input variables can be observed, most of the models 
will be able to predict the output.  However, if one of the inputs cannot be 
observed, then few models can provide precise prediction, and the correlation 
between these two variables is not utilized. On the contrary, it is natural for 
Bayesian network to measure and utilize this kind of correlation. 
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(2) Bayesian network can learn the casual relationship between variables. Thus, the 
interdependence of the variables could be studied in order to do effective 
prediction. For example, one market analyst may want to know whether it is 
worthwhile to increase the intensity of some advertising campaign in order to 
gain more sales of a certain product. To solve this problem, the analyst needs to 
know whether the advertisement is an influencing factor, and the extent of its 
influence. Bayesian network can help to solve problems like this. 
Bayesian network with Bayesian statistical methods can combine the relative knowledge 
in the problem domain and the available data effectively. No one with practical 
experiences can deny the importance of the prior information or the problem domain 
knowledge, especially in circumstances where little or no data is available or when data 
collection is costly.  
 
7.2 Markov Bayesian Network Based SRGM 
7.2.1 Modeling Framework 
Let Xi (1≤i≤n) denote the remaining defect numbers after the ith failure, and Yi (1≤i≤n) the 
time between the (i-1)th and ith failure. During the defects removal process, it is possible 
to both remove and introduce defects, and hence Xi+1is dependent on Xi. The time interval 
between software failures is influenced by the number of remaining defects. Assuming 
that )|( 1 ii xxp +  and )|( ii xyp  are independent of time, then the Markov Bayesian 
network can be used to model this problem (Jordan 1999), and the network graph is given 




Figure 7.1 A Markov Bayesian network 
 
7.2.2 Determining Distributions 
In order to use the Markov Bayesian network model to predict software failure, the 
following three distributions are essential: the initial distribution of software defects, the 
distribution of software failure time, with the acknowledgement of the number of defects, 
and the distribution of the number of removal defect under software failure. 
 
(1) The initial distribution of software defects )(0 xp could be estimated using software 
metrics from the development or software product. 
(2) When a software failure occurs, software programmers should try to detect and 
remove the defect causing the problem, but it is possible to remove both the defect 
and introduce a new one (such as changing at a wrong location). Nonetheless, the 
overall tendency of the number of defects should be decreasing, so the distribution 
of 1+ix  can be assumed normal with a mean of )0( >θθ ix  and a standard deviation 
of σ. Here θ reflects the status of defect removing, while σ reflects the skill level 
differences between the defect-removing programmer.  In general, because the 
X3 X2 X1 
… 
… 
Yn Y2 Y2 Y1 
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software reliability is increasing during the defect removal process, we can 
reasonably assume 1<θ . Then the relationship between 1+ix and ix  follows 
wxx ii +=+ θ1 , where w  is a normal distribution random variable with mean 0.  
(3) We can now consider the failure of software with xi defects inside. Assuming that the 
number of executable code line is N, then the average defects per line is Nxi / . 
Again assuming h is the number of the executive code line per time unit, and when 
one defect is executed, its failure probability is p. Then the software failure 
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 where 0)1ln( >−−= p
N
hβ  .  
 It can be assumed that when the number of the remaining defects is xi, the software 







ββ −−−⋅−= .                                    (7.2) 
 
7.3 Software Failure Prediction 
7.3.1 When Parameters in Distributions Known 
As in standard Markov Bayesian network, the joint probability density of X1, …, Xn, 
Y1 ,…,Yn is, 
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The conditional probability density of X1 ,…, Xn is, 
 











,                              (7.5) 
 
where ),,( 1 nyyp L  is the marginal probability density of Y1 ,…,Yn. From Eq. (7.5) we 
can estimate the nodes X1 ,…, Xn to obtain nxx ˆ,,ˆ1 L  . Then 1ˆ +nx  can be obtained from the 
distribution of )ˆ|( 1 nn xxp + . In addition, 1ˆ +ny  can also be obtained by distribution 
)ˆ|( 11 ++ nn xyp , which is the time prediction of the thn )1( + software failure. 
 
Although Eq. (7.5) is useful in evaluating the prediction probabilities, the densities in 
Eq. (7.5) can be difficult to compute directly.  Here, we propose to use the Gibbs sampling 
approach to approximate Eq. (7.5).  According to the Gibbs sampling theory (Gelfand 
1985), the key point here is to sample from the distribution  
 













    (k=2,…,n-1),                                  (7.6) 
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and the numerator of Eq. (7.6) is,  
 












































ii xxp  
)|()|()|( 11 kkkkkk xxpxxpxyp +− .                                                 (7.8) 
 
Eq. (7.7) can be calculated using )|( kk xyp , )|( 1−kk xxp  and )|( 1 kk xxp + . 
 
Similar computations can be developed when k=1, and so, the distribution  p(xk|x1 ,…, 
xk-1 , xk+1 , … , xn,y1 ,…, yn) can be sampled. 
 
7.3.2 When Parameters in Distributions Unknown 
Generally, it is difficult to reach completely known distributions of )( 1xp , )|( ii xyp  and 
)|( 1 ii xxp + . Under such conditions, one class of distribution could be represented with 
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parameters in them. Then we could express the conditional distributions as 
)|( 1 αxp , ),|( βii xyp  and ),|( 1 θii xxp + , in which α , β , andθ  could be vectors. These 
parameters could be estimated with expectation-maximization (EM) algorithm. 
 
EM algorithm is an iterative method to compute the maximum likelihood estimates 
(MLE) from incomplete data, which was represented by (Dempstor 1977). The main 
property of this algorithm is that each iteration comprises two of steps: one for expectation 
value (Step E) and the other for maximum value (Step M). The specific algorithm is as 
follows: 
1) p⇒0 , assign the initial value ofα , β , andθ , that is )( pα , )( pβ  and )( pθ  while 
0=p . 
2) In Step E, with nyy ,,1 K  available, compute the posterior expectation value 
).,,,,,|( )()()(1
ppp
ni yyXE θβαK If the result satisfies some condition of 
convergence, go to (4), otherwise (3). 
3) In Step M, take the expectation value from Step E as the value of iX , and with the 
availability of  nyy ,,1 K , describe the joint distribution function with parameters 
of α , β  and θ . Then compute the MLE of parameters, αˆ , βˆ , and θˆ . After this, 
let ++p , and assign αˆ , βˆ , and θˆ  as the value of )( pα , )( pβ  and )( pθ . Then go 
to (2) 
4) Take the output of ),,,,,|( )()()(1
ppp
ni yyXE θβαK  as the estimate of iX , and 
)( pα , )( pβ  and )( pθ  as the estimate of α , β , andθ . 
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The Gibbs sampling method mentioned earlier could be used to compute in Step E as 
follows: 
 We know that 
 













1111 )|()|()(),,,,( KK           (7.9) 
 
 So the likelihood function could be expressed as 
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     (7.11) 
 
with xi(p) equal to E(Xi |y1 ,…, yn, α(p) ，β(p) ，θ(p)). 
The solutions of the equations are denoted as α(p+1) ，β(p+1) ，θ(p+1) . 
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7.4 Numerical Example 
The software failure data in Table 7.1 comes from the testing of one subject program 
known as the Space program. Rothermel et al. describes the program as follows 
(Rothermel et al. 2001): “Space consists of 9,564 lines of C code (6,218 executable), and 
functions as an interpreter for an array definition language (ADL). The program reads a 
file that contains several ADL statements, and checks the contents of the file for adherence 
to the ADL grammar and to specific consistency rules. If the ADL file is correct, Space 
outputs an array data file containing a list of array elements, positions, and excitations; 
otherwise, the program outputs error message”. We apply the Markov Bayesian Network 
to this data set to predict the behavior of software failures in this program. 
 
With the assumption that the initial remaining number 1x  and the number after the ith  
failure 1+ix  follow normal distribution, i.e. ),(~|),,(~ 111111 +++ iiii NxxNx σμσμ , we 
could assume wxx ii +=+ β1 , with ),0(~ σNw  . The distribution of software failure time 
interval is determined by Eq. (7.1). As to the initial value of the parameters in the 
distribution, we could get them from the analysis of software and the testing process. The 
failure prediction is a dynamic rolling process, that is the thi )1( +  failure time is predicted 
with the former i  failure time available.  
 
In order to evaluate the performance of our model, we compare our results with that of 
the Jelinski-Moranda model (JM model) and the Goel-Okumoto NHPP model (GO model).  
The JM model and the GO model are two classic software reliability models that are often 
taken as control models for research. Figure 7.2 illustrates the time interval between 
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failures (y) with the failure order number (n) for the three models and the data.  From the 
results, we see that the MBN model has good estimation and prediction capabilities. 
 
Table 7.1 The SPACE failure data (* means no value) 
Failure Order 








1 2 * * 1.2 
2 4 * * 4.1 
3 9 * * 7.6 
4 12 * 8.5 12.5 
5 14 * 11.7 14.4 
6 17 7.8 21.5 16.4 
7 25 11.8 29.8 23.5 
8 33 15.7 41.0 34.9 
9 36 25.9 50.2 44.1 
10 48 51.3 64.9 60.1 
11 56 70.8 80.5 77.2 
12 58 92.6 88.9 83.3 
13 76 112.7 112.3 108.6 
14 108 127.7 161.0 151.1 
15 135 144.6 228.5 186.0 
16 152 287.4 297.5 223.5 
17 230 426.8 463.7 270.05 
18 289 528.3 700.3 327.5 
19 320 735.4 929.7 395.7 
20 341 934.4 1110.5 474.2 








Figure 7.2 Comparisons between models 
 
Table 7.1 gives the failure interval time predictions for each of the models.  We see 
that when the failure order is small, the JM model and the GO model are unable to predict 
the failure times. In contrast, the MBN model is always able to make predictions.  
Moreover, with the increment of failure data, the JM model and the GO model show some 
abnormal tendency to increase, while the MBN model is stable with little variance. Better 




This chapter proposed a Bayesian network model to predict software failures. This model 
accounts for more information, such as the initial distribution of software defects, than 
existing prediction models. This is desirable for complex logic systems like software 
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systems where prior information may be available from experts or former development 
processes. It also relaxes the assumptions of perfect fault correction and no fault 
introduction. However, it still implicitly assumes immediate fault correction. This 
advantage is well illustrated in our case study with the fault detection data. As the prior 
information is incorporated, early prediction can also be developed with this model. 
Currently, only the subjective prior information is considered.  
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Chapter 8 Software Inspection Effectiveness Model 
 
Software inspection is a cost-effective approach to detect and remove defects from 
software in the early phase of software development lifecycle. In order to control the 
software inspection process, some related measurements are required. As we have 
reviewed in section 2.1.3, there have been many different approaches to measure software 
inspection effectiveness. Unfortunately, these natural but simplistic measurement 
definitions regard software inspection as a mechanical process. In fact, software inspection 
process is flexible and complex, with no unified structure. Many contributing factors are 
highly dependent on the experience of individual inspectors, introducing great uncertainty 
into this process. 
 
Starting from this point, a Bayesian networks model has been proposed to describe the 
interdependencies within inspection structure and the contribution of each factor to the 
overall belief on inspection effectiveness (Cockram 2001). This model is interesting and it 
provides a framework to use Bayesian networks to develop uncertain reasoning over 
inspection effectiveness. However, there are some shortcomings of this model. Firstly, it 
models the inspection process in a static mode. Software inspection is a dynamic process, 
and the updating of some information could influence the belief change, such as the 
detected number of defects and the increasing inspector experience. Secondly, there is no 
systematic approach other than brainstorming to extract knowledge from experts, and this 
brings more uncertainty and possible inconsistency into this modeling framework.  
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In this chapter, further investigation on modeling software inspection effectiveness 
through Bayesian networks is carried out. Specifically, the former two shortcomings are 
compensated with proposed approach. The rest part of this chapter is organized as follows. 
Section 8.1 proposes the network structure and the systemic knowledge extraction 
approach. In Section 8.2, the proposed model and probability extraction approach is 
illustrated with a numerical example. Also, related sensitivity analysis is developed.  
 
8.1 Modeling Framework 
The general Bayesian networks models have been introduced in section 7.1. In this section, 
that framework will be tailored specifically for software inspection. 
 
8.1.1 Bayesian Network Architecture 
The first step in Bayesian networks modeling is to identify the contributing variables and 
their inter-dependencies, i.e., to indentify the network structure. This involves clearly 
description of the inspection process structure and investigation with experienced 
inspectors.  
 
Generally, the contributing variables can be divided into three groups: inspection 
structure factors, artifacts under inspection, and related inspection proceeding status data. 
Firstly, software inspection has no unified procedure and many variations have been 
evolved ever since Fagan’s basic method was introduced. As a result, different Bayesian 
networks architectures should be developed for different inspection structures. Without 
loss of generality, we take Fagan’s basic structure for the purpose of illustration (Fagan 
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1976). Secondly, the software artifact under inspection has great influence on the 
effectiveness, both its size and complexity. The Bayesian networks dealing with these two 













































Figure 8.1 Bayesian network model architecture 
 
However, that model fails to incorporate the critical information reflecting the status of 
the inspection process, i.e., the remaining number of faults. As denoted earlier, many 
research works have been devoted to evaluate the inspection effectiveness with respect to 
this measurement through subjective or objective estimation approaches. Naturally, this 
estimated variable would influence the belief over the inspection effectiveness, and it can 
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be regarded as collected evidence successively updated over the entire inspection process. 
By adding this variable, our evaluation on the effectiveness could be updated with new 
data collected, keeping the inspection process under track. Accordingly, the architecture is 
shown in Figure 8.1. 
 
8.1.2 Bayesian Network Probabilities 
With the established Bayesian network architecture, we have the qualitative 
interdependencies between these identified variables. However, in order to develop 
inference, further quantitative dependencies need to be identified, i.e., the conditional 
probability distribution over the dependent nodes and the probability distribution of the 
root parents.  
8.1.2.1 Prior conditional probability distribution  
Some questionnaires based on the brain-storming of the inspectors have been used to 
generate these probabilities in (Cockram, 2001). An alternative approach is to assume the 
conditional distribution follow some specific distribution, and to fit the distribution over 
the normalized data. Here we assume a general Beta distribution with pdf (probability 









−−−= ,                                             (8.1) 
 
in which )(⋅B  is the beta function and 0, >βα . 
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8.1.2.2 Prior probability distribution  
Specifically, some variables such as “product size” and “product complexity” are common 
software metrics which can be measured with the artifact under inspection (Fenton 1999). 
The number of remaining faults can be estimated through traditional statistical modeling 
approach (Yin et al. 2004; Petersson et al. 2004). The rest root parents’ probability 
distributions are highly human-oriented and have to be extracted from inspector’s 
experiences. In (Cockram, 2001), these distributions are set to be uniform, and such a 
scheme would waste the prior experience from inspectors. To develop model for any 
specific inspection, it is favorable to extract the prior knowledge from experienced 
inspectors.  
 
Considering the risk of inconsistent probability elicitation, mathematics-based AHP 
method (Saaty, 1980) is proposed to elicit the consistent probabilities from experts. AHP is 
based on the pairwise judgments of the importance of the different attributes of interest, 
and then a priority ordering of these attributes can be derived, with a measure of 
inconsistency.  Firstly, for each root parent, all the possible values are given as its 
attributes, such as “poor, fair, and good”. Then with respect to this variable, the pairwise 
judgments are generated on these values, and then the priority is then regarded as the 
distribution of this variable over these values. The mathematics related to AHP provides a 




8.2 Numerical example 
To illustrate the modeling approach described in the former section, a numerical example 
is developed in this section (Wu, et al. 2005). The related analysis is developed with the 
aid of decision-analysis software, explained as below in detail.  
 
8.2.1 Bayesian network architecture 
Same as the architecture in Figure 8.1, the Bayesian network can be constructed with the 
help of software tools. Without the loss of generality, the following example is illustrated 
with the higher level of the network as shown in Figure 8.2.  
 
 
Figure 8.2 Part of the Bayesian network model  
 
8.2.2 Networks Probability Distributions 
8.2.2.1 Prior Conditional Probability Table 
Through investigation with software inspectors, a large number of data are collected 
related to the conditional distributions. These data are normalized into the value interval [0, 
1], and Beta distribution is used to fit these data to get the conditional distribution table. 
Here we use Best-fit programming to find out the best-fit distribution for those data.  
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Table 8.1 Group A data 
Inspection 
effectiveness most important important neutral not important irrelevant
quality of inspection 9 9 3 0 0 
 
For example, with Group A data in Table 8.1 of the importance of quality of inspection 
on inspection effectiveness, the Pearson-Tukey three-point approximation is used for 
estimating the probability distribution for each parameter whose variation is represented. 
The three points use values at the (estimated) 5%, 50%, and 95% fractiles. Also, the 
procedure is aided with software tool as partly shown in Figure 8.3.  
 
 
Figure 8.3 Best-fit of collected data 
 
Thus, we could see Beta distribution can fit this data well, and we get the parameters 
as Beta-General (0.12424, 0.12637, 0, 9). Then, we could give the probability as: 
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• The inspection effectiveness. is poor ( 0.05x ): 0.05 with value equal to 0. 
• The inspection effectiveness. is fair ( 0.5x ): 0.5 with value equal to 4.32 
• The inspection effectiveness. is good ( 0.95x ): 0.95 with value equal to 9. 
By using that method, we could give out the conditional probability table to construct the 
Bayesian Network for software inspection.  
 
8.2.2.2 Prior Probability Distribution 
First, we could ask the expert to give the pair-wise comparison matrix. In practice, the 
inconsistency always occurs. As a compromise, the 10% Rule of Practice will be used to 
judge whether the matrix is acceptable or not. If not, we should ask the expert to re-judge 
the probability, and redo it until we get the acceptable matrix. Then we will use AHP to get 
the corresponding sets of weights. Thus, we get the original expert data to use in Bayesian 
Network.  
 
For example, we have the expert opinion to evaluate the variable of quality of process. 
Then, we use the Expert Choice (Expert Choice, 2005) to treat it as the Analytic Hierarchy 
Process (AHP). This variable is supposed to take values as poor, fair, and good, and then 
we ask the expert to give their opinion with their experiences as in Table 8.2. 
Table 8.2 Pairwise matrix 
  Poor Fair Good 
Poor 1 4/3 4/3 
Fair 3/4 1 1 
Good 3/4 1 1 
Then we obtain the priority, i.e., the distribution w = [0.4, 0.3, 0.3],. After that, we need to 
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check for the inconsistency of the matrix. Fortunately, we found that it was a perfectly 
consistent matrix, and we take this as the belief for this variable.  
 
Similarly, the probability distributions for the other human-oriented variables can be 
gathered to configure the Bayesian network model.  
 
8.2.3 Model analysis 
With all the Bayesian network architecture, the related conditional probability, and the 
probabilities, some inferences can be developed for further insight to evaluate the 
inspection effectiveness. Specifically, we are interested in exploring two related properties: 
the dynamic changes of the inspection effectiveness with the process proceeding, and the 
variables contributing more to the inspection effectiveness. Without the loss of generality, 
the following analysis is developed with part of the network as shown in Figure 8.2.  
 
The basic inference is to follow the direction of networks: with the available 
conditional/unconditional probability distributions and the collected metrics, it is 
straightforward to deduct the distribution of the unknown variable of inspection 




Figure 8.4 Numerical example of BBN 
 
It is easy to find that the parent nodes are static except the node of remaining fault 
count. Generally, the belief of remaining faults extracted from experts would show a 
decreasing trend over the inspection process. As a result, the inspection effectiveness 
should be evaluated dynamically: updated with each new collected belief over the 
remaining faults. Such a scheme has the advantage of evaluating the effectiveness of 
inspection along the process running, providing nearly on-line feedback on the status of 
software inspection. To show the improvement of the inspection effectiveness over the 
decreasing of remaining faults, we consider the cases when the percentile of remaining 
faults of Big/Small to be 100/0, 80/20, 50/50, 20/80, 0/100. Accordingly, the deducted 
believes over inspection effectiveness are described in Figure 8.5, showing the dynamics 
of inspection effectiveness with the ongoing process. From this figure, we can see that the 
belief over the inspection effectiveness increases with the decreasing of the belief of the 





















Figure 8.5 Inspection effectiveness changes over remaining faults No. 
 
Apart from such direct analysis, Bayesian networks inference can be developed 
through any direction. Therefore, it is convenient and flexible to develop sensitivity 
analysis. NETICA (NETICA 2005) is used to carry out a sensitivity analysis for this 
Bayesian Network. Also, we consider part of network as shown in Figure 8.2.  
The sensitivity analysis is to examine the corresponding change of the network 
“output” with the change of some “input”. With the help of NETICA, the analysis 
procedure is illustrated with the following Figures 8.6–8.8. We could change some factors 








Figure 8.6 Changing the probability of product complexity 
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Figure 8.8 Changing the probability of product size 
 
In addition, we also carried out a sensitivity analysis to identify the key attributes of 
software inspection which helped increase the quality of software. First, we should explain 
the meaning of entropy here. It was conducted in order to evaluate the degree of 
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heterogeneity or homogeneity of spatial natural resources. It would show the degree of 
uncertainty represented in the model before and after entering the evidence. That means 
the higher its entropy is, the more sensitive the node is. With the example shown in Figure 
8.4, the related sensitivity analysis results are shown as Table 8.3. We can see that the 
‘remaining faults number’ has the most influence over the ‘inspection effectiveness’, 
while the other three variables have less influence. 
 
Table 8.3 Sensitivity analysis with entropy 
Important attributes Entropy Percentile (%) 
Remaining faults No. 0.971 40.9 
Quality of inspection process 0.067 4.26 
Product complexity 0.038 2.57 
Product size 0.008 0.54 
 
8.3 Summary 
Bayesian networks provide a convenient framework to model the inspection effectiveness 
with both subjective knowledge and objective data. However, it is not an easy task for 
belief elicitation over the probability distributions. Stepping from the early work in using 
Bayesian network to model software inspection process (Cockram, 2001), further 
explorations are investigated under two major points. Firstly, we attempt to incorporate the 
variable of remaining faults number into the network architecture, because this 
information is nature to influence the belief on inspection effectiveness sequentially and it 
can be available through estimation or expert opinion. Secondly, a more systematic 
approach to gather the probability distributions is proposed, with the mathematics-based 
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AHP method. With the established method, a numerical example is illustrated with 
sensitivity analysis developed.  
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Chapter 9 Conclusions and Future Work  
 
The main focus of the work presented in this thesis was to extend the traditional software 
reliability models through different perspectives and to study the corresponding decision-
making problems. This chapter summarizes the results of the research work and discusses 
their limitations and implications. Recommendations on further research and practical 
application are also presented. 
 
9.1 Research Results 
Software testing process is composed of fault detection, correction, and possible 
introduction. A major part of the study in this thesis was to incorporate the software fault 
correction process into software reliability modeling frameworks, relaxing the restrictive 
assumptions in traditional software reliability models. The models were developed 
through both analytical and data-driven approaches. 
 
At first, extensions on analytical NHPP software reliability models are presented in 
Chapter 3. These kinds of models originate from the basic assumption that fault correction 
is a time-delayed fault detection process. Under this uniform modeling framework, 
systematic exploration and categorization was investigated on available models. Further 
extensions were also carried out within this framework. As a result, there are many paired 
software reliability models that could adapt to different testing environments. With these 
models, a case study was developed for a practical software testing process, and 
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comparisons with traditional models justified the fault correction incorporation. 
Specifically, it was interesting to find that the constant delay assumption fits the dataset 
best. This could be attributed to the small size and short lifetime of the tested software. 
 
Extensions on data-driven ANN software reliability models are presented in Chapter 5. 
ANN provides a flexible modeling framework to incorporate fault correction process. 
Specifically, both feedforward and recurrent network architecture were applied and both 
provided better software reliability predictions than traditional models. Feedforward 
network could be configured faster with respect to some “rules of thumb” through a trial-
and-error approach, while recurrent network could be configured in a systematic way with 
the help of genetic algorithm. In application to practical dataset, these two networks both 
performed well. They also performed better than the paired analytical model and separate 
ANN models. These results show the potential capability of combined ANN models to 
describe the interactive influence between fault detection and correction. This capability 
could be attributed to the assumption free property of ANN models. 
 
Another major part of our research was to develop software reliability prediction in the 
early phase of software testing phase. Both analytical and data-driven approaches were 
explored as well, based on the intuitive idea that to incorporate historical data collected 
from previous similar projects into the prediction procedure of current project.  
 
These two approaches adopted different ways to implement this idea. In Chapter 4, the 
analytical approach for early prediction was developed with the paired FDP&FCP NHPP 
models, as a direct extension of the early prediction approach with single NHPP model. 
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The basic assumption with this approach was that the testing and debugging environments 
keep stable over two consecutive or similar projects. Then historical information could be 
incorporated by utilizing the fault detection and correction rates estimated in the previous 
project for current one. Limited by the available datasets, simulation approach was 
adopted to generate fault-related data. Analysis results showed the advantage of this 
approach. Also, with the simulation model, the optimal release time and optimal corrector 
allocation have been explored in a simulation optimization way.  
 
For the single fault detection process, ANN models were extended in Chapter 6 to 
incorporate historical data for early reliability prediction. Historical data from similar 
projects were incorporated by adding them into the network training patterns. With two 
applications from real testing process, this approach was illustrated in a more practical 
sense. Analysis results showed the improvement of the early prediction performance, 
compared with the traditional ANN models. It is also observed that the traditional ANN 
models have the potential to perform better in the later phase. Therefore, a trade-off 
approach combining these two types of models was proposed to balance their respective 
advantage and disadvantage.  
 
This thesis also explored the Bayesian networks applications in the field of software 
reliability modeling and analysis. As well known, there are many uncertain factors that 
contribute to the quality and reliability of software during the lifecycle of software. Also, 
besides the objective information collected from software development process, such as 
fault related data, there are also subjective information available from experienced 
developers. Bayesian networks are suitable for describing this kind of problem and it is 
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interesting to investigate the application of Bayesian networks within the scope of our 
research.  
 
In Chapter 7, Bayesian networks were applied in modeling the software testing 
process. The software reliability growth model based on Bayesian networks was proposed 
and related research was conducted. Compared with traditional SRGMs, this modeling 
framework incorporated more information and was suitable for the uncertainty reasoning 
along the testing process. Also, prediction can be applied in the very early phase, as prior 
information is incorporated. With the numerical example, this modeling framework 
showed its better performance over some traditional SRGMs.  
 
Compared with software testing, software inspection process is more cost-effective in 
defect removal, and it is also highly human-oriented. There are much more uncertain 
factors influencing the inspection process effectiveness. Study in Chapter 8 extended a 
current Bayesian networks effectiveness to incorporated information of the remaining 
defects. Accordingly, this could adaptively update the effectiveness evaluation with new 
data collected, which could be useful for inspection stopping time determination. Also, a 
systematic approach to extract the distributions was given, which ensures the feasibility of 
the application of this kind of model.  
 
9.2 Future Research 
Different software is developed under different environment, and the software testing 
process is influenced by many uncertain factors. As a result, it is difficult to find a 
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universal software reliability model to suit all software testing processes. However, 
extensions to current software reliability models have been developed by relaxing current 
restrictive assumptions through incorporating more practical information. Beyond the 
studies we explored in our current work, some other approaches can be studied in the 
further.  
 
Stepping from our current study on fault detection and correction process modeling, 
some works are still left to be covered in the future. Firstly, although analytical NHPP 
models provided a simple approach for software reliability analysis and release time 
determination, they were based on a simplified assumption on the relationship between 
fault detection and correction. This assumption can fit some testing environment where 
there is little pressure on fault detection from fault correction, but actually slow fault 
correction could delay fault detection and fast fault correction could add pressure on fault 
detection. Therefore, the “feedback” effect from fault correction should be incorporated 
into the modeling framework. Secondly, for ANN models, only one-step predictions are 
studied with the current modeling framework. However, the information provided with 
one-step prediction is quite limited. Multi-step prediction should be carried out to provide 
more information useful for practical decision-making, as the final goal of software 
reliability modeling is to help making decision. Thirdly, for both two kinds of models, 
only one dataset with a few data points are applied in our current case study. To justify the 
proposed models, more datasets should be used for applications of the proposed models. 
Limited by the availability of published dataset, simulation could be an alternative 
approach to acquire the data. 
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Furthermore, as software testing process is influenced by many uncertain factors, it 
would be interesting to extend this general model in a stochastic way. Some extensions 
have been done to model the fault-detection process with a SDE stochastic differential 
equation ) (Yamada et al. 1994; Lee 2004). However, there are no extensions on fault 
correction. As an extension to these SDE models, random factors in both fault-detection 
and correction could be incorporated. Technically, linear stochastic differential equations 
assure the existence of a unique solution, and it is convenient to consider time-
independent conditions. Accordingly, the parameters in the model can be estimated 
through Maximum likelihood methods and useful measures are expected to be derived 
with the model to assist software testing decision making.  
 
At last, the early software reliability prediction with ANN modeling framework is an 
interesting topic worth further exploration. Modern mature software companies have many 
failure datasets within their own database. The flexibility of ANN modeling framework 
provides an approach to utilize this kind of information to improve the early prediction 
performance. In addition to what we have studied, there is still one topic that needs further 
investigation. For one project with many previous project failure data available, there 
would be many combinations of the projects to incorporate. Then how to select the best 
combination for the prediction of current project is an interesting problem. This is also a 
problem to select measure the similarity of different projects. In practice, if the 
development environments change a lot and we don’t have direct information to know 
which project is more similar. Then how to select similar projects out of the database is a 
practical and interesting topic for futher exploration. As far as we can see, a measure of 
similarity defined by the historical failure data will be necessary to filter the database for 
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similar datasets. Answers to this question will provide more practical early prediction 




Amasaki, S., Yoshitomi, T., Mizuno, O., Takagi, Y. and Kikuno, T., 2005, 'A new challenge 
for applying time series metrics data to software quality estimation', Software 
Quality Journal, 13 (2): 177-193. 
Aurum, A., Petersson, H. & Wohlin, C., 2002, 'State-of-the-art: software inspections after 
25 years', Software Testing Verification & Reliability, 12 (3): 133-154. 
Bai, C.G., Hu, Q.P., Xie, M., 2005, 'Software failure prediction based on a Markov 
Bayesian network model', Journal of Systems and Software, 74 (3): 275-282. 
Bhaskar, T.; and Kumar, U.D., 2006, 'A cost model for N-version programming with 
imperfect debugging.’ Journal of the Operational Research Society, 57 (8): 986-994 
Bickmore, T.W., 1994, 'Real-time sensor data validation,' NASA Contractor Report 
195295, National Aeronautics and Space Administration 
Biffl, S., 2003, 'Evaluating defect estimation models with major defects', Journal of 
Systems and Software, 65 (1): 13-29. 
Biffl, S. and Halling, M., 2003, 'Investigating the defect detection effectiveness, and cost 
benefit of nominal inspect-ion teams', IEEE Transactions on Software Engineering, 
29 (5): 385-397. 
Boehm, B., 1981, Software Engineering Economics, Prentice-Hall, NJ 
Bouissou, M., Martin, F. and Ourghanlian, A., 1999, 'Assessment of a safety-critical 
system including software: A Bayesian belief network for evidence sources,' 
Proceedings of the Annual Reliability and Maintainability Symposium, 142-150 
 148
Briand, L. C., Freimut, B. and Vollei, F., 2004, 'Using multiple adaptive regression splines 
to support decision making in code inspections', Journal of Systems and Software, 73 
(2): 205-217. 
Cai, K.Y., Cai, L., Wang, W.D., Yu, Z.Y. and Zhang, D, 2001, 'On the neural network 
approach in software reliability modeling,' Journal of Systems and Software, 58 (1): 
47-62. 
Castillo, E., Sarabia, J.M. and Solares, C., 1999, 'Uncertainty analyses in fault trees and 
Bayesian networks using FORM SORM methods,' Reliability Engineering and 
Systems Safety, 65 (1): 29-40. 
Chakraborty, K., Mehrotra, K., Mohan, C.K. and Ranka, S., 1992, 'Forecasting the 
Behavior of Multivariate Time-Series Using Neural Networks,' Neural Networks, 5 
(6): 961-970. 
Chari, K; Hevner, A. 2006, 'System test planning of software: An optimization approach.' 
IEEE Transactions on Software Engineering, 32 (7): 503-509. 
Chatterjee, S., Misra, R.B. and Alam, S.S., 2004, ‘N-version programming with imperfect 
debugging,’ Computer & Electrical Engineering, 30 (6): 453-463. 
Chen, M., 1994, Tools and Techniques for Testing Based Software Reliability Estimation. 
Doctoral Thesis. Purdue University.  
Cockram, T., 2001, 'Gaining confidence in software inspection using a Bayesian belief 
model', Software Quality Journal, 9 (1): 31-42. 
Crow, L. H. and Singpurwalla, N. D., 1984, 'An empirically developed Fourier series 
model for describing software failures', IEEE Transactions on Reliability, 33 (2): 
 149
176-183. 
Cukic, B., 2005. 'The virtues of assessing software reliability early', IEEE Software, 22 (3): 
50-53. 
DAC, 2006, http://www.thedacs.com/databases/url/key.php?keycode=2 
Dai, Y.S., Xie, M. and Poh, K.L., 2005, 'Modeling and analysis of correlated software 
failures of multiple types,' IEEE Transactions on Reliability, 54 (1): 100-106. 
Dai, Y.S., Xie, M., Poh, K.L. and Yang, B., 2003, 'Optimal testing-resource allocation with 
genetic algorithm for modular software systems,' Journal of Systems and Software, 
66 (1): 47-55. 
Dalal, S. and Mallows, C., 1988, 'When should one stop testing software?', Journal of 
American Statistical Association, 83 (403): 872-979,  
Dempstor, A.P., 1977, 'Maximum likelihood from incomplete data via the EM algorithm.', 
Journal of the Royal Statistical Society, Series B, 39, 1-38,. 
Dohi, T., Nishio, Y. and Osaki, S., 1999, 'Optimal software release scheduling based on 
artificial neural networks,' Annals of Software Engineering, 8 (1-4): 167-185. 
El Emam, K. and Laitenberger, O., 2001, 'Evaluating capture-recapture models with two 
inspectors,' IEEE Transactions on Software Engineering, 27 (9): 851-864. 
Expert Choice, 2005, http://www.expertchoice.com/ 
Fagan, M. 1976, 'Design and code inspections to reduce errors in program development', 
IBM Systems Journal, 15 (3): 182-211. 
Fagan, M., 1986, 'Advances in software inspections', IEEE Transactions on Software 
Engineering, 12 (7): 744-751. 
 150
Fenton, N. and Neil, M., 1999, 'Software metrics: successes, failures and new directions.' 
Journal of Systems and Software, 47 (2-3): 149-157. 
Gelfand, A. and Smith, A., 1985, 'Sampling based approaches to calculating marginal 
densities.' Journal of the American Statistical Association, 85: 385-409. 
Goel, A. L. and Okumoto, K., 'Time-dependent error-detection rate model for software 
reliability and other performance measures', IEEE Transactions on Reliability, 28 (3): 
206-211. 
Gokhale, S.S., 1998, Analysis of software reliability and performance, Doctorial Thesis, 
Duke University 
Gokhale, S.S., Lyu, M.R. and Trivedi, K.S., 2004, 'Analysis of software fault removal 
policies using a non-homogeneous continuous time Markov chain', Software Quality 
Journal, 12 (3): 211-230. 
Gokhale, S.S., Lyu, M.R., 2005, 'A simulation approach to structure-based software 
reliability analysis', IEEE Transactions on Software Engineering, 31 (8): 643-656. 
Goseva-Popstojanova, K., and Trivedi, K.S., 2001, 'Architecture-Based Approach to 
Reliability Assessment of Software Systems, ' Performance Evaluation, 45 (2-3): 
179–204. 
Han, C.C., Shin, K.G. and Wu, J., 2003, 'A fault-tolerant scheduling algorithm for real-
time periodic tasks with possible software faults', IEEE Transactions on Computers, 
52(3): 362-372. 
Ho, S.L., Xie, M. and Goh, T.N., 2003, 'A study of the connectionist models for software 
reliability prediction,' Computers & Mathematics with Applications, 46 (7): 1037-
 151
1045. 
Hu, Q.P., Xie, M., Ng, S.H., and Levitin, G., 2007, ‘Robust recurrent neural network 
modeling for software fault detection and correction prediction’, Reliability 
Engineering and System Safety, 92(3), 332-340. 
Hu, Q.P., Dai Y.S., Xie, M., and Ng, S.H., 2006, ‘Early software reliability prediction with 
extended ANN model’, In proceedings of the 30th Annual International Computer 
Software and Applications Conference, 2006, Chicago, USA, pp. 234-239 
Hu, Q.P., Xie, M. and Ng, S.H., 2006, ‘Software reliability prediction improvement with 
prior information incorporated’, In proceedings of the 12th ISSAT International 
Conference on Reliability and Quality in Design, 2006, Chicago, USA, pp. 303-307 
Huang, C.Y., Lyu, M.R. and Kuo, S.Y., 2003, 'A unified scheme of some Nonhomogenous 
Poisson process models for software reliability estimation,' IEEE Transactions on 
Software Engineering, 29 (3): 261-269. 
Huang, C.Y., Lyu, M.R., 2005 'Optimal release time for software systems considering cost, 
testing-effort, and test efficiency.' IEEE Transactions on Reliability, 54 (4): 583-591. 
Jain, M. and Priya, K., 2005, 'Software reliability issues under operational and testing 
constraints, ' Asia-Pacific Journal of Operational Research, 22 (1): 33-49. 
Jelinski, Z. and Moranda, P. B., 1972, 'Software reliability research.' Statistical Computer 
Performance Evaluation, ed. Freiberger, W., Academic Press, New York. 
Jeske, D.R., Zhang, X.M. and Pham, L., 2005, ‘Adjusting software failure rates that are 
estimated from test data,’ IEEE Transactions on Reliability, 54 (1): 107-114. 
Jordan, M.I., Ghahramani, Z., Jaakkola, T.S. and Saul. L.K., 1999, 'An introduction to 
 152
variational methods for graphical models.' Learning in Graphical Models, ed. Jordan, 
M., MIT Press, Cambridge.  
Kapur, P.K. and Younes, S., 1996, 'Modelling an imperfect debugging phenomenon in 
software reliability,' Microelectronics and Reliability, 36 (5): 645-650. 
Karunanithi, N., Whitley, D. and Malaiya, Y.K., 1992, 'Prediction of software reliability 
using connectionist models,' IEEE Transactions on Software Engineering, 18 (7): 
563-574. 
Kelly, D. and Shepard, T., 2004a, 'Eight maxims for software inspectors', Software Testing 
Verification & Reliability, 14 (4): 243-256. 
Kelly, D. and Shepard, T., 2004b, 'Task-directed software inspection', Journal of Systems 
and Software, 73 (2): 361-368. 
Kimura, M., Toyota, T. and Yamada, S., 1999, 'Economic analysis of software release 
problems with warranty cost and reliability requirement,' Reliability Engineering 
and System Safety, 66 (1): 49-55. 
Kuo, S.Y., Huang, C.Y. and Lyu, M.R., 2001, 'Framework for modeling software 
reliability, using various testing-efforts and fault-detection rates, ' IEEE Transactions 
on Reliability, 50 (3): 310-320. 
Lee, C.H., Kim, Y.T. and Park, D.H., 2004, 'S-shaped software reliability growth models 
derived from stochastic differential equations, ' IIE Transactions, 36 (12): 1193-1199. 
Levitin, G., 2005, 'Reliability and performance analysis of hardware-software systems 
with fault-tolerant software components', Reliability Engineering & System Safety, 
91 (5): 570-579. 
 153
Lewis, R.W. and Ransing, R.S., 1997, 'A semantically constrained Bayesian network for 
manufacturing diagnosis.' International Journal of Production Research, 35 (8): 
2171-2187. 
Littlewood, B., Popov, P.T., Strigini, L., 2000, 'Modeling the effects of combining diverse 
software fault detection techniques,' IEEE Transactions on Software Engineering, 26, 
(12): 1157-1167. 
Littlewood, B. and Verral, J. L., 1973, 'A Bayesian reliability growth model for computer 
software', Applied Statistics, 22 (3): 332-346. 
Littlewood, B., and Wright, D., 1997, 'Some conservative stopping rules for the 
operational testing of safety critical software,' IEEE Transactions on Software 
Engineering, 23 (11): 673-683. 
Lyu, M.R., 1996, Handbook of software reliability engineering, McGraw Hill, New York. 
Madigan, D., Mosurski, K. and Almond, R.G.., 1997, 'Graphical explanation in belief 
networks.' Journal of Computational and Graphical Statistics, 6 (2):160-187. 
Miller, J. and Yin, Z. C., 2004, 'A cognitive-based mechanism for constructing software 
inspection teams', IEEE Transactions on Software Engineering, 30 (11): 811-825. 
Musa, J.D., 2006, http://members.aol.com/JohnDMusa/users.htm 
Musa, J.D., Iannino, A. and Okumoto, K., 1987, Software reliability: measurement, 
prediction, application, McGraw-Hill, New York. 
NETICA, 2005, http://www.norsys.com/netica.html 
Pearl, J., 1986, 'Fusion, propagation and structuring in belief network.' Artificial 
Intelligence, 29: 241-288 
 154
Petersson, H., Thelin, T., Runeson, P. and Wohlin, C., 2004, 'Capture-recapture in software 
inspections after 10 years research - theory, evaluation and application,' Journal of 
Systems and Software, 72 (2): 249-264. 
Perry, D. E., Porter, A., Wade, M. W., Votta, L. G. and Perpich, J., 2002, 'Reducing 
inspection interval in large-scale software development,' IEEE Transactions on 
Software Engineering, 28 (7): 695-705. 
Pham, H., 2000, Software Reliability, Springer, New York. 
Pham, H., 1996, 'A software cost model with imperfect debugging, random life cycle and 
penalty cost,' International Journal of Systems Science, 27 (25): 455-463. 
Pham, H. and Zhang, X.M., 1999, 'A software cost model with warranty and risk costs,' 
IEEE Transactions on Computers, 48 (1): 71-75. 
Porter, A.A., Siy, H. P., Toman, C.A., and Votta, L. G., 1997, 'An experiment to assess the 
cost-benefits of code inspections in large scale software development,' Software 
Engineering, IEEE Transactions on, 23 (6): 329-346. 
Ross, S., 1985, 'Software reliability: the stopping rule problem', IEEE Transactions on 
Software Engineering, 11 (12): 1472-1476 
Rothermel, G., Untch, R., Chu C. and Harrold, M.J., 2001, 'Prioritizing test cases for 
regression testing', IEEE Transactions on Software Engineering, 27 (10): 929-948. 
Saaty, T.L., 1980, The analytic hierarchy process: planning, priority setting, resource 
allocation, McGraw-Hill. 
Schneidewind, N.F., 1975, 'Analysis of error processes in computer software,’ 
Proceedings of International Conference on Reliable Software, IEEE Computer 
 155
Society, 337-346. 
Schneidewind, N.F., 2001, 'Modelling the fault correction process,' Proceedings of the 
12th International Symposium on Software Reliability Engineering, 185-190. 
Shyur, H.J., 2003, 'A stochastic software reliability model with imperfect-debugging and 
change-point,' Journal of Systems and Software, 66 (2): 135-141. 
Sigurdsson, J. H., Walls, L. A. and Quigley, J. L., 2001, 'Bayesian belief nets for managing 
expert judgment and modeling reliability,' Quality and Reliability Engineering 
International, 17: 181-190,. 
Sitte, R., 1999, 'Comparison of software-reliability-growth predictions: neural networks vs 
parametric-recalibration,' IEEE Transactions on Reliability, 48 (3): 285-291. 
Smidts, C., Cukic, B., Gunel, E., Li, M., and Singh, H., 2002, 'Software reliability 
corroboration', Proceedings of the 27th Annual NASA Goddard/IEEE Software 
Engineering Workship, 82-87,  
Smidts, C., Stutzke, M., and Stoddard, R.W., 1998, 'Software reliability modeling: An 
approach to early reliability prediction', IEEE Transactions on Reliability, 47 (3): 
268-278. 
Stutzke, M.A. and Smidts, C.S., 2001, 'A stochastic model of fault introduction & removal 
during software development, ' IEEE Transactions on Reliability, 50 (2): 184-193. 
Tamura, Y. and Yamada, S., 2006, 'A flexible stochastic differential equation model in 
distributed development environment,' European Journal of Operational Research, 
168 (1): 143-152.  
Tausworthe, R.C., and Lyu, M.R., 1996, 'A generalized technique for stimulating software 
 156
reliability', IEEE Software, 13 (2): 77-88. 
Teng, X.; Pham, H.; 2004 'Software cost model for quantifying the gain with 
considerations of random field environments,' IEEE Transactions on Computers, 53 
(3): 380–384 
Tian, L. and Noore, A., 2005a, 'Evolutionary neural network modeling for software 
cumulative failure time prediction,' Reliability Engineering & System Safety, 87 (1): 
45-51. 
Tian, L. & Noore A., 2005b, 'Modeling distributed software defect removal effectiveness 
in the presence of code churn,' Mathematical and Computer Modelling, 41 (4-5): 
379-389.  
Wang, W.L.; Pan, D.; and Chen, M.H., 2006. 'Architecture-based software reliability 
modeling.' Journal of Systems and Software, 79 (1): 132-146. 
Wood, A., 1996, 'Predicting software reliability'. Computer, 29 (11): 69-77. 
Wu, Y.P., Hu, Q.P., Poh, K.L., Ng, S.H. and Xie, M., 2005, ‘Bayesian networks 
modeling for software inspection effectiveness ‘, In Proceedings of the 11th 
IEEE International Symposium Pacific Rim Dependable Computing, 2005, 
Changsha, China, pp. 65-71. 
Xie, M., 1991, Software reliability modelling, World Scientific, Singapore. 
Xie, M., and Hong, G.Y., 1999, 'Software release time determination based on unbounded 
NHPP model,' Computers & Industrial Engineering, 37 (1-2): 165-168. 
Xie, M., Hong, G.Y., Wohlin, C., 1999, 'Software reliability prediction incorporating 
information from a similar project', Journal of Systems and Software, 49 (1): 43-48. 
Xie, M., and Yang, B., 2003, 'A study of the effect of imperfect debugging on software 
 157
development cost,' IEEE Transactions on Software Engineering, 29 (5): 471-473. 
Xie, M., and Zhao, M., 1992, 'The Schneidewind software reliability model revisited' 
Proceedings of the 3rd International Symposium on Software Reliability Engineering, 
1992, 184-192. 
Yamada, S., Ohba, M. and Osaki, S., 1984, 'S-shaped software reliability growth models 
and their applications, ' IEEE Transactions on Reliability, 33 (4): 289-292. 
Yamada, S., Kimura, M., Tanaka, H., and Osaki, S., 1994, 'Software reliability 
measurement and assessment with stochastic differential equations.' IEICE 
TRANSACTIONS on Fundamentals of Electronics, Communications and Computer, 
E77-A (1): 109-116 
Yamada, S., Ichimori, T. and Nishiwaki, M., 1995, 'Optimal allocation policies for testing-
resource based on a software reliability growth model,' Mathematical and Computer 
Modelling, 22: 295-301. 
Yin, Z. C., Dunsmore, A. and Miller, J., 2004, 'Self-assessment of performance in software 
inspection processes', Information and Software Technology, 46 (3): 185-194. 
Yu, Y. and Johnson, B.W., 2003, 'A BBN approach to certifying the reliability of COTS 
software system reliability, ' Proceedings Annual Reliability and Maintainability 
Symposium, 19-24. 
Zeephonesekul, P. and Chiera, C., 1995, ‘Optimal software release policy based on a two-
person game of timing’, Journal of Applied Probability, 32 (2): 470 - 481 
Zhang, G.Q., Patuwo, B.E., and Hu, M.Y., 1998., 'Forecasting with artificial neural 
networks: The state of the art'. International Journal of Forecasting, 4 (1): 35-62. 
 158
Zhang, X.M., Teng, X.L. and Pham, H., 2003, 'Considering fault removal efficiency in 
software reliability assessment,' IEEE Transactions on Systems, Man and 
Cybernetics: Part A – Systems and Humans, 33 (1): 114-120. 
Zhang, X.M. and Pham, H., 2000, 'Comparisons of nonhomogeneous Poisson process 
software reliability models and its applications,' International Journal of System 
Science, 31 (9): 1115-1123. 
Zhang, XM. and Pham, H., 2006, 'Software field failure rate prediction before software 
deployment', Journal of Systems and Software, 79 (3) 291-300 
Zhu, W.P., 2003, 'Using Bayesian network on network tomography. 'Computer 
Communication, 26 (2): 155-163. 
 
