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Automated extraction of food-drug interactions
from scientific articles
Tsanta Randriatsitohaina
LIMSI, CNRS, Univ. Paris-Sud, Universit Paris-Saclay, F-91405 Orsay
Abstract. In this paper, we are interested in the extraction of food-drug interac-
tions (FDI), a task which is similar to the extraction of relation between terms in
specialized texts. We present a supervised classification method and the results
of a first set of experiments. Despite the imbalance of classes, the results are en-
couraging. We have identified the most relevant classifiers according to the steps
of our method. We have also observed the important impact of the semantic tags
of terms used as features.
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1 Introduction/Motivation
Although knowledge bases or terminologies exist in specialized domains, updating these infor-
mation often requires to access unstructured data such as scientific literature. The problem occurs
deeply when focusing on a new type of knowledge which has no recording in terminological re-
sources yet. Thus, while drug interactions [1] or drug adverse effects [2] are listed in databases
such as DrugBank 1 or Theriaque 2, other information such as interactions between drug and food
is barely listed in knowledge and mainly scattered in heterogeneous sources. Besides, information
is mainly recorded in textual form. As matter of fact, while food-drug interactions can correspond
to various types of adverse drug effects and lead to harmful consequences on the patients health
and well-being, they are less known and studied and consequently very sparse in the scientific
literature.
We consider extracting these interactions as a relation acquisition task given the references
to a food and a drug.
In this article, our experiments are based on the extraction method in a single sentence as
proposed by [5] using approach in [4] to form instances: all couples food-drug, food supplement-
drug or food-side effect appearing in the same sentence are extracted to form positive instances
if they are in relation and negative otherwise. Then we define a two-step method: detection of
relevant relations and classification as proposed by [3]. As in [8], we have not explicitly intro-
duced hand-crafted features. Instead, we followed the logic of [6] to generalize the named entities
replacing them with their semantic tag. Among the five classifiers we have experimented, four
are mentioned in the state of the art: a linear SVM and decision tree [4], a Bayesian classifier [7],
and a multilayer perceptron [8]. To extract this information from scientific article abstracts, we
face several difficulties: (1) drug and food occurrences are very variable in the abstracts. Drug
can be mentioned by its international non proprietary name or active drug substances, but also for
foods, there may also be reference to a particular nutrient, component or family of foods; (2) the
interactions are described in a rather precise way in the texts, which leads to a limited number of
examples; (3) The available set of annotations does not include the different types of interaction
homogeneously and the learning set is often unbalanced.
1 https://www.drugbank.ca/
2 http://www.theriaque.org
Our contribution in this article are: (1) selection of relevant examples for food-drug interac-
tion, (2) classification of positive relations.
2 Experiments
2.1 Data
Our data consists of 2,341 positive instances and 25,231 negative instances. Positive instances are
categorized into 21 types of relation but we have grouped these relations into 4 groups: no rela-
tion, direct food-drug interaction (349 instances), drug adverse effect (1,242 instances), relation
without precision (724 instances). Then we vectorized these sentences based on word counting:
each sentence is represented by a vector corresponding to the number of occurrences of each
word of the whole vocabulary in the sentence.
2.2 Classification and features
Algorithms. We compare the performance of five classification algorithms with default param-
eters provided by Scikit-Learn 3: (1) a decision tree classifier (DecisionTree), (2) a linear SVM
classifier (linearSVC), (3) a multinomial Naive Bayes classifier (MultinomialNB), (4) a logistic
regression classifier (LogisticRegression), (5) a four layer perceptron classifier (MLP).
We evaluate our models using F1-score from 10-fold cross-validation. F1-score (F1) is the
harmonic average of the precision (P) and recall (R) such that
F1 = 2. P ∗ R
P + R
P = correct positive results
all positive results
R = correct positive results
all returned results
Features. To train our models, we used four sets of features:
1. Inflected form of words (word form as it occurs in text)
ex: Bioavailability enhancement by grapefruit juice noted with dihydropyridine calcium
antagonists does not occur with amlodipine.
2. Inflected form of words and terms (i.e. the noun phrases conveying specialized concepts)
followed by their semantic tag
ex: Bioavailability enhancement by grapefruit juice /food/ noted with dihydropyridine cal-
cium antagonists /drug/ does not occur with amlodipine.
3. Terms replaced by their semantic tag to generalize the text without losing information about
the nature of the entities
ex: Bioavailability enhancement by food noted with drug does not occur with amlodipine.
4. Normalization of the arguments of the relations (replaced by arg1 and arg2)
ex: Bioavailability enhancement by arg1 noted with arg2 does not occur with amlodipine.
3 Results
Step 1 : Binary classification. Figure 1a presents the results obtained to identify the sentences
containing relevant relations. Depending on the descriptors used, F1-score varies between 0.54
and 0.71. Best results are obtained with decision trees and perceptron (MLP) using semantic tags.
Step 2 : Multi-class classification. Figure 1b presents the results obtained when recognizing
group of relations. As in the previous step, the use of semantic tags of terms has a positive impact
on the results. Among the models used, the Naive Bayes classifier (MultinomialNB) is the
one leading to the weakest results. On the other hand, we obtain good results with Logistic
Regression Decision Tree and linear SVC.
3 http://scikit-learn.org/stable/
(a) Step 1: Binary classification (b) Step 2: Multi-class classification
Fig. 1: F1-score on 10-fold cross
4 Conclusion and future work
Our article proposes a first step towards the extraction of food-drug interaction. Through a first
series of experiments, we have observed that the descriptors including semantic tags lead to the
best results. As perspectives, we will pursue the next two steps of our method: (1) recognition of
the different types of relations and (2) identification of related entities (food, medicine, disease,
etc.). The preliminary results presented in this article need to be improved. We are considering
the use of other classification methods such as convolutional deep neural networks using word
embedding. We also want to study the impact of other descriptors (word lemmas, part-of-speech
tags, syntactic relations, semantic tags of terms with different levels of granularity, etc.) or sam-
pling methods to reduce the imbalance of the data.
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