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STABILITY OF SOLITARY-WAVE SOLUTIONS OF
COUPLED NLS EQUATIONS WITH POWER-TYPE
NONLINEARITIES
SANTOSH BHATTARAI
Abstract. This paper proves existence and stability results of
solitary-wave solutions of a system of 2-coupled nonlinear Schro¨dinger
equations with power-type nonlinearities arising in several models
of modern physics. The existence of vector solitary-wave solutions
(i.e, both components are nonzero) is established via variational
methods. The set of minimizers is shown to be stable and further
information about the structures of this set are given. The res-
ults extend stability results previously obtained by Cipolatti and
Zumpichiatti [14], Nguyen and Wang [31, 32], and Ohta [33].
1. Introduction
The nonlinear Schro¨dinger (NLS) equation
(1.1) iut + uxx + |u|p−1u = 0,
where u is a complex-valued function of (x, t) ∈ R2, has been widely
recognized as a universal mathematical model for describing the evolu-
tion of a slowly varying wave packet in a general nonlinear wave system.
It plays an important role in a wide range of physical subjects such as
plasma physics [21] , nonlinear optics [1], hydrodynamics [42], magnetic
systems [19], to name a few. The NLS equation has been also derived
as the modulation equation for wave packets in spatially periodic me-
dia such as photonic band gap materials and Bose-Einstein condensates
[15, 17].
In certain physical situations, when there are two wavetrains mov-
ing with nearly the same group velocities, their interactions are then
governed by the coupled NLS equations [34, 39]. For example, the
coupled NLS systems appear in the study of interactions of waves with
different polarizations [8], the description of nonlinear modulations of
two monochromatic waves [30], the interaction of Bloch-wave packets
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in a periodic system [35], the evolution of two orthogonal pulse envel-
opes in birefringent optical fiber [29], the evolution of two surface wave
packets in deep water [34], to name a few. The motivation for study-
ing the coupled NLS systems also come from their applications in the
Hartree-Fock theory for a double condensate, i.e., a binary mixture of
Bose-Einstein condensates in two different hyperfine states [22].
In this paper we consider the following system of coupled 1-dimensional
time-dependent nonlinear Schro¨dinger equations:
(1.2)
{
iut + uxx + (α|u|p−2 + τ |v|q|u|q−2)u = 0
ivt + vxx + (β|v|r−2 + τ |u|q|v|q−2)v = 0,
where u, v are complex-valued functions of the real variables x and t,
and the constants α, β, τ are real.
The energy H and the component mass Q for the system (1.2) are
defined, respectively, as
(1.3) H(u, v) = |ux|22 + |vx|22 −
(
a|u|pp + b|v|rr + c|uv|qq
)
,
(1.4) Q(u) = |u|22,
and
(1.5) Q(v) = |v|22,
where a = 2α/p, b = 2β/r, and c = 2τ/q. The conservation of these
functionals is an important ingredient in our stability analysis. (Here
| · |p denote the Lp norm of complex-valued measurable functions on
the line. For more details on our notation, see below.)
Solitary-wave solutions of (1.2) are, by definition, solutions of the
form
(1.6)
u(x, t) = ei(ω1−σ
2)t+iσx+iλ1Φ(x− 2σt),
v(x, t) = ei(ω2−σ
2)t+iσx+iλ2Ψ(x− 2σt),
where ω1, ω2, σ ∈ R, and Φ,Ψ : R → C are functions of one variable
whose values are small when |ξ| = |x− 2σt| is large. Notice that if we
insert (1.6) into (1.2), we see that (Φ,Ψ) solves the following system of
ordinary differential equations
(1.7)
{ −Φ′′ + ω1Φ = α|Φ|p−2Φ + τ |Ψ|q|Φ|q−2Φ,
−Ψ′′ + ω2Ψ = β|Ψ|r−2Ψ+ τ |Φ|q|Ψ|q−2Ψ.
The special case of (1.6) when σ = λ1 = λ2 = 0, solutions of the form
(1.8) (u(x, t), v(x, t)) = (eiω1tΦω1(x), e
iω2tΨω2(x)),
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are usually referred as standing-wave solutions. It is easy to see that
(u, v) as defined in (1.8) is a solution of (1.2) if and only if (Φω1 ,Ψω2)
is a critical point for the functional H(u, v), when u and v are varied
subject to the constraints that Q(u) and Q(v) be held constant. If
(Φω1 ,Ψω2) is not only a critical point, but in fact a global minimizer of
the constrained variational problem for H(u, v), then (1.8) is called a
ground-state solution of (1.2). In some cases, namely when p = r =
2q = 4 and under certain conditions on α, β, and τ, it is possible to
show further that the ground-state solutions are solitary waves with
the usual sech-profile (see, for example, [33, 31]).
Over the past ten years, the existence of nontrivial solutions of the
elliptic system (1.7) has been investigated by many authors using dif-
ferent methods. In the case of a positive coupling parameter τ, Maia
et al. [27] studied the existence result for positive solutions of (1.7) us-
ing constrained minimization methods. They proved the existence of
vector ground states of (1.7) i.e., minimal action solutions (Φ,Ψ) with
both Φ,Ψ nontrivial. Moreover, the authors gave sufficient conditions
for ground states to be positive in both components which basically
require the coupling parameter τ to be positive and sufficiently large.
Also, Ambrosetti and Colorado [5] and de Figueiredo and Lopes [16]
have proved the additional sufficient conditions for the existence of
positive ground-state solutions in the special case p = r = 2q = 4.
Furthermore, for p = r = 2q = 4 and small positive values of τ, Lin
and Wei [25] and Sirakov [36] proved the existence of positive solutions
which have minimal energy among all fully nontrivial solutions. In
the repulsive case τ < 0, Mandel [28] recently established existence
and nonexistence results concerning fully nontrivial minimal energy
solutions. In all these papers, the analysis of their constrained minim-
ization problems does not establish the stability property of solutions.
In order to study the stability questions, one has to tackle a different
variational formulation.
Our aim here is to prove the stability of vector solitary-wave solu-
tions of the coupled nonlinear Schro¨dinger system (1.2). The extensive
mathematical literature on the subject of stability of solitary waves
began with the work Benjamin [6] (see also Bona [10]) for the KdV
equation. In subsequent works, many techniques have been developed
to refine and extend Benjamin’s original conception in many ways to
include numerous equations and systems such as Benjamin-Ono equa-
tion, intermediate long wave equation, nonlinear Schro¨odinger equa-
tion, Boussinesq systems, etc. For instance, Cazenave and Lions [13]
developed a method to prove existence and stability of solitary waves
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when they are minimizers of the energy functional and when a compact-
ness condition on minimizing sequences holds. Using the concentration
compactness principle of Lions [26], they proved that the solution of
(1.1) of the form eiωtΦ(x), ω > 0, and Φ(x) real and positive, is stable
if p < 5 in the following sense, for every ǫ > 0 there exists δ > 0 such
that if u0 ∈ H1(R) satisfies ‖u0 − Φ‖H1(R) < δ, then the solution u(t)
of (1.1) with u(0) = u0 exists for all t and
sup
t∈R
inf
θ∈R
inf
y∈R
‖u(t)− eiθΦ(· − y)‖H1(R) < ǫ.
On the other hand, it was shown that solution of the form eiωtΦ(x) for
the equation (1.1) is unstable for any ω > 0 if p ≥ 5 (see Berestycki and
Cazenave [7] for p > 5, and Weinstein [41] for p = 5). The Cazenave
and Lions method has since been adapted by different authors to prove
existence and stability results of a variety of nonlinear dispersive equa-
tions (see, for example, [2, 3, 9, 14, 31, 33]).
We now present a brief discussion of what is currently known about
the stability of solitary-wave solutions for (1.2). In the special case
p = r = 2q = 4, α = β > −1, and τ = 1, (also known as the symmetric
case), the coupled nonlinear Schro¨odinger system (1.2) is known to have
explicit solitary-wave solutions of the form (see, for example, [30, 40])
(1.9)
(uΩ, vΩ) = (e
i(Ω−σ2)t+iσx+iλ1φΩ(x− 2σt), ei(Ω−σ2)t+iσx+iλ2φΩ(x− 2σt)),
where Ω > 0, σ, λ1, and λ2 are real constants, and
(1.10) φΩ(x) =
√
2Ω
α + 1
sech(
√
Ωx).
This solution describes a 2-component solitary-wave solutions with the
components of equal amplitude. It corresponds to a straight line ω1 =
ω2 in the parameter plane (ω1, ω2) of a general two-parameter family
of solitary waves of (1.2). For this particular form of solitary wave,
stability was proved by Ohta [33]. In [31], the stability result in [33]
was extended to include a more general setting. Namely, when p = r =
2q = 4, and 0 < τ < min{α, β}; or τ > max{α, β} and τ 2 > αβ, they
proved the stability of solitary-wave solutions of the form
uΩ(x, t) = e
i(Ω−σ2)t+iσx+iλ1
√
τ − β
τ 2 − αβφΩ(x− 2σt),
vΩ(x, t) = e
i(Ω−σ2)t+iσx+iλ2
√
τ − α
τ 2 − αβφΩ(x− 2σt),
where Ω > 0, σ, λ1, and λ2 are real constants, and φΩ as defined in
(1.10). In [14] and [16], the stability results were proved by considering
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different variational settings than the one used in [31]. For example,
in [14], the authors considered the variational problem of finding min-
imizers of H subject to one constraint being the sum of L2− norms
of the two components. This variational problem can have different
solitary-wave solutions. In fact, the last two pages of [14] show that in
the case when
α = β =
√
τ − β
τ 2 − αβ and τ <
√
τ − β
τ 2 − αβ ,
the solitary-waves which solve the variational problem in [31] are not
the same as the solitary waves which solve the variational problem in
[14].
In all papers mentioned in the preceding paragraph, the stability
results were proved by using variational methods in which constraint
functionals were not independently chosen. It is not clear whether
the sets of solitary waves obtained from these papers constitute a true
two-parameter family of disjoint sets. To obtain a true two-parameter
family of solitary waves, one has to characterize solitary waves as min-
imizers of the energy functional subject to two independent constraints.
In [3], the authors proved existence of a true two-parameter family of
solitary waves in the context of NLS-KdV system, improving the ex-
istence result obtained previously in [20]. Their method also lead to
the stability property of solitary waves. Recently, following the same
arguments used in [3], Nguyen and Wang [32] proved the stability of a
two-parameter family of solitary waves for the NLS system (1.2) in the
special case p = r = 2q = 4. Here we are able to prove existence and
stability of solitary-wave solutions of (1.2) for all α, β, τ > 0, and for
the range 2 < p, r, 2q < 6. We will follow the arguments used in [3] to
solve a constrained minimization problem. This approach allows us to
obtain existence and stability results concerning a true two-parameter
family of solitary waves with both component positive, i.e., each com-
ponent is of the form eiθtp(x) with θ ∈ R and p(x) a real-valued positive
function in H1(R).
Logically, prior to a discussion of stability in terms of perturbations
of the initial data should be a theory for the initial-valued problem
itself. This issue has been studied in [18] (see also [12]). It is proved
in [18] that for the range 2 < p, r, 2q < 6, for any (u(x, 0), v(x, 0)) ∈
Y, there exists a unique solution (u(x, t), v(x, t)) of one-dimensional
coupled NLS system (1.2) in C(R, Y ) emanating from (u(x, 0), v(x, 0)),
and (u(x, t), v(x, t)) satisfies
Q(u(x, t)) = Q(u(x, 0)), Q(v(x, t)) = Q(v(x, 0)),
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and
H(u(x, t), v(x, t)) = H(u(x, 0), v(x, 0)).
However there are some restriction on the applicable range of p, r, q in
higher dimension (See [18, 12] for more details).
We now describe briefly our results. The existence of solitary waves
is obtained by studying constrained minimization problem and apply-
ing the concentration-compactness lemma of P. L. Lions [26]. More
precisely, for s > 0 and t > 0, we define
(1.11) Σs,t = {(f, g) ∈ Y : Q(f) = s,Q(g) = t} .
and consider the problem of finding minimizers of the functionalH(f, g)
subject to (f, g) ∈ Σs,t. To prevent dichotomy of minimizing sequences
while applying concentration-compactness method, one require to prove
the strict subadditivity of the variational problem with respect to the
constraint parameters. More precisely, we require to prove strict sub-
additivity of the function
(1.12) Θ(s, t) = inf {H(f, g) : (f, g) ∈ Σs,t} .
We establish the strict subadditivity of Θ(s, t) following the ideas and
results contained in [3], which utilize the fact that the H1−norms of
some functions are strictly decreasing when the mass of the functions
are symmetrically rearranged. The set of minimizers, namely
(1.13) Fs,t = {(Φ,Ψ) ∈ Y : H(Φ,Ψ) = Θ(s, t), (Φ,Ψ) ∈ Σs,t} .
is shown to be stable in the sense that a solution which starts near the
set will remain near it for all time. We also consider the question about
the characterization of the set Fs,t.
The following are our existence and stability results.
Theorem 1.1. Suppose α, β, τ > 0 and 2 < p, r, 2q < 6.
(a) The function Θ(s, t) defined in (1.12) is finite, and if {(fn, gn)}
is any sequence in Y such that
(1.14)
lim
n→∞
Q(fn) = s, lim
n→∞
Q(gn) = t, and lim
n→∞
H(fn, gn) = Θ(s, t),
then there exists a subsequence {(fnk , gnk)} and a family {yk} ⊂
R such that {(fnk(· + yk), gnk(· + yk)} converges strongly in Y
to some (Φ,Ψ) in Fs,t. In particular, the set Fs,t is non-empty.
(b) Each pair (Φ,Ψ) ∈ Fs,t is a solution of (1.7) for some ω1 > 0
and ω2 > 0, and thus when inserted into (1.6) yields a two-
parameter solitary-wave solution to the system (1.2).
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(c) For each pair (Φ,Ψ) in Fs,t, there exist numbers θ1, θ2 ∈ R and
functions φ˜ and ψ˜ such that φ˜(x), ψ˜(x) > 0 for all x ∈ R, and
Φ(x) = eiθ1φ˜(x) and Ψ(x) = eiθ2ψ˜(x).
Moreover, the functions Φ and Ψ are infinitely differentiable on
R.
(d) For any s, t > 0, the set Fs,t is stable in the following sense: for
every ǫ > 0, there exists δ > 0 such that if (u0, v0) ∈ Y satisfies
inf{‖(u0, v0)− (Φ,Ψ)‖Y : (Φ,Ψ) ∈ Fs,t} < δ,
and (u(x, t), v(x, t)) is the solution of (1.2) with (u(x, 0), v(x, 0)) =
(u0, v0), then for all t ≥ 0,
inf{‖(u(·, t), v(·, t))− (Φ,Ψ)‖Y : (Φ,Ψ) ∈ Fs,t} < ǫ.
The method presented in this paper should be easily extendable to
versions of (1.2) with combined power-type nonlinearities, such as the
following system of coupled nonlinear Schro¨dinger equations
(1.15)


iut + uxx + α|u|p−2u+
m∑
k=1
τ |v|qk |u|qk−2u = 0
ivt + vxx + β|v|r−2v +
m∑
k=1
τ |u|qk|v|qk−2v = 0.
The global existence of the solutions of this system is studied in [37].
The energy functional K defined by
K(u, v) =
1
2
(|ux|22 + |vx|22)− 1p
(
α|u|pp + β|v|rr + τ
m∑
k=1
|uv|qkqk
)
is conserved for the flow defined by (1.15). The functionals Q(u) and
Q(v) defined above are conserved functionals for (1.15) as well. Our
method can be applied to prove an analogue of Theorem 1.1 concerning
existence and stability results of vector solitary-wave solutions to (1.15)
for all α, β, τ > 0, and all 2 < p, r, 2qk < 6 (k = 1, 2, ..., m).
Notation. For 1 ≤ s ≤ ∞, the space of complex measurable functions
whose s−th power is integrable will be denoted by Ls = Ls(R) and its
standard norm by |f |s ,
|f |s =
(∫ ∞
−∞
|f |s dx
)1/s
for 1 ≤ s <∞
and |f |∞ is the essential supremum of |f | on R. We denote by H1(R)
the Sobolev space of all complex-valued, measurable functions defined
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on R such that both f and f ′ are in L2. The norm ‖.‖1 on H1 is defined
by
‖f‖1 =
(∫ ∞
−∞
(|f |2 + |f ′|2)
)1/2
.
In particular, we use ‖f‖ to denote the L2 norm of a function f. We
define the space Y to be the Cartesian product H1(R) × H1(R), fur-
nished with the norm
‖(f, g)‖2Y = ‖f‖21 + ‖g‖21.
The letter C will denote various positive constants whose exact values
may change from line to line but are not essential in the course of the
analysis.
2. Existence and Stability Results
We assume throughout this paper, unless otherwise stated, that the
assumptions α, β, τ > 0, and 2 < p, r, 2q < 6 hold.
To each minimizing sequence {(fn, gn)} of Θ(s, t), we associate a
sequence of nondecreasing functions Mn : [0,∞)→ [0, s+ t] defined by
Mn(ζ) = sup
y∈R
∫ y+ζ
y−ζ
ρn(x) dx.
where ρn(x) := |fn(x)|2+ |gn(x)|2. An elementary argument (by Helly’s
selection theorem, for example) shows that any uniformly bounded se-
quence of nondecreasing functions on [0,∞) must have a subsequence
which converges pointwise (in fact, uniformly on compact sets) to a
nondecreasing limit function on [0,∞). Thus, Mn(ζ) has such a sub-
sequence (see Lemma 2.1 below), which we again denote by Mn. Let
M(ζ) : [0,∞) → [0, s + t] be the nondecreasing function to which Mn
converges, and define
(2.1) γ = lim
ζ→∞
M(ζ).
Then γ satisfies 0 ≤ γ ≤ s+t. From Lions’ Concentration Compactness
Lemma (see [26]), there are three possibilities for the value of γ that
correspond to three distinct types of limiting behavior of the sequence
ρn(x) as n→∞, which are suggestively labeled by Lions as ‘vanishing’,
‘dichotomy’ and ‘compactness’, respectively:
(a) Case 1 : (Vanishing) γ = 0. Since M(ζ) is non-negative and
nondecreasing, this is equivalent to saying
M(ζ) = lim
n→∞
Mn(ζ) = lim
n→∞
sup
y∈R
∫ y+ζ
y−ζ
ρn(x) dx = 0,
for all ζ <∞, or
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(b) Case 2 : (Dichotomy) γ ∈ (0, s+ t), or
(c) Case 3 : (Compactness) γ = s+ t, that is, there exists {yn} ⊂ R
such that ρn(. + yn) is tight, namely, for all ε > 0, there exists
ζ <∞ such that for all n ∈ N,∫ yn+ζ
yn−ζ
ρn(x)dx ≥ (s+ t)− ε.
The method of concentration compactness , as applied to this situation,
consists of the observation that if γ = s + t, then the minimizing se-
quence {(fn, gn)} has a subsequence which, up to translations in the
underlying spatial domain, converges strongly in Y to an element of
Fs,t. Typically, one proves γ = s+ t by ruling out the other two possib-
ilities. We now give the details of the method, and prove our existence
and stability results.
We first establish some properties of Θ(s, t) and its minimizing se-
quences which are independent of the value γ.
Lemma 2.1. If {(fn, gn)} is a minimizing sequence Θ(s, t), then there
exists constants B > 0 such that
‖fn‖1 + ‖gn‖1 ≤ B for all n.
Moreover, for every s, t > 0, one has −∞ < Θ(s, t) < 0.
Proof. Using the Gagliardo-Nirenberg inequality, we have
(2.2) |fn|pp ≤ C‖fnx‖(p−2)/2 · ‖fn‖(p+2)/2.
Since {(fn, gn)} is a minimizing sequence, both ‖fn‖ and ‖gn‖ are
bounded. Then, from (2.2), we obtain
(2.3) |fn|pp ≤ C‖fnx‖(p−2)/2 ≤ C‖(fn, gn)‖(p−2)/2Y ,
where C denotes various constants which are independent of fn and gn.
Similarly, we have the following estimate
(2.4) |gn|rr ≤ C‖gnx‖(r−2)/2 ≤ C‖(fn, gn)‖(r−2)/2Y .
From Cauchy-Schwartz inequality, we also have
(2.5) |fngn|qq dx ≤
1
2
(|fn|2q2q + |gn|2q2q) ≤ C‖(fn, gn)‖q−1Y .
Now, we write
‖(fn, gn)‖2Y = ‖fn‖21 + ‖gn‖21
= H(fn, gn) +
(
a|fn|pp + b|gn|rr + c|fngn|qq
)
dx+ (s+ t).
Since H(fn, gn) is bounded, we obtain
‖(fn, gn)‖2Y ≤ C
(
1 + ‖(fn, gn)‖(p−2)/2Y + |(fn, gn)‖(r−2)/2Y + ‖(fn, gn)‖q−1Y
)
,
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As the norm of the minimizing sequence {(fn, gn)} is bounded by itself
but with smaller power, the existence of the desired bound B follows.
To see Θ(s, t) > −∞, it suffices to bound H(f, g) from below by a
number which is independent of f and g. Using the estimates (2.3),
(2.4), and (2.5), we obtain for (f, g) ∈ Σs,t,
H(f, g) ≥ ‖fx‖2 + ‖gx‖2 − C‖fx‖(p−2)/2 − C‖gx‖(r−2)/2
− C(‖fx‖q−1 + ‖gx‖q−1),
where C denotes various constants independent of f and g. Let us
define
Z(x, y) = |x|2 + |y|2 − C(|x|(p−2)/2 + |y|(r−2)/2 + |x|q−1 + |y|q−1).
Since 2 < p, r, 2q < 6, we have ̺ := minZ(x, y) > −∞. In particular,
for all (f, g) ∈ Σs,t, we have that
H(f, g) ≥ Z(‖fx‖, ‖gx‖) ≥ ̺ > −∞.
To see that Θ(s, t) < 0, choose (f, g) ∈ Σs,t, and f(x) > 0 and
g(x) > 0 for all x ∈ R. For each θ > 0, the functions fθ(x) = θ1/2f(θx)
and gθ(x) = θ
1/2g(θx) satisfy (fθ, gθ) ∈ Σs,t, and
H(fθ, gθ) =
∫ ∞
−∞
(|fθx|2 + |gθx|2 − a|fθ|p − b|gθ|r − c|fθ|q|gθ|q) dx
≤ θ2
∫ ∞
−∞
(|fx|2 + |gx|2) dx− θq−1
∫ ∞
−∞
c|f |q|g|q dx.
Hence, by taking θ sufficiently small, we get H(fθ, gθ) < 0. 
Lemma 2.2. Let (fn, gn) be a minimizing sequence for Θ(s, t). Then
for all sufficiently large n,
(i) if t > 0 and s ≥ 0, then ∃ δ1 > 0 such that ‖gnx‖ ≥ δ1.
(ii) if s > 0 and t ≥ 0, then ∃ δ2 > 0 such that ‖fnx‖ ≥ δ2.
Proof. Suppose to the contrary that (i) is false. Then, by passing to a
subsequence if necessary, we may assume there exists a minimizing se-
quence for which lim
n→∞
‖gnx‖ = 0. By Gagliardo-Nirenberg inequalities,
it then follows that
lim
n→∞
∫ ∞
−∞
|gn|r dx = 0 and lim
n→∞
∫ ∞
−∞
|fn|q|gn|q dx = 0.
Therefore, we have that
(2.6)
Θ(s, t) = lim
n→∞
H(fn, gn)
= lim
n→∞
∫ ∞
−∞
(|fnx|2 − a|fn|p) dx.
SOLITARY WAVES FOR CNLS SYSTEM WITH POWER NONLINEARITIES 11
Pick any non-negative function ψ such that ‖ψ‖2 = t. For every θ > 0,
the function ψθ(x) = θ
1/2ψ(θx) satisfies ‖ψθ‖2 = t, and hence, for all
n,
Θ(s, t) ≤ H(fn, ψθ).
On the other hand, if we define
(2.7) η = θ2
∫ ∞
−∞
|ψx|2 dx− θ(r−2)/2
∫ ∞
−∞
b|ψ|r dx,
then η < 0 for sufficiently small θ. Then, for all n ∈ N,
Θ(s, t) ≤ H(fn, ψθ)
≤
∫ ∞
−∞
(|fnx|2 − a|fn|p) dx+ η.
Consequently
Θ(s, t) ≤ lim
n→∞
∫ ∞
−∞
(|fnx|2 − a|fn|p) dx+ η,
which contradicts (2.6) and (2.7). The case (ii) can be proved similarly.

Lemma 2.3. Let 1 < α < 5 and β > 0. Define J : H1(R)→ R by
(2.8) J(h(x, t)) =
∫ ∞
−∞
(|hx(x, t)|2 − β|h(x, t)|α+1) dx.
Let s > 0, and let {hn} be any sequence in H1 such that ‖hn‖2 → s
and
lim
n→∞
J(hn) = inf
{
J(h) : h ∈ H1 and ‖h‖2 = s} .
Then there exists a subsequence {hnk}, a family {yk} ⊂ R, and a real
number θ such that e−iθhnk(x + yk) converges strongly in H
1 norm to
hs(x), where
(2.9) hs(x) =
(
λ
β
)1/(α−1)
sech2/(α−1)
(√
λ(α− 1)x
2
)
,
and λ > 0 is chosen so that ‖hs‖2 = s. In particular,
(2.10) J(hs) = inf
{
J(h) : h ∈ H1 and ‖h‖2 = s} .
Proof. The fact that some translated subsequence of hn must converge
strongly in H1 norm can be proved by the use of Cazenave-Lions
method (see, for example, [13, 12]).
Let ϕ ∈ H1 be the limit of the translated subsequence {hnk(x+ y˜k)}
of {hn}. Then the limit function ϕ satisfies
(2.11) J(ϕ) = inf
{
J(h) : h ∈ H1 and ‖h‖2 = s} ,
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and also be a solution of
(2.12) − 2ϕ′′ − (α + 1)βϕα = −2λϕ
for some real number λ. It is well known (see Theorem 8.1.6 of [12])
that the solutions of (2.12) can be described explicitly by
{eiθhs(·+ ys), ys, θ ∈ R}.
Then (2.10) follows from (2.11). Also, if we define yk = y˜k − ys, then
we have that e−iθhnk(x+ yk) converges in H
1 to hs. 
Lemma 2.4. Suppose (fn, gn) is a minimizing sequence for Θ(s, t),
where s > 0 and t > 0. Then there exists δ1 > 0 and δ2 > 0 such that
for all sufficiently large n,
|fnx|22 − a|fn|pp − c|fngn|qq ≤ −δ1, and |gnx|22 − b|gn|rr − c|fngn|qq ≤ −δ2.
Proof. Both inequalities can be proved by using similar arguments. We
only prove the first inequality. Suppose the conclusion is false. Then,
by passing to a subsequence if necessary, we may assume that there
exists a minimizing sequence (fn, gn) for which
(2.13) lim inf
n→∞
(|fnx|22 − a|fn|pp − c|fngn|qq) ≥ 0,
and so
(2.14) Θ(s, t) = lim
n→∞
H(fn, gn) ≥ lim inf
n→∞
∫ ∞
−∞
(|gnx|2 − b|gn|r) dx.
Define J and gt as in Lemma 2.3 with h = g, β = b, and α = r − 1.
Then (2.14) implies that
(2.15) Θ(s, t) ≥ J(gt).
On the other hand, take any f ∈ H1 such that ‖f‖2 = s and
(2.16) |fx|22 − a|f |pp − c|fgt|qq < 0.
To construct such a function f, take an arbitrary smooth, non-negative
function ψ with compact support such that ψ(0) = 1 and ‖ψ‖ = s, and
for θ > 0, define ψθ(x) = θ
1/2ψ(θx). Then, f = ψθ satisfies (2.16) for
sufficiently small θ. Therefore,
(2.17) Θ(s, t) ≤ H(f, gt) ≤ |fx|22 − a|f |pp − c|fgt|qq + J(gt) < J(gt),
which contradicts (2.15), and hence lemma follows. 
Lemma 2.5. H(|f |, |g|) ≤ H(f, g) for all (f, g) ∈ Y .
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Proof. The proof follows from the fact that if f ∈ H1, then |f(x)| is in
H1 and
(2.18)
∫ ∞
−∞
||f |x|2 dx ≤
∫ ∞
−∞
|fx|2 dx.
A proof of (2.18) can be given by working with Fourier transforms of f
and |f | and is easily constructed by adapting the proof of Lemma 3.5
in [4]. 
In the sequel, we denote by e∗(x) the symmetric decreasing rearrange-
ment for a function e : R → [0,∞). We refer the reader to [24] for de-
tails about symmetric decreasing rearrangements. We note here that
if (f, g) ∈ Y, then |f |, |g| ∈ Y, and hence symmetric rearrangements
|f |∗ and |g|∗ of |f | and |g| are well-defined. A basic property about
symmetric decreasing rearrangement is that Lp norms are preserved:
(2.19)
∫ ∞
−∞
(|f |∗)p dx =
∫ ∞
−∞
|f |p dx
Lemma 2.6. H(|f |∗, |g|∗) ≤ H(f, g) for all (f, g) ∈ Y.
Proof. From Theorem 3.4 of [24], we have
(2.20)
∫ ∞
−∞
(|f |∗)q(|g|∗)q dx ≥
∫ ∞
−∞
|f |q|g|q dx.
Lemma 7.17 of [24] implies that
(2.21)
∫ ∞
−∞
|(|f |∗)x|2 dx ≤
∫ ∞
−∞
||f |x|2 dx,
and similarly for g(x). Then, the claim follows by using the facts (2.19),
(2.20), (2.21), and Lemma 2.5. 
The next lemma is one-dimensional version of Proposition 1.4 of [11].
A proof of this lemma is given in [3] (see also [23]).
Lemma 2.7. Suppose u, v : R→ [0,∞) are even, C∞, non-increasing,
and have compact support in R. Let a1 and a2 be real numbers such
that supp(u(x+ a1)) ∩ supp(v(x+ a2)) = ∅, and define
e(x) = u(x+ a1) + v(x+ a2).
Then the derivative (e∗)′ of e∗ (in sense of distribution) is in L2, and
satisfies
(2.22) ‖(e∗)′‖2 ≤ ‖e′‖2 − 3
4
min{‖u′‖2, ‖v′‖2}.
The next lemma proves that Θ(s, t) is subadditive:
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Lemma 2.8. Let s1, s2, t1, t2 ≥ 0 be such that s1 + s2 > 0, t1 + t2 > 0,
s1 + t1 > 0, and s2 + t2 > 0. Then
(2.23) Θ(s1 + s2, t1 + t2) < Θ(s1, t1) + Θ(s2, t2).
Proof. Let i = 1, 2. Then, following closely the arguments used in [3],
we can choose minimizing sequences (f
(i)
n , g
(i)
n ) for Θ(si, ti) such that f
(i)
n
and g
(i)
n are real-valued, non-negative, even, C∞ with compact support
in R, non-increasing on {x : x ≥ 0}, and satisfy (f (i)n , g(i)n ) ∈ Σsi,ti.
Now, for each each n, choose a number xn such that f
(1)
n (x) and
f˜
(2)
n (x) = f
(2)
n (x+ xn) have disjoint support, and g
(1)
n (x) and g˜
(2)
n (x) =
g
(2)
n (x+ xn) have disjoint support. Define
fn =
(
f (1)n + f˜
(2)
n
)∗
and gn =
(
g(1)n + g˜
(2)
n
)∗
.
Then (fn, gn) ∈ Σs1+s2,t1+t2 , and hence,
(2.24) Θ(s1 + s2, t1 + t2) ≤ H(fn, gn).
On the other hand, from Lemma 2.7 we have that
(2.25)∫ ∞
−∞
(
f 2nx + g
2
nx
)
dx ≤
∫ ∞
−∞
(
(f (1)n + f˜
(2)
n )
2
x + (g
(1)
n + g˜
(2)
n )
2
x
)
dx−Kn
=
∫ ∞
−∞
(
(f (1)nx )
2 + (f˜ (2)nx )
2 + (g(1)nx )
2 + (g˜(2)nx )
2
)
dx−Kn,
where
(2.26) Kn =
3
4
(
min
{‖f (1)nx ‖2, ‖f (2)nx ‖2}+min{‖g(1)nx ‖2, ‖g(2)nx‖2}) .
Moreover, from the properties of rearrangements, we have that
(2.27) ∫ ∞
−∞
|fn|p dx =
∫ ∞
−∞
|f (1)n |p dx+
∫ ∞
−∞
|f (2)n |p dx,∫ ∞
−∞
|gn|r dx =
∫ ∞
−∞
|g(1)n |r dx+
∫ ∞
−∞
|g(2)n |r dx,∫ ∞
−∞
|fn|q|gn|q dx ≥
∫ ∞
−∞
|f (1)n |q|g(1)n |q dx+
∫ ∞
−∞
|f (2)n |q|g(2)n |q dx.
Then, (2.24), (2.25) and (2.27) give, for all n,
(2.28)
Θ(s1 + t1, s2 + t2) ≤ H(fn, gn) ≤ H(f (1)n , g(1)n ) +H(f (2)n , g(2)n )−Kn.
Hence, we obtain
(2.29) Θ(s1 + t1, s2 + t2) ≤ Θ(s1, t1) + Θ(s2, t2)− lim inf
n→∞
Kn.
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Since t1 + t2 > 0, we consider the following three cases: (i) t1 > 0 and
t2 > 0; (ii) t1 = 0, t2 > 0, and s2 > 0; and (iii) t1 = 0, t2 > 0, and
s2 = 0.
Case 1: When t1 > 0 and t2 > 0. Lemma 2.2 guarantees that there
exist numbers δ1 > 0 and δ2 > 0 such that for all sufficiently large n,
‖(g(1)n )x‖ ≥ δ1 and ‖(g(2)n )x‖ ≥ δ2.
Let δ = min(δ1, δ2) > 0. Then, (2.26) gives Kn ≥ 3δ/4 for all suffi-
ciently large n. From (2.29) we have
Θ(s1+ t1, s2+ t2) ≤ Θ(s1, t1) +Θ(s2, t2)− 3δ/4 < Θ(s1, t1) +Θ(s2, t2),
as desired.
Case 2: When t1 = 0, t2 > 0, and s2 > 0. Since s1 + t1 > 0, s1 > 0
too. By Lemma 2.2, there exist numbers δ3 > 0 and δ4 > 0 such that
for all sufficiently large n,
‖(f (1)n )x‖ ≥ δ3 and ‖(f (2)n )x‖ ≥ δ4.
Let δ = min(δ3, δ4) > 0. Then, (2.26) gives Kn ≥ 3δ/4 for all suffi-
ciently large n. From (2.29) we have
Θ(s1+ t1, s2+ t2) ≤ Θ(s1, t1) +Θ(s2, t2)− 3δ/4 < Θ(s1, t1) +Θ(s2, t2).
Case 3: When t1 = 0, t2 > 0, and s2 = 0. In this case, we have
Θ(0, t2) = inf
{∫ ∞
−∞
(|gx|2 − b|g|r) dx : g ∈ H1 and ‖g‖2 = t2 > 0
}
and
Θ(s1, 0) = inf
{∫ ∞
−∞
(|fx|2 − a|f |p) dx : f ∈ H1 and ‖f‖2 = s1 > 0
}
.
Lemma 2.3 with h = g, s = t2, β = b, and α = r − 1 implies Θ(0, t2) =
J(gt2). Similarly, let fs1 be such that Θ(s1, 0) = J(fs1). Clearly,∫ ∞
−∞
|fs1|q|gt2 |q dx > 0
and so
Θ(s1, t2) ≤ H(fs1, gt2) = Θ(s1, 0) + Θ(0, t2)− c
∫ ∞
−∞
|fs1|q|gt2|q dx
< Θ(s1, 0) + Θ(0, t2).
This completes the proof of lemma. 
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Lemma 2.9. Suppose γ = s + t and let {(fn, gn)} be a minimizing
sequence for Θ(s, t). Then there exists a sequence of real numbers {yn}
such that
1. for every z < s+ t there exists ζ = ζ(z) such that∫ yn+ζ
yn−ζ
(|fn|2 + |gn|2) dx > z
for all sufficiently large n.
2. the sequence {(wn, zn)} defined by
wn(x) = fn(x+ yn) and zn(x) = gn(x+ yn), x ∈ R,
has a subsequence which converges in Y norm to a function (Φ,Ψ) ∈
Fs,t. In particular, Fs,t is nonempty.
Proof. Since γ = s + t, then, by the definition of γ, there exists ζ0
such that for n sufficiently large, Mn(ζ0) > (s + t)/2. Thus, for each
sufficiently large n, we can find yn such that∫ yn+ζ0
yn−ζ0
(|fn|2 + |gn|2) dx > s+ t
2
.
Now, let z < s + t. Clearly, we may assume z ∈ ( s+t
2
, s + t). Again,
since γ = s+ t, we can find ζ1 = ζ1(z), such that for n sufficiently large,
Mn(ζ1) > z, and so, we can choose y˜n such that∫ y˜n+ζ1
y˜n−ζ1
(|fn|2 + |gn|2) dx > z
for some y˜n ∈ R. Since
∫∞
−∞(|fn|2 + |gn|2) dx = s + t, it follows that
for large n, the intervals [y˜n − ζ1, y˜n + ζ1] and [yn − ζ0, yn + ζ0] must
overlap. Then, by defining ζ = 2ζ1 + ζ0, we have that [yn − ζ, yn + ζ ]
contains [y˜n − ζ1, y˜n + ζ1], and the statement 1 follows.
To prove statement 2, notice first that statement 1 implies that, for
every k ∈ N, there exists ζk ∈ R such that
(2.30)
∫ ζk
−ζk
(|wn|2 + |zn|2) dx > s+ t− 1
k
,
for all sufficiently large n. Since {(wn, zn)} is bounded uniformly in
Y, there exists a subsequence, denoted again by {(wn, zn)}, which con-
verges weakly in Y to a limit (Φ,Ψ) ∈ Y. Then Fatou’s lemma implies
that
‖Φ‖2 + ‖Ψ‖2 ≤ lim inf
n→∞
(‖wn‖2 + ‖zn‖2) = s+ t.
Moreover, for fixed k, (wn, zn) converges weakly inH
1(−ζk, ζk)×H1(−ζk, ζk)
to (Φ,Ψ), and therefore has a subsequence, denoted again by {(wn, zn)},
which converges strongly to (Φ,Ψ) in L2(−ζk, ζk) × L2(−ζk, ζk). By a
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diagonalization argument, we may assume that the subsequence has
this property for every k simultaneously. It then follows from (2.30)
that
‖Φ‖2 + ‖Ψ‖2 ≥
∫ ζk
−ζk
(|Φ|2 + |Ψ|2) dx ≥ s+ t− 1
k
.
Since k was arbitrary, we get
‖Φ‖2 + ‖Ψ‖2 = s+ t,
which implies that (wn, zn) converges strongly to the limit (Φ,Ψ) in
L2 × L2.
Next, observe that
|zn −Ψ|rr ≤ C‖zn −Ψ‖1/r1 ‖zn −Ψ‖(r−1)/r ≤ C‖zn −Ψ|(r−1)/r,
which implies |zn|rr → |Ψ|rr as n→∞. Also,
|wn − Φ|pp ≤ C ‖wn − Φ‖1/p1 ‖wn − Φ‖(p−1)/p ≤ C ‖wn − Φ‖(p−1)/p ,
and hence |wn|pp → |Φ|pp as n→∞. The fact
lim
n→∞
∫ ∞
−∞
|zn|q|wn|q dx =
∫ ∞
−∞
|Ψ|q|Φ|q dx
follows by writing∫ ∞
−∞
(|zn|q|wn|q − |Ψ|q|Φ|q) dx =
∫ ∞
−∞
|zn|q (|wn|q − |Φ|q) dx
+
∫ ∞
−∞
(|zn|q − |Ψ|q)|Φ|q dx
and noting that {(wn, zn)} is bounded in Y. Therefore, by another
application of Fatou’s lemma, we get
(2.31) Θ(s, t) = lim
n→∞
H(wn, zn) ≥ H(Φ,Ψ);
whence H(f, g) = Θ(s, t). Thus (Φ,Ψ) ∈ Fs,t. Finally, since equality
holds in (2.31), one has
lim
n→∞
(‖wnx‖2 + ‖znx‖2) = ‖Φx‖2 + ‖Ψx‖2,
so (wn(x), zn(x)) converges strongly to (Φ,Ψ) in the norm of Y . 
The following result, which we state here without proof, is a special
case of Lemma I.1 of [26]. For a proof, see Lemma 2.13 of [3].
Lemma 2.10. Suppose fn is a bounded sequence in H
1(R) such that,
for some R > 0,
(2.32) lim
n→∞
sup
y∈R
∫ y+R
y−R
f 2n dx = 0.
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Then for every k > 2,
lim
n→∞
|fn|k = 0.
We can now rule out the case of vanishing:
Lemma 2.11. For any minimizing sequence {(fn, gn)} ∈ Y, γ > 0.
Proof. Suppose to contrary that γ = 0. By Lemma 2.1, both {|fn|} and
{|gn|} are bounded sequences in H1. Using Lemma (2.10), for every
k > 2, fn and gn converge to 0 in L
k norm. In particular, |fn|pp → 0
and |gn|rr → 0. Since∫ ∞
−∞
|fn|q|gn|q dx ≤ |fn|q2q|gn|q2q,
it follows also that
lim
n→∞
∫ ∞
−∞
|fn|q|gn|q dx = 0.
Hence
(2.33) Θ(s, t) = lim
n→∞
H(fn, gn) ≥ lim inf
n→∞
∫ ∞
−∞
(|fnx|2 + |gnx|2) dx ≥ 0,
contradicting Lemma 2.1. This proves γ > 0. 
Lemma 2.12. There exist s1 ∈ [0, s] and t1 ∈ [0, t] such that
(2.34) γ = s1 + t1
and
(2.35) Θ(s1, t1) + Θ(s− s1, t− t1) ≤ Θ(s, t).
Proof. Let ǫ be an arbitrary positive number. From the definition of γ,
it follows that for ζ sufficiently large, we have γ−ǫ < M(ζ) ≤M(2ζ) ≤
γ. By taking ζ larger if necessary, we may also assume that 1
ζ
< ǫ. From
the definition of M, we can choose N so large that, for every n ≥ N,
γ − ǫ < Mn(ζ) ≤Mn(2ζ) ≤ γ + ǫ.
Hence, for each n ≥ N, we can find yn such that
(2.36)∫ yn+ζ
yn−ζ
(|fn|2 + |gn|2) dx > γ − ǫ and
∫ yn+2ζ
yn−2ζ
(|fn|2 + |gn|2) dx < γ + ǫ.
Now choose smooth functions ρ and σ on R such that ρ2 + σ2 = 1 on
R, and ρ is identically 1 on [−1, 1] and has support in [−2, 2]. Set, for
ζ > 0,
ρζ(x) = ρ(x/ζ) and σζ(x) = σ(x/ζ).
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From the definition of γ, it follows that for given ǫ > 0, there exist
ζ > 0 and a sequence yn such that, after passing to a subsequence, the
functions defined by
(f (1)n (x), g
(1)
n (x)) = ρζ(x− yn)(fn(x), gn(x))
and
(f (2)n (x), g
(2)
n (x)) = σζ(x− yn)(fn(x), gn(x))
satisfy
‖f (1)n ‖2 → s1, ‖g(1)n ‖2 → t1, ‖f (2)n ‖2 → s− s1, and ‖g(2)n ‖2 → t− t1,
as n→∞. Now
s1 + t1 = lim
n→∞
∫ ∞
−∞
(|f (1)n |2 + |g(1)n |2) dx = lim
n→∞
∫ ∞
−∞
ρζ(|fn|2 + |gn|2) dx.
From (2.36), it follows that, for every n ∈ N,
γ − ǫ <
∫ ∞
−∞
ρζ(|fn|2 + |gn|2) dx < γ + ǫ.
Hence |(s1 + t1)− γ| < ǫ. We claim that for all n,
(2.37) H(f (1)n , g
(1)
n ) +H(f
(2)
n , g
(2)
n ) ≤ H(fn, gn) + Cǫ
To see (2.37), we write
H(f (1)n , g
(1)
n ) =
∫ ∞
−∞
ρ2ζ
(
(|fnx|2 + |gnx|2)− (a|fn|p + b|gn|r + c|fngn|q)
)
dx
+
∫ ∞
−∞
(
a(ρ2ζ − ρpζ)|fn|p + b(ρ2ζ − ρrζ)|gn|r + c(ρ2ζ − ρ2qζ )|fn|q|gn|q
)
dx
+
∫ ∞
−∞
((
ρ′ζ
)2 (|fn|2 + |gn|2)+ 2ρ′ζρζ (Re(fn(f¯n)x + Re(gn(g¯n)x)) dx.
and observe that the last two integrals on the right hand side can be
made arbitrarily uniformly small by taking ζ sufficiently large. Simil-
arly, we can estimate for H(f
(2)
n , g
(2)
n ). Then, (2.37) follows by adding
these two estimates, because ρ2ζ + σ
2
ζ = 1.
Now, if s1, t1, s−s1, and t− t1 are all positive, then the claim follows
by re-scaling f
(i)
n and g
(i)
n (i = 1, 2). Indeed, let
αn =
√
s1
‖f (1)n ‖
, βn =
√
t1
‖g(1)n ‖
, γn =
√
s− s1
‖f (2)n ‖
, θn =
√
t− t1
‖g(2)n ‖
,
which gives
(αnf
(1)
n , βng
(1)
n ) ∈ Σs1,t1 and (γnf (2)n , θng(2)n ) ∈ Σs−s1,t−t1 .
As all the scaling factors tend to 1 as n→∞,
lim inf
n→∞
(
H(f (1)n , g
(1)
n ) +H(f
(2)
n , g
(2)
n )
) ≥ Θ(s1, t1) + Θ(s− s1, t− t1).
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If s1 = 0 and t1 > 0, then we have
lim
n→∞
H(f (1)n , g
(1)
n ) = lim
n→∞
∫ ∞
−∞
(|(f (1)n )x|2 + |(g(1)n )x|2 − b|g(1)n |r) dx
≥ lim inf
n→∞
∫ ∞
−∞
(|(g(1)n )x|2 − b|g(1)n |r) dx ≥ Θ(0, t1).
Similar estimates hold if t1, s− s1, or t− t1 are zero. Thus, in all the
cases we have that the limit inferior as n→∞ of the left hand side of
(2.37) ≥ Θ(s1, t1) + Θ(s− s1, t− t1). Consequently,
Θ(s1, t1) + Θ(s− s1, t− t1) ≤ Θ(s, t) + Cǫ,
which proves the lemma, as ǫ is arbitrary.

The following lemma rules out the possibility of dichotomy of min-
imizing sequences:
Lemma 2.13. For every minimizing sequence, one has γ 6∈ (0, s+ t).
Proof. Suppose to the contrary that γ satisfies 0 < γ < s + t. Let s1
and t1 be as in Lemma 2.12, and let s2 = s− s1 and t2 = t− t1. Then
s2 + t2 = (s + t) − γ > 0, and also s1 + t1 = γ > 0. Furthermore,
s1 + s2 = s > 0 and t1 + t2 = t > 0. Therefore Lemma 2.8 implies
that that (2.23) holds. But this contradicts (2.35) and thus, lemma
follows. 
Thus all the preliminaries for the proofs of Theorem 1.1 have been es-
tablished. We are now able to prove statements (a)-(d) of Theorem 1.1.
Proof of Theorem 1.1. From Lemmas 2.11 and 2.13, it follows that
every minimizing sequence must be compact, i.e., γ = s + t. Then
the statement (a) of the Theorem 1.1 follows from Lemma 2.9.
To see the validity of statement (b), notice that (Φ,Ψ) is in the
minimizing set Fs,t for Θ(s, t), and so minimizes H(u, v) subject to
Q(u) and Q(v) being held constant, the Lagrange multiplier principle
asserts that there exist real numbers ω1 and ω2 such that
(2.38) δH(Φ,Ψ) + ω1δQ(Φ) + ω2δQ(Ψ) = 0,
where δ denotes the Fre´chet derivative. Computing the associated
Fre´chet derivatives we see that the equations
(2.39)
{ −Φ′′ + ω1Φ = α|Φ|p−2Φ + τ |Ψ|q|Φ|q−2Φ,
−Ψ′′ + ω2Ψ = β|Ψ|r−2Ψ+ τ |Φ|q|Ψ|q−2Ψ,
hold, at least in the sense of distributions. A straightforward boot-
strapping argument (cf. Lemma 1.3 of [38]) shows that distributional
solutions are also classical solutions.
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Multiplying the first equation in (2.39) by Φ¯ and the second equation
by Ψ¯, and integrating over R, we obtain
(2.40)∫ ∞
−∞
(|Φ′|2 − α|Φ|p − τ |Φ|q|Ψ|q) dx = −ω1
∫ ∞
−∞
|Φ|2 dx = −ω1s,∫ ∞
−∞
(|Ψ′|2 − β|Ψ|r − τ |Φ|q|Ψ|q) dx = −ω2
∫ ∞
−∞
|Ψ|2 dx = −ω2t.
From Lemma 2.4, applied to (fn, gn) = (Φ,Ψ), we have that ω1, ω2 > 0.
This proves assertion (b) of Theorem 1.1.
We now prove statement (c) of Theorem 1.1. We write
Φ(x) = eiθ1(x) |Φ(x)| and Ψ(x) = eiθ2(x) |Ψ(x)| ,
where θ1, θ2 : R → R. Define φ˜(x) = |Φ(x)| and ψ˜(x) = |Ψ(x)| . Note
that (φ˜, ψ˜) is also in Fs,t, as follows from Lemma 2.5. Therefore, (φ˜, ψ˜)
satisfies the Lagrange multiplier equations
(2.41)
{ −φ˜′′ + ω1φ˜ = α|φ˜|p−2φ˜+ τ |ψ˜|q|φ˜|q−2φ˜,
−ψ˜′′ + ω2ψ˜ = β|ψ˜|r−2ψ˜ + τ |φ˜|q|ψ˜|q−2ψ˜,
(The Lagrange multipliers are determined by the equation (2.40) and
this equation stay same when (Φ,Ψ) is replaced by (φ˜, ψ˜), and hence
the Lagrange multipliers are unchanged.) We compute
(2.42)
Φ′′ = eiθ1
(
ω1φ˜− α|φ˜|p−2φ˜− τ |ψ˜|q|φ˜|q−2φ˜− (θ′1)2φ˜+ 2iθ′1φ˜′ + iθ′′1 φ˜
)
.
On the other hand, from the first equation of (2.39), we have that
(2.43) Φ′′ = eiθ1
(
ω1φ˜− α|φ˜|p−2φ˜− τ |ψ˜|q|φ˜|q−2φ˜
)
.
From (2.42) and (2.43) , we obtain
(θ′1(x))
2φ˜(x)− 2iθ′1(x)φ˜′(x)− iθ′′1(x)φ˜(x) = 0.
Equating the real part of the last equation, we conclude that θ′1(x) = 0,
and hence θ1(x) is constant. Similarly, θ1(x) is constant.
Next, for any ξ > 0, define the function Kξ(x) by
Kξ(x) =
1
2
√
ξ
e−
√
ξ|x|.
A calculation using Fourier transform shows that the operators ω1−∂xx
and ω2−∂xx appearing in (2.41) are invertible onH1, with inverse given
by convolution with the functions Kω1 and Kω2 respectively. Then, the
Lagrange multiplier equations associated with (φ˜, ψ˜) can be written as
φ˜ = Kω1⋆
(
α|φ˜|p−2φ˜+ τ |ψ˜|q|φ˜|q−2φ˜
)
, ψ˜ = Kω2⋆
(
β|ψ˜|r−2ψ˜ + τ |φ˜|q|ψ˜|q−2ψ˜
)
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Since the convolutions of Kω1 and Kω2 with functions that are every-
where non-negative and not identically zero must produce everywhere
positive functions, it follows that φ˜(x) > 0 and ψ˜(x) > 0 for all x ∈ R.
This completes proof of statement Theorem 1.1(c).
It remains to prove part (d) of Theorem 1.1. Suppose to the contrary
that Fs,t is unstable. Then there exist a number ǫ > 0, a sequence of
times tn, and a sequence (un(x, 0), vn(x, 0)) in Y such that for all n,
(2.44) inf{‖(un(x, 0), vn(x, 0))− (Φ,Ψ)‖Y : (Φ,Ψ) ∈ Fs,t} < 1
n
;
and
(2.45) inf{‖(un(·, tn), vn(·, tn)− (Φ,Ψ)‖Y : (Φ,Ψ) ∈ Fs,t} ≥ ǫ,
where (un(x, t), vn(x, t)) solves (1.2) with initial data (un(x, 0), vn(x, 0)).
From (2.44) and the continuity of the functionals H and Q, we have
(2.46)
lim
n→∞
H(un(x, 0), vn(x, 0)) = Θ(s, t),
lim
n→∞
Q(un(x, 0)) = s,
lim
n→∞
Q(vn(x, 0)) = t.
Denote Rn = un(·, tn) and Sn = vn(·, tn). Since H(u, v) and Q(u) are
conserved quantities, then (2.46) implies
lim
n→∞
H(Rn, Sn) = Θ(s, t),
lim
n→∞
Q(Rn) = s,
lim
n→∞
Q(Sn) = t.
Therefore {(Rn, Sn)} is a minimizing sequence for Θ(s, t). Now, by
the first part of Theorem 1.1, there exists a subsequence {(Rnk , Snk)},
{yk} ⊂ R, and a pair (Φ,Ψ) ∈ Fs,t such that
(2.47) lim
k→∞
‖(Rnk(·+ yk), Snk(·+ yk))− (Φ,Ψ)‖Y = 0.
Then, for some sufficiently large k,
‖(Rnk(·+ yk), Snk(·+ yk))− (Φ,Ψ)‖Y < ǫ,
and hence
(2.48) ‖(Rnk , Snk)− (Φ(· − yk),Ψ(· − yk))‖Y < ǫ.
Since Fs,t is invariant under translations, (Φ(· − yk),Ψ(· − yk)) belongs
to Fs,t, contradicting (2.45), and hence the minimizing set Fs,t must
be stable. 
SOLITARY WAVES FOR CNLS SYSTEM WITH POWER NONLINEARITIES 23
References
[1] G. P. Agrawal, Solitons and Nonlinear Wave Equations, Academic Press, (2001).
[2] J. Albert and J. Angulo, Existence and stability of ground-state solutions of a
Schro¨dinger-KdV system, Proc. R. Soc. of Edinburgh A 133, 987-1029 (2003)
[3] J. Albert and S. Bhattarai, Existence and stability of a two-parameter family
of solitary waves for an NLS-KdV system, Adv. Differential Eqs., 18, 1129-1164
(2013).
[4] J. Albert, J. Bona and J.-C Saut, Model equations for waves in stratified fluids,
Proc. Royal Soc. Edinburg, Sect. A 453, 1233-1260 (1997).
[5] A. Ambrosetti and E. Colorado, Bound and ground states of coupled nonlinear
Schro¨dinger equations, C. R. Math. Acad. Sci. Paris 342, 453-458 (2006)
[6] T. B. Benjamin, The stability of solitary waves, Proc. Roy. Soc. London Ser. A,
328, 153-183 (1972).
[7] H. Berestycki and T. Cazenave, Instabilite´ des e´tats stationnaires dans les
e´quations de Schro¨dinger et de Klein-Gordon non line´aires, C.R. Acad. Sci.
Paris., 293, 489-492 (1981).
[8] A. L. Berkhoer and V. E. Zakharov, Self exitation of waves with different po-
larizations in nonlinear media, Soviet Phys. JETP, 31, 486-490 (1970).
[9] S. Bhattarai, Solitary waves and a stability analysis for an equation of short
and long dispersive waves, Nonlinear Anal. 75, 6506 - 6519 (2012).
[10] J. Bona, On the stability theory of solitary waves, Proc. Roy. Soc. London Ser.
A 344, 363-374 (1975).
[11] J. Byeon, Effect of symmetry to the structure of positive solutions in nonlinear
elliptic problems, J. Differ. Equations, 163, 429-474 (2000).
[12] T. Cazenave, Semilinear Schro¨dinger equations, AMS-Courant Lect. Notes, 10
(2003).
[13] T. Cazenave and P. L. Lions, Orbital stability of standing waves for some
nonlinear Schro¨dinger equations, Comm. Math. Phys., 85, 549 - 561 (1982).
[14] R. Cipolatti and W. Zumpichiatti, Orbitally stable standing waves for a sys-
tem of coupled nonlinear Schro¨dinger equations, Nonlinear Anal., 42, 445-461
(2000).
[15] F. Dalfovo, S. Giorgini, L. P. Pitaevskii, and S. Stringari, Theory of Bose-
Einstein condensation in trapped gases, Rev. Mod. Phys. 71, 463-512 (1999).
[16] D.G. de Figueiredo and O. Lopes, Solitary waves for some nonlinear
Schro¨dinger systems, Ann. Inst. H. Poincare Anal. Non Linearaire, 25, 149-161
(2008).
[17] C. M. de Sterke and J. E. Sipe, Envelope-function approach for the electro-
dynamics of nonlinear periodic structures, Phys. Rev. A 38, 5149-5165 (1988).
[18] B. Deconinck, N.V. Nguyen, N. Sheils, and R.-S. Tian, Global existence for
a system of Schro¨dinger equations with power-type nonlinearities, Jour. Math.
Phys., 54, 011503 (2013).
[19] S. O. Demokritov, B. Hillebrands, and A. N. Slavin, Brillouin light scattering
studies of confined spin waves: linear and nonlinear confinement, Phys. Rep.,
348, 441-489 (2001).
[20] J.-P. Dias, M. Figueira, and F. Oliveira, Well-posedness and existence of bound
states for a coupled Schro¨dinger-gKdV system, Nonlinear Anal. 73, 2686-2698
(2010).
24 SANTOSH BHATTARAI
[21] R. K. Dodd, J. C. Eilbeck, J. D. Gibbon, and H. C. Morris, Solitons and
Nonlinear Wave Equations, Academic Press Inc., London, (1982).
[22] B.D. Esry, C.H. Greene, J.N. Burke, and J.L.Bhon, Hartree-Fock Theory for
Double Condensates, Phys. Rev. Lett. 78, 3594-3597 (1997).
[23] D. Garrisi, On the orbital stability of standing-waves pair solutions of a coupled
non-linear Klein-Gordon equation, Adv. Nonlinear Stud., 12 (2012), 639-658.
[24] E. H. Lieb and M. Loss, Analysis, 2nd ed., AMS-Grad. Stud. in Math., 14
(2001).
[25] T.-C. Lin and J. Wei, Ground state of N coupled nonlinear Schro¨dinger equa-
tions in Rn, n ≤ 3, Comm. Math. Phys. 255, 629-653 (2005).
[26] P. L. Lions, The concentration-compactness principle in the calculus of vari-
ations. The locally compact case, Part 1 and 2, Ann. Inst. H. Poincare´ Analyse
Non Line´aire, 1, 109-145, 223–283 (1984).
[27] L. A. Maia, E. Montefusco, and B. Pellacci, Positive solutions for a weakly
coupled nonlinear Schro¨dinger system, J. Differential Equations 229, 743-767
(2006).
[28] R. Mandel, Minimal energy solutions for repulsive nonlinear Schro¨dinger sys-
tems, J. Differential Equations 257, 450-468 (2014).
[29] C. R. Menyuk, Nonlinear pulse propagation in birefringence optical fiber, IEEE
J. Quantum Electron, 23, 174-176 (1987).
[30] G. K. Newbould, D. F. Parker and T.R. Faulkner, Coupled nonlinear
Schro¨dinger equations arising in the study of monomode step-index optical
fibers, J. Math. Phys., 30, 930-936 (1989).
[31] N. V. Nguyen and Z-Q. Wang, Orbital stability of solitary waves for a nonlinear
Schrodinger system, Adv. in Differential Eqs, 16, No 9-10, 977-1000 (2011).
[32] N. V. Nguyen and Z-Q. Wang, Existence and stability of a two-parameter
family of solitary waves for a 2-coupled nonlinear Schro¨dinger system, preprint.
[33] M. Ohta, Stability of solitary waves for coupled nonlinear Schro¨dinger equa-
tions, Nonlinear Anal, 26, 933-939 (1996).
[34] G. J. Roskes, Some nonlinear multiphase interactions, Stud. Appl. Math., 55,
231 (1976).
[35] Z. Shi and J. Yang, Solitary waves bifurcated from Bloch-band edges in two-
dimensional periodic media, Phys. Rev. E 75, 056602 (2007).
[36] B. Sirakov, Least energy solitary waves for a system of nonlinear Schro¨dinger
equations in Rn, Comm. Math. Phys. 271, 199-221 (2007).
[37] X. Song, Sharp thresholds of global existence and blowup for a system of
Schro¨dinger equations with combined power-type nonlinearities, Jour. Math.
Phys., 51, 033509 (2010).
[38] T. Tao, Nonlinear Dispersive Equations: Local and Global Analysis, AMS-
CBMS, 106 (2006).
[39] J. Yang, Multiple permanent-wave trains in nonlinear systems, Stud. Appl.
Math., 100, 127 (1998).
[40] M. Wadati, T. Iizuka, and M. Hisakado, A Coupled Nonlinear Schro¨dinger
Equation and Optical Solitons, J. Phys. Soc. Japan, 61, 2241 (1992).
[41] M. I. Weinstein, Nonlinear Schro¨dinger equations and sharp interpolation es-
timates, Commun. Math. Phys., 87, 567-576 (1983).
[42] V. E. Zakharov and E. A. Kuznetsov, Hamiltonian formalism for nonlinear
waves, Sov. Phys. Uspekhi, 40, 1087-1116 (1997).
SOLITARY WAVES FOR CNLS SYSTEM WITH POWER NONLINEARITIES 25
Trocaire College, 360 Choate Ave, Buffalo, NY 14220 USA
E-mail address : sntbhattarai@gmail.com, bhattarais@trocaire.edu
