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Abstract
A new explicit stochastic Runge–Kutta scheme of weak order 2 is proposed for non-commutative stochastic differential equations
(SDEs), which is derivative-free and which attains order 4 for ordinary differential equations. The scheme is directly applicable to
Stratonovich SDEs and uses 2m − 1 random variables for one step in the m-dimensional Wiener process case. It is compared with
other derivative-free and weak second-order schemes in numerical experiments.
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1. Introduction
As the importance of stochastic differential equations (SDEs) increases, numerical methods for SDEs get studied
more by many researchers. Especially, many numerical methods in the weak sense have been recently proposed for
multi-dimensional SDEs with multiplicative noise in the multi-dimensional Wiener process case, whereas counterparts
in the strong sense have been enormously developed in the last 10 years [3].
Among such weak methods, we are concerned with derivative-free methods. Let us introduce results concerning
such methods, which attain weak order 2 at least. Kloeden and Platen [7,12] have proposed derivative-free schemes by
replacing necessary derivatives with ﬁnite differences. Tocino and Vigo–Aguiar [18] have also proposed one of them
as an example in their Runge–Kutta family. Rößler [13,14] has proposed other derivative-free schemes by assuming a
commutativity condition [1,16], which means
g(1)j (y)gl (y) = g(1)l (y)gj (y) (∀y ∈ Rd , 1j, lm, j = l)
in (1). Here, g(1)j or g(1)l denotes the derivative of gj or gl , respectively. On the other hand, Talay and Tubaro [17] have
proposed the extrapolation method for SDEs. This method also makes it possible to obtain an approximate solution
without using any derivative.
Komori [8] has also proposed a new stochastic Runge–Kutta (SRK) family and developed Butcher’s rooted tree
analysis [4,6] (which is for ordinary differential equations (ODEs)) to derive weak order conditions for the new family
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transparently. Then, utilizing the analysis, he [9] has proposed a new explicit SRK scheme of weak order 2, which is
derivative-free and which attains order 4 for ODEs, under the commutativity condition.
In [8,13,15,18], it has been shown that each SRK family includes the scheme proposed by Platen, its counterpart or
its derivations when the commutativity condition is not satisﬁed. It, however, still remains to ﬁnd a solution of the order
conditions of an SRK family in order to obtain another new scheme. Therefore, we aim at solving the order conditions
of our SRK family and deriving a new explicit SRK scheme of weak order 2 for non-commutative SDEs. The new
scheme will become a piece of evidence that our SRK family is sufﬁciently general to provide other new schemes.
The present paper is organized as follows. In the next section we will give a brief introduction of our SRK family as
well as the expression of its order conditions with rooted trees. In Section 3 we will ﬁnd a solution of them after giving
simplifying assumptions, and give some numerical experiments in the non-commutative case. Lastly, we will give the
summary.
2. SRK family
In this section we give a brief introduction to an SRK family proposed in [8] and an expression of weak order
conditions for it. Although the family in [8] includes stochastic Rosenbrock–Wanner methods [10], to save space and
to devote ourselves to SRK methods, we deal with a speciﬁc formulation for it.
2.1. Weak order
First of all, we introduce the deﬁnition of weak (global) order. Let n be an equidistant grid point nh (n=0, 1, . . . ,M)
with step size h def= Tend/M < 1 (M is a natural number) and yn a discrete approximation to the solution y(n) of the
d-dimensional stochastic integral equation
y(t) = x0 +
∫ t
0
g0(y(s)) ds +
m∑
j=1
∫ t
0
gj (y(s)) ◦ dWj(s), 0 tTend, (1)
where Wj(s) is a scalar Wiener process and ◦ means the Stratonovich formulation. The initial approximate random
variable y0 is supposed to have the same probability law with all moments ﬁnite as that of x0. In addition, let CLP (R
d ,R)
be the totality of L times continuously differentiable R-valued functions on Rd , all of whose partial derivatives of order
less than or equal to L have polynomial growth. Then, the deﬁnition of weak order is given as follows [2].
Deﬁnition 1. Suppose that a discrete approximation yM is given by a scheme. Then, we say that the scheme is of weak
(global) order q if for each G ∈ C2(q+1)P (Rd ,R), C > 0 (independent of h) and > 0 exist such that
|E[G(y(M))] − E[G(yM)]|Chq, h ∈ (0, ).
In order to obtain an approximate solution yn+1 of the solution y(tn+1) when yn is given, we consider the SRK family
given by
yn+1 = yn +
s∑
i=1
m∑
ja,jb=0
c
(ja,jb)
i Y
(ja,jb)
i ,
Y(ja,jb)ia = ˜
(ja,jb)
ia
gjb
⎛
⎝yn +
s∑
ib=1
m∑
jc,jd=0
(ja,jb,jc,jd )iaib Y
(jc,jd )
ib
⎞
⎠ (2)
(1 ias, 0ja, jbm), where the constants c(ja,jb)i and (ja,jb,jc,jd )iaib are deﬁned by the Butcher tableau and where
each ˜(ja,jb)ia is a random variable independent of yn and satisﬁes
E
[
(˜(ja,jb)ia )
2k
]
=
{
K1h2k (jb = 0),
K2hk (jb = 0)
160 Y. Komori / Journal of Computational and Applied Mathematics 206 (2007) 158–173
Fig. 1. Examples of MRTs.
for constants K1, K2 and k = 1, 2, . . . . Note that its generalized formulation in [8] includes stochastic Rosenbrock–
Wanner methods [10], but this speciﬁc formulation does not include them any more.
2.2. Weak order conditions by multi-colored rooted trees
In this subsection we express weak order conditions by multi-colored rooted trees (MRTs). As preliminaries, we
introduce several notations and deﬁnitions.
First, we introduce the MRT and a function on its set.
Deﬁnition 2 (MRT). An MRT with a root (colored with a label j from 0 to m) is a tree recursively deﬁned in the
following manner:
(1) (j) is the primitive tree having only a vertex .
(2) If t1, . . . , tk are MRTs, then [t1, . . . , tk](j) is also an MRT with the root .
The totality of MRTs is denoted by T. Examples of MRTs are indicated in Fig. 1.
Deﬁnition 3 (Elementary weight (t) on T). An elementary weight of t ∈ T is given recursively as follows:
((j); s) =
∫ s
n
◦dWj(s1), (t; s) =
∫ s
n
k∏
i=1
(ti; s1) ◦ dWj(s1) for t = [t1, . . . , tk](j),
where ◦dW0(s1) def= ds1.
For ease of notation we will denote (t; n+1) by (t).
Next, we introduce another function to relate T to the formula parameters of (2).
Deﬁnition 4 (Elementary numerical weight ˜(t) on T ). Let s be the stage number of (2) and m the maximum value
of the range of values of the index ja or jb in (2). An elementary numerical weight of t ∈ T is given in the following
manner:
(i) Trace the vertices of t in the direction from the root to upper vertices. Then, for the root vertex, prepare indices i1
and j ′1 and set  = c
(j ′1,j)
i1
˜
(j ′1,j)
i1
if the color is j. For each vertex except the root vertex, prepare new indices ik+1
and j ′k+1, multiply  by 
(j ′k,j,j ′k+1,l)
ikik+1 ˜
(j ′k+1,l)
ik+1 if the color is l, and reset  by it, where ik and j
′
k mean the indices
for the parent vertex and where j means the color of the parent vertex.
(ii) Deﬁne ˜(t) by the summation of  over i· from 1 to s and over j ′· from 0 to m.
For example,
˜ =
s∑
i1,i2,i3=1
m∑
j ′1,j ′2,j ′3=0
c
(j ′1,j)
i1
˜
(j ′1,j)
i1

(j ′1,j,j ′2,0)
i1i2
˜
(j ′2,0)
i2

(j ′1,j,j ′3,l)
i1i3
˜
(j ′3,l)
i3
.
Although ˜ is deﬁned by means of a calculation procedure, note that it corresponds to the ((m + 1)s + 1)st element
of ¯ deﬁned in [8].
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Now, we can give weak order conditions. Let (t) be the number of vertices of t ∈ T and r(t) the number of
vertices of t with the color 0, and suppose that any component of gj belongs to C
2(q+1)
P (R
d ,R) (0jm) and the
regularity of the time discrete approximation is satisﬁed [7,8]. In addition, if the following are satisﬁed, the time discrete
approximation yM converges to the y(M) with weak (global) order q as h → 0:
E
⎡
⎣ L∏
j=1
˜(tj )
⎤
⎦= E
⎡
⎣ L∏
j=1
(tj )
⎤
⎦ (3)
for any t1, . . . , tL ∈ T (1L2q) satisfying ∑Lj=1 ((tj ) + r(tj ))2q and
E[˜(t)] = 0 (4)
for any t ∈ T satisfying (t) + r(t) = 2q + 1 [8].
Finally, we explain how to obtain the expectations of both sides of (3). For this, let us give another symbolic
representation of all MRTs by using a non-associative product of MRTs [4, p. 124], that is, t1 · t2 is deﬁned to be an
MRT generated by grafting t2 to the root of t1. With this representation, we obtain the following relationships concerning
 [8]: for ∀t1, t2 ∈ T
(t1)(t2) = (t1 · t2) + (t2 · t1)
and for t = [t1, t2, . . . , tk]
(t) = ([t1, t2, . . . , ta−1, ta · tb, ta+1, . . . , tb−1, tb+1, . . . , tk])
+ ([t1, t2, . . . , ta−1, ta+1, . . . , tb−1, tb · ta, tb+1, . . . , tk]),
where ta, tb can be arbitrarily chosen from t1, t2, . . . , tk since ([t1, t2, . . . , tk]) does not depend on what order
t1, t2, . . . , tk are arranged in.
By repeatedly applying these, we can expand the right-hand side of (3) to the sum of the expectations of ele-
mentary weights for MRTs whose each vertex has no more than one branch. Moreover, for such MRTs, the fol-
lowing holds [8]: for t = [· · · [· · · [(jK)](jK−1) · · · ](jk) · · · ](j1), where K, k stand for positive integers
and K >k1,
E[(t)] = 12E[([· · · [[[· · · [(jK)](jK−1) · · · ](jk+2)](0)](jk−1) · · · ](j1))]
if j1 = · · · = jk−1 = 0 and jk = jk+1 = 0, or E[(t)] = 0 if j1 = · · · = jk−1 = 0, jk = 0 and jk+1 = jk . Consequently,
by repeatedly applying this we can see that
• the right-hand side of (3) vanishes if t1, t2, . . . , tL totally have the odd number of vertices who are of the same color
j (= 0),
• if the right-hand side of (3) does not vanish, it is given by elementary weights for MRTs whose each vertex has no
more than one branch and all whose vertices are colored with 0.
Here, note that the elementary weights of MRTs all whose vertices are colored with 0 are no longer stochastic.
All we should do to obtain
∏L
j=1 ˜(tj ) in the left-hand side of (3) is
(i) to perform (i) in Deﬁnition 4 for each of t1, t2, . . . , tL while varying indexes,
(ii) to multiply all ’s for t1, t2, . . . , tL and sum it over i· from 1 to s and over j ′· from 0 to m.
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If L = 2, t1 = (0) and t2 = [(j)](j), for example,
E
[

( )

( )]
= E
[

( )]
+ E
[

( )]
= 12
( )
+ E
[

( )]
+ E
[

( )]
= 
( )
= h
2
2
,
whereas
E
[
˜
( )
˜
( )]
= E
⎡
⎣ s∑
i1,i2,i3=1
m∑
j ′1,j ′2,j ′3=0
c
(j ′1,0)
i1
˜
(j ′1,0)
i1
c
(j ′2,j)
i2
˜
(j ′2,j)
i2

(j ′2,j,j ′3,j)
i2i3
˜
(j ′3,j)
i3
⎤
⎦
=
s∑
i1,i2,i3=1
m∑
j ′1,j ′2,j ′3=0
c
(j ′1,0)
i1
c
(j ′2,j)
i2

(j ′2,j,j ′3,j)
i2i3
E
[
˜
(j ′1,0)
i1
˜
(j ′2,j)
i2
˜
(j ′3,j)
i3
]
.
3. Solution of order conditions
In the previous section we have shown the order conditions with MRTs. In this section we will ﬁnd a solution of
them for weak order 2 in the non-commutative case.
3.1. Simplifying assumption
As seen in (3) and (4), the conditions for weak order are generally given in the form of expectations. By replacing
expectations with monomials for trees which have only a few vertices, however, we can reduce the number of the order
conditions to solve. For (0), (j), [(j)](j), [(j)](0), [(0)](j), [(l)](j) and [(j)](l)(0<j < l), let us assume that the
following equations hold (simplifying assumptions):
∑
c
(j ′1,0)
i1
˜
(j ′1,0)
i1
= h,
∑
c
(j ′1,j)
i1
˜
(j ′1,j)
i1
= Wj , (5)
∑
c
(j ′1,j)
i1
˜
(j ′1,j)
i1

(j ′1,j,j ′2,j)
i1i2
˜
(j ′2,j)
i2
= (Wj)
2
2
,
∑
c
(j ′1,0)
i1
˜
(j ′1,0)
i1

(j ′1,0,j ′2,j)
i1i2
˜
(j ′2,j)
i2
=
∑
c
(j ′1,j)
i1
˜
(j ′1,j)
i1

(j ′1,j,j ′2,0)
i1i2
˜
(j ′2,0)
i2
= hWj
2
,
∑
c
(j ′1,j)
i1
˜
(j ′1,j)
i1

(j ′1,j,j ′2,l)
i1i2
˜
(j ′2,l)
i2
= Wj(Wl + W˜l)
2
(0<j < l), (6)
∑
c
(j ′1,l)
i1
˜
(j ′1,l)
i1

(j ′1,l,j ′2,j)
i1i2
˜
(j ′2,j)
i2
= Wj(Wl − W˜l)
2
(0<j < l), (7)
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Table 1
Order conditions satisﬁed by the simplifying assumptions
t Order condition
(0) E[˜(t)] = h, E[{˜(t)}2] = h2, E[˜(t){˜((j))}2] = h2
(j) E[{˜(t)}2] = h, E[{˜(t)}4] = 3h2, E[{˜(t)}2{˜((l))}2] = h2
[(j)](j) E[˜(t)] = h2 , E[˜(t)˜((0))] = h
2
2 , E[{˜(t)}2] = 3h
2
4 ,
E[˜(t)˜([(l)](l))] = h24 , E[˜(t){˜((j))}2] = 3h
2
2 , E[˜(t){˜((l))}2] = h
2
2
[(j)](0) E[˜(t)˜((j))] = h22
[(0)](j) E[˜(t)˜((j))] = h22
[(l)](j) E[{˜(t)}2] = h22 , E[˜(t)˜([(j)](l))] = 0, E[˜(t)˜((j))˜((l))] = h
2
2
where Wj ’s (j = 1, . . . , m) and W˜l’s (l = 2, . . . , m) are mutually independent random variables satisfying
E[(Wj)k] =
{0 (k = 1, 3, 5),
(k − 1)hk/2 (k = 2, 4),
O(h3) (k6),
(8)
E[(W˜l)k] =
⎧⎪⎨
⎪⎩
0 (k = 1, 3),
h (k = 2),
O(h2) (k4).
(9)
The expressions in the left-hand side of all the simplifying assumptions are the elementary numerical weights of the
MRTs. On the other hand, the expression in the right-hand side of the ﬁrst simplifying assumption is the elementary
weight of (0) and the others are approximations to the rest of elementary weights. In the right-hand side of (6) and (7),
for example, the approximation

( )
≈
⎧⎪⎨
⎪⎩
Wj(Wl + W˜l)
2
(0<j < l),
Wl(Wj − W˜j )
2
(j > l > 0)
is used since this, with the ﬁrst three simplifying assumptions, does not violate the equality relationships
E
[

( )

( )
( )
]
= E
[{

( )}2]
= h
2
2
, E
[

( )

( )]
= 0
as well as
E
[

( )]
= E
[

( )

( )] = E [( )( )] = 0,
E
[

( )
{( )}k
]
= E
[

( )
{( )}k
]
= 0 (k = 1, 2).
The simplifying assumptions for the seven MRTs satisfy the seventeen order conditions in Table 1 and the following
statement for the MRTs:
The expectation of an elementary numerical weight or the product of those vanishes or is of an order of magnitude
at most h3 if the odd number of vertices are of the same color j (= 0).
This will be mentioned also in the next subsection.
Incidentally, Wj could be Gaussian or three-point distributed with
P(Wj = ±
√
3h) = 16 , P (Wj = 0) = 23
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[7, p. 225], whereas W˜l could be Gaussian, two-point distributed with P(W˜l =±
√
h)= 12 or uniformly distributed
over the interval [−√3h,√3h).
3.2. Explicit SRK methods
We consider explicit SRK methods and show how to solve the order conditions.
First of all, we set
˜(0,0)i = h, ˜(ja,jb)i =
{W˜jb (jb > ja > 0),
Wjb (jajb > 0).
(10)
Here, ˜(ja,0)i (ja > 0) and ˜
(0,jb)
i (jb > 0) do not need to be set since they are not used below. Next, let us set
c
(ja,0)
i = c(0,jb)i = 0 (ja, jb = 0), (ja,0,jc,0)iaib = 0 (ja = 0 or jc = 0), 
(ja,j,jc,j)
iaib
= 0 (ja = j or jc = j),
(ja,0,jc,j)iaib = 0 (ja = 0 or jc = j), 
(ja,j,jc,0)
iaib
= 0 (ja = j or jc = 0)
for j > 0,
(ja,j,jc,l)ia ib = 0 (ja = jc or ja = j, l or jc = j, l)
for l > j > 0, and
(ja,j,jc,l)ia ib = 0 (ja = j, l or jc = l)
for j > l > 0. These settings, the simplifying conditions, (8) and (9) imply that the following statement holds for MRTs
who appear in (3) or (4) when q = 2:
The expectation of an elementary numerical weight or the product of those is equal to 0 if the odd number of
vertices are of the same color j (= 0).
As we have seen in Section 2, the expectation of an elementary weight or the product of those vanishes if the odd
number of vertices are of the same color j (= 0). Consequently, the above statement ensures that (3) holds for such
MRTs and (4) holds.
Then, let us introduce
c
(j)
i
def= c(j,j)i , (j,j
′)
iaib
def= (j,j,j ′,j ′)iaib , A
(j,j ′)
ia
def=
ia−1∑
ib=1
(j,j
′)
iaib
(j, j ′0),
A
(l,j,j,l)
ia
def=
ia−1∑
ib=1
(l,j,j,l)ia ib , A
(j,l,j,j)
ia
def=
ia−1∑
ib=1
(j,l,j,j)iaib (l > j > 0)
for ease of notation. From (10) we obtain∑
c
(j ′1,j)
i1
˜
(j ′1,j)
i1
=
∑
i1
c
(j)
i1
Wj +
∑
i1
j ′1>j
c
(j ′1,j)
i1
Wj +
∑
i1
0<j ′1<j
c
(j ′1,j)
i1
W˜j
for j > 0. Hence, if∑
i1
c
(j)
i1
= 1,
∑
i1
c
(l,j)
i1
= 0 (0<j < l),
∑
i1
c
(j,l)
i1
= 0 (0<j < l),
then, (5) holds. Since we also obtain∑
c
(j ′1,j)
i1
˜
(j ′1,j)
i1

(j ′1,j,j ′2,l)
i1i2
˜
(j ′2,l)
i2
=
∑
i1,i2
c
(j)
i1
Wj(j,l)i1i2 Wl +
∑
i1,i2
c
(l,j)
i1
Wj(l,j,j,l)i1i2 W˜l
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when 0<j < l, (6) is equivalent to
∑
i1
c
(j)
i1
A
(j,l)
i1
= 12 ,
∑
i1
c
(l,j)
i1
A
(l,j,j,l)
i1
= 12 (0<j < l).
Similarly, (7) is equivalent to
∑
i1
c
(l)
i1
A
(l,j)
i1
= 12 ,
∑
i1
c
(j,l)
i1
A
(j,l,j,j)
i1
= − 12 (0<j < l).
As we have seen, each of (5)–(7) yields at least two algebraic equations as a sufﬁcient or equivalent condition. In
analogy, each of the following two order conditions also yields two algebraic equations. The order condition
E[˜([(l), [(j)](l)](j))] = 0 (j = l and j, l > 0)
yields
∑
i1,i2
c
(j)
i1
A
(j,l)
i1
(j,l)i1i2 A
(l,j)
i2
= 0 (j = l and j, l > 0),
∑
i1,i2
c
(l,j)
i1
A
(l,j,j,l)
i1
(l,j,j,l)i1i2 A
(j,l,j,j)
i2
= 0 (0<j < l),
and the order condition
E[˜([(l), (l)](j))˜((j))] = h
2
2
(j = l and j, l > 0)
yields
∑
i1
c
(j)
i1
(A
(j,l)
i1
)2 = 12 (j = l and j, l > 0),
∑
i1
c
(l,j)
i1
(A
(l,j,j,l)
i1
)2 = 0 (0<j < l).
On the other hand, the other order conditions shown in Table 2 yield just one algebraic equation, respectively.
Ultimately, in order to ﬁnd a solution that satisﬁes the simplifying conditions and the order conditions, all we have
to do is to solve the following system of equations. In the sequel, we suppose j, l > 0 and omit to write j = l as far as
it does not cause a confusion. Moreover, we omit all indices i1, i2, . . . in all summations for ease of notation.∑
c
(0)
i1
= 1, (11)
∑
c
(j)
i1
= 1, (12)
∑
c
(j)
i1
A
(j,j)
i1
= 12 , (13)
∑
c
(0)
i1
A
(0,j)
i1
= 12 , (14)
∑
c
(j)
i1
A
(j,0)
i1
= 12 , (15)
∑
c
(0)
i1
A
(0,0)
i1
= 12 , (16)
∑
c
(j)
i1
(j,j)i1i2 A
(j,0)
i2
= 14 , (17)
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Table 2
The other order conditions for weak order 2
t Order condition
[(0)](0) E[˜(t)] = h22
[[(0)](j)](j) E[˜(t)] = h24
[[(j)](0)](j) E[˜(t)] = 0
[[(j)](j)](0) E[˜(t)] = h24
[(0), (j)](j) E[˜(t)] = h24
[(j), (j)](0) E[˜(t)] = h22
[[[(j)](j)](j)](j) E[˜(t)] = h28
[[[(l)](l)](j)](j) E[˜(t)] = h28
[[[(l)](j)](l)](j) E[˜(t)] = 0
[[[(j)](l)](l)](j) E[˜(t)] = 0
[[(j), (j)](j)](j) E[˜(t)] = h24
[[(l), (l)](j)](j) E[˜(t)] = h24
[[(l), (j)](l)](j) E[˜(t)] = 0
[(j), [(j)](j)](j) E[˜(t)] = 3h28
[(j), [(l)](l)](j) E[˜(t)] = h28
[(l), [(l)](j)](j) E[˜(t)] = h24
[(j), (j), (j)](j) E[˜(t)] = 3h24
[(j), (l), (l)](j) E[˜(t)] = h24
[[(j)](j)](j) E[˜(t)˜((j))] = h22
[[(l)](j)](j) E[˜(t)˜((l))] = h24
[[(j)](l)](j) E[˜(t)˜((l))] = 0
[[(j)](j)](l) E[˜(t)˜((l))] = h24
[(j), (j)](j) E[˜(t)˜((j))] = h2
[(j), (l)](j) E[˜(t)˜((l))] = h24
∑
c
(0)
i1
(0,j)i1i2 A
(j,j)
i2
= 14 , (18)
∑
c
(j)
i1
(j,0)i1i2 A
(0,j)
i2
= 0, (19)
∑
c
(0)
i1
(A
(0,j)
i1
)2 = 12 , (20)
∑
c
(j)
i1
A
(j,0)
i1
A
(j,j)
i1
= 14 , (21)
∑
c
(j)
i1
(j,j)i1i2 
(j,j)
i2i3
A
(j,j)
i3
= 124 , (22)
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∑
c
(j)
i1
(j,j)i1i2 (A
(j,j)
i2
)2 = 112 , (23)
∑
c
(j)
i1
A
(j,j)
i1
(j,j)i1i2 A
(j,j)
i2
= 18 , (24)
∑
c
(j)
i1
(A
(j,j)
i1
)3 = 14 , (25)
∑
c
(j)
i1
(j,j)i1i2 A
(j,j)
i2
= 16 , (26)
∑
c
(j)
i1
(A
(j,j)
i1
)2 = 13 , (27)
∑
c
(j)
i1
A
(j,l)
i1
= 12 , (28)
∑
c
(j)
i1
A
(j,l)
i1
(j,l)i1i2 A
(l,j)
i2
= 0, (29)
∑
c
(j)
i1
(A
(j,l)
i1
)2 = 12 , (30)
∑
c
(j)
i1
(j,j)i1i2 
(j,l)
i2i3
A
(l,l)
i3
= 18 , (31)
∑
c
(j)
i1
(j,l)i1i2 
(l,j)
i2i3
A
(j,l)
i3
= 0, (32)
∑
c
(j)
i1
(j,l)i1i2 
(l,l)
i2i3
A
(l,j)
i3
= 0, (33)
∑
c
(j)
i1
(j,j)i1i2 (A
(j,l)
i2
)2 = 14 , (34)
∑
c
(j)
i1
(j,l)i1i2 A
(l,l)
i2
A
(l,j)
i2
= 0, (35)
∑
c
(j)
i1
A
(j,j)
i1
(j,l)i1i2 A
(l,l)
i2
= 18 , (36)
∑
c
(j)
i1
A
(j,l)
i1
(j,j)i1i2 A
(j,l)
i2
= 14 , (37)
∑
c
(j)
i1
A
(j,j)
i1
(A
(j,l)
i1
)2 = 14 , (38)
∑
c
(j)
i1
(j,j)i1i2 A
(j,l)
i2
= 14 , (39)
∑
c
(j)
i1
(j,l)i1i2 A
(l,l)
i2
= 14 , (40)
∑
c
(j)
i1
(j,l)i1i2 A
(l,j)
i2
= 0, (41)
∑
c
(j)
i1
A
(j,j)
i1
A
(j,l)
i1
= 14 , (42)
∑
c
(l,j)
i1
= 0 (j < l), (43)
∑
c
(j,l)
i1
= 0 (j < l), (44)
168 Y. Komori / Journal of Computational and Applied Mathematics 206 (2007) 158–173
∑
c
(l,j)
i1
A
(l,j,j,l)
i1
= 12 (j < l), (45)
∑
c
(j,l)
i1
A
(j,l,j,j)
i1
= − 12 (j < l), (46)
∑
c
(l,j)
i1
A
(l,j,j,l)
i1
(l,j,j,l)i1i2 A
(j,l,j,j)
i2
= 0 (j < l), (47)
∑
c
(l,j)
i1
(A
(l,j,j,l)
i1
)2 = 0 (j < l). (48)
Note that (j,j
′)
iaib
= 0 (ia ib, ∀j, j ′) since we consider explicit SRK methods.
The system of the conditions (12), (13), (22)–(27) has the same algebraic structure as that of the order conditions
for ordinary Runge–Kutta methods to attain order 4 for ODEs [4, pp. 90–91]. Hence, since the stage number s has to
be at least 4, let us suppose s = 4 in the sequel.
For SRK schemes, Rößler [13, p. 99] has proposed taking account of not only weak order but also order for ODEs.
Now, for s = 4, we can let (2) attain order 4 for ODEs. For this, we add the following six conditions:
∑
c
(0)
i1
(0,0)i1i2 
(0,0)
i2i3
A
(0,0)
i3
= 124 , (49)∑
c
(0)
i1
(0,0)i1i2 (A
(0,0)
i2
)2 = 112 , (50)∑
c
(0)
i1
A
(0,0)
i1
(0,0)i1i2 A
(0,0)
i2
= 18 , (51)∑
c
(0)
i1
(A
(0,0)
i1
)3 = 14 , (52)∑
c
(0)
i1
(0,0)i1i2 A
(0,0)
i2
= 16 , (53)∑
c
(0)
i1
(A
(0,0)
i1
)2 = 13 , (54)
which come from [[[(0)](0)](0)](0), [[(0), (0)](0)](0), [(0), [(0)](0)](0), [(0), (0), (0)](0), [[(0)](0)](0) and [(0), (0)](0).
To ﬁnd a solution, we ﬁrst simplify the equations from (28) to (42). By noting that we can suppose (j,l)32 = (l,j)32 , we
have (j,l)43 A
(j,l)
2 = 0 from (31) and (32). If A(j,l)2 = 0, by noting that we can suppose A(j,l)i = A(l,j)i for any i, we have
(j,l)43 = 0 from (39) and (41). Similarly, if (j,l)43 = 0, we have A(l,j)2 = 0 from (35) and (40). Hence, (j,l)43 =A(j,l)2 = 0.
Then, A(j,l)3 = A(j,l)4 = 1 holds from (34), (37) and (39). In summary, we have
(j,l)43 = A(j,l)2 = 0, A(j,l)3 = A(j,l)4 = 1.
By substituting these into the equations from (28) to (42) and rewriting them, we obtain
c
(j)
3 + c(j)4 = 12 , (55)
c
(j)
3 A
(j,j)
3 + c(j)4 A(j,j)4 = 14 , (56)
c
(j)
4 
(j,j)
43 = 14 , (57)
(j,l)42 A
(l,l)
2 = 12 , (58)
(j,l)32 = (j,l)42 . (59)
After all, the equations from (11) to (27) and those from (49) to (59) are the same as the order conditions in the
commutative case [9]. Hence, we can obtain a solution of them by carrying out the calculation steps in [9].
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Let us solve the system of the equations from (43) to (48). When we set
c
(j,l)
1 = c(j,l)4 = c(l,j)1 = c(l,j)4 = A(j,l,j,j)2 = 0 (j < l),
Eq. (47) holds automatically, and we obtain
A
(l,j,j,l)
2 = −A(l,j,j,l)3 , c(l,j)2 = −
1
4A(l,j,j,l)3
, c
(l,j)
3 =
1
4A(l,j,j,l)3
(j < l, A
(l,j,j,l)
3 = 0) from (43), (45) and (48) and
c
(j,l)
2 =
1
2A(j,l,j,j)3
, c
(j,l)
3 = −
1
2A(j,l,j,j)3
(j < l, A
(j,l,j,j)
3 = 0) from (44) and (46).
We ﬁnally obtain
as a solution of all the order conditions. Note that the set of coefﬁcients for c(j)i ’s, 
(j,j)
iaib
’s and (j,l)ia ib ’s in the right-hand
side of the ﬁrst equation is unique with respect to the ﬁve cases, where a solution surely exists for the system of (12),
(13), (22)–(27) [9].
3.3. Numerical experiments
We show the results of numerical experiments to conﬁrm that the explicit scheme in the previous subsection attains
weak order 2 when (j,0)31 = (j,l,j,j)32 = (l,j,j,l)32 = 0, A(j,l,j,j)3 = 1, A(l,j,j,l)3 = 12 and (j,l,j,j)4ib = 
(l,j,j,l)
4ib = 0 for j < l
and ib = 1, 2, 3, and to compare it with Platen’s scheme [7, p. 486] or with a scheme for commutative SDEs, which is
obtained by setting all c(j,l)i ’s (j = l), (j,l,j,j)iaib ’s and 
(l,j,j,l)
ia ib
’s (j < l) at 0 in our scheme. This scheme for commutative
SDEs satisﬁes all the order conditions except (45) and (46).
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The following two SDEs were considered. The ﬁrst one was
dy(t) =
⎛
⎝R − 1
2
m∑
j=1
B2j
⎞
⎠ y(t) dt + m∑
j=1
Bj y(t) ◦ dWj(t), 0 t1, y(0) = x0. (60)
This is non-commutative if BjBl = BlBj (j = l). The second one was
dy(t) =
⎛
⎝Ry(t) − 1
4
2∑
j=1
[
bj1
bj2
]
Q
y
(y(t))
[
bj1
bj2
]⎞⎠ dt +√Q(y(t)) 2∑
j=1
[
bj1
bj2
]
◦ dWj(t), 0 t1,
y(0) = x0, (61)
where Q(y) is a non-negative function. This is non-commutative if b11b22 = b12b21.
In (60), we set m = 2,
R =
[
0 1
−3 −2
]
, B1 =
[ 1
2 1
− 12 14
]
, B2 =
[
0 14
1 0
]
, x0 =
[
1
0
]
(w.p.1).
Then, we sought yM by means of the schemes, and calculated the arithmetic variances 〈y2M,i〉−〈yM,i〉2 of the ith element
of yM and an arithmetic covariance 〈(yM,1 − 〈yM,1〉)(yM,2 − 〈yM,2〉)〉 as estimates of variances V [yi(1)] (i = 1, 2)
and covariance C[y1(1)y2(1)], respectively. The notation 〈·〉 stands for an arithmetic mean. On the other hand, their
exact values were sought from dE[y(t)]/dt = RE[y(t)] and
d
dt
⎡
⎢⎣
E[y21 (t)]
E[y1(t)y2(t)]
E[y22 (t)]
⎤
⎥⎦=
⎡
⎢⎢⎣
1
4 3
17
16
− 134 − 178 54
5
4 − 254 − 6316
⎤
⎥⎥⎦
⎡
⎢⎣
E[y21 (t)]
E[y1(t)y2(t)]
E[y22 (t)]
⎤
⎥⎦ .
In (61), we set b11 = 12 , b12 = b21 = 14 , b22 = −1,
R =
[
0 1
−3 −2
]
, Q(y) def= y21 − y1y2 + y22 + 1, x0 =
[
1
0
]
(w.p.1).
The solution satisﬁes dE[y(t)]/dt = RE[y(t)] and
d
dt
⎡
⎢⎣
E[y21 (t)]
E[y1(t)y2(t)]
E[y22 (t)]
⎤
⎥⎦=
⎡
⎢⎢⎣
5
16
27
16
5
16
− 258 − 158 78
17
16 − 11316 − 4716
⎤
⎥⎥⎦
⎡
⎢⎣
E[y21 (t)]
E[y1(t)y2(t)]
E[y22 (t)]
⎤
⎥⎦+
⎡
⎢⎢⎣
5
16
− 18
17
16
⎤
⎥⎥⎦ .
In an experiment, 16 sample sets were considered and 16×106 independent trajectories were simulated for one sample
set. In Monte Carlo simulation for SDEs, statistical independence properties in pseudorandom numbers are very
important [11]. For this, we used inversive congruential pseudorandom numbers since they are excellent in statistical
independence properties [5]. For a prime p5, denote {0, 1, . . . , p − 1} by Zp. For z ∈ Zp\{0}, let z¯ be an element
in Zp such that zz¯ ≡ 1 (mod p) and deﬁne 0¯ def= 0. Then, an inversive congruential sequence is given by
zk+1 ≡ az¯k + b (mod p), k = 0, 1, . . . ,
where a = 0, b, z0 ∈ Zp. In the simulation, we set a = b = 1, p = 263 − 25 [5]. By utilizing inversive congruential
pseudorandom numbers, we generated three-point or two-point distributed pseudorandom numbers forWj ’s orW˜l’s,
respectively.
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Fig. 2. Mean relative errors in (60).
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Fig. 3. Mean relative errors in (61).
Table 3
Biases and standard deviations in (60)
Scheme h Bias Standard deviation
Vˆ [y1(1)] Vˆ [y2(1)] Cˆ[y1(1)y2(1)] Vˆ [y1(1)] Vˆ [y2(1)] Cˆ[y1(1)y2(1)]
NONa 2−1 2.51e − 1 2.73e − 1 −9.17e − 2 3.33e − 4 2.01e − 4 1.76e − 4
2−2 3.70e − 2 2.59e − 2 −9.72e − 3 1.90e − 4 1.15e − 4 1.46e − 4
2−3 7.86e − 3 1.44e − 3 −7.88e − 5 2.48e − 4 2.39e − 4 2.00e − 4
2−4 2.00e − 3 −2.16e − 4 2.80e − 4 2.47e − 4 2.16e − 4 1.50e − 4
2−5 3.50e − 4 −1.14e − 4 1.57e − 4 3.21e − 4 1.96e − 4 1.82e − 4
2−6 7.76e − 5 −3.06e − 5 8.08e − 6 1.91e − 4 2.98e − 4 2.07e − 4
PLa 2−1 2.78e − 1 3.99e − 1 −1.42e − 1 5.88e − 4 7.66e − 4 5.89e − 4
2−2 5.80e − 2 2.84e − 2 −2.64e − 2 1.97e − 4 2.83e − 4 2.01e − 4
2−3 1.24e − 2 5.06e − 3 −7.62e − 3 2.79e − 4 2.24e − 4 1.72e − 4
2−4 2.80e − 3 9.87e − 4 −1.91e − 3 2.81e − 4 2.23e − 4 1.65e − 4
2−5 4.64e − 4 1.94e − 4 −4.06e − 4 3.19e − 4 1.95e − 4 1.82e − 4
2−6 8.96e − 5 5.46e − 5 −1.29e − 4 1.97e − 4 2.89e − 4 1.92e − 4
COMa 2−1 1.53e − 1 9.68e − 2 −7.40e − 2 3.74e − 4 1.30e − 4 1.16e − 4
2−2 −1.57e − 2 −3.10e − 2 5.88e − 3 1.98e − 4 1.18e − 4 1.35e − 4
2−3 −1.92e − 2 −2.67e − 2 1.05e − 2 2.43e − 4 2.00e − 4 1.61e − 4
2−4 −1.17e − 2 −1.44e − 2 6.17e − 3 2.57e − 4 1.90e − 4 1.51e − 4
2−5 −6.55e − 3 −7.28e − 3 3.26e − 3 3.14e − 4 1.84e − 4 1.71e − 4
2−6 −3.39e − 3 −3.62e − 3 1.60e − 3 2.10e − 4 2.97e − 4 2.04e − 4
aNON: our scheme, PL: Platen’s scheme, COM: scheme for commutative SDEs.
We obtained 16 estimates for each of V [yi(1)] (i = 1, 2) and C[y1(1)y2(1)]. The results are indicated in Figs. 2
and 3 and Tables 3 and 4. In the ﬁgures and tables, an estimator of an unknown quantity 	 is denoted by 	ˆ. In the
ﬁgures MRE(	ˆ) denotes a mean relative error of an estimator 	ˆ. If 0 is an exact vector for , this was evaluated by
‖〈˜〉 − 0‖/‖0‖, where 〈˜〉 stands for an arithmetic mean of estimates ˜’s. The solid, dash or dotted line means our
scheme, the scheme for commutative SDEs or Platen’s scheme, respectively. On the other hand, the tables indicate
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Table 4
Biases and standard deviations in (61)
Scheme h Bias Standard deviation
Vˆ [y1(1)] Vˆ [y2(1)] Cˆ[y1(1)y1(2)] Vˆ [y1(1)] Vˆ [y2(1)] Cˆ[y1(1)y1(2)]
NON 2−1 1.73e + 0 3.08e + 0 −5.09e − 1 2.24e − 3 4.03e − 3 2.12e − 3
2−2 3.21e − 1 6.59e − 1 −1.21e − 1 1.62e − 3 2.47e − 3 1.47e − 3
2−3 6.36e − 2 1.35e − 1 −2.76e − 2 6.42e − 4 3.21e − 3 1.03e − 3
2−4 1.51e − 2 3.35e − 2 −7.01e − 3 6.64e − 4 4.59e − 3 1.10e − 3
2−5 3.21e − 3 8.37e − 3 −1.33e − 3 6.98e − 4 2.76e − 3 1.04e − 3
2−6 4.99e − 4 1.87e − 3 4.97e − 5 8.92e − 4 4.21e − 3 1.26e − 3
PL 2−1 4.14e − 1 7.92e − 1 −1.77e − 1 8.10e − 4 2.25e − 3 7.99e − 4
2−2 8.55e − 2 1.51e − 1 −3.83e − 2 1.00e − 3 2.22e − 3 1.24e − 3
2−3 1.89e − 2 3.00e − 2 −8.15e − 3 6.12e − 4 3.13e − 3 1.04e − 3
2−4 4.53e − 3 7.56e − 3 −2.38e − 3 6.02e − 4 4.49e − 3 1.02e − 3
2−5 6.02e − 4 1.85e − 3 −2.46e − 4 6.73e − 4 2.73e − 3 9.91e − 4
2−6 −1.22e − 4 3.45e − 4 2.69e − 4 8.50e − 4 4.20e − 3 1.26e − 3
COM 2−1 1.64e + 0 3.00e + 0 −5.63e − 1 1.99e − 3 4.25e − 3 2.05e − 3
2−2 2.66e − 1 6.22e − 1 −1.24e − 1 1.32e − 3 2.44e − 3 1.36e − 3
2−3 3.67e − 2 1.18e − 1 −2.35e − 2 6.52e − 4 3.13e − 3 1.04e − 3
2−4 1.54e − 3 2.43e − 2 −3.74e − 3 6.45e − 4 4.42e − 3 1.04e − 3
2−5 −3.65e − 3 3.56e − 3 5.84e − 4 6.61e − 4 2.69e − 3 9.82e − 4
2−6 −2.95e − 3 −4.81e − 4 1.04e − 3 8.44e − 4 4.20e − 3 1.25e − 3
biases and standard deviations of estimators. A bias and a standard deviation for 	ˆ were evaluated by 〈	˜〉 − 	0 and
〈(	˜− 〈	˜〉)2〉1/2, respectively.
The ﬁgures illustrate that our scheme is of weak order 2. The scheme for commutative SDEs is useful to see the
inﬂuence of non-commutativity of SDEs. We can see the inﬂuence in Fig. 2 more obviously than in Fig. 3.
4. Summary
First, we have introduced our SRK family and the way of seeking order conditions for it with MRTs. Second, after
introducing the well-chosen simplifying conditions for the non-commutative case, we have found a solution of all the
order conditions. Third, we have performed the numerical experiments and have shown that the explicit SRK scheme
with four stages is of weak order 2.
The scheme has the following features:
• Our scheme has only m − 1 random variables (W˜j ’s) except Wj ’s for one step. On the other hand, Platen’s
scheme has m(m − 1)/2 random variables except Wj ’s [7, p. 486]. When m> 2, thus, our scheme needs random
variables less than Platen’s scheme needs.
• Euler–Maruyama scheme has only Wj ’s for one step. When the step size is set at h/k (k2) to obtain better
approximates, however, it totally needs k × m random variables to proceed with calculation from time t = nh to
t = (n+ 1)h. Since our scheme can give good approximates even if the step size is set at h, our scheme totally needs
random variables less than Euler–Maruyama scheme needs in such cases.
• Our scheme is of order 4 for ODEs. For this, it can be expected to show better performance in seeking an approximation
to the expectation of a solution for SDEs with small noise. For example, when we replace b11, b12, b21 and b22 with
b11 =b12 =b21 = 116 and b22 =− 116 in the second numerical example, we can see that 〈yM,1〉 and 〈yM,2〉 numerically
converge with higher order than 2.
• Our scheme is directly applicable to non-commutative Stratonovich SDEs, whereas Platen’s scheme is for non-
commutative Itô SDEs.
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