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After a quench of transverse field, the asymptotic long-time state of Ising model displays a transi-
tion from a ferromagnetic phase to a paramagnetic phase as the post-quench field strength increases,
which is revealed by the vanishing of the order parameter defined as the averaged magnetization over
time. We estimate the critical behavior of the magnetization at this nonequilibrium phase transition
by using mean-field approximation. In the vicinity of the critical field, the magnetization vanishes as
the inverse of a logarithmic function, which is significantly distinguished from the critical behavior
of order parameter at the corresponding equilibrium phase transition, i.e. a power-law function.
I. INTRODUCTION
The properties of a quantum many-body system out
of equilibrium are attracting more and more attention
in recent years1,2. Similar to the equilibrium states,
the properties of a nonequilibrium state can also exhibit
some abrupt change, which leads to different notions of
nonequilibrium phase transition. Among them, there is
the steady-state phase transition (SPT), defined by the
nonanalyticity of some observable as a function of the
parameters of the nonequilibrium protocol in the asymp-
totic long-time states3–6. The dynamical phase transi-
tion (DPT) is signaled by an abrupt change of the way
of a physical quantity relaxing to its asymptotic value7,
which can be an exponential relaxation, a power-law re-
laxation, or no relaxation (everlasting oscillations)8. Fi-
nally, the dynamical quantum phase transition (DQPT)
is given by the nonanalyticity of the dynamical free en-
ergy as a function of time in the transient and the in-
termediate time scale9. The connection between these
different notions was addressed recently10–12.
Similar to the phase transitions in equilibrium states,
a nonequilibrium SPT can be described by a local order
parameter or a topological one, depending on whether
the transition breaks some symmetry or is topologically
driven. However, in nonequilibrium states, no function
plays the role of free energy whose nonanalyticity de-
termines the nonanalyticity of all the other quantities
in equilibrium states. The nonanalyticity at a SPT is
assigned to certain observable, and can be much differ-
ent from its equilibrium counterpart. An example is the
Hall conductance at a topologically driven SPT, which
changes continuously with a logarithmically-divergent
derivative6. While at the corresponding ground-state
phase transition, the Hall conductance jumps from one
plateau to another.
The transverse Ising model (TIM) is a prototypical ex-
ample for studying the symmetry-breaking phase transi-
tions. In the case of one dimension and short-range inter-
action, the model can be solved strictly by the Jordan-
Wigner transformation13–15. It undergoes a transition
from a ferromagnetic phase in weak field to a param-
agnetic phase in strong field16. The quench dynamics
of TIM was estimated17, both for the local observables
and the entanglement18,19. Beyond one dimension, TIM
has no exact solution, and the mean-field approxima-
tion was usually taken for studying the phase transi-
tion in equilibrium states, even if it fails to predict the
correct critical exponent in two and three dimensions.
On the other hand, TIM with infinite-range interaction,
which is equivalent to the Lipkin-Meshkov-Glick (LMG)
model20–22, is also exactly solvable with the solution fit-
ting well into the mean-field picture. The LMG model
undergoes a second order phase transition at a critical
field23. It caused revived interest in studying the relation
between quantum phase transition and entanglement en-
tropy18,24. The quench dynamics of the LMG model was
exploited by Das et al.25, and the generalization to other
models with infinite-range interaction was made by Sci-
olla and Biroli5,26. There exists a similar ferromagnetic-
paramagnetic phase transition in the asymptotic state of
the LMG model after a quench26, corresponding to the
transition in the ground state. Such a phase transition
was also found in the one-dimensional TIM with power-
law interactions27.
The nonequilibrium dynamics of TIM both in
one dimension and with infinite-range interaction has
been intensively studied, but the critical behavior of
the magnetization at the corresponding ferromagnetic-
paramagnetic transition has not been clearly addressed.
In this paper, we estimate the critical behavior of the
magnetization in the asymptotic long-time state of TIM
by using the mean-field approximation. We find that
the magnetization vanishes as the inverse of a logarith-
mic function at the critical field, which is qualitatively
different from the critical behavior at the corresponding
equilibrium phase transition. The latter is well known
to follow a power-law form. It is worth mentioning that
this logarithmic singularity has already been found in the
Fermi-Hubbard model28, the Bose-Hubbard model5 and
the φ4 N -components field theory29, and supposed to be
a general feature of the mean-field quench dynamics. But
it has not been directly observed yet. This paper provides
a proof of the logarithmic singularity in the LMG model,
which can be realized in trapped ions30,31, and then con-
tributes to the possible observation of this logarithmic
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FIG. 1. The evolution of the magnetization for different values of h0 and h: (a) h is between h
−
c
and h+
c
, (b) h = h±
c
, and
(c) otherwise. m(t) is a periodic function in the panels (a) and (c), but decays to zero exponentially in the panel (b). The
magnetization never changes sign in the panel (a), but oscillates around zero in the panel (c). Some curves overlap with each
other, revealing a symmetry in the dynamics.
singularity in future.
To keep our paper self-consistent, we review the mean-
field theory of TIM for both the ground state and the
quench dynamics in Sec. II. In Sec. III, we show that
the quench dynamics of TIM in mean-field approxima-
tion is equivalent to that of the LMG model. In Sec. IV,
we prove the logarithmic critical behavior by both ana-
lytical and numerical methods and compare it with the
equilibrium counterpart. Section V summarizes our re-
sults.
II. MEAN-FIELD QUENCH DYNAMICS
The Hamiltonian of TIM is
Hˆ = − J
2d
∑
〈i,j〉
σˆzi σˆ
z
j + h
∑
i
σˆxi , (1)
where J > 0 is the ferromagnetic coupling between spins.
d denotes the spatial dimension of the model with 2d
representing the adjacent number of each lattice site. It
appears in the denominator of the coupling strength in
order to normalize the energy density. σˆx and σˆz are
the Pauli matrices and h is the magnetic field along the
direction x. 〈i, j〉 is the index of two lattice sites of near-
est neighbors. We first briefly review the case when the
system is in equilibrium with the transverse field being
a constant h = h0. In the mean field theory, we replace
the Pauli matrix σˆzj with its expectation value 〈σˆzj 〉=m0.
For convenience, we take J as the energy unit, there-
after, the effective mean-field Hamiltonian is expressed as
Hˆeff = −m0
∑
i σˆ
z
i + h
∑
i σˆ
x
i . In equilibrium states, the
magnetization of the system with |h0| < 1 is expressed
as
m0 =
Tr[e−βHˆeff σˆzi ]
Tr[e−βHˆeff ]
=
m0√
m20 + h
2
0
tanh
(
β
√
m20 + h
2
0
)
,
(2)
where β = 1/(kBT ) and kB is the Boltzmann constant. T
is the temperature of the system, which tends to 0 when
the system is in the ground state. The magnetization
and the magnetic field of the ground state satisfy√
m20 + h
2
0 = 1. (3)
We can also solve the expectation value of σˆxj and σˆ
y
j
in the ground state, which are mx0 = −h0 and my0 = 0,
respectively. For the ground state with |h0| > 1, the
expectation values of σˆxj , σˆ
y
j and σˆ
z
j arem
x
0 = −1,my0 = 0
and m0 = 0, respectively.
Suppose that the system is initially prepared in the
ground state of h0, and then quenched at the time t = 0
by suddenly changing the transverse field from h0 to h.
In the spirit of mean-field approximation, the dynamics
of the wave function is governed by an time-dependent
effective Hamiltonian Hˆeff(t) = −m(t)
∑
i σˆ
z
i + h
∑
i σˆ
x
i ,
where m(t) is the expectation value of σˆzj at the time t.
The time-dependent expectation values of σˆxj , σˆ
y
j and σˆ
z
j
satisfy a system of differential equations:
dmx
dt
= 2mmy,
dmy
dt
= −2mmx − 2hm,
dm
dt
= 2hmy.
(4)
Since the initial state at t = 0 is the ground state at h0,
the initial conditions for solving Eq. (4) are mx(0) = m
x
0 ,
my(0) = 0, m(0) = m0. It is easy to eliminate mx and
my in Eq. (4) and obtain for |h0| < 1(
dm
dt
)2
= −(m2 −m20)
[
m2 + 4(h− h−c )(h− h+c )
]
,(5)
where h±c = (h0 ± 1)/2.
The dynamics of magnetization depends on both the
initial and the post-quench magnetic fields. As |h0| > 1,
the magnetization is always zero. As |h0| < 1, we find
3three different patterns in the dynamics of magnetiza-
tion, as shown in Fig. 1. At the critical point h = h±c ,
[see Fig. 1(b)], the solution of Eq. (5) is found to be
m(t) = m0 sech(m0t), which decays to zero exponen-
tially. As h is between h−c and h
+
c , the magnetiza-
tion has an everlasting oscillation, but its sign never
changes [see Fig. 1(a)]. The value of m(t) is always be-
yond m0 for 0 < h < h0, but below m0 for h
−
c < h < 0 or
h0 < h < h
+
c . Furthermore, Eq. (5) has the exactly same
solution for two different values of h which are symmet-
ric with respect to h0/2. This symmetry in the dynamics
of magnetization is shown in Fig. 1(a) (see the matching
curves). Finally, as h < h−c or h > h
+
c , m(t) also displays
an everlasting oscillation, but this oscillation is exactly
symmetric about m = 0 [see Fig. 1(c)]. The average of
magnetization over one period is zero.
Since m(t) is a periodic function of time for h 6= h±c ,
we can use the averaged magnetizationM =
∫ τ
0
m(t)dt/τ
over one period τ as the order parameter. The region
h−c < h < h
+
c is then in the ferromagnetic phase since
the averaged magnetization is nonzero, while the regions
h < h−c and h > h
+
c are in the paramagnetic phase
since the averaged magnetization is zero. The two points
h−c and h
+
c are the critical points of the ferromagnetic-
paramagnetic phase transition. This phase transition
must be distinguished from an equilibrium phase tran-
sition, since the magnetization does not thermalize in
the mean field theory. Alternatively, this phase transi-
tion should be viewed as a SPT. SPT usually means the
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FIG. 2. The averaged magnetization M in the long time limit
in the h0 − h plane. The colored region is the ferromagnetic
phase with nonzero M , but the white region is the paramag-
netic phase with M = 0.
nonanalyticity in the steady limit which an observable
relaxes to. In the mean field theory, the magnetization
does not relax, but keeps on oscillating. But we can re-
express the averaged magnetization in one period as
M = lim
T→∞
1
T
∫ T
0
dtm(t). (6)
This average of an observable in the long time limit
must be equal to the steady limit of an observable if
it exists. Therefore, we can generalize the definition of
SPT to the nonanalyticity of the averaged observable in
the long time limit, in which sense the ferromagnetic-
paramagnetic phase transition discussed in this paper is
a SPT.
We find no simple explicit expression ofm(t) by solving
Eq. (5). While we can still obtain a tidy expression for
the period ofm(t), which serves as the basis for analyzing
the critical behavior of M . The period when h−c < h <
h+c can be expressed as
τ =
4K
B
, (7)
where
B =
√
2m20 + 4hh0 − 4h2 + 2m0
√
m20 + 4(hh0 − h2),
K =
pi
2
{∑
n
[
(2n− 1)!!
2nn!
]2
k2n + 1
}
,
k =
√
2m20 + 4hh0 − 4h2 − 2m0
√
m20 + 4(hh0 − h2)
2m20 + 4hh0 − 4h2 + 2m0
√
m20 + 4(hh0 − h2)
.
(8)
To obtain Eq. (8), we have used the fact thatK is the first
type of elliptic integral. As a function of k, K diverges
as k → 1. At the same time, k is a function of h, and
its value at the critical magnetic fields is k(h±c ) = 1.
Therefore, the period τ diverges as h approaches h±c .
The averaged magnetization is found to be
M =
piB
4K
, (9)
which is the inverse of τ , thereafter, it vanishes as h ap-
proaches h±c . Figure 2 exhibits M in the h0 − h plane,
in which we can easily read out the different phases, i.e.,
the colored region with nonzero M is the ferromagnetic
phase while the purely white region is the paramagnetic
phase.
Figure 3 displays how M varies as a function of h for
different values of h0. The maximum of the magnetiza-
tion Mmax = (pi/4)(1 + m0)/K[(1 − m0)/(1 + m0)] de-
creases with h0 increasing. It would be interesting to
compareM(h) with the ground-state magnetization as a
function the magnetic field (see the dashed line of Fig. 3).
As we expect, the magnetization in the ground state sig-
nificantly deviates from that in the nonequilibrium case,
as h goes away from h0, because the system is far from
thermal equilibrium after a quench. And M(h) drops to
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FIG. 3. The solid lines with points represent the averaged
magnetization after a quench as a function of h for different
values of initial magnetic field h0. The curve ofM(h) is always
symmetric with respect to h = h0/2. While the dashed line,
following the expression
√
h2 +M2 = 1, represents the mag-
netization of the ground-state with constant magnetic field
h.
zero more sharply than the dashed line, indicating the
presence of an exotic critical behavior, which will be dis-
cussed in Sec. IV.
III. COMPARISON BETWEEN TIM IN THE
MEAN FIELD APPROXIMATION AND THE
LMG MODEL
In this section we consider the applicability of the
mean field approximation. In the one-dimensional TIM,
the mean field approximation does not work due to the
strong quantum fluctuation, and it is useless since the
one-dimensional TIM is strictly solvable by the Jordan-
Wigner transformation. For dimensions higher than one,
TIM is nonintegrable, and thus thermalizes in the long-
time limit, contradicting the prediction of the mean field
theory. Therefore, the mean-field theory fails to describe
how the steady limit of magnetization changes with the
quenched magnetic field h, alternatively, which should be
determined by the Gibbs ensemble with an h-dependent
generalized temperature. But it is worth mentioning that
the mean-field approximation is usually believed to work
in the intermediate time scale for high dimensions. If
this is true in our system, Eq. (9) gives the magnetiza-
tion in the quasi-stationary states of TIM after quench,
which will finally change into a thermalized state in the
long-time limit. Anyway, there does exist another model
in which the magnetization exactly follows Eq. (9) and
that can be realized in trapped ions30,31. It is the LMG
model.
Next we shortly introduce the dynamics of the LMG
model by following Ref. [26]. The Hamiltonian of the
LMG model is written as
HˆLMG = − J
N
∑
i>j
σˆzi σˆ
z
j + h
∑
j
σˆxj , (10)
where N denotes the total number of spins. The inter-
action between different spins is a constant, which does
not decay as the distance between spins increases. A
fully-connected model like Eq. (10) is invariant under
permutation of spins. This symmetry reduce the many-
body Hilbert space into subspaces of dimension N , in
which the dynamics of the magnetization is described by
a single-particle Schro¨dinger equation. In the thermody-
namic limit N → ∞, this Schro¨dinger equation can be
replaced by a classical Hamilton’s equation which is
m˙ = −2h
√
1−m2 sin p
p˙ = 2m+ h
2m√
1−m2 cos p,
(11)
where m is the magnetization and p is the canonical mo-
mentum corresponding to m. Notice that the energy of
the system E = −m2+2h√1−m2 cos p is conserved dur-
ing an evolution, we can then replace p by a function of
m0 and m. The result is exactly Eq. (5).
In summary, the dynamics of the magnetization is the
same for the model (10) and the model (1) in the mean
field approximation. Therefore, when we discuss the crit-
ical behavior of the magnetization following Eq. (9), our
results can indeed be tested by an experiment simulating
the LMG model.
IV. THE CRITICAL BEHAVIOR OF THE
ORDER PARAMETER
The averaged magnetization (9) serves as the order pa-
rameter for the ferromagnetic-paramagnetic phase transi-
tion in the quenched state of the TIM or the LMG model.
The critical behavior of the order parameter is usually a
focus of attention in the study of continuous phase tran-
sition in thermal equilibrium, since it indicates the uni-
versality class of the phase transition. Similarly, we will
check the critical behavior ofM at this out-of-equilibrium
SPT.
In order to extract the behavior of M(h), as h → h±c ,
we expand Eq. (9) in the vicinity of h = h±c (the
ferromagnetic side) as a function of ∆h = |h− h±c |,
which denotes the distance to the SPT point. First,
the denominator B(h) and the quantity k are expanded
saprately to be B(h) = m0 + 2∆h
1/2 + O[(∆h)3/2] and
k = 1 − 4/m0∆h1/2 +O(∆h), where O is the big-O no-
tation. While the quantity K in the numerator, can be
initially expanded as a function of 1− k:
K(k) = −1
2
[ln(1− k)− 4 ln 2] +O(1 − k), (12)
since k → 1 if and only if h → h±c . Obviously, K di-
verges in a logarithmic way in the limit k → 1, and the
5infinitesimal term O(1 − k) can be neglected compared
to the logarithmic divergence as k is close enough to 1.
Finally, the order parameter M can be expressed as
M = − pim0
ln(∆h)− 2 ln(4m0) +O(∆h). (13)
It is easy to see that the first term of Eq. (13) goes to
zero much slower, and overwhelms the second term in the
limit ∆h→ 0. Therefore, the critical behavior of M in a
compact form is
M ∼ − pim0
ln(∆h)
. (14)
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FIG. 4. The order parameter M as a function of Q =
1/[ln(∆h)−2 ln(4m0)] for different values of m0 ranging from
0.2 to 1.0. Different kinds of points show the numerical results
of M , while the solid straight lines denote M = −m0piQ.
In Fig. 4, we show the numerical results of the order
parameterM as a function of Q = 1/[ln(∆h)−2 ln(4m0)]
in the vicinity of the phase transition for different m0.
The numerics of M(Q) fits well with straight lines of the
slope −m0pi, verifying our analytical result (13).
As shown in Eq. (9) and also in Figs. 2 and 3, the
order parameter has a complicated expression when the
quenched state is far away from the critical point. While
in the vicinity of the critical point, the behavior of the
order parameter simplifies into the inverse of a logarith-
mic function. This logarithm-type critical behavior of
the order parameter is nontrivial, which, up to the best
of our knowledge, does not exist in any equilibrium phase
transition. In equilibrium phase transitions, the order pa-
rameter is a power-law function with universal exponent
in the vicinity of critical point, which reflects the scaling
invariance of the system when the correlation length is
divergent. For example, the ground-state magnetization
of TIM in the mean-field theory exhibits m0 ∼ ∆hα with
α = 1/2, according to Eq. (3). Beyond the mean-field
approximation, the value of α changes, but the power-
law form ∆hα keeps, which is significantly distinguished
from Eq. (14).
Equation (14) is reminiscent of the critical behavior
of the Hall conductance at a topologically-driven SPT6.
Both the magnetization and the Hall conductance are the
observables displaying nonanalyticity at the SPTs. The
magnetization vanishes as the inverse of a logarithmic
function, while the derivative of the Hall conductance
diverges as a logarithmic function. Both are qualitatively
different from the critical behavior at the corresponding
equilibrium phase transitions, indicating that an exotic
critical behavior is always a feature of nonequilibrium
SPTs, whether the SPT is a topological phase transition
or a symmetry-breaking one.
V. CONCLUSION
In conclusion, we have studied the ferromagnetic-
paramagnetic phase transition in the asymptotic long-
time state of the TIM and the LMGmodel after a quench.
Not only the transition point but also the critical behav-
ior of the order parameter are different from their equilib-
rium counterparts. The order parameter, defined as the
averaged magnetization in the long time limit, vanishes
as the inverse of a logarithmic function at this nonequi-
librium SPT, which is qualitatively different from the
power-law critical behavior in thermal equilibrium.
The dynamics of the magnetization are the same in the
TIM under mean-field approximation and in the LMG
model. An ensemble of trapped ions provides a possi-
ble experimental platform for testing the exotic critical
behavior of magnetization.
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