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Unitaires multiplicatifs en dimension finie et leurs sous-objets.
Saad Baaj, Etienne Blanchard et Georges Skandalis
Re´sume´ : On appelle pre´-sous-groupe d’un unitaire multiplicatif V agissant sur un
espace hilbertien de dimension finie H une droite vectorielle L de H telle que
V (L⊗L) = L⊗L . Nous montrons que les pre´-sous-groupes sont en nombre fini, donnons
un e´quivalent du the´ore`me de Lagrange et ge´ne´ralisons a` ce cadre la construction du
‘bi-produit croise´’. De plus, nous e´tablissons des bijections entre pre´-sous-groupes et
sous-alge`bres co¨ıde´ales de l’alge`bre de Hopf associe´e a` V , et donc avec les facteurs
interme´diaires des inclusions de facteurs associe´es (cf. [11]). Enfin, nous montrons que
les pre´-sous-groupes classifient les sous-objets de (H, V ) .
Abstract : A pre-subgroup of a multiplicative unitary V on a finite dimensionnal Hilbert
space H is a vector line L in H such that V (L⊗L) = L⊗L . We show that there are
finitely many pre-subgroups, give a Lagrange theorem and generalize the construction
of a ‘bi-crossed product’. Moreover, we establish bijections between pre-subgroups and
coideal subalgebras of the Hopf algebra associated with V , and therefore with the
intermediate subfactors of the associated (depth two) inclusions (cf. [11]). Finally, we
show that the pre-subgroups classify the subobjects of (H, V ) .
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Unitaires multiplicatifs en dimension finie et leurs sous-objets.
Saad Baaj, Etienne Blanchard et Georges Skandalis
Dans cet article, nous e´tudions l’e´quivalent des sous-groupes pour les alge`bres de Kac
de dimension finie. Nous montrons que les 〈〈sous-groupes 〉〉 en notre sens correspondent
aux sous-alge`bres co¨ıde´ales des alge`bres de Hopf (cf. e.g. [17]) et donc aux facteurs
interme´diaires des inclusions de profondeur 2 (cf. [11]).
Le point de vue pris ici est celui de [1] : nous partons d’un unitaire multiplicatif
V ∈ L(H ⊗ H) ou` H est un espace hilbertien de dimension finie. Une question tre`s
naturelle est alors : Quels sont les sous-objets de (H, V ) ? Autrement dit, quels sont les
sous-espaces H de H tels que V (H ⊗H) = H ⊗H ?
Cette question nous ame`ne a` e´tudier d’abord le cas des sous-espaces comme ci-dessus de
dimension 1, c’est a` dire les vecteurs unitaires f ∈ H tels que V (f ⊗ f) = f ⊗ f . Dans
le cas de l’unitaire multiplicatif d’un groupe fini G , (H = ℓ2(G) , V (ξ)(s, t) = ξ(st, t) ,
pour ξ ∈ H ⊗ H = ℓ2(G × G) , s, t ∈ G ) un tel f est (proportionnel a`) la fonction
caracte´ristique d’un sous-groupe de G .
Dans le cas ge´ne´ral, nous appelons un tel f un pre´-sous-groupe de V . A un tel pre´-
sous-groupe, correspondent deux sous-espaces de H , note´s Hf et Hf , qui dans le cas
d’un sous-groupe Γ d’un groupe G consistent respectivement en le sous-espace des
fonctions nulles hors de Γ (l’espace Hf ) et invariantes par translation a` droite par Γ
(l’espace Hf ).
Nous obtenons aise´ment un e´quivalent dans notre cadre du the´ore`me de Lagrange : pour
tout pre´-sous-groupe f , on a dimHf dimHf = dimH .
Il y a naturellement une relation d’ordre ≺ pour les pre´-sous-groupes : l’inclusion pour
les Hf correspondants. Cette relation a un plus grand e´le´ment, 〈〈 le 〉〉 vecteur fixe e
et un plus-petit e´le´ment, 〈〈 le 〉〉 vecteur co-fixe eˆ . De plus, l’espace des pre´-sous-groupes
est un treillis. Cela nous permet de de´finir l’analogue dans notre cadre du sous-groupe
engendre´ par une partie.
Si f et g sont deux pre´-sous-groupes, |〈f, g〉|−2 est un entier. Il en re´sulte qu’il y a un
nombre fini de pre´-sous-groupes et on peut meˆme donner une estimation (assez grossie`re)
de leur nombre.
Nous disons qu’un pre´-sous-groupe f est un sous-groupe (resp. un co-sous-groupe) si
V (Hf⊗Hf ) = Hf⊗Hf (resp. V (Hf⊗Hf ) = Hf⊗Hf ) ; nous montrons que cela a lieu si
et seulement si le projecteur sur Hf (resp. Hf ) est dans le centre de l’alge`bre S (resp.
Ŝ ) associe´e a` V (1). Si f est a` la fois un sous-groupe et un co-sous-groupe, on dit que
c’est un sous-groupe normal. Les notions de sous-groupe, co-sous-groupe et sous-groupe
normal co¨ıncident clairement avec celles introduites par Kac dans [12]. Les sous-groupes
et les co-sous-groupes forment un sous-treillis de l’ensemble des pre´-sous-groupes.
(1) Pour l’unitaire multiplicatif associe´ a` un groupe fini G , l’alge`bre S = C(G) associe´e
est commutative, donc tout pre´-sous-groupe est un sous-groupe.
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Enfin, les pre´-sous-groupes permettent de classifier les sous-quotients de V i.e. les sous-
espaces H de H tels que V (H ⊗H) = H ⊗H : pour un tel H , il existe un unique
couple (f, fˆ) de pre´-sous-groupes tels que fˆ ≺ f et H = Hf ∩ Hfˆ . Inversement,
nous donnons plusieurs conditions ne´cessaires et suffisantes pour qu’une telle intersection
soit un sous-quotient. En particulier, nous montrons que pour tout pre´-sous-groupe fˆ
il existe un plus grand pre´-sous-groupe f (le normalisateur de fˆ ) tel que fˆ ≺ f et
Hf ∩Hfˆ soit un sous-quotient.
Si f est un pre´-sous-groupe, l’ensemble Df = { x ∈ S , κ(x)e ∈ Hf } (ou` κ
de´signe l’antipode de S ) est une sous-alge`bre co¨ıde´ale (a` droite) i.e. une sous-alge`bre
involutive de S telle que δ(Df ) ⊂ Df ⊗ S (ou` δ de´signe le coproduit de S ).
Re´ciproquement, toute sous-alge`bre co¨ıde´ale (a` droite) D de S est de la forme Df .
En ce sens, notre analogue du the´ore`me de Lagrange est une re´e´criture d’un re´sultat
plus ge´ne´ral de [16]. Notons que dans [16], ce the´ore`me de Lagrange re´sulte d’un re´sultat
plus pre´cis : S est un D-module libre, dont nous donnons, dans notre cadre, une
de´monstration nouvelle. Nous discutons aussi de nouveaux re´sultats de liberte´ analogues
a` ceux de [16] : plus pre´cise´ment, nous de´finissons aussi une sous-alge`bre co¨ıde´ale (a`
gauche) Ĝf = { y ∈ Ŝ , κ̂(y)eˆ ∈ Hf } de Ŝ . Nous montrons que l’espace vectoriel
Bf,f engendre´ par { xy , x ∈ Df , y ∈ Ĝf } est une sous-alge`bre involutive de L(H) et
que H est un module libre (de rang 1) sur Bf,f . Nous ge´ne´ralisons cela a` une alge`bre
Bf,g associe´e de fac¸on analogue a` deux pre´-sous-groupes f et g .
Le coproduit de l’alge`bre de Kac S (et donc l’unitaire multiplicatif V ) de´pend
uniquement des alge`bres S et Ŝ et des vecteurs e et eˆ . On peut en fait caracte´riser
les quadruplets (S, Ŝ, e, eˆ) parmi les quadruplets (A,B, f, fˆ) ou` A et B sont des
sous-C∗-alge`bres de L(H) et f, fˆ sont des vecteurs (de norme 1) de H .
A l’aide de cette caracte´risation nous donnons une ge´ne´ralisation a` notre cadre du
biproduit croise´ (cf. [12, 21, 15]) : a` deux pre´-sous-groupes f et g les plus e´loigne´s
possible i.e. tels que |〈f, g〉|−2 = dimH , nous associons un nouvel unitaire multiplicatif
W ; l’alge`bre Ŝ associe´e a` W est l’alge`bre Bg,g associe´e a` g ; l’alge`bre S est une
alge`bre Af,f construite de fac¸on analogue. Cette construction s’interpre`te simplement
en termes d’inclusions de facteurs.
Dans le cas de deux sous-groupes G1 , G2 d’un groupe fini G tels que G1G2 =
G , G1 ∩ G2 = {e} , l’unitaire multiplicatif W est associe´ au 〈〈biproduit croise´ 〉〉 de
[21,15] (cf. aussi [12] et [1] §8).
De plus, par [11], les sous-alge`bres co¨ıde´ales correspondent aux facteurs interme´diaires
d’une inclusion irre´ductible associe´e a` S . Plusieurs de nos re´sultats s’interpre`tent en
termes de facteurs interme´diaires. En particulier, notre re´sultat de finitude est une
re´e´criture (plus pre´cise) d’un re´sultat plus ge´ne´ral de [22].
L’organisation de ce travail est la suivante :
Dans le premier paragraphe, nous faisons quelques rappels et comple´ments pour les
unitaires multiplicatifs sur un espace hilbertien de dimension finie.
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Dans le deuxie`me paragraphe, nous donnons une caracte´risation des alge`bres de Kac (et
leur alge`bre duale) parmi les couples de sous-alge`bres de L(H) .
Nous introduisons ensuite les pre´-sous-groupes, pour lesquels nous donnons plusieurs
re´sultats d’inte´gralite´, ainsi que la relation d’ordre et ses proprie´te´s (paragraphe 3).
Nous faisons le lien avec les sous-alge`bres co¨ıde´ales au quatrie`me paragraphe, ainsi que
la construction de plusieurs autres sous-alge`bres associe´es a` des pre´-sous-groupes.
Au cinquie`me paragraphe, nous discutons les sous-groupes, co-sous-groupes et sous-
quotients.
Au sixie`me paragraphe, en nous aidant du paragraphe 2, nous donnons la ge´ne´ralisation
du biproduit croise´ mentionne´e ci-dessus.
Nous interpre´tons enfin (paragraphe 7) nos re´sultats en termes d’inclusions de facteurs
d’indice fini et de profondeur 2.
Nous remercions M. Izumi qui a attire´ notre attention sur le lien entre sous-alge`bres
co¨ıde´ales et sous-facteurs de [11] et D. Bisch pour plusieurs conseils bibliographiques.
1. Pre´liminaires.
Dans ce paragraphe, nous fixons quelques notations et particularisons a` la dimension finie
certaines constructions de [7] et [1]. Nous donnons en outre quelques autres re´sultats plus
spe´cifiques a` la dimension finie (cf. aussi [13]).
Notations. — Dans cet article, H de´signe un espace hilbertien de dimension finie
n 6= 0 et V ∈ L(H ⊗ H) un unitaire multiplicatif sur H , i.e. tel que V12V13V23 =
V23V12 (∈ L(H⊗H⊗H) ).
Rappelons (cf. [1]) que pour ω ∈ L(H)∗ on note L(ω) = (ω⊗ id)(V ) ∈ L(H) et ρ(ω) =
(id ⊗ ω)(V ) ; les ensembles S = {L(ω) , ω ∈ L(H)∗ } et Ŝ = { ρ(ω) , ω ∈ L(H)∗ }
sont des sous-alge`bres involutives de L(H) . Les applications δ : x 7→ V (x ⊗ 1)V ∗ de
S dans S ⊗ S et δ̂ : x 7→ V ∗(1 ⊗ x)V de Ŝ dans Ŝ ⊗ Ŝ munissent S et Ŝ de
structures de C∗-alge`bres de Hopf.
1.1. — Remarquons que L(ω) (resp. ρ(ω) ) ne de´pend que de la restriction de ω
a` Ŝ (resp. S ). Les alge`bres S et Ŝ sont en dualite´ via la forme biline´aire
β : (L(ω), ρ(ω′)) 7→ (ω ⊗ ω′)(V ) = ω(ρ(ω′)) = ω′(L(ω)) . Le produit (resp. coproduit) de
S est dual pour β du coproduit (resp. produit) de Ŝ : pour x, x′ ∈ S , y, y′ ∈ Ŝ , on a
β(xx′, y) = (β ⊗ β)(x⊗ x′, δ̂(y)) , β(x, yy′) = (β ⊗ β)(δ(x), y ⊗ y′) .
Notons τ la trace normalise´e de L(H) . Rappelons (cf. e.g. [1], §4) que les restrictions
de τ a` S et Ŝ sont des mesures de Haar : pour tout x ∈ S (resp y ∈ Ŝ ) on a
(id⊗ τ)δ(x) = (τ ⊗ id)δ(x) = τ(x)1 (resp. (id⊗ τ)δ̂(y) = (τ ⊗ id)δ̂(y) = τ(y)1 ).
Rappelons que ξ ∈ H est appele´ fixe (resp cofixe) si, pour tout η ∈ H on a
V (ξ ⊗ η) = ξ ⊗ η (resp. V (η ⊗ ξ) = η ⊗ ξ )). Par [1] §4, L(τ) (resp ρ(τ) ) est
le projecteur orthogonal sur l’espace des vecteurs cofixes (resp. fixes) de V . Comme
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(τ ⊗ τ)(V ) = τ(L(τ)) = τ(ρ(τ)) , les projecteurs L(τ) et ρ(τ) ont donc meˆme
dimension. Autrement dit, les dimensions de l’espace des vecteurs fixes et des vecteurs
cofixes co¨ıncident.
On appelle multiplicite´ de V la dimension de l’espace des vecteurs fixes. Rappelons (cf.
[1]) qu’un unitaire multiplicatif de multiplicite´ m est e´quivalent au produit tensoriel
d’un unitaire multiplicatif de multiplicite´ 1 par 1 ∈ L(Cm ⊗Cm) .
1.2. — On suppose de´sormais que la multiplicite´ de V est 1 . Soient e un vecteur fixe
et eˆ ∈ H un vecteur cofixe de norme 1. Soient ϕ l’e´tat vectoriel ωe,e et ϕ̂ l’e´tat
vectoriel ωeˆ,eˆ . Rappelons que ϕ et τ co¨ıncident sur S et que ϕ̂ et τ co¨ıncident sur
Ŝ . Comme L(τ) = θeˆ,eˆ , on a 1/n = τ(θeˆ,eˆ) = ϕ(θeˆ,eˆ) = |〈e, eˆ〉|2 . Quitte a` multiplier eˆ
par un scalaire de module 1 convenable, on supposera de´sormais que 〈e, eˆ〉 = n−1/2 .
Les applications κ : L(ω) 7→ L(ω∗)∗ = (ω⊗id)(V ∗) et κ̂ : ρ(ω) 7→ ρ(ω∗)∗ = (id⊗ω)(V ∗)
sont des antiautomorphismes involutifs de S et Ŝ respectivement.
Comme κ pre´serve l’involution de S , l’application xe 7→ κ(x)e est un unitaire
U ∈ L(H) . On a U2 = 1 . De plus, (H, V, U) est un syste`me de Kac, au sens de [1],
§6. En particulier, en de´signant par Σ ∈ L(H ⊗ H) la volte (i.e. l’ope´rateur tel que
Σ(ξ⊗η) = η⊗ξ ), les unitaires V˜ = (U⊗1)ΣV Σ(U⊗1) et V̂ = Σ(U⊗1)V (U⊗1)Σ sont
multiplicatifs. De plus, ΣV̂ V V˜ (1⊗ U) = 1 et, pour x ∈ S , on a δ(x) = V̂ ∗(1⊗ x)V̂
et pour x ∈ Ŝ , on a δ̂(x) = V˜ (x⊗ 1)V˜ ∗ .
Remarquons que Ue = e ; de plus, si ω ∈ L(H)∗ satisfait ω = ω∗ et L(ω) = L(ω)∗ ,
alors UL(ω)e = L(ω)e . Appliquant ceci a` n1/2ϕ̂ , on trouve Ueˆ = eˆ .
Il s’ensuit que eˆ est un vecteur fixe et e un vecteur cofixe pour V˜ et V̂ .
1.3. — On a (id ⊗ ωeˆ,e)(ΣV ) = (id ⊗ ωeˆ,e)(ΣV̂ V V˜ (1 ⊗ U)) = n−1/2 ; de meˆme,
(ωe,eˆ ⊗ id)(ΣV ) = (ωe,eˆ ⊗ id)(ΣV̂ V V˜ ) = n−1/2U . Pour ξ ∈ H , on a donc L(ωeˆ,ξ)e =
(id⊗ωeˆ,e)(ΣV )ξ = n−1/2ξ et ρ(ωξ,e)∗eˆ = (id⊗ωeˆ,e)(ΣV )∗ξ = n−1/2ξ . Comme e et eˆ
sont se´parateurs pour S et Ŝ respectivement, on en de´duit que, pour x ∈ S , y ∈ Ŝ
on a x = n1/2L(ωeˆ,xe) et y = n
1/2ρ(ωyeˆ,e)
∗ = n1/2κ̂(ρ(ωe,yeˆ)) .
En particulier, β(x, y) = β(n1/2L(ωeˆ,xe), y) = n
1/2ωeˆ,xe(y) = n
1/2〈eˆ, yxe〉 .
Remarquons de plus que, pour y ∈ Ŝ , on a κ̂(y) = n1/2ρ(ωe,yeˆ) , donc κ̂(y)eˆ =
n1/2ρ(ωe,yeˆ)eˆ = n
1/2(ωe,eˆ ⊗ id)(ΣV )yeˆ = Uyeˆ .
La transformation de Fourier. Pour x ∈ S , on pose F(x) = n1/2ρ(ωe,xe) ; pour
y ∈ Ŝ , on pose F̂(y) = n1/2L(ωeˆ,yeˆ) . Par ce qui pre´ce`de, pour x ∈ S et y ∈ Ŝ on a
F(x)eˆ = Uxe et F̂(y)e = yeˆ . En particulier, F̂ ◦ F = κ et F ◦ F̂ = κ̂ . On en de´duit
aussi que F ◦ κ = F ◦ F̂ ◦ F = κ̂ ◦ F .
Nous caracte´risons ci-dessous les e´le´ments dont la transforme´e de Fourier est positive,
puis ceux dont la transforme´e de Fourier est centrale.
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1.4. Proposition. — a) Pour x ∈ S , les conditions suivantes sont e´quivalentes :
(i) ρ(ωe,xe) ≥ 0 . (ii) La forme ωeˆ,xe est positive sur Ŝ . (iii) Il existe une forme
positive ψ ∈ L(H)∗ telle que x = L(ψ) .
L’ensemble des x ∈ S tels que ρ(ωe,xe) ≥ 0 est un coˆne convexe ferme´ stable par le
produit de S et invariant par κ .
b) Pour y ∈ Ŝ , les conditions suivantes sont e´quivalentes :
(i) L(ωeˆ,yeˆ) ≥ 0 . (ii) La forme ωe,yeˆ est positive sur S . (iii) Il existe une forme
positive ψ ∈ L(H)∗ telle que y = ρ(ψ) .
L’ensemble des y ∈ Ŝ tels que L(ωeˆ,yeˆ) ≥ 0 est un coˆne convexe ferme´ stable par le
produit de Ŝ et invariant par κ̂ .
De´monstration. a) Posons y = κ̂(ρ(ωe,xe)) . On a ρ(ωe,xe) ≥ 0 ⇐⇒ y ≥ 0 ⇐⇒ la
forme yϕ̂ est positive sur Ŝ . Or, xe = n1/2yeˆ , d’ou` l’e´quivalence (i)⇐⇒ (ii).
On a x = nL(ωeˆ,yeˆ) donc, pour une forme ψ , on a L(ψ) = x si et seulement si ψ
co¨ıncide avec n1/2ωeˆ,xe sur Ŝ , d’ou` (iii)⇒(ii). La re´ciproque re´sulte de ce que toute
forme positive sur Ŝ peut se prolonger en une forme positive sur L(H) .
Si ω et ω′ sont des formes positives, ψ : x 7→ (ω ⊗ ω′)(V ∗(1 ⊗ x)V ) est positive et
L(ω)L(ω′) = L(ψ) . En outre, pour x ∈ S , si F(x) ≥ 0 alors F(κ(x)) = κ̂(F(x)) ≥ 0 .
L’ensemble des x ∈ S tels que ρ(ωe,xe) ≥ 0 est donc stable par le produit de S et
invariant par κ . Les autres assertions de a) sont claires.
b) Se de´montre de manie`re analogue (ou en remplac¸ant V par V˜ ).
Notons par la meˆme lettre σ la volte de S⊗S et celle de Ŝ⊗ Ŝ (i.e. l’automorphisme
donne´ par σ(x⊗ y) = y ⊗ x ).
1.5. Proposition. — Soit x ∈ S (resp. Ŝ ). Alors ρ(ωe,xe) (resp. L(ωeˆ,xeˆ) ) est dans
le centre de Ŝ (resp S ) si et seulement si δ(x) = σ(δ(x)) (resp. δ̂(x) = σ(δ̂(x)) .
L’ensemble des x ∈ S (resp. Ŝ ) tels que ρ(ωe,xe) (resp. L(ωeˆ,xeˆ) ) est dans le centre
de Ŝ (resp S ) est une sous-alge`bre involutive de S (resp. Ŝ ).
De´monstration. ρ(ωe,xe) (resp. L(ωeˆ,xeˆ) ) est dans le centre de Ŝ (resp S ) si et
seulement si la forme y 7→ ϕ̂(yρ(ωe,xe)) (resp. y 7→ ϕ(yL(ωeˆ,xeˆ)) ) est traciale sur Ŝ
(resp. S ). Or, ϕ̂(yρ(ωe,xe)) = 〈eˆ, yρ(ωe,xe)eˆ〉 = n−1/2〈eˆ, yκ(x)e〉 = n−1β(κ(x), y) (resp.
ϕ(yL(ωeˆ,xeˆ)) = 〈e, yL(ωeˆ,xeˆ)e〉 = n−1/2〈e, yxeˆ〉 = n−1β(y∗, x∗) ). Cela signifie donc que
pour y, z ∈ Ŝ (resp S ), on a β(κ(x), yz) = β(κ(x), zy) (resp. β(yz, x∗) = β(zy, x∗) ).
Or δ(κ(x)) = (κ⊗ κ)σδ(x) . La proposition re´sulte alors des formules de 1.1.
1.6. — On note J : H → H l’isome´trie antiline´aire xe 7→ x∗e et Ĵ : H → H
l’isome´trie antiline´aire L(ω)e 7→ L(ω∗)e . Remarquons que U = JĴ . Les applications
J , Ĵ et U e´tant involutives, on a aussi U = ĴJ . Pour y ∈ Ŝ , on a
yeˆ = n1/2L(ωeˆ,yeˆ)e = n
1/2L(yϕ̂)e donc Ĵyeˆ = n1/2L(ϕ̂y∗)e = n1/2L(y∗ϕ̂)e , vu que ϕ̂
est une trace sur Ŝ . Donc Ĵyeˆ = y∗eˆ . Enfin, Jρ(ω)eˆ = ĴUρ(ω)eˆ = Ĵρ(ω∗)∗eˆ = ρ(ω∗)eˆ .
– 7 –
Remarquons que, pour x ∈ S , JxJ ∈ S′ , UxU ∈ S′ et ĴxĴ = κ(x∗) ∈ S .
De meˆme, pour y ∈ Ŝ , ĴyĴ ∈ Ŝ′ , UyU ∈ Ŝ′ et JyJ = κ̂(y∗) ∈ Ŝ . Donc
pour ω ∈ L(H)∗ , la restriction a` Ŝ (resp. S ) de la forme x 7→ ω(JxJ) (resp.
x 7→ ω(ĴxĴ) ) ne de´pend que de la restriction de ω a` Ŝ (resp. S ). Pour ξ ∈ H , on
a L(ωeˆ,ξ)
∗e = JL(ωeˆ,ξ)e = n
−1/2Jξ = L(ωeˆ,Jξ)e , donc L(ωeˆ,ξ)




) . Comme la restriction de toute forme a` Ŝ (resp. S ) co¨ıncide avec un





1.7. Proposition. — a) Pour tout x ∈ S , y ∈ Ŝ on a : τ(xy) = τ(x)τ(y) = ϕ(x)ϕ̂(y) .
b) On a (id⊗ τ ⊗ id)(V12V23) = (id⊗ τ ⊗ id)(V23V12) = θe,e ⊗ θeˆ,eˆ .
c) Pour tout x ∈ S , y ∈ Ŝ on a : L(xτ) = τ(x)θeˆ,eˆ et ρ(yτ) = τ(y)θe,e .
De´monstration. a) On a V˜ (xy ⊗ 1)V˜ ∗ = (x⊗ 1)δ̂(y) . Donc
τ(xy) = (τ ⊗ τ)(xy ⊗ 1)
= (τ ⊗ τ)(V˜ (xy ⊗ 1)V˜ ∗) vu que τ ⊗ τ est une trace
= (τ ⊗ τ)((x⊗ 1)δ̂(y))
= τ(x(id⊗ τ)δ̂(y))
= τ(x)τ(y) .
b) Pour ω, ω′ ∈ L(H)∗ , on a (ω ⊗ ω′)(id⊗ τ ⊗ id)(V12V23) = τ(ω ⊗ id⊗ ω′)(V12V23) =
τ(L(ω)ρ(ω′)) = τ(L(ω))τ(ρ(ω′)) par a). Or τ(L(ω)) = ω(ρ(τ)) et τ(ρ(ω′)) = ω′(L(τ)) .
Donc (ω ⊗ ω′)(id⊗ τ ⊗ id)(V12V23) = (ω ⊗ ω′)(θe,e ⊗ θeˆ,eˆ) .
c) Pour ω ∈ L(H)∗ , on a ω(L(τx)) = τ(xρ(ω)) = τ(x)ω(L(τ)) ; de meˆme,
ω(ρ(τy)) = τ(yL(ω)) = τ(y)ω(ρ(τ)) .
1.8. Corollaire. — Si p ∈ S et q ∈ Ŝ sont des projecteurs qui commutent, on a
dim(pH) dim(qH) = n dim(pH ∩ qH) = n2‖pe‖2‖qeˆ‖2 .
De´monstration. Cela re´sulte du calcul de τ(pq) a` l’aide de la prop. 1.7.a).
Il est facile de donner une description de l’espe´rance conditionnelle de L(H) sur S :
1.9. Proposition. — Pour tout T ∈ L(H) on a ES(T ) = (id⊗ ωeˆ,eˆ)(V̂ ∗(1⊗ T )V̂ ) .
De´monstration. Il suffit de ve´rifier cette formule pour T = ab avec a ∈ S et b ∈ Ŝ . On
a (id⊗ωeˆ,eˆ)(V̂ ∗(1⊗T )V̂ ) = (id⊗ωeˆ,beˆ)(V̂ ∗(1⊗a)V̂ ) = (id⊗ωeˆ,beˆ)(V (a⊗1)V ∗) = τ(b)a .
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On peut donner d’autres e´critures pour ES par exemple ES(T ) = (ωeˆ,eˆ ⊗ id)(V (T ⊗
1)V ∗) = (id⊗ τ)(V˜ (T ⊗ 1)V˜ ∗) , ainsi que des formules analogues pour E
Ŝ
.
On peut remarquer que l’unitaire multiplicatif V (de multiplicite´ 1 ) est entie`rement
de´termine´ par les alge`bres S et Ŝ associe´es et les espaces de ses vecteurs fixes et
cofixes : par 1.3, pour ω ∈ L(H)∗ , l’ope´rateur ρ(ω) est l’unique e´le´ment y de Ŝ tel
que, pour tout x ∈ S on ait ω(x) = n1/2〈eˆ, yxe〉 . On peut donner une description plus
explicite de V en termes de S , Ŝ , e et eˆ :
1.10. Proposition. — Pour tout a, x ∈ S et tout b, y ∈ Ŝ , on a 〈xe⊗yeˆ, V (ae⊗beˆ)〉 =
τ(x∗y∗ab) .
De´monstration. On a 〈xe ⊗ yeˆ, V (ae ⊗ beˆ)〉 = 〈xe ⊗ yeˆ, δ(a)(e ⊗ beˆ)〉 = 〈xe, (id ⊗
ωyeˆ,beˆ)(δ(a))e〉 . Or (id⊗ ωyeˆ,beˆ)(δ(a)) = (id⊗ ωeˆ,eˆ)(V̂ ∗(1⊗ y∗ab)V̂ ) = ES(y∗ab) ; donc
〈xe, (id⊗ ωyeˆ,beˆ)(δ(a))e〉 = ϕ(x∗ES(y∗ab)) = τ(x∗y∗ab) .
1.11. Corollaire. — On a (J ⊗ Ĵ)V (J ⊗ Ĵ) = V ∗ .
De´monstration. Si a, x ∈ S et b, y ∈ Ŝ , on a 〈(J ⊗ Ĵ)V (J ⊗ Ĵ)(xe ⊗ yeˆ), ae ⊗ beˆ〉 =
〈(J ⊗ Ĵ)(ae ⊗ beˆ), V (J ⊗ Ĵ)(xe ⊗ yeˆ)〉 = 〈a∗e ⊗ b∗eˆ, V (x∗e ⊗ y∗eˆ)〉 = τ(abx∗y∗) =
〈xe⊗ yeˆ, V (ae⊗ beˆ)〉 .
2. Une caracte´risation des alge`bres de Hopf en dualite´.
Soit H un espace hilbertien de dimension finie (non nulle) n . On note τ la trace
normalise´e de L(H) . Soient A,B ⊂ L(H) deux sous-alge`bres involutives unitales. Nous
donnons ici des conditions pour que A et B soient des alge`bres de Hopf en dualite´,
i.e. les alge`bres S et Ŝ associe´es a` un unitaire multiplicatif. La premie`re condition que
nous imposons est une condition de 〈〈carre´ commutatif 〉〉(cf. [19]).
2.1. Lemme. — Soient A,B ⊂ L(H) deux sous-alge`bres involutives unitales telles que,
pour tout (a, b) ∈ A×B , on ait τ(ab) = τ(a)τ(b) .
a) Soit fˆ ∈ H de norme 1 . Si θfˆ ,fˆ ∈ A alors fˆ est un vecteur trace pour B .
b) Si de plus dimB = n alors θfˆ ,fˆ est central dans A .
De´monstration. a)) Pour b ∈ B , on a 〈fˆ , bfˆ〉 = nτ(θfˆ ,fˆ b) = nτ(θfˆ ,fˆ )τ(b) = τ(b) , d’ou`
a).
b) Par a), fˆ est un vecteur se´parateur pour B ; comme dimB ≥ dim H , on en de´duit
que c’est un vecteur totalisateur pour B .
Soit a ∈ A . Pour tout b ∈ B , on a 〈b∗fˆ , afˆ〉 = nτ(aθfˆ,fˆb) = nτ(aθfˆ,fˆ )τ(b) =
〈b∗fˆ , fˆ〉〈fˆ , afˆ〉 donc afˆ = 〈fˆ , afˆ〉fˆ (puisque fˆ est un totalisateur pour B ), donc
aθfˆ ,fˆ = 〈fˆ , afˆ〉θfˆ ,fˆ . Appliquant cela a` a∗ , on trouve aθfˆ ,fˆ = θfˆ ,fˆa .
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Soient A,B ⊂ L(H) deux sous-alge`bres involutives unitales de dimension n telles que,
pour tout (a, b) ∈ A × B , on ait τ(ab) = τ(a)τ(b) et fˆ , f ∈ H de norme 1 tels que
θfˆ ,fˆ ∈ A et θf,f ∈ B . Remarquons que, comme fˆ est un vecteur trace pour B , on
a |〈fˆ , f〉| = n−1/2 . On supposera de´sormais que 〈fˆ , f〉 = n−1/2 (quitte a` multiplier fˆ
par un scalaire de module 1 ).
On note Λ l’injection canonique de L(H) dans L2(L(H), τ) . De´finissons Z, Z ′ :
H⊗H → L2(L(H), τ) par les formules Z(af ⊗ bfˆ) = Λ(ab) et Z ′(af ⊗ bfˆ) = Λ(ba) . Il
est clair que ce sont des isome´tries, donc des unitaires (par e´galite´ des dimensions). On
pose enfin W = (Z ′)∗Z .
2.2. Lemme. — a) Pour tout a, x ∈ A et tout b, y ∈ B , on a 〈xf ⊗ yfˆ ,W (af ⊗ bfˆ)〉 =
τ(x∗y∗ab) .
b) Pour tout b ∈ B et tout a ∈ A , on a n1/2(ωfˆ ,af ⊗ id)(W ) = a et
n1/2(id⊗ ωb∗fˆ ,f )(W ) = b .
c) Les proprie´te´s suivantes sont e´quivalentes : (i) W ∈ B ⊗L(H) ; (ii) W ∈ L(H)⊗A ;
(iii) W ∈ B ⊗A .
De´monstration. a) En effet, 〈xf ⊗ yfˆ ,W (af ⊗ bfˆ)〉 = 〈Z ′(xf ⊗ yfˆ), Z(af ⊗ bfˆ)〉 =
〈Λ(yx),Λ(ab)〉 .
b) Pour a ∈ A et b, y ∈ B , on a 〈yfˆ, n1/2(ωfˆ ,af ⊗ id)(W )bfˆ〉 = n1/2〈fˆ ⊗ yfˆ ,W (af ⊗
bfˆ)〉 = n〈θfˆ ,fˆf⊗yfˆ ,W (af⊗bfˆ)〉 = nτ(θfˆ,fˆy∗ab) = 〈yfˆ , abfˆ〉 . Comme fˆ est totalisateur
pour B , on en de´duit la premie`re assertion.
En e´changeant les roˆles de A et B , on remplace W par ΣW ∗Σ , d’ou` la deuxie`me
assertion.
c) Comme f est totalisateur pour A et fˆ se´parateur pour B , tout e´le´ment de
B∗ est la restriction d’une forme ωfˆ ,af . Si W ∈ B ⊗ L(H) , pour tout ω ∈ B∗ , on a
(ω ⊗ id)(W ) ∈ A par b), donc W ∈ B ⊗ A . On a montre´ (i) ⇐⇒ (iii). Echangeant les
roˆles de A et B , on trouve que (ii)⇐⇒ (iii).
Remarquons que sous les hypothe`ses du lemme 2.2.c), on a B = { (id ⊗ ω)(W ) , ω ∈
L(H)∗ } et A = { (ω ⊗ id)(W ) , ω ∈ L(H)∗ } .
Notons JA et JB les involutions de H de´finies par JA(af) = a∗f et JB(bfˆ) = b∗fˆ
(pour a ∈ A et b ∈ B ).
2.3. Lemme. — a) On a (JA ⊗ JB)W (JA ⊗ JB) = W ∗ .
b) Si W ∈ L(H)⊗ A , alors JABJA = B et JBAJB = A .
c) Dans ce cas, JAJB = JBJA .
De´monstration. a) Pour a, x ∈ A et b, y ∈ B , on a 〈(JA ⊗ JB)W (JA ⊗ JB)(xf ⊗
yfˆ), af⊗bfˆ〉 = 〈(JA⊗JB)(af⊗bfˆ),W (JA⊗JB)(xf⊗yfˆ)〉 = 〈a∗f⊗b∗fˆ ,W (x∗f⊗y∗fˆ)〉 =
τ(x∗y∗ab) = 〈xf ⊗ yfˆ ,W (af ⊗ bfˆ)〉 , d’ou` a).
b) Pour b ∈ B , on a JAbJA = n1/2JA((id ⊗ ωb∗fˆ ,f )(W ))JA = n1/2(id ⊗
(JBωb∗fˆ ,fJB))(W
∗) ∈ B , d’ou` la premie`re assertion. La deuxie`me assertion se de´montre
de fac¸on analogue.
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c) On a JA(fˆ) = n
1/2JAθfˆ ,fˆf = fˆ , donc JBJAbfˆ = JB(JAbJA)fˆ = (JAbJA)
∗fˆ =
JAJBbfˆ .
On suppose de´sormais que W ∈ L(H) ⊗ A . On pose U = JAJB et Ŵ =
Σ(U ⊗ 1)W (U ⊗ 1)Σ .
2.4. Lemme. — Pour x, a ∈ A et b′, y′ ∈ B′ , on a 〈y′fˆ⊗xf, Ŵ (b′fˆ⊗af)〉 = τ(y′∗x∗b′a) .
De´monstration. On a 〈y′fˆ ⊗ xf, Ŵ (b′fˆ ⊗ af)〉 = 〈Uxf ⊗ y′fˆ ,W (Uaf ⊗ b′fˆ)〉 . Posons
a1 = JBa
∗JB , x1 = JBx
∗JB , b = JB(b
′)∗JB et y = JB(y
′)∗JB . On a a1f =
Uaf , x1f = Uxf , bfˆ = b
′fˆ et yfˆ = y′fˆ . Donc 〈y′fˆ ⊗ xf, Ŵ (b′fˆ ⊗ af)〉 =
〈x1f ⊗ yfˆ ,W (a1f ⊗ bfˆ)〉 = τ(x∗1y∗a1b) = τ(JB(b′ay′∗x∗)∗JB) = τ(b′ay′∗x∗) .
2.5. Lemme. — a) Pour tout a ∈ A on a Z(a⊗ 1)Z∗ = πτ (a) .
b) Pour tout a1, a2 ∈ A et b1, b2 ∈ B , on a 〈a1f ⊗ b1fˆ ,W (θfˆ,fˆ ⊗ 1)W ∗(a2f ⊗ b2fˆ)〉 =
n−1〈fˆ , b2a2a∗1b∗1fˆ〉 .
c) Pour tout c1, c2 ∈ A et d1, d2 ∈ B′ , on a 〈d1fˆ ⊗ c1f, Ŵ ∗(1⊗ θfˆ ,fˆ )Ŵ (d2fˆ ⊗ c2f)〉 =
n−1〈fˆ , d2c2c∗1d∗1fˆ〉 .
d) On a W (θfˆ ,fˆ ⊗ 1)W ∗ = Ŵ ∗(1⊗ θfˆ ,fˆ )Ŵ .
De´monstration. a) est clair.
b) Comme Z ′(aif ⊗ bifˆ) = Λτ (biai) , on a
〈a1f ⊗ b1fˆ ,W (θfˆ,fˆ ⊗ 1)W ∗(a2f ⊗ b2fˆ)〉 = 〈(Λτ (b1a1), Z(θfˆ ,fˆ ⊗ 1)Z∗Λτ (b2a2)〉
= τ(a∗1b
∗
1θfˆ ,fˆ b2a2) par a).
= n−1〈fˆ , b2a2a∗1b∗1fˆ〉
c) Remarquons que, comme A = JBAJB et B
′ = JBBJB , pour tout a ∈ A et tout
b′ ∈ B′ on a τ(ab′) = τ(a)τ(b′) . De plus, θf,f ∈ B′ et θfˆ ,fˆ ∈ A . Si on remplace le
couple (A,B) par (B′, A) on remplace W par Ŵ (lemme 2.4) ; donc si on remplace
le couple (A,B) par (A,B′) on remplace W par ΣŴ ∗Σ ; donc c) de´coule de b).
d) Soient a1, a2 ∈ A et b1, b2 ∈ B ; notons c1, c2 ∈ A et d1, d2 ∈ B′ les e´le´ments
tels que aif = difˆ et bifˆ = cif ( i = 1, 2 ). Remarquons que Uc
∗
i f = JBcif = b
∗
i fˆ et
Ua∗i f = d
∗
i fˆ . On a :
〈a1f ⊗ b1fˆ ,W (θfˆ,fˆ ⊗ 1)W ∗(a2f ⊗ b2fˆ)〉 = n−1〈fˆ , b2a2a∗1b∗1fˆ〉
= n−1〈a∗2Uc∗2f, a∗1Uc∗1f〉
= n−1〈a∗2f, U(c2c∗1)Ua∗1f〉 car UciU ∈ A′ .
= n−1〈d∗2fˆ , (c2c∗1)d∗1fˆ〉
= 〈d1fˆ ⊗ c1f, Ŵ ∗(1⊗ θfˆ ,fˆ )Ŵ (d2fˆ ⊗ c2f)〉
d’ou` le re´sultat.
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2.6. Lemme. — Notons π : L(H)→ L(H⊗H) la repre´sentation x 7→ (Z ′)∗πτ (x)Z ′ .
a) Pour a ∈ A et b ∈ B , on a π(a) =W (a⊗ 1)W ∗ et π(b) = (1⊗ b) .
b) Pour tout x ∈ L(H) on a π(x) = Ŵ ∗(1⊗ x)Ŵ .
De´monstration. a) La deuxie`me assertion est claire ; la premie`re re´sulte du lemme 2.5.a).
b) Comme Ŵ ∈ A⊗B′ , cette e´galite´ est vraie pour x ∈ B par a). Par le lemme 2.5.d),
cela est aussi vrai pour x = θfˆ ,fˆ . Or L(H) est engendre´ par B et θfˆ ,fˆ , d’ou` le
re´sultat.
2.7. Proposition. — Pour tout a ∈ A on a W (a⊗ 1)W ∗ ∈ A⊗A ; pour tout b ∈ B
on a W ∗(1⊗ b)W ∈ B ⊗B .
De´monstration. Par hypothe`se W (a ⊗ 1)W ∗ ∈ L(H) ⊗ A ; par le lemme 2.6, on a
W (a⊗ 1)W ∗ = Ŵ ∗(1⊗ a)Ŵ ∈ A⊗L(H) , d’ou` la premie`re assertion. Quand on e´change
les roˆles de A et B , W est remplace´ par ΣW ∗Σ ; la deuxie`me assertion re´sulte donc
de la premie`re.
2.8. The´ore`me. — Soient A,B ⊂ L(H) deux sous-alge`bres involutives unitales de
dimension n et fˆ , f ∈ H de norme 1 . On suppose que :
a) Pour tout (a, b) ∈ A×B , on a τ(ab) = τ(a)τ(b) .
b) θfˆ ,fˆ ∈ A et θf,f ∈ B .
c) L’unitaire W ∈ L(H⊗H) de´fini par 〈xf ⊗ yfˆ ,W (af ⊗ bfˆ)〉 = τ(x∗y∗ab) pour tout
a, x ∈ A et tout b, y ∈ B , est contenu dans B ⊗ L(H) .
Alors W est multiplicatif ; les alge`bres 〈〈 S 〉〉 et 〈〈 Ŝ 〉〉 associe´es sont A et B ; le vecteur
f est fixe et le vecteur fˆ cofixe pour W .
De´monstration. On a de´ja` montre´ que { (ω ⊗ id)(W ) , ω ∈ L(H)∗ } = A et
{ (id⊗ω)(W ) , ω ∈ L(H)∗ } = B . Il est clair que pour tout ξ ∈ H , on a W (f⊗ξ) = f⊗ξ
et W (ξ ⊗ fˆ) = ξ ⊗ fˆ . La seule chose a` montrer est que W est multiplicatif.
Par la prop. 2.7, on a W23W12W
∗
23 ∈ B ⊗ A ⊗ A et W ∗12W23W12 ∈ B ⊗ B ⊗ A ; donc
W ∗12W23W12W
∗
23 ∈ B ⊗C⊗ A .
Pour x ∈ A et η ∈ H , comme W (fˆ ⊗ fˆ) = fˆ ⊗ fˆ et W ∗(f ⊗ η) = f ⊗ η , on a
〈fˆ ⊗ fˆ ⊗ f,W ∗12W23W12W ∗23(xf ⊗ f ⊗ η)〉 = 〈fˆ ⊗ fˆ ⊗ f,W23W12(xf ⊗ f ⊗ η)〉
= 〈fˆ ⊗ f,W ((ωfˆ ,xf ⊗ id)(W )⊗ 1)(f ⊗ η)〉
= n−1/2〈fˆ ⊗ f,W (xf ⊗ η)〉 lemme 2.2.b)
= 〈fˆ ⊗ fˆ ⊗ f,W13(xf ⊗ f ⊗ η)〉
d’ou` l’on de´duit que W ∗12W23W12W
∗
23 =W13 , vu que fˆ⊗f est se´parateur pour B⊗A .
Remarquons que, comme la dimension de A est e´gale a` celle de H , l’unitaire
multiplicatif W est irre´ductible. En fait, comme U = JAJB , (H,W, U) est un
syste`me de Kac au sens de [1].
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3. Pre´-sous-groupes.
Soient H un espace hilbertien de dimension finie n 6= 0 et V ∈ L(H⊗H) un unitaire
multiplicatif de multiplicite´ 1 sur H . On choisit un vecteur fixe e de module 1 et on
note eˆ le vecteur cofixe tel que 〈e, eˆ〉 = n−1/2 .
Pour ξ ∈ H , posons Hξ = { η ∈ H , V (η ⊗ ξ) = η ⊗ ξ } et Hξ = { η ∈ H , V (ξ ⊗ η) =
ξ ⊗ η } .
3.1. Lemme. — Soit ξ ∈ H tel que ‖ξ‖ = 1 . Notons ψ l’e´tat vectoriel ωξ,ξ .
a) On a Hξ = { η ∈ H , L(ψ)η = η} et Hξ = { η ∈ H , ρ(ψ)η = η} .
b) On a V (Hξ ⊗Hξ) ⊂ H⊗Hξ et V ∗(Hξ ⊗Hξ) ⊂ Hξ ⊗H .
De´monstration. a) Comme ‖L(ψ)‖ ≤ 1 , on a : L(ψ)η = η ⇐⇒ 〈η, L(ψ)η〉 = ‖η‖2 ⇐⇒
〈ξ ⊗ η, V (ξ ⊗ η)〉 = ‖η‖2 ⇐⇒ V (ξ ⊗ η) = ξ ⊗ η . La meˆme de´monstration s’applique
pour ρ(ψ) .
b) Soient η, ζ ∈ Hξ . Alors η ⊗ ζ ⊗ ξ est invariant par V13 et V23 donc par
V13V23 = V
∗
12V23V12 . Donc V (η⊗ ζ)⊗ ξ est invariant par V23 i.e. V (η⊗ ζ) ∈ H⊗Hξ .
La deuxie`me assertion se de´duit de la premie`re en remplac¸ant V par ΣV ∗Σ .
3.2. Lemme. — a) Soient ξ1, ξ2, η1, η2 ∈ H tels que V (ξ1 ⊗ η1) = ξ1 ⊗ η1 et
V (ξ2⊗η2) = ξ2⊗η2 . On a L(ωξ1,ξ2)L(ωη1,η2) = 〈ξ1, ξ2〉L(ωη1,η2) et ρ(ωξ1,ξ2)ρ(ωη1,η2) =
〈η1, η2〉ρ(ωξ1,ξ2) .
b) Soient f, g ∈ H tels que V (f ⊗ g) = f ⊗ g . Pour tout ξ, η ∈ H les ope´rateurs
L(ωξ,f ) et ρ(ωg,η)
∗ commutent.
De´monstration. a) On a L(ωξ1,ξ2)L(ωη1,η2) = L(ω) , ou` ω(x) = (ωξ1,ξ2 ⊗ωη1,η2)(V ∗(1⊗
x)V ) = 〈V (ξ1⊗η1), (1⊗x)V (ξ2⊗η2)〉 = 〈ξ1, ξ2〉ωη1,η2(x) . De meˆme, ρ(ωξ1,ξ2)ρ(ωη1,η2) =




∗ = (ωξ,f ⊗ id⊗ ωη,g)(V12V ∗23)
= (ωξ,f ⊗ id⊗ ωη,g)(V ∗23V12V13)
= (ωξ,f ⊗ id⊗ ωη,g)(V ∗23V12)
vu que V (f ⊗ g) = f ⊗ g . Or (ωξ,f ⊗ id⊗ ωη,g)(V ∗23V12) = ρ(ωg,η)∗L(ωξ,f ) .
3.3. Proposition. — Soit f ∈ H , ‖f‖ = 1 tel que V (f ⊗ f) = f ⊗ f . Notons ψ
l’e´tat ψ = ωf,f .
a) L’ope´rateur L(ψ) est le projecteur sur Hf ; l’ope´rateur ρ(ψ) est le projecteur sur
Hf . Ces deux projecteurs commutent.
b) Pour tout ξ ∈ Hf ⊗Hf , V ξ = ξ .
c) On a L(ψ)e = θf,fe , ρ(ψ)eˆ = θf,f eˆ , 〈e, eˆ〉 = 〈e, f〉〈f, eˆ〉 et Jf = Ĵf = Uf = f .
d) On a Hf ∩Hf = Cf et dim(Hf ) dim(Hf ) = dim(H) . De plus |〈e, f〉|2 dim(Hf ) =
|〈eˆ, f〉|2 dim(Hf ) = 1 .
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De´monstration. a) Par le lemme 3.2.a), L(ψ) et ρ(ψ) sont des idempotents. Comme
‖L(ψ)‖ ≤ 1 et ‖ρ(ψ)‖ ≤ 1 , ce sont des projecteurs. Les e´galite´s L(ψ)H = Hf et
ρ(ψ)H = Hf re´sultent du lemme 3.1.a). Par le lemme 3.2.b), les projecteurs L(ψ) et
ρ(ψ) = ρ(ψ)∗ commutent.
b) Pour ξ ∈ Hf , ζ ∈ Hf , ζ ⊗ f ⊗ ξ est invariant par V12 et par V23 donc par V13 .
c) On a 〈e, L(ψ)e〉 = ϕ(L(ψ)) = ψ(ρ(ϕ)) . Or ρ(ϕ) e´tant le projecteur sur
l’espace des vecteurs fixes, par hypothe`se re´duit a` Ce , on en de´duit 〈e, L(ψ)e〉 =
|〈f, e〉|2 = 〈e, θf,fe〉 . Comme L(ψ) − θf,f est positif, on a L(ψ)e = θf,fe . L’e´galite´
ρ(ψ)eˆ = θf,f eˆ s’en de´duit en remplac¸ant V par ΣV
∗Σ . De plus, comme l’image
du projecteur ρ(ϕ) = θe,e est contenue dans Hf , on a ρ(ϕ) = ρ(ϕ)ρ(ψ) , donc
〈e, eˆ〉e = ρ(ϕ)eˆ = ρ(ϕ)ρ(ψ)eˆ = ρ(ϕ)(〈f, eˆ〉f) = 〈e, f〉〈f, eˆ〉e .
On a JL(ψ)e = L(ψ)∗e = L(ψ)e , ĴL(ψ)e = L(ψ∗)e = L(ψ)e . Comme e est se´parateur
pour S , L(ψ)e 6= 0 ; donc Jf = Ĵf = f , vu que f est proportionnel a` L(ψ)e . Donc
Uf = ĴJf = f
d) On a ψ(ρ(τ)) = τ(L(ψ)) . Mais ρ(τ) = θe,e ; donc ψ(ρ(τ)) = |〈f, e〉|2 .
D’autre part, nτ(L(ψ)) est la dimension de Hf (ou` n = dimH ). Donc
dimHf = n|〈e, f〉|2 = n|〈eˆ, e〉|2|〈eˆ, f〉|−2 par c) ; donc |〈eˆ, f〉|2 dim(Hf ) = 1 . De meˆme,
|〈e, f〉|2 dim(Hf ) = 1 . On en de´duit que n−1 dimHf dimHf = |〈eˆ, e〉|2 dimHf dimHf =
|〈eˆ, f〉|2 dim(Hf )|〈e, f〉|2 dim(Hf ) = 1 . Or par le corollaire. 1.8, dimHf ∩ Hf =
n−1 dimHf dimH
f .
3.4. De´finition. — On appelle pre´-sous-groupe de V tout vecteur f ∈ H , tel que
‖f‖ = 1 , 〈f, e〉 > 0 , V (f ⊗ f) = f ⊗ f . Si f est un pre´-sous-groupe, les projecteurs
L(ωf,f) et ρ(ωf,f) se notent simplement Lf et ρf .
Par hypothe`se e et eˆ sont des pre´-sous-groupes.
Exemple. — Soit G un groupe fini. Notons V ∈ L(ℓ2(G) ⊗ ℓ2(G) son unitaire
multiplicatif, donne´ par la formule (V ξ)(s, t) = ξ(st, t) , pour tout ξ ∈ ℓ2(G)⊗ ℓ2(G) =
ℓ2(G × G) , s, t ∈ G . Soit Γ un sous-groupe de G ; alors |Γ|−1/2χΓ est un pre´-
sous-groupe de V , ou` χΓ de´signe la fonction caracte´ristique de Γ . Inversement, soit
f ∈ ℓ2(G) un pre´-sous-groupe ; alors, ‖f‖ = 1 , f(1) = 〈eˆ, f〉 ∈ R+ et, pour tout
s, t ∈ G , on a f(s)f(t) = f(st)f(t) ; alors, l’ensemble Γ = { s ∈ G , f(s) 6= 0 } est
stable par le produit de G ; comme G est fini (et f 6= 0 ), Γ est un sous-groupe
de G ; de plus, pour tout s, t ∈ Γ , on a f(st) = f(s) ; donc f = |Γ|−1/2χΓ . On voit
alors que Hf est l’ensemble des fonctions supporte´es par Γ et Hf est l’ensemble des
fonctions invariantes a` droite par Γ . La relation dim(Hf ) dim(Hf ) = dim(H) (prop.
3.3.d) est le the´ore`me de Lagrange.
3.5. Proposition. — Soient f, g des pre´-sous-groupes.
a) On a L(ωf,g)
2 = 〈f, g〉L(ωf,g) et ρ(ωf,g)2 = 〈f, g〉ρ(ωf,g) . On a L(ωf,g) = L(ωf,g)∗
et ρ(ωf,g) = ρ(ωf,g)
∗ .
b) Les ope´rateurs L(ωf,g) et ρg commutent. Les ope´rateurs ρ(ωf,g) et Lf
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commutent.
On note Hf,g l’image de L(ωf,g) et Hg,f celle de ρ(ωg,f) .
c) On a dim(Hf,g ∩ Hg) dim(Hg) = dim(Hf,g) et dim(Hg,f ∩ Hg) dim(Hg) =
dim(Hg,f) .
d) On a dim(Hf,g ∩Hg)〈f, g〉〈g, e〉 = 〈f, e〉 et dim(Hg,f ∩Hg)〈f, g〉〈f, e〉 = 〈g, e〉 ; en
particulier, 〈f, g〉 > 0 .
e) On a dim(Hf,g ∩Hg) dim(Hg,f ∩Hg) = 〈f, g〉−2 .
f) On a Hf ⊂ Hf,g , Hg ⊂ Hf,g , Hf ⊂ Hg,f et Hg ⊂ Hg,f .
De´monstration. a) Les deux premie`res assertions re´sultent du lemme 3.2.a) ; les deux
dernie`res de la prop. 3..3.c) et de 1.6.
b) re´sulte du lemme 3.2.b).
c) Il re´sulte du corollaire 1.8, et de b) que n dim(Hf,g ∩ Hg) = dim(Hf,g) dimHg . Or
n = dimHg dimH
g . La deuxie`me assertion se de´montre de manie`re analogue.
d) De c) on de´duit que 〈f, g〉 dim(Hf,g∩Hg) dim(Hg) = 〈f, g〉 dimHf,g = nτ(L(ωf,g)) =
nωf,g(ρ(τ)) = n〈f, e〉〈g, e〉 , donc 〈f, g〉 dim(Hf,g ∩ Hg) = dimHg〈f, e〉〈g, e〉 . On en
de´duit la premie`re assertion vu que 〈g, e〉2 dimHg = 1 . La deuxie`me assertion se
de´montre de manie`re analogue, vu que 〈f, e〉〈f, eˆ〉 = 〈g, e〉〈g, eˆ〉 .
e) re´sulte imme´diatement de d).
f) On a L(ωf,g)Lfe = 〈f, e〉L(ωf,g)∗f = 〈f, e〉〈f, g〉f = 〈f, g〉Lfe . De meˆme,
L(ωf,g)Lge = 〈g, e〉L(ωf,g)g = 〈g, e〉〈f, g〉g = 〈f, g〉Lge . On en de´duit que L(ωf,g)Lf =
〈f, g〉Lf et L(ωf,g)Lg = 〈f, g〉Lg , vu que e est se´parateur pour S , d’ou` les premie`res
assertions, vu que 〈f, g〉 6= 0 (par d). Les autres assertions s’en de´duisent en remplac¸ant
V par ΣV ∗Σ .
3.6. Corollaire. — Il y a un nombre fini de pre´-sous-groupes pour V .
De´monstration. Il re´sulte imme´diatement de la proposition pre´ce´dente que, si f et g
sont des pre´-sous-groupes distincts, 〈f, g〉−2 est entier, donc 〈f, g〉 ≤ 2−1/2 , donc
‖f − g‖2 ≥ 2−√2 , d’ou` le re´sultat.
3.7. Proposition. — a) Soient f et g des pre´-sous-groupes. Les conditions suivantes
sont e´quivalentes.
(i) V (f ⊗ g) = f ⊗ g . (ii) Hg ⊂ Hf . (iii) Hf ⊂ Hg . (iv) Hf,g = Hf ; (v)
Hg,f = Hf ; (vi) Hf,g = Hg ; (vii) Hg,f = Hg ;
Si f et g ve´rifient ces conditions, nous e´crirons g ≺ f .
b) La relation ≺ est une relation d’ordre sur l’ensemble des pre´-sous-groupes de V ,
pour laquelle e est le plus grand e´le´ment et eˆ est le plus petit e´le´ment.
De´monstration. a) (ii) ⇒ (i) re´sulte de ce que g ∈ Hg . Si (i) est ve´rifie´e, pour tout
ξ ∈ Hg , on a V (f ⊗ ξ) = f ⊗ ξ par la prop. 3.3.b), donc (i)⇒(ii). (i) ⇐⇒ (iii) en
re´sulte remplac¸ant V par ΣV ∗Σ . Par la prop. 3.5.f), (iv)⇒(ii), (v)⇒(ii), (vi)⇒(iii) et
(vii)⇒(iii). Si (i) est satisfaite, par le lemme 3.2.a), LfL(ωf,g) = L(ωf,g) , LfL(ωg,f) =
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L(ωg,f) , ρ(ωf,g)ρg = ρ(ωf,g) , ρ(ωg,f)ρg = ρ(ωg,f) , donc (i) implique les relations (iv) a`
(vii).
b) Il est clair, par la condition (ii) que ≺ est une relation de pre´ordre. Si f ≺ g
et g ≺ f , on a g ∈ Hf ∩ Hf = Cf . Comme ‖f‖ = ‖g‖ = 1 , 〈e, f〉 > 0 et
〈e, g〉 > 0 , f = g . Il est clair enfin que e est le plus grand e´le´ment et eˆ le plus petit.
3.8. Proposition. — Soient f et g deux pre´-sous-groupes. Si le nombre entier
〈f, g〉−2 est premier alors f et g sont comparables.
De´monstration. Par la prop. 3.5.e) un des nombres dim(Hf,g ∩Hg) ou dim(Hg,f ∩Hg)
est e´gal a` 1 ; le re´sultat de´coule alors des prop. 3.5.c) et 3.7.a) (conditions (v) et (vii)).
3.9. Proposition. — Soient f , g des pre´-sous-groupes tels que g ≺ f .
a) ρgLf = Lfρg est le projecteur sur Hg ∩Hf .
b) On a Lgf = 〈g, f〉g , 〈g, e〉 = 〈g, f〉〈f, e〉 .
c) On a dim(Hf ) dim(Hg) = n dim(Hg ∩Hf ) et dim(Hg ∩Hf )〈f, g〉2 = 1 .
De´monstration. a) re´sulte du lemme 3.2.b).
b) On a Lfe = θf,fe = 〈f, e〉f . De meˆme Lge = 〈g, e〉g . Comme Lg = LgLf , on en
de´duit que 〈f, e〉Lgf = 〈g, e〉g . Comme Lgf est coline´aire a` g , Lgf = 〈g, f〉g . On a
alors 〈g, f〉〈f, e〉g = 〈f, e〉Lgf = Lge = 〈g, e〉g .
c) La premie`re assertion se de´duit imme´diatement du corollaire 1.8. La deuxie`me de la
prop. 3.5.e) et de 3.3.d), vu que Hf,g = Hf et Hg,f = Hg .
3.10. Lemme. — Soit ψ un e´tat sur L(H) tel que L(ψ) soit un projecteur. Alors
V (L(ψ)e⊗ L(ψ)e) = L(ψ)e⊗ L(ψ)e .
De´monstration. La restriction de ψ a` Ŝ est de la forme xϕ̂ , ou` x est un e´le´ment
positif de Ŝ . Posons ξ = x1/2eˆ . Les restrictions de ψ et ωξ,ξ a` Ŝ co¨ıncident,
donc L(ψ) = L(ωξ,ξ) . On peut donc supposer que ψ = ωξ,ξ . Par le lemme 3.1.a),
L(ψ)H = Hξ .
Posons η = L(ψ)e ; par le lemme 3.1.b), V (ξ ⊗ e) ∈ H⊗Hη , d’ou` η = L(ωξ,ξ)e ∈ Hη .
3.11. Proposition. — a) Pour un projecteur orthogonal non nul p ∈ S les conditions
suivantes sont e´quivalentes (i) p ⊗ p ≤ δ(p) . (ii) δ(p)(1 ⊗ p) = p ⊗ p . (iii)
δ(p)(p ⊗ 1) = p ⊗ p . (iv) ρ(ωe,pe) ≥ 0 . (v) ϕ(p)−1ρ(ωe,pe) est un projecteur
orthogonal. (vi) f = ‖pe‖−1pe est un pre´-sous-groupe et p = Lf .
b) Pour un projecteur orthogonal non nul p ∈ Ŝ les conditions suivantes sont
e´quivalentes. (i) p⊗p ≤ δ̂(p) . (ii) δ̂(p)(1⊗p) = p⊗p . (iii) δ̂(p)(p⊗1) = p⊗p . (iv)
L(ωeˆ,peˆ) ≥ 0 . (v) ϕ̂(p)−1L(ωeˆ,peˆ) est un projecteur orthogonal. (vi) f = ‖peˆ‖−1peˆ
est un pre´-sous-groupe et p = ρf .
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De´monstration. Montrons a). Remplac¸ant V par ΣV ∗Σ , on en de´duit b).
(i) ⇒ (vi). On a (p⊗ p)V (pe⊗ pe) = (p⊗ p)δ(p)(1⊗ p)(e⊗ e) = pe⊗ pe , d’ou` il ressort,
comme ‖V (pe ⊗ pe)‖ = ‖pe ⊗ pe‖ que V (pe ⊗ pe) = pe ⊗ pe . Par ailleurs pe 6= 0 ,
puisque e est se´parateur pour S . Il s’ensuit que f = 1/‖pe‖pe est un pre´-sous-groupe.
On a Lf (e) = 〈f, e〉f = pe , donc Lf = p .
(vi)⇒(v). Si p = Lf , ρ(ωe,pe) = 〈e, f〉ρ(ωe,f) = 〈e, f〉2ρf par la prop. 3.7.a), condition
(vi).
(v)⇒(iv) est clair.
(iv)⇒(ii). Si (iv) est ve´rifie´e, il existe une forme positive ψ telle que p = L(ψ) (prop.
1.4). Comme p 6= 0 , ψ(1) 6= 0 ; or ε : L(ω) 7→ ω(1) est un caracte`re sur S ; donc
ψ(1) = ε(p) = 1 . Par le lemme 3.10, (δ(p)(1⊗ p)(e ⊗ e) = V (pe ⊗ pe) = pe ⊗ pe , d’ou`
(ii), vu que e⊗ e est se´parateur pour S ⊗ S .
Il est clair que (ii) implique (i).
En changeant V en (U ⊗ 1)V ∗(U ⊗ 1) , on change δ en σ ◦ δ . De (i) ⇐⇒ (ii), on
de´duit que (i)⇐⇒ (iii).
3.12. Corollaire. — Soient p ∈ S et q ∈ Ŝ des projecteurs tels que peˆ 6= 0 , qe 6=
0 , pq = qp et τ(pq) = 1/n . Alors ‖pe‖−1pe = ‖qeˆ‖−1qeˆ ; c’est un pre´-sous-groupe f
et l’on a p = Lf et q = ρf .
De´monstration. Comme θeˆ,eˆ est central dans S , on a peˆ = eˆ ; de meˆme, qe = e .
On a alors 〈pe, qeˆ〉 = 〈e, pqeˆ〉 = 〈qe, peˆ〉 = n−1/2 . Or ‖pe‖2 = τ(p) et ‖qeˆ‖2 = τ(q) ;
donc ‖pe‖‖qeˆ‖ = n−1/2 . Donc pe et qeˆ sont (positivement) proportionnels. Alors
p = n1/2L(ωeˆ,pe) est proportionnel a` L(ωeˆ,qeˆ) , d’ou` l’on de´duit que q est de la forme
ρf (prop. 3.11.b), condition (iv)). Comme Lfe est proportionnel a` f , on en de´duit
que p = Lf .
3.13. Proposition. — a) Soit ψ un e´tat sur L(H) . Il existe des pre´-sous-groupes f, g
tels que { ξ ∈ H , L(ψ)ξ = ξ } = Hf et { ξ ∈ H , ρ(ψ)ξ = ξ } = Hg .
b) Soit K un sous-espace non nul de H . Il existe des pre´-sous-groupes f, g tels que
{ ξ ∈ H , V (ζ⊗ξ) = ζ⊗ξ , ∀ζ ∈ K } = Hf et { ξ ∈ H , V (ξ⊗ζ) = ξ⊗ζ , ∀ζ ∈ K } = Hg .
De´monstration. a) Notons C = { x ∈ S , ρ(ωe,xe) ≥ 0 } . Par la prop. 1.4.a),
(1 + L(ψ))k2−k ∈ C , donc sa limite, qui est le projecteur orthogonal p sur { ξ ∈
H , L(ψ)ξ = ξ } aussi. L’assertion sur f re´sulte alors de la prop. 3.11.a) (condition
(iv)). L’assertion sur g s’en de´duit en remplac¸ant V par ΣV ∗Σ .
b) Il suffit d’appliquer a) a` l’e´tat ψ = k−1
∑
i ωζi,ζi ou` { ζi , i = 1, ..., k } est une base
orthonormale de K .
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3.14. Corollaire. — L’ensemble des pre´-sous-groupes ordonne´ par ≺ est un treillis.
Plus pre´cise´ment, e´tant donne´ des pre´-sous-groupes f et f ′ , il existe des pre´-sous-
groupes g et g′ tels que Hf ∩Hf ′ = Hg et Hf ∩Hf ′ = Hg′ .
De´monstration. Appliquons la proposition 3.13.b) a` K = Cf +Cf ′ . Soient g, g′ des
pre´-sous-groupes tels que Hf ∩ Hf ′ = Hg et Hf ∩ Hf ′ = Hg′ ; il est clair qu’alors
g = inf(f, f ′) et g′ = sup(f, f ′) .
Rappelons qu’une repre´sentation de V dans un espace hilbertien K est donne´e par un
unitaire X ∈ L(K ⊗H) tel que X12X13V23 = V23X12 ∈ L(K ⊗H⊗H) . Comme toute
repre´sentation est un sous-multiple de la re´gulie`re, on a e´videmment :
3.15. Corollaire. — Soient X ∈ L(K ⊗ H) une repre´sentation de V et ξ ∈ K . Il
existe un pre´-sous-groupe f tel que {η ∈ H , X(ξ ⊗ η) = (ξ ⊗ η)} = Hf .
3.16. Proposition. — Soit ψ un e´tat de L(H) .
a) Les ensembles des valeurs propres de module 1 de L(ψ) et de ρ(ψ) sont des sous-
groupes de U(1) ; en particulier les valeurs propres de module 1 de L(ψ) et de ρ(ψ)
sont des racines de l’unite´.
b) Il existe des pre´-sous-groupes f et g tels que l’espace engendre´ par les vecteurs
propres de L(ψ) (resp. ρ(ψ) ) associe´s aux valeurs propres de module 1 soit Hf (resp.
Hg ).
De´monstration. Il suffit d’e´tablir les e´nonce´s relatifs a` L(ψ) ; les e´nonce´s relatifs a` ρ(ψ)
s’en de´duisent en remplac¸ant V par ΣV ∗Σ .
a) La restriction de ψ a` Ŝ co¨ıncide avec celle d’un e´tat vectoriel ωζ,ζ . Un nombre
complexe λ de module 1 est valeur propre de L(ψ) si et seulement s’il existe ξ ∈ H
non nul tel que V (ζ ⊗ ξ) = λ(ζ ⊗ ξ) . Soit G l’ensemble des valeurs propres de module
1 de L(ψ) . Si λ, λ′ ∈ G , il existe ξ et η non-nuls avec V (ζ ⊗ ξ) = λ′(ζ ⊗ ξ) et
V (ζ ⊗ η) = λ(ζ ⊗ η) ; on a alors V12V13(ζ ⊗ ξ⊗ η) = λλ′(ζ ⊗ ξ⊗ η) donc λλ′ est valeur
propre de (ψ ⊗ id⊗ id)(V12V13) donc de L(ψ)⊗ 1 qui lui est conjugue´. De plus 1 est
valeur propre de vecteur propre associe´ eˆ . Comme G est un sous-semi-groupe compact
(fini) de U(1) , c’est un sous-groupe.
b) Soit ψ′ l’e´tat de L(H) tel que L(ψ′) = L(ψ)k ou` k est l’ordre du groupe
cyclique G . L’espace engendre´ par les vecteurs propres de L(ψ) associe´s aux valeurs
propres de module 1 est l’espace propre de L(ψ′) pour la valeur propre 1 ; il re´sulte de
la proposition 3.13.a) qu’il est de la forme Hf .
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4. Pre´-sous-groupes et sous-alge`bres co¨ıde´ales.
Dans ce paragraphe, nous allons e´tablir une correspondance naturelle entre les pre´-sous-
groupes de V et les sous-alge`bres co¨ıde´ales (cf. e.g. [17]) de la C∗-alge`bre de Hopf
associe´e S . Nous donnons ensuite dans notre cadre une de´monstration tre`s simple de
re´sultats de [16], ainsi que d’autres re´sultats analogues.
Commenc¸ons par rappeler la de´finition des sous-alge`bres co¨ıde´ales dans une alge`bre de
Hopf.
4.1. De´finition. — ([17]) Soit (A, δ) une alge`bre de Hopf unife`re. Une sous-alge`bre
B de A contenant l’unite´ est dite co¨ıde´ale a` droite (resp. a` gauche) si δ(B) ⊂ B ⊗ A
(resp. δ(B) ⊂ A⊗B ).
Revenons a` pre´sent aux alge`bres de Hopf associe´es a` notre unitaire multiplicatif V de
multiplicite´ 1 . Si f est un pre´-sous-groupe on pose Rf = ULfU et λf = UρfU .
Posons aussi Gf = { x ∈ S , xe ∈ Hf } , Df = { x ∈ S , xe ∈ UHf } , D̂f = { x ∈
Ŝ , xeˆ ∈ Hf } et Ĝf = { x ∈ Ŝ , xeˆ ∈ UHf } .
4.2. Proposition. — Soit f un pre´-sous-groupe.
a) On a Gf = {L(ωξ,f )∗ , ξ ∈ H} = { x ∈ S , [x, ρf ] = 0 } = { x ∈ S , δ(x)(1⊗ Lf ) =
x⊗ Lf } . C’est une sous-alge`bre co¨ıde´ale a` gauche de S , stable par l’involution.
b) On a Df = {L(ωf,ξ) , ξ ∈ H} = { x ∈ S , [x, λf ] = 0 } = { x ∈ S , δ(x)(Lf ⊗ 1) =
Lf ⊗ x } . C’est une sous-alge`bre co¨ıde´ale a` droite de S , stable par l’involution.
c) On a D̂f = { ρ(ωf,ξ) , ξ ∈ H} = { x ∈ Ŝ , [x, Lf ] = 0 } = { x ∈ Ŝ , δˆ(x)(ρf ⊗ 1) =
ρf ⊗ x } . C’est une sous-alge`bre co¨ıde´ale a` droite de Ŝ , stable par l’involution.
d) On a Ĝf = { ρ(ωξ,f)∗ , ξ ∈ H} = { x ∈ Ŝ , [x,Rf ] = 0 } = { x ∈ Ŝ , δˆ(x)(1⊗ ρf ) =
x⊗ ρf } . C’est une sous-alge`bre co¨ıde´ale a` gauche de Ŝ , stable par l’involution.
De´monstration. a) Par le lemme 3.2.b), on a {L(ωξ,f )∗ , ξ ∈ H} ⊂ { x ∈ S , [x, ρf ] =
0 } . Si xρf = ρfx , on a xe = xρfe ∈ Hf , donc x ∈ Gf . Soit x ∈ Gf . Alors, par 1.3,
κ(x) = n1/2L(ωeˆ,Uxe) , donc x = n
1/2L(ωUxe,eˆ)
∗ ; or L(ωUxe,eˆ)
∗ = (ωeˆ,Uxe ⊗ id)(V ∗) =
(ωeˆ,Uρfxe ⊗ id)(V ∗) = (ωeˆ,Uxe ⊗ id)(V ∗(λf ⊗ 1)) = (ωeˆ,Uxe ⊗ id)((λf ⊗ 1)V ∗) =
L(ωUxe,λf eˆ)
∗ . Or λf eˆ est proportionnel a` f , donc x ∈ {L(ωξ,f )∗ , ξ ∈ H} . Enfin,
pour x ∈ S , δ(x)(1 ⊗ Lf ) = x ⊗ Lf ⇐⇒ δ(x)(1 ⊗ Lf )(e ⊗ e) = xe ⊗ Lfe ⇐⇒
V (xe⊗ f) = xe⊗ f ⇐⇒ xe ∈ Hf .
Il est clair que Gf = { x ∈ S , [x, ρf ] = 0 } est une sous-alge`bre involutive unitale de
S . Si x ∈ Gf , on a δ(x)(e ⊗ e) = V (x ⊗ 1)(e ⊗ e) ∈ V (Hf ⊗Hf ) ⊂ H ⊗Hf ) par le
lemme 3.1 ; donc δ(x) ∈ S ⊗Gf .
b), c) et d) se de´duisent de a) en remplac¸ant successivement V par (U ⊗ 1)V ∗(U ⊗ 1) ,
ΣV ∗Σ et V˜ .
Notons que Gf = κ(Df ) = ĴDf Ĵ et Ĝf = κ̂(D̂f ) = JD̂fJ .
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4.3. Proposition. — a) L’application f 7→ Df (resp. f 7→ Gf ) est une bijection entre
pre´-sous-groupes et sous-alge`bres co¨ıde´ales a` droite (resp a` gauche) de l’alge`bre de Hopf
S . L’application f 7→ D̂f (resp. f 7→ Ĝf ) est une bijection entre pre´-sous-groupes et
sous-alge`bres co¨ıde´ales a` droite (resp a` gauche) de l’alge`bre de Hopf Ŝ .
b) Toute sous-alge`bre co¨ıde´ale (a` gauche ou a` droite) de S est stable par l’involution
de S .
De´monstration. a) Soit B une sous-alge`bre co¨ıde´ale a` droite de S . Posons H = Be .
Par hypothe`se, pour x ∈ B et ξ ∈ H , on a V (xe⊗ ξ) = δ(x)(e⊗ ξ) ∈ H ⊗H . Donc
V (H ⊗H) = H ⊗H . Notons p le projecteur sur H . Le projecteur p⊗ 1 commute a`
V , donc p ∈ UŜU . De plus, pour x, y ∈ B , on a V̂ ∗(xe⊗ ye) = δ(y)(xe⊗ e) ∈ H ⊗H .
Donc H ⊗H ⊂ V̂ (H ⊗H) , donc p⊗ p ≤ V̂ (p⊗ 1)V̂ ∗ . Il re´sulte alors de la prop. 3.11
(applique´e a` V̂ ), qu’il existe un pre´-sous-groupe f tel que p = λf , donc B = Df .
Si B est une sous-alge`bre co¨ıde´ale a` gauche, κ(B) est une sous-alge`bre co¨ıde´ale a`
droite ; l’assertion resp. s’en de´duit. Les autres assertions s’en de´duisent en remplac¸ant
V par V˜ .
b) se de´duit imme´diatement de a) et de la prop. 4.2.
Comme e est un vecteur totalisateur et se´parateur pour S , on a dimDf = dimUHf =
dimHf = dimGf ; comme eˆ est un vecteur totalisateur et se´parateur pour Ŝ , on a
dim D̂f = dimH
f = dimUHf = dim Ĝf . On en de´duit alors a` l’aide de la prop. 3.3.d) :
4.4. Corollaire. — (The´ore`me de Lagrange, cf. [18, 16]) La dimension de toute sous-
alge`bre co¨ıde´ale divise la dimension de S .
4.5. Proposition. — Soient f et g des pre´-sous-groupes. L’espace vectoriel engendre´
par {xy , x ∈ Df , y ∈ Ĝg } est une sous-alge`bre involutive de L(H) .
De´monstration. On a
ρ(ωη,g)






ou` on a pose´ V ∗(ξ ⊗ η) = ∑i ξi ⊗ ηi , d’ou` le re´sultat.
On note Bf,g la sous-alge`bre de´finie dans la proposition 4.5. Remplac¸ant V par V̂
on en de´duit que l’espace vectoriel engendre´ par {xy , x ∈ UD̂gU , y ∈ Gf } est une
sous-alge`bre involutive de L(H) , note´e Ag,f .
Remarque. — On peut donner la ge´ne´ralisation suivante a` la prop. 4.5 : soit A une
C∗-alge`bre munie d’une coaction δA : A → A ⊗ S de S . Alors, avec les notations
de [1], le sous-espace vectoriel de A×Ŝ engendre´ par { θ̂(x)π(a) , a ∈ A , x ∈ Ĝg }
est une sous-alge`bre involutive de A×Ŝ . En effet, pour a ∈ A et ξ ∈ H , on a
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πL(a)(1⊗ρ(ωξ,g)∗) = (id⊗ id⊗ωg,ξ)(δA(a)12V ∗23) = (id⊗ id⊗ωg,ξ)(V ∗23(id⊗δ)◦δA(a)) =
(id⊗ id⊗ ωg,ξ)(V ∗23(δA ⊗ id) ◦ δA(a)) =
∑
i




ai ⊗ si .
Remarquons que, comme Df est une sous-alge`bre co¨ıde´ale a` droite de S , le coproduit
de S de´finit par restriction une coaction de S dans Df ; la prop. 4.5 est donc un cas
particulier du re´sultat ci-dessus.
4.6. Lemme. — On a : dimBf,g = dimHf dimH
g = dimAg,f .
De´monstration. L’application µ : x ⊗ y 7→ xy est une application line´aire bijective de
S ⊗ Ŝ sur L(H) , d’ou` la premie`re assertion, vu que Bf,g = µ(Df ⊗ Ĝg) .
La deuxie`me assertion en re´sulte en remplac¸ant V par V̂ .
4.7. Lemme. — Soit f un pre´-sous-groupe. Le commutant de Gf (resp. Df , D̂f , Ĝf )
est UAf,eˆU (resp. UBeˆ,fU , Ae,f , UBf,eU ).
De´monstration. Par le lemme 3.2.b), ces deux alge`bres commutent. Par ailleurs Gf =
{ x ∈ S , [x, ρf ] = 0 } ⊃ (USU)′ ∩ D̂′f = (UAf,eˆU)′ . Donc Gf = (UAf,eˆU)′ ; le lemme
re´sulte du the´ore`me du bicommutant.
On en de´duit les assertions 〈〈 resp. 〉〉 en remplac¸ant successivement V par (U⊗1)V ∗(U⊗
1) , ΣV ∗Σ et V˜ .
On peut imme´diatement ge´ne´raliser ce lemme :
4.8. Proposition. — Soient f et g des pre´-sous-groupes. Le commutant de Bf,g
(resp. Af,g ) est UBg,fU (resp. UAg,fU ).
De´monstration. On a B′f,g = D
′
f ∩ Ĝ′g = U(Beˆ,f ∩Bg,e)U . L’application µ : x⊗y 7→ xy
est une application line´aire bijective de S ⊗ Ŝ sur L(H) ; donc Beˆ,f ∩ Bg,e =
µ((Dg ⊗ Ŝ) ∩ (S ⊗ Ĝf )) = Bg,f . L’assertion 〈〈 resp. 〉〉 en re´sulte en remplac¸ant V
par V̂ .
Le lemme 4.7 nous permet de donner, dans notre cadre, une de´monstration imme´diate
de la ge´ne´ralisation par Masuoka du the´ore`me de Nichols-Zoeller (cf. [18, 16]).
4.9. The´ore`me. — Soit B une sous-alge`bre co¨ıde´ale (a` gauche ou a` droite) de S .
Alors S est un B-module (a` gauche) libre.
Remarquons que, graˆce a` l’involution, on en de´duit imme´diatement que S est un B-
module a` droite libre.
De´monstration. L’application x 7→ xe est un isomorphisme de B-modules entre S et
H . Le the´ore`me se de´duit facilement du lemme 4.7 et du lemme e´le´mentaire suivant.
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4.10. Lemme. — Soient H un espace hilbertien de dimension finie et A une sous-
alge`bre involutive unitale de L(H) . Les conditions suivantes sont e´quivalentes :
(i) Il existe k ∈ N− {0} tel que Hk soit un A-module libre.
(ii) dimA dimA′ = (dimH)2 .
Dans ce cas, H est un A module libre si et seulement si dimA divise dimH .
De´monstration. Ecrivons A =
⊕
i∈I
Mni(C) . Pour i ∈ I notons ri la multiplicite´ de la
repre´sentation correspondante. On a alors dimH =
∑
i







r2i . Par Cauchy-Schwartz, dimA dimA
′ ≥ (dimH)2 avec e´galite´ si et seulement s’il
existe λ ∈ R tel que, pour tout i , ri = λni . Remarquons que Hk est un A module
libre si et seulement s’il existe ℓ ∈ N tel que, pour tout i ∈ I , kri = ℓni . La premie`re
assertion en re´sulte.







n2i = λ dimA .
Le the´ore`me re´sulte imme´diatement des lemmes 4.7 et 4.10 (en utilisant le lemme 4.6 et
la prop. 3.3.d).
4.11. Corollaire. — Soient f et g des pre´-sous-groupes tels que f ≺ g . Alors Df
est un Dg module libre.
De´monstration. En effet, par le the´ore`me 4.9, H est isomorphe Dkf en tant que Df -
module, donc en tant que Dg-module. Donc D
k
f est un Dg-module libre. Le corollaire
re´sulte alors de la prop. 3.9.c).
4.12. Corollaire. — Soient f , f ′ , g et g′ des pre´-sous-groupes, tels que f ≺ f ′ et
g′ ≺ g . Alors Bf,g est un Bf ′,g′-module libre.
De´monstration. Notons k = dimBf,g/ dimBf ′,g = dimDf/ dimDf ′ . Par le corollaire
4.11, il existe x1 ..., xk tels que Df soit engendre´ par les xi en tant que Df ′ module.
Alors Bf,g est engendre´ par les xi en tant que Bf ′,g-module. Par un argument de
dimension, il en re´sulte que Bf,g est un Bf ′,g-module libre. Remplac¸ant V par ΣV
∗Σ ,
on en de´duit que Bf ′,g est un Bf ′,g′-module libre, d’ou` le re´sultat.
En particulier, L(H) = Beˆ,e est un Bf,g-module libre. Donc, Hk est un Bf,g-module
libre, pour tout k ∈ N tel que la dimension de Bf,g divise kn (2). Il s’ensuit que
H est un Bf,f -module libre de rang 1. Ce re´sultat est analogue a` [16]. On peut en fait
donner ici une de´monstration tre`s simple de [16]. Par le lemme 3.2.b), les alge`bres Gf
et D̂f commutent.
(2) Ce re´sultat se de´duit directement des lemmes 4.7 et 4.10. Notons qu’on peut aussi en
de´duire une autre de´monstration du corollaire 4.12 (analogue a` celle de 4.11).
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4.13. Proposition. — cf. [16] th. 3.1) Le Gf⊗D̂f -module H est isomorphe a` Gf⊗D̂f .
De´monstration. Par la prop. 1.7.a), la repre´sentation π : Gf⊗D̂f → L(H) a meˆme trace
normalise´e que la repre´sentation naturelle π′ : Gf ⊗ D̂f → L(H⊗H) . Par le the´ore`me
4.9, celle-ci co¨ıncide avec la trace normalise´e de l’action de Gf ⊗ D̂f dans lui meˆme. Or
par la prop. 3.3.d), H et Gf ⊗ D̂f ont meˆme dimension.
5. Sous-groupes, co-sous-groupes et sous-quotients.
5.1.De´finition. — Un pre´-sous-groupe f est appele´ sous-groupe (resp. co-sous-groupe)
si Lf (resp. ρf ) est dans le centre de S (resp. Ŝ ) ; il est appele´ sous-groupe normal
s’il est a` la fois un sous-groupe et un co-sous-groupe. On appelle sous-quotient de V un
sous-espace non nul H de H tel que V (H ⊗H) = H ⊗H .
Par la prop. 3.11, un sous-groupe est donc donne´ par un projecteur central p ∈ S tel
que p ⊗ p ≤ δ(p) . Remarquons que par la proposition 3.3.c), on a alors κ(p) = p ; on
en de´duit que notre notion de sous-groupe co¨ıncide avec celle de [12].
5.2. Proposition. — Soit H un sous-quotient.
a) Il existe un unique pre´-sous-groupe f ∈ H et un unique pre´-sous-groupe fˆ ∈ H tels
que H ⊂ Hf et H ⊂ Hfˆ .
b) On a H = Hf ∩Hfˆ .
De´monstration. a) L’unitaire V restreint a` H⊗H est multiplicatif et il admet donc un
vecteur fixe i.e. un vecteur f ∈ H , non nul tel que V (f ⊗ ξ) = f ⊗ ξ pour tout ξ ∈ H .
Comme V (f ⊗ f) = f ⊗ f , on peut quitte a` multiplier f par un scalaire, supposer
que f est un pre´-sous-groupe. On a clairement H ⊂ Hf . Si g est un pre´-sous-groupe
ve´rifiant la meˆme proprie´te´ on a f ≺ g et g ≺ f donc f = g (3.7.b). L’existence et
l’unicite´ de fˆ se de´montrent de fac¸on analogue.
b) Il est clair que H ⊂ Hf ∩Hfˆ . Or d’apre`s la prop. 3.9.c), on a dim(Hf ∩Hfˆ )〈f, fˆ〉2 =
1 ; comme l’unitaire V restreint a` H est multiplicatif et que l’espace des vecteurs fixes
est re´duit a` Cf , on a dim(H)〈f, fˆ〉2 = 1 (cf. 1.2).
5.3. Proposition. — Soient f, fˆ des pre´-sous-groupes tels que fˆ ≺ f ; posons
H = Hf ∩Hfˆ . Les conditions suivantes sont e´quivalentes :
(i) H est un sous-quotient. (ii) V (H⊗Hf ) = H⊗Hf . (iii) V (Hfˆ ⊗H) = Hfˆ ⊗H .
(iv) V (Hfˆ ⊗Hf ) = Hfˆ ⊗Hf . (v) V (fˆ ⊗ f) ∈ Hfˆ ⊗Hf . (vi) UH = H .
De´monstration. Si (ii) est vrai, comme V (H ⊗H) ⊂ V (Hfˆ ⊗ Hfˆ ) ⊂ H ⊗Hfˆ , (lemme
3.1.b), on a V (H ⊗H) ⊂ (H⊗Hfˆ ) ∩H ⊗Hf = H ⊗H . Donc (ii)⇒(i).
Si (iv) est vrai, comme V (Hfˆ ⊗ H) ⊂ V (Hfˆ ⊗ Hfˆ ) ⊂ H ⊗ Hfˆ , (lemme 3.1.b), on a
V (Hfˆ ⊗H) ⊂ (H⊗Hfˆ ) ∩Hfˆ ⊗Hf = Hfˆ ⊗H . Donc (iv)⇒(iii).
En remplac¸ant V par ΣV ∗Σ , on en de´duit que (iv)⇒(ii) et (iii)⇒(i) .
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Supposons que (v) soit ve´rifie´e. Alors V (ρfˆ ⊗ Lf )(eˆ ⊗ e) ∈ Hfˆ ⊗ Hf . Comme eˆ ⊗ e
est se´parateur pour Ŝ ⊗ S , il en re´sulte que (ρfˆ ⊗Lf )V (ρfˆ ⊗Lf ) = V (ρfˆ ⊗Lf ) . Donc
(v)⇒(iv).
Montrons que (vi)⇒(v). Par le lemme 3.1.b), on a V (fˆ ⊗ f) ∈ H ⊗Hfˆ et V̂ (f ⊗ fˆ) ∈
H ⊗ Hf , d’ou` l’on de´duit que V (fˆ ⊗ f) ∈ UHf ⊗ Hfˆ . Comme de plus V commute
avec λfˆ ⊗Rf , on a V (fˆ ⊗ f) ∈ (UHfˆ ∩ UHf )⊗ UHf ∩Hfˆ .
Supposons que (vi) est ve´rifie´e. Comme RfρfˆRf est l’identite´ sur H (rappelons
que Rf = ULfU ), on a RfρfˆRf ≥ Lfρfˆ ; or τ(RfρfˆRf ) = τ(Rf )τ(ρfˆ) (prop. 1.8
applique´e a` V˜ ) ; il vient Lfρfˆ = Rfρfˆ , donc UH
f∩Hfˆ = H ; donc V (fˆ⊗f) ∈ H⊗H .
Supposons enfin que (i) est ve´rifie´e. En appliquant 1.3 a` la restriction de V a`
H ⊗ H , on voit que pour ξ ∈ H on a (id ⊗ ωfˆ ,f )(ΣV )ξ = (dimH−1/2)ξ . D’autre
part, (id⊗ωfˆ ,f )(ΣV ) = 〈e, f〉−1〈eˆ, fˆ〉−1(id⊗ωλfˆ (eˆ),Rfe)(ΣV ) = 〈e, f〉−1〈eˆ, fˆ〉−1Rf (id⊗
ωeˆ,e)(ΣV )λfˆ = 〈e, f〉−1〈eˆ, fˆ〉−1〈e, eˆ〉Rfλfˆ . Donc Rfλfˆ agit comme l’identite´ sur H .
Donc (i)⇒(vi).
Soit H = Hf ∩ Hfˆ un sous-quotient. Remarquons que, (ωf,fˆ ⊗ id)(ΣV ) =
〈e, f〉−1〈eˆ, fˆ〉−1(ωRfe,λfˆ eˆ⊗ id)(ΣV ) = 〈e, f〉−1〈eˆ, fˆ〉−1(ωe,eˆ⊗ id)((Rf ⊗ 1)ΣV (λfˆ ⊗ 1)) =
〈e, f〉−1〈eˆ, fˆ〉−1(ωe,eˆ ⊗ id)((1⊗ λfˆ )ΣV (1⊗ Rf )) = 〈e, f〉−1〈eˆ, fˆ〉−1〈e, eˆ〉λfˆURf par 1.3.
On de´duit alors de 1.3 que l’ope´rateur 〈〈U 〉〉 associe´ a` la restriction de V a` H est la
restriction de U a` H .
5.4. Corollaire. — Soient f et g des pre´-sous-groupes tels que f ≺ g et
〈f, g〉 = 2−1/2 . Alors Hf ∩Hg est un sous-quotient.
De´monstration. On a Uf = f et Ug = g , donc U(Hf ∩Hg) = Hf ∩Hg , vu que cet
espace est de dimension 2. Le re´sultat de´coule de la prop. 5.3.
5.5. Corollaire. — Soient H un sous-quotient, f, fˆ ∈ H les pre´-sous-groupes tels
que H = Hf ∩Hfˆ .
a) Si eˆ ∈ H on a fˆ = eˆ , Hf = H et V (H⊗H) = H⊗H . Le projecteur q sur H
est dans le centre de S .
b) Si e ∈ H on a f = e , Hfˆ = H et V (H ⊗H) = H ⊗H . Le projecteur sur H est
dans le centre de Ŝ .
De´monstration. a) L’e´galite´ fˆ = eˆ re´sulte de l’unicite´ de fˆ ; comme Heˆ = H , on a
Hf = H et l’e´galite´ V (H⊗H) = H⊗H (e´quivalente a` q ∈ S′ ) re´sulte de 5.3. Comme
q = Lf , q ∈ S ; donc q ∈ S ∩ S′ .
b) se de´duit de a) en remplac¸ant V par ΣV ∗Σ .
5.6. Corollaire. — Pour un pre´-sous-groupe f les proprie´te´s suivantes sont
e´quivalentes.
(i) f est un co-sous-groupe.
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(ii) V (Hf ⊗H) = Hf ⊗H .
(iii) V (Hf ⊗Hf ) = Hf ⊗Hf .
(iv) σ(δ(Lf)) = δ(Lf ) .
(v) UHf = Hf .
(vi) Df = Gf .
De´monstration. Comme la transforme´e de Fourier de ρf est proportionnelle a` Lf ,
l’e´quivalence entre (i) et (iv) re´sulte de la prop. 1.5. (i) ⇐⇒ (ii) est claire. Enfin
(ii) ⇐⇒ (iii) re´sulte imme´diatement de la prop. 5.3. Si (v) est satisfaite, ρf = λf ,
donc (v)⇒(i) ; par la prop. 5.3, tout sous-quotient est invariant par U donc (ii)⇒(v).
Enfin (v)⇐⇒ (vi) re´sulte des de´finitions de Gf et Df .
En particulier (prop. 3.11), les co-sous-groupes de V sont donne´s par les projecteurs
p ∈ S tels que σ(δ(p)) = δ(p) ≥ p ⊗ p . On retrouve la notion de ‘factor group’ de
[12]. Donc un sous-groupe normal est donne´ par un projecteur central p ∈ S tel que
σ(δ(p)) = δ(p) ≥ p⊗ p . Cette notion co¨ıncide donc avec celle de [12].
On a aussi e´videmment un analogue du corollaire 5.6 pour les sous-groupes.
5.7. Proposition. — La borne supe´rieure et la borne infe´rieure de deux sous-groupes
(resp. co-sous-groupes) est un sous-groupe (resp. co-sous-groupe).
De´monstration. Soient f et g deux sous-groupes (resp. co-sous-groupes). Notons h
leur borne infe´rieure. Notons A le centre de S (resp. A = { x ∈ S , δ(x) = σ(δ(x)) } ).
Par hypothe`se, Lf ∈ A et Lg ∈ A , donc le projecteur orthogonal sur Hh = Hf ∩Hg
est un e´le´ment de A , donc h est un sous-groupe (resp. un co-sous-groupe). Quand on
change V en ΣV ∗Σ , les pre´-sous-groupes ne changent pas, l’ordre est change´ en son
oppose´, les sous-groupes deviennent des co-sous-groupes et vice-versa, d’ou` la deuxie`me
assertion.
Normalisateur d’un pre´-sous-groupe.
Soit f un pre´-sous-groupe.
5.8. Lemme. — Pour ξ ∈ Hf et ζ ∈ H , on a V (ξ ⊗ ζ) ∈ H ⊗Hf ⇐⇒ V (ξ ⊗ ζ) ∈
Hf ⊗H .
De´monstration. Par la prop. 3.11.a), on a (Lf ⊗ 1)V (Lf ⊗ 1) = (1 ⊗ Lf )V (Lf ⊗ 1) =
(Lf ⊗ Lf )V . Donc (Lf ⊗ 1)V (ξ ⊗ ζ) = V (ξ ⊗ ζ) ⇐⇒ (1⊗ Lf )V (ξ ⊗ ζ) = V (ξ ⊗ ζ) .
5.9. Proposition. — Soit f un pre´-sous-groupe. Posons H = { ξ ∈ Hf , V (ξ⊗Hf ) ⊂
H⊗Hf } .
a) On a V (H ⊗H) = H ⊗H , autrement dit H est un sous-quotient.
b) H est le plus grand sous-quotient de vecteur fixe f i.e. tel que f ∈ H ⊂ Hf .
c) L’ensemble K = { ξ ∈ Hf , V ∗(Hf ⊗ ξ) ⊂ Hf ⊗H} est le plus grand sous-quotient
de vecteur cofixe f i.e. tel que f ∈ K ⊂ Hf
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De´monstration. a) On a V (H ⊗Hf ) ⊂ H ⊗Hf par de´finition de H . On de´duit alors
du lemme 5.8 que V (H ⊗Hf ) ⊂ Hf ⊗H .
Pour ξ, ζ ∈ H et α ∈ Hf , V23(V (ξ ⊗ ζ) ⊗ α) = V12V13V23(ξ ⊗ ζ ⊗ α) ∈ H ⊗H ⊗Hf ,
donc V (ξ ⊗ ζ) ∈ H ⊗H .
Pour ξ ∈ H et α, ζ ∈ Hf , V12V13(ξ⊗α⊗ζ) = V23V12(ξ⊗V ∗(α⊗ζ)) ∈ Hf ⊗H⊗H car
V ∗(Hf ⊗Hf ) ⊂ Hf ⊗H (lemme 3.1.b) ; il re´sulte du lemme 5.8 que V (ξ⊗ ζ) ∈ H⊗H .
b) Si H1 est un autre tel sous-quotient, on a V (H1⊗Hf ) = H1⊗Hf , (prop. 5.3) donc
H1 ⊂ H .
c) se de´duit de a) et b) en remplac¸ant V par ΣV ∗Σ .
Le pre´-sous-groupe g vecteur fixe (resp. co-fixe) du plus grand sous-quotient de vecteur
co-fixe (resp. fixe) f s’appelle le nomalisateur (resp co-normalisateur) de f .
5.10. Corollaire. — Soit fˆ un pre´-sous-groupe. L’ensemble des pre´-sous-groupes f
satisfaisant fˆ ≺ f et tels que Hfˆ ∩ Hf soit un sous-quotient est stable par borne
supe´rieure et par borne infe´rieure.
De´monstration. Soit H le plus grand sous-quotient de vecteur cofixe fˆ . L’ensemble,
ordonne´ par l’inclusion, des sous-quotients de vecteur cofixe fˆ s’identifie avec l’ensemble
des sous-groupes de la restriction de V a` H ⊗H . Le re´sultat de´coule alors aise´ment
de la prop. 5.7.
6. Une ge´ne´ralisation du 〈〈biproduit croise´ 〉〉.
Dans ce paragraphe, on fixe un unitaire multiplicatif V de multiplicite´ 1 dans un
espace hilbertien H de dimension finie n et deux pre´-sous-groupes f et g de V tels
que 〈f, g〉 = n−1/2 . Le principal re´sultat est que les alge`bres Af,f et Bg,g introduites
au paragraphe 4 sont des alge`bres de Hopf en dualite´ (the´ore`me 6.2). Cette construction
ge´ne´ralise la construction du 〈〈biproduit croise´ 〉〉 de [12], [21], [15] (voir aussi [1] et [9]).
Commenc¸ons par quelques proprie´te´s e´le´mentaires ve´rifie´es par le couple (f, g) de pre´-
sous-groupes tels que 〈f, g〉 = n−1/2 ; certaines d’entre elles nous serviront dans la
de´monstration du the´ore`me 6.2.
6.1. Proposition. — On a les identite´s suivantes
a) LfLg = LgLf = θeˆ,eˆ et ρfρg = ρgρf = θe,e .
b) 〈f, e〉 = 〈g, eˆ〉 et 〈f, eˆ〉 = 〈g, e〉 .
c) ρf (g) = 〈g, e〉e et Lg(f) = 〈f, eˆ〉eˆ .
d) ρfLgρf = 〈g, e〉2ρf et LgρfLg = 〈f, eˆ〉2Lg .
e) LgRf = θeˆ,eˆ et λfρg = θe,e .
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De´monstration. a) Posons x = LfLg − θeˆ,eˆ = Lf (Lg − θeˆ,eˆ) et y = ρfρg − θe,e . On
a x∗x = LgLfLg − θeˆ,eˆ et y∗y = ρgρfρg − θe,e . De plus τ(x∗x) = τ(LfLg) − 1/n =
〈Lfe, Lge〉 − 1/n = 〈e, f〉〈g, e〉〈f, g〉 − 1/n . De meˆme τ(y∗y) = 〈eˆ, f〉〈g, eˆ〉〈f, g〉 − 1/n .
Or 〈e, f〉〈g, e〉〈f, g〉〈eˆ, f〉〈g, eˆ〉〈f, g〉 = 1/n2 . On en de´duit que τ(x∗x) = τ(y∗y) = 0 ,
d’ou` a) et 〈eˆ, f〉〈g, eˆ〉〈f, g〉 = 1/n , d’ou` b).
c) On a ρf (g) = ρfρg(g) et Lg(f) = LgLf (f) . c) de´coule donc de a).
d) On a
ρfLgρf = (ωg,g ⊗ id⊗ ωf,f ⊗ ωf,f )(V23V12V24)
= (ωg,g ⊗ id⊗ ωf,f ⊗ ωf,f )(V12V13V23V24)
= (ωg,g ⊗ id⊗ ωf,f ⊗ ωf,f )(V12V13V34V23)
= (ωg,g ⊗ id⊗ ωf,f)(V12V13(1⊗ 1⊗ ρf )V23) .
Or
(id⊗ id⊗ ωf,f )(V13(1⊗ 1⊗ ρf )V23) = (id⊗ id⊗ ωf,f )(V13(1⊗ 1⊗ ρf )V23(1⊗ 1⊗Rf ))
= (id⊗ id⊗ ωf,f )(V13(1⊗ 1⊗ θf,f)V23)
= ρf ⊗ ρf .
Donc ρfLgρf = (ωg,g ⊗ id)(V (ρf ⊗ ρf )) = (ωg,ρfg ⊗ id)(V )ρf = 〈g, e〉(ωg,e ⊗ id)(V )ρf .
La deuxie`me assertion s’en de´duit en remplac¸ant V par ΣV ∗Σ .
e) LgRf est un projecteur plus grand que θeˆ,eˆ ; par ailleurs LgRf est proportionnel
a` LgρfLgRf = LgρfRfLg = Lgθf,fLg qui est de rang 1 , d’ou` l’e´galite´. La deuxie`me
assertion s’en de´duit en remplac¸ant V par V̂ .
Venons au re´sultat principal de ce paragraphe :
6.2. The´ore`me. — Il existe un (et un seul) unitaire multiplicatif W ∈ L(H ⊗H) de
multiplicite´ 1 , pour lequel g est fixe et f cofixe et tel que les C∗-alge`bres S et Ŝ
associe´es sont respectivement Af,f et Bg,g .
Nous avons note´ qu’un unitaire multiplicatif dans L(H ⊗ H) de multiplicite´ 1 est
de´termine´ par l’espace de ses vecteurs fixes, de ses vecteurs cofixes et les C∗-alge`bres S
et Ŝ associe´es (cf. prop. 1.10) ; donc si un tel ope´rateur W existe, il est unique.
Notons τ la trace normalise´e de L(H) . Le the´ore`me 6.2 re´sulte de la caracte´risation
des alge`bres de Hopf en dualite´ donne´e au paragraphe 2 (the´ore`me 2.8). On a θf,f =
Lfλf ∈ Af,f et θg,g = Lgρg ∈ Bg,g . De plus, dimAf,f = dimBg,g = n (lemme 4.6,
prop. 3.3.d). Nous devons donc montrer :
— Pour tout a ∈ Af,f et tout b ∈ Bg,g on a τ(ab) = τ(a)τ(b) (prop. 6.4 ci-dessous).
Il en re´sulte qu’il existe un unitaire W ∈ L(H ⊗ H) tel que 〈ag ⊗ bf,W (cg ⊗ df)〉 =
τ(a∗b∗cd) pour tout a, c ∈ Af,f et tout b, d ∈ Bg,g .
— On a W ∈ Bg,g⊗L(H) . En vertu de la prop. 4.8, il revient au meˆme de de´montrer que,
pour tout T ∈ R(Dg) , on a [T ⊗ 1,W ] = 0 , (prop. 6.7) et que pour tout T ∈ λ(Ĝg) ,
on a [T ⊗ 1,W ] = 0 (prop. 6.11).
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6.3. Lemme. — Pour tout a ∈ λ(D̂f ) , tout x ∈ S et tout b ∈ Ĝg on a
τ(axb) = τ(a)τ(x)τ(b) .
De´monstration. Conside´rons les sous-alge`bres D1 = λ(D̂f ) ⊗ 1 , D2 = L(S) ⊗ 1 , D3 =
V ∗(1⊗ ρ(Ĝg))V .
Remarquons que l’espace vectoriel engendre´ par D1D2 est Af,eˆ ⊗ 1 et que l’espace
vectoriel engendre´ par D2D3 est V˜ (Beˆ,g ⊗ 1)V˜ ∗ ; de plus, D1 et D3 commutent ;
donc l’espace engendre´ par d1d2d3 , di ∈ Di est une sous-C∗-alge`bre D de L(H)⊗ Ŝ .
La dimension de D est clairement ≤ n2 .
L’application σ = id ⊗ ε : D → L(H) est une repre´sentation. Son image contient
λfρg = θe,e et S donc tout L(H) , vu que e est totalisateur pour S . Pour des raisons
de dimension, on en de´duit que σ est un isomorphisme. Comme D est un facteur, les
traces τ ⊗ τ et τ ◦ σ co¨ıncident.
On a (τ ⊗ τ)(ax⊗ 1)V ∗(1⊗ b)V ) = τ ◦ σ((ax⊗ 1)V ∗(1 ⊗ b)V ) = τ(axb) . Or τ est la
mesure de Haar de Ŝ , donc (id⊗ τ)(V ∗(1⊗ b)V ) = τ(b)1 ; donc τ(axb) = τ(b)τ(ax) =
τ(b)τ(a)τ(x) (prop. 1.7.a).
6.4. Proposition. — Pour tout a ∈ Af,f et tout b ∈ Bg,g on a τ(ab) = τ(a)τ(b) .
De´monstration. Pour a1 ∈ λ(D̂f ) , a2 ∈ L(Gf ) , b2 ∈ L(Dg) , et b3 ∈ ρ(Ĝg) ,
on a τ(a1a2b2b3) = τ(a1)τ(a2b2)τ(b3) (lemme 6.3). Or τ(a2b2) = 〈e, a2b2e〉 =
〈ρfe, a2b2λge〉 ; or ρfa2 = a2ρf et b2λg = λgb2 (prop. 4.2) ; enfin ρfλg =
θe,e ; on trouve 〈ρfe, a2b2λge〉 = 〈e, a2e〉〈e, b2e〉 . On a donc τ(a1a2b2b3) =
τ(a1)τ(a2)τ(b2)τ(b3) = τ(a1a2)τ(b2b3) , d’ou` la proposition.
6.5. Lemme. — Pour tout b ∈ Beˆ,g , on a EAf,eˆ(b) ∈ S .
De´monstration. Pour a ∈ Af,eˆ , x ∈ S , b ∈ Ĝg , on a ax ∈ Af,eˆ , donc τ(axb) =
τ(ax)τ(b) (lemme 6.3), donc EAf,eˆ(xb) = τ(b)x .
Conside´rons l’ope´rateur W ∈ L(H⊗H) donne´ par 〈ag ⊗ bf,W (cg ⊗ df)〉 = τ(a∗b∗cd)
pour tout a, c ∈ Af,f et tout b, d ∈ Bg,g .
Par le the´ore`me 2.8, il nous reste juste a` montrer que W ∈ Bg,g ⊗L(H) .
Nous aurons besoin du lemme suivant :
6.6. Lemme. — a) On a (ρg ⊗ 1)V̂ (1⊗ λg) = V̂ (ρg ⊗ λg) .
b) Pour tout α, β ∈ λ(D̂f ) on a [ρgRf ⊗ 1, (β∗ ⊗ 1)V̂ (α⊗ λg)] = 0 .
De´monstration. a) On a Σ(1⊗U)V̂ ∗(ρg⊗1)V̂ (1⊗λg)(1⊗U)Σ = V ∗(1⊗ρg)V (ρg⊗1) =
δ̂(ρg)(ρg ⊗ 1) = ρg ⊗ ρg (prop. 3.11.b), d’ou` a).
b) Par a) ρg ⊗ 1 commute avec V̂ (1⊗ λg) . Les autres commutations sont e´videntes.
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6.7. Proposition. — Pour tout T ∈ R(Dg) , on a [T ⊗ 1,W ] = 0 .
De´monstration. Soient x, a ∈ Gf , y ∈ Bg,g , b ∈ Dg , c ∈ Ĝg , et α, β ∈ λ(D̂f ) . On
a [T, ρg] = 0 , donc Tαg ∈ Hg = λ(D̂f )g ; soit α1 ∈ λ(D̂f ) tel que Tαg = α1g . De
meˆme, il existe un unique β1 ∈ λ(D̂f ) tel que T ∗βg = β1g . On a
〈xβg ⊗ yf, (T ⊗ 1)W (aαg ⊗ cbf)〉 = 〈xβ1g ⊗ yf,W (aαg ⊗ cbf)〉 = τ(β∗1x∗y∗aαcb)
= τ(x∗y∗acαbβ∗1) .
De meˆme
〈xβg ⊗ yf,W (T ⊗ 1)(aαg ⊗ cbf)〉 = τ(x∗y∗acα1bβ∗) .
Remarquons que αbβ∗1 , α1bβ
∗ ∈ Af,eˆ et x∗y∗ac ∈ Beˆ,g . On a alors τ(x∗y∗acαbβ∗1) =
τ(zαbβ∗1 ) et τ(x
∗y∗acα1bβ
∗) = τ(zα1bβ
∗) , ou` z = EAf,eˆ(x
∗y∗ac) . Par le lemme 6.5,
z ∈ S .
Comme z, b ∈ S et α1, β∗ ∈ λ(Ŝ) , on a τ(β∗zα1b) = 〈βeˆ⊗z∗e, V̂ (α1eˆ⊗be)〉 ; de meˆme,
τ(β∗1zαb) = 〈β1eˆ⊗z∗e, V̂ (αeˆ⊗be)〉 . Or be ∈ UHg et eˆ = 〈g, eˆ〉−1Rfg = 〈g, eˆ〉−1Rfρgg .
Donc τ(β∗zα1b) = 〈g, eˆ〉−1〈g ⊗ z∗e, (ρgRf ⊗ 1)(β∗ ⊗ 1)V̂ (α1 ⊗ λg)(eˆ ⊗ be)〉 =
〈g, eˆ〉−1〈g ⊗ z∗e, (β∗ ⊗ 1)V̂ (α1 ⊗ λg)(ρgRf eˆ⊗ be)〉 par le lemme 6.6. Donc τ(β∗zα1b) =
〈g, eˆ〉−2〈βg⊗z∗e, V̂ (α1g⊗be)〉 . De meˆme, τ(β∗1zαb) = 〈g, eˆ〉−2〈β1g⊗z∗e, V̂ (αg⊗be)〉 =
〈g, eˆ〉−2〈T ∗βg ⊗ z∗e, V̂ (αg ⊗ be)〉 = τ(β∗zα1b) , d’ou` le re´sultat.
6.8. Lemme. — Soient a1 ∈ λ(D̂f ) , a2 ∈ L(Gf ) , b2 ∈ L(Dg) et b1 ∈ ρ(Ĝg) .
a) On a 〈a1a2g, b1b2f〉 = n1/2〈a2e, b1eˆ〉〈a1eˆ, b2e〉 .
b) On a 〈Ub2b1f, a2a1g〉 = n1/2〈Ub1eˆ, a2e〉〈Ub2e, a1eˆ〉 .
De´monstration. a) On a [Rf , a1] = [Rg, b1] = 0 et RfRg = θeˆ,eˆ , donc
〈a1a2g, b1b2f〉 = n1/2〈b∗1a2Rge, a∗1b2Rfe〉
= n1/2〈Rgb∗1a2e, Rfa∗1b2e〉
= n1/2〈b∗1a2e, θeˆ,eˆa∗1b2e〉
= n1/2〈a2e, b1eˆ〉〈a1eˆ, b2e〉 .
b) On a [ρf , a2] = [λg, b2] = 0 et ρfρg = θe,e , donc
〈Ub2b1f, a2a1g〉 = n1/2〈a∗2Ub1λf eˆ, Ub∗2Ua1ρg eˆ〉
= n1/2〈ρfa∗2Ub1eˆ, ρgUb∗2Ua1eˆ〉
= n1/2〈a∗2Ub1eˆ, θe,eUb∗2Ua1eˆ〉
= n1/2〈Ub1eˆ, a2e〉〈Ub2e, a1eˆ〉 .
Notons JA : xg 7→ x∗g ( x ∈ Af,f ) et JB : yf 7→ y∗f ( y ∈ Bg,g ) les involutions
canoniques.
– 29 –
6.9. Proposition. — On a JAJB = U .
De´monstration. Soient a1 ∈ λ(D̂f ) , a2 ∈ L(Gf ) , b2 ∈ L(Dg) et b1 ∈ ρ(Ĝg) . On a :
〈JAJBb2b1f, a2a1g〉 = 〈JAa2a1g, JBb2b1f〉 = 〈a∗1a∗2g, b∗1b∗2f〉 = n1/2〈a∗2e, b∗1eˆ〉〈a∗1eˆ, b∗2e〉
par le a) du lemme pre´ce´dent. Or, 〈a∗2e, b∗1eˆ〉 = 〈Ja2e, Ĵb1eˆ〉 = 〈JĴb1eˆ, a2e〉 =
〈Ub1eˆ, a2e〉 ; de meˆme, 〈a∗1eˆ, b∗2e〉 = 〈Ub2e, a1eˆ〉 . Par le lemme 6.8.b), on a donc
〈JAJBb2b1f, a2a1g〉 = 〈Ub2b1f, a2a1g〉 .
Comme les b2b1f et les a2a1g engendrent H , le re´sultat en de´coule imme´diatement.
6.10. Lemme. — Pour a, x ∈ UAf,fU et pour b, y ∈ Bg,g on a : 〈ag ⊗ bf, (1 ⊗
U)W ∗(1⊗ U)(xg ⊗ yf)〉 = τ(a∗b∗xy) .
De´monstration. Posons a1 = JAaJA , x1 = JAxJA , b1 = JAbJA et y1 = JAyJA .
Alors a1, x1 ∈ Af,f et b1, y1 ∈ Bg,g . On a 〈ag ⊗ bf, (1⊗ U)W ∗(1 ⊗ U)(xg ⊗ yf)〉 =
〈(JAa1g⊗JAb1g), (1⊗U)W ∗(1⊗U)(JAx1f⊗JAy1g)〉 = 〈(JAa1g⊗UJAb1f),W ∗(JAx1g⊗
UJAy1f)〉 = 〈W (a∗1g⊗ b∗1f), (x∗1g⊗y∗1f)〉 = τ(b1a1y∗1x∗1) = τ(JAbay∗x∗JA) = τ(xya∗b∗) .
6.11. Proposition. — Pour tout T ∈ λ(Ĝg) , on a [T ⊗ 1,W ] = 0 .
De´monstration. Si on remplace V par ΣV ∗Σ , alors les alge`bres S et Ŝ sont e´change´es,
toutes deux avec le coproduit oppose´ ; les alge`bres Dg et Ĝg sont e´change´es, l’alge`bre
Gf est transforme´e en D̂f et UD̂fU en UGfU . Donc Bg,g est inchange´e et
Af,f est transforme´e en UAf,fU . Par le lemme 6.10, W est alors transforme´e en
(1⊗ U)W ∗(1⊗ U) .
La prop. 6.7 montre que
[(1⊗ U)W ∗(1⊗ U), (UĜgU ⊗ 1)] = 0 .
6.12. Remarque. — On peut donner une formule explicite pour l’unitaire multiplicatif
W : notons T : H ⊗ H → H l’application donne´e par T (ξ ⊗ η) = aRgρfη , ou`
a ∈ UD̂fU est tel que aeˆ = 〈f, eˆ〉−1Rfξ . On ve´rifie que T ∗T = Rf ⊗ ρf , donc T ∗ est
isome´trique. On a
W = n(T ⊗ T )(1⊗Rg ⊗ λg ⊗ 1)V̂ 13V̂ 23V23V24(T ∗ ⊗ T ∗) .
6.13. Proposition. — a) e est un pre´-sous-groupe de W ; on a (ωe,e ⊗ id)(W ) = λf
et (id ⊗ ωe,e)(W ) = ρg . La sous-alge`bre co¨ıde´ale a` gauche (resp. a` droite) de l’alge`bre
de Hopf Af,f (resp. Bg,g ) associe´ est UD̂fU (resp. Ĝg ).
b) eˆ est un pre´-sous-groupe de W ; on a (ωeˆ,eˆ⊗ id)(W ) = Lf et (id⊗ωeˆ,eˆ)(W ) = Lg .
La sous-alge`bre co¨ıde´ale a` droite (resp. a` gauche) de l’alge`bre de Hopf Af,f (resp. Bg,g )
associe´ est Gf (resp. Dg ).
c) Le pre´-sous-groupe e de W est un sous-groupe (resp. un co-cous-groupe) si et
seulement si f (resp. g ) est un co-sous-groupe de V ; le pre´-sous-groupe eˆ de W
est un sous-groupe (resp. un co-cous-groupe) si et seulement si f (resp. g ) est un
sous-groupe de V .
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De´monstration. a) Comme e est proportionnel a` λfg et ρgf , λf ∈ Af,f et ρg ∈ Bg,g ,
la premie`re assertion re´sulte du corollaire 3.12. Notons les co¨ıde´aux relatifs a` W avec
un exposant W . On a GWe = { x ∈ Af,f , [x, (id⊗ ωe,e)(W )] = 0 } ⊃ UD̂fU , vu que
(id ⊗ ωe,e)(W ) = ρg . Comme dim GWe = 〈g, e〉−2 = dim D̂f , on a l’e´galite´. De meˆme
D̂We = Ĝg .
L’assertion b) se de´montre de fac¸on analogue.
c) e est un sous-groupe de W si et seulement si U(ωe,e⊗ id)(W )U = (ωe,e⊗ id)(W ) ;
par a), cela a lieu si et seulement si f est un co-sous-groupe de V . Les autres assertions
se montrent de fac¸on analogue.
6.14. Remarque. — On de´duit de la prop. 6.13 que l’alge`bre AWe,e associe´e a` l’unitaire
multiplicatif W et a` son pre´-sous-groupe e est UŜU . De meˆme, l’alge`bre BWeˆ,eˆ est
S .
La construction ci dessus associe a` un triplet (V, f, g) consistant en un unitaire
multiplicatif V et deux pre´-sous-groupes f et g le plus e´loigne´s possible, un unitaire
multiplicatif W . Si on applique a` nouveau cette construction au triplet (W, e, eˆ) , on
obtient donc V̂ .
Si dans la construction de l’unitaire multiplicatif W on e´change les roˆles de f et g , on
obtient un unitaire multiplicatif W ′ , de vecteur fixe f , cofixe g , les alge`bres S et Ŝ
associe´es e´tant Ag,g et Bf,f . Or Ag,g = ĴBg,gĴ et Bf,f = ĴAf,f Ĵ ; donc l’unitaire
multiplicatif associe´ est (Ĵ ⊗ Ĵ)ΣW ∗Σ(Ĵ ⊗ Ĵ) = (ĴJB ⊗ ĴJB)Ŵ (JB Ĵ ⊗ JB Ĵ) , qui est
e´quivalent a` Ŵ .
Si on part de (W, eˆ, e) , on obtient donc l’unitaire V ′ = (JB Ĵ ⊗ JBĴ)V (ĴJB ⊗ ĴJB)
e´quivalent a` V .
Plus ge´ne´ralement, soient f, fˆ , g, gˆ des pre´-sous-groupes tels que fˆ ≺ f , gˆ ≺ g et
〈f, gˆ〉 = 〈g, fˆ〉 = n−1/2 . Notons W l’unitaire multiplicatif associe´ a` (V, fˆ , g) . On ve´rifie
alors que :
– f et gˆ sont des pre´-sous-groupes de W .
– Les unitaires multiplicatifs construits a` partir de (V, f, gˆ) et (W, f, gˆ) co¨ıncident.
On en de´duit alors que fˆ et g sont des pre´-sous-groupes de l’unitaire multiplicatif
W ′ construit a` partir de (V, f, gˆ) et que l’unitaire multiplicatif construit a` partir de
(W ′, fˆ , g) est conjugue´ a` W .
7. Liens avec les sous-facteurs.
7.1. — Inclusions de profondeur 2.
Soit N ⊂M une inclusion irre´ductible de profondeur 2 d’indice fini de facteurs de von
Neumann de type II1 .
— Notons N ⊂M ⊂M1 ⊂M2 . . . la tour de Jones de l’inclusion N ⊂M .
— Posons Ŝ = M1 ∩N ′ et S =M2 ∩M ′ contenues dans M2 ∩N ′ qui est isomorphe
– 31 –
a` un L(H) (par de´finition de la profondeur 2).
— Notons q ∈M1 ∩N ′ le projecteur de Jones de l’inclusion N ⊂M et p ∈M2 ∩M ′
le projecteur de Jones de l’inclusion M ⊂ M1 . Ce sont des projecteurs minimaux de
M2 ∩ N ′ = L(H) . Choisissons e, eˆ ∈ H de norme 1 tels que peˆ = eˆ , qe = e et
〈e, eˆ〉 ∈ R+ .
Notons τ la trace normalise´e de M2 . Remarquons que, pour x ∈ S , on a
EM1(x) ∈ M1 ∩M ′ = C1 ; donc EM1(x) = τ(x) . Donc, pour x ∈ S et y ∈ M1
on a τ(xy) = τ(x)τ(y) .
Notons alors V ∈ L(H ⊗ H) l’unitaire tel que, pour a, x ∈ S et b, y ∈ Ŝ on ait
〈xe⊗ yeˆ, V (ae⊗ beˆ)〉 = τ(x∗y∗ab) .
Notons aussi W ∈ L(H ⊗ L2(M1)) tel que, pour a, x ∈ S et b, y ∈ M1 on ait
〈xe ⊗ yξτ ,W (ae ⊗ bξτ )〉 = τ(x∗y∗ab) . C’est l’image de V par la suite des inclusions
L(H)⊗ L(H) ⊂ L(H)⊗M2 ⊂ L(H⊗ L2(M1)) .
Il est clair que W commute a` 1 ⊗ b pour tout b ∈ M , d’ou` l’on de´duit que
W ∈ L(H) ⊗ S . Par le the´ore`me 2.8 (en utilisant le lemme 2.2.c), on en de´duit que
S et Ŝ sont des alge`bres de Hopf en dualite´. De plus, pour x, y ∈ M on a
W ∗(1⊗ xqy)W = (1⊗ x)W ∗(1⊗ q)W (1⊗ y) ∈ Ŝ ⊗M1 . On en de´duit que l’application
z 7→ W ∗(1⊗ z)W est une coaction (a` gauche) de Ŝ dans M1 dont l’alge`bre des points
fixes est M .
On retrouve ainsi un re´sultat d’Ocneanu ; voir [2, 20] pour d’autres de´monstrations (dans
le cadre des inclusions d’indice fini) et [14, 6] (dans un cadre plus ge´ne´ral).
7.2. — Pre´-sous-groupes et facteurs interme´diaires.
Conservons les notations ci-dessus. Soit f un pre´-sous-groupe de V . Posons Mf = { x ∈
M1 , [x, Lf ] = 0 } . C’est un sous-facteur de M1 contenant M et D̂f ⊂ Ŝ =M1 ∩N ′ .
On en de´duit que [Mf : M ] ≥ dim D̂f . Par ailleurs, comme Lf ≥ p , on a
Lfξτ = ξτ ; donc, pour x ∈ Mf , on a Lfxξτ = xLfξτ = xξτ ; on en de´duit que
[Mf : M ] ≤ τ(Lf )/τ(p) = dim D̂f ; on en de´duit que Lf est le projecteur de Jones de
Mf ⊂M1 .
Re´ciproquement, soit M ⊂ P ⊂ M1 un facteur interme´diaire. Posons Q =
JMP
′JM ⊂ L(L2(M)) ; on a N ⊂ Q ⊂ M ; notons p1 ∈ S le projecteur de
Jones de l’inclusion P ⊂ M1 et q1 ∈ Ŝ le projecteur de Jones de l’inclusion
Q ⊂ M . Comme [P : M ] = [M : Q] , on a [P : M ][Q : N ] = [M : N ] , donc
τ(p1q1) = τ(p1)τ(q1) = τ(p)[P : M ]τ(q)[Q : N ] = dim(H)−1 . Par ailleurs, q1 ∈ P (car
P est la construction de base de Q ⊂ M et p1 ∈ P ′ ; donc p1q1 = q1p1 . Par le
corollaire 3.12, il existe un pre´-sous-groupe f tel que p1 = Lf et q1 = ρf .
En d’autres termes, les Lf ou` f est un pre´-sous-groupe, sont les projecteurs de
Jones des facteurs interme´diaires M ⊂ P ⊂ M1 . L’application P 7→ JMP ′JM est
une correspondance bijective entre facteurs interme´diaires M ⊂ P ⊂ M1 et facteurs
interme´diaires N ⊂ Q ⊂ M . On en de´duit que les ρf ou` f est un pre´-sous-groupe,
sont les projecteurs de Jones des facteurs interme´diaires N ⊂ Q ⊂M .
On en de´duit une bijection (de´croissante) f 7→ Nf entre pre´-sous-groupes et facteurs
interme´diaires N ⊂ P ⊂ M . On retrouve ainsi, a` l’aide de la prop. 4.3, une bijection
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croissante (un isomorphisme d’ensembles ordonne´s) entre facteurs interme´diaires et sous-
alge`bres co¨ıde´ales a` gauche de l’alge`bre de Hopf S [11] (voir aussi [5] ou` ce re´sultat est
ge´ne´ralise´ au cas non compact).
Plusieurs de nos constructions s’interpreˆtent alors :
– Le the´ore`me de finitude (corollaire 3.6), est donc une conse´quence du fait que dans une
inclusion d’indice fini il y a un nombre fini de facteurs interme´diaires ([22]).
– Les sous-groupes correspondent aux facteurs interme´diaires Nf tels que l’inclusion
Nf ⊂ M soit de profondeur 2 ; les co-sous-groupes correspondent aux facteurs
interme´diaires Nf tels que l’inclusion N ⊂ Nf soit de profondeur 2 .
– Les sous-quotients correspondent aux couples de facteurs interme´diaires Nfˆ , Nf tels
que Nf ⊂ Nfˆ et que l’inclusion Nf ⊂ Nfˆ soit de profondeur 2 .
– Des pre´-sous-groupes f et g sont le plus e´loigne´s possible si et seulement si on a un
carre´ commutatif et cocommutatif
N ⊂ Nf
∩ ∩
Ng ⊂ M .
Notons alors Mf la construction de base de Jones de l’inclusion Nf ⊂ M . La
construction du paragraphe 6, dit alors que l’inclusion Ng ⊂ Mf est irre´ductible de
profondeur 2 .
On peut en fait donner une de´monstration directe de ce re´sultat :
1. On a N ′g ∩M1 = Ĝg ⊂ Ŝ = N ′ ∩M1 . On a N ′ ∩Mf = D̂f . Donc N ′g ∩Mf =
(N ′g ∩M1) ∩ (N ′ ∩Mf ) = Ĝg ∩ D̂f = C .
2. La construction de base applique´e a` l’inclusion Ng ⊂Mf donne un facteur M1g . On
a M ′ ∩M1g = Dg ⊂ S = M ′ ∩M2 . On en de´duit que N ′g ∩M1g contient l’alge`bre Bg,g .
Sa dimension est alors e´gale a` l’indice de Ng ⊂Mf , d’ou` le re´sultat.
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