We consider strongly coupled competitive elliptic systems that arise in the study of two-component Bose-Einstein condensates. As the coupling parameter tends to infinity, solutions that remain uniformly bounded are known to converge to a segregated limiting profile, with the difference of its components satisfying a limit scalar PDE. In the case of radial symmetry, under natural non-degeneracy assumptions on a solution of the limit problem, we establish by a perturbation argument its persistence as a solution to the elliptic system.
Introduction

The problem
We consider coupled elliptic systems of the form g is a real parameter, a ij are nonnegative constants such that a ii > 0, a ij = a ji , i, j = 1, · · · , m, and Ω is a bounded smooth N -dimensional domain. Systems of this form arise in the study of multi-component Bose-Einstein condensates. In this context, the reaction terms are typically f i (u) = g i u 3 − µ i u, g i , µ i ∈ (−∞, +∞).
(1.
3)
The coupling parameter g measures the interaction between the different components in the mixture: if g < 0 they attract each other, whereas if g > 0 they repel each other. On the other hand, the coefficients g i in (1.3) measure the interaction between atoms in the same i-th component: if g i < 0 there is attraction, whereas if g i > 0 there is repulsion. The function u i represents the density corresponding to the i-th component in the mixture, and thus is naturally assumed to be positive. Nevertheless, the mathematical interest to (1.1) also extends to sign-changing solutions. In passing, we note that (1.1) has variational structure as it comes from a Gross-Pitaevskii energy.
In the following, we will consider the case of strong repulsion (or competition) , that is g ≫ 1. Moreover, we will focus on the case of two components, but first let us recall some of the main known results for the case of m components.
Known results
In the seminal paper [18] (see also [10] for the corresponding parabolic problem), it was shown that if a family of solutions u g = (u g 1 , · · · , u g m ) of (1.1) with positive components remains bounded in L ∞ (Ω) as g → +∞, then it also remains bounded in C α (Ω) for any α ∈ (0, 1). In fact, it was shown in [23] that such families u g remain bounded, uniformly in g, even in the Lipschitz norm, at least away from the boundary of the domain. We also refer to [31] for a related result in planar domains, and to [6] for solutions that minimize the associated energy. Hence, thanks to a well known compact imbedding, possibly up to a subsequence g n → +∞, such a family converges in C α (Ω) for any α < 1 to some limiting configuration u ∞ = (u
. In fact, it was shown in [18] that the limiting profile has Lipschitz regularity up to the boundary of Ω. Furthermore, the limiting components are segregated, that is their supports are disjoint. In its respective support, the limiting component u ∞ i satisfies the following elliptic problem
(1.4)
In the language of singular perturbations, the above limit problem is called the outer limit problem.
The regularity properties of the sharp interface
were subsequently studied in [28] . It was shown there that Γ has properties analogous to the nodal set of eigenfunctions of the Laplacian: there exists Σ ⊂ Γ with H dim (Σ) ≤ N − 2 such that Γ \ Σ is a finite union of smooth manifolds (we refer to [29] for a detailed description of Σ). The set Σ is referred to as the singular part of the interface Γ, whereas Γ \ Σ as the regular part. On each side of a smooth manifold M that composes the regular part of the interface there is only one nontrivial limiting component. Moreover, across M the corresponding limiting components, say u ∞ = u ∞ i and v ∞ = u ∞ j (it holds i = j, see [11] ), satisfy the following reflection law:
(1.5)
We note that the above normal derivatives are nonzero by (1.2), (1.4) and Hopf's boundary point lemma.
More refined estimates for the convergence as g → +∞ have recently been obtained in [25] and [30] . In particular, it was shown in the former reference that near a point p of M , the two corresponding components u g = u g i , v g = u g j (i = j) that survive as g → +∞ should behave, to main order, in the following self-similar fashion: 6) where dist(·, M ) stands for the signed distance to M , while the one-dimensional profiles U (t), V (t) depend only on the point p and satisfy
in the entire real line. It was shown in [4, 5] that the above problem has just a 2-parameter family of positive solutions given by µU (µt + τ ), µV (µt + τ ),
with scaling parameter µ > 0 and translation τ ∈ (−∞, +∞), for some fixed solution pair (U, V ) which satisfies the mirror reflection symmetry 8) and enjoys the following asymptotic behaviour at respective infinities:
Notice that the convergence in the previous limits is super-exponentially fast. In fact, it was observed in [1] that there is an asymptotic phase k = k(p) > 0 in the asymptotic behaviour of U at +∞. Combining all the previous information, we deduce that, for t > 0 large enough,
2 ) and V (t) = O(e −c2t
2 ), (1.9)
for some positive constants c 1 and c 2 . The above relations can be differentiated and, via (1.8), provide the corresponding asymptotic behaviour as t → −∞.
One also expects that the behaviour of solutions for large g near Σ should be governed by an equivariant entire solution with polynomial growth of the PDE version of system (1.7), see [5, 24] , which is usually called the inner (or blow-up) limit problem.
The problem with two-components
From now on, we will consider the special case of problem (1.1) with m = 2, which (after a rescaling) we can write as 10) for some smooth functions f and h such that f (0) = h(0) = 0 and Ω still a bounded, smooth N -dimensional domain. We note that the reflection law (1.5) implies that the difference
is smooth across the regular part of the interface. In fact, it was shown in [11] that this difference is a classical solution of the following limit problem 11) where one writes w = w + + w − with w + ≥ 0 and w − ≤ 0.
It is worthwhile mentioning that in the special case where f ≡ h is odd, the above limit problem reduces to ∆w = f (w) in Ω; w = 0 on ∂Ω.
(1.12)
The converse problem
So far we have discussed how one can reach the limit problem (1.11) (and also (1.7)) starting from an appropriate family of solutions to (1.10) for large g. It is also of interest whether one can go in the opposite direction, that is under which conditions do solutions of the limit problem (1.11) generate corresponding solutions of (1.10) for large values of g. In [12] , Dancer considered (1.10) for nonlinearities as in (1.3) with g 1 , g 2 > 0 (with the obvious correspondence with (1.1)). It was shown by variational methods that, under appropriate restrictions on µ 1 , µ 2 , a certain type of nodal least energy solutions of (1.11) generate corresponding solutions with positive components to (1.10) for large g. On the other hand, the authors of [32] considered the case where g 1 = g 2 < 0 (say −1) and µ 1 = µ 2 > 0 (say 1) in a ball in two or three dimensions. In this case, it is well known that, for any integer m ≥ 1, the (reduced) limit problem (1.12) admits a radial nodal solution w m with exactly an m number of sign changes. Using variational methods, they were able to show that each w m produces a corresponding radial solution of (1.10) with positive components that shadow respectively (w m )
A related result in R N , N ≥ 1, can be found in [17] . At this point let us make a small detour and discuss briefly the analogous elliptic system modeling two competing populations that arises in spatial ecology. In that context, the coupling terms in both equations of (1.10) are guv, while the nonlinearities f, h are usually of logistic type. Remarkably, uniformly bounded families of solutions to both systems share essentially the same regularity properties (with respect to large g), see [8] . In particular, they have the same (outer) limit problem (1.11) . For the population problem, it was shown in [9] by means of a topological degree theoretic argument that non-degenerate (in the sense that the linearized operator does not have a kernel) nodal solutions w of (1.11) give corresponding solutions (u g , v g ) with positive components for the system with large g. The key idea for proving this is to consider the difference u−v and note that this leads to a system with only one singularly perturbed equation (a standard slow-fast system in the language of dynamical systems). Interestingly enough, this result was established without making use of the analogous blow-up limit problem to (1.7). In light of the aforementioned common features of the two systems, it is natural to expect that an analogous converse result should also hold for the condensate problem (1.10), see [13] .
Main result
We show that an analogous converse result holds for the condensate problem (1.10), provided that we restrict to the radial setting and we impose some extra but milder non-degeneracy assumptions on the solution of the limit problem (1.11).
Our main result is the following. Theorem 1.1. Let Ω be an N -dimensional ball or annulus, N ≥ 1, and let f, h ∈ C 3,1 [0, ∞) be such that f (0) = h(0) = 0. Suppose that w is a radial nodal solution of the limit problem (1.11) with one sign change, which is non-degenerate in the radial class in the sense that the associated linearization does not have a nontrivial radially symmetric element in its kernel. Moreover, assume that −w − and w + are also non-degenerate in the radial class as solutions of (1.11) in their respective supports. Then, if g is sufficiently large, there exists a radial solution (u g , v g ) of (1.10) with positive components such that
where the constant C > 0 is independent of g.
If r 0 denotes the radius of the sphere where w vanishes, and (r − r 0 )w(r) > 0 for r = r 0 , it
, as g → +∞, where the pair (U, V ) is the unique solution of (1.7) satisfying (1.8) and (1.9) with u ∞ = w + and |p| = r 0 .
Our result was announced in [7] . We will only prove our result in the case where Ω is the unit ball B 1 centered at the origin, the case of an annulus is completely analogous.
As we will describe in more detail in the sequel, our proof relies on a perturbative method. We first combine the outer and inner problems, (1.11) and (1.7) respectively, to construct a sufficiently good approximate solution to (1.10) for large g that is valid in the whole domain. Then, we can capture a genuine solution nearby by a fixed point argument owing to appropriate invertibility properties of the associated linearized operator between carefully chosen weighted spaces.
We point out that the separate non-degeneracy assumptions on −w − and w + were not present in the previously mentioned result of [9] for the population system. As will become apparent shortly, the underline reason for imposing them is the presence of the positive asymptotic phase k in the asymptotic behaviour of the blow-up profile (recall (1.9)). We point out that there was no such phase present in the analogous blow-up limits for the population problem. Loosely speaking, the outer and inner approximate solutions, given to main order by (w + , −w − ) and the pair in the righthand side of (1.6) with M = {|x| = r 0 }, respectively, do not have the phase k > 0 in common (in the intermediate zone where they must match). Therefore, we need to move the outer solutions towards the inner one by a regular perturbation to compensate for the gap caused by k > 0 (in principle, the inner solution should control the outer ones). To be able to do so, we need these non-degeneracy assumptions on −w − and w + . We remark that the non-degeneracy assumptions for ±w ± are much easier to verify in practice (see for instance [21] ) in comparison to that for w which is a sign-changing solution (see [27] ); see also Section 6 below.
We believe that an analogous result still holds when w changes sign an arbitrary number of times, provided one imposes further analogous non-degeneracy assumptions to take into account the interaction created by adjacent zeros of w(r) for 1 ≪ g < ∞.
Method of proof
As mentioned above, our proof is perturbative and based on the construction of a sufficiently good approximate solution to (1.10) for large g. We will first construct outer approximate solutions of the form
in the ball B r0 and the annulus B 1 \ B r0 , respectively, depending on two free small parameters δ, δ > 0. We point out that the aforementioned free parameters come from being able to regularly perturb the solutions v 0 and u 0 of (1.11) in their respective supports, which is possible by the separate nondegeneracy assumptions in Theorem 1.1 for −w − and w + . Actually, by their construction, (0, vδ) and (u δ , 0) will satisfy (1.10) exactly in their respective domains of definition. Since the singular limit (−w − , w + ) has a discontinuous gradient across the interface {|x| = r 0 }, our outer approximate solution loses its effectiveness there. To fix this issue, we will insert around the interface an inner approximate solution of the form
where (U, V ) solves (1.7), with the scaling µ > 0 and the translation ξ as free parameters. The higher order terms are determined by solving linear inhomogeneous problems involving the linearization of (1.7) about (U, V ). An invertibility theory for such problems was developed in [1] based on the fact that the only bounded elements of the kernel of this operator are constant multiples of (U ′ , V ′ ) (see [4] ). The latter property means that the solution (U, V ) is linearly nondegenerate with respect to the ODE system (1.7). In passing, we note that it is also nondegenerate with respect to the PDE version of (1.7) (see [26] ). We want the outer and inner approximate solutions to match sufficiently well in an intermediate zone, so that we can glue them together via cutoff functions. In fact, this is where the main effort is needed. To this end, we need to adjust conveniently the four free parameters that are involved in their construction. This task boils down to solving 4 × 4 linear algebraic systems, which are solvable thanks to the first nondegeneracy assumption in Theorem 1.1 concerning w.
Having constructed a sufficiently good approximate solution to (1.10) for large g, our next task is to linearize the problem about this approximation. We find that the linearized operator is invertible and we obtain estimates for its inverse between appropriate weighted spaces. We stress that the previously mentioned linear nondegeneracy of the solution (U, V ) with respect to the ODE system (1.7), as well as the nondegeneracy assumption on w in Theorem 1.1, both play a very important role in the analysis. On the other hand, the separate nondegeneracy assumptions for −w − and w + do not enter in the linear analysis. Lastly, armed with the above, we can set up a contraction mapping argument and capture a true solution of (1.10) near the approximate one.
Outline of the paper
In the rest of the paper we will prove Theorem 1.1 in the case where Ω is the unit ball B 1 centered at the origin. In Section 2 we will construct our approximate solution. In Section 4 we will study the linearized problem about it. In Section 5 we will apply a fixed point argument to the nonlinear problem and prove our main result. Finally, in Section 6 we will discuss some concrete situations where Theorem 1.1 is applicable.
Notation
In the sequel we will use the following notation:
Since we will only be concerned with radial functions, we will denote r = |x| and use ′ to also symbolize differentiation with respect to r. Therefore, we have the following relation which will be used frequently in the sequel:
By C/c we will denote a large/small generic positive constant, independent of sufficiently large g > 0, whose value may increase/decrease as the paper progresses.
2 Construction of the approximate solution (u ap , v ap )
In this section, we are going to construct our approximate solution (u ap , v ap ) to (1.10) for large g > 0.
The outer approximate solution
In (0, r 0 ) and (r 0 , 1), our outer approximate solution (u out , v out ) will be of the form (0, vδ) and (u δ , 0), respectively, where these two functions are solutions to
for some parameters 0 ≤ δ,δ ≪ 1 to be determined later on. The existence of such solutions vδ, u δ and their smooth dependence onδ, δ ≥ 0 follow from the implicit function theorem, due to the assumption that u 0 and v 0 are non-degenerate solutions of the respective limit problem in (2.1) forδ = δ = 0. Notice that we can expand these two functions with respect to δ andδ namely
where the u i , v i , i ∈ {1, 2, 3} are solutions to
and
Once more, these problems are solvable thanks to our nondegeneracy assumption on u 0 and v 0 . Expanding now in r, and setting s = r − r 0 , we find
3) for s > 0 and s < 0, respectively.
The inner approximate solution (u in , v in )
For r − r 0 small enough, more precisely for |r − r 0 | ≤ | ln g|g −1/4 , our ansatz for an inner approximate solution will be of the form
where (U, V ) is a solution to (1.7) as in Proposition 2.1 below, the parameters µ > 0, ξ ∈ R, and the corrections ϕ,φ are free to be determined in the following. We will work under the assumption that
which will be verified a-posteriori. Abusing notation slightly, we will also denote by ′ differentiation with respect to t.
The following two propositions will play an important role in the construction of our inner approximate solution.
Proposition 2.1. There exists a unique solution (U, V ) of (1.7) with positive components that satisfy the mirror symmetry condition (1.8) and U ′ (+∞) = ψ 0 . In fact, the asymptotic behaviour
holds for some k > 0.
Proposition 2.2. Given (H,H) ∈ [C(R)]
2 satisfying the exponential decay estimate
such that
for any c ′ ∈ (0, c), where
and a + , a − satisfy
Proposition 2.1 was proven in [4] , while the fact that k > 0 was observed in [1] . Proposition 2.2 was proven in [1] .
First let us plug (2.4) into (1.10). We get
and an analogous relation for v in . Observe that
To take care of the terms
we define (ϕ 0 ,φ 0 ) to be a solution to
where L is the linear operator that is defined by the lefthand side of (2.6). Letting Z,Z be smooth functions satisfying
we see that the pair (φ 0 ,φ 0 ) defined as
for some fixed functions F 0 ,F 0 such that
By Proposition 2.2, we know that there exists a two parameter family of solutions withφ 0 (−t) ≡ −φ 0 (t) to the previous problem, parametrized by A 0 , B 0 ∈ R, such that
when t → +∞, and
′ |t| , when t → −∞, for some b 0 ∈ R and any c ′ > 0. Combining all the previous computations and recalling that s = r − r 0 , we get that, for t large enough,
7) and, for −t is large enough,
As a second approximation of our inner solution, we take
Let us also observe that
2 , when t is large enough,
2 , when −t is large enough.
(2.9) Next, we define our third inner approximate solution by
where
Proceeding as we did for ϕ 0 , we obtain, for t large enough,
for some fixed a 1 , b 1 ∈ R, any c ′ and some parameters A 1 , B 1 . We obtain a similar expansion forφ 1 , replacing ψ 0 by −ψ 0 , when −t is large enough.
It is easy to see that the following proposition holds.
Proposition 2.3. The remainder that is left by the inner approximate solution in the system satisfies 
Matching the outer and inner approximate solutions: Adjusting the free parameters
Here we will determine all the previous free parameters, namely δ i ,δ i , A j , B j , i = 1, 2, 3, j = 0, 1, in order to match (u out , v out ) with (u in , v in ) when |r − r 0 | ≅ | ln g|g
In light of the asymptotics (2.7), (2.8), (2.9) for (u in , v in ) and those in (2.3) for (u out , v out ), by equating the powers s 0 and s 1 in these expansions, setting
for some δ i ,δ i , i ∈ {1, 2, 3} and µ 1 to be determined in the following, we impose that
Using the first nondegeneracy assumption in Theorem 1.1, we have that
Indeed, if not then the nontrivial function
would be smooth and in the kernel of the linearization of (1.11) about w, which contradicts the aforementioned nondegeneracy assumption. This last inequality (2.12) allows us to solve the previous system. Moreover, we find
). For future purposes, we note that
As previously, we determine δ 2 ,δ 2 , A 0 , B 0 by equating at main order in s 0 and s 1 , the expansions of the inner and outer solutions. We get
One can check that the previous system is solvable thanks to the fact that u
. More precisely, the determinant of the above system for A 0 , B 0 , δ 1 ,δ 1 is
.
In fact, we obtain that
Finally, we determine δ 3 ,δ 3 , A 1 , B 1 by once more equating at main order in s 0 and s 1 the expansions of the inner and outer solutions. We find
As previously, since u
, the system is solvable and we get
Let us also observe that our choice of parameters allows us to have a matching of the s 2 and s 3 terms up to order g −1/2 and g −1/4 respectively in the expansions of the outer and inner solutions. More precisely, using the equation of u 0 , u 1 and the first and second lines of (2.11), we can rewrite the s 2 term of (2.3) as
On the other hand, the term of power s 2 in (2.8) + (2.9) can be rewritten as
Concerning the terms in s 3 , we notice differentiating the equation satisfied by u 0 that
It is immediate to check that at main order, it is equal to the terms of power s 3 in (2.9). Analogous computations hold for the v component.
The above analysis brings us to the following proposition, which will be needed in the upcoming subsection.
Proposition 2.4. The estimates
, hold for c| ln g|g Proof. By the previous analysis, recalling especially (2.3), (2.7), (2.9) and (2.10), we obtain that
with s = r − r 0 , uniformly for c| ln g|g
(having chosen c ′ in (2.7) and (2.10) sufficiently large). Moreover, the above relation can be differentiated in the obvious fashion. The first assertion of the proposition now follows at once. The second assertion is a direct consequence of the super-exponential decay of V, ϕ 0 , ϕ 1 with respect to t → −∞.
3 Gluing the outer and inner approximate solutions: The global approximate solution (u ap , v ap )
We define a global approximate solution to the problem, valid in the whole ball r ∈ (0, 1), by gluing the inner approximate solution with the outer one as follows:
where the cutoff function
The following estimates hold.
Proposition 3.1. The remainder
| ln g| 
3) The first line of the righthand side of the above relation is of the desired order by Proposition 2.3. Concerning the second line, from Proposition 2.4 we obtain that
Moreover, recalling that v out = 0 in this region, we find that
The above term is much smaller than what we need thanks to the corresponding second assertion of Proposition 2.4. The terms in the last two lines of (3.3) can be estimated as desired by combining the first assertion of Proposition 2.4 and (3.1). On the other hand, the second equation of the remainder can be estimated analogously by making use of Proposition 2.3 and the corresponding second assertion of Proposition 2.4. The case with r < 0 in the intermediate zone can be treated identically.
Linear analysis
In this section we will study the invertibility properties of the linearization of (1.10) about the approximate solution (u ap , v ap ) between carefully chosen weighted spaces.
The following lemma will be useful in the proof of the upcoming proposition.
Lemma 4.1. Given any ρ > 0, there exist constants C, g 0 > 0 such that the following a-priori estimates hold:
Proof. The above a-priori estimates follow from a blow-up argument, using that
keeping in mind that u ′ 0 (1) < 0 (from Hopf's boundary point lemma). We refer to [16, Prop. 3.23] for the details.
Our main result in the section is the following.
Then, given γ ∈ (0, 1), there exist C, g 0 > 0, independent of (F, H) and (φ, ψ), such that
where Proof. Suppose to the contrary that there exist g n → +∞ and pairs
Observe that there exists C > 0 such that Hence, a standard barrier argument yields that
n (r−r0−Cg
n )e as n → ∞. Now, let us write
Then, from (4.2), (4.3), (4.4) and the fact that
n + Cg for r ∈ 1 − ρ(ln g n )g
n , 1 . Moreover, we havê
n =ψ n (1) = 0.
Hence, we deduce by Lemma 4.1 that
+ρ n e g 1 4 n (r0−1) , as n → ∞. Consequently, via (4.6) and (4.7), we get
as n → ∞. In light of (4.2), (4.3), (4.4) together with the exponential decay estimates for u ap , v ap that led to it, standard elliptic estimates and the usual diagonal-compactness argument, passing to a further subsequence if needed, we find that
In other words, we have
Analogously, passing to a further subsequence if needed, it holds
We will next show that
To this end, we need some preliminary observations. Firstly, recalling that t = µg 1 4 (r − r 0 − ξ), we note that the following estimates hold:
14)
where the above functions p ij are independent of g and satisfy
We point out that the above estimates hold uniformly as g → +∞.
To obtain information near r 0 , we will employ a blow-up argument. To this end, let
(1 − r 0 − ξ). We find readily from (4.2) that
where u ap , v ap , F, H are evaluated at r 0 + ξ + µ
t. By (4.3), (4.14)-(4.15), and the standard compactness-diagonal argument, passing to a further subsequence if needed (still denoted by (Φ n , Ψ n )), we may assume that the pair (Φ n , Ψ n ) converges in C 1 loc (R) to a bounded element of the kernel of the linear operator L in (2.6) (the trivial limit not being excluded). By virtue of [4, Prop 5.1], the only such elements in the kernel of L are constant multiples of (U ′ , V ′ ). Consequently, we have
The next observation concerns the perturbed linear operator
where L is as in (2.6). Since the pairs (U ′ , V ′ ) and (tU ′ + U, tV ′ + V ) belong in the kernel of L, it is natural to seek corresponding elements in the kernel of L g in the form
19) respectively. It follows readily that the following inhomogeneous problems must be satisfied:
for someF i ,Ĝ i that are independent of g and tend to zero super-exponentially fast as |t| → +∞. For our purposes, however, it will be enough to make the following choices:
By Proposition 2.2, the above problems admit solutions such that
for some (a i ) ± , b i ∈ R, i = 1, 2, super-exponentially fast (we insist on the fact that these solutions do not depend on g). Moreover, analogous estimates hold for their derivatives. Taking into account the asymptotic behavior of (U, V ) and its derivatives, the above choices of (Φ i ,Ψ i ) yield that the pairs in (4.19) satisfy 22) uniformly in R, as g → +∞, for some fixed functions F i , G i that tend to zero super-exponentially fast as t → ±∞.
In the sequel, for notational simplicity, we will frequently drop the subscripts n. Let δ > 0 independent of n and denote T ± = µ(±δ − ξ)g Integrating by parts, we observe that
, rearranging terms and using the previous identity, we get:
The first term in the above relation, thanks to (4.3) and (4.22) , can be plainly estimated as follows:
Concerning the second line in (4.23), we will treat the cases i = 1 and i = 2 separately. We first note from (4.3), (4.19) , (4.20) and (4.21) that
uniformly in n ≥ 1, as δ → 0. By (4.16), (4.17) , the exponential decay of U ′′ , V ′′ as t → ±∞ and Lebesgue's dominated convergence theorem, we infer that the righthand side of the above relation is equal to
as n → +∞ for each δ < 1. Hence, we have that
as n → +∞ for each δ < 1. On the other hand, it turns out that for i = 2 the following rough estimate will be sufficient:
uniformly in n, as δ → 0. We will next show that the terms in the seventh, eighth and ninth line of (4.23) tend to zero as n → ∞. Indeed, by (4.3), (4.14), (4.19) , (4.20) and (4.21), we get where, here and in the sequel, the generic constants c, C are independent of both n and δ. The remaining terms can be handled analogously. The term in the tenth line of (4.23) can be estimated in a simple way as follows. Using (4.3) and (4.19), we obtain that −δg
as n → ∞, i = 1, 2. We point out that the assumption γ > 0 was used crucially in the last equality. Armed with the above information, recalling (4.9), (4.11), (4.19) , and the definition of T ± , passing to a further subsequence if needed, we can let n → ∞ in (4.23) for i = 1, 2 to arrive, respectively, at the following two relations:
The desired equalities in (4.12) now follow at once by letting δ → 0 in the above two relations. Then, in light of (4.10) and (4.11) and the nondegeneracy assumption u .12) ), we get that λ ± = 0. Consequently, recalling also (4.5), we have shown so far that
(4.24)
We will next extend as much as possible towards r 0 the domain of validity of the above relation. Recalling (4.3), (4.4) and noting that the same exponential decay estimate also holds for gv 2 ap in (r 0 , 1), we find from the first equation of (4.2) that
, r ∈ (r 0 , 1), as n → ∞.
Integrating over (r, 1) with r ∈ (r 0 , 1), using that φ
uniformly in r ∈ (r 0 , 1), as n → ∞. Similarly, integrating once more gives
Clearly, there is an analogous relation for ψ in (d, r 0 ) for some small fixed d > 0. Let M > 0 be independent of n. By putting together the information supplied by (4.25) for
M with that from the above relation for t = M , via (4.16), we deduce that
where the constant c > 0 is independent of M as well. Sending first n → ∞ in the above relation, and subsequently M → +∞ in the resulting one, we get that σ = 0 (recall that U ′ (+∞) = ψ 0 > 0). So, in light of this, relation (4.25), the analogous one for ψ n , and (4.17) give that (φ n , ψ n ) → (0, 0), uniformly on [0, 1], as n → ∞.
Finally, taking into account (4.5), (4.8) , say with ρ = 1 4 , and the above relation, we arrive at
which contradicts (4.3).
Remark 4.1. The exact same proof of Proposition 4.1, without the paragraph leading to (4.8), also yields the still useful estimate
where the latter norm is defined through (4.1) with i = 0 and
Then, analogously to (4.5), we obtain that |ψ(r)| ≤ Cg The correspondingĤ now satisfies
, 1 . Hence, by Lemma 4.1, we infer that the corresponding auxiliary functionψ satisfies
So, via (4.27) , and recalling the definition ofψ, we find that Thus, by using this in (4.26), we infer that
Consequently, using (4.28) once more to complete the estimate up to the boundary point r = 1, we arrive at the following estimate: For any ρ > 0, there exists a constant C > 0 such that 29) provided that g is sufficiently large.
The perturbation argument: Existence of a genuine solution
We seek a solution of system (1.10) as
After rearranging terms, we find that (ϕ, ψ) has to satisfy
where L is as in Proposition 4.1, R is as in (3.2) , and
The main effort in this section will be placed in showing the following proposition.
, where the above norm is as in (4.1), provided that g is sufficiently large.
Proof. Let us define a mapping
where (φ,ψ) is the unique solution of We point out that this mapping is well defined, for large g, thanks to Proposition 4.1. We claim that if M > 0 is chosen sufficiently large, then T maps B M,g into itself, provided that g is sufficiently large. To this end, it is convenient to decompose (φ,ψ) as the sum of a finite number of terms in the natural way. The main term in this sum turns out to be (φ 0 The rest of the terms in the aforementioned sum come from neglecting R in (5.3). Let us estimate some of the corresponding representative terms that come from the first line of N in (5.4). For example let us consider (φ 1 ,ψ 1 ) given by
So, the relation (5.15) extends up to r = 1. On the other side, using the inner estimate of Theorem 1.1, we can extend the aforementioned relation from r 0 − g − 1 4 to 1. To complete it in the whole ball B 1 we will employ the maximum principle. We note that u satisfies a linear equation of the form − ∆u + gv 2 + p(r) u = 0, |x| < r 0 − g therein (from the analog of (5.14)) and u > 0 on r = r 0 − g
, we deduce by that maximum principle that u > 0 in |x| < r 0 − g
, as desired. We can show that v > 0 in B 1 analogously. The main difference is in the vicinity of the boundary r = 1, where u vanishes and the corresponding relation to (5.18) fails. Nevertheless, thanks to (5.14) and the comments leading to it, there exists a constant K > 1 such that
, r ∈ (r 0 + Kg 19) provided that g is sufficiently large. Near r = 1 we can apply an argument that is inspired by the maximum principle for domains with small volume. By the first assertion of Lemma 4.1 (which also applies for mixed boundary conditions), after a regular perturbation argument using that , J = 1 − (ln g)g 
Applications of the main result
Let us now give briefly some applications of Theorem 1.1. As it was already pointed out earlier, in the case f ≡ h and f is odd the limit problem becomes (1.12). It is known that when f (u) = λu − u 2p+1 , λ ≥ 0 and p is such that
then a radial solution w to (1.12) is unique and non-degenerate in the radial class provided that
• w is positive, λ = 0 and Ω is an annulus or the exterior of a ball, see [14] ;
• w is positive, λ = 0 and Ω is a ball or an annulus, see [19] ;
• w is positive, λ = 0 and Ω is a ball, see [2] ;
• w is a nodal solution with two nodal regions, λ = 0, see [20] .
We also refer to [15, 22] for more general results concerning the function f . We point out that such solutions can be shown to exist by variational methods.
Thanks to these previous results, we see that our result applies in the case f (u) = −u 2p+1 with p as in (6.1), and Ω a ball or an annulus. In a related topic, let us point out that when Ω is the whole N -dimensional space, N ≥ 3, and f (u) = u − |u| p−1 u with 1 < p < N +2 N −2 sufficiently close to
N −2 , Ao, Wei and Yao [3] constructed radial solutions with k ≥ 1 nodes to (1.12) that tend to zero as r → ∞. Moreover, they established that their solutions are unique and non-degenerate. Our theorem, with only minor modifications in the proof, can produce a corresponding solution to (1.10) for large g, starting from such a one-node solution.
