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Abstract
We consider a problem from image cytometry where the objective is to describe possible changes in the
shape and orientation of cellular nuclei after treatment with a toxin. The shapes of nuclei are represented
by individual ellipses. It is argued that the shape comparison problem can be formulated as a generalization
of a hypothesis test for the equality of covariance matrices. For many cell types, the test statistic should be
invariant with respect to orientations of the cells. For other cell types, the test statistic should be equivariant
with respect to orientations of the cells, but invariant with respect to orientations of the images. Likelihood
ratio tests (LRTs) are derived under a Wishart model. The likelihood maximization uses a new result about
the minimization of the determinant of a sum of matrices under individual rotations. The applicability and
limitations of these LRTs are demonstrated by means of simulation experiments. The reference distributions
of the test statistics under the null hypothesis are obtained using unrestricted and restricted randomization
procedures. Justification for theWishart model is provided using a residual diagnostic method. The scientific
implications of the results are considered.
c© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
The field of cytometry deals with the measurement of cells. A variety of techniques are
available for investigating the morphometric properties of cells [10]. In many investigations
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Fig. 1. Images of neuroblast tissue taken using a confocal microscope across different experimental conditions. C-1, C-2
and C-3 are three replicates from the control group (no MPP+ applied). Images marked T1 are replicates from a group
where 5 mM of MPP+ was applied and the result observed after 1 h. Images marked T4 are replicates from a group
where 5 mM of MPP+ was applied and the result observed after 4 h. Boundaries of nuclei recognized by CASRG are
superimposed in red.
involving cytometry, the goal is to describe the effect upon the cells of some change in
experimental conditions. An example of such an experiment is a study carried out to investigate
the effect of the neurotoxin MPP+ on the intracellular structure of a human neuroblastoma cell
line, SH-SY5Y [8]. The images in Fig. 1 show cross-sections of this culture, stained with β
tubulin antibody. The visible organelles are the nuclei (light grey ovoid shapes) and microtubulin
structure (darker surrounding material). The goal of the experiment is to characterize changes in
cellular structure in response to MPP+ exposure (at 5 mM levels of concentration) after 1 (T1)
and 4 h (T4).
Typically, the data from image cytometry studies consist of measurements on objects
Oijk , i = 1, . . . , n jk , j = 1, . . . , I k, k = 1, . . . ,G, where the index k runs over experimental
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conditions (in the above example G = 3). The index j runs over images, or fields of view,
per experimental condition (in the above example, Ik = 3). Finally, the index i runs over
objects within each image. The problem of comparison of shape in cytometry experiments can
be formulated as a comparison between the ‘average’ shape Ok across experimental conditions.
In practice, the method of comparison depends heavily on the way shapes are represented. A
number of different representations of object shapes (primarily using the object boundary) have
previously been used in the literature, such as: thin plate splines [3], deformation templates [1],
polygons [11], or Fourier descriptors [7].
The nuclei in Fig. 1 are mostly ovoid. For such objects, using a fitted ellipse is often an
adequate and convenient method of representing their shape. The equation of an ellipse can be
written as
(x − µ)TΣ−1(x − µ) = 1. (1.1)
Here x is a point in the plane, µ is the centre of the ellipse and Σ is the covariance or ‘shape’
matrix of the ellipse. Thus, for shape analysis purposes, it is ‘sufficient’ to consider the 2×2 shape
matrices Sijk corresponding to the objects Oijk. In image cytometry, this approach has previously
been employed in [10] to study the shapes and sizes of algal cells. Briefly, this involved two steps:
(i) identification of the boundaries of each object; (ii) fitting of ellipses by matching moments
of the identified regions to those of the ellipse. The boundary identification algorithm used for
the objects in Fig. 1 is a variant of seeded region growing, described in [14]. The ellipse fitting
is achieved by a method of moments estimation procedure, described in [10]. The form of the
estimator will be important, so this description is reproduced here. We consider the object O as
a ‘point set’, i.e. a set of points pi = (xi , yi ), i = 1, 2, . . . , n, that lie inside the boundary of O .
The (k, l)th moment of O is defined to be mk,l :
mk,l = 1n
n∑
i=1
xki y
l
i . (1.2)
The first moments m1,0 and m0,1 jointly describe the centre of location, or centroid,
p¯(m1,0,m0,1) of the object. The second central moments are given by
m02,0 = m2,0 − m21,0,
m00,2 = m0,2 − m20,1,
m01,1 = m1,1 − m1,0m0,1.
(1.3)
In these terms, the estimated 2× 2 shape matrix S is defined as the covariance matrix
S =
(
m02,0 m
0
1,1
m01,1 m
0
0,2
)
. (1.4)
By and large, the quality of ellipse fit to the objects in Fig. 1 is very good, primarily because
the nuclei are essentially elliptical in shape. A probabilistic model for the shape matrices can be
framed as follows:
S ∼ F(Σk). (1.5)
Here F is a probability distribution over the space of 2×2 symmetric positive definite matrices
andΣk is the ‘population average’ shape matrix of the kth experimental condition. In these terms,
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the hypothesis of no change in shape across G experimental conditions can be parametrized as
H0 : Σ1 = Σ2 = · · · = ΣG . (1.6)
The shape matrix contains information relating to a number of different aspects of the ellipse.
Among these are (a) its determinant, d , which is proportional to the area of the ellipse; (b) the
ratio of its maximum eigenvalue to its minimum eigenvalue, e, also known as the elongation or
eccentricity of the ellipse, which is indicative of its shape; (c) the direction of the eigenvector
corresponding to the maximum eigenvalue (major axis), θ , which is indicative of the orientation
of the ellipse. It is possible to parametrize the shape matrix in terms of these quantities as
Σ = √dR(θ)
(√
e 0
0 1/
√
e
)
RT(θ), (1.7)
where
R(θ) =
(
cos θ − sin θ
sin θ cos θ
)
(1.8)
is Given’s rotation matrix. A descriptive comparison of the data in terms of these statistics is
shown in Fig. 2. From this figure, we can see that there is substantial inter-image variation in
size and orientation distributions, but there do not appear to be any systematic differences across
experimental conditions. However, for the elongation statistic, there does appear to be some
increase in elongation in T4 relative to control and T1 conditions.
The neuroblastoma cells shown in Fig. 1 are grown in culture and are freely mobile in a fluid
medium. Therefore the orientation of the nuclei or the cells may be arbitrary. In such cases, one
would like to formulate a hypothesis which only focuses on the size and elongation aspects of the
shapes. Additionally, statistics used for comparisons across experimental conditions should be
invariant with respect to orientation. Clearly, the null hypothesis in (1.6) would not be appropriate
for such a scenario, because it also implies equality in orientation. For other cell types, such
as epithelial or neuronal tissue, orientation is an important consideration [12,5]. Even in these
situations, however, a null hypothesis of the type (1.6) may not be appropriate. Due to possibly
unknown changes in the relative orientations of the images during the imaging process, there may
be no common orientation for the entire data set. In such situations, we would like the test statistic
to be equivariant with respect to orientation of cells within each image, but invariant under
rotation of the entire image. This could be termed as a semi-orientation-invariant comparison.
One possible approach to orientation-invariant comparisons is to analyse the size (d) and
shape (e) statistics obtained from the decomposition given in (1.7). Such an approach is followed
in [14]. The attractiveness of this approach lies in the fact that the analysis can be done using a
variety of well-known methods for analysing univariate data. However, the difficulty with this
univariate approach is that the measurements obtained by fitting the ellipse are not identically
distributed. For example, the accuracies of the estimated elongation and orientation both depend
upon the size of the ellipse, which behaves as a kind of sample size in this regard. In addition,
the accuracy of the estimated orientation also depends on the elongation of the ellipse: it is easier
to determine the orientation of an elongated object than that of a circular one. These difficulties
were addressed in [14] by using weighted linear models, with the area of the ellipse as the weight.
However this approach is somewhat ad hoc. Moreover, there is no straightforward extension of
this method to handling the semi-invariant problem.
A more systematic approach to the invariance problem is by means of a modelling approach
using nuisance parameters. In the case of rotation-invariant comparisons, our model for the shape
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Fig. 2. Comparative box-plots of features of objects shown in Fig. 1 across images: (a) nucleus size, (b) nucleus
orientation, (c) elongation.
matrices is
S ∼ F
(
R(θ)ΣkRT(θ)
)
. (1.9)
Here F and Σk are as in Eq. (1.5) and R(θ) is an arbitrary rotation applied to O . As our
hypothesis test needs to be orientation invariant, we ignore the rotations in the statement of the
null hypothesis and it stays the same as in (1.6). In the case of the semi-invariant comparison, a
similar modelling framework can be applied. The only difference from (1.9) is that the arbitrary
rotation is applied to each image, rather than each object:
Sijk ∼ F(R(θ jk)ΣkRT(θ jk)). (1.10)
The null hypothesis stays the same as before. In this paper, we will derive likelihood ratio
tests (LRTs) for testing the null hypothesis (1.6) under each of the models (1.5), (1.9) and (1.10).
In deriving these LRTs, we will treat the rotations as nuisance parameters, i.e. to be maximized
over.
2. Likelihood ratio tests for shape matrices
In order to make explicit calculations of the LRT criterion, we need to make an assumption
about the distribution of the shape matrices in the population. Our choice of distribution is guided
F. Holland, K. Roy Choudhury / Journal of Multivariate Analysis 99 (2008) 1772–1792 1777
by the construction of the shape matrix S as defined in (1.4). It is identical to the construction
of a sample variance–covariance matrix. Under the assumption that the points pi = (xi , yi )
constitute a random sample from a bivariate normal distribution with covariance matrix Σ , the
sample variance–covariance has a Wishart distribution [2, Th. 7.2.2] whose p.d.f. is given by
f
(
Sijk
) = 1√
pi2nijk
nijk∏
l=1
0
(
nijk−l+1
2
) |Σ |−nijk/2 ∣∣nijkSijk∣∣(nijk−3)/2
× exp
{
tr
(
−1
2
Σ−1nijkSijk
)}
, (2.1)
where | | stands for determinant and tr stands for trace of a matrix. 0 is the gamma function.
For the analogy to be perfect, we require the points inside the object to constitute a random
sample of a bivariate normal distribution. While this may be a tenuous assumption, the scatter
of points that one would obtain from such a sample would indeed resemble an elliptical object.
Therefore, we shall use the density in (2.1) for our LRT derivation. In this p.d.f., the parameter
nijk is used as an indicator of the precision. For a random sample, the precision parameter is
taken to be the size of the sample, which in this case would be the number of pixels in the object.
However, object recognition algorithms would typically introduce spatial correlation amongst
the chosen points. Therefore the effective sample size, and hence precision, is typically much
lower. To reflect this fact, we have chosen our precision parameters as the square roots of the
number of pixels in the object.
2.1. Absolute common orientation
The likelihood ratio test for testing the null hypothesis (1.6) against a general alternative based
on the model (1.5) can be defined as
LRT =
sup
ω
L
(
Sijk,Σk
)
sup
Ω
L
(
Sijk,Σk
) , (2.2)
where Ω is the entire parameter space and ω is the restricted parameter space under the null
hypothesis. Under the null hypothesis, all experimental groups have a common population
shape matrix, which we will call Σ . It is not unreasonable to assume that the object shape
matrices are independent of each other, conditional on the fact that they all come from the same
population. On the basis of this independence and the above specification of the p.d.f., we can
construct product likelihoods for the numerator and denominator in Eq. (2.2). Up to a constant
not involving the parameter Σ , the likelihood in the numerator of (2.2) can be written as
L
(
Sijk,Σ
) = c G∏
k=1
qk∏
j=1
m jk∏
i=1
|Σk |−nijk/2 exp
{
tr
(
−1
2
Σ−1nijkSijk
)}
= c |Σ |−n.../2 exp
{
tr
(
−1
2
n...Σ−1 S¯...
)}
, (2.3)
where n... = ∑i, j,k nijk, S¯... = 1n... ∑i, j,k nijkSijk and c is a constant not involving Σ . The max-
imizer of (2.3) as a function of Σ is well-known in multivariate analysis. It occurs when Σ is
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equal to S¯... [Anderson (1980), Th. 3.2.1]. Therefore the value of the numerator in Eq. (2.2) can
be written as
sup
ω
L
(
Sijk,Σ
) = c ∣∣S¯...∣∣−n.../2 exp{−n...}. (2.4)
Similarly, we can write the likelihood in the denominator of Eq. (2.2) as
L
(
Sijk,Σ j
) = c G∏
k=1
qk∏
j=1
m jk∏
i=1
|Σk |−nijk/2 exp
{
tr
(
−1
2
Σ−1k nijkSijk
)}
= c
G∏
k=1
|Σk |−nijk/2 exp
{
tr
(
−1
2
n..kΣ−1k S¯..k
)}
, (2.5)
where
n..k =
∑
i, j
nijk and S¯..k = 1n..k
∑
i, j
nijkSijk.
As in (2.3), the maximizer of the likelihood in (2.5) occurs when Σk equal to S¯. j . Therefore
the value of the denominator in Eq. (2.2) can be written as
sup
Ω
L
(
Sijk,Σk
) = c exp {−n..k} G∏
k=1
∣∣S¯..k∣∣−n..k/2 . (2.6)
Combining Eqs. (2.2), (2.4) and (2.6), we get the LRT test statistic:
LRT (SHAPE) =
c exp {−n..k}
G∏
k=1
∣∣S¯..k∣∣−n..k/2
c
∣∣S¯...∣∣−n.../2 exp{−n...} =
G∏
k=1
∣∣S¯..k∣∣−n..k/2∣∣S¯...∣∣−n.../2 . (2.7)
In the special case that n jk = Ik = 1 (one object per experimental condition), the test statistic
derived in Eq. (2.7) reduces to the test statistic for testing equality of several covariance matrices
under the multivariate normal model [Anderson, 1980, Section 10.2]. The null hypothesis will
be rejected for large values of the LRT statistic.
Alternatively, we can break down the problem of comparing G experimental conditions to sets
of pairwise comparisons. This is particularly meaningful if G = 2 or 3. In this case, the problem
becomes analogous to that of comparing the covariance structure of two groups. For a pairwise
comparison of the shape matrices of two populations, Roy [13] has proposed the test statistics
to be the maximum and minimum eigenvalues of the matrix S1S
−1
2 , where S1 and S2 are the
respective sample covariance matrices. Here we are looking for values of the maximum and/or
minimum eigenvalues which are far from 1. To extend this approach to the present problem, we
need to use the test statistic S¯..K S¯
−1
..k . However this approach will involve multiple comparisons
when G > 2, so adjustment of the observed significance level will be necessary.
2.2. Images with unknown rotation
In this section, we assume that each image has been rotated by an unknown angle θ jk , leading
to the model (1.10). In this case, the LRT criterion can be written as
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LRTr =
sup
ω
Lr
(
Sijk, θ jk,Σ
)
sup
Ω
Lr
(
Sijk, θ jk,Σk
) . (2.8)
The numerator of Eq. (2.8) can be written as
Lr
(
Sijk, θ jk,Σ
) = c ∏
i, j,k
|Σ |−nijk/2 exp
{
tr
(
−1
2
RT
(
θ jk
)
Σ−1R
(
θ jk
)
nijkSijk
)}
= c |Σ |−n.../2 exp
{
tr
(
−1
2
n...Σ−1 S¯r...
)}
, (2.9)
where
S¯r... =
1
n...
∑
i, j,k
nijkR
(
θ jk
)
SijkR
T (θ jk) = 1n... ∑j,k n. jkR
(
θ jk
)
S¯. jkR
T (θ jk)
and
S¯. jk = 1n. jk
∑
i
Sijk.
Maximization must now be done over the parameters Σ and θ jk . Fortunately, the
maximization with respect to each parameter can be done successively, i.e.,
sup
θ jk ,Σ
Lr
(
Sijk, θ jk,Σ
) = sup
θ jk
sup
Σ
Lr
(
Sijk, θ jk,Σ
)
. (2.10)
The maximization with respect to Σ can be done as previously:
sup
Σ
Lr
(
Sijk,Σ
) = c ∣∣S¯r...∣∣−n.../2 exp{−n...}. (2.11)
Maximizing the quantity in Eq. (2.11) with respect to the θ jk gives
sup
θ jk ,Σ
Lr
(
Sijk, θ jk,Σ
) = sup
θ jk
c
∣∣S¯r...∣∣−n.../2 exp {−n...}
= c exp{−n...}
(∑
j,k
min σ
(
S¯. jk
))−n.../2 (∑
j,k
max σ
(
S¯. jk
))−n.../2
. (2.12)
Here σ(A) denotes the set of eigenvalues of the matrix A. In the case of two-dimensional
images, σ(A) has two elements. A proof of Eq. (2.12) is given in the Appendix. The denominator
of Eq. (2.8) can be rewritten as
Lr
(
Sijk, θ jk,Σk
) = c G∏
k=1
qk∏
j=1
m jk∏
i=1
|Σk |−nijk/2 exp
{
tr
(
−1
2
RT
(
θ jk
)
Σ−1k R
(
θ jk
)
nijkSijk
)}
= c
G∏
k=1
|Σk |−n..k/2 exp
{
tr
(
−1
2
n..kΣ−1k S¯
r
..k
)}
, (2.13)
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where
S¯r..k =
1
n..k
∑
i, j
nijkR
(
θ jk
)
SijkR
T (θ jk) = 1n..k ∑j n. jkR
(
θ jk
)
S¯. jkR
T (θ jk) .
As previously, the maximization can be done in two steps. In the first step, we maximize over
the Σk , yielding a result similar to Eq. (2.6):
sup
Σk
Lr
(
Sijk, θ jk,Σk
) = c exp{−n...} G∏
k=1
∣∣S¯r..k∣∣−n..k/2 . (2.14)
Maximizing the quantity in Eq. (2.14) with respect to the θ jk gives
sup
θ jk ,Σ
Lr
(
Sijk, θ jk,Σ
) = c exp{−n...} sup
θ jk
G∏
k=1
∣∣S¯r..k∣∣−n..k/2
= c exp{−n...}
G∏
k=1
(∑
j
min σ
(
S¯. jk
))−n..k/2 (∑
j
max σ
(
S¯. jk
))−n..k/2
. (2.15)
On substituting the expressions obtained in Eqs. (2.12) and (2.15), the LRT test statistic in
Eq. (2.8) becomes
LRTr =
G∏
k=1
(∑
j
min σ
(
S¯. jk
)) n..k2 (∑
j
max σ
(
S¯. jk
)) n..k2
(∑
j,k
min σ
(
S¯. jk
)) n...2 (∑
j,k
max σ
(
S¯. jk
)) n...2 . (2.16)
2.3. Orientation-invariant comparison
In this section, we look at the situation where orientation is not an important facet of the
shape. We say that each object is rotated by an angle θijk (with respect to some common reference
orientation). Under model (1.9), the LRT can be written as
LRTl =
sup
ω
Ll
(
Sijk, θijk,Σ
)
sup
Ω
Ll
(
Sijk, θijk,Σk
) . (2.17)
Under H0, the likelihood given in the numerator of Eq. (2.17) can be written as
Ll
(
Sijk, θijk,Σ
) = c ∏
i, j,k
|Σ |−nijk/2 exp
{
tr
(
−1
2
RT
(
θijk
)
Σ−1R
(
θijk
)
nijkSijk
)}
= c |Σ |−n.../2 exp
{
tr
(
−1
2
n...Σ−1 S¯l...
)}
, (2.18)
where
S¯l... =
1
n...
∑
i, j,k
nijkR
(
θijk
)
SijkR
T (θijk) .
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As before, maximization of Ll
(
Sijk, θijk,Σ
)
can be done in two steps. First,
sup
Σ
Ll
(
Sijk,Σ
) = c ∣∣∣S¯l...∣∣∣−n.../2 exp{−n...}. (2.19)
Then,
sup
θijk,Σ
Ll
(
Sijk, θijk,Σ
) = sup
θijk
c
∣∣∣S¯l...∣∣∣−n.../2 exp{−n...}
= c exp{−n...}
(∑
i, j,k
min σ
(
Sijk
))−n.../2 (∑
i, j,k
max σ
(
Sijk
))−n.../2
. (2.20)
The denominator of Eq. (2.17) can be written as
Ll
(
Sijk, θijk,Σk
) = c G∏
k=1
qk∏
j=1
m jk∏
i=1
|Σk |−nijk/2
× exp
{
tr
(
−1
2
RT
(
θijk
)
Σ−1k R
T (θijk) nijkSijk)}
= c
G∏
k=1
|Σk |−n..k/2 exp
{
tr
(
−1
2
n..kΣ−1k S¯
l
..k
)}
, (2.21)
where
S¯l..k =
1
n..k
∑
i, j
nijkR
(
θijk
)
SijkR
T (θijk)
The first step of maximization of (2.21) yields
sup
Σk
Lr
(
Sijk, θijk,Σk
) = c exp{−n...} G∏
k=1
∣∣∣S¯l..k∣∣∣−n..k/2 . (2.22)
Maximizing the quantity in Eq. (2.22) with respect to the θijk gives
sup
θijk,Σ
Ll
(
Sijk, θijk,Σ
) = c exp{−n...} sup
θijk
G∏
k=1
∣∣∣S¯l..k∣∣∣−n..k/2
= c exp{−n...}
G∏
k=1
(∑
i, j
min σ
(
Sijk
))−n..k/2 (∑
i, j
max σ
(
Sijk
))−n..k/2
. (2.23)
On substituting the expressions obtained in Eqs. (2.20) and (2.23), the LRT test statistic in
Eq. (2.8) becomes
LRTl =
G∏
k=1
(∑
i, j
min σ
(
Sijk
))n..k/2 (∑
i, j
max σ
(
Sijk
))n..k/2
(∑
i, j,k
min σ
(
Sijk
)) n..2 (∑
i, j,k
max σ
(
Sijk
)) n..2 . (2.24)
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3. Comparison of LRT statistics
By compiling results from the previous section, we are now in a position to compare the forms
of the LRT under varying degrees of orientation invariance. For ease of comparison, these are
restated below in a comparable format:
Orientation invariance
2 log
(
LRTl
)
=
G∑
k=1
n..k
{
log
(∑
i, j
min σ
(
Sijk
))+ log(∑
i, j
max σ
(
Sijk
))}
− n...
{
log
(∑
i, j,k
min σ
(
Sijk
))+ log(∑
i, j,k
max σ
(
Sijk
))}
. (3.1)
Images rotated
2 log
(
LRTr
) = G∑
k=1
n..k
{
log
(∑
j
min σ
(
S¯. jk
))+ log(∑
j
max σ
(
S¯. jk
))}
− n...
{
log
(∑
j,k
min σ
(
S¯. jk
))+ log(∑
j,k
max σ
(
S¯. jk
))}
. (3.2)
Common orientation
2 log (LRT) =
G∑
k=1
n..k
{
log
(
min σ
(
S¯..k
))+ log (max σ (S¯..k))}
− n...
{
log
(
min σ
(
S¯...
))+ log (max σ (S¯...))} . (3.3)
Eqs. (3.1)–(3.3) show that the LRTs are very similar in form, in that they are all contrasts
of log eigenvalues of various shape matrices to the respective average. Shape matrices are
symmetric positive semi-definite matrices, which form a cone in four-dimensional space: convex
combinations of positive semi-definite matrices are also positive semi-definite matrices. The
use of average shape matrices to study populations of elliptical objects has previously been
used in the field of strain analysis, where the strain tensor is estimated by averaging the shape
matrices of a distribution of elliptical geological markers [16]. In the present case, the amount
of averaging follows the degree of invariance required. In the situation where there is a common
absolute orientation across all images, the contrast is between (log eigenvalues of) groupwise
average shape matrices against the overall average shape matrix. In the case where images are
arbitrarily rotated relative to each other, the contrast is between various linear combinations
of (log eigenvalues of) average shape matrices within each image. Thus the amount of
averaging in this case is somewhere in between the orientation-invariant and absolute orientation
scenarios.
We have already noted that the test statistic for equality of shape matrices with common
orientation reduces to Box’s M test for the equality of covariance matrices [4] for the case
n jk = Ik = 1. In the case of orientation invariance, eigenvalues are computed for the shape matrix
of each object. For the case of invariance under nonsingular linear transformations, [Anderson
(1980), sec. 10.6.2] considers the hypothesis H0 : Σ1 = Σ2 for G = 2, again in the case
n jk = Ik = 1. In this case, the test statistic is based on the maximal invariant, which is the
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set of eigenvalues of the matrix S−11 S2. We note that there is no general extension of this result
when G > 2 for covariance matrices of any dimension p. However, in the case when p = 2,
which is the case for images, an extension of the nature of (3.1) can be obtained when the set of
transformations is restricted to rotations.
A desirable invariance property shared by all three test statistics is the fact that they are
invariant to changes in a common scale parameter within an image. This means that test statistics
derived from different experiments which acquire images at different levels of magnification are
comparable, ceteris paribus. Within an experiment, however, we require all images to be of the
same magnification.
3.1. Simulation experiment
This section illustrates the validation of the test statistics described above in two simple
simulation experiments. For simplicity, we restrict ourselves to the situation when G = 2,
Ik ≡ 1, nk ≡ 20 and nijk ≡ 500, i.e., two groups, one image per group, 20 objects per image
and each object is of size 500. In this simplified setting, it is not meaningful to consider the
images-rotated test statistic, so we restrict to a comparison between the common orientation and
orientation-invariant test statistics. First, we consider an experiment where the only difference
is a change in average orientation. The model generating the data is as described in (1.5). The
average shape matrices are
Σa =
(
2 0
0 1
)
and Σb =
(
1 0
0 2
)
. (3.4)
From its definition, it is evident that the orientation-invariant test (3.1) is not suited for
comparisons where the only likely change across experimental conditions is in the orientation
of the objects. This is reflected in Fig. 3(a), where we see that the distribution of this test statistic
under H0 : Σ1 = Σ2 = Σa and the alternative H0 : Σ1 = Σa ; Σ2 = Σb, are the same. On
the other hand, in Fig. 3(b), we can see a clear differentiation between the distributions of the
common orientation test statistic under the same two hypotheses. In Fig. 3(e), we can see that
the power function of the common orientation statistic in equal to 1 for almost every significance
level. By contrast, the power function for the orientation-invariant test is approximately the line
y = x , because the distributions under the null and the alternative are nearly identical.
When data are generated according to the model described in (1.9), we now demonstrate a
potential scenario where the opposite may be true. Under H0, data for both groups are generated
from a Wishart distribution with average matrix Σ1 = 2I (a circle of radius 2). Under H1, one
group has the same distribution as under H0 while for the other group data are generated from a
Wishart distribution with average matrix that is given by
Σ2 = R(θ)
(
3 0
0 1
)
RT(θ). (3.5)
Here the rotation parameter θ is chosen as a random sample from a uniform distribution
between −pi/2 to pi/2. This is a special case of the model described in (1.10). The distribution
of both test statistics under the null hypothesis is shown in Fig. 3. Here we see that for both
test statistics, there are differences between the distributions under H0 and H1. However, the
discrimination between the two hypotheses is much clearer for the orientation-invariant test as
opposed to the common orientation test. In Fig. 3(f), we can see that the power function for the
orientation-invariant test is greater than the power function for the common orientation statistic at
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Fig. 3. Results of simulation experiment described in Section 3.1. Plots show the distribution of the test statistic under
1000 replications of the experiment for ((a), (c)) orientation-invariant LRT; ((b), (d)) common orientation LRT. In (a) and
(b), the distribution is obtained under the null and alternative hypotheses given in Eq. (3.4). In (a) and (b), the alternative
hypothesis is as given in Eq. (3.5), the null remains the same as in Eq. (3.4). In plots (a)–(d), the distribution of the
test statistic is computed both under the Wishart (W) and Uniform (U) models. See the text for details. Plots (e) and
(f) show the power as a function of significance level (α). The solid curve denotes the orientation-invariant test and the
dashed curve denotes the common orientation test. Plot (e) corresponds to the distributions in plot (a) and (b) and plot (f)
corresponds to the distributions in plot (c) and (d).
almost every significance level, although the difference diminishes at higher significance levels,
which may not be of practical interest. This indicates that the orientation-invariant test would be
more powerful in discriminating between the two alternatives. The reason why the invariant test
does well is clear: there are differences in average axial ratio under H0 and H1. For the common
orientation case, which relies of the average shape matrix, the situation is not so clear, because
the average shape matrices under H0 and H1 are quite similar, modulo scale.
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3.1.1. Robustness to choice of model
All the test statistics in this paper are derived under a Wishart model for the shape matrices
of the objects. There is no scientific/probabilistic argument to support this assumption, although
there is some empirical evidence of its validity for the data set at hand (see discussion). It is
therefore important to study the efficacy of the tests proposed under alternate models. To this
end, we consider a model where the lengths of major and minor axes are randomly sampled
(independently of each other) from a uniform distribution with mean values given by diagonals
of the mean shape matrix under the corresponding hypothesis, as in Eqs. (3.4) and (3.5). For the
model in Eq. (3.5), the orientation parameter is chosen as before. This sampling model roughly
corresponds to a measurement error model where axes are measured manually. A common
value for the variance of the uniform distributions (i.e. the width of the interval) is chosen to
approximately match the variability under the Wishart likelihood. From Fig. 3(a)–(d), we can
see that the distributions of the test statistics under the Wishart and Uniform distributions are
quite close under all the hypotheses under consideration.
4. Reference distribution of test statistics
In the special case n jk = Ik = 1, certain results on the null distribution of LRTs similar
to those derived in Section 3 are available. For instance, the distribution of the criterion (3.3)
is shown to be a product of beta distributions in [Anderson (1980) Th. 10.4.2]. Asymptotic
expansions of such criteria are also available [4]. For the invariant test statistic based on the
eigenvalues of S−11 S2, distributional results are reviewed in [6]. However, all of these results are
derived under theWishart assumption, which in the case of objects, may be a tenuous assumption.
Moreover, they do not immediately extend to the invariant and semi-invariant tests described in
this paper.
4.1. Unrestricted randomization
Improvements in computing power have popularized the construction of reference
distributions of test statistics through randomization procedures. We describe one such method
for the test statistics presented here. Let S1, . . . , SN (N =∑k∑ j n jk) denote the shape matrices
of the objects in the study. Let p (1) , . . . , p (N ) denote a random permutation of the numbers
1, . . . , N . Then Sp(1), . . . , Sp(N ) constitutes a randomized redistribution of the data into the
various groups. Using the randomization principle, the distribution of the test statistic under the
null hypothesis (no difference between groups) can be obtained by repeatedly generating random
permutations of the data and computing the test statistic. This method of generating the reference
distribution works for the LRT with common orientation (3.3) because under the null hypothesis
(1.6), the distribution of the shape matrices is exchangeable. In the case of orientation invariance
the distribution of the shape matrices under the null hypothesis is Sijk ∼ F
(
R
(
θijk
)
Σ RT
(
θijk
))
.
The shape matrices are not identically distributed in this case, but the LRT (3.1) is based on
just the eigenvalues of the shape matrices. As eigenvalues are invariant with respect to rotation,
permutations of the shape matrices do not affect the distribution of the test statistic. The reference
distributions of the test are shown in Fig. 4. From these distributions, we obtain an approximate
significance level for the observed test statistic. For the common orientation test, the observed
test statistic is −4005.709: this yields a p-value of 0.435. For the orientation-invariant test, the
observed test statistic is −2095306, with a p-value is 0.028.
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Fig. 4. Reference distributions of the LRTs under the null hypothesis, derived by randomization procedures described in
Section 0; (a) orientation-invariant LRT, (b) common orientation LRT, (c) image rotation-invariant LRT.
4.2. Restricted randomization
In the case of rotated images, the distribution of matrices under the null hypothesis is
Sijk ∼ F
(
R
(
θ jk
)
Σ RT
(
θ jk
))
. The shape matrices are not identically distributed in this case,
and unlike in the case of complete invariance, the test statistic (3.2) is not invariant with respect
to rotations. This is because the test statistic is based on the average shape matrices S¯. jk . If a
permutation redistributes objects from image j to image j ′, the resulting objects in ‘image’ j ′ will
have shape matrices from a mixture of distributions, which means that the null distribution of the
permuted shape matrices will not be the same as the original arrangement. To avoid this problem,
we need to restrict the randomization of objects so that objects are not redistributed across
images. This effectively means that only entire images can be redistributed. As permutations
within the same experimental condition do not change the value of the test statistic, the number
of permissible distinct permutations can be quite small if the number of images is small. In
the present example this number is 9C3 6C3 = 1680, which is reasonable. The distribution of
the test statistic for rotated images, given in (3.2), is obtained by this restricted randomization
scheme and is shown in Fig. 3(c). From this reference distribution, the observed test statistic is
−1842633, which yields a p-value of 0.769.
5. Discussion
We begin with a review of the scientific conclusions. The results of the hypothesis tests in
Section 4 showed that there was a significant difference between the experimental conditions
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under the orientation-invariant LRT. There were no significant differences across the groups
according to the other two LRTs. This result is consistent with the findings of Roy Choudhury
and Crotty [14], which indicated a significant difference in elongation across experimental
conditions, but no significant differences in orientation. This result is indicative of the way the
different LRTs in this paper should be interpreted: the orientation-invariant LRT is indicative
only of changes of shape, whereas the other two LRTs are indicative of changes in both shape
and orientation. However, these LRTs are designed for a situation where there is a single preferred
orientation, such as in epithelial and neuronal cells. In many cell/tissue types, including the
present example, there is no single preferred orientation. As indicated by the simulation example
in Section 3.1, the orientation sensitive LRTs may fail to show significant differences under such
circumstances. In this context, it would be of interest to exhaustively characterize scenarios under
which such LRTs (or alternatives) would work well and others where they would not. Given
such a characterization, it is possible that these tests could be used in conjunction to identify the
scenario which gave rise to a particular set of significance results.
The choice of a Wishart model for shape matrices is partly motivated by convenience, because
the likelihood can be maximized using analytic methods, as in much of classical multivariate
distribution theory [2]. However, this choice can be partially empirically justified by looking at
the data. It is difficult to visualize the distribution of the entire shape matrix as it resides in four-
dimensional space, but one can look at marginal distributions: in particular, its eigenvalues. Under
the Wishart assumption, the distribution of the eigenvalues of the shape matrix is asymptotically
normal [2, Th. 13.5.1]. With Λ = diag(λ1, λ2) denoting the diagonal matrix of eigenvalues of
the mean shape matrix Σ , we have
√
nijk
(
σ
(
Sijk
)− Λ)→ N2 (0, 2Λ2) . (5.1)
Here σ(Sijk) denotes the set of eigenvalues of the sample shape matrix. We note that the
variance of this distribution is proportional to the square of its mean. By applying a variance
stabilizing transform, in this case the log, we can obtain a homoscedastic distribution for the
eigenvalues as follows [15, Th. 3.1 A]:
√
nijk
(
log σ
(
Sijk
)− logΛ)→ N2 (0, c2 I) . (5.2)
However, we note that the mean function for the eigenvalues depends on factors such as image
and group, as in the alternate hypotheses in Section 3. We therefore correct for these factors by
fitting a linear model to the log eigenvalues, as follows:
log σ
(
Sijk
) = µ+ αk + β jk + n−0.5ijk εijk. (5.3)
Here µ is the overall mean, αk is the effect of the kth treatment, β jk is the ‘batch’ effect of the
jkth image, ni jk is the size of the object and εi jk is i.i.d. N (0, c2 I ) error. The distribution of the
residuals from this model fitting process is shown in Fig. 5. We can see that both distributions
look approximately Gaussian. This suggests that the assumption of a Wishart distribution for
the shape matrices may indeed be tenable. We note, however, that this diagnostic method only
captures a partial view of the distribution of the shape matrices.
The robustness exercise in Section 3.1.1 shows that the test statistics derived in this paper
can be used in situations where the underlying model is not Wishart: almost similar distributions
were obtained under a uniform model. A possible reason for this robustness lies in the form of the
test statistics, which are essentially based on various linear combinations of the shape matrices
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Fig. 5. Q–Q plots of the distribution of the residuals of the (a) major axes and (b) minor axes of the fitted ellipses from
Fig. 1. The residuals are obtained by fitting the linear model (5.3) correcting for group and image specific effects.
and their eigenvalues. This suggests that the distribution of the test statistics might have some
sort of limiting law with usual consistency properties. For instance, Shimamoto and Ikeda [16]
have shown that, in the context of geologic strain estimation, the average shape matrix yields
consistent estimates of the strain under a semi-parametric model. Another possible extension of
this methodology would be to consider objects which are not elliptical in shape: it is possible
that the present methodology may break down for such classes of objects.
A limitation of the analysis presented in this paper is that the measurement error model
implied by the likelihood in (2.1) may not be realistic. This model suggests that the observed
shape matrices arise as the sample variance covariance matrices of a random sample from
a bivariate Gaussian distribution. In practice, the observed shape matrices are obtained from
images using image segmentation routines such as edge detection or region growing [14], which
behave unlike a random sampling scheme. Unfortunately, not much is known about the statistical
properties of such algorithms, due to their highly adaptive nature. Our approach to addressing
measurement error issues is somewhat ad hoc: we have used a weighting scheme where objects
are weighted by square root of object size, as incorporated in the test statistics (3.1)–(3.3). In
reality, the choice of weight will depend on the measurement process employed. To guard against
misspecification of the precision parameter, a sensitivity analysis could be employed, whereby
other possible candidates, such as log or other powers of object size are also considered. In the
present example, the conclusions do not appear to be altered for the data considered when log
object size is chosen as the precision parameter, although p-values are changed slightly.
Many current image cytometry data sets are acquired as 3D image stacks. For such data, one
could try to extend the results to 3× 3 shape matrices. Extending the results to such matrices is
straightforward in most cases, except for the key result on minimizing the determinant given in
the Appendix. The restricted randomization procedure indicated in Section 4.2 is only reasonable
to use when there are sufficient numbers of images to permute. For instance, a minimum of 1900
permutations are required to obtain a coefficient of variation of less than 10% for the achieved
significance level at a 5% level of significance ([9], Table 15.3). The required minimum number
of permutations is inversely related to the observed p-value. In Section 4.2, the observed p-value
is about 0.75, indicating that a much lower number of permutations would have sufficed. In
situations where a smaller p-value is likely, but there are few images, an alternative re-sampling
approach, such as a bootstrap, may be considered.
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Appendix. Minimization of a determinant
In this section we provide proofs of the statements made in Section 2 about the maxima of the
expressions in Eqs. (2.11) and (2.14). The relevant quantities to be maximized are reciprocals of
determinants of finite sums of rotational similarities of shape matrices. The problem, therefore, is
to determine the minima of such determinants as the rotations are allowed to vary. Since a shape
matrix is a real symmetric 2×2 matrix with non-negative eigenvalues, it is convenient to present
the result in the following manner, bearing in mind that σ(A) stands for the set of eigenvalues,
i.e., the spectrum of a square matrix A.
Theorem 1. Let Si , i = 0, 1, . . . , n, be n + 1 non-negative-definite 2 × 2 matrices of real
numbers. Denote byR the group of orthogonal 2× 2 matrices of determinant one. Then
min
{
det
(
n∑
i=0
Ri Si R
t
i
)
: Ri ∈R, i = 0, 1, . . . , n
}
=
(
n∑
i=0
min σ(Si )
)(
n∑
i=0
max σ(Si )
)
.
Proof. Since Rt = R−1 and det R = 1, ∀R ∈ R, and det(AB) = det A det B, for all square
matrices A, B of the same size, it is clear that
det
(
n∑
i=0
Ri Si R
t
i
)
= det
(
S0 +
n∑
i=1
Rt0Ri Si R
t
i R0
)
.
Also, sinceR coincides with the one-parameter multiplicative group of 2×2 rotation matrices
of the form
R(θ) =
[
cos θ − sin θ
sin θ cos θ
]
,
where θ ∈ R, so that
R(θ + φ) = R(θ)R(φ), θ, φ ∈ R,
the problem reduces to determining the minimum value of the multi-variable function F defined
on Rn by
F(θ) = det
(
S0 +
n∑
i=1
R(θi )Si R(−θi )
)
,
where θ = (θ1, θ2, . . . , θn) ∈ Rn .
Since a sum of two non-negative-definite matrices is non-negative-definite, and a non-
negative-definite matrix has a non-negative determinant, it is clear that F is non-negative and
continuous. To determine its minimum value, we denote by ai , bi the eigenvalues of Si , i =
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0, 1, . . . , n. Then ai , bi ∈ [0,∞), i = 0, 1, . . . , n. Moreover, we may, and do, assume that
ai ≥ bi , i = 0, 1, . . . , n. Let
Λi =
[
ai 0
0 bi
]
, i = 0, 1, . . . , n.
Since each Si is orthogonally similar to a diagonal matrix, we may choose real numbers
φi , i = 0, 1, . . . , n, so that
Si = R(φi )Λi R(−φi ), i = 0, 1, . . . , n.
Hence
F(θ) = det
(
S0 +
n∑
i=1
R(θi )Si R(−θi )
)
= det
(
R(φ0)Λ0R(−φ0)+
n∑
i=1
R(θi )(R(φi )Λi R(−φi ))R(−θi )
)
= det
(
R(φ0)Λ0R(−φ0)+
n∑
i=1
R(θi + φi )Λi R(−(φi + θi ))
)
= det
(
R(φ0)
(
Λ0 +
n∑
i=1
R(θi + φi − φ0)Λi R(−(φi + θi − φ0))
)
R(−φ0)
)
= det
(
Λ0 +
n∑
i=1
R(θi + φi − φ0)Λi R(−(φi + θi − φ0))
)
.
In other words, writing φ = (φ1, φ2, . . . , φn), and identifying ψ with the constant vector
(φ0, φ0, . . . , φ0), we see that
F(θ + ψ − φ) = det
(
Λ0 +
n∑
i=1
R(θi )Λi R(−θi )
)
.
To proceed further, note that
R(θi )Λi R(−θi ) =
[
cos θi − sin θi
sin θi cos θi
] [
ai 0
0 bi
] [
cos θi sin θi
− sin θi cos θi
]
=
[
cos θi − sin θi
sin θi cos θi
] [
ai cos θi ai sin θi
−bi sin θi bi cos θi
]
=
[
ai cos2 θi + bi sin2 θi (ai − bi ) sin θi cos θi
(ai − bi ) sin θi cos θi ai sin2 θi + bi cos2 θi
]
,
for i = 0, 1, . . . , n.
For a given vector w ∈ Rn , define the functions fw, gw, hw on Rn by
fw(θ) =
n∑
i=1
wi cos2 θi , gw(θ) =
n∑
i=1
wi sin2 θi , hw(θ) =
n∑
i=1
wi cos θi sin θi ,
so that
fw(θ)+ gw(θ) =
n∑
i=1
wi (cos2 θi + sin2 θi ) =
n∑
i=1
wi , ∀θ ∈ Rn .
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In this notation, we now have
n∑
i=1
R(θi )Λi R(−θi ) =
n∑
i=1
[
ai cos2 θi + bi sin2 θi (ai − bi ) sin θi cos θi
(ai − bi ) sin θi cos θi ai sin2 θi + bi cos2 θi
]
=
[
fa(θ)+ gb(θ) ha−b(θ)
ha−b(θ) ga(θ)+ fb(θ)
]
,
where a = (a1, a2, . . . , an), b = (b1, b2, . . . , bn). Hence
F(θ + ψ − φ) = det
(
Λ0 +
n∑
i=1
R(θi )Λi R(−θi )
)
= det
([
a0 + fa(θ)+ gb(θ) ha−b(θ)
ha−b(θ) b0 + ga(θ)+ fb(θ)
])
= (a0 + fa(θ)+ gb(θ))(b0 + ga(θ)+ fb(θ))− h2a−b(θ)
= a0b0 + (a0 fb(θ)+ b0 fa(θ))+ (a0ga(θ)+ b0gb(θ))
+ ( fa(θ)+ gb(θ))(ga(θ)+ fb(θ))− h2a−b(θ)
= a0b0 + (a0 fb(θ)+ b0 fa(θ))+ (a0gb(θ)+ b0gb(θ))
+ ( fa(θ)+ ga(θ))(gb(θ)+ fb(θ))
+ ( fa(θ)− fb(θ))(ga(θ)− gb(θ))− h2a−b(θ)
= a0b0 + (a0 fb(θ)+ b0 fa(θ))+ (a0gb(θ)+ b0gb(θ))+
n∑
i=1
ai
n∑
i=1
bi
+ ( fa(θ)− fb(θ))(ga(θ)− gb(θ))− h2a−b(θ)
Now, since ai − bi ≥ 0, i = 1, 2, . . . , n, we see that, for all θ ∈ R,
( fa(θ)− fb(θ)) (ga(θ)− gb(θ))− h2a−b(θ) =
n∑
i=1
(ai − bi ) cos2 θi
n∑
i=1
(ai − bi ) sin2 θi
−
(
n∑
i=1
(ai − bi ) sin θi cos θi
)2
≥ 0,
by the Cauchy–Schwarz inequality. Furthermore, there is equality here if θ is the zero vector or
the constant vector (pi/2, pi/2, . . . , pi/2), modulo 2pi . From this we infer that
F(θ + ψ − φ) ≥ a0b0 + (a0 fb(θ)+ b0 fa(θ))+ (a0gb(θ)+ b0gb(θ))+
n∑
i=1
ai
n∑
i=1
bi
= a0b0 +
n∑
i=1
ai
n∑
i=1
bi +
n∑
i=1
(a0bi + b0ai ) cos2 θi
+
n∑
i=1
(a0ai + b0bi ) sin2 θi
= a0b0 +
n∑
i=1
ai
n∑
i=1
bi +
n∑
i=1
(a0bi + b0ai )+ (a0 − b0)
n∑
i=1
(ai − bi ) sin2 θi
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≥ a0b0 +
n∑
i=1
ai
n∑
i=1
bi +
n∑
i=1
(a0bi + b0ai )
=
(
a0 +
n∑
i=1
ai
)(
b0 +
n∑
i=1
bi
)
,
with equality if θ is the zero vector.
It follows that
min F(θ) = F(ψ − φ)
= det
(
Λ0 +
n∑
k=1
Λk
)
= det

n∑
i=0
ai 0
0
n∑
i=0
bi

=
n∑
i=0
ai
n∑
i=0
bi
=
n∑
i=0
max σ(Si )
n∑
i=0
min σ(Si ).
This ends the proof.
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