In this paper we derive information theoretic performance bounds to sensing and reconstruction of sparse phenomena from noisy random projections of data. The problem has received significant interest in Compressed Sensing and Sensor Networks(SNETs) literature. Our goal here is two-fold: (a) analyze these problems in an information theoretic setting, namely, provide algorithm independent performance bounds; (b) derive explicit formulas that relate the number of measurements to SNR and distortion level. We consider two types of distortion: mean-squared errors and errors in estimating the support of the signal. Our main technical tool for necessary conditions is to derive extensions to Fano lower bound to handle continuous domains and approximate reconstruction. To derive sufficient conditions we develop new insight on max-likelihood analysis. In particular we show that in support recovery problems, the small support errors are the dominant error events. Consequently, our ML analysis does not suffer the conservatism of union bound and leads to a tight analysis of max-likelihood. These results provide tight achievable bounds for the two types of distortion. For instance, for support recovery we show that asymptotically an SN R of log(n) together with k log(n/k) measurements is necessary and sufficient for exact recovery. Furthermore, if a small fraction of support errors can be tolerated, a constant SN R turns out to be sufficient. We also comment on the salient differences between standard CS setup and some problems that arise in SNETs. For these latter problems we show that the compression can be poor, in that, the number of measurements required can be significant relative to the sparsity level.
Introduction
Sparsity arises in many signal processing applications ranging from, image processing [1] , geophysics [2] , finite rate of innovations signals [3] , group testing [4] , cognitive radios [5] , source localization [6] and sensor networks [7] . This paper deals with fundamental limits to sensing and reconstruction of such sparse signals. In more concrete terms, our goal is to estimate X based on the observations, Y = ΦX + N where Φ ∈ R m×n is a sensing matrix, X ∈ R n is a sparse signal with at most k non-zero components and N ∈ R m is additive noise.
To solve for X one usually solves the so called 0 problem, where one looks for the sparsest solution,X that matches the data as closely as possible. For the noiseless case, N = 0 and m ≥ 2k there exists a unique solution if the sensing matrix Φ satisfies suitable rank conditions. The noisy 0 problem has been described in [8] . However for most applications n, m, k are reasonably large and it is well known that the 0 problem is NP hard. To address this issue Donoho [9] and Candes [10, 11, 12, 13] proposed convex relaxations (the so called 1 minimization) to the 0 problem. It turns out that for sufficiently sparse signals and for special classes of sensing matrices, for instance when Φ is chosen from random ensembles, the solution to the 1 problem not only recovers the solution to the 0 problem but is also stable in the presence of noise.
Our paper presents an Information Theoretic (IT) analysis of the problem of approximate reconstruction of sparse phenomena from noisy random projections of data. Specific details on the contributions of our paper appear in Section 1.1. Our goal is to present an algorithmic independent analysis that leads to a fundamental understanding of sparsity, noise levels (SNR), measurements, and approximation error. While convex relaxation approaches have been utilized for providing efficient point solutions to sparse reconstruction, these solutions primarily describes the reconstruction error (usually in a mean-squared error sense) for specific choices of sparsity, SNR, and measurements. In contrast our IT analysis characterizes the reconstruction error for different error (distortion) metrics. Our results offer upper and lower bounds that are essentially tight. In addition we derive explicit formulas that relate the number of measurements to SNR and distortion level. For instance, we can compute how measurements scale when we admit support errors, while conventional algorithmic analysis typically deals only with exact support recovery. Variants of the problem studied in CS also arise in sensor networks (SNETs) applications, problems of system identification and active sensing. The results developed for CS apply to these settings in a straightforward manner. Nevertheless, we reach different conclusions, namely, that the conventional wisdom that the number of measurements should scale with signal sparsity no longer holds in these cases.
This paper is partly based on our earlier publications [14, 15, 16, 17, 18] , where we presented an information theoretic approach to the problem of compressed sensing, sparse signal recovery and associated applications to sensor networks. In this paper we have unified these results and developed new extensions and results. There have been several parallel streams of work on information theoretic analysis of CS, [19, 20, 21, 22, 23, 24] . In Section 1.2 we provide a comprehensive overview of related literature.
Our information-theoretic analysis requires development of new analysis tools. For sufficient conditions we develop a novel insight on Maximum Likelihood (ML) analysis. Specifically in the exact support recovery problem, we show that the support error event regions for one support error contains the union of regions corresponding to more than one support error. Consequently, the union bound reduces to union of regions corresponding to single support error. This results in a tight union bound and we obtain the best known achievable convergence rates. This idea and intuition is then applied to approximate support recovery, i.e., support recovery with a given distortion level and we obtain tradeoffs between the tolerable distortion level (in support) and the number of measurements required. For reconstruction in the mean squared sense we propose a ML detection set-up over the set of rate distortion quantization points. Although here we restrict ourselves to mean squared errors and support errors, the ideas developed are general and can be extended to other distortion measures.
For deriving necessary conditions we derive extensions of Fano bound to arbitrary signal spaces and distortion metrics. In particular, we extend the traditional Fano bound, which is applied to discrete settings and for exact recovery, to handle continuous domains and approximate recovery. This new result is of independent interest and can be applied in general for information theoretic treatment of other problems. Our main idea for this result is inspired by [25] where Fano's Lemma in its discrete form is applied over Kolmogorov (d, )-cover of the parameter space under the dis- tortion metric d. Related work appears in [26] and [27] . While these results deal with non-random parameter estimation, our paper adopts a Bayesian perspective and derives bounds in terms of rate distortion function of the source distribution. The main advantage is not only that the Bayesian approach is less conservative but also that the rate distortion function can be computed for many interesting cases.
The paper is organized as follows. Section 1.1 presents our main results. In Section 2 we present our problem set-up. We develop in detail the models of signal sparsity, sensing ensembles and distortion measures used for reconstruction. In Section 3 we study the problem of support recovery and derive necessary and sufficient conditions. In Section 4 we consider a more general problem of recovery to within a given distortion level for arbitrary distortion measure. In this direction in Section 4.1 we first generalize the traditional Fano's inequality to general (average) distortion levels and continuous signal spaces. We also provide extensions of Fano's inequality for discrete signal spaces with Hamming distortion in reconstruction. Following that in Section 4.2 we derive a novel ML upper bound for signal recovery to within a given squared distortion level. Using these results, in Section 5 we evaluate bounds to sensing capacity for various model scenarios and contrast the results for the two cases of CS and its application arising in SNETs.
Overview of Main Results
Our main results are highlighted in Tables 1, 2 below for sensing matrices drawn from Gaussian ensembles. We present results for two different types of distortions. Support recovery is illustrated in Table 1 . Our ML results apply both to the linear as well as sub-linear sparsity regimes. Comparisons between mean squared error and support errors appear in Table 2 for the linear regime. The support recovery case is a non-random setup where the maximum admissible sparsity grows linearly with signal dimension. Mean squared recovery results are presented here for the Bayesian setting with each component of X drawn from a mixture distribution. The justification for considering a Bayesian case here is that exact expressions in terms of rate-distortion functions can be derived.
Method Linear Sparsity k = αn
Sub-Linear Sparsity k n −→ 0 ML(this paper) m = 6nH(2α), α > 0, SN R = 32 log(2n) Table 1 : Support Recovery Results for LASSO [28] and our ML estimator for the linear and sub-linear sparsity regimes for sensing channel matrix drawn from a IID Gaussian ensemble with each component having power 1/m, and N a Gaussian random vector with IID components with power 1/SN R. β is the minimum amplitude on the support of the signal. α and k is the maximum sparsity ratio and maximum support set respectively of signal X, m is the number of measurements, H 2 (·) is the binary entropy function. Note that LASSO and ML have similar performance in the sub-linear regime but are significantly different in the linear regime. Mean Squared Error metrics in the linear regime. The mean squared error corresponds to a Bayesian setting with each component of X drawn from a mixture distribution. α is the sparsity ratio (maximum non-zero components to the signal dimension n), m is the number of measurements, R X (·) is the scalar rate-distortion function and H 2 (·) is the binary entropy function. Table 2 also presents tradeoffs between the number of measurements, distortion levels, sparsity and SNR. Explicit formulas relating these quantities are provided. For support recovery( Table 1) we note that our results are sharper than the best known bounds for LASSO. In addition we even obtain exact characterization including the constants in our analysis. Note (Table 2 ) that the scaling of measurements as a function of distortion level, d 0 and SNR is explicit in the expressions. Note for instance, for support recovery we need far fewer measurements if we admit larger values for d 0 . In particular we note from Table 1 that while exact recovery requires an SN R of O(log n), from Table 2 SN R drops to a constant if the permissible distortion is a fraction of the maximum allowable sparsity ratio. Note also from Table 1 that the best known bound on maximum admissible sparsity goes to zero as a fraction of n. In contrast our bound based on analysis of the ML decoder can recover the support even when the sparsity grows linearly with n.
Support Error distortion
Mean Squared distortion ≤ d 0 < α (a) Either SN R ≥ 32H 2 (2d 0 ) β 2 d 0 and m ≥ nH 2 (2α); (b) OR SN R ≥ 32 log 2n β 2 and m ≥ nH 2 (2α − d 0 ) m ≈ 2nR X (d 0 ), for SN R ≈ 4R X (d 0 ) d 0 .
Related work
As mentioned before our preliminary work on this topic has appeared in a number of conference publications [14] , [15] , [29] , [18] and [16] . We will now discuss several related articles on CS in an information theoretic setting. Sarvotham [19] presented heuristic arguments to argue information theoretic bounds to the number of measurements required for signal recovery. In parallel our paper [14] [29] provided initial results on 2 recovery in an information theoretic setting. Support recovery was first described in Wainwright [21] . We developed preliminary results for support recovery in [18, 17] and presented lower bounds for SN R. A version of Fano's lemma based on [26] was employed in [21] to derive necessary condition for support recovery. Matching sufficient conditions there were derived by analyzing the Maximum Likelihood decoder. However the analysis in [21] applied only to the sublinear sparsity regime, i.e. α = k n −→ 0. Moreover it implicitly required SN R −→ ∞ atleast linearly with n. Similar analysis was been carried out by Akcakaya [23] . Although the bounds were sharper than [21] the SNR was implicitly assumed to be high (SN R −→ ∞). In contrast to these papers we derive results that also applies to linear sparsity regime and for finite SN R.
In addition the proof methodologies employed in this paper are quite different and is of independent interest. In particular the related work on ML analysis for support recovery [23, 21] has employed a standard union bound technique to upper bound probability of error. Specifically, error probability is bounded by summing over all possible support errors. In contrast, we present a novel approach to obtain tight ML bounds based on a superposition argument. The main idea is that the support error event regions for one support error contains the union of regions corresponding to more than one support error. Consequently, the union bound reduces to union of regions corresponding to single support error. In order to derive the necessary conditions, [23] develops an information theoretic argument based on separation of source coding and channel coding to transmit a source reliably over a channel. In contrast in this paper we first prove a more general result by extending the Fano's inequality and then apply this new inequality to derive necessary conditions. Fletcher [20] analyzes a combinatorial best basis selection algorithm for signal spaces consisting of exactly k-sparse sequences with Gaussian distribution over the amplitudes of the support elements. Fletcher [20] obtains lower bounds to the rate of convergence of expected mean squared error in reconstruction of such exactly k-sparse signals using ideas from source coding theory. However it is not clear how to extend the results to general k-sparse signals considered in this paper and to distortion measures other than squared distortion measures, e.g. distortion in support recovery. In this paper we provide achievable regions for signal recovery with distortion in support. Fletcher et.al. [30] , present necessary and sufficient conditions for sparsity pattern recovery based on maximum correlation estimator. However, the signal spaces considered in [30] requires a bounded peak-to-average ratio on the support, which severely limits the class of signals to those with essentially constant amplitude [31] . Another recent work includes [24] , where the authors consider the problem of support recovery and provide necessary and sufficient conditions for approximate support reconstruction. For necessary conditions they employ the ideas proposed in [32] . The basic inequality used in [32] is the traditional Fano's inequality as applied to discrete alphabets. For the sufficient conditions they also analyze the ML decoder for support. However, again the method is very different than employed here and the results are very different from that obtained in this paper. For e.g. we obtain an explicit dependence of SNR to scale as log n for perfect support recovery whereas no such explicit dependence is obtained in [32] . In general as mentioned in the introduction this paper extends these approaches in two directions: (a) provide sharp bounds for compressed sensing for different types of distortions for both discrete and continuous valued alphabets; (b) derive tradeoffs between distortion, SNR and compression rate.
Problem Set-up
In this paper we focus on the following linear observation model,
where Φ ∈ R m×n is called the sensing matrix. The ambient signal X ∈ R n is an arbitrary nonrandom parameter which has sparse support. Each column of the matrix Φ is restricted to have a unit 2 norm and N is AWGN vector with unit variance per dimension. The signal-to-noise(SNR) ratio here essentially scales the variance of each noise component.
Although, the use of SN R notation is not standard, we point out that it can be motivated from a non-random estimation perspective. To see this consider the so called Clairvoyant estimator, which provides a lower bound to the actual mean squared error. The Clairvoyant estimator provides an estimate for X based on the knowledge of the support set of X. The mean-squared error in this case is provided by the well-known Cramer-Rao (CRB) lower bound. For suitable matrices Φ such as matrices chosen from an IID random ensemble, the average(over support size) meansquared error is lower bounded by O(1/SN R). SN R, is thus the fundamental additional gain or decrease in variance (beyond what is predicted by the Clairvoyant estimator) required for reliable reconstruction to compensate for the lack of knowledge of the support of X.
The theory and applications of Compressed Sensing (CS) has focused on column normalization as described in Equation 1. We refer to [9] , [28] , [10] for compressed sensing set-up and see [33] for the noisy case. In many cases such as system identification and sensor networks [7] , [34] , [35] , the observation model implicitly leads to a different normalization. In particular the observations are given by Equation 1 but the sensing matrix Φ is row normalized. We rewrite the observation model for future reference here:
where the expectation refers to the fact that Φ maybe randomly chosen from an ensemble. We justify this model with a concrete example. Consider an arbitrary matrix Φ and an orthonormal matrix Ψ T and the observation model:
where, W is a noise term analogous to N in Equation 1, namely, it is AWGN with unit variance per dimension. This model arises in many scenarios but we present one of them here for concreteness. Consider the SNET setup proposed in [7] . Here sensor, j, measures a signal component Ψ T j X noisily. The vectors Ψ T j are assumed to come from an orthonormal basis and the signal coefficients X are assumed to be sparse. Each noisy measurement Ψ T j X + w j is modulated by a random Gaussian column vector, Φ j and the m dimensional output, Φ j (Ψ T j X + w j ) is transmitted to a fusion center. The fusion center aggregates these signals and the final system of equations can be represented as in Equation 3 . Without loss of generality we can scale each fusion center observation, Y j , by the average noise power in that component, namely,
where we have used the fact that W is AWGN with unit variance in each dimension). With this scaling and by substituting N = ΦW we are led to the case of Equation 2 (except for modification that W has now a variance 1/ √ SN R in each dimension). If the vectors Φ T j are correlated the components of N are correlated. However, this correlation is small particularly when the matrix Φ is chosen from random ensembles. Ignoring these differences, we consider Equation 2 as the other alternative model in this paper.
We will now discuss models of signal sparsity. We say that Ξ {k} ⊂ R n is a family of k-sparse sequences if for every X ∈ Ξ {k} , the support of X is smaller than or equal to k. Formally, let
Then Ξ {k} is a family of k-sparse sequences if,
We will refer to the ratio, α = k/n as the sparsity ratio (we also use α n for sparsity ratio when k is either a constant or increases sub-linearly with respect to n). We denote by Ξ k ⊂ Ξ {k} the set consisting of exactly k-sparse sequences. This distinction is important and the reader should keep this in mind.
We will now discuss the properties of the sensing matrix Φ. In this work we focus on the class of sensing matrices that have suitable eigenspectrums, such as the Restricted Isometry Property (RIP) [10] . There are many applications where the system matrix obeys this property, e.g., (a) random Gaussian ensemble, (b) partial Fourier ensemble, [11] , (c) random or deterministic Toeplitz structured matrices arising in system identification problems, [36] , [37] , (d) Random {−1, 1} ensemble, etc. For convenience we consider the class of random Gaussian matrices (before normalization) for sensing matrices Φ,
Remark 2.1. Note that although we are considering Gaussian ensembles the results derived in this paper are readily extended to other ensembles and matrices that obey RIP property (as outlined above). In fact most of the results can be obtained in terms of properties of the eigenspectrum of Φ -RIP being one of the properties.
Many of the results developed in the paper are asymptotic, namely, we let the signal dimension n and the sparsity k each approach infinity at different rates and derive bounds on the number of measurements, m, and SN R, for approximate or exact reconstruction of X. Some of our results generalize to reconstruction of functions Z = f (X) of X. We denoteX(Y) (resp.Ẑ(Y)) as an estimate of X (resp Z) based on the observation Y. The distortion between the estimate X and the estimateX is denoted by d(X,X). Many of our results apply to general distortion measures but we specifically develop results for mean-squared and support error distortions.
We denote the ratio n m as the Sensing Rate (or sensing capacity). We next define the -sensing capacity 1 for a signal X of dimension n and with maximum sparsity k (or maximum sparsity ratio α = k/n) as follows,
We have so far discussed a non-random parameter setup. We can also deal with a Bayesian setup. In this case we have a prior distribution on ∪ n k=0 Ξ {k} and the sensing capacity is defined as,
In the following we develop asymptotic formulas for sensing capacity and describe it for the nonrandom parameter setup since the Bayesian setup follows along the same lines. To avoid cumbersome notation we use the same sensing capacity notation for both non-random or Bayesian setup, but its reference is clear from the context.
Linear Regime: Here the maximum sparsity, k, grows linearly with n. For the linear regime we fix maximum sparsity ratio α = k/n. A basic counting argument reveals that the number of measurements cannot be smaller than the logarithm of the cardinality of Ξ {αn} . This is approximately the entropy of uniform distribution on Ξ {αn} , which grows linearly with n. Consequently, the linear regime lends itself to an interesting rate interpretation 2 . We have already seen that once the support set is known the problem essentially boils down to a constant SN R argument. Therefore, the principle uncertainty lies in the lack of knowledge of the support. Now if one can show that the underlying signal support can be reliably estimated, it implies that the sensing channel has a "non-zero capacity." Motivated by this argument we define the notion of sensing capacity for linear regimes. We denote the asymptotic ratio n m as the Sensing Rate (or sensing capacity) and its inverse, R, as the compression rate.
Definition 2.1. -sensing capacity is the supremum over all the sensing rates such that as the signal dimension, n, the number of measurements, m and the random sensing matrix, Φ ∈ R m×n , approaches infinite dimensions, there exists a sequence of estimatorsX such that the probability that the distortion, d(X,X) is below d 0 is greater than 1 − . Formally,
Sensing Capacity can now be defined as the limiting case,
where we explicitly denote the dependence of capacity on SN R, sparsity, α, and distortion level, d 0 . Note that the compression rate, R = 1/C.
Sub-linear sparsity regime
The sub-linear sparsity regime corresponds to the case when the maximum sparsity k n −→ 0 as n −→ ∞. Note that the linear sensing capacity as defined above applies only in the asymptotic regime where k n > 0 as k, n −→ ∞. The main reason is that the cardinality of the support set is O(2 log( P k j=0 ( n j )) ) ≈ O(2 nH(k/n) ). H(k/n) is the Shannon binary entropy, k is the maximum allowable sparsity and n is the ambient signal dimension. Since H(k/n) → 0, in essence sub-linear sparsity can be associated with a vanishing entropy rate of the source support in the limit. It turns out that sensing capacity becomes infinity thereby providing no useful characterization in this case. To overcome this issue we need a different measure. The main idea is that the number of measurements cannot be smaller than the entropy of support set. This motivates a definition based on the ratio of maximum entropy of the support set to the number of measurements. Denote α n = k/n and fix a corresponding infinite sequence α n n→∞ → 0. Define,
Note that our sensing capacity definition for the sub-linear regime is consistent with the linear regime (upto a multiplicative constant). It turns out that our analysis and methods employed for the linear sparsity regime can be applied in the sub-linear sparsity regime as well. One obtains explicit expressions for the number of measurements m in terms of k, n for all pairs (k, n). If C(·) is a constant it implies that there is an algorithmX which can recover X upto a distortion d 0 with m = O(nH(α n )) = O(k log(n/k)) measurements for sufficiently large n.
Exact Support Recovery
In this section we will consider the problem of exact support recovery under the SNR model of Equations 1, 2. We will develop results for the following family of k-sparse non-random sequences:
Remark 3.1. β > 0 is a necessary assumption in support recovery also assumed by several authors [40, 28] . It is impossible to determine the sign of an arbitrary small signal component 3 .
Suppose,X is the estimate for X based on data. By exact support recovery we mean that,
In this context one may also talk about sign pattern recovery,
Here the Sgn function is described by
It is easy to see that the results derived below also hold for sign pattern recovery with appropriate adaptation of the proof methodology and the subsequent results only differ by constant factors and in particular does not change the resulting scaling laws.
In the following we begin by deriving the necessary conditions for exact support recovery for CS and SNET scenarios(Equations 1, 2). Necessary conditions yield lower bounds to sensing capacity.
Necessary conditions for exact support recovery
Our necessary conditions are expressed in terms of upper bounds to sensing capacity derived from lower bounds to probability of error. For the lower bounds to probability of error, we will use the following version of Fano's Lemma stated in [26] which provides a lower bound for N -ary hypothesis testing. 
where P i means the distribution conditioned on the true hypothesis i and D(P i P j ) is the Kullback-Liebler (KL) distance between the distributions P i and P j .
We will also use Fano's inequality stated in [41] .
Given observation Y observed according to a conditional distribution P(Y |X) about a discrete random variable X ∈ X letX(Y ) denote the estimate of X given Y . Then the probability of error in estimating X from Y is lower bounded by,
where I(X; Y ) denotes the mutual information between X and Y . Note that X has a prior distribution here.
It is worthwhile to note that Lemma 3.1 is a generalization of Lemma 3.2. Note that the use of these Lemmas requires a finite number of hypothesis or discrete alphabets. Therefore, in order to use these Lemmas for general k-sparse sequences X ∈ Ξ {k} β we first show that the worst case probability of error in support recovery is lower bounded by the probability of error in support recovery for X belonging to k-sparse sequences in {0, β} n . To this end we have the following Lemma. 
Proof. See Appendix.
The main idea of the proof of the following results is to first lower bound the error probability by using Lemma 3.3 and restrict attention to binary sequences. Next further restrict the signal class to a smaller subset of Ξ {k} {0,β} of cardinality n. Finally using Lemma 3.1 derive the lower bounds for the set of binary sequences. The lower bound thus obtained yields the necessary conditions. To this end we have the following theorem for support recovery in sensor networks. 
where α n = k n is the worst-case sparsity ratio and k is arbitrary.
We have the following result for the CS scenario:
for the probability of error to goto zero asymptotically as n → ∞.
Proof. Consider the subset Ξ k {0,β} consisting of strictly k-sparse sequences taking values in {0, β} n . From Lemma 3.3 in order to derive a lower bound it is sufficient to focus on this set. Applying Lemma 3.2 with a uniform prior on the support set we get
where X = Ξ k {0,β} ⊂ {0, β} n is the discrete alphabet in which values of X are realized. The first inequality (P X denotes the probability of Y for a fixed X) follows because the worst-case probability of error is larger than the Bayesian error (we describe an identical result in Section 4 and omit the proof here).
Note that strictly speaking since we are interested in the support errors, the probability of error events and the mutual information term must contain the support of X as the variable but since we are restricting ourselves to binary valued sequences X ∈ Ξ k {0,β} , knowing the support implies that we know X. Now log |X | = log n k since there are n k such hypothesis consisting of all the possible support locations with cardinality k. We will now upper bound the mutual information term. It can be shown that,
The proof then follows by identifying that for error probability to be lower bounded by zero in inequality 20 it is necessary that,
The theorem then follows by noting that for large enough n, log n k − 1 ≥ αn log 1 α .
Note that the result in Theorem 3.2 is stated in terms of the number of measurements because of the implicit nature of the expression. But one can see that for a given problem instance for fixed n, m, k for values of β 2 = m k , the necessary condition of the theorem dictates the scaling of the number of measurements in proportion to αn log 1 α with a constant SNR. This implies the following loose upper bound on sensing capacity for exact support recovery for the CS case,
In the following we will show that the requirement on SNR for exact support recovery is a little more stringent than implied by this result. The reason why the above upper bound is not able to capture the effect of SNR is due to the fact that in the analysis we restricted ourselves to the set Ξ k {0,β} , i.e. strictly k-sparse sequences. To this end we have the following result for the CS scenario. with column wise normalization. Then it is necessary that the SNR increase as log(n) 2β 2 for perfect support recovery.
Thus for exact support recovery for the CS case it is necessary that SNR scale as O(log n) irrespective of the sparsity of the signal. The first bound in Theorem 3.1 implies that the number of measurements necessary for exact recovery in the SNET case is asymptotically
Moreover the second bound in Theorem 3.1 suggests that as α → 0 the sensing capacity goes to zero, i.e.,
This means that in contrast to the CS scenario for the SNET scenario under fixed SNR the number of measurements must increase faster than the dimension of the signal in order to recover the support. One may conclude from this analysis that we need to increase SNR moderately (say log n) to ensure recovery in the CS case with number of measurements scaling in proportion to the sparsity of the signal. In the following we will show that this condition is also sufficient. In the process we will also derive sufficient conditions for the SNET case and reveal contrasts between the two settings. In order to derive sufficient conditions for exact support recovery we consider the following relaxed ML estimator:X = arg min
Sufficient conditions for exact support recovery
and report Supp(X) as the final solution.
Lemma 3.4. Error event of the above algorithm is
where G 0 is the matrix corresponding to the support of X 0 , Supp(X) = Supp(X 0 ), d supp (., .) denotes the support errors and where,
Then we have
Actually,
And the lemma follows.
From the above Lemma, it is sufficient to focus on events E 1 and E 2 separately. To this end we have the following theorem for CS scenario. Then for any ε > 0 there is an n( ) such that for all n ≥ n( ), the relaxed ML estimator of Equation 26 achieves the following sensing capacity:
where, α n = k/n is the maximum sparsity of the signal.
, the sensing capacity asymptotically approaches a constant. is the true signal that is taken to be origin. The idea is that a priori the support error events with support errors more than 1 are contained in union of events with support error of 1. This property is preserved under the transformation by Φ if the matrix Φ obeys RIP.
Remark 3.2. The theorem covers both the sub-linear and linear cases. In addition we emphasize that the true sparsity of the signal is any number between 0 and the maximum sparsity k.
Proof. The proof can be found in Appendix. Here we will provide the intuition behind the proof. The proof essentially follows by separately upper bounding P(E 1 ) and P(E 2 ). For SN R ≥ 32 log 2n β 2 , P(E 2 ) → 0. In order to upper bound P(E 1 ), using Restricted Isometry Property (RIP) of G we show that support error events with support error ≥ 1 are almost contained in union of support errors of 1 and then use a union bound to evaluate the sufficient conditions. An illustration of this idea is shown in figure 2. Then we use concentration of measure results on the RIP constant of G to arrive at the final expression.
Note that the achievable capacity goes to zero unless SN R ≈ O(log n). This is also borne out by the necessary condition of Theorem 3.3. Therefore, for this regime it follows that the number of measurements, m is given by
Thus we see that the number of measurements is proportional to the sparsity independent of dimension n for sufficiently large SN R. Furthermore, as α → 0 we see that achievable linear sensing capacity goes to infinity for sufficiently large SN R, i.e,
On the other hand the sub-linear sensing capacity as described in Equation 10 does converge to a constant. We have the following theorem for the row-normalized case which is motivated by the sensor network scenario.
Consider the observation model of equation 1 with Φ drawn from the Gaussian ensemble of equation 7 with row wise normalization. Then for any ε > 0 there is an n( ) such that for all n ≥ n( ), the sensing capacity satisfies,
where α n = k/n is the maximum sparsity ratio.
First of all note the implicit relation in the sensing capacity for the SNET case in contrast to the CS case. Now we will discuss the implications of the result in terms of the achievable compression rates. Note that this result implies that in order that the sensing capacity is positive SN R ≥ 32n log 2n mβ 2 , which is the same scaling as required from the necessary conditions in Theorem 3.1. This implies that for the SNET case m ≈ n with SN R scaling as O(log n). Thus for exact support recovery for the family of k-sparse sequences Ξ {k} β there is no compression that is achieved in the SNET case for SN R ≈ log n.
This situation may not be as bad for the set of strictly k sparse sequences Ξ k β . For large enough value of α n = α > 0 one can immediately see the following. For an SNR boosting by a factor of 1/α, i.e. for SN R 0 = SN R α with SN R scaling as O(log n) it is necessary and sufficient that the number of measurements m ≈ 6H 2 (2α)n which is similar to the CS case. This SNR difference can be tolerated for large enough values of the sparsity ratio, but note that this SNR difference becomes very large when α is very small. This is precisely why for the set of general k-sparse sequences Ξ {k} β the SNET result is very pessimistic.
This has fundamental consequences for sensor networks in the scenarios we described in the problem setup. It implies that we cannot generally hope to achieve compression in a sensor network scenario unlike the compressed sensing scenario.
Achievable distortion regions for support recovery for the CS set-up
In this section we will extend the analysis of the relaxed ML estimator of previous section to provide achievable bounds to support recovery subject to a distortion in reconstruction. For brevity we consider the linear sparsity regime for the CS setup of Equation 1 here. We denote by d H (Supp(X), Supp(X)) the average Hamming distortion. We have the following lemma. A plot of the achievable region is shown in Figure 3 . Note that the scaling of measurements as a function of distortion level, d 0 and SNR is explicit in the expressions. Note that one can either tradeoff SNR or the number of measurements as a function of distortion. Higher levels of tolerable distortion lead to smaller number of required measurements when SNR is kept fixed. Similarly higher SNR values lead to correspondingly smaller measurements for same tolerable distortion. In particular we note that that while exact recovery requires an SN R of O(log n), a constant SN R is sufficient if the tolerable distortion is a fraction of the maximum allowable sparsity ratio.
Comparisons to Existing Work
We will describe some of the related work on support recovery here. Support recovery was first described in Wainwright [21] . A version of Fano's lemma based on [26] was employed there to derive necessary condition for support recovery. Matching sufficient conditions were derived by analyzing the Maximum Likelihood decoder. However the analysis there applied only to the sub-linear sparsity regime, i.e. α = k n −→ 0. Moreover it implicitly required SN R −→ ∞ at least linearly with n. Akcakaya [23] also described conditions for support recovery. Although they obtained sharper bounds than [21] the SNR is implicitly assumed to be high (SN R −→ ∞). Furthermore, Akcakaya [23] assumes a Bayesian model for X. In contrast our setup is worst-case as in [21] . Furthermore, our results are sharper: we derive results that apply to the linear sparsity regime with modest values for SN R. We also obtain a fundamental explicit lower bound for SN R to scale as log(n) below which support recovery is impossible. Recently, Fletcher et.al. [30] , present necessary and sufficient conditions for sparsity pattern recovery based on maximum correlation estimator. However, the signal spaces considered in [30] requires a bounded peak-to-average ratio on the support, which severely limits the class of signals to those with essentially constant amplitude [31] .
We also point out that the proof methodologies employed in this paper are quite different and is of independent interest. In particular the related work on ML analysis for support recovery [23, 21] has employed a standard union bound technique to upper bound probability of error. Specifically, error probability is bounded by summing over all possible support errors. In contrast, we present a novel approach to obtain tight ML bounds based on a superposition approach. We show that the support error event regions for one support error contains the union of regions corresponding to more than one support error. Consequently, the union bound reduces to union of regions corre-sponding to single support error. This paper also extends the conventional focus on exact support recovery to recovery with support errors as described by Theorem 3.6. We obtain explicit tradeoffs between SN R, number of measurements m and distortion level d 0 thereby obtaining entire operating regimes.
Bounds to Probability of error for Average Distortion
In this section we will focus on the problem of approximate recovery subject to arbitrary distortion in reconstruction. For this case we can still adopt the worst case setting over the parametric sparse signal class as considered in the support error recovery. However it turns out that adopting a Bayesian framework is easier and useful in this context as this leads us to obtain results directly in terms of the rate distortion function. This function in turn can be computed for a given distribution by using Blahut-Arimoto type algorithms. Moreover lower bounds for the Bayesian setup are lower bounds for the worst case non-random parameter setup considered in the previous section. To see this we consider a Bayesian model where the components X i of the signal X are i.i.d. obeying the mixture distribution:
Remark 4.1. To avoid introducing new symbols we use P X , P X n to denote the probability distribution on X, X, which is different from P X used in the previous section to denote the conditional probability given X. This is a model which says that with probability α each component X i is non-zero and bounded away from β and with probability (1 − α) it is zero. Now asymptotically this dictates a sparsity level of k ≈ αn. Now we note the following. The lower bound to the minimax error in a parameter estimation framework is related to the Bayesian error as follows,
where,X(Y) is the estimator of X from observations Y, Ξ is the parameter space and P Ξ is the class of probability measures over Ξ and P X n ∈ P Ξ is any particular distribution (for instance Equation 41 ). The lower bounds for the Bayesian setting will be tight for the non-random setup if the typical set generally includes a large part of the parameter space under consideration. Although the distribution in Equation 41 provides a prior on the set Ξ {k} β , it is hard to obtain closed form expressions for Rate Distortion functions for this distribution. Therefore in order to obtain meaningful results to gather insights we will consider the following mixture model for explicit evaluation of the bounds. It is worth pointing out that this model has been used previously in several papers, e.g. see [42, 20] to probabilistically model sparse signals.
i.e., each component X i of X is i.i.d. P X defined above. It is easy to see that for µ 1 = 1, µ 0 = 0 for σ 0 = 0 this mixture model for large enough n results in an approximately k = αn sparse sequence. We use σ 1 = 0 to model a binary discrete case and σ 1 = 1 to model a continuous valued case.
In the following we begin by deriving lower and upper bounds to probability of error in reconstruction subject to a distortion criteria for signals with prior distribution. We will subsequently apply these bounds to the signals generated under the above mixture model and derive bounds to sensing capacity and compression rate.
Modified Fano's Inequality
In the following we will use X and X n interchangeably. Though the theorem derived below uses an i.i.d. assumption on the components of X it is easy to see that the proof extends to all sources for which Asymptotic Equipartition Property (AEP), [41] holds and for which the rate distortion theorem, [41] holds. For sake of clarity and ease of exposition we will assume that components of X are i.i.d. in the following. ∼ P X . LetX n (Y) be the reconstruction of X n from Y. Let the distortion measure be given by d(X n ,X n (Y)) = n i=1 d(X i ,X i (Y)). Then,
where K(d 0 , n) is bounded by a constant and where R X (d 0 ) is the corresponding (scalar) rate distortion function for X.
Proof. Here we will provide an outline of the proof without technical details. The detailed proof can be found in the Appendix. The proof of lemma 4.1 closely follows the proof of Fano's inequality [43] , where we start with a distortion error event
We then consider the following expansion,
where f (X n ) is the vector-rate distortion mapping subject to an average distortion level d 0 under the measure d(., .), [43] . This implies that,
Note that H(E n ) ≤ 1. Thus we have,
Now note that I(f (X n ); X n ) = H(f (X n )) and
This implies that,
Of course if the denominator is zero the inequality is meaningless and not useful. On the other hand the bound is also loose if the denominator is negative. In most scenarios of interest H(f (X n )|Y, E n = 1) − H(f (X n )|Y, E n = 0) > 0. Since f (X n ) is the rate distortion mapping, by definition of rate distortion function note that I(f (X n ); X n ) ≥ nR X (d 0 ) by definition and w.h.p.,
we get the result.
Essentially, K(n, d 0 ) = 1 n × log( neighbors of a quantization point in an optimal n-dimensional rate-distortion mapping). In the derivation of the lower bound the mapping f (X n ) is a free parameter which can be optimized. It turns out that the optimal choice for f (X n ) is the one that achieves the rate distortion performance at distortion level d 0 . To see this first note that H(f (X n )|Y, E n = 1) and H(f (X n )) depend on the range of the mapping f (X n ), i.e. the number of quantization points chosen say N . For a good lower bound one may want to choose it as large as possible. On the other hand H(f (X n )|Y, E n = 0) depends on the number of quantization points contained in the distortion ball of radius d 0 . We want to keep this as low as possible since it decreases the lower bound. It can be seen that selecting a mapping finer than at level d 0 (i.e. finer quantization) will increase both N and H(f (X n )|Y, E n = 0). This in fact balances out and the lower bound does not change. On the other hand selecting a coarser mapping decreases the range of f (X n ) and hence decrease H(f (X n )|Y, E n = 1), H(f (X n )) and H(f (X n )|Y, E n = 0). This decreases both the numerator and the denominator and thus the lower bound is looser. Thus selecting the mapping f (X n ) to be the rate distortion mapping at distortion level d 0 yields the tightest lower bound.
Discrete X under Hamming Distortion
Lemma 4.2. Given observation(s) Y for the sequence X n {X 1 , ..., X n } of random variables drawn i.i.d. according to P X and X i ∈ X , |X | < ∞. LetX n (Y) be the reconstruction of X n from Y. For hamming distortion measure d H (., .) and for distortion levels,
we have
Remark 4.2. The extended Fano's inequality can be easily seen to hold for arbitrary sensing functions, arbitrary distortion measures and source distributions. Moreover the terms involved in the lower bound capture the effect of the relevant parameters namely, the source distribution and distortion in reconstruction via the rate distortion function and the effect of SNR and sensing functions via the mutual information term. In this way one can study the effect of various sensor topologies on the performance. Several results using this approach have been quantified in a previous paper [16] . In addition one can directly study the performance with respect to arbitrary solution objectives, though in the present paper we will concentrate on reconstruction of the source itself, i.e. the solution objective is an identity mapping.
In the next section we will provide an upper bound to the probability of error for field estimation problems. As shown before even for discrete spaces exact reconstruction implies a zero sensing capacity. Thus in the following we will focus on the case when a certain distortion in reconstruction is allowed.
Upper Bounds
In this section we will provide a constructive upper bound to the probability of error in reconstruction subject to an average squared distortion level. To this end assume that we are given a minimal cover as prescribed by the following lemma of [43] , Lemma 4.3. Given > 0 and the distortion measure d n (., .), let N (n, d 0 ) be the minimal number of points Z n 1 , ..., Z n N (n,d 0 ) ⊂ X n satisfying the covering condition,
Let N (n, d 0 ) be the minimal such number. Then, lim sup
where B i X n : 1 n d n (X n , Z n i ) ≤ d 0 , i.e. the d 0 distortion balls around the point Z n i and where R X ( , d 0 ) is the infimum of the -achievable rates at distortion level d 0 .
This means that there exists a function f (X) : X → Z n i such that P( 1 n d(X, Z i ) ≤ d 0 ) ≥ 1 − . For sufficiently large n, we will assume that X belongs to the typical set in the following. For such a cover the points Z i . = Z n i correspond to the rate-distortion quantization points. Since all the sequences in the typical set are equiprobable, we convert the problem to a max-likelihood detection set-up over the set of rate-distortion quantization points given by the minimal cover as follows. Given G and the rate distortion points Z i corresponding to the functional mapping f (X n ), we enumerate the set of points, GZ i ∈ R m . Then given the observation Y we map Y to the nearest point (in R m ) GZ i . Then we ask the following probability,
In other words we are asking for the pairwise probability of error in mapping a signal that belongs to the distortion ball B i to the quantization point Z j of the distortion ball B j under the noisy mapping GX + N such that the set distance between the distortion balls is ≥ 2d 0 , see Figure  4 . Under the minimum distance estimator we have,
where we have omitted the conditioning variables and equations for brevity. Simplifying the expression inside the probability of error we get that,
Under the assumption that the noise N is an AWGN noise with power N 0 in each dimension, its projection onto the unit vector
where we have further upper bounded the probability of the pairwise error via choosing the worst case X that minimizes the distance between the ball B i and the quantization point Z j and maximizes the distance from the quantization point Z i within the distortion ball B i . For the case of squared distortion and covering via spheres of average radius d 0 , it turns out that the worst case X is given by X = and ||Z i − Z j || = 4 √ nd 0 . Plugging this value in the expression we have for the worst case pairwise probability of error that
where the second inequality follows by a standard approximation to the Q(.) function. Now we apply the union bound over the set of rate distortion quantization points Z j minus the set of points that are the neighbors of Z i (see figure 4 ). For reasonable values of distortion d 0 , the total number of such points still behaves as ∼ 2 nR X (d 0 ) , where R X (d 0 ) is the scalar rate distortion function, [41] . Hence we have, 
i.e., X is a Bernoulli(α) sequence. Also note that α ≤ 1/2 in order for X to be sparse. For this case we have the following lemma.
Lemma 5.1. With Hamming distance as the distortion measure for the Gaussian ensemble for G and for d 0 < α, the sensing capacity C obeys,
where H(.) denotes the binary entropy function. Note that d 0 < α as it does not make sense to reconstruct with a higher distortion than α.
Proof. From lemma 4.2 the probability of error is lower bounded by zero if the numerator in the lower bound is negative, this implies for any m, n that
Note that for the binary alphabet R X (d 0 ) = H(α) − H(d 0 ). Further, since G is random we take expectation over G and bound the mutual information as follows,
Letting m, n → ∞ the result follows. The proof of the lower bound follows from the upper bound to the probability of error in approximate recovery derived in Section 4.2 by taking expectation with respect to G. 
Continuous X
Under this case X is drawn i.i.d. according to,
Again note that α ≤ 1/2 in order for X to be sparse. For this case we have the following lemma.
Lemma 5.2. With squared distance as the distortion measure, for the Gaussian ensemble for G and for values of d 0 ≤ α 2 , the sensing capacity C obeys,
Notice that here d 0 ≤ α/2 and for reasonable reconstruction one typically desires d 0 = α for some > 0.
Proof. From lemma 5.1 we have that E G I(X; Y|G) ≤ m 2 log(1 + αSNR). In order that the probability of error be lower bounded by zero, from lemma 4.1 it follows that asymptotically
It can be shown that |K(d 0 , n) − 0.5α log 2| < with arbitrarily small for large enough n, see e.g. [44] . The lemma then follows by noting that (see [45] ),
The proof of the lower bound follows form the upper bound to the probability of error in approximate recovery derived in section 4.2 by taking expectation with respect to G.
We now point out several interesting facts. For the binary as well as the continuous alphabet case, sensing capacity is a function of sparsity and SNR. Further note that as α ↓ 0 the sensing capacity goes to zero. This implies that in SNR limited sensor networks it is difficult to detect very sparse events. This is shown in figure 5.
Bounds to Approximate recovery for the CS case

Discrete X
For this case we have the following lemma.
Lemma 5.3. With Hamming distance as the distortion measure, for the Gaussian ensemble for G and for d 0 < α, the sensing capacity C = C(α, SN R, d 0 ) obeys,
where H(α) denotes the binary entropy function. Note that d 0 < α.
Proof. The proof for the upper bound follows along the same lines as that of 5.1 with the following modification to the upper bound of the mutual information expression,
The proof of the lower bound follows from the upper bound to the probability of error in approximate recovery derived in section 4.2 by taking expectation with respect to G.
Continuous X
Lemma 5.4. With squared distance as the distortion measure, for the Gaussian ensemble for G and for values of d 0 ≤ α 2 , the sensing capacity C obeys,
Proof. The proof is similar to the proof of Lemma 5.2.
Plots of the upper and lower bounds to sensing capacity for SNETs are shown figure 6.
Contrast between the CS and SNET scenario for approximate recovery
We will now compare the SNET and the CS case in terms of achievable sensing capacity. For the CS case we have,
The above equation is implicit in sensing capacity C. Note that for C = 0 there is equality. It can be seen that inequality is satisfied for positive
. This implies m ≈ 2nR X (d 0 ). On the other hand for SNET case we have, . For d 0 small we arrive at m ≈ 4nR X (d 0 ) d 0 SNR . Thus for
Scenario Sparsity Pattern Recovery Average Distortion
in this case m ≈ n. Thus the number of measurements required does not scale with the rate distortion function. This difference is shown in Figure 7 for the binary alphabet case. The plots are generated for the CS scenario using Pade's approximation to log(1 + x) ≈ x(6+x) 6+4x . In Table 3 we summarize and contrast the achievable performance bounds for the CS and the SNET scenarios for support error and 2 error distortion cases.
Remark 5.1. Sub-linear sparsity regime with 2 distortion In the above analysis we have primarily focussed on the linear sparsity regime. The extended Fano's inequality and the ML analysis were also derived under this assumption. However note that it is possible to extend Fano's inequality and the ML analysis to the sub-linear sparsity regime and obtain similar results for the sub-linear regime. Nevertheless it requires additional technicalities in deriving and using appropriately modified versions of Asymptotic Equipartition Property (AEP) and the Rate Distortion cover Lemmas. for the binary alphabet case for a fixed sparsity ratio α = 0.25. Note that for the CS case sensing capacity increases for decreasing R X (d 0 ) whereas for SNET case it essentially remains almost constant. (b) The corresponding compression ratio difference between the CS and SNET cases. More compressibility is achieved in CS scenario.
Comparisons to Existing Work
We introduced information theoretic analysis for 2 recovery in several conference papers [14] [29]. Sarvotham [19] presented heuristic arguments to argue information theoretic bounds to the number of measurements required for signal recovery. Early work of Fletcher [20] analyzed a combinatorial best basis selection algorithm for signal spaces consisting of exactly k-sparse sequences with Gaussian distribution over the amplitudes of the support elements. Fletcher [20] obtained lower bounds to the rate of convergence of expected mean squared error in reconstruction of exactly k-sparse signals using ideas from source coding and quantization theory. This work was based on encoding of sparse Gaussian random sources but did not explicitly account for the sensing channel. Our analysis provides information theoretic upper and lower bounds in terms of rate-distortion theory for the compressed sensing problem. We explicitly incorporate the sensing channel in our analysis. To derive lower bounds we extend Fano inequality to account for both continuous signal spaces and distortion metrics. Our upper bounds are based on analyzing the ML decoder. Our results provides the basis for deriving explicit tradeoffs between distortion level, SNR and number of measurements for general sparse sources and sensing channels. We provide explicit formulas for Gaussian sources and channels. For each X ∈ Ξ {k} β the observed distribution, Y given X, is given by Y = GX + N d ∼ P X . We next consider the equivalence class of all sequences with the same support and lump the corresponding class of observation probabilities into a single composite hypothesis, i.e.,
Each equivalence class bears a one-to-one correspondence with binary valued k-sparse sequences,
Our task is to lower bound the worst-case error probability
Now note that,
This implies that
Proof of Theorem 3.1
From Lemma 3.3 it is sufficient to focus on the case when X belongs to k-sparse sequences in {0, β} n and any subset of these sequences. We will establish the first part of the Theorem as follows:-Let Ξ {η} {0,β} be the subset of η < k sparse binary valued sequences. Let X 0 ∈ Ξ {η} {0,β} , be an arbitrary element with support Supp(X 0 ) = η − 1. Next choose n elements X j , j = 1, 2, . . . , n with support equal to η and at a unit Hamming distance from X 0 and let Ξ η denote this set. Denote by the probability kernel P j , 0 ≤ j ≤ n the induced observed distributions. Under the AWGN noise model, for a fixed sensing channel, G, and a fixed set of elements, X j , the probability kernels are Gaussian distributed, i.e.,
Furthermore we have n + 1 hypotheses. Consider now the support recovery problem. It is clear that the error probability can be mapped into a corresponding hypothesis testing problem. For this we consider θ(Y) as estimate of one of the n + 1 distributions above and we have the following set of inequalities.
where we write P e|G to point out that the probability of error is conditioned on G. Applying Lemma 3.1 it follows that the probability of error in exact support recovery is
We observe that that under AWGN noise N that,
Now taking expectation over G we get,
Now, to drive P e → 0 requires the Sensing Capacity be bounded by the expression in Equation 18 for large enough values of n, m, k.
To establish the second upper bound we consider the family, Ξ k {0,β} of exact k-sparse binary valued sequences which form a subset of Ξ {k} {0,β} . Following similar logic as in the proof of the first part, for the set of exactly k-sparse sequences forming the corresponding n k hypotheses, we arrive at,
We compute the average pairwise KL distance,
(sequences X at hamming distance 2j from X)
The equality follows from symmetry. Now taking expectations over G we have,
where the last equality follows from standard combinatorial identity. The proof then follows by noting that for large enough value of n log( n k − 1) ≥ αn log 1 α .
Proof of Theorem 3.3
The proof follows by following the same steps as in the proof of Theorem 3.1 upto Equation 88.
Here we note that the ratio n/m is no longer a factor. Therefore, following the rest of the steps we have that, 2β 2 SN R ≥ log(n).
Proof of Theorems 3.4 and 3.5
We need the concept of Restricted Isometry Property (RIP). Definition 6.1. Let G = [g j ], j = 1, 2, . . . , n be a m × n matrix. Let ||g j || = 1 for all j. For every integer 1 ≤ k ≤ n let T denote an arbitrary subset of {1, 2, . . . , n} with |T | ≤ k. Let G T = [g j ], j ∈ T . We define the k-restricted isometry constants δ k to be the smallest quantity such that G T obeys
We say G ∈ RIP (δ k , α) if δ k is the isometry constant for sparsity, k = αn.
For notational convenience we will drop the index k in δ k in the following. Now note that for the RIP property to make sense (1 − δ) ≤ (1 + δ) and 1 − δ > 0.This implies that 0 < δ < 1. To this end suppose that the sensing matrix G ∈ RIP (δ, 2α).
We will now focus on E 1 . This event is the union over all the support error events E l which we will describe next.
Let the true signal be X 0 with a given support. Let E l denote a support error of l, i.e. support of the estimatedX 0 is wrong (missed detections + false alarms) at l places. Under the given estimator the error event E l of mapping X 0 to a sequence X such that d supp (X 0 , X) = l, is given by
where the union is over all possible locations (in X) amounting to support error of l and where d supp (., .) is the number of places where the supports don't match. P(E 1 ) then is the probability of the union of events of this type over 1 ≤ l ≤ 2k, i.e.
Without loss of generality let Supp(X 0 ) = k 0 ≤ k and assume that it is supported on the first k 0 locations. Let the number of support errors be l and to this end fix the locations of the support errors. Let G 3 denote the matrix of columns of G where miss occur, G 1 denote the matrix of columns where the support matches and G 2 denote the matrix of columns where false alarms occur. Then note that GX = G 1 X 1 + G 2 X 2 and GX 0 = G 3 X 0 2 + G 1 X 0 1 . Then consider the event,
Then note that for E l ⊂ S l . Therefore w.l.o.g we can restrict our attention to S l . Now we will fix X 2 and perform the inner minimization first. The inner minimum is achieved at,
Plugging in the expressions we obtain, min
For sake of notational convenience we will drop stating the condition X 2 ∈ Ξ {k} β/2 . In the following it should be assumed unless otherwise stated. Also note that X 0 2 ∈ Ξ {k} β . Then using the results derived so far we have,
N ≥ 0 so we will ignore this term in subsequent calculations. Now note that H = (I − G 1 G † 1 ) is the null-space of G 1 . To this end one can identify a necessary condition -For l = 2k, if there is a column of the matrix [G 3 G 2 ] that falls in the null space of G 1 then the right hand side is zero, which implies a probability of error of 1. This will not happen as long as G has rank m and m ≥ 2k + 1. Assume for now that G has rank m and m ≥ 2k + 1. This is always true if G ∈ RIP (δ, 2α). Now note that,
Using the singular value decomposition for G 1 = UΣV * , one can show that (
is the matrix composed of the m − l 1 column vectors of U that span the null space of G 1 ∈ R m×l 1 . Thus we have,
To this end denoteÑ T = N T U m−l 1 and
Then we have,
i.e., each event with l support errors is almost contained in the union of events with support error of 1.
Proof. First note that if G ∈ RIP (δ, 2α) then U * G ∈ RIP (δ, 2α) and for any fixed location errors
Now note thatG X = l j=1g j X j whereg j is the j-th column ofG and X = [X 1 , .., X j , ..X l ] T . Note also that
. This implies that S l ⊂Ẽ 1 (δ), wherẽ
The result then follows by noting that |X | ≥ β/2 and
Now note that since every event E l is contained in the union of events S l over all possible n l support error locations and from Lemma 6.1 each of these S l is contained in A 1 (δ) -this implies that E l ⊂ A 1 (δ). Therefore,
Thus we only need to upper bound the probability of the event A 1 (δ). For this we will use the union bound over the n possible support error locations for the choices X = β/2 and X = −β/2. To this end we have the following Lemmas. The proof of above lemmas follows by using the union bound and by taking expectation over G. To this end we have the following Lemma for the RIP constant δ, taken from [12] . Lemma 6.4. Restricted Isometry Constant: Let the sparsity be α = k/n and consider the function:
where H 2 (·) is the binary entropy function H 2 (q) := −q log q−(1−q) log(1−q) defined for 0 < q < 1.
For each ε > 0, the RIP constant δ of a m×n Gaussian matrix G whose elements are i.i.d. N (0, 1 m ), obeys
Lemma 6.4 implies that with probability exceeding 1 − e −nεH 2 (2α)
Proof of Theorem 3.4
From above it follows that for P(E 1 ) to go down to zero it is sufficient that,
for some arbitrary γ > 0. Let η 2 = 32(1+γ) log 2n
. This implies that it is sufficient that,
In terms of sensing capacity C = n m it is sufficient that,
Since γ and ε are arbitrary following sensing capacity is achievable,
Note that in order that sensing capacity as defined above to be achievable and to be positive it is required that
To this end we have the following Lemma. for fixed c > 0.
Proof. For X 0 supported on the submatrix G 0 (say) we wish to find the probability
First note that the ∞ norm of the vector (
Gaussian from [46] it follows that ,
In [47] a strong concentration form of this behavior was proved where it was shown that the convergence is exponentially fast. In the worst case k 0 = k, for which σ min → 1 − k m > 0 and for m ≥ 2k + 1, σ min ≥ 1 − 1 2 . Now note that since N is AWGN noise with variance one per dimension,
The result then follows by identifying c = (1 − k m ) −1 ≤ 4.
Proof of Theorem 3.5
For this case in order that P(E 1 ) to go down to zero it is sufficient that, m n
for some arbitrary γ > 0. To this end let η 3 = 32n(1+γ) log 2n
. Then the above condition is equivalent to the condition,
Substituting the values of η 1 and η 3 into the expressions we obtain,
Since γ and ε are arbitrary, the achievable sensing capacity obeys the implicit relation given by the following equation,
It can be seen that in order that P(E 1 ) to go down to zero and for sensing capacity to be positive it is required that
For a fixed fraction of n m this scaling and the scaling necessary from Theorem 3.1 are the same. For the event E 2 we have the following Lemma. Lemma 6.6. For the SNET scenario P(E 2 ) → 0 for SN R ≥ 32cn log 2n mβ 2 for some fixed c > 0.
Proof. The proof is similar to the proof in CS case except for the fact that σ min → m n (1 − k m ) a.s.
Proof of Theorem 3.6
First we will prove part (b). To see this recall that the probability of error is given by,
Note that since,
we proceed in a manner similar to the proof of Theorem 3.4 up Equation (100). At this point note that since we can allow for an average distortion level of up to d 0 the necessary condition on G becomes that every 2k − nd 0 columns of G have to be linearly independent. Then in the worst case we eliminate d 0 columns from [G 3 , G 2 ] and by following the same steps as from Equations (101) to (109), it can be seen that Lemma 6.2 holds. Now in Lemma 6.4 since we need an RIP property for every 2k − nd 0 columns of G, the Lemma 6.4 holds true with α = 2α − d 0 . The rest of the proof then follows exactly along the lines of Equations (114) to (122) substituting for α, α . We will now prove part (b). To this end follow the steps of the proof of Theorem 3.4 till Equation (94). Since the tolerable average distortion level is now d 0 we have,
We follow the steps of the proof of Theorem 3.4 till Equation (104). Now for this case Lemma 6.1 is modified. Essentially following similar algebraic steps using RIP as used in Lemma 6.1 it is easy to see that the support error events with distortion ≥ 2nd 0 + 1 are almost contained in the union of support error events with distortion ≤ 2nd 0 . Therefore in this case the upper bound in Lemma 6.2 is modified to,
The result then follows by following the development in Equations (114) to (122).
Proof of lemma 4.1
Let X n = {X 1 , ..., X n } be an i.i.d. sequence where each variable X i is distributed according to a distribution P X defined on the alphabet X . Denote P X n (P X ) n the n-dimensional distribution induced by P X . Let the space X n be equipped with a distance measure d(., .) with the distance in n dimensions given by d n (X n , Z n ) = n k=1 d(X k , Z k ) for X n , Z n ∈ X n . Given > 0, there exist a set of points Z n 1 , ..., Z n N (n,d 0 ) ⊂ X n such that,
where B i X n : 1 n d n (X n , Z n i ) ≤ d 0 , i.e., the d 0 balls around the set of points cover the space X n in probability exceeding 1 − .
Given such set of points there exists a function f (X n ) : X n → Z n i s.t. P 1 n d n (X n , Z n i ) ≤ d 0 ≥ 1 − . To this end, let T P X n denote the set of δ -typical sequences in X n that are typical P X n , i.e.
T P X n = X n : | − 1 n logP(X n ) − H(X)| ≤ δ whereP(X n ) is the empirical distribution induced by the sequence X n . We have the following lemma from [41] . Lemma 6.7. For any η > 0 there exists an n 0 such that for all n ≥ n 0 , such that P X n : | − 1 n logP(X n ) − H(X)| < δ > 1 − η
In the following we choose η = δ. Given that there is an algorithmX n (Y) that produces an estimate of X n given the observation Y. To this end define an error event on the algorithm as follows, E n = 1 if 1 n d n (X n ,X n (Y)) ≥ d 0 0 otherwise Define another event A n as follows A n = 1 if X n ∈ T P X n 0 otherwise (133)
Note that since X n is drawn according to P X n and given δ > 0 we choose n 0 such that conditions of lemma 6.7 are satisfied. In the following we choose n ≥ n 0 (δ). Then a priori, P(A n = 1) ≥ (1 − δ). Now, consider the following expansion, H(f (X n ), E n , A n |Y) = H(f (X n )|Y) + H(E n , A n |f (X n ), Y)
= H(E n , A n |Y) + H(f (X n )|E n , A n , Y)
This implies that H(f (X n )|Y) = H(E n , A n |Y) − H(E n , A n |f (X n ), Y) + H(f (X n )|E n , A n , Y)
= I(E n , A n ; f (X n )|Y) + H(f (X n )|E n , A n , Y)
≤ H(E n , A n ) + H(f (X n )|E n , A n , Y)
≤ H(E n ) + H(A n ) + H(f (X n )|E n , A n , Y)
Note that H(E n ) ≤ 1 and H(A n ) = δ log 1 δ + (1 − δ) log 1 1−δ ∼ δ for δ small enough. Thus we have H(f (X n )|Y) ≤ 1 + δ + P n e H(f (X n )|Y, E n = 1, A n ) + (1 − P n e )H(f (X n )|Y, E n = 0, A n ) (140)
Now the term P n e H(f (X n )|Y, E n = 1, A n ) ≤ P n e log N (n, d 0 ). Note that the second term does not go to zero. For the second term we have that, (1 − P n e )H(f (X n )|Y, E n = 0, A n ) = P(A n = 1)(1 − P n e )H(f (X n )|Y, E n = 0, A n = 1) + P(A n = 0)(1 − P n e )H(f (X n )|Y, E n = 0, A n = 0) (141)
≤ (1 − P n e )H(f (X n )|Y, E n = 0, A n = 1) + δ(1 − P n e ) log (N (n, d 0 )) (142)
The first term on R.H.S in the above inequality is bounded via,
(1 − P n e )H(f (X n )|Y, E n = 0, A n = 1) ≤ (1 − P n e ) log (|S|)
where S is the set given by,
where d set (S 1 , S 2 ) = min s∈S 1 ,s ∈S 2 d n (s, s ) is the set distance between two sets. Now note that I(f (X n ); X n ) = H(f (X n )) and H(f (X n )|Y) = H(f (X n ))−I(f (X n ); X n ) ≥ H(f (X n ))−I(X n ; Y) where the second inequality follows from data processing inequality over the Markov chain f (X n ) ↔ X n ↔ Y. Thus we have, P n e ≥ I(f (X n ); X n ) − log |S| − I(X n ; Y) − 1 (1 − δ) log N (n, d 0 ) − log |S| − δ(1 + log N (n, d 0 )) (1 − δ) log N (n, d 0 ) − log |S| The above inequality is true for all the mappings f satisfying the distortion criteria for mapping X n and for all choices of the set satisfying the covering condition given by Equation 132. We now state the following lemma [43] for a minimal covering. Lemma 6.8. Given > 0 and the distortion measure d n (., .), let N (n, d 0 ) be the minimal number of points Z n 1 , ..., Z n N (n,d 0 ) ⊂ X n satisfying the covering condition, where R X ( , d 0 ) is the infimum of the -achievable rates at distortion level d 0 .
Note that lim ↓0 R X ( , d 0 ) = R X (d 0 ) where R X (d 0 ) = min p(X|X) I(X; X) subject to 1 n E(d(X n ,X n )) ≤ d 0 . In order to lower bound P n e we choose the mapping f (X n ) to correspond to the minimal cover. Also w.l.o.g we choose δ = . We note the following.
1. From lemma 6.7, given > 0, ∃n 0 ( ) such that for all n ≥ n 0 ( ), we have P(T P X n ) ≥ 1 − . 2. Given > 0 and for all β > 0, for the minimal cover we have from lemma 6.8 that ∃ n 1 (β) such that for all n ≥ n 1 (β), N (n, d 0 ) ≤ n(R X ( , d 0 ) + β).
3. From the definition of the rate distortion function we have for the choice of the functions f (X n ) that satisfies the distortion criteria, I(f (X n ); X n ) ≥ nR X ( , d 0 ).
Therefore we have for n ≥ max(n 0 , n 1 ),
Limiting case Since the choice of , β is arbitrary we can choose them to be arbitrary small. In fact we can choose , β ↓ 0. Also note that for every > 0 and β > 0 there exists n 2 (β) such that
Therefore for all n ≥ max(n 0 , n 1 , n 2 ) in the limiting case when , β ↓ 0, we have
This implies that P e ≥ R X (d 0 ) − 1 n log |S| − 1 n I(X n ; Y) R X (d 0 )
− o(1)
The proof then follows by identifying K(n, d 0 ) = 1 n log |S|, and is bounded above by a constant.
Proof of lemma 4.2
Proof. Define the error event, E = 1 if 1 n d H (X n ,X n (Y)) ≥ d 0 0 otherwise Expanding H(X n , E|Y) in two different ways we get that, H(X n |Y) ≤ 1 + nP e log(|X |) + (1 − P e )H(X n |E = 0, Y) Now the term (1 − P e )H(X n |E = 0, Y) ≤ (1 − P e ) log 
where the second inequality follows from the fact that d 0 ≤ 1/2 and n d 0 n−j (|X | − 1) nd 0 −j is a decreasing function in j for d 0 ≤ 1/2. Then we have for the lower bound on the probability of error that, It has been shown in [45] that the rate distortion function for a mixture of two Gaussian sources with variances given by σ 1 with mixture ratio α and σ 0 with mixture ratio 1 − α, is given by 
