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Abstract
This thesis introduces the application of a high-speed speckle pattern interferome-
ter (SPI) to perform quantified impact modal testing. The interferometer acts as a
non-contact multipoint vibrometer that removes the mass-loading e↵ects of contact
transducers to improve measurement accuracy and decreases measurement time by
the use of multiple measurement points. A temporal phase-stepped CMOS high-speed
SPI system was used to capture the transient vibration response of two overlapping
plates, the system had a maximum surface velocity of 1.4 mm/s and the results were
compared to accelerometer data and correlated against a finite element model. To
extend the surface velocity to 2.7 mm/s a spatial phase-stepped CMOS SPI system
was used and compared to the finite element model. Both the temporal phase-stepped
system and the spatial phase-stepped system showed high performance for quantified
modal testing: showing high correlation for the natural frequencies and the modal
assurance criterion correlated over 60% for the first six modes of vibration. The in-
terferometer was improved by the application of spatial phase-stepping but was still
limited by the maximum measurable velocity. The thesis also applied the SPI to the
novel measurement of traveling waves on a centre-clamped disc. Traveling waves can
be caused by structural problems or damage and are di cult to measure without the
ability to capture the relative phase across multiple points. This was achieved through
the spatial phase-stepped CMOS SPI system and the traveling waves were excited on
the disc through a frequency modulated signal that excited the degenerate modes that
occurred within 1 Hz of the disc’s second resonant frequency. The multipoint system
identified the waveshape, direction and was able to show the ratio of standing wave
to traveling wave in the measurements.
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Chapter 1
Introduction
1.1 Background to the project
Modal analysis is an important technique that experimentally quantifies the dynamic
properties of a structure, which can then help understand how to design structures
with extended life-cycle and lower noise emissions. The dynamic properties can be
extracted from a measure of the input excitation and the structure’s response to this.
The accuracy of the measured response directly a↵ects the quality of the extracted
dynamic properties. Established measurement techniques based on the use of con-
tacting transducers need to be fixed to the surface of interest, which can a↵ect the
response of the structure through additional mass and sti↵ness, they are also typi-
cally single point measurements: so have poor spatial resolution meaning tests must
be repeated over many measurement points. Laser Doppler vibrometers overcame
these mass-loading e↵ects and laser scanning devices have been used as a way of sim-
plifying the movement between measurement points. However, these are still single
point measurements requiring the time-consuming process of performing point-by-
point measurements and critically cannot measure the relative phase between each
measurement point. Full-field interferometers provide an alternative measurement
technique, by providing high spatial resolution with no mass-loading but cannot pro-
vide the time-resolved measurements needed for some vibration testing conditions,
due to their low sampling rates compared to vibration periods. With the use of high-
speed cameras the temporal resolution can be increased with the sacrifice of some
spatial resolution can extend the temporal resolution further and be resolved with the
use of phase-stepping techniques. Implementation of CMOS high-speed cameras o↵er
additional flexibility in the detector to rapidly switch between full-field measurements
for high spatial resolution and then to smaller user-defined regions of interest that
o↵er high temporal resolution for faster dynamic measurements.
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This thesis extends the applications of CMOS high-speed speckle pattern inter-
ferometer (HSSPI) developed at Heriot-Watt University [1, 2] to perform quantified
impact modal testing and exploits the parallel measurement ability to the detection
and measurement of traveling waves.
1.2 Organisation of the thesis
Chapter 2 presents the background knowledge for this thesis, starting with an overview
of modal analysis and its applications that are used as part of the experimental work
in this thesis. There are a breadth of contact and non-contact vibration measurement
transducers and so this thesis focuses on the development of laser techniques that are
developing towards similar conclusions: a balance of temporal resolution and spatial
resolution is essential for vibration measurement transducers. These laser techniques
are laser Doppler vibrometry and speckle pattern interferometer (SPI) and the thesis
focuses on their application to vibration measurement and modal testing. Finally an
overview of how these techniques have been applied to the measurement of traveling
waves are presented.
Applying the higher measurement abilities of HSSPI are demonstrated in Chapter
3 through the use of temporal phase-stepped HSSPI to perform impact modal testing
of 2 plates overlapping at their edge. The response measurements are presented and
are correlated against an FE model and accelerometer results to compare the quality
and capability of temporal phase-stepping HSSPI. A discussion on the velocity limits
and its e↵ect on modal testing results are then discussed.
To overcome the velocity limits set by temporal phase-stepping, Chapter 4 demon-
strates the use of spatial phase-stepping HSSPI to extend the system’s dynamic range.
Impact modal tests are performed on the same 2 overlapping plates as the temporal
system and correlated against the FE model to show the benefits of the extended
dynamic range, these results are presented and then discussed.
Chapter 5 demonstrates the application of the parallel multipoint ability of HSSPI
to the measurement of traveling waves on a centred-clamped disc. The results show
the direction and shape of the standing and traveling waves measured by HSSPI. The
results are then discussed in comparison to other techniques for measuring traveling
waves.
The conclusions of this thesis are presented in Chapter 6 providing an overview
of the results in the following chapters and finishes with a discussion on the direction
future research work could take.
2
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Literature Review
An overview of modal analysis is introduced to understand how vibration response
data can be applied to create dynamic characteristic models of structures. The Chap-
ter then leads to an overview of the di↵erent laser transducers and their applications
to vibration analysis this focuses on laser Doppler vibrometry and speckle pattern in-
terferometry. The developments and limitations of these laser systems are presented
as are cases where they have been directly applied to successful modal testing. The
applications of these techniques to identify and measure traveling waves are then
discussed.
2.1 Modal testing
Most structures have an infinite number of natural frequencies that can be excited
to produce a response in the structure. The frequency at which these occur are de-
pendent on the physical characteristic of the structure: the shape and the internal
properties, sti↵ness, mass, and damping. These characteristics also dictate the shape
the vibration takes when excited at a particular natural frequency, known as the natu-
ral modeshape. The modern approach to understand how these vibration frequencies
and modeshapes occur is to develop a combination of analytical modelling with field
testing and to correlate them against each other. The field tests analysis are quantified
using modal testing [3] which uses the vibration response data collected from exper-
imental tests to then extract the modal properties of damping, natural frequencies
and modeshapes. The modal model is then compared and correlated to the analytical
model.
The rest of this Section introduces the parameters that are important to modal
testing. An introduction of vibration as a single degree of freedom system and its
properties are then expanded to introduce multi-degrees of freedom systems. This
background then shows how it can be used to simplify the measurement of real struc-
tures that have infinite degrees of freedom. The modal testing process is then dis-
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cussed, which includes di↵erent excitation methods, the process to extract modal
properties and finally methods for correlation to enable the comparison to analytical
models.
2.1.1 Single degree of freedom
Real life structures rarely fall into a single degree of freedom (SDOF) model, but the
fundamental properties and characteristics of the SDOF approach can be scaled and
coupled with other models to understand more complex structures. In this Section
these characteristics are introduced and how they apply to modal analysis.
A SDOF system can be simplified to three components, a mass, a spring and a
damper (MSD) seen in Figure 2.1. The MSD model has a mass, m, the spring a
sti↵ness, k and a structural damping, h. In the cases considered here the damp-
ing characteristics of the structure are hysteric. This type of damping gives a closer
representation of real structures when testing. Hysteric damping is independent of
frequency for energy loss within the system [4] and provides the most simple solution
for the extension of SDOF theory to multiple degrees of freedom theory for modal
analysis.
Figure 2.1: SDOF model showing components: Mass, Spring, Damper(MSD)
Assuming that for small deflections the spring will have a linear relationship between
the force and displacement, and similarly the damper will have a linear relationship
between force and velocity. For large deflections these assumptions cannot be made.
The equation of motion for the MSD model seen in Figure 2.1, excited from an
harmonic excitation force of f(t)=Fei!t would have an expected system response of
x(t) = Xei!t and can be represented as [3]:
( !2m+ k + ih)Xei!t = Fei!t (2.1)
4
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where the structural damping, h, introduces a complex part, i, that adds phase cor-
rection to the velocity’s phase so that is in-phase with the force’s phase. As X˙ei! can
be seen as the di↵erential equivalent of i!Xei!t we can rearrange 2.1 to describe the
equation of motion in terms of velocity by replacing X with X˙/(i!) giving:
(!2m+ k + ih)
X˙ei!t
i!
= Fei!t (2.2)
this can then be rearranged to give the velocity response per unit force, know as the
frequency response function (FRF):
X˙(!)
F (!)
= Y (!) =
i!
k  m!2 + ih (2.3)
The FRF is e↵ectively a response model for a SDOF system where both the pa-
rameters velocity and force are complex to ensure both amplitude and relative phase
information is retained. Having the FRF in terms of velocity is known as the mobility
response function. Plotting the mobility against frequency can be seen in Figure 2.2,
this shows the absolute response and phase. The peak seen in the figure is located
at the frequency that gives the maximum system response, and this point is known
as the system’s resonant frequency. Another characteristic of the resonant frequency
location is the 180 degree phase change at this frequency. Both these properties can
be used to define a true natural frequency in a SDOF system. The width of the
peak is a function of the damping present in the system - the higher the damping
the wider the sideband of the peak, the lower the damping the thinner the sideband
of the peak. Analysis can be performed on the SDOF system to extract the modal
properties (natural frequencies, modeshape, damping and modal constant). This can
be achieved from SDOF extraction techniques such as the circle fit methods and the
line-fit methods [5] both of which use the real and imaginary parts of the response,
these methods are discussed later in Section 2.1.3. SDOF provides a useful method
to understand the properties of modal analysis and how they relate to each other. To
understand how this approach can be used for modal testing this analysis must be
extended to systems with multiple degrees of freedom.
5
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Figure 2.2: SDOF Mobility FRF, with m = 0.5, k = 50 and h = 1
2.1.2 Multiple degrees of freedom
The application of SDOF theory to multiple degrees of freedom systems (MDOF)
vibration models, provides an opportunity to demonstrate how this concept can be
used to analyse more complex structures. In this Section the SDOF model is used to
create a two degree of freedom system model, that provides the basis to demonstrate
a universal approach to MDOF modelling, used practically to perform modal testing.
Figure 2.3: Two degree of freedom system diagram, including 2 mass elements(m1,m2), 2 spring
systems (k1,k2) and 2 damping factors (h1,h2)
6
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Figure 2.3 shows a two degree of freedom system where each part of the system
has its own mass, m, sti↵ness, k, and damping, h, both parts are coupled together and
therefore have an e↵ect on each others movement. To understand how this system
would respond to the forces, f1 and f2, the equations of motion must be formed [3]:
m1x¨1 + (h1 + h2)x˙1   h2x˙2 + (k1 + k2)x1   k2x2 = f1 (2.4)
m2x¨2 + h2x˙2   h2x˙1 + k2x2   k2x1 = f2 (2.5)
this can be represented in matrix form:
"
m1 0
0 m2
#(
x¨1
x¨2
)
+
"
h1 + h2  h2
 h2 h2
#(
x˙1
x˙2
)
+
"
k1 + k2  k2
 k2 k2
#(
x1
x2
)
=
(
f1
f2
)
(2.6)
and then simplified into matrix notation:
[M ]{x¨}+ [H]{x˙}+ [K]{x} = {F}ei!t (2.7)
assuming harmonic excitation and with the same approach to SDOF hysteric damping
in Equation 2.1 we can reproduce the matrices as below:
[M ]{x¨}+ i[H]{x}+ [K]{x} = {F}ei!t (2.8)
Characteristics of the damped MDOF system can be achieved by considering the
condition of no excitation, this produces a response solution in the form of:
x = Xei t (2.9)
where the solution of   can be complex; this solution substituted into Equation 2.8
leads to the complex eigensolution that form the two matrices that contain the eigen-
vectors and the eigenvalues. The rth eigenvalue solution in its complex form can be
described as:
 2r = !
2
r(1 + i ⌘r) (2.10)
where !r is the natural frequency and ⌘r is the damping factor for the rth mode. The
eigensolution has the orthogonality properties whose solution can be seen in appendix
A. The orthogonal properties imply that the modal vectors are linearly independent
7
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and can be used in any vector space.
[ ]T [M ][ ] = [mr] ; [ ]
T [[K + iH][ ] = [kr] (2.11)
Where [ ] is the eigenvector matrix for the undampded system, which is equal to a
damped system when damping is linearly proportional: The modal mass and the com-
plex sti↵ness parameters are fully dependent on the normalisation of the eigenvalues
and they must satisfy:
 2r =
kr
mr
(2.12)
These are the same for the mass-normalised eigenvectors and their conditions:
{ r} = (mr) 1/2{ }r (2.13)
Now the general characteristic of MDOF system has been identified, these are used
to develop an expression for a forced response. Assuming a harmonic excitation, the
equation of motion based on the systems response as Equation 2.8 would produce:
 
[K] + i[H]  !2[M ]  {X}ei!t = {F}ei!t (2.14)
This rearranged for the unknown response X:
{X}ei!t =  [K] + i[H]  !2 [M ]  1 {F}ei!t (2.15)
can take the form of the response function in terms of displacement (known as recep-
tance)
{X} = [↵(!)] {F} (2.16)
where [↵(!)] is an NxN matrix of the receptance FRF and is the response model for the
system. This matrix must satisfy the same principles of orthogonality demonstrated
in appendix A as in Equation 2.11, to give:
[↵(!)] = [ ] [( 2r   !2)] 1 [ ]T (2.17)
where each element of the matrix contains ↵jk(!) that takes the form:
↵jk(!) =
NX
r=1
( jr) ( kr)
!2r   ! + i ⌘r !2r
(2.18)
8
Chapter 2: Literature Review
substituting Equation 2.13 into this, it takes the form:
↵jk(!) =
NX
r=1
( jr) ( kr)
mr(!2r   ! + i ⌘r !2r)
(2.19)
in this form it can be simplified to introduce a modal parameter, the modal constant
rAjk
↵jk(!) =
NX
r=1
rAjk
(!2r   ! + i ⌘r !2r)
(2.20)
where the modal constant represents the contribution for the rth mode from other
modes in the system. To be consistent with our SDOF example we can represent the
FRF in terms of velocity giving the mobility FRF as:
Yjk(!) = i! ↵jk(!) =
NX
r=1
i! rAjk
(!2r   ! + i ⌘r !2r)
(2.21)
This can be directly applied to the 2DOF example in Figure 2.1 by the choice of
arbitrary parameters for the first mass, m1=0.5 kg, sti↵ness, k1=10 N/m and the
structural, h1=1 and for the second mass. m2=0.25, sti↵ness, k2=40 N/m, and struc-
tural damping h2=1. It is possible to graphically represent the FRF using Equation
2.21 as seen in Figure 2.4. This shows the FRF system response of the 2 DOF in the
solid blue line, showing the 2 natural frequencies of this system. To understand how
the individual SDOF characteristics contribute to produce the the MDOF system,
the equivalent SDOF model for m1 is shown as the dashed red line and for m2 the
dashed green line.
9
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Figure 2.4: MDOF Mobility FRF, with m1=0.5, k1=10 and h1=1; m2=0.25, k2=40, h2=1. The
solid Blue line is the FRF for the 2DOF system. the dashed red is the individual contribution from
m1 and the dashed green line is the contribution from m2
Analysis of the MDOF was discussed to show how a matrix system can be developed
to represent any system. This approach can be extended to include the measurement
of engineering structures by using the measurement points of interest on the structure
to capture the dynamic response. A measurement point can be seen as a single degree
of freedom, that contributes to the response characteristics of the structure and to the
structure’s FRF matrix. As engineering structures in general have an infinite degree
of freedom the challenge for the vibration engineer is finding the balance between
capturing enough measurement points that su ciently represent the structure whilst
minimising measurement testing time.
2.1.3 Modal testing
Successful modal testing requires the measurement of the excitation force and the
measurement of the system’s response to this force (usually velocity, acceleration or
displacement). This force and response can then be used to create a FRF matrix to
represent the system’s response model, which with the use of Equation 2.21 means
that the system’s modal parameters can be extracted.
For successful modal testing to take place, considerations of the type of excitation
and the type of response measurement must be taken. It is then important to under-
stand which modal parameter extraction techniques is to be used and how this data
compares and correlates against existing theoretical models or other experimental
response models.
10
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Modal excitation
There are multiple ways to excite structures and these can be set into two groups: con-
tact and non-contact. Non-contact methods include electromagnets and laser pulses
[6, 7]. It is di cult to get an an exact and accurate measure of the input force from
these methods, so they were not used for testing within this thesis and therefore are
not discussed in detail here. The contact group include impact hammers and shakers
that can be powered through electromagnetic, hydraulics and mechanical means.
The most common method for modal testing is through an electromagnetic shaker,
where the shaker input signal is used to excite the magnetic field in a coil that then
is used to power the drive part of the shaker, normally attached to the test structure.
The input signal to the shaker can be a continuous signal (sinusoidal, random, sweeps)
or transient (pulse, chirp, bursts) which can be produced from a signal generator and
sent through an amplifier to power the shaker. The biggest benefit to using a shaker
is the ability to control the input signal’s frequency and amplitude, that provides a
controlled and customisable approach to excitation. To have a measure of the force
the shaker applies to the structure, a force transducer is attached to the structure
using a rod known as a stinger. Trying to use the shaker above the resonance of its
own excitation coils produces non-linear excitation of the force transmitted into the
structure and therefore the shaker has a useful frequency range that testing must be
applied within. This range can be overcome by choosing larger shakers.
Another popular method for contact modal testing is through the use of an impact
hammer. This is classed as a contact device but the hammer contact with the surface
is only at the moment of impact, meaning after the initial impact the test object
vibrates freely. Impact hammers have the force transducer built into the hammer
head to measure the force of the impact. The magnitude of the force is proportional
to the mass of the head, the larger the mass, the higher the force that can be applied.
The duration of the impact is in part what defines the useful frequency range
of this type of excitation [8, 9], the shorter the duration of the pulse the larger the
frequency range that can be excited. The duration of the pulse is dictated by the
sti↵ness of the hammer tip, where tips with high sti↵ness, such as metal, produce
much shorter pulses than that of rubber and plastic. The hammer tests o↵er a fast
way to perform modal testing over a range of frequencies and many measurement
points, but the accuracy of the testing is based on the skill of the vibration engineer.
The engineer needs experience to apply a force of approximately the same magnitude
for each impact. This impact has to be low enough to stay clear of any non-linearities
that can be introduced from high levels of impact force. Later in this thesis both
hammer and shaker tests are used. The hammer was used in an attempt to get close
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to free-vibration conditions for modal testing as possible and the shaker was used due
its ability to control both frequency and amplitude of the excitation.
Regardless of the method used for modal excitation the key quantity needed is an
accurate measurement of the force that can then be used with the system’s measured
response to extract the modal parameters.
Modal parameter extraction
The FRFs collected from modal testing have modal properties that can be extracted.
These properties are known as the modal parameters and include the resonant fre-
quency, the modal constant and the damping factor. To extract these parameters
from experimental data mathematical curve fitting and extraction techniques are ap-
plied to the data. These extraction techniques are then used to build a modal model
that describes the dynamic properties of the test object. Modal extraction methods
generally fall into either SDOF or MDOF techniques, which both have their appropri-
ate applications and benefits. This Section provides an overview of techniques used
in this thesis for modal analysis and outlines their benefits and their limitations.
SDOF curve fitting methods SDOF methods have the benefits of high accuracy
for each individual mode and are essential in cases of close modes to be analysed, the
two most popular techniques are discussed here, known as the circle fit method and
the line fit method.
The circle fit method: The circle fit method exploits the form the FRF takes
when plotted on the complex plane as seen in Figure 2.5, which plots the 2DOF
system from the previous Section (Figure 2.4). Plotting the FRF on the complex
plane forms a circle for each DOF in the system. The curve fitting process fits a
circle to the data points and uses the point of maximum absolute response to identify
the resonant frequency. The damping is calculated with an iterative approach, which
identifies linearities between frequency points either side of the resonant frequency as
a function of the resonant frequency. If the tests were performed within the linear
limits of modal testing, this value should be constant across all ranges of the iterations
and the constant value is the damping factor. Finally the modal constant is calculated
from the diameter of the circle fit. This process is then repeated for every mode to
be analysed in the system. This approach is particularly useful when the modes to
be analysed are close to each other or the analysis requires manual input from the
engineer. This method is used for modal analysis in Chapter 4.
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Figure 2.5: Nyquist plot of 2DOF from Figure 2.4, the blue crosses represent frequency points, the
2 red markers indicate the 2 natural frequencies of the system
The line fit / inverse fit method: Line fit method uses a similar approach to
the circle fit method but uses the reciprocal of the SDOF FRF (Equation 2.3), which
when plotted on the complex plane produces a straight-line. The method fits to the
experimental data and where the data intersects the imaginary axis (where the real
part is zero) identifies the damping factor. The process then curve fits the deviation
of the real part to the theoretical reciprocal FRF to extract the mass and the sti↵ness,
used to identify the resonant frequency. This approach is best for situations of real
modes and not when the modes are far apart, typically at least 6 data points above
and below the resonant frequency without using any data points that are on other
resonant modes. Again this approach is then repeated for every mode to be analysed.
This approach is used to validate the circle fit estimations in Chapter 4.
The long analysis time required for each mode and then again for each FRF
(over hundreds of FRFs for some testing) needed to be analysed means that other
approaches for large amounts of data are required.
MDOF curve fitting methods MDOF approaches provide much faster analysis
to extract both multiple mode parameter extraction and multiple FRFs at the same
time. Its approach is useful for structures that have closely coupled modes, where
contributions from the other modes would be missed form SDOF analysis. In prac-
tice a combination of both SDOF and MDOF need to be used as a way to provide
confidence in the analysis process.
Non-Linear least-square fit method: NLLS expresses the FRF as a series of
partial fractions to be solved as an iterative optimisation process, the solutions of
the coe cients from the partial fractions give the modal parameters. As with most
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iterative methods, this process needs a good initial estimate of the parameter locations
to be successful, provided through user interaction of the method.
Rational fraction polynomial: RFP is the most used method for modal extrac-
tion. It treats the FRF as a rational expression that can be expressed as a fraction
polynomial series. The solution to this series leads to the formation of a linear set of
equations, that solved provide the modal parameters. The approach provides rapid
extraction for multiple FRFs however requires many repeat analyses and checks to
ensure accuracy and to identify computational assumptions that create non-existent
results.
Another method for lightly damped structures uses series expansion curve fitting
that uses an undamped FRF expression as the weighting factor. This approach is
used for systems that have very low damping factors and not used in this thesis but
is mentioned for completeness.
Both NLLS and RFPMDOFmethods were used in Chapter 3 to identify the modal
parameters, this was supported by the circle fit method to valid modal parameters
that were analysed.
Correlation of modal data
Modern computer aided engineering software and finite element (FE) packages are
highly capable of predicting a structure’s theoretical vibration response model. Modal
testing is used to complement this activity by providing field data of the actual struc-
ture to build a modal model. Therefore there is a need to compare the theoretical
and experimental results in a quantifiable way that is representable of both sets of
models, this is known as correlation. Correlation is normally performed on the natu-
ral frequencies and the modeshapes of a structure; the natural frequencies to ensure
both models responses occur within the same excitation ranges; the modeshape to un-
derstand how the modal parameters (damping, sti↵ness and modal constant) of the
models contribute to the movement at each frequency. Both correlations are needed
to ensure there is no systematic errors in the theoretical modelling or the testing.
Doing only one correlation can provide misleading confidence as a high correlation in
natural frequencies does not automatically give a high correlation in modeshape.
An overview of the two correlation types, natural frequency excitation and modal
assurance criterion are given below.
Natural frequency correlation: The natural frequency correlation gives the de-
gree of correlation of the natural frequency data between the theoretical and experi-
mental datasets. It is not just the comparison of the frequency by frequency values,
but uses the correlated mode pairs (CMP). This gives a more representative correla-
tion by only comparing frequencies that have similar or matching modal properties.
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Figure 2.6: Example of correlation methods from experimental results from Chapter 3 captured with
an accelerometer: (Left) Natural frequency correlation. (Right) Modal assurance criterion (MAC),
Where set 1 is the experimental data and set 2 is the finite element data. Both data sets show what
would be expected from well correlated data, the natural frequency comparison show all frequencies
correlating on the gradient of 1 and the MAC results show all modes the gradient of 1 and high
correlation of over 80% for each mode.
The correlation fits a best-fit line to the frequency pairs. A correlation result from
accelerometer tests from Chapter 3 can be seen in graphical form in the left image
of Figure 2.6. If the frequency pairs match perfectly then the slope of the straight
line has a gradient of 1. If all the frequency pairs are close to the line-fit then it
is considered to be a good correlation and if a high scatter from the best-fit it is
considered a poor correlation. If the frequency pairs are close to the best-fit line but
the gradient is not equal to 1, this is still considered good correlation but suggests a
systematic problem in the test data or an assumption error in the theoretical model.
The natural frequency correlation alone is not enough to know the root of the errors
and assessment is usually complemented with the aid of the modal assurance criterion.
Modal assurance criterion: The modal assurance criterion (MAC) [10, 11] is
one of the key types of correlation used in modal testing. It measures the linearity
between two sets of paired modeshapes. A MAC is the general term that combines
two parameters used to measure correlation, the modal scale factors (MSF) and the
actual modal assurance criterion, where the correlation process gets its general name.
The contribution of the first parameter, MSF, does not provide any indication of the
quality of a fit to modes, but does give the slope of the correlation and is defined
from:
MSF (X,A) =
Pn
j=1( X)j( A)
⇤
jPn
j=1( A)j( A)
⇤
j
(2.22)
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this is equally valid in an alternative form that uses the experimental data set as the
reference set:
MSF (X,A) =
Pn
j=1( A)j( X)
⇤
jPn
j=1( X)j( X)
⇤
j
(2.23)
where  A is the analytical modeshape and the  X defines the experimental mode-
shape, n defines the number of DOFs within the datasets. The ⇤ indicates the complex
conjugate. The second parameter is the MAC, which provides a measure of the least-
squares deviation from the above slope. and can be defined by:
MAC(A,X) =
|Pnj=1( A)j( X)⇤j |2⇣Pn
j=1
 
 X}j{ X}⇤j
 ⌘⇣Pn
j=1{ A}j{ A}⇤j
⌘ (2.24)
or written in terms of the finite data sets from modal testing
MAC(A,X) =
  { X}T{ A}  2 { X}T{ X}  { A}T{ A}  (2.25)
This measurement produces a scalar quantity. When the modeshapes match perfectly
(i.e. when  A= X) the MAC (from Equation 2.25) provides a solution of 1 (100%)
giving the highest correlation possible. A MAC is usually represented in graphical
form as seen in the right image of the accelerometer data in Figure 2.6 taken from
the experimental data in Chapter 3.
In practice errors may appear from the testing or the theoretical models so that
a correlation above 90% is considered to be well correlated and above 80% as ac-
ceptable. Below 20% is considered non-correlation and less than 10% is judged to be
no correlation at all. Errors can contribute to poor modal correlation and can come
from a range of areas that include unexpected non-linearities in the test object, poor
measurements and poor extraction of modal parameters, and errors from the assump-
tions made for the theoretical modelling. Figure 2.7A shows the MAC results when
there is high correlation of where the frequencies of the mode shapes occur but poor
correlation of the mode shapes themselves and B shows an example of when there is
possible spatial aliasing in the results, non-linearities in the test structure, noise in
the data or a poor choice of DOF in the correlation.
The MAC can also be used before modal testing as a planning tool, where the
MAC properties are used to find optimal sensor locations (to avoid spatial aliasing
of measured data) and give an accurate estimate of the minimum number of mea-
surement points for a valid test [12]. Using the MAC as a planning tool can lead to
reduced testing times and more accurate test data. Both the natural frequency corre-
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Figure 2.7: A) a MAC where the mode shapes occur at similar frequencies but poor shape correlation.
B) a Mac showing an example of how the data may look with common data problems. Both images
are graphical reconstructions and not from real data
lation and MAC are used to assess the quality of the experimental data in Chapters
3 and 4.
2.2 Laser transducers for vibration measurement
Vibration measurement technology can be grouped into contact and non-contact de-
vices. Contact devices include accelerometers [13], contact vibrometers [13] and strain
gauges [14], all of which need to be physically attached to a surface where the vibra-
tions is to be measured. This contact can introduce errors through surface coupling
where the bonding / attachment to the surface can influence how the a structure
vibrates, producing unrepresentative data. These errors increase the smaller the vi-
brating object is. The cabling involved in these types of transducers makes them
unpractical for rotating devices or environments that could be hazardous, both for
hardware and personal safety.
Non-contact devices include optical devices, acoustic sensors/microphones and
capacitance probes. These devices all result in measurements that have no e↵ects on
the structures they are measuring. This thesis focuses on laser methods for vibration
measurements to allow a direct comparison of the di↵erent laser techniques used
to capture experimental data to other laser based devices. The laser techniques,
themselves can be grouped into two groups: single point techniques and multi-point
techniques. Single point devices have high temporal resolution capable of capturing
most excitation methods, but lack spatial resolution to capture relative instantaneous
phase. Multi-point devices have high spatial resolution, capable of capturing full-
field data at single frequencies (at the expense of a large data demand) but lack the
temporal resolution to separate and identify frequencies from anything other than
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single frequency excitation. The challenge for laser device development for vibration
measurement is to find the balance between spatial and temporal resolution to ensure
a system captures the best functionalities of both single point and spatial techniques.
The next two sections discuss di↵erent laser vibration transducers and their ap-
plications to vibration analysis and modal testing. The advantages and capabilities
of each technique is summarised and particular applications of laser transducers to
demonstrate each system’s abilities.
2.2.1 Laser Doppler vibrometers
One of the most popular laser transducers for vibration measurement are laser Doppler
vibrometers (LDV) [15]. LDV uses a focused laser beam to illuminate a single point
on a vibrating component. Using the Doppler shift between the reference beam and
the returning reflected light, from the illuminated vibration point, the velocity at that
location can be measured. More advanced LDV systems can move the measurement
point using mechanised mirrors to quickly move between other test points of interest.
LDV was developed further to introduce the concept of continuous scanning LDV [16]
that can measure thousands of test points during its scanning path. In this Section
the applications of LDV and scanning LDV to measure vibration and its applications
to modal analysis are discussed.
Single point laser vibrometry
The rapid development of LDV systems has proved LDV as a reliable measurement
device in industrial applications due to its high temporal dynamic range, over 10MHz
[15]. These applications extend from exploring di↵erent excitation methods [17–21] to
structural damage detection [22] and noise reduction in the automotive industry [23–
25] by using the system to measure acoustic intensity. Researchers at Ancona have
applied the LDV technique to understanding the dynamic characteristics of compos-
ites and health sector materials [25–28].
The fundamental set-up of LDV was developed further into a tri-axial LDV system
that enabled multiple axis measurements this captures three vectors from in-plane vi-
brations translated to the x, y and z components of vibrations. Bell et al [29] gave
detailed analysis of how multi-axis devices actually measure velocity and its limita-
tions, which led to an understanding of how LDV could be used to sense pitch and
yaw. These results from Bell’s research [29] have been used to adapt the tri-axial
vibrometer with mechanical modifications to the system and then applied to measure
torsional, pitch and yaw vibrations of rotating machines [30–33]. Bell’s research ex-
tended original work from Miles et al [34] in early torsional and bending vibration
measurement of rotating machines that used a dual beam system with 2 DOF. The
tri-axial LDV system provided cross-sensitivity that has a sensitivity over 6 DOF.
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Scanning laser vibrometry
LDV itself is a single point device and to measure other points, the device has to be
physically moved between points of interest. Developments of the original LDV have
brought the introduction of the scanning LDV (SLDV) [35]. Stanbridge et al [16, 36–
38] developed this approach to measure vibrations in rotating machines and turbine
blades, ranging from 0.1 m to 0.5 m in diameter. SLDV exploits the fact that the
point of measurement from the laser beam can be changed by mechanically controlled
mirrors that move the focused beam to points of interest, this stepped approach can
be seen in left image in Figure 2.8. The system can then be used to automatically
scan between as many points as required (limited by storage capacity and field of
view). SLDV’s adoption of a 3 beam system to allow multi-axis measurements [35]
has led to it replacing the single point LDV over the last 5 years in some applications.
This replacement is in part due to developments in signal post-processing and the
adoption of the technology for automated assembly line testing.
Figure 2.8: The di↵erence between measurements taken from stepped line scans (Left) and contin-
uous line scans (right) [32]
Signal processing developments of the SLDV signals led to continuously scanning
LDV (CSLDV) [32], shown in the right image of Figure 2.8. CSLDV has shown ben-
efits for both in-plane vibrations of structures (large structures and micro-structures
[39]) and rotating machinery such as turbine blades [40–45]. CSLDV continually scans
over a harmonically vibrating surface at a uniform speed where the LDV output is
modulated. The data envelope provides an operating deflection shape (ODS), the
response to the excitation force, as a function of time across the distance along the
chosen scan line. Scanning in this way dramatically reduces the data acquired by
LDV, as CSLDV uses polynomial extraction to calculate the vibration pattern from
the response data [46]. This increases the spatial resolution of the LDV technique to
compliment its existing high temporal resolution [47].
Di↵erent scan paths are used for particular applications [48, 49]. An example of
a conical scan path is seen in Figure 2.9, showing the laser path on the right and
the frequency domain result of single frequency excitation of a rotating disc on the
left, the sidebands in the signal are produced from the rotation of the disc. Conical
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scans are useful for rotating discs as the laser scan is synchronised to the relative
motion of the disc, giving a method to measure out-of-plane vibrations. Straight line
scans are typically used in beam structures, however, velocity discontinuities can be
introduced from straight line scans due to the change of direction at the end of each
scan. This can be reduced with the use of a sinusoidal path scan to ensure there is no
sudden change of velocity from the sudden change of direction of the scan. Martarelli
[48] describes that uncertainties of CSLDV measurements can be introduced from
when the scanning laser spot does not align with the spatial position of the control
software’s reference grid.
Both miscalibration of the system’s software and mechanics, and moving complex
shapes with many reference planes produce serious errors.
Figure 2.9: An example of a conical scan (right) the e↵ect of the scanning beam can be seen by the
sidebands in the frequency domain of the signal (upper left) [16]
Development of both software and firmware for control of CSLDV systems has
enabled complete automated vibration analysis of test objects [41, 50, 51]. These
developments allow faster measurement times and increased accuracy of the data due
to self calibration functions and test optimisation software. The benefits of these de-
velopments were demonstrated by Brehmer et al [51] where 441 points were measured
in 5 seconds of a 0.5 m square plate. This automation has been applied to damage
detection [52–54] as well as the detection of non-linearities brought by these damages
[55]. LDV, CSLDV have demonstrated, through their adoption and performance,
the essential part they play in vibration testing for both research and industry. Re-
search that focused on algorithm development and refinement [15, 32, 51, 56–59] over
hardware developments demonstrates the advanced role LDV devices play in laser
vibration measurement.
The LDV and SLDV have demonstrated their broad use and applications but
further developments in areas such as dynamic resolution and spatial resolution can
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further extend their applications [15]. The resolution for the majority of mechan-
ical applications is by far su cient; currently this resolution typically sits between
0.3 mm/s and 0.001 mm/s, this can be lowered further by increasing frequency band-
width of the Doppler system. Errors from the speckle noise can be overcome to an
extent through post processing and signal analysis [60]. The spatial resolution is lim-
ited by the fact that LDV and SLDV are single point devices. CSLDV provides some
solution to extend the spatial resolution by synchronisation to a single frequency [47].
By knowing the excitation frequency, the tracking frequency and the path, the system
can then correlate its mathematical path to the excitation frequency. The spatial data
is then extracted using polynomial expansion. When the data is not a single frequency
this is an issue; because the system can no longer cross-correlate the signals, and the
lack of parallel measurement means the relative phase between measurements points
is lost.
Multipoint laser Doppler vibrometry
Research in LDV and SLDV have developed systems which have increased spatial
measurement abilities [61–63] has led to LDV multipoint systems; this was normally
through either complex optics or what are e↵ectively multiple LDVs in a single hous-
ing. A notable development was by Kilpatrick et al [64] where researchers developed
a matrix laser vibrometer (MLV) that was a 16 x 16 parallel channel 2D vibrome-
ter. The MLV can be seen in Figure 2.10, where its parallel square array has in-
creased spatial resolution but retains all the temporal resolution of standard LDV.
The spatial-temporal resolution was demonstrated with sinusoidal chirp frequency
tests on a circular plate with frequency range of 1kHz to 50kHz exciting maximum
surface velocities of ±10 mm/s. The tests demonstrated that the MLV was su cient
to capture temporal data that shows how the material responded to the excitation
but also the complex waves in the frequency domain. These results from the MLV
demonstrate the benefits of measurements with a balance of spatial and temporal res-
olution and provide a benchmark to compare to other full-field techniques introduced
in Section 2.2.2.
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Figure 2.10: A 16 x 16 channel multi-pixel laser vibrometer developed by Kilpatrick et al [64]
Modal testing using laser Doppler vibrometers
As mentioned in Section 2.1 modal analysis is used to extract modal parameters from
vibration test data; that is then used to define the dynamic characteristics of a test
object. In this Section the application of LDV techniques to perform modal testing
is reviewed.
LDV has the widest and most successful applications to modal testing of all non-
contact devices and is also by far the most popular, in part due to its reliability as a
measurement device but also the development of the post processing hardware such as
decoders and data loggers. This made it possible for LDV to integrate with existing
software for vibration analysis and modal analysis for industry needs.
Single frequency tests
Modal testing researchers Ewins and Stanbridge focused their work on the industrial
applications of LDV and SLDV to modal testing. Martarelli & Stanbridge [16, 48, 65]
and Martarelli & Ewins [65] focused initially on the e↵ects of di↵erent scanning paths
and calibration of the system had on the accuracy of performing modal analysis.
Experiments were conducted on large square structures using di↵erent line scans and
were correlated against an FE model. When the paths were calibrated well both
natural frequencies and modal damping were calculated to an acceptable 5% from
theoretical models and over 90% for the MAC. When the paths were poorly calibrated
these increased to still within 5% for the natural frequency correlation but over 10%
for the modal damping and the MAC reduced to 60%. The paper demonstrated the
SLDV applications to modal analysis and extended what could be achieved using the
high sensitivity of SLDV measurement signal. The sensitivities identified in Martelli’s
work [65] was extended by Ewins & Stanbridge [46, 66–68] to understand how the
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continuous signals of the SLDV behaved during di↵erent scan paths. The analytical
components of the raw signal from SLDV could be exploited to extract the Fourier
coe cients and related to the modal parameters using polynomial extraction. The
research enabled the SLDV to work as CSLDV and extract the complex (real and
imaginary parts) of vibration to produce the operating deflection shape (ODS) of the
vibrating object. The ODS at 495Hz from one of these extractions can be seen in
Figure 2.11. The raw data was used to extract the eigenvectors of the test objects at
each frequency, but was not compared to a finite element model or other methods to
give a quantitative comparison of the modal parameters.
Figure 2.11: SLDV area ODS at 495 Hz from polynomial extraction of CSLDV data from [67]
The results from Standbridge et al [68] demonstrated the applications of the SLDV
and CSLDV on large plates that are usually of a simple shape. Di Maio et al [32]
applied CSLDV to perform modal testing on the tail cone of a LINX helicopter. Suc-
cessfully extracting the first 8 modeshapes of the tail cone, with the natural frequency
correlation to be within 0.5Hz of the analytical model and over 90% correlation of
the MAC. This research by Di Maio et al [32] enabled the modal properties to be ex-
tracted directly from the CSLDV data with polynomial extraction of the continuous
data captured. Polynomial extraction is a powerful tool but can fail if any unexpected
discontinuities appear on the scan path (eg. holes, high levels of damping), meaning
paths must be carefully selected and planned before any tests. Other industrial appli-
cations of CSLDV have ranged from loudspeaker parameter extraction [69], to noise,
acoustic and harshness applications [70], complete modal analysis of wind turbines
[71] and human skull modal characteristics [72].
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Multi-frequency tests / ring down tests
The applications described so far were limited to single frequency sinusoidal testing,
meaning that to capture true modal data stepped-sine tests, through ranges of fre-
quencies of interest, are needed; accumulating heavy data requirements and rigorous
(and time consuming) data analysis. Both Standbridge and Ribichini [73, 74] applied
the CSLDV system for impact modal testing, where the extraction of polynomial co-
e cients are used to extract the vibration data to perform modal testing. In both
cases the researchers successfully applied the technique to extract modal parameters
of a plate structure. The spatial benefits this approach brings does have limitations;
the scan-rate must be set short enough to allow a full scan to be completed before
the transient vibration is approximately the same as the noise floor.
Both the single point measurements of LDV and SLDV and the approach used to
extract vibration coe cients with CSLDV means that relative phase of multiple points
cannot be measured simultaneously, which make it impossible to capture the relative
phase of complex vibration waveforms. Kilpatrick’s [64] MLV overcomes this with the
introduction of 16 x 16 array and is used to measure a circular plate’s response to
sinusoidal chirp excitation. The MLDV tests were used to only identify the location
of first 5 natural frequencies of the plate but has the technical ability to be extended
to perform full modal testing to extract other modal parameters at these frequencies.
This Section has shown the applications of LDV for both general vibration mea-
surement and quantified modal analysis. In most cases LDV has been developed to
the same performance level as traditional contact devices. Their temporal resolution
allows the dynamic range to capture most industrial vibration needs, but generally at
a single point. The spatial resolution has been increased by the scanning techniques
and polynomial extraction; but this is mostly applicable to single frequency analysis
and any case where parallel measurement of multipoint is needed is of limited use.
MLV overcame these limitations but is currently limited to a 16 x 16 array. In situa-
tions and conditions that are within their wide remit LDV devices have shown their
diversity and accuracy.
2.2.2 Speckle pattern interferometry
Speckle pattern interferometry (SPI) can be used for non-contact measurement and it
is capable of full-field measurements of static or dynamic deformations of components.
SPI systems use an object beam to illuminate the component with a laser, a detector
then captures the interference between this object beam and a reference beam through
an interferometer. When the image of the object is compared with a reference image,
this produces a fringe pattern, where the fringes correspond to a deformation of the
object.
24
Chapter 2: Literature Review
There are three main techniques to perform SPI: time averaged methods, pulsed
and stroboscopic methods and high-speed SPI. Applications of each of these these
applied to vibration measurement and modal testing are described in this Section.
Time-averaged speckle pattern interferometry
The most common use of SPI for vibration measurement is time-averaged SPI, where
many period of vibrations are averaged over the detector’s exposure time. The phase
of the fringes produced are proportional to the wavelength of light used and the more
fringes that are visible, the more the test object has been displaced. Powel and
Stetson [75] reported the theory and application of full-field holography to measure
an object using sinusoidal excitation and was extended by the researchers [76] to de-
velop real-time full-field holography. Produced by introducing a holographic reference
image produced from initial conditions into the holography system. This reference
image then interfered with the Michaelson interferometry system to produce fringes
that would relate to the object’s shape of vibration. The real-time fringes were of
lower quality to that of non-real-time vibration measurement methods of the time.
Developments from Bulabois, [77] and Tiziani [78] for example, demonstrated with
appropriate considerations real-time analysis could be improved. Bulabois, [77] ex-
ploited the statistical properties of the speckle pattern through di↵erent apertures
to understand the modulation transfer functions that could produce a method for
measuring tilt angles which used a surface mapping technique to produce real time
time-averaged vibration images. Tiziani [78] improved the real-time applications by
introducing crystals that have electrical and electro-optical properties, bismuth silicon
oxide, Bi12SiO20(BSO). The crystal’s properties made it possible to temporally store
a reference image within the crystal, and therefore within the physical system, which
then interfered with the laser path to produce vibration fringes.
The developments of digital image processing for SPI [79, 80] meant modifications
to the physical system to store reference planes were not necessary. Digital systems
enabled SPI to develop both hardware and image manipulation technology. The real-
time fringe quality was improved by moving away from these examples of zero order
Bessel fringes, where after the first few fringes the visibility dropped dramatically.
Improvements by Creath [81] where the quality of the fringe contrast was improved
through the use of a vibrating reference mirror in the reference beam which introduced
a ⇡-shift. Figure 2.12 shows experimental results completed for this thesis of a time-
averaged system [81] with a phase-strained reference beam. This Figure shows a
boundary clamped circular plate (14 cm diameter) vibrating at 520 Hz, the first
resonant frequency of the plate. The fringes of vibration can be seen in the Figure,
where no movement at the outside of the circle and the fringes increase towards the
centre which is the point of maximum deflection.
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Figure 2.12: Experimental results of a boundary clamped circular plate vibrating at 520 Hz captured
with a time-averaged SPI with phase-strained reference beam
Fibre based SPI systems by Valera [82] strained the optical fibre using piezoelec-
tric material to give a similar phase change to improve the fringe quality without
mechanical means. Lockberg [83] introduced phase modulation into the SPI system’s
reference beam specifically for low amplitudes of vibration.
The diagnostic abilities of time-average SPI technique was used by a range of re-
searchers [84–94] and applied to engineering testing, including non-destructive testing
and vibration analysis and demonstrated the benefits of full-field analysis can bring
to these applications.
Understanding an object’s resonant frequencies and indications of the shape of
vibration can easily be captured by time-averaged SPI, but due to the time-averaging
process the phase information is lost and limited to harmonic motion. For SPI to be
used for modal testing this vibration phase must be retained accurately.
Pulsed and stroboscopic speckle pattern interferometry
Cookson at el [95] in 1978 introduced the concept of using double-pulsed lasers where
these pulses were short in comparison to the object motion. Their introduction e↵ec-
tively freezes the object motion to capture the vibration event as the camera captures
the vibration at each pulse through the vibration period. Pulsed generated fringes
have a cosinusodial profile rather than Bessel fringes from time-average SPI, making
it easier to analyse and give the understanding of the direction and magnitude of a
vibrating object. Santoyo [96] was able to capture both out-of-plane and in-plane
vibrations giving 3D measurements from a test object by the use of dual beams at
45 degrees from the measurement surface. Measurements include the vibration flow
and vibrating shapes at the measured resonant frequencies. The same e↵ect was also
applied with multiple cameras with known viewing angles as demonstrated by San-
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toyo and Pedrini [97]. Chambard et al [98] used the application of pulsed SPI for the
vibration analysis of plates, washing machine panels and turbine blades. Figure 2.13
show the measurements from Chambard [98] where a rectangular plate clamped at
two edges and the other edges are free. The left images are the undamped structure,
the images on the right are the structure with passive damping added. The upper
images are the vibration amplitude and the lower images are the vibration phase. The
amplitude and phase were used to produce the vibration flow and acoustic intensity
of the plates.
Figure 2.13: Amplitude and phase maps of a rectangle plate [98]
An extension of the pulsed SPI system that can then quantify both the amplitude
and phase of vibration can be achieved by the introduction of a known phase-shift
into the system [83, 99]. With the known phases measured by the system the objects
vibration deformation can be calculated and as with time-average SPI, phase-stepped
SPI has advanced with software developments that complement the hardware devel-
opment [100, 101].
The ability of pulsed and stroboscopic SPI to capture both vibration magnitude
and phase information has demonstrated its use in industrial applications. Its ability
to capture transient events is also of interest, but for full-field applications the fram-
rates are generally too low for the higher velocities of vibration. If transient events
are to be captured high speed SPI must be used that o↵er much higher framerates to
resolve the vibration data.
High-speed speckle pattern interferometry
Developing SPI to capture faster vibration events but keep the visibility needed for
high quality SPI requires relatively short exposure in samples or relatively small phase
changes per SPI measurement. Since these phase changes are directly proportional
to surface velocity, the solution requires the use of shorter exposures that translates
to higher frame-rates in detectors. This also requires development of high quality
phase-stepping techniques to ensure the quality and accuracy of measurements are
not lost.
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Brown [102] presented a method to use a 16 x 64 sensor array that continually
recorded with tape to perform HSSPI. The sensor could capture at 240,000 frames/s
but hardware limited the ability to perform accurate phase-stepping. Developments
in digital HSSPI by Moore [103] demonstrated the first use of high-speed cameras
for HSSPI, where transient vibrations could be captured. This was achieved using
a 45,000 frames per second camera (Kodak Ektapro 4540). These speeds were pos-
sible by reducing the pixel array to 64 x 64 from 256 x 256 (where 4500 fps was
the maximum frame rate), increasing the temporal resolution by reducing the spa-
tial resolution without sacrificing the system’s parallel measurement ability. Figure
2.14 shows Moore’s [103] system operating at 4500 frames/s and 256 x 256 pixels to
continuously capture a centre clamped disc vibrating at 198 Hz. The series 2.14(a)
to 2.14(f) show the fringes at increasing time incidents through the vibration period,
(a) shows the plate at maximum deflection then decreasing in amplitude through to
(d) that shows the disc at its neutral position, then increase to the opposite phased
maximum at (f). This research was extended by synchronising the camera to the
object vibration and a pulse-train over this vibration period would trigger the system
to capture a sequence of 4 images, 1 for each pulse. Figure 2.15a shows the fringe
pattern captured from the first pulse, a four bucket algorithm [104] was used on the 4
fringe patterns of the series to calculate the interference phase wrapped within ⇡ and
 ⇡ seen in Figure 2.15b. This phase is then unwrapped to give the amplitude seen
in Figure 2.15c that measures 1.3 µm at the white edges of the plate and zero at the
black centre, where it was clamped. The research was applied by Buckberry [105] to
measure the operating conditions of vibrating door panels.
Figure 2.14: Vibration fringes for circular test plate from 198 Hz vibration captured at 4500 frames/s.
Camera exposure not synchronized with object vibration [103].
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Figure 2.15: Results [103] that show: (a) Vibration fringes; (b) Wrapped phase and (c) Deformation
from camera exposure at 4500 frames/s synchronised with object vibration (image from [105])
Huntley [106] demonstrated a system that kept the spatial resolution associated
with SPI but dramatically increased the temporal resolution by synchronising the
camera with a Pockels cell to introduce a interframe phase-step. The system had the
ability to measure a theoretical maximum surface velocity of 67µm/s operating at
1000 frames/s with a detector with 239 x 192 pixels. The system needed a staircase
of four ⇡/2 phase-steps between each frame series, the accuracy of temporal phase-
step functions were complemented with more accurate phase unwrapping techniques.
Huntley demonstrated the stability of the proposed methods but was limited to low
amplitude applications, below 25 µm.
Developments with inter-frame phase-stepping techniques enabled Kilpatrick [107]
to extend HSSPI dynamic range with a faster high-speed CCD camera, with 1 x 256 pixel
array and a frame rate of 100kHz. The phase-stepping was completed using the Carre´
algorithm which extended the system’s measurable surface velocity to 3.2 mm/s, but
had a theoretical limit of 10 mm/s. MacPherson [108] applied this SPI system to
brake squeal analysis and transient analysis of plates, demonstrating the high dy-
namic range of the system. The system’s high spatial resolution captured vibration
deflection shapes that correspond to the resonant frequencies, as seen in the waterfall
plot in Figure 2.16. This Figure shows the FFT response from the temporal data
captured by Macpherson’s HSSPI array [108] against frequency, where the deflection
shapes can be seen at 117 Hz, 246 Hz, 566 Hz and 987 Hz.
Developments in complementary metal-oxide semiconductor (CMOS) cameras have
shown applications to vibration analysis [109]. CMOS cameras have the ability to al-
low the user to select the region of interest they require on the the viewing plane,
meaning the user can decide which pixels are used on the detector array for SPI mea-
surements. This gives SPI the ability to rapidly switch between full-field analysis and
then reduced sized arrays for higher frame-rate analysis. This was used by Wu et al
[1] to demonstrate high-speed SPI with a CMOS detector and is the technique used
in Chapter 3 for experimental modal testing. Wu demonstrated the use of a CMOS
HSSPI to firstly show the system perform full-field (1024 x 1024) time-averaged mea-
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Figure 2.16: A waterfall plot of the response of a circualr disk to transient excitation, showing the
FFT response across the linear array against frequency [108]
surements of a plate vibrating at 250 Hz at a framerate of 70 frames/s. The full-field
pixels of the CMOS camera were reduced to a linear array of 125 x 1 pixels to extend
the dynamic range to 33 kHz, that could measure a maximum surface velocity of
1.1 mm/s. The flexibility of the CMOS camera was further demonstrated by the use
of a second region of interest, where a 16 x 64 region with a corresponding framerate of
10 kHz. Wu explored the velocity limits of the interframe phase-stepping and showed
that a normalised velocity, the maximum surface velocity as a ratio of the maximum
Nyquist velocity VNyq, needed for minimum sampling, would be ±0.3 VNyq.
An alternative to interframe phase-stepping is spatial phase-stepping. This tech-
nique ensures at least two phase-stepped images are captured simultaneously by the
measurement system, either with the use of multiple cameras [97] or with a phase
grating [110–112] to create the required phase-stepped channels on a single detector.
The accuracy of the spatial phase-step is critical to the performance of the technique,
normally this step being ⇡/2. Barrientos [113] successfully used spatial phase-stepping
that was introduced by a holographic optical element (HOE) to capture transient re-
sponse of a 100 µs impact on a cantilever beam (280 x 120 mm, thickness 4.7 mm).
The HOE produced four ⇡/2 increasing orders on a single detector plane starting from
0 order to ⇡. Wu [2] used two binary phase gratings in both the object and reference
beams to create a two channel system on a single CMOS detector, this approach in-
creased the measurable surface velocity limit of Wu’s earlier work [1] from 0.3 VNyq
to equal the VNyq. This was demonstrated on a circular plate excited at 250 Hz at a
framerate of 20,000 frames/s over a ROI of 656 x 1 pixels that translates to an e↵ective
pixel length of 256 x 1 once both channels are combined to calculate surface velocity.
Wu also demonstrated the application of additional unwrapping to extend the velocity
range further, where in conditions of continuous acceleration multiples of 2VNyq can
be added to measurements that have exceeded the system limit. Wu demonstrated
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experimentally that the unwrapping surface velocities of 4VNyq and could be extended
by reducing the camera exposure. The experimental set-up demonstrated by Wu [2]
is used in Chapter 4 to perform transient modal testing and in Chapter 5 to measure
traveling waves. It is essential for the gratings in spatial phase-stepping to be well
aligned as any miscalibrations causes the system to have a significant reduction in
performance [2].
Any technique that uses speckle is subject to system errors [114] and SPI is no
exception. Davilla [115, 116] reports three sources of errors that cause phase problems
in HSSPI: intensity errors on, velocity errors, and speckle decorrelation, where care-
ful selection of phase algorithms can reduce these errors. The Carre´ algorithm was
shown to produce the lowest errors on average, but algorithms with a higher number
phase-stepped algorithms provide higher reliability for low stability of speckle and in-
tensity. The velocity errors can be significantly reduced by the system staying within
40% of the Nyquist velocity limit [117]. Environmental vibration induced errors are
discussed by Ruiz [118, 119] where conditions of high amplitude and low frequency
in testing requires an adaptive approach to phase-stepping. Any aliasing e↵ects can
be significantly reduced by increasing the framerate of the detector but a significant
contribution of these errors can be attributed to spectrum contributions from outside
of the phase-shifting algorithms, again the Carre´ algorithm was shown to be reliable
in the unwrapping process with a consistent low average error ratio.
Modal testing using speckle pattern interferometry
In this Section, applications of SPI to modal analysis are discussed. SPI itself is
a powerful tool for vibration measurement, resonant frequencies can be identified
quickly and the use of stroboscopic and phase-stepped SPI enables the relative phase
to be captured and resolved. The previous Section highlighted many applications of
SPI for vibration measurement to either identify resonant frequencies or to capture
full-field measurements of the operating deflection shape; this however is not always
taken further for complete modal testing to extract other modal parameters other
than the natural frequency.
Graham et al [120–122] used a pulsed SPI system and compared the results to LDV
and accelerometer measurements. The experimental data was correlated against an
FE model. The test object was a square plate and an ultrasonic block horn. The SPI
system showed the highest correlation with the FE results at 79%. The lowest corre-
lation was between the accelerometer and the FE results at 53%. However, this lower
result is most likely due to the surface ratio between the contact accelerometer’s sur-
face area 20 mm2 and the relatively small size of the block horn would likely produce
a coupling e↵ect that would give unrepresentative measured data. If these tests were
to be repeated with a modern (and much smaller) accelerometer, the comparisons
31
Chapter 2: Literature Review
of performance would likely improve. In each of the research papers the frequency
comparison was limited to two frequencies, so comparative results are limited.
Auweraer [123, 124] demonstrated the use of pulsed SPI for modal testing in the
automotive industry. The researchers used stepped-sine testing to capture a step by
step frequency full-field response of the test objects. The response was used with
the input force to create FRFs that were used by modal analysis to extract modal
parameters. The results were compared to accelerometer results and the natural
frequencies extracted each fell within 10% of each other, but the research did not
compare other modal properties. The paper highlights the use of SPI for capturing
accurate full-field data from single frequency excitation and indicates the need for a
system that can capture transient events to reduce measurement time. Romero [125],
Giraudeau [126], Morrison [127], Ozturk [128] and Martinez [129] used SPI to perform
modal testing on vibrating plates. In each case the researchers applied modal analysis
to extract the natural frequencies and to compare the operating deflection shapes, but
no further modal analysis is applied.
Most applications of SPI do not extract full modal parameters. It is usually used
with operating conditions to exploit SPI’s full-field ability to understand vibration
e↵ects on objects. The advancement of LDV techniques (and its compatibility with
existing post-processing hardware) made it the current industry standard for non-
contact modal testing; while similarly performing techniques such as HSSPI were
still developing. HSSPI applications have the benefits of parallel measurement, in a
relatively simple set-up, while reducing testing time and the ability to have full-field
analysis to quickly estimate resonant frequencies. However most applications of modal
testing with SPI have been for single frequency analysis, this is overcome in this thesis
with the application of the work by Wu [1, 2] and applying the systems to transient
modal testing [130, 131] to provide a high spatial and high temporal resolution for
faster modal testing.
2.2.3 Laser transducers to measure traveling waves
The complex behaviour of traveling waves can help understand problems with a sys-
tem’s operation or help detect damage [64]. New materials that are developed, such
as materials for active vibration control [132], have an increased chance of complex
vibration scenarios with the potential to excite traveling waves that need to be ac-
curately measured. However, traveling waves are di cult to quantify experimentally
[133]. This is in part because traditional approaches are based on contact transduc-
ers, which add a coupling e↵ect to the system and can then change the conditions
needed to excite a traveling wave. Also when the measurements are from a single
point system the relative phase between multiple measurement points is lost and this
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is required to fully understand the wave’s behaviour. Both LDV and SPI provide
a non-contact solution to observe traveling waves without any coupling e↵ects, and
with system considerations the ability to measure multiple points simultaneously.
Natural traveling waves occur from the resonant frequency’s two degenerate mode-
shapes, which possess a cosine part and a sine part [134]. In ideal conditions these
two degenerate modes occur at exactly the same frequency and which ever is more
dominant at that instant prevails. In real structures, due to minor non-linearities,
these two degenerate mode shapes occur at slightly di↵erent frequencies from each
other. When these two frequencies occur within 1Hz [135] there is a high chance these
frequencies couple together and their phase di↵erences can produce a traveling wave.
This is more likely to happen in lightly damped structures.
Work by Bucher [132, 133, 136] showed the adoption of both LDV and SLDV
systems to measure the response of traveling waves. Their motivation was to use
traveling waves as a method for propulsion and were trying to find methods to excite
pure traveling waves. These waves exist where only the complex part of the wave
equation exist and there is no standing waves where there is no real part of the
wave equation. The measurements were used as a feedback loop to optimise the
excitation profile to ensure only pure traveling waves were present in the test objects.
These measurements were used to update and optimise an analytical model for future
predictions. An LDV system was used to measure traveling waves in both beams
[133, 136] and annular rings [132]. These methods were based on measurements at
a single point, which means that tests must be repeated multiple times at di↵erent
scan rates to separate the traveling waves from the scanning rate. The di↵erent
responses were coupled together to understand the system’s vibration response at the
di↵erent locations along the test objects, further analysis was required to understand
if a traveling wave was present. To identify traveling waves with a single point system
requires the use of post-testing signal analysis and coupling, the most common way
is to use the modal complexity function (MCF) [3, 137] where multiple tests and
analysis of the data can provide the complexity of a response function and the level of
this complexity indicates the presence of traveling waves or not. MCF does not give
any quantitative details of the traveling wave, just an indication of their presence. A
technique called direction FRF(dFRF) can be adopted [138] to overcome this, which
normalises the FRF to provide the shape of a traveling wave. An extension of dFRF
called the directional spectral analysis [139] can be used to indicate the direction of
the traveling wave.
Standbridge showed that with appropriate scans with an SLDV system over mul-
tiple tests [49] that the direction of traveling modes could be identified. Stanbridge
[140] also demonstrated the use of a CSLDV to identify close modes likely to pro-
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duce traveling waves, with the use of repeat testing to extract polynomial series from
each scan achieved through stepped-sine excitation. All single point techniques re-
quire multiple testing and some form of post-processing to understand the presence
of traveling waves. The extra testing and post-processing can be overcome by use of
multipoint parallel measurements.
Kilpatrick [64] used MLV, e↵ectively a 16 x 16 array of LDV systems, to measure
the vibrations of a 90 mm diameter centre clamped disc of 6 mm. The plate was
excited with a sinusoidal frequency chirp with frequency range 1.0 kHz to 50 kHz where
Figure 2.17 shows the results of this. Column 3 shows the temporal measurement of a
traveling waves with increasing time down the column and is rotating anti-clockwise.
The frequency domain analysis in columns 4-7, give an insight into the identification
of some of the divergent modes that contribute to the creation of traveling waves.
Figure 2.17: Outputs of MLV testing, the velocity-time profile for the 2D velocity maximums in
column 1, coupled axisymmetric modes, column 2, and traveling waves (column 3). Frequency
domain analysis (columns 3-6) of the plate at incremental frequencies [64]
Smigielski [141] used a full-field SPI approach to measure the power flow of trav-
eling waves induced by two shakers at di↵erent points on a square plate. The shakers
were set to the first resonance of the plate at 127 Hz but were ⇡/2 out of phase form
each other to excite a traveling wave, the presence of the wave was determined by the
phase of vibration having a constant ramp in a clockwise direction.
Reeves et al [142] applied the research by Moore [103] to use HSSPI to the study
of brake squeal. The HSSPI system captured test data at 18,000 frames/s with
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64 x 256 pixels and 27,000 frames/s with 64 x 128 pixels, this high spatial resolu-
tion captured the fundamental traveling waves frequency of 3 kHz by exploiting the
system’s parallel measurement capability. The high temporal resolution of the HSSPI
system enabled the traveling wave fringes to be visually tracked over the captured
frames. This fundamental frequency contributed to acoustic problems associated with
brake squeal, the data was used to compare against an analytical models for future
design considerations. MacPherson [108] used an inter-frame phase-stepped HSSPI
system to perform similar analysis on brake systems. The system had a 100 KHz
framerate over a 1 x 256 pixel high-speed camera array, this can be seen in Figure
2.18 where the white line on the left image shows the measurement location. The
right image shows the measured displacement from the system, where the x-axis cor-
responds to the systems array and the y-axis is the frames captured, the maximum
displacement measured was 1 µm. The traveling wave was confirmed by observing the
vibration’s spatial phase across the pixel array in the frequency domain, showing a
constant slope and the analysis confirmed the 3 kHz fundamental resonant frequency.
Chapter 5 of this thesis extends the analysis of HSSPI to measure traveling waves and
demonstrate the ratios of standing and traveling waves.
Figure 2.18: Brake disc measurement using temporal phase-stepped HSSPI at 100 kHz from
Macpherson et al [108]
2.3 Chapter summary
This Chapter has given an overview of modal testing using laser transducers. The
fundamentals of modal testing and analysis was presented to give an understanding
of the techniques and technology needed to perform modal testing. A review of laser
transducers used to measure vibration response was presented. This included LDV
and SPI techniques, where the developments and limitations of the systems were
presented as well as their application to vibration analysis and modal testing.
This work is extended in this thesis with the use of temporal phase-stepped HSSPI,
in Chapter 3, and spatial phase-stepped HSSPI, in Chapter 4, to perform impact
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modal testing to extract beyond the natural frequencies and compare other modal
parameters to an FE model.
The applications of LDV and SPI techniques to measure traveling waves was pre-
sented and included applications for the successful identification of traveling waves
was discussed. Chapter 5 of this thesis extends this research to understand the ra-
tios of standing and traveling waves and the benefits parallel vibration measurement
brings to traveling wave analysis.
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Modal testing using HSSPI with
temporal phase-stepping
An inter-frame phase-stepped SPI system using a high-speed CMOS camera was used
as a multipoint vibrometer to perform modal testing on two test objects; a circu-
lar plate and two overlapping square plates. The extracted modal parameters were
correlated against an FE model and compared to the same tests performed with an
accelerometer. The CMOS system used was developed by Wu et al [1] and described
briefly in the next Section.
This application demonstrates the flexibility of the CMOS detector to select re-
gions of interest (ROIs) to enable full-field time-averaged measurements, and then
reduce the ROI to a selected region to capture time-resolved measurements sampled
at up to 33 kHz. The vibration data from the vibrometer was used to collect velocity
profiles of the test objects subjected to transient excitation and is presented in this
Chapter. These results will be compared to the industry standard methodology of an
accelerometer and discussed in the closing sections of this Chapter.
3.1 Experimental system
The system used was developed at Heriot-Watt University (HWU) by Wu et al [1] and
was introduced in Section 2.2.2. The schematic diagram of the experimental system
is shown in Figure 3.1 where the output from a diode-pumped, frequency doubled
Nd:YVO4 laser (single-frequency continuous-wave output at 532 nm with power levels
up to 5 W) was divided by a polarizing beamsplitter (PBS) into orthogonally linearly
polarised object and reference beams. Each beam was launched into the fast axis of a
highly-birefringent (Hi-Bi) optical fibre. The output power of the laser was maintained
below 500 mW in order to prevent damage to the fibre ends.
The principle of the system is based on HSSPI and makes use of a Photonfocus MV-
D1024, 8 bit, CMOS camera. This type of camera enables user-selected ROIs to be
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Figure 3.1: Schematic of experimental set-up. PBS polarising beamsplitter; P polariser; PM phase
modulator, L1 optional cylindrical lens; BS beamsplitter and ZL zoom lens.
defined and allows the user to switch easily from full-field time-averaged measurements
to smaller time-resolved measurements at sample rates of up to 70 kHz, when the pixel
rate is reduced to 1 x 4 pixels. Reducing the pixel line length compromises the spatial
resolution for higher temporal resolution.
The speckle pattern detected by the systems is known as an objective speckle
pattern. The average size of an objective speckle, generated from a region with the
diameter of D , is given by:
 x =
L 
D
(3.1)
where L is the distance between the viewing screen and object and   is the wave-
length of the light. The speckle is termed objective, because for a given illumination,
the scale of the speckle depends only on the position of the plane where it is viewed.
The object illumination is approximately collinear with the optic axis of the imaging
lens and camera, which is defined as the z-axis. The component of object deforma-
tion or displacement resolved in the z-direction produces a change in the optical path
length of the object beam, producing a change in the interferogram phase  (x, y, t)
and therefore the interferogram intensity. If such a speckle pattern is imaged onto the
screen by a lens, a subjective speckle pattern is formed. The spatial distribution of
this speckle is determined by the di↵raction limit of the imaging system. Subjective
speckle size is taken as the separation between the first two minima of the di↵raction
Bessel function and thus is dependent on the focal length f and lens aperture Da.
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The average size of an individual subjective speckle observed at the imaging plane
may be expressed as:
  =
 f
Da
(3.2)
The system detects any change in motion, of the test surface, as a change in the
interference phase and therefore a change in intensity, between laser light scattered
from the surface and the reference beam. For continuous wave illumination, the
interference intensity recorded by the CMOS detector at pixel (x, y) and at time tn,
integrated over the frame exposure te, is given by [1]:
In(x, y, tn) = IO(x, y)
⇢
1 +  Osinc
✓
 
2
◆
cos( O(x, y, tn)   R(x, y, tn))
 
(3.3)
where IO is the bias intensity and  O is the visibility of the speckle modulation (and
depends on the relative intensities of the two beams, their coherence, and states of
polarisation).
The object phase,  O, is the combination of a random speckle phase  O plus a
term proportional to the out-of-plane target deformation, (2⇡/ ) ⌘ wn, where   is
the wavelength of the laser and ⌘ is the interferometer’s sensitivity factor equal to
2 throughout this thesis. Temporal phase modulation requires a phase carrier to be
introduced to the interferometer in order to calculate  O from the interference signal.
Therefore, the reference phase,  R, includes a phase-step increment 2⇡n/N ,
 O(x, y, tn)   R(x, y, tn) = tan 1
✓p
[3(In In+1) (In 1 In+2)][(In In+1)+(In 1 In+2)]
(In+In+1) (In 1 In+2)
◆
(3.4)
where N is the number of steps per 2⇡-period of Equation 3.4. For N = 4, the inter-
ference phase is calculated from these phase-stepped intensity measurements of the
digitised speckle patterns using the well-known Carre´ algorithm [143], which is insen-
sitive to errors in the phase steps caused by linear surface motion. It is assumed that
the camera sampling rate is su ciently high that the surface velocity is approximately
linear during any four consecutive frames so that the phase at a given pixel can be
calculated from In 1 to In+2.
Images were transferred to a computer (PC) at up to 20,000 frames per second
via a camera link interface. A camera frame synchronisation signal was passed from
the PC to a staircase waveform generator (SWG) that generated a staircase voltage
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with N equal steps, each step synchronised to the camera frame rate. The SWG gain
was adjusted to produce phase steps of ⇡/2 radians in the reference beam during the
blanking period between frames in Figure 3.2. Figure 3.2(a) shows the variation in
mean phase-step size (calculated over all pixels modulating at greater than 5% of the
maximum theoretical modulation) for a sequence of phase-stepped frames recorded
with the test object stationary. The error bars show plus and minus one standard
deviation about the mean. Over all frames in the sequence, a mean phase step of
90.20  with a standard deviation of 9.85  was obtained and seen in Figure 3.2(b).
Figure 3.2: a) Interframe phase-step size plotted against the frame number and (b) phase-step
size distribution for all frames recorded for a stationary object with a frame rate of 33 kHz. (c)
Interframe phase di↵erence plotted against the frame number and (d) phase di↵erence distribution,
for the same image sequences as (a) and (b). Image from [1]
The phase di↵erence between each successive frame is given by:
 O(x, y, tn)  R(x, y, tn) { O(x, y, tn 1)  R(x, y, tn 1)} =   O(x, y, tn)+⇡
2
(3.5)
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where   O(tn) =  O(tn)    O(tn   1) is the change in phase due to the surface
deformation between frames and ⇡/2 is the applied phase step. Figure 3.2(c) shows the
mean phase di↵erence between successive frames (calculated over all pixels modulating
at greater than 5% of the maximum theoretical modulation) for the same sequence
of phase-stepped frames recorded with the test object stationary. Over the whole
sequence, a mean phase di↵erence of -0.002  with a standard deviation of 3.06  was
obtained seen in Figure 3.2(d).
Using the conditions imposed by the Nyquist limit, that there must be at least 2
samples per fringe period and a maximum phase change of ±⇡ in  O between any
two frames, this corresponds to a velocity limit of:
VNyq = ±  
2⌘ts

1⌥ 2
N
 
(3.6)
The upper and lower velocity limits correspond to the sense of the surface displace-
ment relative to the phase step imposed on the reference beam. Unless the surface
displacement is unidirectional and of a known sense, the lower magnitude value of
VNyq sets the practical velocity limit [1]. This phase di↵erence between the frames
given from Equation 3.5, without the phase step, is wrapped into the range -⇡ to ⇡
radians and then related to the surface velocity of the plate by:
w0(x, y, tn) =
VNyq
⇡
  O(x, y, tn) (3.7)
This approach to find the velocity eliminates the need for temporal unwrapping as-
sociated with displacement measurements, which can cause discontinuities within the
data. Rearranging Equation 3.7 gives:
w0(x, y, tn)
|VNyq| =
  O(x, y, tn)
⇡
(3.8)
The introduction of the temporal phase step gives a normalised surface velocity limit
that can be used to ensure that the data collected is within the system limits and
therefore reliable. This is the result of the Nyquist condition that the cosine term
from Equation 3.3 must be sampled at least twice per fringe. The maximum surface
velocity that can be reliably measured due to the four-step algorithm used with the
inter-frame phase step corresponds to a theoretical limit of ±0.5 but in practice ±0.3
is the typical practical maximum measurable surface velocity [1].
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The phase information can be numerically di↵erentiated to give the surface accel-
eration:
w00(x, y, tn) =
 
2⇡⌘t2s
 2 O(x, y, tn) (3.9)
where   O(tn) =  2 O(tn + 1)    2 O(tn) represents the rate of change in phase
di↵erence between frames. Rearranging Equation 3.9 yields the normalised accelera-
tion:
w00(x, y, tn)
2⇡f |VNyq| =
 2 O(x, y, tn)
2⇡2fts
(3.10)
Similarly, for the deformation, numerical integration can be applied down each column
to give:
w(x, y, tn) =
 
2⇡⌘ts
X
  O(x, y, tn) (3.11)
and again to normalise this to the Nyquist limit,
2⇡fw(x, y, tn)
|VNyq| = 2fts
X
  O(x, y, tn) (3.12)
If the system stays within its limits, it can be used to perform non-contact multipoint
modal testing and has the ability to measure transient events.
3.2 Simulation work
To model the e↵ects on system performance of multi-frequency excitations, a Matlab
simulation was developed. The model used the characteristics of the experimental
system in Section 3.1 to simulate a 250 x 1 pixel line fringe pattern generated using
Equation 3.3. The multi-frequency vibration introduced the following equation:
w0(x, tn) =
2⇡⌘
 
w0
MX
m=1
2⇡fmsin(2⇡fmtn)sin(2⇡xKm) (3.13)
Where fm is the frequency of the object’s multiple resonant frequencies: 98 Hz, 211
Hz, 248 Hz, 458Hz and 552 Hz. Km is the spatial shape of the resonant frequency fm
captured on the camera array, x, corresponding to the frame time tn. The vibration
amplitude w0 was defined in terms of the maximum normalized surface velocity for
a given interferometer arrangement (  = 532 nm, ⌘ = 2 and ts, proportional to the
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Nyquist limit VNyq seen in Equation 3.7). The normalised velocity was set to 0.2VNyq.
The model produced the simulated intensity fringe pattern from this excitation seen
in Figure 3.3. The fringe pattern can then be used to calculate the inter-frame phase
distribution using the Carre´ algorithm (Equation 3.5) seen in Figure 3.4. Unwrapping
the phase and using Equation 3.8 the normalised velocity response can be calculated
to produce Figure 3.5, which shows the di↵erent velocities across the array varying
with time. The multi-frequencies can be seen from the constructive and destructive
wave pattern produced in Figure 3.5.
To have the results in the frequency domain an FFT transform was applied to
the velocity to produce the spatial-frequency profile that can be seen in Figure 3.6
which shows the spatial shapes of the excitation and their location in the frequency
domain. The models are to represent and validate the Matlab code for multi-frequency
analysis and its reliability for post-processing of the fringe patterns that is used for
the subsequent experimental tests and was not for quantative analysis.
Figure 3.3: Multi-frequency simulation of intensity array for each frame, amplitude of 0.2VNyq
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Figure 3.4: Multi-frequency simulation of wrapped phase array for each frame, amplitude of 0.2VNyq
Figure 3.5: Multi-frequency simulation of velocity array against each frame, amplitude of 0.2VNyq
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Figure 3.6: Multi-frequency waterfall plots showing velocity & displacement pixel arrays against
frequency, amplitude of 0.2VNyq
3.3 Sound pulse excitation
To demonstrate the system’s performance and understand its ability to perform modal
testing, introductory tests were conducted. These tests were to show the system
capturing single frequency excitation and multi-frequency excitation. These initial
tests were conducted using a circular plate clamped at its centre and excited by
a small loudspeaker attached to a function generator. Non-contact excitation was
chosen to ensure the system would provide a response that is representative of a
modal ring down test from a modal hammer and to give results closer to the pure
natural frequencies of the test object as introduced in Section 2.1.3. This type of
excitation does limit the dynamic range that can be excited as acoustic excitation
limits the force that can be transmitted into the object. The test object, excitation
method and results are described in the following sections.
3.3.1 Test setup for acoustic excitation
The test object used was a centre-clamped, 14 cm diameter, circular aluminium plate
of 1 mm thickness. A retro-reflective coating was applied to the front of the plate to
enhance the surface’s optical reflection. The plate was excited by a small loudspeaker
(impedance rating of 8⌦), the signal for the speaker was produced from a function
generator and the loudspeaker was placed behind the plate. The SPI system used to
measure the velocity response as Section 3.1, and was positioned and focused with full
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field ROI (1024 x 1024), then reduced to 1 x 250 for testing to increase the maximum
surface velocity.
The plate was subjected to 5 di↵erent excitation signals from the loudspeaker. The
first 4 were single frequencies at the same magnitude (5 V), the fifth excitation was
a pulse (500 µs pulse at 3.2 V). The single frequencies used to excite the plate were
101 Hz, 201 Hz, 242 Hz and 545 Hz. These frequencies were chosen by using full-field
SPI to observe the response of the plate to a range of individual frequencies from
80Hz to 600Hz, the frequencies with the highest fringe density showed the location of
a natural frequency, and occurred at the mentioned frequencies.
The pulse excitation from the loudspeaker was set to the shortest pulse possible
on the frequency generator 500 µs, which theoretically excites a frequency range of
up to 2 kHz if all the energy is ideally transferred. The voltage used to excite the
loudspeaker was 3.2 V, lower than the single frequency excitation as the coupling e↵ect
of the individual velocities from each frequency would go through the dynamic range
of the SPI system. An iterative approach was used to find the maximum excitation
of 3.2 V for the loudspeaker.
The CMOS camera ROI was set to 1 x 250 to increase the sample rate of the
detector and the array’s location relative to the plate can be seen in Figure 3.7a,
which shows a line overlaid upon a full-field (1024 x 1024) time averaged SPI image
of the plate vibrating at 242 Hz. The 1 x 250 array from the camera was acquired
via a PC that captured a maximum of 5000 samples (the physical limitation of the
DAQ bu↵er size) and then processed using Matlab code. This code calculated the
velocity using the theory from Section 3.1 and the deflections shapes to understand
the vibration response of the system.
Paramater Value
Camera frame rate 33 kHz
Line length 1 x 250
Max Velicity 2.16 mm/s
Table 3.1: Summary of HSSPI parameters for testing in Section 3.3.1
3.3.2 Single frequency excitation
The Matlab code resolved the phase measurements captured from the SPI system and
calculated the corresponding velocity, this time-resolved data can be seen in Figure
3.7 where the y-axis is the time-data captured (i.e. the data from each frame of the
camera) and the x-axis is the 1 x 250 array from the CMOS detector, positioned at
the the white line in Figure 3.7a. Figure 3.7 shows the calculated velocity from the
array data with the plate excited at 242 Hz. The image shows how the centre of the
image is a nodal line (a point of no movement) and the edges are moving sinusoidally
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out of phase from each other. This nodal region would correspond to the full-field
SPI system image (Figure 3.7a) where the fringes correlate measurements from the
HSSPI system.
(a) Full field SPI (b) Multipoint vibrometer velocity measurement
Figure 3.7: Full field SPI image of the circular plate vibrating at 242Hz; the white line highlights the
position of the 1 x 250 array for data capture and the corresponding time domain results of 1x140
pixels from an excitation with the single frequency 242 Hz single frequency (normalised to HSSPI
limit)
Applying the fast Fourier transform (FFT) to the time domain data in Figure 3.7
gives the vibration data in the frequency domain. This is a spatial distribution of the
frequency component of the vibration data. This is represented in the waterfall plots in
Figure 3.8 showing the absolute values of the deflection shapes at their corresponding
frequencies. The deflections shapes correspond in both shape and frequency with the
simulated analysis and the full-field SPI system observations.
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Figure 3.8: Deflection shapes from single frequency excitation
3.3.3 Pulse excitation
The preliminary results from Figures 3.7 and 3.8 give a baseline for comparing the
system’s performance at capturing transient vibrational excitations of an object. An
500 µs top hat square pulse was sent to the loudspeaker to excite the plate and
the CMOS SPI system captured the response data. Figure 3.9 shows the captured
intensity (a) and the calculated normalised velocity (b). Again the y-axis is the
time corresponding to the frame captured by the system and the x-axis shows the
corresponding pixels of the detector array. Evident in each of the calculated data sets
(b) is the presence of the ring down e↵ect that a pulse excitation would have, the
larger deflections appearing at the top of the images (the instance of the pulse being
applied) and the deflections tending towards zero near the bottom of the images (the
end of the sample time).
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Figure 3.9: Time resolved data from 500µs pulse (a) intensity, (b) normalised velocity
Figure 3.10: Waterfall plot of deflection shapes over the ROI vs Frequency from 500µs sound pulse
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The application of the FFT to the time domain data gives the spatial-frequency data
that is plotted in Figure 3.10. Comparing this directly with Figure 3.8 both the
frequencies and the deflection shapes correlate to what was captured in the single
frequency trials.
Figure 3.10 shows that the higher frequency responses appear much weaker than the
lower frequencies. The waterfall response at higher frequencies is a limiting factor of
using sound as an excitation method: the transmissibility of the air pressure to excite
the test object is low, reducing the range of resonant frequencies that can be excited.
These tests have extended the simulation work and demonstrated that the system’s
ability to measure transient events and the use of the Matlab code to process the
data, but the excitation needs to have a higher force throughout the frequency range
to be useful for modal testing applications.
3.4 Test object for modal testing
The system used in Section 3.3.1 was used to perform modal testing on a new test
object: these tests were developed as part of a collaboration with the Atomic Weapons
Establishment (AWE). The test object comprised of two plates bolted together at one
edge with an overlap of 25 mm, as shown in Figure 3.11. The objects was chosen to
produce initial results that could be used as a basis to extend the analysis to more
complex structures with overlapping joints. Each plate was 100 mm by 100 mm by
3 mm and made from an aluminium alloy and suspended from the outer corners
using rubber ties to simulate free-free boundary conditions. The HSSPI vibrometer
results were compared to the results collected at the AWE’s test facilities with an
accelerometer. The tests were conducted using the two plates and the excitation was
achieved using a modal hammer, then the data sets were compared and correlated
against an FE model: both the HSSPI and accelerometer results were compared to
the same finite element model.
The first 10 natural frequencies were calculated in ANSYS using a CAE model
of the test object. These frequencies can be seen in Table 3.2. The AWE’s modal
test planning software, Optiset [12] used the FE model to calculate the points least
likely to cause modal spatial aliasing, points that give a true representation of the
vibrations without introducing errors through such things as nodal points. The best
29 ranked points were used for the test locations: these can be seen marked in Figure
3.11, with the circled point of 5181 calculated as the best excitation position, most
likely to excite pure modes with little contribution from modal spatial aliasiing. Due
to the theory of reciprocity, if the excitation is measured at say point 5181 and the
force at point 869, it would produce the same measurement data as measuring the
force at 5181 and the response at 869. Meaning the tests can either be completed
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Figure 3.11: Test object consisting of two square plates (100mm x 100mm x 3 mm) with an overlap
of 25 mm with the back plate edge indicated by the dashed line. The plates were held together with
3 5mm bolts. The 29 measurement points are marked. The origin point is marked in red and the
positive directions for measurement points are shown
The exact measurement positions are in Appendix B.
using the response only measured at 5181 and excite all the other points individually
as the accelerator testing in this chapter testing or excite point 5181 individually and
measure the response from the di↵erent measurement points for each excitation, as
with the HSSPI in this chapter. The exact geometric positions of the points used on
the plate can be seen in Appendix B.
Mode Frequency (Hz)
1 182
2 238
3 476
4 553
5 777
6 875
7 911
8 1008
9 1264
10 1327
Table 3.2: First 10 natural frequencies of the two overlapping clamped plates
3.4.1 Accelerometer tests and results
The accelerometer tests were performed at the AWE’s test facilities. The accelerome-
ter (Endevco 2250AM1-0) was fixed using wax to point 5181 and the modal hammer
(BK8203) excited each of the test points individually and the the FRF data from each
of these points was recorded, each point was repeated three times to achieve a moving
average response. The modal analysis files, FRF data sets, were saved and processed
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in Modal analysis software, ICATS Modent, was used to extract the modal data from
the FRF data sets, using the modal extraction techniques from Section 2.1.3. The
modal data was then used with ICATS Modesh to correlate against the FE data.
A typical FRF from the accelerometer data can be seen in Figure 3.12 this is
the drive point FRF when the response and excitation measurement point are both
at 5181, where the resonant frequencies can be seen from the peaks in the data
and the phase change of 180 degrees in the phase. Figure 3.13 shows the output of
this correlation. The correlated mode pairs for the natural frequencies correlation is
shown on the left and on the right is the resulting modal assurance criterion (MAC). As
expected from a developed and standard measurement process, the accelerometer FRF
results provided accurate measurements with high sensitivity over a wide frequency
range, demonstrated by the high correlation against the FE results in Figure 3.13.
Figure 3.12: Drive point FRF from accelerometer position 5181 and excitation position 5181 showing
the FRF response (upper image) and the corresponding phase (lower image)
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Figure 3.13: FE and accelerometer modal data correlation, (Left) Natural frequency comparison.
(Right) MAC
3.4.2 Multipoint vibrometer tests and results
As opposed to a fixed response point and moving the excitation position, the multi-
point vibrometer tests were conducted by keeping the excitation point fixed in a single
location and changing the pixels of the camera to capture the di↵erent response points.
Point 5181 was used as the fixed excitation position and six ROI were identified to
capture the test data. Each of the test points related to a pixel on the CMOS detector
and employing the ability of the detector to examine user-defined ROI, the relevant
pixels were selected and the vibration response captured at these coordinates, each of
the test lines were 1 x 256 pixels long. Both the excitation point (5181) and the six
ROI for the test used are highlighted in Figure 3.14. The test object was suspended
just as in the accelerometer tests and the response was measured using the HSSPI
system described in Section 3.3.1.
Paramater Value
Camera frame rate 20 kHz
Line length 1 x 256
Max. Velocity 1.31 mm/s
Table 3.3: Summary of HSSPI parameters for modal testing in Section 3.4.2
53
Chapter 3: Modal testing using HSSPI with temporal phase-stepping
Figure 3.14: Test object with 7 ROI and the excitation point marked
For each excitation the ROI of interest was selected for each line shown in Figure
3.14 and the measurement system was triggered from the modal hammer’s impact
signal. The ROI was then moved to the next line to repeat the test process. The
force data was recorded on a digital oscilloscope and the CMOS detector’s signal
was captured in a Labview acquisition environment. Both data sets were imported
to Matlab to create the FRF files, and Matlab scripts were created to convert this
response data into the correct ICATS format for modal analysis.
The output from the multipoint vibrometer was processed in Matlab to extract
the quantified response measurements. The output data from the HSSPI is an array
(1 x 256 pixels) of intensities varying with time as can be seen in Figure 3.15aa, where
each horizontal row represents a frame capturing an ROI from the camera and is a
measure of the intensity. However, the line length was reduced to 1 x 160 as the
intensity strength at the edges of the full line had low intensity values leaving data
with high noise. The intensity is processed within Matlab using the same process
used in 3.3.1 to calculate the surface velocity of the plate, Figure 3.15b, where the
ring down e↵ect from the impact can be seen down each of the parallel columns.
A fast Fourier transform (FFT) is applied to give the two data sets in the frequency
domain which are used to produce the Mobility FRF function. Figure 3.16 shows the
waterfall FRF of the data from Figure 3.15. Showing the FRF in this way enables the
operational deflection shapes (ODS) to be quickly seen and the resonant frequencies
quickly identified. In this case they are 96 Hz, 211 Hz, 248 Hz, 458 Hz, 552 Hz, 724
Hz, 860 Hz and 906 Hz. Each pixel that is related to a test point is then converted into
ICATS format (CRD & FRF files), using the Matlab scripts developed so they can
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(a) Intensity against frame number (b) Normalised velocity against frame number
Figure 3.15: Vibrometer output Signal
be read and processed. As with the accelerometer data, ICATS Modent was used to
extract the modal data and ICATS Modesh was used to correlate the results against
the FE data. The results can be seen in Figure 3.17 and 3.18 which correspond to
16 and 21 coordinates respectively, which are the same points as the accelerometer
data for direct comparison. Again, the natural frequency comparison is on the left
and the MAC on the right. The results show that the HSSPI is capable of producing
high natural frequency correlation against the FE results, but although the MAC has
some degree of correlation, there are sources of errors not seen in the accelerometer
results.
Figure 3.16: 3D FRF of vibrometer results from an ROI with resonances shown
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Figure 3.17: FE and 16 point multipoint vibrometer modal data correlation, (Left) natural frequency
comparison. (Right) MAC
Figure 3.18: FE and 21 point multipoint vibrometer modal data correlation, (Left) natural frequency
comparison. (Right) MAC
3.5 Discussion
The experimental results for the multipoint vibrometer (Figures 3.17 and 3.18) demon-
strated that the system can produce a good natural frequency correlation, the range
was lower than similar accelerometer results but has the same degree of correlation
over its shorter range. The multipoint vibrometer system had a smaller data acqui-
sition bu↵er length (a current hardware limit of 5000). This bu↵er length restricted
the frequency range and frequency resolution of the measurements, i.e. 8 natural fre-
quencies and 6.6 Hz resolution that the vibrometer could measure in its usable range
compared to the 12+ from the accelerometer at 0.5 Hz resolution. However, this is a
technical restriction that can be resolved with the introduction of new hardware with
a larger bu↵er capacity of 20000 to reach a 1 Hz resolution. The MACs in Figures 3.17
and 3.18 show that the system produced correlated modal results although currently
of inferior quality to the accelerometer results, Figure 3.13.
Unexpectedly, the 16 point correlation produced a higher quality of MAC than
the 21 point correlation: usually decreasing the number of test points increases the
chance of spatial aliasing errors.
To understand this the raw velocity data was investigated. Figure 3.19b shows
the velocity calculated from a single column of the multipoint vibrometer and the
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corresponding data from a Polytec single point vibrometer recorded in a subsequent
test with a comparable force level. Both signals ring down after impact as expected,
but the single point vibrometer measurement shows a measured velocity of 3 mm/s,
well in excess of the 1.4 mm/s velocity limit of the multipoint system. (The velocity
limit for the multipoint system is set by the Nyquist limit for sampling the interference
signal, [1, 107]).
(a) Polytec vibrometer velcity signal (b) Multipoint vibrometer velocity signal
Figure 3.19: Comparison of captured velocities
It is evident from Figure 3.17 that the natural frequencies can be accurately ex-
tracted from the discontinuous data, but the recovered modeshapes have errors in-
troduced, as well as possible distorted phase data, leading to a poorer MAC. It was
determined that the experiments reported were already at the lowest force input
achievable in practice, and that reducing the force input for these trials would sim-
ply reduce the signal to noise ratio of the recovered velocity signal. This reduction
in force wouldn’t address the significant issue of the multipoint vibrometer’s maxi-
mum velocity limit, and to continue with modal testing the dynamic range must be
increased.
3.6 Chapter summary
This Chapter has shown the application of a temporal phase-stepped high-speed SPI
multipoint vibrometer system for modal analysis for the first time. The multipoint
vibrometer results showed promising results especially with the production of the op-
erational deflection shapes and resonant frequencies quickly over user-defined ROIs.
However, the calculated MACs were shown to contain larger errors than for the ac-
celerometer tests due to the much lower surface velocity measurement range of the
multipoint system.
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The next Chapter will focus on using spatial phase-stepping techniques to increase
the measurable surface velocity by a factor of three in an attempt to improve the MAC
quality and demonstrate the vibrometer’s suitability for general modal analysis.
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Modal testing using HSSPI with
spatial phase-stepping
With the knowledge gained from the temporal experiments in the previous Chapter
the HSSPI’s dyanmic range must be increased to improve the quality of the modal
analysis. This increase was achieved through a spatial phase-stepped system that has
three times the dynamic range of the temporal system. The spatial phase-stepped SPI
system used a high-speed CMOS camera as a multipoint vibrometer which increased
the velocity from ±0.3 ⌫Nyq to ±1.0 ⌫Nyq, a velocity of 2.7 mm/s. To ensure the system
stayed within its measurable velocity limits the maximum velocity of the excitation
was restricted. The hammer tip and its force gauge was fixed to an electromagnetic
shaker that provided finer control to limit the input pulse for impact excitation. A
single point LDV measured the velocity at the excitation point, and any measured
excitation from the shaker pulse that gave a velocity response higher than 2.5mm/s
was rejected and repeated until a measurement was taken within this range. These
conditions and the faster measurement capabilities of the spatial system was used to
repeat the modal testing seen in Chapter 3 on the two overlapping square plates with
impact excitation.
This Chapter describes the set-up of the spatial system used to perform the modal
testing and includes simulations of the spatial system for vibration analysis. The re-
sults of the modal testing are compared to an FE model and the temporal experimental
results and then discussed in the close of this Chapter.
4.1 Experimental system for experiments
The spatial HSSPI system used for modal testing was developed at Heriot-Watt Uni-
versity (HWU) by Wu et al [2] and was a development of the temporal system in
Section 2.2.2.
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Paramater Value
Camera frame rate 25 kHz
Line length 1 x 656
Max. velocity 2.77 mm/s
Table 4.1: Summary of HSSPI parameters for modal testing in Section 4.1
The schematic diagram of the experimental system is shown in Figure 4.1, where:
the output from a diode-pumped, frequency doubled Nd:YVO4 laser (single-frequency
continuous-wave output at 532 nm at power levels up to 5 W) was divided by a
polarizing beamsplitter (PBS) into orthogonally linearly polarised object and reference
beams. Each beam was launched into the fast axis of a highly-birefringent (Hi-Bi)
optical fibre. The output power of the laser was below 500 mW in order to prevent
damage to the fibre ends. Two gratings are placed before each of the beams enter the
beam splitter (BS) as seen in Figure 4.1. This has the e↵ect of splitting the beams
into a two channelled system. The two gratings were calibrated to have a phase
di↵erence of 90   from each other: meaning each channel that was separated by the
gratings captures complementary intensity data during the vibration period. The two
identical binary gratings had a nominal pitch of 38 µm. The phase modulation depth
of the gratings was originally designed to suppress the 0, ±2, ±4, etc. di↵racted orders
at 532 nm for a shape measurement illumination system that projected interference
fringes between the +1 and -1 di↵racted orders.
The physical set-up of the optics is similar to that used in temporal phase-stepped
HSSPI and used the same CMOS camera, with the user-defined ROI ability described
earlier. The di↵erence between the two systems was how the system introduces phase-
stepping. The previous Section used temporal phase-stepping to resolve vibration
data by capturing a minimum of four images per vibration cycle and used the Carre´
algorithm to calculate the phase to then extract the velocity. The Nyquist sampling
frequency limits the maximum velocity the temporal HSSPI system can measure. This
velocity limit can be increased with the use of spatial phase-stepping, which enables
SPI to act as a dual channel system with a fixed phase step between the two channels.
The spatial phase-step removes the sampling per cycle limitation the temporal system
had, allowing faster velocity to be captured. The PM in the system is only included
for calibration of the system, but this is not used for operation of the HSSPI system.
The system similarities of the spatial and temporal system can be seen in Figure
4.2, which show the spatial system’s dual channels capturing vibration data with the
use of temporal phase-stepping. The two channels can be clearly seen in 4.2a which
shows the intensity across the array of the detector and the frame number running
down the image. Figure 4.2b shows the calculated phase from the Carre´ algorithm
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Figure 4.1: Schematic of Spatial phase stepped HSPI experimental set-up. PBS polarising beam-
splitter; P polariser; PM phase modulator (used for calibration only), L1 optional cylindrical lens;
BS beamsplitter and ZL zoom lens. showing Grating 1 and Grating 2 locations
(from Equation 3.4 in Section 3.1) used to resolve the velocity in Figure 4.3. These
figures show the similarities of the physical set up of the two systems but there is no
spatial phase-stepping in these figures only temporal phase-stepping.
The detector of a spatial phase-stepped interferometer measures an intensity at
the corresponding pixels (x, y)N where N is the number of separate regions on the
detector at a particular instance tn, and that intensity can be represented by:
In,N(x, y, tn) = I
⇢
1 +  Osinc
✓
 
2
◆
cos( O    R)
 
(4.1)
this is identical to 3.3 but in this case each of the separate regions introduce a constant
phase-step of  R = (N   2)⇡/2 between each region. When there is two detectors,
N = 2, as in our case, the relative phase di↵erence,   between the object and refer-
ence beam has a constant phase change and can be calculated at each pixel can be
calculated [146]:
  O(tn)  ⇡
2
= 2tan 1
✓
In 1,N   In,N 1
In 1,N 1   In,N
◆
(4.2)
The system is capable of unwrapping adjacent frames, even if the phase change exceeds
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(a) intensity measurements for each frame (b) Phase calculated from the Carre´ algorithm
Figure 4.2: Spatial system operating as a temporal system
Figure 4.3: Calculated velocity of the spatial system operating as a temporal phase-stepped system
⇡ radians, by assuming the velocity is continuous [2, 147]. The measured velocity is
wrapped in the range ±VNyq that translates to a modulo of 2VNyq, meaning that the
unwrapping algorithm can add multiples of 2VNyq to correct the normalised velocity
at each pixel:
  O(tn)
⇡
=
  O(tn)
⇡
± k2VNyq (4.3)
where   O(tn)/⇡ is the unwrapped normalised velocity,   O(tn)/⇡ is the measured
normalised velocity modulo 2VNyq and k is an integer.
As factors of 2VNyq are automatically added or subtracted during the unwrapping
process, to calculate the absolute velocity (when k = 0) a reference point is needed
to be measured. Limits to the system are not determined from the velocity limit,
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as in the temporal phase-stepped system, but from the acceleration limit. This is
determined from the di↵erence between a normalised velocity that produces a VNyq
between a frame change and can be used to form the expression for the acceleration:
w00n(x, y, tn) =
  2 O(x, y, tn)
2⇡⌘t2s
(4.4)
or rewritten to include VNyq the acceleration becomes:
w00n(x, y, tn)
VNyq
ts
=
 2 O(x, y, tn)
⇡
(4.5)
Where 2 O(tn) =  2 O(tn+1)  2 O(tn) represents the rate of change of phase
di↵erence between frames. Setting  2 O = ⇡ into Equation 4.5 gives the acceleration
limits for sub-Nyquist interferometry:
a =
VNyq
ts
(4.6)
this limit is a theoretical limit but in practical systems this would be limited by the
camera’s exposure, that was demonstrated by Wu et al [2].
4.1.1 Binary grating alignment
To achieve the required spatial phase-shift a pair of binary gratings were introduced
into the system. The use of binary gratings for spatial phase stepping was first
implemented by Wu et al [2]. One grating was placed into the reference beam path and
the second in the object beam path. Each binary grating was designed to eliminate the
even di↵raction orders for the YAG laser’s wavelength, 532 nm, and have a nominal
pitch of 53µm. The removal of these orders mean that the +1 and -1 di↵racted orders
were more dominant and suitable for this type of analysis. This introduces a double-
wave front into the system that was captured by the CMOS detector. For the wave
front to be used for spatial phase-stepping a ⇡/2 phase shift was needed to be finely
calibrated between the grating pairs. Accurate alignment of the gratings was critical
to the phase-stepping performance and assuming the speckle size was approximately
the size of a pixel on the detector a calibrated system needs sub-pixel alignment. The
two axes that are critical for dual channel alignment are: the translational alignment
(x, y on the viewing plane) and the rotational alignment (around the viewing plane).
The sub-pixel alignment of the object beam was applied on the x and y axis and
then the rotation position. The reference beam was then matched to the object beam
and the same sub-pixel alignment was applied with the object beam blocked. The
final stage was to ensure the relative orientation of the object and reference gratings
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was correct for location and step-size for ⇡ /2. A microbench translation stage, built
into the system, was used to aid in the alignment and used for both the translation
alignment (x, y) and to refine the phase-shift between the gratings in the viewing
path.
To quantify the accuracy of sub-pixel alignment an image correlation technique
was used in Labview. The image correlation uses Equation 4.7 below [2]:
r =
P
x
P
y(Axy   A¯)(Bxy   B¯)r⇣P
x
P
y(Axy   A¯)2
⌘⇣P
x
P
y(Bxy   B¯)2
⌘ (4.7)
where A and B are the separate images created from the dual-channel gratings and
A¯ and B¯ are the mean intensities of the pixels across each image. An r value of 1
represents perfect correlation and 0 means no correlation. This correlation was used
independently for the object beam and the reference beam, then again for when they
are combined. The alignment of the object beam was most di cult due to intensities
being less uniform across the image, a minimum correlation coe cient of 0.93 was used
for the object beam. The reference beam was more straightforward and a correlation
coe cient no less than 0.98 was used for the system. The final stage of correlation was
to achieve an accurate phase-step between the pairs of gratings. This was adjusted
by small movements of the grating along the viewing path and was measured by
introducing a temporal phase-step between image acquisitions of a stationary object.
The images were processed in Matlab using a 4-step algorithm and adjustments were
made until the pixels show a phase shift of ⇡/2.
4.2 Simulation work
To understand the performance of the spatial phase-stepped HSSPI system, simu-
lations were created in Matlab. These simulations used the same principle as the
temporal phase-stepped simulations in Section 3.1: to understand the response of the
system’s characteristics (introduced in Section 4.1) to single frequency excitation and
multi-frequency excitation.
Figure 4.4 shows the simulation of spatial phase stepping for a vibration amplitude
of 0.5vNyq with a single vibration frequency of 211Hz. The figure shows the simulated
intensity over 500 frames (increasing down the columns), that were equally sampled
on xN (the 2 separate regions on the single detector) and calculated at time tn from
Equation 4.1. The system parameters were the same as the temporal phase-stepped
system,  = 532 nm and ⌘ = 2 and the framerate set to 25kHz. The random speckle
phase in  O(x, tn) was set to zero in order to visualize the process more clearly.
64
Chapter 4: Modal testing using HSSPI with spatial phase-stepping
The intensity was used to calculate the wrapped phase from Equation 4.2 which
can be seen in Figure 4.5, from which the normalised velocity was calculated as seen
in Figure 4.6, using the unwrapping algorithm, Equation 4.3. The velocity can be
represented as a 3D waterfall plot (Figure 4.7) in the frequency domain from FFT
transform, this shows the deflection shape of the excitation frequency.
Figure 4.4: Calculated intensity vs frame number
Figure 4.5: Calculated wrapped phase vs frame number
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Figure 4.6: Single frequency simulation velocity against frame number
Figure 4.7: Single frequency waterfall plots velocity array against frequency
These initial simulations demonstrated the system’s response to calculate a sin-
gle frequency excitation but there is a need to understand the system’s response to
multi-frequency excitation to know the expected performance of the system for modal
testing with a modal hammer. To represent this transient excitation a sum of multiple
frequencies were used as inputs into the simulation. These were based on the same
frequencies seen in Section 3.2 based on the expected resonant frequencies of the the
test object of: 98 Hz, 211 Hz, 248 Hz, 458 Hz and 552 Hz.
The multi-frequency simulation takes the same form as the single frequency, where
the intensity measured by the simulated system, taken from Equation 4.1, can be seen
in Figure 4.8. The wrapped phase is calculated from this using Equation 4.2 and can
be seen in 4.9.
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The phase is unwrapped and gives the calculated velocity shown in Figure 4.10 and
can be represented in the frequency domain with a 3D waterfall plot as shown in Figure
4.11 where the deflection shape of each of the individual excitation frequencies can be
seen. These results demonstrate and validate the theoretical process for extracting
multiple frequencies from a simulated spatial phase-stepped system was possible and
can used as the basis for extracting experimental data.
Figure 4.8: Calculated intensity vs frame number from spatial system simulation with multi-
frequency excitation
Figure 4.9: Calculated wrapped phase vs frame number spatial system simulation with multi-
frequency excitation
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Figure 4.10: Multi-frequency simulation velocity
Figure 4.11: Multi-frequency waterfall plots of simulated velocity array against frequency
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4.3 Test object for modal testing
The two overlapping square plates used in Section 3.4 were used as the test object to
perform modal testing with the spatial phase-stepping system. The test object of two
plates clamped together at one edge with an overlap of 25 mm, shown in Figure 4.12.
The test object was suspended from the outer corners using rubber ties to create close
to free-free boundary conditions and the two plates were fixed together with bolts at
the overlapped edge. The modal hammer’s head and force gauge (B&K Type 8203)
was attached to a shaker (B&K Type 4810) to give finer control of the maximum force
and velocity of excitation pulse. A function generator sent a 500 µs pulse to the shaker
that provided the impact hammer pulse to measurement point 5181. A single point
LDV (Polytec OFV-534) was set up to measure the velocity response to the impact
pulse and if the measured velocity was over 2.5 mm/s (below the system’s maximum:
2.7 mm/s) the HSSPI was rejected and the force level reduced on the shaker. The
measurement points were measured with the spatial system using the same lines as the
temporal system and can be seen in Figure 4.12. The di↵erent lines were captured by
changing the pixels in the CMOS detector. The force data from the modal hammer’s
force transducer was recorded on a digital oscilloscope and the CMOS detector signals
were captured with the same LabView acquisition system. Measurement acquisition
was triggered to start from the modal hammer’s impact signal and both signals were
imported to Matlab for signal processing then converted to ICATS file format for
modal analysis. The data sets were then compared and correlated against the FE
model, the correlations were then compared to the accelerometer and the temporal
results to compare the quality of the results.
Figure 4.12: Test object with 7 ROI and the excitation point marked
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4.4 Results
The spatial phase-stepped results were processed in Matlab to create the FRF func-
tions needed for modal parameter extraction in ICATS. Figure 4.13 shows the cap-
tured intensity from the spatial phase-stepped system, this is intensity measured
across the 656 x 1 array at the drive point line seen in Figure 4.12. As the simu-
lation in Section 4.2, the wrapped phase was calculated from the intensity with the
use of Equation 4.2 and can be seen in Figure 4.14. The unwrapping algorithm was
then used to unwrap the phase to give the velocity profile seen in 4.15. The dual
channels of the spatial system can be seen in the intensity Figure 4.13 before the the
phase was calculated in Figure 4.14 that joins the separate data from the two chan-
nels into a single measurement. Applying an FFT to both the velocity data and the
force data then dividing the velocity by the force produces the mobility FRF function.
Figure 4.16 shows the FRF across the array of the data, Figure 4.17 shows the same
data from an aerial view of the frequencies.
Figure 4.13: Measured intensity vs frame number from spatial phase-stepped system
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Figure 4.14: Calculated wrapped phase from spatial phase-stepped system from spatial phase-
stepped system
Figure 4.15: Spatial phase stepping velocity data from line 4 of modal testing, for each frame. The
dark area is the unused data after the two grating areas have been used to calculate the velocity
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Figure 4.16: Spatial phase stepping waterfall plot of FRF from line 4 of modal testing
Figure 4.17: Spatial phase stepping aerial view of FRF from line 4 of modal testing
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Each measurement point’s FRF was processed in ICATS Modent using the circle fit
method (Section 2.1.3) to extract the FRF modal parameters and were saved in ICATS
Modesh format. ICATS Modesh was then used to correlate the di↵erence between the
spatial measurements and the FE model to provide a measure of the natural frequency
correlation and the MAC. Figure 4.18 includes the spatial correlation against the FE
model (4.18a) and the high correlation results of accelerometer vs FE results seen in
Figure 4.18b give confidence to the validity of the FE model. Similarly in Figure 4.19
shows the same diagrams but the comparison of the spatial system vs FE in 4.19a
and the temporal vs FE in 4.19b. The natural frequency correlation show comparable
results to the accelerometer tests and against the FE results. The results also show
slightly better correlation in the MAC when compared to the temporal results (Figure
4.19) where the third mode has been captured more accurately and thus correlates
against the FE model.
(a) MAC for spatial system (b) MAC for accelerometer
Figure 4.18: Comparison of MAC results from Spatial and accelerometer
(a) MAC for spatial system (b) MAC for temporal
Figure 4.19: Comparison of MAC results from Spatial and temporal
4.5 Discussion
A high speed spatial phase-stepped SPI system was used for the first time to perform
quantified modal analysis. The Chapter showed the use of spatial phase-stepping to
increase the measurable velocity of an HSSPI system and used a simulation model
to understand the system response to multifrequency excitation in preparation for
transient testing. The system was then used to perform modal testing on 2 overlapping
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plates bolted together and compared it to FE results, accelerometer results and the
temporal results from the previous Chapter.
The results showed that the system was capable to perform modal testing. The
spatial phase-stepped multipoint system showed its ability to rapidly capture deflec-
tion shapes (Figure 4.16) across a range of frequencies from a single impact test.
The frequency correlation results of the spatial data on the left of Figure 4.18a
show well correlated results against the FE results and give a similar performance to
the accelerometer results in Figure 4.18b and the temporal results in Figure 4.19b.
The MAC results for the spatial system in Figure 4.18a show good correlation of the
first 6 mode pairs and some improvement over the temporal results from Chapter 3
seen in Figure 4.19b. Where the third mode pair correlating in the spatial results
and not at all in the temporal results, however, modes one and two in the spatial
result’s MAC are less correlated than the temporal result’s MAC. When compared to
the accelerometer MAC results in 4.18b it was clear that the range and sensitivity of
the contact transducer outperforms the spatial system. Firstly from the range that it
can capture modal data, demonstrated over 12 resonant frequencies here and secondly
from the high correlation values over this range. The FE model can be trusted as
the accelerometer data provides high correlation, meaning that the occurrences of
correlation o↵ the diagonal from the HSSPI data sets is likely to come from vibration
spatial aliasing from the mode shape data. This could be improved if there was
hardware modifications of the detector through low-pass and high-pass filters.
Both the temporal system and the spatial systems have demonstrated similar
performance and is most likely due to the dynamic ranges of the two systems. The
temporal system captured data at a frame rate of 20kHz on an array of 1 x 192 pixels
which gave a maximum velocity limit of 1.4 mm/s. This limit was extended with
the spatial system at a frame rate of 25kHz with an array of 1 x 656 pixels to 2.77
mm/s. The measurable velocity limit for the temporal system limited the actual range
the system could capture. The spatial system tests on the other hand, limited the
excitation velocity to a maximum of 2.5 mm/s. This limitation of the velocity was
achieved by lowering the force into the system which therefore limited the frequency
response range that could be excited. This range was su cient to capture the first six
modes but the signal to noise ratio was too low to extract modal properties of modes
higher than this.
With this physical restriction for the measurement of velocity the only way to
improve HSSPI performance for modal testing is to increase the dynamic range of the
system. The maximum velocity for the spatial system could not be increased as the
line length of the array was at a minimum due to the test object being larger than
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the field of view. The longer the line length the slower the framerate of the CMOS
camera.
4.6 Chapter summary
The system demonstrated the principle of a spatial phase-stepped SPI system for use
in modal testing, within the 6 modes of correlation and had a small improvement
over the temporal system. The limits of the system were discussed and compared to
accelerometer and FE results.
The next Chapter applies the spatial phase stepped SPI system’s parallel mea-
surement ability to the measurement of traveling waves on a centre clamped circular
disc.
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HSSPI application to measuring
traveling waves
A unique application of the HSSPI system is to measure and identify traveling waves.
This application is unique to SPI in general as the ability to capture simultaneous
parallel measurement points of interest at an instance is essential to measure travel-
ing waves. Simultaneous parallel measurements capture the relative phase between
measurement points, so they can be measured and compared directly. It is impossible
to do similar tests with single point devices as there is no way to compare the mea-
surement points without performing multiple tests, additional processing and data
synchronisation. These tests require intensive post-processing analysis to identify
modal complexity factors in the measurement data [3, 138]. Di↵erent user experience
delivers di↵erent determinations of the presence of traveling waves and without this
analysis and experience it is impossible to identify traveling waves with single point
measurements.
Using the HSSPI system can overcome these issues as it o↵ers the high temporal
resolution to capture multi-frequency and transient events but also o↵er adequate
spatial resolution to capture the relative phase di↵erence between the pixels to un-
derstand the vibration response of a system. This approach has been successfully
demonstrated by researchers studying break squeal [105, 107, 108, 142] to identify the
complex modes a↵ecting brake systems and plates [64].
This Chapter demonstrates the unique application of the spatial phase-stepping
HSSPI system to identify the presence of traveling waves that can be used to extend
other HSSPI research in this area. A theoretical model of traveling waves is presented
that shows how to identify traveling waves and to know if the response from HSSPI
is a pure traveling wave, a standing wave or a combination of both. The same system
used in Chapter 4 was used to capture traveling wave vibrations on a circular plate
clamped at its centre. The plate was initially excited with single frequency excitations
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to know the typical modeshapes and resonances that would be expected and secondly
excited with a frequency modulated (FM) signal. FM was used to excite the divergent
complex modes that occur very close to the resonant frequencies of the plate. Exciting
these frequencies causes natural traveling waves to occur in structures [135]. The
HSSPI system was used to observe, measure and quantify the ratio of traveling waves
and standing waves in the test object. A LDV single point system was used to ensure
the HSSPI’s measurements were within the system’s velocity limits.
The results are presented and discussed at the end of the Chapter showing the
advantages to this approach as well as particular applications of the measurement
technique.
5.1 Background to traveling waves
A theoretical model of propagating waves is presented in this Section to understand
the contributions of traveling waves and standing waves and how they can be mea-
sured. A traveling wave can be excited from either a force response using multiple
excitation points [133] or by exciting the two degenerate modes that coexist near a
structures natural resonance [135]. The latter produces a combination of multiple
standing waves that have slightly di↵erent wavelengths and frequencies, and interfere
with each other to produce a traveling wave. These combined modes produce a re-
sponse profile that has a mixture of standing and traveling wave components present.
An approach with multiple excitation points would mean the force can be tuned and
optimised to produce a pure traveling wave with no standing wave - this iterative
approach to exciting traveling waves is beyond the scope of this thesis.
The multiple waves that combine to form a propagating wave can be assumed
to have an angular position (✓ for a circular object) for a single frequency, !. The
wave would produce a wavelength  K through  K=2⇡/K, where K is the spatial wave
number and would produce a response at a particular point in the form [132]:
w(✓, t) = A(K ✓) cos(! t) + B(K ✓) sin(! t) (5.1)
where A(K ✓) and B(K ✓) are functions that are both position dependent . A(K ✓)
and B(K ✓) can be expanded further to:
A(K ✓) = A1 cos(K ✓) + A2 sin(K ✓) (5.2)
and:
B(K ✓) = B1 cos(K ✓) + B2 sin(K ✓) (5.3)
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where A1, A2, B1 and B2 are the peak values of the functions. Equations 5.2 and 5.3
represent the spatial wave values. They can be introduced to Equation 5.1 with the
application of trigonometric identities to produce:
w(✓, t) =
1
2
((A1 +B2 ) cos(! t K ✓) + (B1   A2 ) sin(! t K ✓)
+ (A1   B2 ) cos(! t+K ✓) + (B1 + A2 ) sin(! t+K ✓) )
(5.4)
This represents a wave propagating and includes both standing wave components and
traveling wave components. The terms (! t   K ✓) and (! t + K ✓) determine the
positive or negative direction of the traveling wave and can be separated as such:
w+ =
1
2
((A1 +B2 ) cos(! t K ✓) + (B1   A2 ) sin(! t K ✓))
w  =
1
2
((A1   B2 ) cos(! t+K ✓) + (B1 + A2 ) sin(! t+K ✓) )
(5.5)
These equations can be used to define the unique properties that a propagating wave
has and with this understanding can be used to identify the presence of traveling
waves and standing waves in response measurements. The real and imaginary parts
of Equation 5.4 can be plotted on the complex plane and produces variations of an
ellipse depending on the presence of either standing waves, traveling waves or the com-
bination of both. If there is a pure traveling wave present, traveling in any direction,
the ellipse on the complex plane has a constant radius making it a circle. If there is
both traveling waves and standing waves present this produces an ellipse and if there
is only standing waves present this produces a straight line with no ellipse present.
The direction of the traveling wave can be determined from the slope of the spatial
wave’s phase across the measured array, a traveling wave in the positive direction,
w+, produces a positive gradient and a traveling wave in the negative direction, w ,
produces a negative gradient.
The ratio of the ellipse’s major and minor axes give an indication of the amount
of traveling wave to standing wave[132]:
StandingWaveRatio =
|w+|  |w |
|w+|+ |w | (5.6)
where the ratio -1 is a pure traveling wave in the negative direction, 1 is a pure
traveling wave in the positive direction and pure standing waves (when positive and
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negative equal each other) cause the ratio to tend towards infinity and seen as a
standing wave. This ratio can be used as an indication of the presence of traveling
waves. In order to quantify the presence of a traveling wave, curve fitting of an ellipse
can be applied to the measured spatial response data. The data can be captured
with the use of non-contact single point measurements or scanning LDV [132], but
only through repeated measurements and synchronisation of the signals and data,
which can be labour intensive. However, with the use of multipoint parallel sensors,
such as HSSPI, the presence of traveling waves can be identified through their ability
to capture the instantaneous relative phase across the detector array. This relative
phase can be used to determine the wavelength of a traveling wave, the direction of
the traveling wave and the spatial frequency of the wave.
5.2 Simulation work
With the theory presented in Section 5.1 a Matlab model was created to understand
how the characteristics of traveling wave vibrations interacted and would be inter-
preted by the HSSPI spatial system. The simulations also demonstrate the curve
fitting applied to a range of array lengths to identify the presence of traveling waves.
The model is treated as an array of ideal measurement device points, spaced ex-
actly beside each other on a single parallel line. For the simulations in this Section the
number of these arrays are 60, 100 and 200 pixels in length to demonstrate the accu-
racy of di↵erent ellipse fittings on di↵erent array lengths. The sampling frequency and
sample length of the simulation data are 20kHz and 5000 blocks of data respectively,
based on the test system characteristics that would be used.
The model firstly creates the spatial parameters of the wave as described by Equa-
tions 5.2 and 5.3 which combine to form the spatial wave shape that vary with time
for the simulation. If these two specific waves combine and are of equal value: a
standing wave is produced, if the magnitude of one of the directional waves is larger
than the other, but both are non-zero: a combination of standing waves and traveling
wave is produced in the direction of the wave with the largest magnitude. If one of
the directional waves has a magnitude of zero: this produces a pure traveling wave
in the direction of the non-zero wave. The waves are separately varied to produce
di↵erent amplitudes of the spatial wave shapes and the contributions of a standing
wave, traveling wave or a combination of both.
Varying the spatial shape with time at a harmonic frequency can be simulated
by using the conditions in Equation 5.4. This response produced a time-resolved
vibration data across the array of ideal sensors, creating a time-resolved vibration
map. The map was transformed into the frequency domain using the FFT transform,
that can then be used to identify the vibrating frequency applied, the phase and the
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separate real and imaginary parts of vibration. The real and imaginary parts of the
data can be plotted onto the complex plane and the use of ellipse least-means-squares
(LMS) curve fitting to the data points on this plane gives the ratio of standing and
traveling waves from measured data.
How these separate properties of traveling wave conditions a↵ect each other and
how they are observed in terms of an array measurement is presented in the rest of
this Section. The di↵erent parameters that are changed in the model are the pixel
length, spatial wave shape, the traveling wave speed and the frequency of the standing
wave. The pixel length was changed to aid the understanding how the length e↵ects
the accuracy of the curve fitting on the complex plane and to identify if there was a
minimum length for successful curve-fitting, these variables were set to 60, 100 and
200 pixels to demonstrate this. The spatial shape was varied to show that di↵erent
wave shapes can be measured but have di↵erent e↵ects on the complex plane and that
basic analysis cannot demonstrate from the wave shape alone if a traveling wave is
present. This spatial waveshape was set to ⇡/100 and ⇡/400 due to their similarities
to the experimental waves at the resonant frequencies. The traveling wave speed
is changed to show how the wave is perceived by the array of pixels against time.
Finally the frequency of the standing wave is fixed to 242Hz to be representative of
the experiments in the following Section.
The changes of the variables above are presented over this Section in di↵erent
forms to show how the system was used to identify traveling waves. These forms
are a temporal map of the pixels against time, an overlay of the first and last pixel
in an array against time, a 3D waterfall plot of pixel against frequency and finally
the spatial phase of the waveshape in the frequency domain. Each of the plots are
described below to show the benefits of each of the plots and their limitations.
The temporal map shows multiple frames of measurements from an array of pixels.
Represented in Figure 5.1a where the array of pixels is the x-axis and the frames run
down the y-axis. The display of a temporal map provides a way to:
Visually represent the vibration pattern that was seen by each pixel length
against time.
Visually see the direction of a traveling wave, if present.
However, this does not give a complete solution to understand the ratio of
standing and traveling waves, or provide an understanding of the waveshape
when the traveling wave speed is high.
The first and last column plot of the temporal map are overlaid on a single plot,
as shown in Figure 5.1d. This plot provides:
80
Chapter 5: HSSPI application to measuring traveling waves
An understanding if the peaks of the waves have a lag can be an indication of
a traveling wave being present
Can show leading and lagging of basic waves in simple waveforms
However, for more complex waveforms it is di cult to understand if a traveling
wave is present based on this.
The spatial wave plot shows the calculated waveshape in the frequency domain,
calculated from the temporal map, a 3D waterfall plot can be seen in Figure 5.1c,
showing magnitude and pixel length against frequency. This provides and under-
standing of:
What the waveshape is regardless the speed of the traveling wave.
However, it is only the waveshape that can be seen from this plot, no indication
of the presence of traveling waves or the direction can be identified from this
plot.
The spatial phase plot shows the phase across the pixels at the point of maximum
response across the pixel array in the frequency domain. Figure 5.1b shows an example
of this, where this figure provides:
the ability to know the direction of the traveling from the gradient of the phase,
if no gradient is present then it is a standing wave.
However, no understanding of any other properties of the waveshape can be
taken from this.
The Complex plane is a plot of the real and imaginary parts, from across the pixel
array in the frequency domain, plotted against each other. Seen in Figure 5.8, where
the variations of di↵erent combinations of waves are seen, and discussed further later
in this Section. These plots provide:
The ratio of standing and traveling waves with an ellipse, the presence of a pure
traveling wave, with a circle or a pure standing wave, as a straight line.
However, there is no understanding of the waveshape.
These plots together can provide a method of identifying traveling waves and
standing waves from an array measurement, but none alone can give a complete
solution.
The first vibration scenario presented is a standing wave of 241 Hz varying with
time, this is shown in Figure 5.1. Where Figure 5.1a shows the temporal map, de-
scribed above, with the array length on the x-axis and the frames varying with time
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on the y-axis. The spatial wavenumber was ⇡ / 100 that can be seen to produce a
nodal line in the vibration pattern at pixel 75. All the points on the vibration map
can be seen to be either fully in phase with each other or fully out of phase either side
of the nodal line. The standing wave properties is shown by comparing the first and
last column as in Figure 5.1b where the first column of Figure 5.1a is overlaid upon
the last column of Figure 5.1a, which shows the time domain waves to be completely
out of phase with each other with no lag, as expected from a standing wave. The
frequency domain results are shown as the spatial wave plot in Figure 5.1c where the
shape of the spatial wave is at input frequency of 241Hz, the phase from this Figure is
used to plot its corresponding spatial phase in Figure 5.1d. As expected the standing
wave produces a constant phase change with no gradient and is out of phase after the
nodal line at pixel 75.
The introduction of a traveling wave to the standing wave of 241 Hz can be seen
in Figures 5.2, 5.3 and 5.4, which show the results of the di↵erent array lengths of
60, 100 and 200 pixels, respectively. Again each of the array’s temporal maps can
be seen in Figures 5.2a, 5.3a and 5.4a. The longer the length of the array the more
of the waveshape can be seen on the temporal map. The first and last columns of
each of the temporal maps were overlaid and can be seen in Figures 5.2b, 5.3b and
5.4b. These Figures shows the the slight variation in phase that the traveling wave
introduced by the blue wave leading the red by a few frames. The spatial wave plot
is shown in the Figures 5.2c, 5.3c and 5.4c where each of the di↵erent pixel lengths
shows more of the the spatial waveshape, that demonstrates that the longer the array
length the more information that can be captured about the spatial wave shape.
The direction of a traveling wave can be determined from the gradient of the slope
in the phase plots, demonstrated in Figure 5.5. Where each column in Figure 5.5
represents a pure traveling wave, moving in opposite directions, the top row shows
the traveling wave represented in the temporal maps. It can be seen that both have
di↵erent directions from the diagonal lines through time, these lines are lines of con-
stant phase. Figures 5.5c and 5.5d shows the overlay of the first and last column and
by comparing both the images it can be seen that in Figure 5.5c the blue waveform
lags the red waveform and in 5.5d the blue waveform leads the red waveform, this
shows the di↵erent directions each column is traveling. In the frequency domain the
spatial phase produces Figure 5.5e and 5.5f where the direction of the traveling wave
can be taken from the gradient of the phase’s slope. If the gradient is positive, as in
Figure 5.5f, the traveling wave is moving to the left with respect to the array and if
the gradient is negative, as in Figure 5.5e, the traveling wave is moving to the right
with respect to the array.
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When the velocity of the traveling wave is high, it becomes impossible to under-
stand the waveshape from the temporal map alone, as the traveling wave present in
the array measurements is too dominant. This is demonstrated in Figures 5.6 and
5.7, where two di↵erent traveling waves, with their corresponding temporal maps and
their resulting waveshapes of di↵erent array lengths. The e↵ects that the wave num-
ber, K, has on the vibration signal can be seen by comparing Figure 5.6 and 5.7
showing the di↵erence between K = ⇡ / 100 and ⇡ / 400. The column on the right of
these figures shows the variation of spatial wave shape measured from di↵erent pixel
lengths. Figures 5.6 and 5.7 show that di↵erent array lengths can capture more of
the frequency domain waveshape from the temporal maps, this helps understand the
quality of information that can be fitted on the complex plane.
Plotting the real and imaginary parts of the frequency domain array data on the
complex plane provides a further understanding of the presence of traveling waves.
An LMS ellipse fit was applied to the simulated measurement points and shows that
di↵erent vibration conditions produce di↵erent variations of an ellipse, seen in Figure
5.8. The first column in Figure 5.8 represents the vibrations conditions of a standing
wave only, the second column represents a mixture of traveling and standing, and
the third column shows a pure traveling wave. Each of the rows represent di↵erent
pixel lengths to show the e↵ects of the fit for di↵erent pixel lengths. It can be seen
from each of the images that each of the di↵erent vibration conditions give a unique
shape: if the wave under analysis is a standing wave, there is no ellipse to be fitted
and produces a straight line as seen in the first column. If the wave is a pure traveling
wave then the ellipse has a constant radius and produces a circle. If there is a mixture
of traveling and standing waves then this produces an ellipse, the thinner the ellipse
the more dominant the standing wave, and the wider the ellipse the more dominant
the traveling wave is.
The simulation work has illustrated the di↵erent types of analysis that can be used
to identify traveling waves and provided confidence in the curve fitting techniques used
in the next Section for the identification of traveling waves in the experimental data.
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Figure 5.1: Outputs from simulated model for a 241Hz standing wave with wavenumber K = ⇡ /
100. With a) showing spatial response data across 100 pixels and 500 frames, b) calculated spatial
phase from FFT at 241Hz, c) Spatial FFT amplitude vs frequency and d) the overlay of the first
and last column of (a)
84
Chapter 5: HSSPI application to measuring traveling waves
Figure 5.2: Outputs from simulated model for a 241Hz standing wave and a traveling wave with
wavenumber K=⇡ / 100. With a) showing spatial response data across 60 pixels and 500 frames,
b) calculated spatial phase from FFT at 241Hz, c) Spatial FFT amplitude vs frequency and d) the
overlay of the first and last column of (a)
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Figure 5.3: Outputs from simulated model for a 241Hz standing wave with a standing wave K=⇡ /
100. With a) showing spatial response data across 100 pixels and 500 frames, b) calculated spatial
phase from FFT at 241Hz, c) Spatial FFT amplitude vs frequency and d) the overlay of the first
and last column of (a)
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Figure 5.4: Outputs from simulated model for a 241Hz standing wave and a traveling wave with
wavenumber K=⇡ / 100. With a) showing spatial response data across 200 pixels and 500 frames,
b) calculated spatial phase from FFT at 241Hz, c) Spatial FFT amplitude vs frequency and d) the
overlay of the first and last column of (a)
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Figure 5.5: Outputs from simulated model to demonstrate the ability to measure the directional
of a traveling wave. Top image’s are the deflection response, middle images an overlay of the first
and last column, and the bottom images are the corresponding spatial phase that demonstrate the
direction of a traveling wave. Positive slope means moving to the left of the image. A negative slope
means traveling to the right of the image
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Figure 5.6: Outputs from simulated model for a 241Hz traveling wave with wavenumber K=⇡ / 100.
Demonstrating the Spatial wave shapes observed from the di↵erent pixels lengths: 60, 100 and 200
and the e↵ects of the wave number K
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Figure 5.7: Outputs from simulated model for a 241Hz traveling wave with wavenumber K=⇡ / 400.
Demonstrating the Spatial wave shapes observed from the di↵erent pixels lengths: 60, 100 and 200
and the e↵ects of the wave number K
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Figure 5.8: Outputs from LMS ellipse fitting to the complex plane of the real and imaginary parts of
the vibration. The columns represent the di↵erent situations of: standing wave only, standing and
traveling waves mixed and traveling waves only. The rows represent increasing pixel lengths
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5.3 Experimental system for experiments
The HSSPI spatial phase-stepped measurement systems used for these experiments
was the same as described in Section 4.1. The test object for the experiment was a
1 mm thick circular aluminium disc with a diameter of 14 cm and was clamped at
its centre. A symmetrical disc was chosen as the diametrical modes make it easier
to excite the degenerate modes that produce traveling waves [148]. A traveling wave
can be produced by the excitation of the degenerate modes that are likely to exist
when the cosine and sine parts of the degenerate modes are within 1Hz of the natural
frequency and has relatively low damping [49, 135]. The test object was excited using
a shaker (B&K Type 4810) attached to the disc using a stinger and bolts through a 2
mm hole in the plate. The force was measured using a force transducer (B&K Type
8203) attached to the stinger and the plate.
Two excitation methods were used to excite the plates. These were single frequency
excitation and frequency modulation (FM) excitation. Single frequency was used
to identify the plate frequencies and have standing wave vibration data to directly
compare the traveling wave tests data to. The FM excitation was used to excite the
degenerate modes in the plate, by the base frequency being used to excite the plate’s
natural frequency and the carrier frequency to a slightly di↵erent frequency to excite
the degenerate mode and therefore induce a traveling wave. An Agilent 33210A signal
generator was used to produce the signals. Both excitation methods used stepped
frequencies to capture each measurement set, steps were set at an increment of 0.5Hz
at ±10Hz of each resonant frequency. The carrier frequency for the FM signals was
241Hz (based on the resonant frequency likely to produce a traveling wave known from
the initial single frequency tests). A single point LDV system was used to validate
the results and to ensure the system was within the systems velocity limits. All the
results were processed in Matlab.
Paramater Value
Camera frame rate 20 kHz
Line length 1 x 656
Max Velocity 2.77 mm/s
Table 5.1: Summary of HSSPI parameters for modal testing in Section 5.3
5.4 Results
5.4.1 Single frequency excitation
Results from single frequency excitation are presented in the following Section. Figure
5.9 shows the raw intensity signal and corresponding phase which was used to calculate
the velocity of the SPI spatial phase-stepped system shown in Figure 5.11. Applying
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an FFT to the velocity data to transform the data into the complex form can be seen
in Figure 5.12 to 5.13.
For validation of the frequencies in the test a comparison of the LDV and Spatial-
phase stepped HSSPI can be seen in Figure 5.15, that show the abs FFT vs frequency
results of both devices. These results are used to determine the location of the resonant
frequencies of the plate, to identify the frequencies and spatial wave shapes.
Figure 5.9: Intensity map from 242Hz from spatial HSSPI system
Figure 5.10: Phase map from 242Hz from spatial HSSPI system
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Figure 5.11: Normalised velocity for a 242 Hz single frequency excitation
Figure 5.12: Single frequency waterfall plot from spatial HSSPI system of 100 Hz excitation
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Figure 5.13: Single frequency waterfall plot from spatial HSSPI system of 242 Hz excitation
Figure 5.14: Single frequency waterfall plot from spatial HSSPI system of 565 Hz excitation
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(a) 101Hz: Spatial SPI FFT sideview (b) 101Hz: LDV velocity and FFT
(c) 242Hz: Spatial SPI FFT sideview (d) 242Hz: LDV velocity and FFT
(e) 565Hz: Spatial SPI FFT sideview (f) 565Hz: LDV velocity and FFT
Figure 5.15: Comparison of the LDV and SPI spatial phase-stepped system responses from single
frequency excitation
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5.4.2 Frequency modulation excitation
The FM signal excitation of the plate was a 0.5 Hz stepped-frequency between ±10 Hz
of each of the frequencies: 101 Hz and 241 Hz. Two carrier frequencies were used to
excite a traveling wave at each frequency, these were 100 Hz and 241 Hz. The results
presented in this Section show the results of ±10 Hz of the 242 Hz resonant frequency
with the carrier frequency of 241Hz.
Figure 5.16 and 5.17 show the raw intensity data captured by the spatial phase-
stepped HSSPI system and the corresponding calculated phase from the the intensity
map. This was then used to calculate the velocity in Figure 5.18.
Figure 5.16: Intensity map from 242Hz with 241Hz carrier; spatial HSSPI system
Figure 5.17: Phase map from 242Hz with 241Hz carrier; spatial HSSPI system
Applying an FFT to the velocity data provides the frequency response data. Figure
5.19 shows the absolute values of the FFT data plotted against the frequency. Showing
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Figure 5.18: Velocity map from 242Hz with 241.5Hz carrier; spatial HSSPI system
two peaks in the frequency response: the first peak at the resonance 242Hz and
the expected sideband peak of 484Hz. Only one side band is visible as the carrier
frequency and the modulated signal are only 0.5 Hz di↵erent. Meaning the lower
sideband cancels out: this is shown in Appendix C.
Figure 5.19: Waterfall plot of data at 242 Hz with 241 Hz carrier; spatial HSSPI system.
The frequency response data was used to plot the spatial-phase data against fre-
quency from the multipoint HSSPI, seen in Figure 5.20, where the range of frequencies
shows both the resonant frequency (242Hz) and the modulated signal (484Hz). The
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phase change of ⇡ in the frequency domain is the associated with the poles of a fre-
quency peak. The positive gradient can be seen in the spatial-phase at 242Hz, where
we would expect to see a traveling wave, this shows a positive gradient going from
left of the image to the right on the pixels axis.
Figure 5.20: Waterfall plot of Spatial-Phase of SPI signal against Frequency
A comparison between the HSSPI and single point LDV frequency response can be
seen in Figure 5.21, Where Figure 5.21a shows a side view of Figure 5.19 and Figure
5.21b shows the time series of the LDV above and the frequency response below.
(a) FFT of Spatial SPI sideview (b) LDV Velocity and FFT
Figure 5.21: Frequency response comparison between SPI and LDV of 242 Hz with 241.5 Hz Carrier
Comparing the results to the form seen in the simulation work in Section 5.2 to
Figure 5.22 we can see a zoomed plot of the time-resolved HSSPI array data from
241.5 Hz with 241Hz FM excitation and an overlay of the first and last column of this
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data. The frequency domain of this data can be seen in Figure 5.23 where (a) shows
the spatial waveshape against frequency, (b) and (c) show this spatial waveshape
and spatial phase against pixel width. Plotting the real and imaginary parts on the
complex plane and fitting an LMS ellipse to this data can be seen in Figure 5.23d.
A zoomed region of this fit can be seen in 5.23e to show the fit. Both Figures 5.22
and 5.23 show there is a presence of a traveling wave from the positive gradient of
the phase and the ellipse in the fitted data and likely to be a mixture of traveling and
standing waves.
Figure 5.24 and 5.25 shows the same comparison for response measurements from
234 Hz with a 241 Hz FM excitation where there is no traveling wave present and can
be seen by no gradient in the phase data and the straight line in ellipse-fit.
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Figure 5.22: HSSPI showing time-array data and the overlay of the first and last column of 241.5
Hz and 241 Hz FM excitation signal
101
Chapter 5: HSSPI application to measuring traveling waves
Figure 5.23: SPI HSSPI phase step results for excitation of 241.5 Hz with a 241Hz FM showing a)
the abs. frequency domain of the velocity data across the array, b) a 2D plot of the associated spatial
phase across the pixel array, c) 2D plot of the spatial shape across the pixel array, d) the whole data
ellipse plot of the real and imaginary data and e) a zoom of the data plot for clarity of the fit.
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Figure 5.24: HSSPI showing time-array data and the overlay of the first and last column of 234 Hz
and 241 Hz FM excitation signal
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Figure 5.25: SPI HSSPI phase step results for excitation 234 Hz with a 241 Hz FM showing a) the
abs. frequency domain of the velocity data across the array, b) a 2D plot of the associated spatial
phase across the pixel array, c) 2D plot of the spatial shape across the pixel array, d) the failed whole
data ellipse plot of the real and imaginary data
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5.5 Discussion
The results from this Chapter demonstrate the use of the spatial phase-stepped HSSPI
system to detect the presence of traveling waves. A Matlab model of traveling wave
vibrations was developed and conditions of di↵erent types of vibrations was demon-
strated. The model can be used to understand how the response data can identify the
presence of traveling waves using a LMS ellipse-fit to the real and imaginary parts of
the vibration. The learning from the model was then applied to demonstrate how the
HSSPI spatial-phased system can be used to make multipoint parallel measurements
to detect and measure traveling waves.
The experimental results shown in Figures 5.18 to 5.23 can be shown to have the
presence of traveling waves through comparison to the simulation model results in
Figures 5.2 to 5.8. Firstly an indication of traveling waves can be seen in the time-
array images from the pure traveling wave model in Figure 5.5 and the experimental
results in Figure 5.22. Where from the simulation model, a pure traveling wave would
produce a constant angle in the time-data. The experimental results does show some
of these lines of constant phase, but it is physically closer to the a mixture of a
traveling and standing wave seen in Figure 5.3. The LMS-fit to the experimental
data on the complex plane confirms this as in Figure 5.23 where the fit produced an
ellipse indicating, as from the simulation results, the presence of both a standing wave
and a traveling wave. The direction of the traveling wave is known from the positive
gradient of the spatial-phase in Figure 5.23c, meaning the traveling wave is traveling
from right to left on the viewing plane. The spatial wave shape can be extracted from
the spatial-array vs frequency in Figure 5.23a and 5.23c.
In comparison, this process was applied to data that is unlikely to produce a
traveling wave by analysing FM excitation data of frequencies that had a frequency
gap too large to excite the degenerate modes. This was demonstrated using 241 Hz
carrier frequency with the modulation frequency of 234 Hz giving a 7Hz di↵erence
in frequencies compared to the 0.5Hz di↵erence in the data set that produced the
traveling waves. The spatial-phase being constant across the pixels in Figure 5.25b
and the LMS fit to the experimental data in Figure 5.25d shows a failed ellipse fit
represented as a straight-line fit rather than an ellipse or circle. The analysis indicated
that it was likely to be a standing wave with no traveling component.
In both cases the spatial-phase helped confirm the presence of travelling waves, by the
first set of experimental data having a positive slope across the pixel-array and the
second set having a constant phase across the pixel-array. The LMS-fits identified the
ratio of traveling wave to standing wave but the accuracy of the LMS can be limited
by the number of pixels used across the array. This can be seen in the comparison of
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pixel lengths in Figure 5.8 column c where the trust given to the LMS-fit was much
higher if the pixel array was longer: as the increased data already captures more
features of an ellipse present. For the fit of the traveling wave experimental data in
Figure 5.23 the quality of the LMS is weighted heavily on being at the end of the
ellipse’s primary axis to aid in the identification of the ellipse. A longer array would
give more confidence to this, but the conclusion was supported by the spatial-phase
and the time-array data data. For accuracy in the identification of these waves, an
array should be at least a 1/4 of the wavelength’s spatial waveshape being measured.
Extending the length of the pixel array would also mean that a FFT could be applied
directly to the spatial data to give a value for the spatial frequency instantaneously.
Limitations of the technique can be seen in modulation errors that arise form
speckle techniques. Figure 5.23e shows this with the 7 points rejected from the ellipse-
fit this is unavoidable in SPI methods but it will clearly e↵ect the quality of fit.
This research can be seen as an extension of existing work on traveling waves de-
scribed in Chapter 2. The work by Bucher et al [132, 133], this research would provide
the spatial resolution and relative phase needed to develop and quantify models for
their analysis: as opposed to the multiple testing and analysis using single point LDV
and scanning LDV. This research can also be used to extend the work of Kilpatrick
[107], Buckberry [105] and MacPherson [108] to understand the ratios of standing
waves to traveling waves and the direction of the complex traveling waves in an at-
tempt to extract the pure traveling wave that contribute to break squeal analysis.
5.6 Chapter summary
This Chapter has demonstrated the application of spatial phase-stepped HSSPI to the
measurement and identification of traveling waves. The parallel measurement is used
to instantly recognise traveling waves from the time-array data, the spatial-phase and
its waveshape from the immediate data. This was then used to perform a LMS-fit to
the real and complex parts of the vibration data that gave the ratio of standing wave
to traveling waves. The traveling wave results were then compared to test data where
there was no traveling waves present. Improvements to the accuracy were suggested
for further research developments.
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Conclusion and Future work
This thesis presented the applications of laser transducers to vibration measurement
and modal testing and has demonstrated the applications of HSSPI to impact modal
testing and extended its use to the particular case of traveling wave analysis.
In Chapter 3 a temporal phase-stepped SPI system was used to perform impact
modal testing of 2 plates overlapped at their edge. The response measurements were
used to perform modal testing and analysis in order to quantify the experimental
results in a modal model. This was compared to accelerometer tests of the same object
and both were correlated against an FE model of the plates. It was demonstrated
that the system could be used to perform impact modal testing to a reasonable degree
of accuracy. Sources of error and the system limits were discussed, showing that the
application of the system to modal analysis for impact is limited to below the Nyquist
velocity of the system.
Chapter 4 extended the dynamic range of the HSSPI tests in Chapter 3 by replac-
ing the temporal phase-step with a spatial phase-stepped SPI system. This system
was used to perform impact modal testing of the same two overlapped plates as the
temporal system. When correlated against an FE model the results showed that this
system can be used to perform impact modal testing but with a similar performance
to the temporal system. It was discussed that although the system’s dynamic range
had been increased with the introduction of spatial phase stepping, the extra line
length needed to capture the spatial phase stepping reduces the maximum frame-
rate of the CMOS detector, only bringing a relatively small increase to the system’s
velocity limit.
The final experimental Chapter, 5, demonstrated the use of parallel multipoint
measurement of traveling waves on a centred clamped disc using HSSPI spatial phase-
stepping. The direction, shape and the ratio of standing and traveling waves was
identified using the HSSPI system. This was compared to other experimental data
with no expected traveling waves and a theoretical model of traveling waves. Methods
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to increase the accuracy and reliability of this application are discussed by extending
the measurement pixel array length to ensure that the maximum spatial wave shape is
captured, this could extend the applications to increase the e↵ectiveness of traveling
wave analysis.
The conclusions of this thesis are:
Temporal phase-stepped HSSPI can be applied to successfully perform impact
modal testing. The temporal phase-stepped system was shown to identify the
natural frequency of the first 6 modes and was able to correlate 4 out of the first
6 mode shapes to above 80%. It was demonstrated that the temporal system’s
velocity limit of 1.4 mm/s needed to be extended to at least twice this to improve
the system’s modal analysis performance
Spatial phase-stepped HSSPI can be applied to successfully perform impact
modal testing for the first time. The spatial phase-stepped system had a veloc-
ity range three times that of the temporal phase-stepped system. The system
accurately measured the first 6 natural frequencies and improved the correlation
of the first 6 modes in the MAC showing a small improvement over the temporal
system.
Spatial phase-stepped HSSPI can be used to exploit their parallel vibration
measurement ability to measure traveling waves and understand the ratio of
standing waves to traveling waves. The multipoint system was shown to simplify
the measurement process of traveling waves and extend this to identify the
presence of standing and traveling waves. The multipoint functionality of the
system could capture the regions of vibration without the need to do repeated
tests and synchronise data that is associated with single point testing.
6.1 Future work
The limits of the system can be seen as possible research areas and could be sum-
marised as the extension of the dynamic range, data processing and accuracy, and
parallel measurement applications.
The dynamic range could be increased by exploring research areas in higher speed
cameras such as Photonfocus MV-D1024E-160-CL that would improve both detectors
velocity range by 40% or linear diode arrays that would dramatically increase the
frame rates into the megahertz range, and increase the associated velocity limits
by at least a factor of 10 for both temporal and spatial phase-stepping systems.
The introduction of holographic optical elements [149, 150] could be applied to the
system to simplify the alignment process for spatial phase-stepping. The use of the
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unwrapping process developed by Wu [2] that allows sub-Nyquist analysis of spatial
HSSPI data would increase the measurable velocity to over 4VNy without the need
for hardware developments.
Research into the application of signal processing methods applied to the HSSPI
data can improve its performance to modal analysis. This could be compared directly
to the original LDV developments for modal testing [16, 65], the developments in
hardware and signal processing greatly extending its performance and adoption. This
could include hardware developments for data acquisition and the post-processing cal-
culations that could extend work from Davila [116] to reduce phase errors in speckle
data. An ideal vibration measurement device needs some form of pre-trigger ability
that could take the form of a live bu↵er in order to capture crucial pieces of vibra-
tion data that simplifies the synchronization of the excitation signal to the response
measurement.
The parallel measurement ability of the CMOS camera could also be expanded
further by having multi-measurement regions on the sensor. This could be achieved
through editing the registry of the camera, this would further reduce testing time
for vibration applications and give the ability to measure more complex waves such
as Kilpatrick’s [64] MLV measurement device for traveling waves and close coupled
waves.
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Orthogonality and
mass-normalisation of modal
parameters
The modal parameters of the modal model form the dynamic characteristics of a
structure. The modal model has mathematical properties that need to be defined to
ensure any analysis and assumptions relating to it are clear. The first property that
it possesses is its orthogonality properties, which can be stated as:
[ ]T [M ] [ ] = [mr] and [ ]
T [K] [ ] = [kr] (A.1)
from which the natural frequency can be defined as:
!r = [mr]
 1[kr] (A.2)
where mr and kr are known as the modal mass and modal sti↵ness for mode r. The
values of mr and kr are not unique to a particular mode due to the feature that the
eigenvector solution ’directions’ are unique but its magnitude is not. In analysis this
tends to be simplified to ease extraction and the most e↵ective of these is using mass-
normalisation of the parameters. A mass normalised eigenvetor is denoted as [ ] and
its properties relate to the mass and sti↵ness by:
[ ]T [M ] [ ] = [I] and gives : [ ]T [K] [ ] = [!2r ] (A.3)
The modeshape  r for mode, r, can be expressed as the mass-normalised modeshape
  from:
 r =
 rp
mr
(A.4)
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where mr is expressed from:
mr =  
T
r [M ] r (A.5)
or in terms of the mass-normalised eigenvector:
[ ] = [ ] [m 0.5r ] (A.6)
The orthogonality properties of the modal parameters from using the equation of
motion for free vibration for a simple SDOF system:
[M ]{x¨}+ [K]{x} = 0 (A.7)
Introducing an excitation of harmonic motion in terms of ! for the response x and its
derivatives:
x = X ei! t ; x˙ = i!X ei! t ; x¨ =  !2X ei! t (A.8)
inserting this into Equation A.7
 
[K]  !2 [M ]  {X} ei! t = {0} (A.9)
for a real mode:  
[K]  !2r [M ]
  { }r = {0} (A.10)
pre-multiplying this by a di↵erent eigenvector transposed:
{ }Ts
 
[K]  !2r [M ]
  { }r = {0} (A.11)
For the di↵erent eigenvector we could write:
 
[K]  !2s [M ]
  { }s = {0} (A.12)
Which we can transpose and post multiply by { }r to give:
{ }Ts
 
[K]T   !2s [M ]T
  { }r = {0} (A.13)
Assuming for this case and in general that both [M] and [K] are symmetrical, their
identical transposes and the combined Equations A.11 and A.13 give:
 
!2s   !2r
  { }Ts [M ] { }r = {0} (A.14)
which if !r 6= !s can only be true if:
{ }Ts [M ] { }r = {0} ; r 6= s (A.15)
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With this condition, this would mean from A.11 or A.13 that:
{ }Ts [K] { }r = {0} ; r 6= s (A.16)
for cases where r = s or (!r = !s) both A.16 and A.15 do not apply and expanding
Equation A.11 we would have:
 { }Tr [K] { }r  = !2r  { }Tr [M ] { }r  (A.17)
giving:  { }Tr [K] { }r  = kr and  { }Tr [M ] { }r  = mr (A.18)
that can be put together to demonstrate the relationship
!2r =
kr
mr
(A.19)
this can then be repeated for all combinations of r and s which leads to the full
matrices seen in equations A.1
Solutions for   and ⌘. Using the general equation of motion:
[M ]{x¨}+ [K]x+ i[H]{x} = {F}ei!t (A.20)
When there is no excitation force then F = 0 leaving:
[M ]{x¨}+ [K]x+ i[H]{x} = 0 (A.21)
if we assume a harmonic response the system can take we can say this about x and
its derivatives:
x = X ei  t ; x˙ = i X ei  t ; x¨ =   2X ei  t (A.22)
which can be substituted into A.21:
  2M X +KX + iH X = 0 (A.23)
rearranging the terms we can show:
  2 + K
M
+
iH
M
= 0 (A.24)
 2 =
K
M
+
iH
M
= 0 (A.25)
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substituting the relationship of !r we can have the above as:
 2 = !2r
✓
1 +
iH
M !2r
◆
(A.26)
hysteric damping is proportional to both sti↵ness and mass and therefore can be
expressed as:
H =  K +  M ;
iH
M
=
 K
M
+   =   !2r +   (A.27)
using this in Equation A.26 and simplified:
 2 = !2r
✓
1 + i
✓
  +
 
!2r
◆◆
(A.28)
simplifications can be made to allow the imaginary parts of the equation to be the
damping factor:
⌘ =   +
 
!2r
(A.29)
so that Equation A.28 shows
 2 = !2r (1 + i ⌘) (A.30)
Solution to show orthogonal properties of FRF
K + iH   !2M = [↵(!)] 1 (A.31)
using the orthogonality properties above we have:
[ ]T [K + iH   !2M ] [ ] = [ ]T [↵(!)] 1 [ ] (A.32)
taking only the LHS and rewriting the equation in terms of mass normalised param-
eters:
K
M
+
iH
M
  !2 (A.33)
and substation using K and M for their relationship with !r
!2r +
iH
M
  !2 (A.34)
and taking a common factor of !r
!2t (1 +
iH
M !r
)  !2 (A.35)
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as hysterics damping is proportional to both sti↵ness and mass and can be expressed
as:
H =  K +  M (A.36)
which can be rewritten as:
H
M
=
 K
M
+   =   !2r +   (A.37)
and substituted into A.35 gives the expression:
!2r(1 + i   +
 
!2r
)  !2 (A.38)
this can be simplified by introducing the hysteric damping factor ⌘:
!2r(1 + i ⌘)  !2 ; ⌘ =   +
 
!2r
(A.39)
using the relationship A.30 the substation can be made for  
 2r   !2 ;  2r = !2r(1 + i ⌘) (A.40)
this being the orthogonal properties of the LHS of Equation A.32 and leaves with the
expression:
 2r   !2 = [ ]T [↵(!)] 1 [ ] (A.41)
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Measurement points
Node X (co-ord)(m) Y(co-ord) (m)
869 0.01389 0.13975
1415 0.04304 0.11697
1429 0.04534 0.03105
1674 0.10752 0.08122
1723 0.09404 0.02561
1793 0.10723 0.02614
1800 0.12055 0.05381
1856 0.13051 0.11976
2339 0.12065 0.0676
2479 0.06851 0.0994
2507 0.04959 0.08365
2605 0.13671 0.02705
2794 0.07501 0.10761
3004 0.09345 0.14381
3767 0.02 0.02468
4684 -0.0333 0.03523
4761 -0.0679 0.06337
4803 -0.0332 0.12119
4838 -0.0717 0.02706
4873 -0.0602 0.1219
4929 -0.0986 0.09486
5076 -0.1143 0.1372
5160 -0.1136 0.03253
5181 -0.1174 0.10135
5223 -0.0735 0.12144
5503 -0.00245 0.00737
5573 -0.1039 0.02884
5622 -0.0296 0.03261
5930 -0.00535 0.07276
6462 0.00102 0.076
Table B.1: Test point locations
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FM signal sidebands
Frequency modulated signals are built with two components. A carrier frequency, !c
and a modulation frequency, !FM . A FM signal when seen in the frequency domain
has two sidebands and are a function of the carrier frequency and the modulated sig-
nal, these sidebands appear proportionally above and below the the carrier frequency
and from this they get their names the ”upper sideband” and ”lower sideband”.
The frequency location of where these sidebands occur can be calculated from:
Uppersideband = cos(!c + !FM) t (C.1)
and
Lowersideband = cos(!c   !FM) t (C.2)
In normal applications both !c and !FM are di↵erent but in cases where !c = !FM .
Uppersideband = cos(!c + !FM) t = cos(!c + !c) t = cos(2!c) t (C.3)
and
Lowersideband = cos(!c   !FM) t = cos(!c   !c) t = cos(0) t = 0 (C.4)
Meaning in cases where !c = !FM , only an upper side band would be present
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