Abstract-Due to the visually polysemous barrier, videos and images may be annotated by multiple tags. Discovering the correlations among different tags can significantly help predicting precise labels for videos and images. Many of recent studies toward multi-label learning construct a linear subspace embedding with encoded multi-label information, such that data points sharing many common labels tend to be close to each other in the embedded subspace. Motivated by the advances of compressive sensing research, a sparse representation that selects a compact subset to describe the input data can be more discriminative. In this paper, we propose a sparse multi-label learning method to circumvent the visually polysemous barrier of multiple tags. Our approach learns a multi-label encoded sparse linear embedding space from a related dataset, and maps the target data into the learned new representation space to achieve better annotation performance. Instead of using l 1 -norm penalty (lasso) to induce sparse representation, we propose to formulate the multi-label learning as a penalized least squares optimization problem with elastic-net penalty. By casting the video concept detection and image annotation tasks into a sparse multi-label transfer learning framework in this paper, ridge regression, lasso, elastic net, and the multi-label extended sparse discriminant analysis methods are, respectively, well explored and compared.
with the booming of social tagging websites, such as Flickr and YouTube, we are witnessing an explosion of multilabeled images and videos. As indicated in [6] , there are over 10 million images on Flickr labeled with more than four tags on average by different users. Correlations of multilabeled tags may reflect the semantic similarity of tagged images. Therefore, in order to exploit the inherent correlations among multi-labels, many efforts have been made to cast the video concept detection and image annotation problems into a multi-label learning framework [7] [8] [9] . Previous approaches to multi-label learning consider each individual tag as a binary classification problem [10] , with which the drawback is that the correlations among different class labels are unfortunately ignored. In order to exploit the correlation information inherent in multiple labels, both supervised and semi-supervised multilabel learning algorithms [7] [8] [9] have been proposed recently. In this paper, we propose a multi-label transfer learning framework to solve video concept detection and automatic image annotation problems.
We take automatic image annotation task as a running example to motivate the discussion of our proposed framework. Suppose we have a training set of images with each image labeled by multiple tags. One could assume that visually similar images should be annotated with similar tags. Therefore, we can predict appropriate tags for images in test set by using semi-supervised manifold ranking algorithm [11] . In this way, we first construct an adjacency graph whose weights describe visual similarity between two images. Then, for each tag, taking images annotated with this tag in training set as positive items, we can compute the ranking scores of all images in test set and the top ranked images will be assigned with this tag. However, there are two issues which need to be addressed. 1) First, the above approach considers each tag as an independent class label and the multi-label correlations are neglected. As discussed previously, correlations among different tags are helpful for the prediction of image tags. 2) Second, in practice, due to the so-called "semantic gap" between low-level features and high level semantics, and also the visually polysemous barrier of images, visually similar images may share overlapping annotated tags among multiple correlated candidates. However, for a designated target tag, label consistency does not always exist among visually similar images. Therefore, if we take each tag as a class label individually, the corresponding training data may be of small size and low quality, which may result in unsatisfactory performance.
In order to address the above two issues, two types of correlations should be well exploited, i.e., correlations among multiple labels and correlations between labels and the common visual features of images. Motivated from recent progresses on transfer learning [12] , [13] , such correlations learned from a larger but related set of unlabeled images could be applied to certain current learning task.
As introduced above, prosperity of the social tagging websites provides us with abundant multi-labeled image data which are not expensive to obtain. For image annotation task we can download a large number of images and corresponding annotated tags from Flickr to form another different but related multi-labeled data set. The multi-labeled correlations inherent in such related multi-labeled data set could be exploited, and the corresponding knowledge can be transferred from related domain to current learning task. The basic intuition is that the multi-label correlations which are learned from the related data set can be applied directly to the target data set by a linear subspace embedding. Different from the existing transfer learning algorithms that learn from related labeled or unlabeled data, we propose to learn from a related multilabeled data set.
To tackle aforementioned weaknesses under multi-label transfer learning framework, two key questions need to be answered. 1) First, how to efficiently perform feature extraction from the related multi-labeled data set in order to encode the multi-label information into the new features. 2) Second, how to learn a common features or base patterns from examples in the related data set, and then map the target data into the new representation space efficiently to boost learning performance.
Many multi-label learning algorithms only address the first question. In [14] and [15] , the authors developed algorithms for multi-label dimensionality reduction. In [16] , Ji et al. proposed a general framework for extracting a shared lowerdimensional subspace which is assumed to be shared among multiple labels. In [17] , Sun et al. proposed a hypergraph spectral multi-label learning framework (denoted by HSML in this paper) for learning a lower-dimensional embedding, which attempts to preserve the inherent multi-label relationship among data points captured by the hypergraph Laplacian.
In [18] , Raina et al. partially addressed the second question by developing a transfer learning algorithm that used sparse coding to learn a high-level representation from unlabeled data, and then applied such representation to the labeled data for the classification task. Similarly, in [19] , the authors learned from multiple related tasks to get a sparse prototype representation which is based on kernel distance to unlabeled data points. Recently, Wang et al. [4] attempted to tackle both the multi-label learning and sparse representation problems by a two-stage process, i.e., labels sparse coding and features sparse coding. Both of these approaches share a common motivation that instances in target data set can be represented by sparse linear combination of the overcomplete dictionary of base elements learned from related data set. In the statistical signal processing community, such sparse linear combination can be efficiently computed by the l 1 -norm penalized least square method, such as the lasso [20] . Due to the nature of the l 1 -norm penalty, some regression coefficients will be shrunk to exact zero, which produces a more sparse and interpretable model simultaneously.
Different from the above approaches, this paper dedicates to address the two questions by developing a sparse multilabel transfer learning (S-MLTL) framework, such that the multi-label subspace learning and sparse representation are integrated together. According to the research in [21] , HSML [17] involves a generalized eigenvalue problem, and under a mild condition it can be formulated as a least square problem. Based on such least square formulation, in this paper, we propose a sparse hypergraph spectral multi-label (S-HSML) learning algorithm by imposing regularization on the regression coefficient. Specifically, we cast the HSML algorithm into an elastic net [22] formulation by adding to the least square an elastic-net penalty [22] , which is a convex combination of the l 1 -norm and l 2 -norm penalty. The application of the elastic net as a gene selection method in microarray analysis [22] has shown that the elastic net often outperforms the lasso, while enjoying a similar sparse representation for the situations that predictors have strong correlations. In this paper, with S-MLTL framework, we, respectively, explore the performance of ridge regression, lasso and elastic net in the multi-label learning task.
We summarize the proposed sparse multi-label transfer learning framework into three sequential steps. 1) First, applying sparse multi-label learning on the related multi-labeled data set. The output of this step is a sparse lower-dimensional transformation matrix W, in which the multi-label correlations are encoded. 2) Second, projecting the target data set (training data and test data) onto a lower-dimensional space by W. 3) Third, applying supervised or semi-supervised learning approach for each label in the new feature subspace.
Central to this framework is the first step that is the primary focus of this paper. Moreover, the proposed framework can be extended easily when we introduce different sparse multi-label learning approaches into the first step. Besides the S-HSML method, we also discuss the multi-label extension of sparse discriminant analysis (SLDA) [23] in this paper. SLDA was originally proposed not for multi-label classification task such that the label indicator matrix has the constraint that every instance belongs to a unique class. By performing optimal scoring on a multi-label indicator matrix we propose the multi-label SLDA (ML-SLDA) and embed it into our multilabel transfer learning framework. Formulation details of ML-SLDA and experimental studies are also presented in this paper.
We evaluate our framework on two practical tasks: video concept detection and automatic image annotation. In each task, we conduct the lasso, ridge regression and elastic net penalties on the least square formulation, respectively, and compare the results with a baseline algorithm. The performance of embedding SLDA into our framework is also explored in the experiments. Experimental results show that learning a sparse representation from a different but related data set does improve the multi-label learning performance of the target tasks.
The key contributions of this paper are highlighted as follows.
1) We propose a general framework for multi-label transfer learning. In this framework, multi-label correlations can be transferred from a related data set to target data set by a learned sparse lower-dimensional embedding. 2) We cast hypergraph spectral multi-label learning as a more general sparse representation framework, i.e. elastic net. Furthermore, comparative performance of ridge regression, the lasso and elastic net in the multilabel learning task are presented in detail in this paper. 3) Multi-label extension of sparse discriminant analysis is introduced. The organization of the rest of this paper is as follows. Section II reviews HSML and elastic net. Section III proposes the sparse multi-label transfer learning framework. Section IV introduces the multi-label extension of sparse discriminant analysis. Experiment details and results are reported in Section V, and we summarize our paper in Section VI.
Notations. We use n r , n c , and n t denote the number of instances in related data set, training set, and test set, respectively. The data dimensionality and the number of labels are denoted by d and m, respectively. Related data set, training set, and test set are, respectively, denoted by X (r) ∈ R n r ×d , X (c) ∈ R n c ×d , and X (t) ∈ R n t ×d . X is assumed to be centered, i.e., 
II. Brief Review of HSML and Elastic Net

A. Hypergraph Spectral Multi-Label Learning
The HSML algorithm [17] was proposed by constructing a hypergraph to capture the correlation information contained in different labels, and by which a lower-dimensional embedding, i.e., a linear transformation matrix W, was learned for better representation.
In the multi-label learning task, the label indicator matrix Y ∈ {0, 1} n×m can be intuitively taken as a hypergraph, where n denotes the number of instances, and Y ij = 1 if the ith instance has the jth label, and 0 otherwise. So each label corresponds to a hyperedge, i.e., a column vector of Y, in such representation. The HSML framework was formulated to solve the following optimization problem:
where I is the identity matrix, and L denotes the normalized hypergraph Laplacian of hypergraph Y that was defined in [24] . Following from spectral graph embedding theory [25] , linear transformation W ∈ R d×k (k <d) is learned by (1) to preserve the inherent relationship among data points captured by L, such that data points sharing many common labels tend to be close to each other in the embedded subspace [17] . Define matrix S as then the optimization problem in (1) can be reformulated as
which can be solved by the following generalized eigenvalue problem:
It has been proved in [17] and [21] that under a mild condition the eigenvalue problem (4) can be formulated as a least square problem. We summarize the solution of HSML in Fig. 1 .
B. Lasso and Elastic Net
In statistical community, the lasso (least absolution shrinkage and selection operator) is a shrinkage and variable selection method for linear regression, which is a penalized least square method imposing an l 1 -penalty on the regression coefficients. Due to the nature of the l 1 -penalty, the lasso continuously shrinks the coefficients toward zero, and achieves its prediction accuracy via the bias-variance trade-off. In signal processing, the lasso always produces sparse representation that selects the subset compactly expressing the input signal. By this way, lasso can encode more discriminative information. In computer vision, the lasso-based sparse representation methods have been successfully used to solve problems such as face recognition, image classification, image annotation, image retrieval, and so on [4] , [19] , [26] [27] [28] .
Although the lasso has shown success in many real world applications, as pointed out by Zou and Hastie [22] , it has some limitations.
1) First, of all the p predictor variables for n instances the lasso selects at most n variables in the p > n case. 2) Second, if there are high correlations between predictor variables, the prediction performance of the lasso may not be optimal. The elastic net [22] generalizes the lasso to overcome these drawbacks. We first introduce the naive elastic net, and then present the formulation of elastic net. 1) Naive Elastic Net: Suppose the data set has n instances with p variables. For any non-negative λ 1 and λ 2 , let β ∈ R p denotes the coefficient vector, naive elastic net is defined as an optimization problem
Let α = λ 2 /(λ 1 + λ 2 ), then we can reformulate (7) as a penalized least squares problem [22] 
where α||β|| 2 F + (1 − α)||β|| 1 is called the elastic-net penalty [22] , which is a convex combination of the l 1 -norm and l 2 -norm penalty. The naive elastic net criterion (8) 
where
Therefore, (9) can be solved by the lasso and the naive elastic net can potentially select all p variables even in the p > n case.
Let
we have
2) Elastic Net: The elastic net estimates β(elastic net) are given as follows [22] :
where the factor λ 2 was introduced to remove a double amount of shrinkage incurred from the naive elastic net method [22] . Obviously, the lasso is a special case of the elastic net when λ 2 = 0. Given a fixed λ 2 , the optimization problem (12) can be efficiently solved by the LARSEN algorithm [22] . Experimental studies in [22] showed that elastic net performs better in prediction while enjoying a similar sparsity of representation.
III. Multi-Label Transfer Learning Framework
In this section, we present sparse extensions of the HSML algorithm by adding l 1 and l 2 -penalty simultaneously to the least square formulation (6) such that the sparse HSML (S-HSML) method is casted as the elastic net formulation. With the proposed S-HSML approach, we present the S-MLTL framework.
A. Sparse HSML Formulation
From the view of model fitting, we can consider (6) as an ordinary least squares technique that minimizes the residual sum of squares. Taken accuracy of prediction on future data and interpretation of the model as two aspects of the criteria for evaluating the effectiveness of a model, the performance of the ordinary least squares often suffers from the overfitting problem. To improve ordinary least squares we may add penalty to the regression coefficients.
First, we can extend (6) by adding a l 2 -penalty on W so as to form the ridge regression and conduct continuous shrinkage on the regression coefficients. Then (6) is reformulated as
where λ > 0 is the regularization parameter, w j ∈ R d denotes the jth column vector of W. However, ridge regression cannot produce sparse representation, since it always keeps all the predictors in the model due to the nature of l 2 -norm.
However, we can improve (13) by replacing the l 2 -penalty with a l 1 -norm of w j so as to form the lasso regression and conduct continuous shrinkage and variable selection simultaneously. Specifically, (13) is reformulated as
Furthermore, we propose to reformulate (6) by adding an elastic net penalty and therefore the sparse HSML (S-HSML) can be formulated as the following optimization problem (15):
where k is the dimensionality of the target embedding subspace.
B. Framework of Sparse Multi-Label Transfer Learning
As introduced in Section I, our sparse multi-label transfer learning framework involves three steps. 1) First, apply S-HSML on the related multi-labeled data set to compute the lower-dimensional embedding matrix W. 2) Second, project the target data set onto the embedding subspace by W. 3) Third, take each label independently as class label, predict labels for data in test set by certain supervised or semi-supervised algorithm.
We summarize our S-MLTL framework in Fig. 2 . According to (12) , for solving (17) by the LARSEN we only need to fix λ 2 . Furthermore, when λ 2 = 0 the optimization problem in (17) can be solved by the lasso, and when λ 1 = 0 the optimization problem in (17) transforms to a ridge regression problem. The computational complexity of solving (17) by LARSEN algorithm is critical for the S-MLTL framework. As indicated in [22] , LARSEN requires O(r 3 + pr 2 ) operations for stopping in r steps. Experiments in this paper and real data computational experiments in [22] show that the optimal results are achieved at an early stage of LARSEN. In fact, r is a moderate constant in practice. 
IV. Multi-Label Sparse Discriminant Analysis
Linear discriminant analysis (LDA) [29] is a favored tool for supervised classification and a supervised dimensionality reduction method that projects data along the most discriminative direction. To address the situations when LDA fails, many techniques for penalized discriminant analysis have been proposed, such as PDA [30] , FDA [31] , and so on.
Furthermore, for introducing sparseness criterion we can also perform LDA by regression [23] , [31] .
LDA was rewritten in [23] as a regression type problem using optimal scoring [31] , which is defined as 
In order to obtain sparseness in PDA, Clemmensen et al. [23] added a sparse constraint to (21) and formalized sparse discriminant analysis as
For solving (22) , first we fix θ and obtain
which for = I is an elastic net problem and can be solved by the LARSEN algorithm. For fixed β we obtain a Procrusteslike problem [32] 
If there is constraint Y 1 = 1, the closed-form solution of (24) was given in [23] . In this paper, we propose to remove the constraint Y 1 = 1 and relax Y to Y ∈ {0, 1} n×m , which can indicate the multiple labels for instances. Therefore, we extend SLDA to the multi-labeled SLDA (ML-SLDA) when = I. For solving ML-SLDA we only need to present the updated solution for (24) .
We rewrite (24) to be
which is a standard Procrustes problem [32] , taking the SVD [33] of n −1/2 Xβ as
By solution of Procrustes we have
Thus the solution for (25) is
where Y † denotes the pseudo-inverse [33] of Y. Alternately updating β and θ by solving (23) and using (28), respectively, until converge, we can solve the multi-labeled SLDA. We summarize the solution of ML-SLDA in Fig. 3 .
To embed ML-SLDA into our S-MLTL framework, first we substitute W as defined in (17) for β in (22) , and then substitute Y (r) for Y, X (r) for X in (22) . Taking = I, the ML-SLDA in this paper solves the following optimization problem:
Alternatively updating θ and W using steps as defined in Fig. 3 we can calculate a multi-label encoded linear embedding W. Embedding (29) into Step 1 in Fig. 2 , we extend the proposed sparse multi-label transfer learning framework by ML-SLDA.
V. Experiments
To evaluate the performance of the proposed S-MLTL framework, we conduct experiments on two benchmark dataset, i.e., TRECVID 2005 [34] and MIRFLICKR-25000 Image Collection [35] , with two practical tasks, i.e., video concept detection and automatic image annotation, respectively. Experimental results by ridge regression, the lasso, elastic net and ML-SLDA are compared in this section.
A. Experimental Settings
1) Dataset Detail: TRECVID 2005 consists of about 170
h of TV news videos from 13 different programs in English, Arabic, and Chinese. We use the development set in our experiments, since there are annotations of semantic concepts defined in LSCOM [36] , which could be taken as the ground truth. Because of the limitation of multi-languages, we choose the news videos broadcasted by English. We sequentially select about 3000 shots that begin from the video index "141" in ascending order. The first 1000 shots were chosen as related dataset for transfer learning, and the rest shots constitute the target dataset. In order to evaluate the performance of S-MLTL framework, we need those concepts that appear frequently in the dataset. Therefore, we also choose concept annotations of Columbia 374 released by Columbia University, New York, NY, [37] and select 35 concepts for our detection task, out of which 17 concepts belong to the 39 concepts annotated in TRECVID 2005 and 18 another concepts annotated in Columbia 374. Fig. 4 illustrates these concepts and their distribution in the data set. As introduced above, this dataset has the multi-label property. The ground truth of the presence of each concept was assumed to be binary (1 denotes present and 0 absent).
The MIRFLICKR-25000 image collection [38] consists of 25 000 images downloaded from Flickr.com. The average number of tags per image is 8.94. There are 1386 tags which occur in at least 20 images in the collection, which shows the evident multi-label property. We sequentially choose the first indexed 3000 images as dataset in this experiment. We also choose 33 tags annotated in MIRFLICKR-25000 collection as the ground truth for our dataset. The average number of tags per image is 3.97. The first 1000 images are chosen as related dataset for transfer learning, and the rest images constitute the target dataset.
2) Feature Extraction: a) Visual features of key frames: One key frame within each shot is obtained as a representative image for that shot. Visual features are then extracted from the key frames. We use three different types of image features [37] : edged direction histogram (EDH, 73 dimensions), Gabor (GBR, 48 dimensions), and grid color moment (GCM, 225 dimensions). We concatenate and normalize all three kinds of features into one 346-dimension visual feature vector. And finally, each visual feature vectors are centered to form the data matrix X.
b) Visual features of Flickr images:
We use bag-ofwords model for feature detection and representation of Flickr images. We use the first 500 images in our related data set to learn the codeword dictionary and the feature extraction involves three sequential steps as follows.
1) For each of the first 500 images in the related dataset
we compute the SIFT [39] descriptors represented as 128-dimensional vectors. The total number of the SIFT vectors is about 440 000. 2) Taking these 440 000 SIFT vectors as input for the fast k-means algorithm [40] , we cluster the whole set of SIFT vectors into 1000 clusters and output the corresponding cluster centroids to construct the codeword dictionary. 3) For each image in our dataset we conduct vector quantization according to the codeword dictionary. The output vectors from vector quantization are normalized to form the final 1000-dimensional visual features. Finally, we center each visual feature vectors to form the data matrix X.
B. Evaluation Metrics
As defined by Step 3 in Fig. 2 , our S-MLTL algorithm takes ranking list for each item in test set as output for each class label, i.e., semantic concept or tag. So the performance of both video concept detection and automatic image annotation can be measured by average precision (AP) and mean average precision (MAP). AP is defined as
where S is the size of the test set, R is the number of relevant items returned, R k is the number of relevant items in the topk returns, and I k = 1 if the item ranked at the kth position is relevant and 0 otherwise. And we average the AP over all the semantic concepts or tags to create the MAP, which is the overall evaluation result. Moreover, for further evaluating the performance of the automatic image annotation task, we also compute the annotation precision and recall for the final output, i.e., Output defined in Fig. 2 . Annotation precision at top k position P@k is defined as follows:
where n t denotes the number of instances in test set. I ij = 1 if the tag estimated by S-MLTL at position j for the ith image in test set is correct in terms of the ground truth and 0 otherwise. Since the average number of tags per image is 3.97 in our dataset, we choose k = 1, 2, 3, 4 and calculate the corresponding P@k in this experiment. The annotation recall Recall is defined as
where s i denotes the number of annotated tags for the ith image in test set in terms of the ground truth. I ij = 1 if the tag estimated by S-MLTL at position j for the ith image is correct in terms of the ground truth and 0 otherwise.
C. Baseline Algorithm
We take the manifold ranking algorithm proposed in [11] as our baseline algorithm in this experiment. The affinity graph is constructed on the target dataset X. Let A denote the affinity matrix with A ij measuring the similarity between the ith and jth sample vectors. The matrices X and A are defined in (16) and (19) , respectively. Therefore, if we ignore Step 1 and Step 2 in Fig. 2 we obtain the baseline algorithm.
For briefness in the rest of this paper, we let BL denote the baseline algorithm, L2-HSML denote the algorithm in Fig. 2 with λ 1 = 0 in (17), L1-HSML denote the algorithm in Fig. 2 with λ 2 = 0 in (17) , EN denote the original algorithm S-MLTL presented in Fig. 2 , and SLDA denote the multi-label SLDA (ML-SLDA) algorithm. 
D. Experimental Results
In this section, we first compare the multi-label transfer learning results from L1-HSML with L2-HSML and BL. From the results we can see that a sparse representation learned from the related dataset can help to produce better performance. And then we explore the results from EN mainly on the image annotation task. Finally, we present the results from SLDA and then compare the overall evaluation results on video concept detection and automatic image annotation tasks, respectively, from BL, L2-HSML, L1-HSML, EN, and SLDA. 1) Comparative Results from Lasso, Ridge Regression, and Baseline: First, we conduct S-MLTL framework with λ 2 = 0 and λ 1 = 0 and the baseline algorithm, respectively, on video concept detection task. In this experiment, we leave the last 1000 video shots in our dataset as test data, and the size of training set varies from 100 to 800 gradually. For the lasso and ridge regression, the parameters λ i (i = 1, 2) are set to λ i = 1e-3, 1e-2, 1e-1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1.0, 1.25, respectively. Since there are some concepts not appearing in such designated small training data set, in the video concept detection task, of all the 35 concepts we only explore the results for 20 concepts, which are listed in Table II in the  Appendix. We output the MAP averaged over the 20 concepts from L1-HSML, L2-HSML, and BL. As listed in Table I , MAPs for different sizes of training set from L1-HSML and L2-HSML are averaged over different values of λ i . From the table we can see that: 1) first, for each size of training set the best results are obtained from the L1-HSML method, and 2) second, though the size of training set is small, transfer learning by L1-HSML can even obtain higher MAPs.
MAPs from L1-HSML and L2-HSML for different values of λ i (i = 1, 2) are plotted in Fig. 5 , which are averaged over different sizes of training set. Furthermore, we also plot the sparseness of the multi-label encoded linear embedding matrix W obtained by the lasso from L1-HSML in Fig. 6 . Sparseness is defined as the ratio of number of nonzero elements over the total number of elements in W. From Figs. 5 and 6, we can see that: 1) first, the overall performance of L1-HSML is better than L2-HSML and BL, especially when the value of λ i is big, and 2) second, the bigger the value of λ 1 is, the more sparse the embedding matrix W is, and correspondingly, the better the concept detection performance is. As we know, with a large l 1 -penalty on the coefficient of X in (14) the lasso could select the parsimonious but discriminative features with multilabel information encoded by our L1-HSML approach. So the L1-HSML could obtain better concept detection performance.
Similarly, we also conduct S-MLTL algorithm with λ 2 = 0 and λ 1 = 0 and the baseline algorithm, respectively, on image annotation task. In this experiment, we leave the last 1000 images in our dataset as test data, and the size of training set varies from 100 to 1000 gradually. For the lasso and ridge regression, the parameters λ i (i = 1, 2) are set to λ i = 1, 1.05, 1.1, 1.15, 1.2, 1.25, 1.3, 1.35, 1.4, 1 .45, 1.5, respectively. As shown in Figs. 7 and 8 , for different settings of training data size and weight of regression penalty, L1-HSML always performs the best. Furthermore, as shown in Fig. 9 , when imposing a stronger l 1 -penalty, i.e., λ i = 1.5, the lasso obtains sparse coefficient. Correspondingly, as shown in Fig. 8 , the overall annotation performance is better for large λ 1 .
2
) Image Annotation Results from S-MLTL by Elastic Net Penalty:
In this experiment we conduct image annotation by solving (17) . The parameter λ 2 is set to λ 2 = 1e-6, 1e-4, 1e-2, 1e-1, 1, 10, respectively. Similarly, we leave the last 1000 images in our dataset as test data, and the size of training set varies from 100 to 1000 gradually. The plots of MAPs vs. training size, MAPs vs. λ 2 , and sparseness of W are shown in Figs. 10-12 . As can be seen from Figs. 10 and 11, the EN approach performs better than L1-HSML. As shown in Fig. 12 , the sparse W can be obtained when λ 2 is small. Furthermore, comparing Fig. 12 with Fig. 9 we can see that for comparable sparseness with the lasso we have to impose a very small l 2 -penalty in (17) .
a) The p > n case: As described in the Feature Extraction section, the dimensionality of visual features for Flickr images is 1000, i.e., p = 1000. In this example, the training size varies from 100 to 1000, so when n < 1000 it falls into the p > n case. As shown in Fig. 10 , when the training size is less than 500, the EN approach outperforms L1-HSML. The elastic net can potentially include all variables in the fitted model of the p > n case [22] and may outperform lasso in such a case. Furthermore, comparing Fig. 11 with Fig. 8 we can see that, in the p > n case, the EN approach is slightly better than L1-HSML.
To further explore the transfer learning performance, we compute the annotation precision and recall for the image annotation task under different values of λ 2 . As shown in Fig. 13 , the P@1 is low for all values of λ 2 , and the best P@4 is obtained when λ 2 = 1e-6, which means the matrix W has the highest sparsity. For recall, the best result is also obtained when λ 2 = 1e-6 (or 1e-4), as shown in Fig. 14 . Therefore, we draw the conclusion that elastic net performs better in the S-MLTL framework while enjoying a similar sparsity of representation.
3) Results from Multi-Labeled Transfer Learning with SLDA: In this section, we explore the results from SLDA for video concept detection and image annotation tasks, respectively. As introduced in Section IV, taking = I the multilabeled SLDA in this paper solves the optimization problem (29) , which is an alternative optimization process that can be solved by the LARSEN algorithm. Based on the experiment of EN, in this experiment, we set λ 2 = 1e-6.
In this experiment, we first compute MAP from SLDA for video concept detection and image annotation tasks, respectively. As shown in Figs. 15 and 16 , although lower than L1-HSML and EN, multi-label transfer learning with SLDA does improve the average precision over the baseline and even the L2-HSML algorithm.
To further explore the transfer learning performance from SLDA, we compute the annotation precision and recall for the image annotation task. As shown in Fig. 17 , SLDA performs slightly better than EN for P@1. For recall, as shown in Fig. 18 , SLDA is better than BL and L2-HSML and comparable with L1-HSML.
4) Overall Comparison for BL, L2-HSML, L1-HSML, EN, and SLDA:
Since there are many parameters in our algorithms, we summarize the best APs under different parameter settings for each approach and present the overall comparative analysis in this section.
The details of the best APs for each concept and tag are listed in Tables II and III , respectively in the Appendix. We average the best APs over the 20 concepts and 33 tags, respectively, to obtain the MAPs for each approach. As shown in Figs. 19 and 20 , we draw the conclusion as follows.
1) First, since the multi-label correlations are exploited and transferred from the related dataset, the proposed S-MLTL approaches obtain better performance than the baseline algorithm. 2) Second, the sparse-representation based approaches, i.e., L1-HSML and EN, have shown clear advantages over the non-sparse approaches. Therefore, by using l 1 -norm or elastic-net penalty, the extension of HSML proposed in this paper successfully produces a parsimo- nious (so interpretable) and more discriminative linear embedding. 3) Third, the attempt of embedding the multi-label extended SLDA into our proposed S-MLTL framework is promising. Although not better than L1-HSML and EN in performance, ML-SLDA significantly outperforms the baseline approach and obtains comparable performance with the L2-HSML in our S-MLTL framework. Moreover, there are two open problems left for future exploration. First, comparing L1-HSML with EN in Tables II  and III, we can see that the EN approach performs relatively better in video concept detection task than in image annotation task. As presented in the Feature Extraction section, since we obtain the 346-dimension visual feature vectors of key frame by concatenating three kinds of feature vectors, there may be more correlations between variables. Whereas, we form codeword dictionary by clustering process for Flickr images, such that each visual words may be discriminative. Therefore, correlations between variables in the 1000-dimension vectors are low. Experimental results agree with the analysis by Zou and Hastie [22] in that the prediction performance of elastic net is better than the lasso if there are high correlations between variables. Second, it is reasonable to extend SLDA to multi-labeled SLDA by removing the constraints Y 1 = 1 and performing optimal scoring on the multi-labeled indicator matrix Y. However, multi-labeled extension of the original linear discriminant analysis may be more helpful.
VI. Conclusion
In this paper, we proposed a sparse multi-label transfer learning framework. Our goal is to circumvent the barrier of multiple tags in practical applications, such as video concept detection and automatic image annotation. In order to exploit the correlation information inherent in multiple labels, the proposed S-MLTL framework first learns a multi-label encoded sparse linear embedding space from a related dataset, and then the target data are mapped into the new representation space. In order to learn the sparse representation, we cast the hypergraph spectral multi-label learning algorithm as a penalized least squares optimization problem by elastic-net penalty. Furthermore, by performing optimal scoring on a multi-label indicator matrix we extend sparse discriminant analysis in multi-label SLDA, which can be embedded into our S-MLTL framework to learn the sparse representation.
Experiments on video concept detection and image annotation tasks showed the better performance of our framework. By imposing a very small l 2 -penalty in the elastic net, our framework gained comparable or better performance than the lasso. Furthermore, although the ML-SLDA performs better than the baseline algorithm and obtains comparable performance with the ridge regression approach, further improvement could be obtained by developing the multi-labeled extension of the linear discriminant analysis, which is left for our future work. The best results for each concept are shown in boldface.
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