Perturbed path integrals in imaginary time: Efficiently modeling nuclear quantum effects in molecules and materials by Poltavskyi, Igor et al.
Perturbed path integrals in imaginary time: Efficiently modeling nuclear quantum
effects in molecules and materials
Igor Poltavsky, Robert A. DiStasio, and Alexandre Tkatchenko
Citation: The Journal of Chemical Physics 148, 102325 (2018);
View online: https://doi.org/10.1063/1.5006596
View Table of Contents: http://aip.scitation.org/toc/jcp/148/10
Published by the American Institute of Physics
THE JOURNAL OF CHEMICAL PHYSICS 148, 102325 (2018)
Perturbed path integrals in imaginary time: Efficiently modeling nuclear
quantum effects in molecules and materials
Igor Poltavsky,1 Robert A. DiStasio, Jr.,2 and Alexandre Tkatchenko1
1Physics and Materials Science Research Unit, University of Luxembourg, Luxembourg L-1511, Luxembourg
2Department of Chemistry and Chemical Biology, Cornell University, Ithaca, New York 14853, USA
(Received 26 September 2017; accepted 13 November 2017; published online 6 December 2017)
Nuclear quantum effects (NQE), which include both zero-point motion and tunneling, exhibit quite
an impressive range of influence over the equilibrium and dynamical properties of molecules and
materials. In this work, we extend our recently proposed perturbed path-integral (PPI) approach for
modeling NQE in molecular systems [I. Poltavsky and A. Tkatchenko, Chem. Sci. 7, 1368 (2016)],
which successfully combines the advantages of thermodynamic perturbation theory with path-integral
molecular dynamics (PIMD), in a number of important directions. First, we demonstrate the accu-
racy, performance, and general applicability of the PPI approach to both molecules and extended
(condensed-phase) materials. Second, we derive a series of estimators within the PPI approach to
enable calculations of structural properties such as radial distribution functions (RDFs) that exhibit
rapid convergence with respect to the number of beads in the PIMD simulation. Finally, we introduce
an effective nuclear temperature formalism within the framework of the PPI approach and demon-
strate that such effective temperatures can be an extremely useful tool in quantitatively estimating
the “quantumness” associated with different degrees of freedom in the system as well as providing
a reliable quantitative assessment of the convergence of PIMD simulations. Since the PPI approach
only requires the use of standard second-order imaginary-time PIMD simulations, these developments
enable one to include a treatment of NQE in equilibrium thermodynamic properties (such as energies,
heat capacities, and RDFs) with the accuracy of higher-order methods but at a fraction of the compu-
tational cost, thereby enabling first-principles modeling that simultaneously accounts for the quantum
mechanical nature of both electrons and nuclei in large-scale molecules and materials. Published by
AIP Publishing. https://doi.org/10.1063/1.5006596
I. INTRODUCTION
The quantum mechanical nature of small particles such
as (light) nuclei results in substantive delocalization of their
classical positions, which in turn necessarily influences the
equilibrium and dynamical properties of molecules and mate-
rials. In fact, such nuclear quantum effects (NQE), which
include both zero-point motion and tunneling, exhibit quite an
impressive range of influence that encompasses simple molec-
ular properties such as bond dissociation energies1 as well as
complex condensed-phase properties such as the relative ther-
modynamic stabilities of competing molecular crystal poly-
morphs.2,3 In liquid water, where the underlying tetrahedral
network is primarily governed by the positions of the hydrogen
atoms, it has been shown that accurate and reliable descriptions
of the hydrogen bonding,4–6 proton momentum distribution,7
hydrated excess proton,8,9 transport mechanism of aqueous
hydroxide ions,10 and numerous other phenomena11 require a
theoretical treatment of NQE beyond the harmonic approxi-
mation. In this regard, such non-classical nuclear behavior has
also been observed in a number of systems throughout biol-
ogy, chemistry, physics, and materials science, including DNA
base pairs,12 aromatic molecules,13 graphene,14,15 and equi-
librium fractionation of stable aqueous Li isotopes,16 to name
a few.
A proper account for the NQE in all of the aforemen-
tioned systems also requires an accurate quantum mechan-
ical description of the accompanying electronic degrees of
freedom. In this regard, the ab initio quantum chemical and
density functional methods provide a systematic route toward
attaining this goal and have therefore become an essen-
tial tool in many fields of research.17–19 In fact, state-of-
the-art density-functional theory (DFT) approximations20–22
that simultaneously reduce self-interaction error while treat-
ing the many-body nature of non-covalent interactions23–25
are now able to furnish predictions for the binding ener-
gies of small molecules26 and supramolecular systems27 with
so-called “chemical accuracy” (i.e., with errors less than
1 kcal mol1), thereby extending the regime of applicability of
such high-accuracy approaches to systems that contain 1000s
of atoms. Other methods that are quite useful for treating sig-
nificantly larger systems include the classical force fields, in
which the quantum mechanical description of the electronic
degrees of freedom is mapped onto an analytical (and therefore
computationally efficient) interatomic/interfragment poten-
tial. When compared to the largest system sizes accessible with
the most efficient DFT implementations, accurately designed
force fields such as the q-TIP4P/F water model28 allow us
to consider systems containing orders of magnitude more
atoms. Furthermore, machine-learned potentials29 can become
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indispensable tools for cases where suitably reliable force
fields are not available, for instance, the recently designed
gradient-domain machine learning approach,30 which uses
only 1000 conformational geometries for training, is able
to reproduce global potential energy surfaces of small-
and intermediate-sized molecules with an accuracy of
0.3 kcal mol1 for energies and 1 kcal mol1 Å1 for atomic
forces. Successes such as these are making it more evident
that the combination of machine-learned potentials with highly
accurate quantum chemistry31 or quantum Monte Carlo32
approaches will pave the way toward a new era of electronic
structure calculations.
Despite the fact that there are many systems of practi-
cal interest (in addition to those mentioned earlier), where
NQE play an important role,33–52 routine applications of these
successful approaches for (explicitly or implicitly) describ-
ing the quantum mechanical nature of the electrons are almost
always accompanied by the following series of approximations
regarding the nuclei: (i) the electronic and nuclear degrees
of freedom are separated by invoking the Born-Oppenheimer
(BO) approximation and (ii) the nuclei are considered as purely
classical point particles. By employing such approximations,
one must of course consider the fact that the temperature, the
mass of the nuclei, and the interactions between the nuclei
and their environment are all non-trivial factors that determine
the relative importance of NQE in a given system or pro-
cess of interest. For instance, strong interatomic interactions
in molecules and crystals may lead to non-classical behavior
in the light nuclei at room (and even higher) temperature.53,54
Extreme thermodynamic conditions, such as found with liquid
hydrogen55 or dense lithium56 under high pressures, constitute
additional factors that can substantially increase the relative
importance and influence of NQE.
An accurate description of a number of physical properties
in these cases is still possible within the BO approximation,
assuming that the electrons and nuclei are both treated on
an equivalent quantum mechanical footing. In this regard,
the standard theoretical technique for taking such NQE into
account is the Feynman-Kac imaginary-time path-integral
molecular dynamics (PIMD) approach,57,58 which can in prin-
ciple be utilized in conjunction with any of the aforementioned
methods for quantum mechanically describing the correspond-
ing electronic degrees of freedom. In short, this approach maps
a quantum system onto P classical copies (or “beads”) that
interact with their nearest neighbors via a harmonic poten-
tial and constitute a so-called ring polymer.59 Equilibrium
properties are then computed by sampling the phase space of
this ring polymer by following the corresponding Newtonian
trajectories outfitted with a canonical ensemble thermostat
to ensure ergodicity. Hence, the main computational chal-
lenges associated with these simulations are the considerable
costs that arises when obtaining the thermodynamic averages
for the ring-polymer system, which is now comprised of P
times the number of degrees of freedom found in the original
system.
A number of methods have been reported in the litera-
ture that attempt to reduce the computational cost associated
with PIMD simulations by decreasing the number of beads
required for convergence of a given equilibrium property of
interest.33,41,53,60–68 Although all of these approaches are exact
in the limit where P→∞, the results of these methods can
differ quite substantially for finite values of P.69 In order to
choose the most appropriate method, it is important that one
correctly and quantitatively identifies the degrees of freedom
in the system that are most affected by NQE. In this work, we
use the perturbed path-integral (PPI) approach53 to address
this challenge by introducing an effective nuclear temperature
formalism70 and demonstrate that such effective temperatures
can be an extremely useful tool in quantitatively estimating the
“quantumness” associated with different degrees of freedom
in the system under study. Using the results of MD simu-
lations with classical nuclei only, this approach furnishes a
series of effective temperatures that can also be employed to
estimate the convergence of PIMD simulations with respect
to P without having to perform more expensive PIMD sim-
ulations with larger Trotter numbers to approximate residual
errors. We also show here that the PPI approach allows one
to estimate any equilibrium observable by developing the
appropriate correction to the conventional second-order radial
distribution function (RDF) estimator in addition to the previ-
ously proposed corrections to the energy and heat capacity.53
This improved RDF estimator only requires knowledge of
the atomic positions and forces and converges quite rapidly
with P (i.e., by approximately a factor of five) when com-
pared to the conventional RDF estimator, which is a significant
advance in the modeling of NQE in large condensed-phase
systems.
The structure of the remainder of this manuscript is as
follows. In Sec. II, we briefly review the PPI approach (see
Ref. 53 for more details). We then present the effective nuclear
temperature formalism within the PPI framework in Sec. III,
a development which enables (i) identification and quantita-
tive estimation of the “quantumness” associated with different
nuclear degrees of freedom in the system under study, (ii) esti-
mation of the residual errors in PIMD simulations, and (iii)
verification of the convergence of PIMD simulation results
with respect to P. In Sec. IV, we then derive the PPI correction
to the RDF estimator and benchmark it using the results of
PIMD simulations for bulk water at ambient conditions. The
manuscript is then ended with some conclusions regarding the
future outlook of the field in Sec. V.
II. PERTURBED PATH INTEGRALS
IN IMAGINARY TIME: HIGH-ORDER EFFICIENCY
WITH THE SECOND-ORDER PROPAGATOR
Imaginary-time PIMD simulations are based on the rep-
resentation of the partition function for a quantum system as a
multi-dimensional integral over P interacting classical copies
(or beads) of the system,
ZPI = A
∫ ∏
is
d~q (s)i e
−βUeff
, (1)
where ∏i,s ≡∏Ni=1 ∏Ps=1 runs over the N particles comprising
each of the P beads, A is a normalization constant, β = 1/kBT
is the inverse temperature, ~q (s)i is the coordinate vector for
particle i in bead s, and Ueff is the effective potential. Within
the commonly used second-order approach, the form of Ueff is
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derived by employing the Trotter theorem for the exponential
of the Hamiltonian ( ˆH),59 i.e.,
e−β ˆH = e−β( ˆK+ ˆU) = lim
P→∞
[
e−
β ˆU
2P e−
β ˆK
P e−
β ˆU
2P
]P
, (2)
in which K̂ and Û are the kinetic and potential energy
operators, respectively. As a result, one obtains that
Ueff =
∑
i
miω
2
P
2
∑
s
(
~q (s+1)i − ~q (s)i
)2
+
1
P
∑
s
Us, (3)
where mi is the mass of particle i, ω2P = P/β
2 is the chain fre-
quency, and Us is the intrabead potential energy corresponding
to the particles in bead s, respectively.
When compared to higher-order expansions of eβ ˆH ,60,62
the main advantage of the second-order factorization scheme in
Eq. (2) is that Ueff simply depends on Us (and not higher-order
derivatives of Us), allowing one to employ the PIMD approach
to compute the multi-dimensional integral required for evalu-
ation of the quantum partition function in Eq. (1). The main
disadvantage of this expansion is the relatively slow conver-
gence of associated thermodynamic properties with respect to
P [typicallyO(P−2)], which therefore requires increased com-
putational effort for a sufficiently accurate and well-converged
treatment of NQE.
A particularly efficient way to improve the accuracy
of conventional second-order PIMD simulations (instead of
simply increasing P) is to combine quantum mechanical
perturbation theory with the Feynman-Kac imaginary-time
path-integral technique. As explained in detail in Ref. 53,
the resulting perturbed path-integral (PPI) method is based
on the refinement of the second-order ZPI by considering a
ring-polymer consisting of quasi-classical copies of the initial
quantum system. Mathematically speaking, this ansatz results
in modification of the second-order ring-polymer partition
function to yield ZPPI = ZPIZq via
Zq = exp
[−β∆F]
= exp
−~
2 β3
24P3
∑
i
1
mi
∑
s
〈(
~f (s)i
)2〉 . (4)
In this expression, ∆F is the PPI free-energy correction, ~f (s)i
is the force acting on particle i in bead s, and 〈 · · · 〉 indicates
a thermodynamic average.
The advantages of the PPI approach over other existing
schemes include:
1. no requirement for empirical parameters or elaborate
fitting procedures;
2. no issues arising from statistical convergence problems
upon increasing the system size;
3. applicability to the calculation of any thermodynamic
observable;
4. no additional computational cost is needed since the only
required ingredients—the atomic forces—are computed
throughout the PIMD trajectory;
5. can be accounted for on-the-fly or a posteriori using any
existing code that can perform PIMD simulations.
Letting φ be an estimator defined as
φ ≡ ~
2 β2
24P3
∑
i
1
mi
∑
s
(
~f (s)i
)2 (5)
such that ∆F = 〈φ〉 in Eq. (4) and D(A, B) be a generic
correlation function defined as
D(A, B) = 〈AB〉 − 〈A〉〈B〉, (6)
one can write the PPI corrections for the total (∆E), potential
(∆U), and kinetic (∆K) energy components as well as the (con-
stant volume) heat capacity (∆C) estimators53 in the following
FIG. 1. Average kinetic [(a) and (b)] and potential [(c)
and (d)] energies of the CH+5 molecule as a function of P
for PIMD simulations carried out at 100 K [(a) and (c)]
and 20 K [(b) and (d)] using the POSflex force field.71
The solid black lines represent the converged results.69
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transparent fashion:
∆E = 3∆F − βD ( , φ) , (7)
∆U = 2∆F − βD (u, φ) , (8)
∆K = ∆F − βD (κ, φ) , (9)
and
∆C = 2 (5 + 3βE) β∆F − 2 (3 + βE) β∆E
+ 2β∆K − β3 D
(
φ, 2
)
. (10)
In these expressions,  is the conventional primitive total
energy estimator,
 = u + κ, (11)
written in terms of κ, the conventional primitive kinetic energy
estimator,
κ =
3PN
2β
−
∑
i
miω
2
P
2
∑
s
(
~q (s+1)i − ~q (s)i
)2
, (12)
and u, the conventional potential energy estimator,
u =
1
P
∑
s
Us. (13)
Figure 1 demonstrates the convergence of the kinetic and
potential energy components as a function of P for the CH+5
molecule (using the POSflex force field71) at both 100 K and
20 K, obtained from PIMD simulations employing second-
order estimators with and without PPI corrections. From these
data, one can easily see that the PPI method provides a sim-
ple and efficient way to improve the accuracy of conventional
second-order PI estimators.
III. EFFECTIVE TEMPERATURES FOR NUCLEI
OR COLLECTIVE VIBRATIONAL MODES
Despite the fact that NQE are present in all molecules and
materials, their role in a particular system or process of inter-
est is not always clear. Thus, an important challenge in the
theoretical modeling of NQE is that of quantitatively ascer-
taining the degree of “quantumness” associated with different
degrees of freedom. In fact, such estimates can be used as
indicators for approximating the convergence of PIMD sim-
ulations and therefore aid in choosing the best approach for
modeling NQE in a given system. In this section, we demon-
strate that the PPI method provides a simple and elegant tool to
address this challenge. We note here that the results described
herein can only be obtained by considering the PPI method
as perturbation theory applied to conventional second-order
PIMD. Such “effective temperatures” cannot be introduced
by assuming that PPI is a second-order cumulant decomposi-
tion of the fourth-order Takahashi-Imada PI approach, which
is an alternative derivation of Eq. (4) (for more details, see
Ref. 53).
To explore the concept of “quantumness” associated with
the different degrees of freedom in a system, we will consider
the influence that interparticle interactions exert on NQE by
analyzing the expansion of the free energy F of a quantum
system in terms of powers of the reduced Planck’s constant
(~),70
F = Fc +
~2 β2
24
∑
i
〈
~f 2i
〉
mi
+O(~3), (14)
where Fc is the classical free energy. The first non-classical
term, which is O(~2) on the RHS of Eq. (14), is proportional
to the average of the square forces acting on the particle. Thus,
strong attractions (or repulsions) acting on light nuclei can
lead to pronounced NQE even at relatively high temperatures.
For instance, a H atom bonded to an O atom is usually notice-
ably delocalized due to the combination of the relatively small
mass of H and the large forces acting on it. As a result, quantum
delocalization of H atoms in protonated water is an important
factor in the formation of long water chain structures at ambi-
ent conditions.72 Another example of the crucial role played by
NQE occurs in proton transport through pristine graphene. In
this case, strong repulsion at small proton-graphene distances
leads to pronounced proton delocalization and the main trans-
port mechanism is best described as quantum under-barrier
tunneling.73
As was demonstrated in Ref. 53, Eq. (14) can also be
utilized for imaginary-time PIMD approaches. In this case, the
classical free energy term, Fc, transforms into the free energy
of a ring-polymer system. For the second quasi-classical term
in Eq. (14), one has to perform the summation over all of the
force components in every bead, and the temperature becomes
P times the equilibrium temperature, T, i.e., β is replaced by
βP ≡ β/P. As a result, this term transforms into the free-energy
correction entering Eq. (4).
Following the standard perturbation-theory procedure,70
one can obtain the following correction to the probability dis-
tribution function for a particular component j of the momen-
tum associated with a general degree of freedom in the system
(e.g., an individual atom, a phonon mode, etc.) in the following
form:
dwpj ∼ exp
−
βPp2j
2mj
*,1 −
~2 β3P
12mj
∑
s
〈(
f (s)j
)2〉+-
 dpj. (15)
Here, the same corrections correspond to identical degrees of
freedom in all beads due to their equivalence within the second-
order PI approach.
The distribution in Eq. (15) has a Maxwellian form with
an effective temperature given by
T effj = T +
~2 β2P
12mjPkB
∑
s
〈(
f (s)j
)2〉
, (16)
where kB is the Boltzmann constant. The difference ∆j
≡ T effj − T computed using MD simulations with classi-
cal nuclei therefore suggests a measure of the quantumness
associated with the j-th degree of freedom. As such, when
∆j  T, the corresponding degree of freedom has a classical
nature. For ∆j < T, classical MD trajectories can be used to
compute the equilibrium properties of the system by introduc-
ing quantum corrections, see Secs. II and IV. Finally, when
∆j ≥ T, one has to perform PIMD simulations for an accu-
rate description of any process where this particular degree of
freedom plays an important role. Note that different effective
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temperatures may correspond to different degrees of free-
dom associated with the same nuclei and are indicative of
anisotropic nuclear quantum fluctuations in molecular and
crystal systems.
As an example which clearly demonstrates how this effec-
tive temperature formalism works, let us now consider a
one-dimensional (1D) classical harmonic oscillator (HO) with
frequency ω. Computing the average square force using the
classical partition function yields
T effHO = T +
~2ω2
12kBT
. (17)
By substituting T effHO back into the classical partition function
and computing the average total energy, one obtains
E =
1
β
+
β~2ω2
12
, (18)
a result that coincides with the first two terms in the expansion
of the exact total energy of the 1D quantum harmonic oscillator
(QHO) in powers of ~.
Now, we will apply this effective temperature formalism
to a ring-polymer system. In this case, the first three terms in
the expansion of the total energy of the 1D QHO (in powers of
~), obtained as a result of imaginary-time PI calculations with
P = 2, were found as
EPI =
1
β
+
β~2ω2
16 −
β2~3ω3
256 . (19)
Note here that the numerical prefactors in the second and third
terms of Eq. (19) are rather different from the exact values
of 1/12 and 1/720. By employing Eq. (16) with the two-bead
ring-polymer to compute
〈(
f si
)2〉
and then recalculating the
total energy using the same partition function with this new
effective temperature, one finds that
EPPI =
1
β
+
β~2ω2
12
− β
2~3ω3
768 , (20)
which is in much better agreement with the exact results. In the
PPI approach, only the numerical prefactor in the third term is
slightly smaller than the exact value of 1/720.
This simple example above demonstrates that the effec-
tive temperatures introduced by Eq. (16) are also applicable
for a ring polymer. Thus, one can use ∆j as a measure of the
convergence of PIMD results without the need to run increas-
ingly more expensive PIMD simulations with larger values
of P. As such, the employed Trotter number is deemed suffi-
cient for an accurate quantitative description of the NQE when
the auxiliary ring-polymer system displays pronounced clas-
sical behavior. In this effective temperature formalism, this is
equivalent to the requirement that all of ∆j [obtained using
Eq. (16)] are small compared to T. Since this approach does
not require any a priori knowledge regarding the character-
istic frequencies of the system, the PPI effective temperature
method can be very useful for large systems. As mentioned
earlier, this effective temperature formalism can be applied to
a given Cartesian degree of freedom as well as any collective
vibrational degrees of freedom (e.g., the normal modes of the
system).
TABLE I. Effective nuclear temperatures (in K) extracted from AI-MD
simulations at the PBE+TS-vdW level of theory performed at 300 K.
System H D O C
Water 2866 . . . 602 . . .
Benzene 2385 . . . . . . 898
H/D-doped PGS 1732 1049 . . . 907
A. Effective temperatures for classical MD
Table I presents the effective temperatures for different
atomic species computed from classical ab initio MD (AI-MD)
simulations at 300 K for a water molecule, benzene molecule,
and pristine graphene sheet (PGS) doped with protons and
deuterons (see Fig. 2). The systems considered here are of great
practical interest and demonstrate pronounced NQE even at
ambient conditions.11,13,14 We note in passing that the system
shown in Fig. 2 does not correspond to a stable state, although
such a system plays an important role in the study of hydrogen
isotope transport.73
The calculations here (and below) have been performed
using the open-source i-PI code74 for generating MD and
PIMD trajectories and the all-electron FHI-aims package75
to compute DFT energies and forces. The non-empirical
exchange-correlation functional of Perdew, Burke, and Ernz-
erhof76 (with the “tight” basis set setting) and the Tkatchenko-
Scheffler method to account for van der Waals interactions77
have been employed in all cases. All simulation time steps
were set to 0.2 fs. For simulations of the PGS doped with
protons (or deuterons), the out-of-plane coordinate of the
centroid created by the dopant (H/D) ion and two C atoms
in the surrounding hexagon were fixed at the same height,
whereas all other degrees of freedom were allowed to fluctuate
freely.
Considering the data in Table I, one clearly sees that the
obtained ratios, ∆j/T, are in the range of 1.0–8.6, which unam-
biguously indicates that all of the nuclei in these systems
require a full quantum mechanical treatment. Furthermore,
a closer look at the different components of the effective
temperature corresponding to the in-plane and out-of-plane
components of the H, D, and C atoms in the doped PGS sys-
tem reveals considerable anisotropy in the NQE, as shown
in Table II. Here, we observe that the NQE for H and D
are strongly pronounced in the out-of-plane direction, while
the in-plane components of the effective temperatures are
FIG. 2. Pristine graphene sheet (PGS) doped with an in-plane proton or
deuteron (depicted by the gray sphere).
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TABLE II. Effective nuclear temperatures (in K) corresponding to the in-
plane and out-of-plane nuclear components in H/D-doped PGS extracted from
AI-MD simulations at the PBE+TS-vdW level of theory performed at 300 K.
System H D C
H/D-doped PGS (in-plane) 1306 794 2246
H/D-doped PGS (out-of-plane) 2584 1560 493
approximately twice smaller. Indeed, the graphene-ion repul-
sion perpendicular to the graphene sheet is the major con-
tribution to the force acting on the ions, leading to strong
delocalization of these nuclei in this direction. In contrast, the
in-plane forces are considerably stronger than the out-of-plane
forces for the C atoms, resulting in an in-plane effective tem-
perature that is almost five times higher. Hence, the in-plane
fluctuations of the C atoms should have a pronounced quantum
nature and will considerably deviate from classical predictions,
while the out-of-plane modes will be significantly less affected
by NQE.
This is clearly demonstrated in Fig. 3, where a compari-
son of the classical (AI-MD) and quantum (AI-PIMD) in-plane
and out-of-plane fluctuations is shown for the PGS system at
300 K. From this figure, one can see that the in-plane quan-
tum delocalization of the C atoms in graphene is at least as
important as thermal vibrations. In contrast, the out-of-plane
thermal fluctuations obviously dominate over nuclear quantum
fluctuations.
B. Effective temperatures for PIMD
The effective temperatures extracted from AI-PIMD sim-
ulations performed at 300 K for a water molecule, a benzene
molecule, and the H/D-doped PGS system are presented in
FIG. 3. Probability distribution functions [in arbitrary units (a.u.)] for finding
two nearest C atoms at the given (a) in-plane distance and (b) out-of-plane
distance in the PGS system at 300 K.
TABLE III. Effective nuclear temperatures (in K) extracted from the AI-
PIMD simulations at the PBE+TS-vdW level of theory performed at
300 K.
System H D O C
Water 431 . . . 316 . . .
Benzene 381 . . . . . . 316
H/D-doped PGS 380 326 . . . 318
Table III. Here, we employed P = 10 beads for the AI-PIMD
simulations of the PGS system and P = 12 beads for the water
and benzene molecules. All other simulation details are the
same as that used for the AI-MD simulations described directly
above.
From these data, one can see that the effective temper-
atures for D, O, and C exceed the equilibrium temperature
of 300 K by less than 10%. In contrast, the effective tem-
peratures for the H nuclei are still higher than 300 K by
27%–44%. This means that the employed Trotter number
is not sufficient to obtain accurate predictions for processes
involving H in these systems. Thus, either an a posteriori
correction method should be employed to compute accu-
rate thermodynamic properties for these systems53,63 or an
AI-PIMD simulation should be repeated with a larger value
of P.
Figure 4 shows a comparison of the probability distribu-
tion functions for the nearest C–C and C–H distances in the
benzene molecule computed from AI-PIMD trajectories with
P = 12 using the conventional second-order estimator (blue
line) and the corresponding converged results (red line). In full
agreement with the conclusions based on the effective temper-
atures in Table III, the C–C distribution curve obtained from
AI-PIMD simulations with P = 12 is in very good agreement
FIG. 4. Probability distribution functions [in arbitrary units (a.u.)] for finding
two nearest (a) C atoms and (b) C and H atoms at a given distance in the benzene
molecule at 300 K.
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with the converged result. In the same breath, the C–H fluc-
tuations noticeably deviate from the accurate results due to
an underestimation of the NQE for H atoms in the AI-PIMD
simulations with P = 12.
Knowledge of these effective nuclear temperatures
already provides enough information to predict some accu-
rate (and well-converged) thermodynamic properties using
non-converged simulation results. For instance, the relative
difference between the effective and true temperatures for C
in the AI-PIMD simulations of the PGS system at 300 K
is 6%. In this system, the NQE contribution to the kinetic
energy obtained using the conventional virial centroid esti-
mator is 52.8 meV/atom, while the converged answer is
56.9 meV/atom. Thus, the kinetic energy is underestimated
by approximately 7%, which is in very good agreement with
the ∆j/T ratio. The same analysis for the benzene molecule
leads to a relative underestimation of the NQE contribu-
tion to the kinetic energy by 12% in the AI-PIMD sim-
ulations with P = 12 at 300 K. This value is in between
the values of ∆j/T for the C and H nuclei in the benzene
molecule, which were found to be 5% and 25%, respectively.
This contribution is also quite close to the expected mean
error of 15%. Hence, one can use these effective tempera-
tures to check the convergence of PIMD simulations with
respect to P as well as quantitatively estimate the converged
results. A more accurate calculation of different thermody-
namic observables is possible by employing PPI corrections
for the properties of interest, which brings us to the topic
of Sec. IV.
IV. PERTURBED PATH-INTEGRAL CORRECTION
FOR THE RADIAL DISTRIBUTION FUNCTION
Equilibrium structural properties, such as the radial dis-
tribution function (RDF), are of great practical interest in
the study of condensed-phase systems. The central quantity
required for obtaining a RDF is the number of pairs of par-
ticles (of a given type) separated by a distance r in a given
system of interest. In practice, one counts all pairs N(r) with
an interparticle distance in the range (r  ∆r/2, r + ∆r/2),
namely,
N(r) =
〈
ˆN(r)
〉
=
〈∑
ij
′ 1
P
∑
s
nˆ
[
r
(s)
ij − r
]〉
, (21)
where 〈· · · 〉 represents an average over PIMD trajectories, the
primed summation indicates omission of the i = j term, r(s)ij
is the distance between particles i and j in bead s, and the
operator
nˆ
[
r
(s)
ij − r
]
= lim
∆r→0
1
∆r
(
σ
[
r
(s)
ij − (r + ∆r/2)
]
− σ
[
r
(s)
ij − (r − ∆r/2)
] )
(22)
is the difference between two Heaviside step (σ) functions.
When ∆r → 0, the RHS of Eq. (22) transforms into a delta
(δ) function, which is the standard mathematically rigorous
definition of nˆ
[
r
(s)
ij − r
]
in the continuous limit.
Using Eq. (12) from Ref. 53, the PPI correction for N(r)
can be written as
∆N(r) = −~
2 β3
24P3
D*,N(r),
∑
i
1
mi
∑
s
(
~f (s)i
)2+-
−~
2 β2
12P3
∑
i
1
mi
∑
s
〈
~f (s)i · *,∂N(r)∂~r (s)i +-
〉
,
(23)
where the sum over i includes all particles in the system. Since
the correlation function D on the RHS of Eq. (23) is trivial to
compute, we will focus our attention on the second term. Here,
the scalar product vanishes if the i-th particle does not belong
to the set which enters ˆN(r), otherwise
~f (s)i · *,∂N(r)∂~r (s)i +- =
~f (s)i
P
∑
j
′~u
(s)
ij
∆r
(
δ
[
r
(s)
ij − (r + ∆r/2)
]
− δ
[
r
(s)
ij − (r − ∆r/2)
] )
, (24)
where ~u (s)ij ≡ ~r (s)ij /r(s)ij is a unit vector along the direction con-
necting particles j and i. Hereafter we omit the limit ∆r → 0
for clarity. In contrast to Eq. (23) above, the summation here
is taken over the particles which contribute to N(r) only.
Substituting Eq. (24) into the second term on the RHS
of Eq. (23), representing the δ functions as the difference
between two σ functions divided by ∆r ′ [as was done in
Eq. (22)], and setting ∆r ′ = 2∆r, one obtains the final expres-
sion for ∆N(r),
∆N(r) = −~
2 β3
24P3
D*,N(r),
∑
i
1
mi
∑
s
(
~f (s)i
)2+-
+
~2 β2
24P4
∑
ij
′∑
s
〈(~f (s)i
mi
−
~f (s)j
mj
)~u (s)ij
∆r
×
(
nˆ
[
r
(s)
ij − (r − ∆r)
]
− nˆ
[
r
(s)
ij − (r + ∆r)
] )〉
.
(25)
The nˆ operators in the second term on the RHS of Eq. (25) indi-
cate that the value found for the ith bin of the N(r) distribution
should be added to the previous (i  1) bin and subtracted from
the next (i + 1) bin.
Dividing N(r) by the volume of a spherical shell with
radius dr yields the desired RDF
g(r) = 4pir2N(r)dr, (26)
which is subject to the following normalization condition:
4pi
V
∫
V
dr r2N(r) = N , (27)
where N is the total number of particles in the system and
V is the total volume. Since Eq. (21) already satisfies this
normalization condition, we have
4pi
V
∫
V
dr r2∆N(r) = 0. (28)
Moreover, the corresponding integral contributions to ∆N(r)
from both terms in Eq. (25) are also independently equal to
102325-8 Poltavsky, DiStasio, Jr., and Tkatchenko J. Chem. Phys. 148, 102325 (2018)
FIG. 5. O–H (a), H–H (b), and O–O (c) radial distribu-
tion functions (RDFs) as well as the total energy (d) as
a function of P for PIMD simulations of liquid water
at 298 K with (solid lines) and without (dashed lines)
the corresponding PPI correction. In this work, liquid
water was modeled using the q-TIP4P/F force field as
implemented in the i-PI code and a simulation cell con-
taining 216 water molecules subject to periodic boundary
conditions.
zero. This is due to the fact that Eq. (27) implies that the corre-
lation function in Eq. (25) vanishes since one of its arguments
is a constant. To fulfill the condition in Eq. (28), the second
integral on the RHS of Eq. (25) must also vanish. This simply
reflects the fact that any RDF correction should conserve N
and only modify the shape of the curve.
The efficiency of the PPI RDF correction in Eq. (25) is
demonstrated in Fig. 5 by considering the equilibrium structure
of bulk liquid water via PIMD simulations. To model liquid
water, all calculations used the q-TIP4P/F water model28 in the
i-PI code74 to perform NVT simulations on a box containing
216 water molecules subject to standard periodic boundary
conditions. All simulations were carried out at 298 K with
a time step of 0.1 fs for a total of 40 ns (with an additional
10 ns for equilibration). The results of applying conventional
and improved PPI-based RDF estimators for the same PIMD
trajectories are shown in Figs. 5(a)–5(c). In Fig. 5(d), we also
show the convergence of the conventional virial centroid total
energy estimator as a function of P with and without the PPI
correction from Eqs. (9) and (10).
From these data, one can see that P = 12 is already suf-
ficient to obtain highly converged RDF curves in addition to
the total energy when PPI corrections are added to the con-
ventional estimators. Without such PPI-corrected estimators,
accurate RDFs require at least P = 64 beads to properly repro-
duce the first O–H peak. The results for the conventional RDF
estimators applied to the PIMD trajectories with P = 64 exactly
coincide with the PPI estimators starting from P = 12 onward
and are not shown in the figure. Quite importantly, the exclu-
sion of H (O) forces in Eq. (25) would lead to incorrect RDFs
since the positions of the O (H) atoms do correlate with the
forces acting on the H (O) atoms.
Figure 5(d) demonstrates that the convergence of the total
energy is even more challenging. In this case, simulations with
up to 64 beads still do not lead to fully converged results within
the conventional second-order PIMD approach. Deployment
of PPI corrections significantly improves the situation. In fact,
PPI-corrected simulations with P = 12 are sufficient to accu-
rately reproduce the first O–H peak, which is the largest chal-
lenge due to the pronounced quantum behavior of H atoms in
water. All of the other computed properties can be reproduced
with reasonable accuracy (∼3%–5%) and for most practical
purposes using only 8 beads, which is often acceptable even
for computationally demanding AI-PIMD simulations of large
realistic systems.
V. CONCLUSIONS AND FUTURE OUTLOOK
In this work, we have demonstrated the potential of ther-
modynamic perturbation theory to extend the applicability of
(PI)MD simulations. We proposed a definition of effective tem-
peratures (for atoms or other collective degrees of freedom)
that allows one to quantitatively assess the “degree of quan-
tumness” associated with nuclear fluctuations in molecules
and materials. This approach only requires information about
the interparticle forces, which are readily available in MD sim-
ulations. The proposed perturbed path-integral (PPI) formal-
ism53 allows for generalization of the effective temperatures to
imaginary-time path integrals, which significantly accelerates
the PIMD simulations and paves the way toward rigorously
assessing their convergence. We demonstrate that PPI esti-
mators can be developed for any thermodynamic observable
of interest, with a particular focus on the radial distribution
function estimator. We found that the strong interatomic inter-
actions in molecules and crystals lead to pronounced nuclear
quantum fluctuations at ambient conditions not only for hydro-
gen but also for heavier nuclei such as oxygen and carbon
atoms. Due to the anisotropic nature of intramolecular and
intracrystal interactions, NQE can be strongly anisotropic in
such systems and cannot be correctly captured by merely
increasing the overall temperature of the system. All of the
employed estimators are implemented in the i-PI code74 and
can be used out of the box.
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