We consider the problem of isosurface extraction and rendering for large scale time-varying data. Such data sets have been appearing at an increasing rate especially from physics-based simulations, and can range in size from hundreds of gigabytes to tens of terabytes. Isosurface extraction and rendering is one of the most widely used visualization techniques to explore and analyze such data sets. A common strategy for isosurface extraction involves the determination of the so-called active cells followed by a triangulation of these cells based on linear interpolation, and ending with a rendering of the triangular mesh. We develop a new simple indexing scheme for out-of-core processing of large scale data sets, which enables the identification of the active cells extremely quickly, using more compact indexing structure and more effective bulk data movement than previous schemes. Moreover, our scheme leads to an efficient and scalable implementation on multiprocessor environments in which each processor has access to its own local disk. In particular, our parallel algorithm provably achieves load balancing across the processors independent of the isovalue, with almost no overhead in the total amount of work relative to the sequential algorithm. We conduct a large number of experimental tests on the University of Maryland Visualization Cluster using the Richtmyer-Meshkov instability data set, and obtain results that consistently validate the efficiency and the scalability of our algorithm.
Introduction
During the past few years, we have seen an increasing trend towards the generation and analysis of very large time-varying data sets in scientific simulation. Such data sets are characterized by their very large sizes ranging from hundreds of gigabytes to tens of terabytes with multiple superposed scalar and vector fields, demanding an imperative need for new interactive exploratory visualization capabilities. As an example of such a data set, consider the fundamental mixing process of the Richtmyer-Meshkov instability in inertial confinement fusion and supernovae from the ASCI team at the Lawrence Livermore National Labs. 2 This data set represents a simulation in which two gases, initially separated by a membrane, are pushed against a wire mesh. These are then perturbed with a superposition of long wavelength and short wavelength disturbances and a strong shock wave. This simulation took 9 days on 960 CPUs and produced about 2.1 TB of simulation data. The data show the characteristic development of bubbles and spikes and their subsequent merger and break-up over 270 time steps. Each time step, simulated over a 2048 × 2048 × 1920 grid, has isosurfaces exceeding 500 million triangles with an average depth complexity of 50. Such high-resolution simulations allow elucidation of fine scale physics; in particular, when compared with coarser resolution cases, the data allow observations of a possible transition from a coherent to a turbulent state with increasing Reynolds number. Although there are a large set of visualization systems and techniques, they are usually targeted for several orders of magnitude smaller data sets, may just consider the issues of data representation and visualization in a fragmented manner, and do not scale to the terabyte-sized data sets. Visual interaction with large databases of dynamic simulation data sets requires the development of a high-performance graphics software infrastructure running on visualization platforms with access to large scale storage. In this paper, we develop provably scalable and efficient strategies for the parallel out-of-core isosurface extraction and rendering of time-varying scalar fields. Compared with other published algorithms, our approach has the following advantages:
• Our serial algorithm uses a smaller indexing structure and a more effective bulk data movement than the best known previous algorithms while achieving similar asymptotic bounds.
In particular, the size of our indexing structure is shown to be orders of magnitude smaller than that of the interval tree for a number of well-known data sets.
• Our scheme can be implemented on a distributed storage multiprocessor environment such that the data distribution across the local disks of the different processors results in a provably balanced workload irrespective of the isovalue. Moreover, the total amount of work across the different processors is about the same as that required by our efficient serial algorithm.
• Our experimental results show that we can generate and render isosurfaces at the rate of 3.5 ∼ 4.0 million triangles per second on the Richtmyer-Meshkov data set using our algorithm on a single processor. On a 16-node cluster, we achieve scalable performance across widely different isovalues with a performance of up to 60 million triangles per second. The experimental results also show that our algorithm achieves excellent load balancing for a variety of data sets over a wide range of isovalues.
We make use of the University of Maryland visualization cluster in which each node consists of a two-way symmetric multiprocessor with 8 GB of main memory, a 60 GB local disk, and an NVIDIA GPU (Graphics Processing Unit). The nodes are interconnected via a 10 Gbps InfiniBand, with four nodes reserved for compositing the image frame buffer outputs of other processors and displaying the results on a wall-sized screen (multi-projector display).
Previous work
The Marching Cubes algorithm developed in [14] scans the entire cell set, one cell at a time, and determines whether a cell is cut by the isosurface, and in the affirmative generates a local triangulation of the isosurface intersection with the cell. The overall triangular mesh is then rendered on a screen. Many improvements to this initial algorithm have been reported in the literature. Some algorithms attempt to reduce the number of examined cells by using a spatial data structure such as the octree [21, 22] , while others partition the range of the scalar field values and construct an index on such a partition [19] . Note that the spatial data structures can only be used for structured grids (such as the Richtmyer-Meshkov data set), while the range partitioning schemes can be used for both structured and unstructured grids. A hybrid scheme that works only for structured grids determines a collection of "seed cells" and perform contour propagation starting from some seed cells that depend on the isovalue [3, 13] . A theoretically optimal algorithm was described in [9] , and involves the construction of an interval tree on the scalar field intervals defined by the cells [2] . Such a data structure enables the exploration of only the active cells (cells that intersect the isosurface) and hence it is output sensitive. This algorithm was later generalized into a theoretically optimal out-of-core isosurface extraction strategies in [7, 8] . For multiprocessor environments, several parallel algorithms have been reported for the case when the data can fit in the main memory [10, 11, 15, [17] [18] [19] . Of more interest to us are the parallel out-ofcore algorithms such as those reported in [4, 6, 20, [23] [24] [25] . We proceed to briefly discuss some of the recent algorithms and relate them to the work described in this paper.
We assume a multiprocessor environment in which each processor has its own local disk. The processors communicate and exchange data through an interconnection network using message passing. There is no shared storage pool. The initial input is assumed to be partitioned among the disks of the different processors. Therefore, a parallel out-of-core algorithm has to deal with (i) data layout among the parallel disks and the indexing structure to access the data; (ii) determining active cells and generating the corresponding triangles using the available processors; and (iii) rendering and displaying the output. Critical factors that influence the performance include the amount of work required to generate the index and organize the data on the different disks (preprocessing step); the relative computational loads of the different processors corresponding to an arbitrary isovalue; the performance of the rendering and rasterization into a single display; and the total amount of work relative to the (best) sequential algorithm. The preprocessing step described in [8, 5, 6] involves partitioning the data set into metacells, where each metacell is a cluster of neighboring cells and occupies about the same number of disk blocks (in particular, the metacell is trivially a subcube in the case of structured grids), and building a B-tree like interval tree, called binaryblocked I/O interval tree (BBIO tree). The computational cost of this step is asymptotically similar to an external sort, which is likely to be expensive in practice. The isosurface generation requires that a host traverses the BBIO tree to determine the indices of the active metacells, after which jobs are dispatched on demand to the available processors. In addition to the substantial preprocessing overhead, a significant bottleneck with this scheme is the host overhead in coordinating and dispatching jobs, and the unpredictability of the access pattern to the available disks. The algorithm described in [23] attempts to solve the load balancing problem by distributing the data based on a range space partition. The range of possible field values is partitioned into a number of intervals. Blocks are then assigned to triangular matrix entries depending on which intervals a block spans. An external interval tree (BBIO tree) is A u t h o r ' s p e r s o n a l c o p y then built separately for the data on each processor. Again this strategy involves a very expensive preprocessing step but in addition there is no guarantee of load balancing among the processors. In fact, it is easy to construct a data set that will result in extremely unbalanced loads among the processors. Moreover, while the BBIO is "asymptotically optimal" for I/O performance (in terms of the number of active metacells brought to memory and not necessarily the active cells), it does incur a significant overhead in terms of size and performance. The extracted local surface is then streamed to parallel rendering servers, followed by compositing the outputs of the different frame buffers to a tiled-display. The preprocessing algorithm described in [25] is based on partitioning the range of scalar values into equal-sized subranges, creating afterwards a file of subcubes for each subrange. The blocks in each range file are then distributed across the different processors, based on a work estimate of each block. As in [23] , the preprocessing is computationally expensive and there is no guarantee that the loads of the different processors will be about the same in general.
In summary, existing parallel out-of-core algorithms either require unpredictable data accesses to the disks, which can cause a considerable overhead, or use complex indexing schemes with no guaranteed load balancing. The parallel out-of-core algorithm presented in this paper uses a simple indexing scheme with provable load balancing among the processors (regardless of the data set or the isovalue) and incurs almost no overhead relative to the efficient sequential version of the algorithm.
Computational model
Due to their electromechanical components, disks have two to three orders of magnitude longer access time than randomaccess main memory. In order to amortize the access time over a large amount of data, a single disk access reads or writes a block of contiguous data at once, typically of size 4 or 8 KB. We will use the standard model [1] to measure the I/O performance of our algorithm. We denote the input size by N, the disk block size by B, and the size of the main memory by M. In this work, we are assuming that N is much larger than M, which is in turn much larger than B. The I/O performance of an external memory algorithm is measured by the number of I/O operations, each such operation involving the reading or writing of a single disk block. As a result, scanning contiguously the input data requires O(N/B) I/O operations.
Our parallel computation model consists of a number of processors, each with its own local main memory and disk, interconnected through an interconnection network. The processors communicate and exchange data through message passing using the interconnection network. Since we are interested in large scale data, we assume that the input data resides on the disks of the available processors. A preprocessing step involves rearranging the data among the disks with the goal to optimizing the access patterns to the data, and to distributing the computational load equally among the processors.
Compact interval tree indexing scheme
Our algorithm can handle both structured and unstructured grids and makes use of the metacell notion introduced in [8] . In general, a metacell consists of a cluster of neighboring cells. All the metacells are about the same size, which is a small multiple of the disk block size. In particular, for the structured grid of the Richtmyer-Meshkov data set, our metacell consists of a subcube of size 9 × 9 × 9, represented by a list of the scalar values appearing in a predefined order. Our indexing structure and isosurface query algorithm are designed upon the concept of metacell. With each metacell, we associate an interval (v min , v max ) corresponding, respectively, to the minimum and maximum values of the scalar field over the metacell. Our compact interval tree structure makes use of the span space concept to organize the data layout. Before introducing this structure, we begin with a brief review of the standard binary interval tree.
Given a set of intervals, to build the binary interval tree, we store the median of the endpoints of the intervals at the root and assign all the intervals containing that value to the root. We then recursively build the left and right subtrees corresponding, respectively, to the intervals completely to the left and the right of the value stored at the root. Our compact interval tree is similar to the interval tree except that we do not store the two sorted lists of intervals at each node. Instead, we store the distinct values of the v max endpoints of these intervals, sorted in decreasing order, and associate with each such value a pointer to a list of intervals sorted in increasing order of left endpoint value v min . We now explain the compact interval tree in the context of the isosurface problem and its relationship to the metacells generated from the input data. Consider the span space consisting of all possible combinations of the (v min , v max ) values of the scalar field. With each such pair we associate a list containing the metacells whose minimum scalar field value is v min and whose maximum scalar field value is v max . The essence of the scheme for our compact interval tree is illustrated through Fig. 1 representing the span space, and Note that the size of the standard interval tree is typically much larger than the size of our indexing structure. We can upper bound the size of our compact interval tree as follows. There are at most n/2 index entries at each level of the compact interval tree and the height of the tree is no more than O(log 2 n). Hence our compact interval tree consists of O(n log n) index entries, each entry having three fields. Therefore the total size of our compact interval tree is O(n log n), while the size of the standard interval tree is (N ), where N is the total number of intervals and hence can be as large as (n 2 ). In fact, the standard interval tree is always at least twice as large as our indexing structure regardless of the relative values of N and n since the interval tree stores each interval (v min , v max ) twice while our indexing structure stores each such interval at most once (the extra space required for pointers to the corresponding data on disk is the same in both cases). In Table 1 we compare the sizes of the two indexing structures for some well-known data sets from LLNL, the Stanford Volume Data Archive and IEEE visualization. As can be seen from the table, our indexing structure is substantially smaller than the standard interval tree, even in the case when N ≈ n.
A u t h o r ' s p e r s o n a l c o p y

Efficient and scalable isosurface extraction algorithm
Given a query isovalue , consider the unique path from the leaf node labeled with the largest value to the root. Each internal node on this path contains an index list with pointers to some bricks. For each such node, two cases can happen depending on whether belongs to the right or left subtree of the node.
Case 1: falls within the range covered by the node's right subtree. In this case, the active metacells associated with this node can be retrieved from the disk sequentially starting from the first brick until we reach the brick with the smallest value v max larger than .
Case 2: falls within the range covered by the node's left subtree. The active metacells are those whose v min values satisfy v min , from each of the bricks on the index list of the node. These metacells can be retrieved from the disk starting from the first metacell on each brick until a metacell is encountered with a v min > . Note that since each entry of the index list contains the smallest v min of the corresponding brick, no I/O access will be performed if the brick contains no active metacells.
Once an active metacell is in memory, any of the several variations of the Marching Cubes algorithm can be used to precisely determine the active cells within the metacell and generate the appropriate triangles defining the isosurface mesh.
Parallel processing
Assume that we have p processors, each with its own local disk, and the processors are interconnected with some type of a high-speed interconnection network. We will show how to partition the input data among the p local disks and apply our compact tree indexing structure to extract and render isosurfaces in a scalable and efficient way. The main challenge is to ensure load balancing among the processors for any isovalue while maintaining the same total amount of work as that of our sequential algorithm. We start by showing how to distribute the N input metacells among the local disks in such a way that the active metacells corresponding to any isovalue are spread almost evenly among the processors. We first sort N metacells in decreasing order of their v max values. The N sorted metacells are then divided evenly into √ N/p sets, each set containing √ pN consecutive metacells in the sorted order. Then, we resort the metacells within each set by increasing order of v min values. We now stripe all the N metacells as they appear after the two sorting steps across the p disks. That is, the first metacell is stored on the disk of the first processor, the second on the disk of the second processor, and so on wrapping around as necessary. We next prove the following property of our partitioning scheme. Proof. The first part of the lemma is obvious since the N metacells, after getting rearranged in the two sorting steps, are striped across the p disks. Given an isovalue , the corresponding active metacells are those represented in the shaded region shown in Fig. 3 of the span space. We now examine how these metacells are distributed among the p processors. After the first sorting step, our partitioning algorithm distributes the N metacells evenly into √ N/p sets, each of which contributes √ pN metacells. The second sorting step is performed within each set separately, after which all the metacells are striped across the p disks. Each set whose v max values are larger than or equal to (the first two sets in Fig. 3 ) contributes an equal number of active metacells with a difference of at most one for each set since the metacells within each set were sorted in increasing order of v min . Since there are at most √ N/p such sets, the total difference of active metacells contributed by these sets is at most √ N/p. We may have an additional set some of whose v max values are larger than or equal to , and the rest are strictly smaller (the last set in Fig. 3 ). In this case, the maximum difference in the number of active metacells among all the p processors cannot possibly exceed √ N/p, which is the number of metacells placed at each processor from this set. Therefore the maximum difference in the number of active metacells among all processors is bounded by 2 √ N/p, and the proof of the lemma is complete.
A u t h o r ' s p e r s o n a l c o p y
A few observations about our partitioning algorithm are in order. The first is that the above upper bound on the number of active metacells per processor is extremely conservative. As we will illustrate later, the bounds achieved in practice across widely different data sets are substantially better than this upper bound. The second observation is that in general we expect N * to be of order N 2/3 for interesting isovalues in which case 2 √ N/p is asymptotically much smaller than N * /p. Third, our scheme is the only scheme, as far as the authors know, for which asymptotic load balancing bounds can actually be established.
Once the metacells are distributed among the p processors, we create a compact interval tree that corresponds to the local data set. The isosurface query can now be carried out simultaneously by all the p processors using their own local indexing lists. As a result, roughly the same number of triangles are generated by each processor, which are then rendered locally. The p frame buffers will then be composited using their depth information to create the final output. Except for the very last step, we have provably split the work asymptotically equally among the processors, without increasing the total work relative to the sequential algorithm and without requiring communication between the processors (such a strategy is referred to as sort last strategy in the literature). For large scale data sets such as the Richtmyer-Meshkov data set whose isosurfaces consist of hundreds of millions of triangles, the compositing step involves the movement of data that is orders of magnitude smaller than the total size of the triangles, and hence can be done extremely quickly given a high-speed interconnection network as will be illustrated later.
Extension to time-varying data
Given the extremely compact size of our indexing structure, our scheme can be easily extended to deal with large scale time-varying data as follows. We have shown that the size of our indexing structure is O(n log n) for a single time step during which there are n distinct values of the endpoints of the intervals corresponding to the metacells. To index time-varying data of m time steps, we can use the same indexing scheme for each time step separately resulting in an indexing structure of size O(mn log n). Note that the size of the indexing structure depends only on the number of time steps, which is typically small, say in the order of hundreds and rarely in the thousands, but independent of the total number of cells of the given data set. For example, one-byte scalar data with hundreds of time steps will require an indexing structure of size at most a few megabytes, regardless of the size of each grid since the number n of possible distinct values is 2 8 = 256. Similarly for two-byte scalar data, the size of the indexing structure increases to hundreds of Megabytes, which is still reasonable and can easily fit in today's processors' main memory. In the case of RichtmyerMeshkov data set, we have 270 time steps with 7.5 GB per time step, which amounts to a total of about 2.1 TB. However, the size of our indexing structure for the whole data set is only 3.2 MB.
Experimental setup
Our platform consists of a 16-node visualization cluster, each node consists of a two-way SMP Dual-CPU running at 3.0 GHz, an 8 GB main memory, a 60 GB local disk that can achieve 70 MB/s I/O transfer rate, and one NVIDIA6800 GPU card with bi-directional 4 GBps data transfer rate to memory via PCIExpress (×16) Bus. The GPU communicates with CPU and RAM via MCH (memory controller hub). These 16 nodes are interconnected through 10 Gbps Topspin InfiniBand network. In addition, four nodes are connected to four projectors for a four-way tiled wall-sized display via their GPU card's DVI port. The architecture of a single node is illustrated in Fig. 4 .
A u t h o r ' s p e r s o n a l c o p y
As a visualization cluster, each node of the system can run graphics programs and dispatch OpenGL commands to its GPU for rendering. The system software configuration includes Redhat Linux Enterprise 3.0, MPI, and the chromium package to enable the parallel rendering among multiple rendering nodes. Basically, the chromium is able to intercept OpenGL command calls from graphics applications and sends them to proper rendering servers according to the tiled-display layout 3 [12] . For the parallel rendering scheme, we use the sort-last method [16] . The essence of this method is to have each node render its triangles locally using the on-board GPU, after which the output is read back from the GPU's frame buffer and sorted according to the display server's tile layout. Different regions of the frame buffer including the z-buffer content are forwarded to the appropriate rendering servers, each of which will be responsible for displaying a specific region on the wall-sized display. At each rendering server, the components of the frame buffers from various processors are composited using their z-buffer contents and rendered to the display device connected to server's GPU. In our experiments, the time of sorting and shuffling the frame buffers among various nodes via 10 Gbps InfiniBand does not cause a noticeable overhead compared to time it takes to extract and render the triangles at each node as we will see later.
Experimental results
Since the performance of our algorithm depends critically on how the overall computational load is allocated to the different processors, we start by illustrating the load balancing achieved on a 16-processor cluster using seven different data sets, including the five data sets listed in Table 1 . While the Richtmyer-Meshkov data use one-byte scalar fields, the MRBrain and CTHead data sets consist of two-byte scalar fields, and the remaining four data sets (generated from a hurricane simulation) use floating point scalar fields. The average number of active metacells among all the processors as well as the maximum difference between the loads of any two processors are shown in Tables 2 and 3 , over a wide range of isovalues. As the results show, the maximum difference of the number of active metacells among all the p processors is substantially smaller than the established upper bound of 2 √ N/p, for all cases, and clearly illustrate the excellent load balancing achieved in practice by our scheme. Since the total work of our parallel scheme is about the same as the sequential algorithm, we expect the performance of our parallel algorithm to be linearly scalable as we show next in some detail for the Richtmyer-Meshkov data set.
Detailed performance results on the Richtmyer-Meshkov data set
We illustrate the performance of our parallel scheme on the Richtmyer-Meshkov data set using a wide range of isovalues. This data set consists of 2048 × 2048 × 1920 one-byte scalar values for each time step and spans 270 time steps. The data 3 http://chromium.sourceforge.net/. amount to 7.5 GB for each time step for a total of 2.1 TB. Fig. 5 illustrates the isosurface generated for the isovalue 190 at time step 250 from a down-sampled version of the data set with 256 × 256 × 240 one-byte scalar values. During the data preprocessing stage, we scan the data once and create the metacells, where each metacell consists of a four-byte ID indicating the location of the metacell, 9×9×9 one-byte scalar values of the vertices, and the minimum values of the metacell vertices. At this point, the original data has been converted to 256 × 256 × 240 metacells, each of size 734 bytes. Using our scheme, we stripe the metacells among the available disks and build each local indexing structure separately on each node. In particular, each node of the visualization cluster will hold a compact interval tree with pointers to the bricks stored on its local disk. For a single time step, this preprocessing takes about 30 minutes to complete on a single node of our cluster. We have done extensive testing of our algorithm using a wide range of isovalues as well as single and multiple nodes. A summary of our experimental results is given next.
Single time step case
We consider time step 250 of the Richtmyer-Meshkov data set and vary the isovalues from the value 10 up to the values 210, in steps of 20. For each of these isovalues, we ran the algorithm on one, two, four, eight, and sixteen nodes. We evaluate the performance of our isosurface extraction algorithm according to the following three metrics: (i) the I/O time it takes to retrieve the active metacells from the disk, referred to as Active MetaCell (AMC) retrieval time; (ii) the amount of CPU time required to go through the active metacells and generate the appropriate triangles, referred to as triangulation time; and (iii) finally the rendering time, which reflects the time it takes to render the triangles on the local GPU, after which the different frame buffers are composited to generate the final display. The time it takes to do the compositing of the very last step is included in the total time. The actual times obtained are summarized in Tables A1-A4 in Appendix A. After preprocessing the data set for time step 250, we obtain 5, 592, 802 metacells that occupy a space of size 3.828 GB, which is nearly 50% smaller than the original 7.5 GB size since we eliminate the metacells for which all the vertices have the same scalar field value.
We first consider the performance of our algorithm on a single processor. From Table 4 , we can see that the number of generated triangles varies from 100 million to 650 million over the range of isovalues from 10 to 210. Our indexing structure is of size 6 KB, which is quite small compared to the size of the data. As shown in Table 4 , we are able to achieve the I/O rate of about 70 MB/s in retrieving the active metacells, with a linear relationship between the total time and the number of triangles generated. It is also shown that the triangle generation stage is the bottleneck for the whole isosurface extraction as we need to go through each of the active unit cells within an active metacell to generate the triangles as necessary. Once the triangles are generated, they are rendered on the GPU very quickly. As a result we were able to extract and render isosurfaces at the rate of almost 4 million triangles per second. Tables A1-A4 (in Appendix A) show the execution times of the major steps of our algorithm on two, four, eight, and sixteen processors over a wide range of isovalues. A careful examination of the experimental results in these tables clearly illustrate the scalability and the efficiency of our scheme. Note also that the compositing step (whose time is equal to the total time minus the sum of the times of the other steps) is extremely fast and takes at most a few hundreds of milliseconds even on sixteen processors.
A u t h o r ' s p e r s o n a l c o p y
The overall time spent on the extraction and rendering of isosurfaces for various isovalues is illustrated in Fig. 6 . The corresponding speedups are highlighted in Fig. 7 . As expected, our scheme achieves very good scalability relative to our extremely efficient serial algorithm, independent of the particular isovalue.
Time-varying case
We now consider the more general case of time-varying data sets that are to be explored by extracting and rendering isosurfaces corresponding to a time step and an isovalue. We can index the 270 time steps of the Richtmyer-Meshkov data set using our indexing scheme. The size of the resulting indexing structure is 3.2 MB, which easily fits into the main memory of a node. The layout of the data of each time step will be distributed across the processors as before. Extracting an iso- AMC refers to the active metacells. The last column shows that the performance is linear in the number of triangles and hence the algorithm is output sensitive.
surface of a time step amounts to determining the appropriate indexing structure for that time step, which can easily be performed since the whole indexing structure is in main memory. Table 5 shows the results for time steps 180 ∼ 195 for the isovalue of 70. Each row of the table lists the number of active metacells, the number of triangles generated, the execution time on a four-node configuration, and the overall rate of triangles rendered (millions per second).
Conclusion
In this paper, we have presented a new indexing structure and a new partitioning algorithm for out-of-core isosurface extraction and rendering of large scale data. The indexing scheme is based on a compact version of the interval tree that makes use of the span space concept whose size is O(n log n) compared to (N ) for the standard interval tree, where N is the number of all possible pairs of scalar field values appearing in metacells and n is the number of their distinct endpoints. The data are arranged in a compact layout on the disk, which enables very efficient I/O performance. We have shown that our new algorithm can easily be adapted to a multiprocessor environment, provably delivering efficient and scalable performance. The algorithm was tested extensively on a wide variety of data sets, and was shown in detail to achieve scalable performance on the Richtmyer-Meshkov data set over different processor configurations and different isovalues. However, there is an issue that needs further exploration, namely the compositing performed at the last step. As the number of processors increases, this step will require more communication time, which was in the order of hundreds of milliseconds in our experiments on the 16-node visualization cluster. However, for much larger clusters, we need to organize the compositing step more efficiently so that it does not become a bottleneck. We are currently in the process of developing and testing such a strategy in which images are merged in a multi-way hierarchical process. The details will be reported in a forthcoming paper. 
