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An ab initio based theoretical approach to describe nonequilibrium many-body effects in molecular transport is
developed. We introduce a basis of localized molecular orbitals and formulate the many-body model in this basis.
In particular, the Hubbard-Anderson Hamiltonian is derived for single-molecule junctions with intermediate
coupling to the leads. As an example we consider a benzenedithiol junction with gold electrodes. An effective
few-level model is obtained from which spectral and transport properties are computed and are analyzed.
Electron-electron interaction crucially affects transport and induces multiscale Coulomb blockade at low biases.
At large bias, transport through asymmetrically coupled molecular edge states results in the occurrence of
“anomalous” conductance features, i.e., of peaks with unexpectedly large/small height or even not located at the
expected resonance energies.
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I. INTRODUCTION
Experimental and theoretical investigations of electron
transport through single molecules are in the focus of the
rapidly growing field of molecular electronics.1–3 Electron-
electron interaction plays an important role, controlling the
position of resonant levels and leading to phenomena, such as
the Coulomb blockade and Kondo effects. Depending on the
ratio between the energy scales associated with an effective
charging energy and coupling to the leads, molecular junctions
can be classified in three groups. In the case of very small cou-
pling, the molecular orbitals (MOs) are only weakly disturbed,
strong charge quantization and Coulomb blockade take place,
and transport is mainly determined by sequential tunneling.4–6
In the opposite case of large coupling, the electronic molecular
orbitals are hybridized with states in the leads, charge
quantization is suppressed, transport is mainly coherent, and
the conductance is on the order of the conductance quantum
G0 = 2e2/h.7–9 Finally, in the intermediate situation, the
effective electronic spectrum of a molecule is determined es-
sentially by the hybridization, and the interplay between charge
quantization and coherent transport may be important.10–12 Let
us consider as a commonly used benchmark example a gold
benzenedithiol gold (Au-BDT-Au) molecular junction with
the central molecule S-C6H4-S. Experiments10,11 show that,
although it is difficult or impossible to observe the typical
Coulomb blockade features in this type of molecular junction,
there are signatures of correlated transport, namely, a
conductance gap at small voltages and a complex shape of
the conductance peaks. One can conclude that transport in the
case of intermediate coupling can be correlated and partially
incoherent.
In parallel with the experimental investigations, a number
of theoretical methods were suggested to describe the
structure and electronic properties of molecular junctions.
In the case of coherent transport ab initio DFT + NGF
methods,13–19 combining density functional theory (DFT)
and nonequilibrium Green function (NGF) techniques,20–24
have become standard.1,2 However, the use of DFT, which
is a powerful tool to deal with ground-state properties,
may become questionable when applied to transport
and nonequilibrium situations, especially when inelastic and
interaction effects are essential. Indeed, the use of the solutions
of the Kohn-Sham equation as physical quasiparticle states
cannot be rigorously established. Besides, the DFT + NGF
is a mean-field theory and lacks describing many-body effects
in systems with strong electron interactions. Thus, being
based on the basis of an atomistic modeling of molecular
junctions, the rigorous extension of the DFT approach to
describe transport phenomena remains a challenge.
On the other hand, model-based approaches are particularly
important to understand the physics of correlated transport.
The models are solved usually within two main approaches:
the NGF technique in the case of strong coupling to the
leads25,26 and the quantum master equation27,28 (QME) in the
weak-coupling limit. The quantum master equation is usually
formulated in the basis of the many-body eigenstates of the
molecule. It gives a fairly complete description of sequential
tunneling, the main features of the Coulomb blockade, and
even can capture Kondo physics for temperatures on the
order of or larger than the Kondo temperature.29 Finally, for
some nonperturbative effects covering the whole range of
temperatures, e.g., the Kondo effect in the crossover regime,
more sophisticated treatments are necessary, e.g., numeri-
cal renormalization-group approaches,30,31 other numerical
methods,32,33 or Keldysh field theories.34 One can also mention
the development of the Meir-Wingreen theory25,26 for the case
of interacting electrodes.35
The challenge for molecular transport theory is to combine
an ab initio approach, required to take into account a realistic
geometry and capable for providing the electronic structure
of molecular junctions with a many-body quantum transport
technique, which is necessary to incorporate the correlation
effects. In this direction a number of different ab initio
based approaches were suggested.36–50 It should be noted
that many-body calculations usually require sophisticated
analytical and numerical methods and can be very time
consuming. Hence, the methods of transport theory cannot
usually be applied directly to large realistic systems; instead
a combined approach is preferable where an effective
model takes only the states predominantly participating in
transport into account. Progress in this direction recently was
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FIG. 1. (Color online) Schematic of a Au-BDT-Au molecular
junction. The dashed box defines the extended molecule. It comprises
the central molecular region and parts of the leads, also marked with
boxes.
achieved in applications to Coulomb blockade phenomena,37
correlated transport through atomic wires,38,39 many-body
interference,40 and the Kondo effect.44–48 Besides, Coulomb
blockade phenomena in benzene and benzenedithiol junctions
were also considered on the basis of semiempirical atomistic
models.51–53 However, a systematic ab initio based many-body
theory of molecular transport is still lacking.
Our aim is to further develop such a theory. The main
problem to be solved on the way from an atomistic model to
transport calculations is that a huge number of microscopic
(single-atom) degrees of freedom must be reduced to an
effective few-electron (or few many-body state) interacting
model as a prerequisite of successive many-body transport
methods. The main building blocks of our approach are an
effective electron model (an orthonormal basis of localized
molecular orbitals and a many-body Hamiltonian in this basis)
extracted from atomistic calculations and a nonequilibrium
quantum transport method, based on nonequilibrium Green
functions or on the quantum master equation.
In the case of strong or intermediate coupling to the leads
the electronic molecular levels should be considered together
with the levels in the leads. A corresponding generic atomistic
model is shown in Fig. 1. A so-called extended molecule (in-
side the dashed box) is placed between equilibrium electrodes.
The extended molecule consists of the central region (roughly
the molecule) and two leads (the regions of electrodes near the
molecule). The size and boundaries of the central region
are actually not fixed and should be determined in a way to
include all relevant electronic states as we will see below.
After having defined the appropriate size of the extended
molecule, we proceed as follows:
(i) We perform Hartree-Fock (HF) or DFT ab initio
calculations within the extended molecule and obtain the
molecular orbitals, which are orthogonal and can serve as a
basis for a many-body Hamiltonian.
(ii) The central region (e.g., an organic molecule) and the
metallic leads have quite different physical properties, and the
approximations required to describe interactions are different.
Thus, it is convenient to transform the basis of molecular
orbitals obtained in (i) into a basis of localized molecular
orbitals (LMOs), which can be spatially separated into a basis
for the central region and a basis in the lead ends. In this
respect our theory resembles the maximally localized Wannier
functions approach,54,55 which is equivalent in our case to
the Foster-Boys localization method.56 It is also possible
to consider transport using the nonorthogonal quasiatomic
orbital basis,57 but it is preferable to build an orthogonal
basis for many-body interactions. Besides, the advantage of
LMOs is that the Coulomb interaction in this basis can be
simplified to the Hubbard form. This procedure enables us to
obtain a many-body Hubbard-Anderson Hamiltonian in the
central region with ab initio calculated parameters, including
the coupling to the leads. The rest of the leads can be treated
within some mean-field approximation.
(iii) Using the Hubbard-Anderson Hamiltonian, many-body
methods (nonequilibrium Green functions and the master
equation in this paper) can be effectively applied to analyze
spectral and transport properties of molecular junctions.
The paper is organized as follows. The ab initio basis
of localized molecular orbitals is introduced in Sec. II. The
electron-electron interaction and Hubbard approximation are
discussed in Sec. III. The parameters of the effective Hubbard-
Anderson Hamiltonian for the subspace of electronic states
relevant for transport through the central region are derived in
Sec. IV. In Sec. V we use nonequilibrium Green functions to
analyze the coupling to the electrodes and spectral properties.
The many-body spectrum of the central region is discussed in
Sec. VI, and the transport results are shown in Sec. VII. We
give a short conclusion in Sec. VIII.
II. LOCALIZED MOLECULAR ORBITALS
The first stage of our approach includes ab initio calcu-
lations of the optimized geometry and the relevant basis of
electronic states. For the preliminary geometry optimization
and molecular dynamics of whole structures we apply the
DFT code SIESTA.58 For the extended molecule only (without
the full electrodes) the full-electron quantum chemistry code
FIREFLY (formerly PC GAMESS)59 is used. The final geometry
optimization is performed using a hybrid DFT method, usually
the Becke, 3-parameter, Lee, Yang, and Parr (B3LYP) method.
Then, the calculation of the MOs is performed inside the
extended molecule (including both the central region and the
leads). Our test calculations show that a simple local density
approximation gives reasonable results for the considered
systems. At this stage we obtain the MOs ψMOi (r) with
associated energies Ei . MOs have the advantage of being
normalized and orthogonal. However, the canonical MOs
of the extended molecule cannot serve as a good basis
for systems with interactions because both electron-electron
and electron-vibron interactions require physically different
approximations in different, metal or molecular, parts of the
junction. It is, hence, more convenient to use LMOs. The
interactions between localized orbitals have a simple and
transparent form, and the appropriate approximations can be
found. Besides, the number of required relevant basis states is
smaller and better controlled for LMOs than for MOs.
To proceed, we divide all MOs into four groups (Fig. 2).
Most relevant for transport are the transport levels near the
Fermi energy of the electrodes. These levels are selected for the
localization procedure and include both occupied and valence
MOs in an appropriate energy range around the Fermi energy.
This energy range should be larger than the energy scales of
the external bias voltage and temperature. The other criterion
is that the obtained LMOs should be localized strongly enough
inside the central region and in the leads: Only in this case it is
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FIG. 2. (Color online) The energy spectrum of the molecular
orbitals of the extended molecule shown in Fig. 1. The occupied
levels are marked red, the empty levels are marked yellow.
possible to separate the system into parts and to use different
approximations for the central region and leads separately.
Alternatively, the partial localization of only relevant MOs
(for example, only π -type orbitals) is possible. In any case,
these transport electron states play the main role. All other
polarization states, which are further away from the Fermi
energy or do not participate in transport for some other reasons,
can still affect the interaction between transport electrons
and, in particular, can screen the Coulomb interaction. The
polarization MOs can be localized in the same way as the
transport orbitals. Finally, the core orbitals at low energies can
be included into the effective (pseudo)potential, and empty
orbitals at high energies are neglected.
It should be noted that the procedure described below is
an exact canonical transformation of the basis of molecular
orbitals. Moreover, the orbital bases obtained for different
choices of transport orbitals are exactly equivalent in the case
when all two-electron integrals between LMOs are taken into
account. However, if one applies different approximations to
treat transport and polarization orbitals, the choice of transport
orbitals can be significant. Actually, we found that there are
few relevant levels of the model. If the energy range of the
transport orbitals is very broad, one gets atomic-scale LMOs
similar to usual atomic orbitals but orthogonal as Wannier
functions. For the intermediate choice (applied below) the
LMOs represent only relevant transport states. In general, the
choice of the localization scheme should be consistent with
the approximations used.
For benzenedithiol, considered in this paper, the transport
window was chosen to be about 4 eV and contains about
60 MOs, mainly due to the large density of states in the metal
leads. The parameters of the obtained effective model are rather
robust against the exact choice of this number.
FIG. 3. (Color online) Localized molecular orbitals in the central
region of a Au-BDT-Au molecular junction.
The LMOs are obtained from the MOs by the unitary
transformation,
ψLMOα¯ (r) =
∑
i
sα¯iψ
MO
i (r). (1)
The indices with bars α¯, ¯β, . . . denote the states without the
spin degree of freedom. We apply the Foster-Boys localization
method,56 which minimizes the spatial extent of the orbitals
and maximizes the distance between orbital centers. Thus,
we obtain maximally localized orbitals. Out of the about 60
orbitals only 5 are localized in the central region. Whereas, the
initial MOs spread across the extended molecule, the LMOs
are spatially localized in the central region (Fig. 3) or in the
leads (Fig. 4).
The five molecular orbitals shown in Fig. 3 are hybridized
states of the left sulfur (first and second from the top), a highest
occupied molecular orbital- (HOMO) -like state of the benzine
ring (which is not doubly degenerate as in an isolated benzene
because the symmetry is broken) and hybridized states of the
right sulfur. From the population analysis, presented below, it
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FIG. 4. (Color online) Localized molecular orbitals in the leads
(several out of many are shown by different colors).
is clear that the energy of the HOMO-like state is lower than
the energies of the sulfur-based states, which play the leading
role in transport.
Due to the unitary transformation (1) the LMOs are still
orthogonal and normalized, but the expression,
LMO
α¯ ¯β
=
∑
i
s−1α¯i Eisi ¯β (2)
is no longer diagonal. Moreover, the related Hamiltonian
ˆH LMO takes the form
ˆH LMO =
⎛
⎜⎝
ˆHL ˆVLC 0
ˆV
†
LC
ˆH LMOC
ˆV
†
RC
0 ˆVRC ˆHR
⎞
⎟⎠, (3)
where ˆHL, ˆH LMOC , and ˆHR are the Hamiltonians of the left
lead, the central region, and the right lead, separately. The
direct coupling between left and right leads can be neglected
in most cases because the LMOs of different leads are only
very weakly overlapping.
III. COULOMB INTERACTION AND HUBBARD
APPROXIMATION
Having the LMOs at hand we can calculate the Coulomb
matrix elements. The electron-electron interactions are de-
scribed by the Hamiltonian,
ˆHee = 12
∑
αβγ δ
Vαβ,γ δd
†
αd
†
βdδdγ , (4)
where α = {α¯,σα} and σα denotes the spin. The matrix
elements for the scalar Coulomb interaction V (|r − r′|) are
defined as
Vαβ,γ δ = Vα¯ ¯β,γ¯ ¯δδσασγ δσβσδ , (5)
Vα¯ ¯β,γ¯ ¯δ =
∫
dr
∫
dr′ψ∗α¯ (r)ψ ∗¯β (r′)V (|r − r′|)ψγ¯ (r)ψ ¯δ(r′),
(6)
where δσασβ is the Kronecker symbol. For the systems with
localized wave functions ψα(r) where the overlap between
two different states is weak, the main matrix elements are
those with α¯ = γ¯ and ¯β = ¯δ. We checked that, indeed, the
overlap of three or four different orbitals can be neglected
in comparison with the overlap of only two orbitals. In these
cases it suffices to replace ˆHee by the Hubbard Hamiltonian,
ˆHH = 12
∑
α =β
Uαβnˆαnˆβ, (7)
describing only density-density interactions with nˆα = d†αdα
and the Hubbard parameters defined as
Uαβ =
∫
dr
∫
dr′
∣∣ψLMOα¯ (r)∣∣2∣∣ψLMO¯β (r′)∣∣2V (|r − r′|). (8)
As a further advantage of LMOs, the local nature of the electron
correlation is better described in the localized basis.
The interaction V (|r − r′|) is the bare Coulomb interaction
V (r) = 1/r if we include all electrons into the localization
procedure. Actually we restrict the effective Hamiltonian
to transport electronic states on which we performed the
Hubbard approximation. The remaining polarization electrons
are included only through a screened Coulomb interaction.
The screening can be described by the effective interaction
potential in the random-phase (or GW ) approximation, which
is, however, energy dependent. To keep the simplicity of the
Hubbard approximation, we use a screened Coulomb inter-
action V (r) = 1/(εr) with ε ≈ 1.5. This approximation gives
reasonable values of Uαβ for the benchmark π -orbital model
of benzene C6H6 which we compared with the optimized
semiempirical Pariser-Parr-Pople model.60,61
The other important question is the dynamic polarization
of the electrons in the metal leads, which we do not take into
account and which can already be important at zero voltage
and described, e.g., in GW approximation49 and especially if
the charge state of the molecule is changed at finite voltages.62
We suppose that in our case, for pyramidal leads and a small
benzenelike molecule, these effects should not play a too
important role in comparison with those of the strong Coulomb
interaction inside the molecule. The question of combination
of the level renormalization and the Hubbard model, in
particular, possible renormalization of the Hubbard parameters
Uαβ , requires additional investigation and is beyond the scope
of our paper.
Finally, we derive all coefficients from an ab initio theory,
but further semiempirical corrections could be included for
better agreement with experiments.
IV. MANY-BODY MODEL
The next important step is the derivation of the entire
effective Hamiltonian in the basis of the LMOs for the central
region. As we already explained, we divide the extended
molecule into the central part (the molecule in our particular
case) and the leads (Fig. 5). The full Hamiltonian is the sum
FIG. 5. The model of the extended molecule.
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of the noninteracting molecular Hamiltonian ˆH 0C , the electron-
electron interaction Hamiltonian ˆHee, the Hamiltonians of the
ends of the leads ˆHR(L), and the tunneling Hamiltonian ˆHT
describing the molecule-to-lead coupling,
ˆH = ˆH 0C + ˆHee + ˆHL + ˆHR + ˆHT . (9)
In our case the central Hamiltonian ˆH 0C + ˆHee is replaced by
the Hubbard cluster Hamiltonian,
ˆHC = ˆH 0C + ˆHH =
∑
αβ
˜αβ ˆd
†
α
ˆdβ + 12
∑
α =β
Uαβnˆαnˆβ, (10)
where ˜αβ = αβ + eϕαδαβ are the bare energies of the LMOs,
including the shifts due to an external voltage.
The noninteracting molecular Hamiltonian ˆH 0C is obtained
from the LMO Hamiltonian ˆH LMOC , Eq. (3). The zero-voltage
energies αβ = α¯ ¯βδσασβ are calculated from the HF or DFT
MO energies Ei from which the contribution of the Hartree
terms due to Hubbard interactions should be subtracted
α¯ ¯β =
∑
i
s−1α¯i Eisi ¯β − α¯α¯δα¯ ¯β, (11)
where
α¯α¯ = Uα¯α¯n0α¯ +
∑
γ¯ =α¯
2Uα¯γ¯ n0γ¯
=
Nocc∑
i
∑
γ¯
|siγ¯ |2[Uα¯α¯δα¯γ¯ + 2Uα¯γ¯ (1 − δα¯γ¯ )]. (12)
In this expression n0α¯ denote the populations of the correspond-
ing LMOs in the ab initio calculation. The sum is taken over
all occupied molecular orbitals.
The coupling to the leads is described by the tunneling
Hamiltonian,
ˆHT =
∑
s=L,R
∑
kσ,α
(V ∗skσ,αc†skσ dα + Vskσ,αd†αcskσ ), (13)
and the Hamiltonians of the left and right leads are
ˆHs=L(R) =
∑
kσ
˜skσ c
†
skσ cskσ , (14)
where k is the index of a state and σ is the spin. Note that
in our case the states in the leads are not plane waves but
are represented by LMOs, calculated simultaneously with the
LMOs in the active region. The leads are considered at the
mean-field (DFT) level. The equilibrium electrodes, which
can have different electrochemical potentials, determine the
boundary conditions for the leads.
It is important to note that the five-level model (Fig. 3)
actually represents ten levels with spin, and the ten-level basis
is used to perform further calculations.
At finite bias voltage V (defined by the left and right
electrical potentials V = ϕL − ϕR) the energies are shifted. In
linear approximation these shifts are described by ηα: ˜αβ =
αβ + eϕαδαβ, ϕα = ϕR + ηα(ϕL − ϕR), where the parameters
0 < ηα < 1 characterize the symmetry of the voltage drop
across the junction, and ηα = 0.5 stands for the symmetric
case. Note that the energies and other parameters can also be
ab initio calculated at finite voltages, but that is very time
consuming.
The coupling matrix elements Vskσ,α in Eq. (13) are
obtained directly from the localization procedure. Indeed, the
Hamiltonian of an extended molecule takes the form Eq. (3),
and the off-diagonal terms describe the coupling to the leads.
The number of states in the leads is many times larger than
in the central region. Thus, to leading approximation, we can
average over the lead-level distributions and couplings (so-
called wideband limit). In this approximation the level-width
function,
s,αβ() = 2π
∑
kσ
Vskσ,βV
∗
skσ,αδ( − ˜skσ ) (15)
is energy independent.
We now return to our five-level model. The couplings of the
first two states (localized at the left sulfur atom) and the last two
states (localized at the right sulfur atom) are characterized by
the level-width functions L11 = 0.16, L22 = 0.21, R44 =
0.28, and R55 = 0.1 eV. All other couplings are small and
do not play an essential role. Thus, all parameters of the
model Hamiltonian Eqs. (10)–(14) are well defined, and
we can proceed with transport calculations. In view of the
experiments,10,11 we will perform calculations below room
temperature kBT  0.025 eV, implying  > kBT .
As we discussed in the Introduction, transport at finite volt-
ages can be described in the framework of the nonequilibrium
Green function or quantum master equation approaches imply-
ing numerical methods. For benzene-based junctions several
methods were used, including the coherent DFT-based method,
the master equation approach in the sequential tunneling
limit,36,51 the sophisticated approximations in the framework
of the nonequilibrium Green function method,43,49,50,52 and
other methods.37 In this paper we use both NGF and QME
methods, trying to attack the problem from both sides. It
should be noted, however, that for our case kBT <   U ,
both a NGF and a QME with second-order rates can only
give a qualitative description of the transport problem. Very
recently, a QME approach for a single-level junction able to
describe the regime  ∼ kBT was proposed.63 An extension
of this method to a multilevel system will be the subject of
future investigations.
V. NONEQUILIBRIUM GREEN FUNCTION APPROACH
TO SPECTRAL PROPERTIES
We follow the formulation pioneered by Meir and
Wingreen25 Jauho et al.,26 and Jauho.64 The summary of the
NGF method is presented in the Appendix.
Applying the NGF technique to our case, we should take
into account that our system initially consists not of three, but
of five parts: the large electrodes, the quantum leads, and the
central region (Fig. 1). Accordingly, the full Hamiltonian has
the form
ˆH =
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
ˆHelL
ˆV elL 0 0 0
ˆV
el†
L
ˆHL ˆVLC 0 0
0 ˆV †LC ˆHC ˆV
†
RC 0
0 0 ˆVRC ˆHR ˆV el†R
0 0 0 ˆV elR ˆHelR
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
, (16)
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where the central part is the same as before, Eq. (3), and
the additional terms describe the electrodes and the coupling
between the electrodes and the leads.
The solution of Eq. (A1) for the central part is in this case,
ˆGRC() =
1
( + iη) ˆI − ˆH 0C− ˆR(T )L − ˆR(T )R − ˆR(I )
, (17)
with the lead self-energies ˆR(T )s [see Eq. (A6)] and level-
width functions defined as
ˆ
R(T )
L = ˆV †LC ˆGRL ˆVLC, ˆL = −2 Im ˆR(T )L , (18)
ˆ
R(T )
R = ˆV †RC ˆGRR ˆVRC, ˆR = −2 Im ˆR(T )R . (19)
Note that this approximation is true only in the case of
effectively noninteracting leads, and we only consider this
approximation below. In the case of interacting leads the
extension of the Meir-Wingreen theory is required.35
The lead Green functions for noninteracting leads (or for
leads described by the effective mean-field Hamiltonians ˆHs)
are defined correspondingly by the electrode self-energies,
ˆGRL() =
1
( + iη) ˆI − ˆHL − ˆelL ()
, (20)
ˆGRR() =
1
( + iη) ˆI − ˆHR − ˆelR ()
. (21)
We performed numerical calculations of the retarded surface
Green functions and self-energies ˆelL(R)() for semi-infinite
gold electrodes using the standard iterative method.1,2,65,66
The lesser Green functions of electrodes are determined
by the equilibrium relations. We assume, additionally, that
the distribution function in the leads is the same as in the
corresponding electrodes.
The equations are solved self-consistently (it is necessary
because the interaction self-energies ˆR,A,<(I ) are functions
of electron populations or, more generally, electron Green
functions) within four approximations: initial DFT with the
mean-field energies Eq. (2) and three solutions of our many-
body model: the restricted HF (RHF) approximation with
nα¯↑ = nα¯↓, the unrestricted HF approximation (A10), and,
finally, the equation-of-motion (EOM) method.67,68
We analyze the equilibrium (zero-bias) spectral function of
the central region,
A() = −2
∑
α
Im GRCαα. (22)
The first thing one can see (Fig. 6) is that the RHF approxima-
tion gives a spectral function similar to the DFT one. This is not
surprising as the DFT calculation is also a RHF- (closed-shell-)
type solution in the atomic basis, and we simply extracted
the Hartree contribution when calculating the energies α¯ ¯β
in Eq. (12). Thus, the model RHF solution is equivalent to
the atomistic RHF solution in the reduced basis. The other
important point is that the results obtained in HF and EOM ap-
proximations are distinctly different, and a gap is opened at the
Fermi surface. The analysis of the populationsnα = 〈nˆα〉 of the
single-particle states shows that two empty states are located
at the left and one at the right side of the molecule (second and
fifth states in Fig. 3). These two empty states have the same
spin (in the HF approximation the ground state is spin polarized
FIG. 6. (Color online) The spectral function within the different
approximations: initial DFT (black dashed), restricted HF (red),
unrestricted HF (green), and equation of motion (dashed blue).
and degenerate, but quantum fluctuations can switch between
different spin orientations), indicating that the true ground
state with quantum fluctuations taken into account can be spin
singlet or triplet. We discuss this point in the next section.
VI. THE MANY-BODY SPECTRUM: EXACT
DIAGONALIZATION AND THE GROUND-STATE
PROPERTIES
To gain insight into the many-body energy spectrum of the
central system we perform an exact diagonalization of Eq. (10)
obtaining the set of many-body eigenstates |λ〉. Calculating the
tunneling matrix elements we obtain, from Eqs. (10) and (13),
the Hamiltonian,
ˆHC + ˆHT =
∑
λ
Eλ|λ〉〈λ| +
∑
s=L,R;kσ ;λλ′
[Tskσ,λ′λ|λ′〉〈λ|cskσ
+ T ∗skσ,λ′λ|λ〉〈λ′|c†skσ ], (23)
Tskσ,λ′λ =
∑
α
Vskσ,α〈λ′|d†α|λ〉. (24)
First, we analyze the many-body spectrum. With 5 LMOs
we get 1024 many-body states in the Fock space. The lowest
eight-particle states consist of a series of alternating singlets
and triplets (see Table I). In particular, the ground state is
a singlet, practically degenerate with a triplet (E8′ − E8g ≈
10−4 eV). At a distance of roughly 0.3 eV, a second pair
of singlet-triplet quasidegenerate states appears. The nine-
particle states are all doublets with a relatively regular distance
on the order of 0.5 eV. Finally, it is important to keep in
TABLE I. The eigenenergies and the associated spins of the lowest
eight- and nine-particle levels of a Au-BDT-Au molecular junction.
Level Energy (eV) Spin [h¯]
8g −91.1849 0
8′ −91.1848 1
8′′ −90.8653 0
8′′′ −90.8648 1
9g −90.7866 1/2
9′ −90.3693 1/2
9′′ −90.0891 1/2
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mind that the energies of the lowest four eight-particle levels
lie all below the one of the nine-particle ground state. The
seven-particle states have much higher energies.
Note that, in the sequential-tunneling master equation
method, the exact many-body states can be partially occupied
at finite temperatures but not at zero temperature, and the
level broadening is not taken into account. This can give
some noticeable differences in the position of the transport
resonances compared to the NGF calculations where the
levels can be partially occupied even at low temperatures
and where the real part of the HF self-energy, Eq. (A10),
describes the energy shift in the single-particle levels. A
simple extension of the sequential-tunneling master equation
including temperature-independent level broadening and an
energy shift is discussed in Ref. 63.
The population probabilities Pλ are found from the master
equation,
dPλ
dt
=
∑
λ′
(λλ′Pλ′ − λ′λPλ), (25)
where the tunneling rates are, in second order in the tunneling
Hamiltonian,
λλ
′ =
∑
s=L,R;σ
{
γ sσλλ′f
0
σ (Eλ − Eλ′ − eϕs
)
+ γ sσλ′λ
[
1 − f 0σ (Eλ′ − Eλ − eϕs)
]}
, (26)
with
γ sσλλ′ =
2π
h¯
∑
k
Tskσ,λλ′T
∗
skσ,λλ′δ(Eλ − Eλ′ − ˜skσ )
= 2π
h¯
∑
αβk
Vskσ,β〈λ| ˆd†β |λ′〉
×V ∗skσ,α〈λ′| ˆdα|λ〉δ(Eλ − Eλ′ − ˜skσ )
= 2π
h¯
∑
αβ
sσ,αβ (Eλ − Eλ′)〈λ| ˆd†β |λ′〉〈λ′| ˆdα|λ〉. (27)
This expression connects the tunneling rates to the level-width
function; thus, the sσ,αβ () calculated by the NGF method
can be used, see Eqs. (18) and (19). In the wideband limit one
has h¯γ sσλλ′ = 2πρ0|Tsσ,λλ′ |2, where ρ0 is the density of states.
To check that the simple (diagonal) form of the master
equation can be used, we have analyzed the many-body
spectrum of the considered system and came to the conclusion
that no coherences are needed for the description of the
transport since the degeneracies are not of orbital but of spin
nature (e.g., triplets for the eight-particle and doublets for
the nine-particle states). However, there cannot be mixing of
states with different total spins since, otherwise, the mixing
will depend on the choice of the direction of the quantization
axis. The solution of Eqs. (25)–(27) is straightforward and can
be obtained by direct numerical integrations in stationary and
time-dependent cases.
As we discussed before, in the equilibrium state at zero
voltage there are eight electrons distributed due to thermal
smearing between states 8g and 8′, see Table I. An equilibrium
occupation with eight electrons is in agreement with the HF
calculations of Fig. 6. In Table II the composition of the many-
body states in terms of the five localized molecular orbitals
TABLE II. The average populationsnα of the single-particle states
at zero-bias voltage. Calculations within the NGF method are shown
in the second line. They agree with the composition of states 8g and
8′ obtained from exact diagonalization of HC [see Eq. (10)].
n1 n2 n3 n4 n5
NGF 1.9725 1.0934 1.9989 1.9294 1.0220
8g 1.9801 1.1337 1.9973 1.8685 1.0204
8′ 1.9798 1.1339 1.9972 1.8685 1.0207
8′′ 1.0390 1.8047 1.9997 1.1753 1.9815
8′′′ 1.0269 1.8159 1.9995 1.1764 1.9812
9g 1.9990 1.4657 1.9992 1.5365 1.9996
9′ 1.9510 2.0000 1.9989 1.9999 1.0502
9′′ 1.0772 1.9917 1.9998 1.9780 1.9532
of Fig. 3 is quantified in terms of the average populations
nα = 〈nˆα〉 of the single-particle states obtained from exact
diagonalization of HC [see Eq. (10)]. The composition of states
8g and 8′ is similar to the HF average populations. As discussed
in Sec. VII and shown in Fig. 8, the LMO occupations change
at finite bias.
VII. TRANSPORT CHARACTERISTICS
We are now able to calculate and to interpret the current-
voltage characteristics of the benzenedithiol junction. The
current at finite voltages, which is given by
Is=L,R = e
∑
λλ′;σ
{
γ sσλλ′f
0
σ (Eλ − Eλ′ − eϕs)Pλ′
− γ sσλλ′
[
1 − f 0σ (Eλ − Eλ′ − eϕs)
]
Pλ
} (28)
is presented together with the differential conductance in
Fig. 7. The curves are asymmetric with respect to a bias inver-
sion because the junction geometry was chosen to be slightly
asymmetric. As the main result we find a multiscale Coulomb
blockade. The large region of suppressed current is about 2-V
wide. However, the current is completely blocked only in a
much smaller region of bias voltage as small steps in the current
(peaks in the conductance) are present at lower biases.
As a first step in the analysis of the current-voltage
characteristics we consider the average particle number in
the central system presented in the left panel of Fig. 8. At
FIG. 7. (Color online) Current-voltage curve (black solid line)
and differential conductance (red dashed line).
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FIG. 8. (Color online) Bias dependence of the average electron number (left) and average individual populations (right) on the molecular
junction.
low biases the average particle number is 8, corresponding
to the neutral configuration of benzenedithiol. The many-
body state with the minimal grand-canonical energy (EG =
E − μN ) is, in fact, the eight-particle ground state (see
Fig. 10). When the bias drop is raised in the junction
the average particle number takes values between 8 and
9 ensuring that the dominant transitions are negative-ion
resonances.
Further insight into the dynamics is obtained by monitoring
the average occupation of the different localized molecular
orbitals shown in the right panel of Fig. 8. At low biases
the symmetric central orbital (the third orbital from the top
in Fig. 3) is completely occupied n3 = 2. Its occupation
undergoes a sensible variation only at the voltages of the
large current stepsVb ≈ ±1.5 V. Large variations in the popul-
ation of the asymmetric LMOs centered around the molecule-
lead interface (orbitals 1, 2, 4, and 5 in Fig. 3) are, instead,
associated with the small current steps present at lower volt-
ages. Interestingly, at a bias of Vb ≈ 0.5 V the effective spatial
symmetry of the system is recovered with the populations of
the asymmetric states all being equal.
A deeper understanding of the dynamics of the system is
obtained by the analysis of the occupation of the many-body
states (Fig. 9), their energies (Table I), and the transition
rates among them (Table III, schematically represented in
Fig. 10). If the calculation of the current is performed
by taking hundreds of many-body states into account, the
essential physics at the biases presented in Fig. 7 is captured
by considering the lowest four eight-particle levels (for a
total of eight states) and the lowest three nine-particle ones
(six states).
The tunneling events from (to) the source or the drain
connect these many-body states. The tunneling rate λλ′ is
the product of a geometrical part [γ sσλλ′ of Eq. (27)] and an
energetic contribution encoding the energy conservation in the
tunneling event and the Pauli exclusion principle [see Eq. (26)].
The energetic contribution ensures that the rate λλ′ changes
(and, correspondingly, the current through the system) every
time the resonant condition Eλ − Eλ′ − eφs = 0 is fulfilled.
With this argument it is already possible to assign a specific
transition to most of the peaks in the conductance of Fig. 7. In
particular transitions 8g,8′ ↔ 9′ are associated with the peak
at the most negative bias and 8g ↔ 9g to the second peak from
the left. The first small peak at positive bias is anomalous,
and we will return to it later. We only note that its position
depends on the temperature and that it moves to the 8g ↔ 9g
FIG. 9. (Color online) The occupation of the many-body states as a function of the bias voltage.
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TABLE III. The transition rates γ sσ between the different many-
body states.
γ Lσ 9g 9′ 9′′
8g 0.0017 0.1025 0.0024
8′ 0.0056 0.2039 0.004
8′′ 0.1033 0.0003 0.0074
8′′′ 0.1676 0.0013 0.0488
γ Rσ 9g 9′ 9′′
8g 0.0442 0.0127 0
8′ 0.0866 0.0278 0.0022
8′′ 0.0044 0.0056 0.1157
8′′′ 0.0013 0.011 0.2185
resonance at low temperatures. The rightmost conductance
peaks are, instead, associated with transitions 8′′,8′′′ ↔ 9′ and
8′′,8′′′ ↔ 9′′, respectively.
The approximate symmetries of molecular geometry are
very important since they introduce selection rules which dis-
tinguish between transitions, which are energetically equally
allowed. In Table III we report the transition rates γ sσ between
the different many-body states. Here the values are given in
eV, and the spin σ is chosen to fulfill spin conservation in the
tunneling event. In the case of a doublet-to-triplet transition the
value of the rate reported is the one involving the triplet state
with maximum projection along the quantization axis. Except
for transition 8′ ↔ 9′′, all transitions show a very pronounced
left-right asymmetry. It is much easier, for example, for an
electron to tunnel in (or out) of the molecule from (to) the left
instead of the right lead when this tunneling event involves the
many-body eigenstates 8′ and 9′. This asymmetry is essential to
explain the dynamics of the system at low biases and can be un-
derstood in terms of the spatial distribution of the many-body
eigenstates.
The left transition rate is larger than the right one when the
transition from an eight- to a nine-particle state is associated
with a larger variation in the density in orbitals 1 or 2 than
in orbitals 4 or 5. Analogous arguments hold for the reverse
situation.
Let us now return to the interpretation of the current-voltage
characteristics with the help of Fig. 10. By convention, for
a positive bias, voltage Vb corresponds a stationary particle
current flowing from right to left, whereas, the electrical
current flows from left to right. We concentrate first on the
negative bias. From an accurate analysis of the definition of
the tunneling rates [Eq. (26)], it is not difficult to prove that
the first step in the current is due to the resonant condition
between the 8g(8′) and the 9g states at the left lead. Current
flows since the system oscillates between the 8g(8′) and the
9g states by receiving an electron from the left lead and by
releasing it to the right one. The asymmetry between the
transition rates γ Rσ > γ Lσ ensures that, even after the opening
of the current channel, the occupation of 8g (together with
the almost degenerate 8′) is still the largest one. In the right
panel of Fig. 10 we schematically represent the tunneling rates
and the associated populations of the most relevant levels for
a bias just above (in absolute value) the first negative bias
conductance peak. Starting from this population distribution it
is then natural to observe the next visible current step related
to transition 8g(8′) ↔ 9′. Since this time the left tunneling rate
dominates, the population of the eight-particle states decreases
substantially in favor of the nine-particle ones. Generally,
a more uniform mixing of states with different particle
numbers is associated with a larger fluctuation in the number
of electrons in the central system and, thus, with a larger
current.
The dynamics at positive bias is more complex. In
particular, the first conductance peak occurs at a bias at which
even the ground-to-ground-state transition is not yet open.
This anomalous behavior is understandable when taking
the large left-right asymmetry of the rates into account. As
schematically represented in the left panel of Fig. 10, even
before the (right lead) resonance between the 8g(8′) and the 9g
state opens a conventional current channel, states 8′′ and 8′′′
get strongly populated. The fundamental reason is the large
probability to tunnel out of the system at the left lead through
transition 9g → 8′′,8′′′, which is also energetically favorable.
Very soon states 8′′ and 8′′′ become the new effective ground
states for the system (see Fig. 9). In this scheme it is, thus, not
surprising that: (i) the first conductance peak is located at an
average between the 8g(8′) ↔ 9g resonance and the 8′′(8′′′) ↔
9g one; (ii) the next two conductance peaks at positive bias
occur at the 8′′(8′′′) ↔ 9′ and 8′′(8′′′) ↔ 9′′ resonant
conditions.
FIG. 10. (Color online) The energies, the tunneling rates, and the associated populations of the most relevant states (see discussion in the
text).
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VIII. CONCLUSIONS
In conclusion, we developed a many-body localized molec-
ular orbital approach to transport through molecular junctions
with the following protocol:
(1) Geometry optimization using DFT and hybrid DFT
(usually B3LYP-based) methods.
(2) Molecular orbitals of the extended molecule are ob-
tained. LMOs are constructed and form the basis for all
subsequent calculations.
(3) A Hubbard interaction is introduced for the LMOs in
the central region: Only density-density Coulomb integrals
are taken into account.
(4) The leads are kept as effectively noninteracting (mean-
field approximation). The interaction Hamiltonian between
the leads and the central region yields the relevant tunneling
couplings.
(5) A spectral analysis and transport calculations are per-
formed on the basis of the ab initio based Hubbard-Anderson
model.
Using the benchmark example of a benzenedithiol molec-
ular junction, we performed the full line of calculations in the
framework of this approach. We determined the geometry of
the junction, calculated molecular orbitals, and transformed
them into localized molecular orbitals. Upon using an energy
range of about 4 eV around the Fermi energy of gold, we
obtained a basis of five LMOs with energies αβ . Then we
calculated the Coulomb matrix elements Uαβ for these orbitals
and coupling matrix elements Vskσ,α between the central
region and the leads. Using the parameters αβ, Uαβ , and
Vskσ,α , obtained from ab initio calculations, we calculated
the spectral function in the framework of the nonequilibrium
Green function approach (in the RHF, HF, and nonequilibrium
EOM approximations). Besides, the model was transformed
into the many-body eigenstate basis, and the quantum master
equation (applied in the sequential tunneling limit) was used to
calculate the current. It is shown that transport through asym-
metrically coupled molecular edge states results in suppressed
peaks of the differential conductance at small voltages and
unexpectedly large peaks at higher voltages. The origin of these
anomalies could be explained upon analyzing the occupation
probabilities of the many-body states as well as their compo-
sitions in terms of LMOs. In general, we could qualitatively
understand the equilibrium state and main transport properties
of the considered molecular junction with strong electron-
electron interaction and intermediate coupling to the leads.
Nevertheless, the further development of the theory is
necessary with respect to both ab initio and quantum transport
aspects. The results presented in this paper are only partially
self-consistent because the parameters αβ, Uαβ , and Vskσ,α
are calculated at zero voltage but are used at all voltages. It
is possible to extend the theory to include the recalculation
of the parameters at finite voltages and the influence of the
nonequilibrium charge in the central region on the leads.
A related issue is the effect of the external field on the
LMO energies, which we treat using a simplified linear
approximation. The Hubbard interaction plays a main role,
but the corrections due to non-density-density interactions and
polarization of the molecule can be important as well. Finally,
we expect that the method proposed in Ref. 63 could be of
importance to treat the parameter regime kBT <  < U , typ-
ical for molecular junctions with intermediate coupling to the
leads.
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APPENDIX: SUMMARY OF THE NGF METHOD
The lesser (retarded, advanced) Green function matrix
ˆG<(R,A) ≡ G<(R,A)αβ of a nonequilibrium molecule can be found
from the Dyson-Keldysh equations in the integral form
ˆGR() = ˆGR0 () + ˆGR0 () ˆR() ˆGR(), (A1)
ˆG<() = ˆGR() ˆ<() ˆGA(), (A2)
or from the corresponding equations in the differential form
( − ˜αα)GRαβ −
∑
γ
RαγG
R
γβ = δαβ, (A3)
c(˜ββ − ˜αα)G<αβ −
∑
γ
(
RαγG
<
γβ
+<αγGAγβ − GRαγ<γβ − G<αγAγβ
) = 0. (A4)
Here
ˆR,A,< = ˆR,A,<(T )L + ˆR,A,<(T )R + ˆR,A,<(I ) (A5)
is the total self-energy of the molecule composed of the
interaction self-energy ˆR,A,<(I ) and the tunneling [coupling
to the left (L) and right (R) leads] self-energies,
ˆ
R,<(T )
s=L,R = ˆV †sC ˆGR,<s ˆVsC, (A6)

R,<(T )
sαβ =
∑
kσ
{V ∗skσ,αGR,<skσ Vskσ,β},
where GR,A,<skσ is the Green function of the leads.
The retarded tunneling self-energy ˆR(T )s can be repre-
sented as
ˆR(T )s () = ˆs( − eϕs) −
i
2
ˆs( − eϕs), (A7)
where ˆs is the real part of the self-energy, which usually
can be included in the single-particle Hamiltonian ˆH 0C and ˆs
describes level broadening due to coupling to the leads. In the
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case of noninteracting leads with continuous energy spectra,
the level-width function is determined by the expression (15).
For the corresponding lesser function of the noninteracting
leads one finds
ˆ<(T )s () = i ˆs( − eϕs)f 0s ( − eϕs), (A8)
where
f 0s () =
1
exp (( − μs)/T ) + 1 (A9)
is the equilibrium Fermi distribution function with chemical
potential μs (kB = 1).
The expression for the interaction self-energy cannot be
obtained exactly. In this paper we use the nonequilibrium
Hartree-Fock approximation,68

R(I )
αβ =
(∑
γ
Uαγ 〈nˆγ 〉
)
δαβ,
(A10)

<(I )
αβ = 0,
and the EOM method for the Coulomb blockade.67,68 We do
not consider more sophisticated cases here.
The current from the left (s = L) or right (s = R) lead into
the central system is described by the expression,
Js=L,R = ie
h¯
∫
d
2π
Tr( ˆs( − eϕs){ ˆG<()
+ f 0s ( − eϕs)[ ˆGR() − ˆGA()]}). (A11)
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