Abstract
Introduction
The importance of the research of the water flow in fractured rocks is obvious: many Hungarian and worldwide examples demonstrate its role in water supply (e.g. Bükk Karst Aquifer in Hungary, Brestovica Karst Aquifer in Slovenia [1] , HauteNormandie Region in France [2] , Bernese Jura in Switzerland [3] , Madison Aquifer in the United States [4] , Yucatán Karst in Mexico [5] etc.), but it also can influence mining and civil engineering works, cannot be forgotten when constructing nuclear waste repositories (Bátaapáti in Hungary and many examples from Europe and America in [6] ), furthermore, their recreation role also could be serious. Moreover, many fields of life, economy and science can be interested in research of karst and fractured rock aquifers but there are some difficulties which differ from the traditional groundwater problems. The often assumed homogeneity and isotropy of the media in which the groundwater flows is not valid in case of water flow in fractured rocks. Moreover, Darcy's law is usable only if the flow is slow and laminar and the pores are small. The flow in porous media usually fulfils these criteria but in fractured rocks the water flow could be quite fast and non-laminar and there are orders of magnitude differences between the sizes of discontinuities. These led to the development of special modelling theories and methods which take into account the characteristics of flow in fractured rocks.
The double porosity theory
One of the most evident differences between porous and fractured media is the high variance in sizes of discontinuities. Next to the pores which can be observed also among the particles of porous media and in the intact fractured rocks -this is the so called matrix porosity -more discontinuities as fractures, voids and karst conduits can exist in fractured rocks. Against the matrix porosity which has the same age like the media the fractures are mostly formed later by tectonic movement or other forces. Barenblatt et al. introduced the double porosity theory which handles these additional discontinuities as secondary porosity next to the matrix porosity named primary porosity [7] . The two types of porosity have different properties: flow in the primary porosity is slow, the hydraulic conductivity is low and the storativity is quite high; but in secondary porosity the water flow might be fast and non-laminar, the hydraulic conductivity is significant higher but the storativity is lower than in the matrix porosity. The double-porosity theory was extended with the definition of tertiary porosity; the fractures originally belonging to the secondary porosity were enlarged by solution processes; these conduits with enlarged size and permeability occur in carbonate sedimentary rocks which are prone to karstifications. Traditional methods and software can solve groundwater flow in primary porosity but these could lead to wrong results where the role of the secondary porosity is predominant. Therefore, new methods are needed to improve the calculations of flow in dual porosity rocks.
Modelling approaches of flow in fractured rocks
The inhomogeneity and anisotropy of the fractured rocks make groundwater flow modelling more difficult than flow modelling in porous media although both phenomena can occur in analysis of porous rocks (for example [8] [9] [10] ). It is essential to decide before modelling which parts of the system and which processes are relevant; the chosen method of idealisation forecasts the expected results. Because of its complexity there are more idealisation methods to describe the fractured media as accurately as it is necessary.
The modelling methods have two major approaches: continuum models and discrete models.
The continuum models partly ignore the geometry of the fractures and conduits. Their effects on flow are taken into account by parameter distribution along the entire continuum. In the continuum modelling the major effort is directed to define the representative elementary volume (REV), the minimum volume of the media which keeps the features of the entire volume. The simplest and easiest continuum model is the single continuum model or equivalent porous media approach. The groundwater flow is calculated with Darcy's law as it would be in case of an originally porous media; this idealisation allows the use of the common software of groundwater flow modelling (MODFLOW, FEFLOW etc.). The fractures and conduits are replaced with high permeable cells or layers. This method needs the fewest input parameters, and gives good water balance results but its application is limited because of the assumption of laminar flow. Examples for use of equivalent porosity models are: [11] [12] [13] .
The double continuum model links the two flow regimes -one regime represents the rock matrix, the other regime represents the discontinuities -with an exchange term. The first regime is the so called diffuse flow regime which has low permeability and high porosity and the second is the higher velocity flow in conduits or fractures with lower porosity and higher permeability. Examples for its usage: [14, 15] .
The discrete models require special discrete element modelling software (e.g. FLAC 3D) which is able to model the proper conduit/fracture geometry. This method needs the detailed knowledge of fracture network geometry and higher computing capacity than the continuum models. In the case when enough information about the geometry is not available fractures and conduits are often stochastically simulated [16, 17] or specified arbitrarily [18] .
The so called hybrid models where the discrete discontinuity network is embedded in a continuum model provide more realistic idealisations of nature with the integrated treatment of slow groundwater flow in the rock matrix and fast flow in discontinuities even if the flow is non-laminar. The two flow regimes are also linked with the exchange term. The hybrid models can lead to more accurate spring discharges specially the peak discharges and more realistic flow pattern [19, 20] . Some of the widely used programs are now able to handle hybrid models: in FEFLOW a fracture network can be added as "Discrete features" [21] , in MODFLOW the Conduit Flow Process was developed. More examples for usage of hybrid models: [22] [23] [24] .
To model the discrete discontinuity network there are two current methods [25, 26] : fractures can be approached by planes [27, 28] or pipes [29] [30] [31] . Although the planes correspond better to the geometry of fractures, the assumption that water flows on the entire plane contradicts field experiments which showed that less than 10% of the fracture volume is used for water flow [32] . This so called channelling phenomenon -the water flows in tortuous paths on the plane -and the quite tubular karst conduits could be better approached by pipes. However, the model with tubes imbedded in the fracture planes assumes constant wall permeability and aperture along a tube which should also be a rough approximation.
Modelling techniques
In the previous point there were some numerical softwares mentioned which are able to calculate groundwater flow in fractured rocks under different assumptions. In this study the MODFLOW-CFP is used to hybrid modelling (about MODFLOW-CFP see [33] ). On the other hand laboratory analog models were widely used before the spreading of the computer supported numerical modelling and these models nowadays have also a very important role also in helping to the understand the processes and verify numerical models.
In spite of their importance there are only few available studies about laboratory analog models of groundwater flow in fractured rocks. In Hungary well-known laboratory model researches were made by Géza Öllős and Endre Németh in the 1960s [34, 35] . Due to the development of numerical modelling methods the laboratory analog models had a minor roles in modelling of fractured rocks, but nowadays laboratory modelling is rediscovered. For example, laboratory models were made by Faulkner et al. in 2009 [36] and Wu and Hunkeler in 2013 [37] .
Modelling in laboratory-scale

The laboratory model
The laboratory analog model made by Öllős and Németh [34] was an orthogonal grid which was built up by 0.6 m length PVC- Based on this model a two dimensional MODFLOW CFP model was created.
Numerical model in CFP
For numerical simulation the laboratory analog model was rebuilt in MODFLOW-CFPv2 (CFP) using Mode 1 [38] . The model consists of 77 pipes and 46 nodes, 6 layers, 9 columns and 1 row. The water temperature was 15°C, the lower critical Reynolds number was 1000 and the upper was 2320. The constant head boundary on the left side of the model was 3.015 m. The different discharge points were modelled as "well" boundary conditions and the discharge rate was fixed according to the laboratory model. The geometry was slightly modified because the proper geometry with the intermediate faucets and confusors could not be modelled, but it became clear after some trial version that the effect of these faucets could not be ignored: the laboratory model results showed very high hydraulic losses between the high level tank and the first column of measuring points. This effect was modelled by decreasing the diameters in this initial section (see the pipes surrounded by dashed lines in Fig. 1 ). Originally the wall roughness of pipes was 1.5 x 10 −6 m but with this value the hydraulic losses were lower in the numerical model than in the laboratory analog. Therefore, the initial diameter and the wall roughness were the calibrated parameters. The effects of these values did not relate to each other: the modification of the initial diameter changed the hydraulic losses between the high level tank and the first column of grid points; the roughness influenced the hydraulic head losses along the pipe grid. The time unit was min and the length unit was cm according to the units used in the laboratory model. For simplicity the hydraulic head data and discharges are given in these units. The basis of the calibration was case A (see Table 1 ) with 5220 cm 3 /min (8.7 x 10 −5 m 3 /s) discharge rate in the 38 th grid point. After the calibration there was good agreement between the laboratory and numerical model: the difference between measured and calculated hydraulic heads was under 1.5 cm except in the discharge point and in the nodes surrounding the discharge point. The equipotential lines of the laboratory and numerical models were quite parallel. The final value of wall roughness was 10 −4 m and the initial diameter was 6.5 x 10 −3 m.
The calibration results can be seen on Fig. 2 . 
Model validation
After the calibration several other cases were analysed (see Table 1 ). Almost all numerical results were in correspondence with the laboratory analog results. A good agreement can be seen on Fig. 3 .
Prominently high differences between the two modelling methods can be observed in case E (Fig. 4) . The equipotential lines are parallel but the hydraulic losses in the numerical model are lower than in the laboratory model.
Only in case I was shape difference between the two modelling method. This could be caused by a change of geometry made in the laboratory model which could not be modelled in CFP. In laboratory model thicker pipes with a 32 mm diameter were linked to the original pipe system. The two pipes were too close to each other to model them separately; an idealisation was needed to model the effect of the thicker pipes. Although two different methods were tried out -the two pipes were substituted with one pipe: first, with a diameter calculated from the summarised cross-sectional area and second, with the hydraulic diameter -none of them gave the expected results (see Fig. 5 about the first running). The results of both idealisation are shown in Table 1 , the values from the second running are in brackets.
Based on the parallel equipotential lines and the moderated differences between the losses of two modelling methods in most model cases the numerical model is acceptable. 
Sensitivity analysis and additional usability
After the validation the effects of the calibrated parameters and the parameters assumed constant to the numerical results were analysed. The results of the sensitivity analysis are presented in Table 2 .
According to the results it seems that the water temperature did not change the model results significantly. However, the choice for the upper and lower critical Reynolds-number can change the type of flow; in this case the original values led to better results but this sensitivity analysis of the ReynoldsPeriod. Polytech. Civil Eng. numbers showed the importance of the careful definition of these values.
Tab. 2. Sensitivity analysis in laboratory model
The minor changes in the roughness caused minor differences from the original results and it became clear that only the order of magnitude of the roughness value is important. Contrarily the numerical results are very sensitive to the initial diameter: as long as the results of case C were improved with the 0.6 cm initial diameter the results of case D went wrong and vice versa with the 0.7 cm diameter. According to these results the originally used parameters are acceptable.
After the parameter sensitivity analysis the influence of the fix hydraulic head boundary condition on the model results was examined. The length of the model was duplicated. In the first case the length of the pipes was increased, in the second case the number of nodes was duplicated. The discharge data was from case A. Originally, the effect of the discharge could be detected in surrounding of the discharge point along about 0.6 m. When the length of pipes was duplicated the discharge affected zone did not change and in case of doubling of nodes this zone was 0.7 m. These results showed that the closeness of boundary conditions of the model did not disturb the flow pattern so the used length of the laboratory model is suitable to examine the effect of different discharge points and rates.
Summary of results of the laboratory model
The presented laboratory and numerical models are suitable models to examine the water flow in fractured rocks in which the permeability of primary porosity is negligible. These are able to model the effect of different discharge points and rates to the flow pattern and demonstrate the discharge affected zones. Although the models are very idealistic they can help the research of fractured rocks: these are able to help the understanding of water flow, support the field investigations and show the effect of different pipe geometries.
3 Modelling of a karst cave system 3.1 The introduction of the modelled area The Molnár János Cave is a part of the Buda Thermal Karst located in Budapest, Hungary. With its more than 7.5 km known conduit system under the Rózsadomb the Molnár János Cave is the largest underwater cave system in Hungary [39] . The [45] conduits are almost filled with lukewarm water; therefore cave divers have the main role in the investigation of the cave.
The Buda Thermal Karst is a part of the main karst aquifer of Transdanubian Range (see Fig. 6 ). Its sedimentary succession starts with carbonates from the Triassic Age (see Fig. 7 ). The most typical Triassic formation of the Rózsadomb area is the Main Dolomite (Hauptdolomit) Formation which is partly covered by Mátyáshegy Limestone Formation [40] . After the erosion of the Jurassic, Cretaceous and Palaeocene sediments shallow self carbonate layers were formed in Eocene Age [41] . The Szépvölgy Limestone Formation is the host rock of the extended cave system under the Rózsadomb (Pál-völgy Cave, Molnár János Cave, Mátyás-hegy Cave, Szemlő-hegy Cave, Ferenchegy Cave, József-hegy Cave) [40] . The limestone is overlaid by Buda Marl Formation, a partly calcareous marl which covers the greatest part of the Rózsadomb [40, 42] . Clay layers were formed in Oligocene Age; their physical parameters are quite similar to the older marl [40, 43] . Coastal sandstones and shallow marine limestone were formed in Oligocene-Miocene Age. The freshwater limestone from the Quaternary occurred in isolated patches at the area of the Rózsadomb [40, 41] .
The only several tens of thousands year old Molnár János Cave was formed in the Eocene Age in the Szépvölgy Limestone and Buda Marl by "mixing corrosion" [39, 40, 45 ] (see Fig. 7 ). It means that waters with different temperature and ion content mix; this undersaturated water can dissolve the carbonate rocks along its secondary porosity. In this area the structurallycontrolled mixing is the dominant cave forming process which has been still in progress [45] . The mixed water leaves the system through Alagút and Boltív Springs which feed Malom Lake, an artificial lake made in the 15 th -16 th centuries -first mentioned in 1540 -for the purpose of driving water mills [46] . A part of J Jurassic, C Cretaceous, P Paleocene, Plio Pliocene, Pl Pleistocene, Hol Holocene.
Fig. 7.
Litostratigraphic chart of the Buda Hills. Modified from [41] the spring water is used by Lukács Thermal Bath; the other part flows in the lake and after flowing across a sluice it is led to the Danube. The cave system and its surroundings can be seen in Fig. 8 . The cave system is recharged by the water of intermediate and regional flow system [39] ; previous studies detected that the cave water is not directly connected with local precipitation and probably only a slight amount of water comes from up local infiltration [47] . The water flow in the conduit system is not fully understood yet; only few measurement data are available about the discharge of springs and flow velocity in the cave. The main purpose of the presented modelling is try to better understand the flow system.
The model idealisations
As the first model made about the Molnár János Cave many idealisations and neglects were needed to build up a theoretically possible model. Only little information about the bedrock and the boundary conditions was available; the main and almost the only data was the known geometry of the cave system. Because of the filled conduits only the cave divers with simple tools could map the system. Therefore, the available geometry is a polyline, which approximately describes the rope system, which the divers installed in known conduits. The cross-sectional data used for the model was estimated by divers.
The investigation of the bedrock of the cave has recently started [48] ; it is not properly known where the boundary of the different layers is. To simplify the model and according to the rock mechanical investigation it can be assumed that the most conduits are imbedded in the Szépvölgy Limestone. The hydraulic conductivity of the bedrock was not known; it was estimated with the help of the technical literature. The recharge of the area is ensured by unknown base flow; it could come from the rock matrix or along unknown fractures and conduits which lead water into the cave system. The only known discharge is the total discharge of the two springs at the Malom Lake; these could be handled as one spring because of their closeness to each other and because the available discharge data contains discharges of both springs. It should be noted that unknown amount of water is led to the Lukács Thermal Bath. It is known that the water production of the Bath is not permanent but neither its amount nor the timescale of production is known. Conveniently this amount of water was neglected.
The modelling area was defined by the boundaries of the area being parallel and perpendicular to the main direction of the cave conduits. This means that the main flow direction is parallel to the longer boundaries (northwest and southeast) -it can be assumed that these are no-flow boundaries -and the shorter boundaries (northeast and southwest) could be defined as a constant head boundary. 
The numerical model
The numerical model of the cave was built in MODFLOW CFPv2 using Mode 1. Taking into account the accuracy of geometry data the cells have 10 x 10 m sizes. 19 rows, 51 columns and 10 layers were defined; the model domain has the overall dimension of 190 x 510 m (see Fig. 9 ). Most of the layers were 10 m thick, only the uppermost layer has variable thickness according to the topographical conditions. 316 nodes were imbedded into the centres of the cells; the cave conduits were modelled with circular pipes among nodes. 364 pipes were used with different diameters: the hydraulic diameter of the estimated cross-section. These cross sections were determined according to the field surveys of the cave divers. The conduit system was simplified into sections with uniform diameters: 28 different diameters were used from 0.89 m to 13.33 m. Although the laboratory scale model showed that the using of the hydraulic diameter does not lead to the perfect results especially in case of crosssections, which shape is very different from a circle, it was the simplest and fastest method to generate circular pipes and taking into account the uncertainty of cross-sectional data. It should be an acceptable idealisation until more accurate measurement data would be available.
Because neither the exact location of layers nor their hydraulic parameters are known, each model layer was defined as one confined aquifer. The parameters of the limestone might have an important role in the flow and the rock mechanical results also showed that a significant part of the cave conduits are located in the Szépvölgy Limestone [48] ; that is why the hydraulic properties of the rock layer were defined as limestone. Originally, the rock permeability was assumed to be 10 −8 m/s both vertically and horizontally; this value is orders of magnitude higher than the hydraulic conductivity of a karstified, fractured limestone (10 −2 -10 −4 m/s, for example: [1, 5, 12] ) because the effect of karst conduits are taken into account with pipes. The mean height of the micro-topography of the pipe wall was defined as 0.01 m.
The purpose of the numerical modelling could not be to create a quite accurate model about the cave system and its area because of the many uncertainties; regular hydraulic and rock mechanical measurements just started in the recent past so very limited numbers of data are available. Therefore the modelling was focused on the following questions: how can water flow in conduits, what could be the role of the rock matrix and the exchange coefficient? Only discharge data of the outflow from the Malom Lake and some flow velocities in conduits are available [47, 49] . These data were checked in every model cases: the discharge rate is approximately 5 -8 x 10 −2 m 3 /s and the maximum flow velocity is about 10 −2 m/s although previous measurements provided different values [47] . The discharge was established with the help of a constant hydraulic head assumed to be 105 m.a.s.l. (where sea level is the Baltic Sea), which is approximately the lake water surface elevation -in the node "S" (spring, see Fig. 9 .). Three different model cases were analysed: the first, the "base flow" model where only the rock matrix recharged the cave conduits, the second, the "exchange" model where the effect of high exchange coefficient was analysed and the third, the "direct" model where the water in the conduits was ensured by direct water inflow at the end of the known conduits.
The base flow model case
In the base flow model the southwest boundary condition was defined as the ground level minus 10 m (between 140 and 150 m.a.s.l.), the northeast 105 m.a.s.l. was assigned. The water exchange coefficient was automatically calculated from the wall permeability by CFP. The original wall permeability was assumed to be 10 −8 m/s -the same value as the hydraulic conductivity. These two parameters were decreased step by step until we reached the desired order of magnitude of the discharge rate and the flow velocity. 27 different cases were analysed in which the hydraulic conductivity and the wall permeability varied between 10 −8 m/s and 10 −4 m/s. The model was sensitive to both parameters.
First the desired maximum velocity was reached where the hydraulic conductivity was 10 −6 m/s and the wall permeability was 10 −7 m/s. In this case the flow velocity was determined to 1.1x10 −2 m/s and the spring discharge rate to 0.90x10 −2 m/s, the flow became turbulent in few pipes. With increasing the hydraulic conductivity and/or the wall permeability the velocity and the discharge rate also increased. To reach the desired discharge rate the calculated velocity exceeded the estimated maximum velocity so a quite perfect matching could not be reach. As a general rule the orders of magnitude of velocity and discharge rate were acceptable where the hydraulic conductivity was between 10 −6 and 10 −5 m/s and the wall permeability was between 10 −7 and 10 −5 m/s. Where the hydraulic conductivity was more than hundred times or less than hundredths of the wall permeability the model led to wrong result: there were no flow pipes at the bottom of the model. A quite good result is presented in Table 3 . In this case the flow became turbulent in eight percent of pipes.
The exchange model case
In MODFLOW CFP two options are available for assembling water exchange coefficient: the first, when the CFP calculates the exchange coefficient using pipe geometry data and the userdefined wall permeability data; the second, when the pipe conductance is entered by user in the CFP Input File. The first option was used in the base flow model where the wall permeability was estimated from the hydraulic conductivity of rock matrix. Although many existing studies suggest to set the conduit wall permeability to the order of hydraulic conductivity of the rock material encompassing pipes (for example: [50] ); many authors showed that the results are very sensitive on the value of the wall permeability in this regime [50] [51] [52] . Chen et al. described a universal choice for the exchange coefficient: when this parameter is large (for example 25 m 2 /s) the results is robust under perturbation on parameters and the relative error is small [53] . In this model case this universal value of the exchange coefficient was used. Originally, the boundary conditions were the same as in the base flow model case -the maximum head level was 150 m.a.s.l. -and the hydraulic conductivity of the rock ma- Table 3 . Even at the lowest volumetric exchange (28.7 m 3 /s from the matrix in the tubes) flow was turbulent in more than 70% of pipes -see Exchange case 2 in Table 3 . In this model case the desired discharge rate and maximum velocity value were not fulfilled but the results verify the statement of [53] : with wide range of the hydraulic conductivities the result was the same with use of a big exchange coefficient.
The direct model case
In this case four recharge points were defined at the end of the known conduits and one in the middle of the model (see Fig. 9 ). These points were those where the cave divers observed quite strong water flow or flow with different temperature. First, it was assumed that the direct recharge flow has the maximum velocity (0.01 m/s). The discharge rates calculated from this velocity were added to the node point as direct recharge. Both the wall permeability and the hydraulic conductivity of matrix were set to 10 −8 m/s to avoid that the rock matrix could ensure the water in every conduit. As a result it can be seen that the recharge rates of 0.01 m/s induced too high discharge rate at the springs: it was 3.00 m 3 /s.
The maximum velocity was also exceeded therefore the recharge Period. Polytech. Civil Eng. Table 3 .).
Tab. 4. Sensitivity analysis in cave model
In every tested version there was no flow in about 10% of pipes. It means that the assumed recharge points could not ensure water in every conduit. The required water could come from the rock matrix as it was demonstrated in the base flow model or from more recharge points. The most probably possibility is that case where both sources ensure the water recharge.
With decreasing the discharge rates the number of pipes with turbulent flow also decreased.
Sensitivity analysis
Although the model results have many uncertainties the sensitivity analysis of the constant parameters could be important. In the cave model -according to the laboratory model results -the effect of temperature, critical Reynolds-numbers and wall roughness was analysed.
The MODFLOW CFP uses only one water temperature to calculate water flow in the model. It is known that there are zones in the Molnár János Cave with different water temperature. The upper limit of water temperature is about 30°C the lower limit is 15°C. These temperature data were tried out with the base flow model case where the wall permeability and hydraulic conductivity were 10 −6 m/s. Neither the spring discharge rate nor the maximum velocity changed significantly with both temperatures. The water budget of the pipe system was the same in the original and modified models. The flow velocities in pipes changed not significant but this changing did not mean clear increase or decrease and it was under 10%. Only the number of pipes with turbulent flow changed: in the colder model case it was 19, in the hotter one it was 34 (see Table 4 ). These results showed that if the water temperature was in the feasible range, it did not change the model results significantly. The analysis of the effect of the critical Reynolds-numbers led to the same results in the base flow model case. Only the numbers of pipes with turbulent flow was changed.
The effect of different Reynolds-numbers was also analysed in the exchange model case because in this case the number of the pipes with turbulent flow was much higher than in the base flow model case. The used modified Reynolds-numbers were the same as those in the base flow model case. However, the results were not sensitive to the change of the critical Reynoldsnumber. Neither the spring discharge nor the maximum velocity varied and the water budgets were the same. The number of pipes with turbulent flow did not change except where the critical Reynolds-numbers were 10 and 1000; in this case the flow became turbulent in every pipes. Because of this correspondence the results were not entered in the table to avoid redundancy. According to these trial cases it seems that the critical Reynolds-numbers do not play an important role in the results.
The order of magnitude change in wall roughness also did not vary the water budget and flow velocities. For details see Table 4 .
Summary of results of the cave model
The presented numerical model about the Molnár János Cave is a suitable model to better understand flow in karst conduits. The model helped to investigate the source of recharge and the feasible role of rock matrix in flow. It seems that the exchange coefficient corresponds to the hydraulic conductivity of the rock matrix and the recharge can origin from the fractured and permeable rock matrix and also from unknown fractures and conduits connected to the known cave. The completed model is also able to be improved with new data from the ongoing cave research. In spite of many required idealisations the model results were very promising. The results can be used by divers and researchers to assign the pathway of the further investigation.
Conclusions
In this study a laboratory model and numerical models were presented. The quite good matching between the original laboratory model and its numerical model pointed out the usability and validity of both methods. The presented models are able to examine water flow in fractured rocks with low permeability of matrix. It showed that next to the often used numerical models also the old-fashioned laboratory models can help in the research of flow in fractured rocks and karst aquifers.
The first numerical model about the Molnár János was able to answer some carefully worded questions and contributed to the understanding of flow phenomena in cave system. The water in conduits could origin from the primary porosity of the limestone surrounding the cave but also direct recharge points at the end of the known system could exist. It was showed that the exchange coefficient is a crucial parameter of the modelling. During the sensitivity analysis it became clear that against the results of the laboratory scale model the cave model is not very sensitive to the critical Reynolds-numbers and the roughness. The feasible water temperatures affected none of the models significantly.
The purpose of the different sensitivity for Reynolds-numbers and roughness could be origin from the flow velocities. In the laboratory scale model the sizes were small but the high velocities (about 2 m/s in the horizontal pipes in case A) caused turbulent flow with quite high hydraulic losses. In the cave model the turbulent flow was caused by the large cross-sectional area of the pipes and the velocities were small. Therefore, the hydraulic losses remained small because these are proportional to the flow velocity. The wall roughness also could not modify significantly the results because of these small velocities.
The analysis of hydraulic heads in nodes and trying new recharge points could be lead to important results. The presented models were steady-state models because of the limited data but later with long-time spring discharge data the transient modelling also could be possible. The diameters of pipes were the hydraulic diameter of the cross-sectional areas; may this method substitute with a better one.
The cave model can be improved by new research data to reach as proper model as it possible. That could lead a well usable model to analyse different influences to the cave system and it could help to better preserve this cave and also to better understand fractured and karst aquifers generally.
