The objective of this paper is to explore the day-of-the-week effect on the Indian stock market returns in the post-reform era. Till the late seventies, empirical studies provided ample evidence as to the informational efficiency of the capital markets advocating futility of information in consistently generating abnormal returns. However, later studies identified certain anomalies in the efficient market postulate. One major anomaly brought forth was the calendar-related abnormal rates of return. Various studies in this domain empirically demonstrated, through parametric and non-parametric tests on the stock returns data, that turn of the year, month, week, and holidays have consistently generated abnormal equity returns in both the developed and emerging markets unrelated to the attendant risks. Studies on the Indian stock markets' calendar anomalies, especially in the post-reform era, are very few. In an attempt to fill this gap, this study explores the Indian stock market's efficiency in the 'weak form' in the context of calendar anomalies, especially in respect of the weekend effect.
T he security prices in an efficient capital market fully reflect their investment value. The market has the capability to instantaneously impound the given set of information into the pricing process. It is impossible to consistently make abnormal returns using a trading strategy based on a given set of information when the markets are efficient. This postulate, of course, is based on the premise that (1) all investors have cost-less access to currently available information about the future; (2) they are good analysts; and (3) they pay close attention to the market process and adjust their holdings appropriately. Till the late seventies, empirical studies supported the view that the capital markets are informationally efficient. Many models related to security valuation have been based on this concept of 'informational efficiency of capital markets.' However, the late seventies and the eighties brought in evidences questioning the validity and highlighting various anomalies related to the capital market efficiency. There are many focused studies that demonstrated the possible trading strategies yielding abnormal rates of return using the historical data and publicly available information ruling out the efficacy of markets. The empirical studies evidencing the inefficiency are broadly related to the following:
• the low P/E effect • low-priced stocks
• the small firm and neglected firm effects
• market over-reaction
• the January effect
• the weekend effect
• the persistence of technical analysis.
Turn of the year, month, week, and holidays are reported to have consistently generated abnormal equity returns, unrelated to the attendant risks, at the developed stock markets and are identified as calendar anomalies. Fama (1965) reported Monday's variance to be 20 per cent greater than other daily returns. Later, many fascinating studies by French (1980) , Gibbons and Hess (1981) , Lakonishok and Levi (1982) , Gultekin and Gultekin (1983) , Keim and Stambagh (1984) , Theobald and Price (1984) , Jaffe and Westerfield (1985) , Santesmases (1986) , Board and Sutcliffe (1988) and Lakonishok and Smidt (1988) presented ample evidence as to the calendar anomalies using the data pertaining to the developed economies. Taxation at the year-end, cash flows at the month-end, unfavourable news releases at the weekend, and over-reactions due to human psychology are attributed to be the reasons for such calendar anomalies.
The evidence regarding these calendar anomalies with the Indian stock market is not that clearly pronounced till recently. Studies by Obaidulla (1994) and Choudhury (1991) testing the equality of monthly returns and daily returns respectively could not firmly reject the null hypothesis. However, Broca (1992) presented unequivocal evidence as to the day-of-the-week effect but concluded that the trading strategy based on this evidence is ineffective when compared to a naive 'buy and hold' strategy. He presented the evidence, using the BSE NATEX daily returns measured as percentage change, that the lowest mean returns occurred on Wednesdays in contrast to developed markets where Mondays exhibited the lowest returns.
The data used by all these studies pertained to the period prior to the economic reform initiatives in India. Moreover, the conclusions are drawn using NATEX as the benchmark portfolio and the returns as percentage change. The capital markets experienced a metamorphosis in terms of institutions, instruments, and environment after the economic reform initiatives. Using the SENSEX monthly returns data from April 1991 to March 2002 , Pandey (2002 infers that there is a 'tax-loss selling' effect and confirms the existence of seasonality in stock returns in India during the post-reform era. This study appears to be the only study on uncovering the seasonality of stock market returns in the post-reform period in India and is based on typical dummy variable regressions of monthly return profiles. It uses the continuously compounded monthly percentage change in the closing SENSEX as the measure of stock returns. It is interesting to note that the validity of the conclusions are subject to the representative ability of the continuously compounded monthly percentage change in the SENSEX. In the first place, SENSEX as a benchmark portfolio is known for its 'compositional bias' -a few securities dominating the risk return profile of the index -and his conclusions are subject to the 'point of observation bias' -the return being the continuously compounded growth rate based on the first and the last day index closing values of the month. These are more pronounced for a period with wide variations in the values during the period. Though his total observations are 132, a small sample of 11 individual monthly observations for each month leave his conclusions constricted.
All the above-mentioned studies have taken the closing values of the respective indices in return compilation process. Consequently, they have an implied assumption of trading at the closing values.
It would be pertinent to retest the conclusions drawn by the earlier studies in view of the changes in the wider economic scenario in India, widened choice of benchmark portfolios, and methods of measurement and techniques. This study is an attempt to explore the Indian stock market's efficiency in the weak form in the context of calendar anomalies, especially in respect of the weekend effect, keeping the above considerations in view.
DATA AND METHODOLOGY
The PROWESS database provides information regarding the daily opening, high, low, and close values of the SENSEX, NATEX, and BSE200 indices among other indices. We have used this data related to the period spanning a little over 80 months from January 1st 1996 to August 10th 2002 comprising a total of 1,667 observations for each of the indices. Of these total observations, there are two special trading days in 1997 (March 1st and April 12th, both Saturdays) and three in 1999 (February 27th, April 17th, both Saturdays, and November 7th, Sunday).
By January 1st 1996, the Indian economy was way down the lane by almost five years in its pursuit of liberalization, privatization, and globalization (LPG) strategy. In the wake of this strategy, the Indian capital markets had seen free pricing of new issues and the attendant mechanisms like book building, private placements, market makers, safety net, etc. The Indian corporates had access to global markets through global depository receipts, American depository receipts, external commercial borrowings, and FCCBs. There was improved transparency in the Indian stock markets consequent to online trading that was introduced by the National Stock Exchange, OTCE, and BOLT. The Securities and Exchange Board of India was establishing its role as a market regulator. The demat trading system was introduced and the required agencies like the depositories facilitating these activities came into existence. Rolling settlement procedures were established. All these reforms in the domains of capital markets must have had an impact on the allocation and operational efficiency of the financial system. It would, therefore, be pertinent to test the informational efficiency of the stock market in the post-reform era more specifically on the presence of 'seasonality.' Though the reform measures were initiated in the year 1991, we have chosen the study period so as to exclude the initial shocks of transition, exploitation, and absorption. Apart from the above, data availability dictated no other option.
Measuring the Daily Returns
The daily mean index value based on all the four reported figures of the day -opening, high, low, and closing -was used for calculating the daily returns. The earlier studies had used the closing values for return generating procedure with an implied assumption of trading done at the closing value. There would not be any need for such a restrictive trading assumption in case an average of the available opening, high, low, and closing values is used. The continuously compounded annual rate of return is a well-accepted approach to measuring the daily returns. The natural log of daily relative mean index value is, thus, the measure of daily return used for this study. Following is the formula:
where: R t = return on day 't' I t = index mean value on day't' I t-1 = index mean value on day't-1' and ln = natural log. This study attempts to uncover the possible presence of weekly 'seasonality' in the Indian stock market using the daily returns on BSE indices. Examining the multiple indices for possible 'seasonality' would serve two purposes: (1) affirm or refute the presence or otherwise of the 'seasonality' and (2) identify, in case 'seasonality' is being manifested, the portfolio that best serves the purpose of adding investment value through designing a trading strategy. The returns data have been classified based on the day-of-the-week -Monday through Friday -for testing the equality of mean returns of the day.
Hypothesis and Testing Procedure
The hypothesis to be tested relates to equality of mean returns across all the five days. In other words, the null hypothesis is that mean returns across all the five days do not exhibit statistically significant differences. A nonparametric Kruskall-Wallis test (by computing 'H' statistic) is applied in place of a conventionally used para- metric one-way analysis of variance. In the seasonality literature, it appears that researchers tend to perform parametric tests (typically dummy variable regressions) on any data set without first checking the data's distributional properties which makes the testing results highly suspicious. It is undoubtedly true that non-parametric tests are less powerful than parametric tests when conditions for parametric tests are met. But, when the conditions do not hold, we must choose between a valid test with less power (i.e., a non-parametric test) and an invalid test with appealing (yet shaky) statistics (i.e., a parametric test). When the conditions are far from holding precisely, the choice is clear. The difficult case is when the conditions are closely or approximately met so that the higher testing power may justify the impreciseness. But, the challenge is to know how close is 'close.' On balance, a non-parametric test is always in order, especially when in doubt. One obvious advantage of a nonparametric test is that it is independent of distributional assumptions. Another advantage is its immunity to outliers. In a rank-based non-parametric test, one of the disadvantages is loss of information. But, for a seasonality study, this is not a concern, because the focus is not on precise estimation of, say, daily returns. Therefore, it is felt that the Kruskall-Wallis test is an appropriate one for the data typified of non-normality, heteroscedastic variance like the security returns (Jason, 1996) .
Notational expression of the hypothesis would be as under:
The accepted model for return is:
where µ is the overall daily mean, τ j quantifies the day effect whose expected value is '0,' and is mutually independent random variable. The null hypothesis for the given model would be that the population means are all equal.
H 0 : µ 1 = µ 2 = µ 3 = µ 4 = µ 5 or H 0 : τ j = 0 for j = 1, 2, ….5 and
for at least one value of j The Kruskall-Wallis test requires the entire set of observations being ranked -higher the value, higher is the rank and vice-versa -then arranged into n j x 5 matrix where n j represens the rank of the return and columns represent the day-of-the-week -Monday through Friday. The formula for calculating the test statistic 'H' is as under:
where: R j = sum of the ranks in the jth column n j = number of cases in the jth column N = sum of observations in all the columns. Since the sampling distribution of 'H' is asymptotically x 2 based on four degrees of freedom, the critical value is 13.28 at 1 per cent level of significance for the given four degrees of freedom. If the computed 'H' is greater than the critical value, the null hypothesis cannot be accepted. Conversely, if the computed 'H' value is less than the critical value, the alternate hypothesis cannot be accepted. Table 1 presents the descriptive statistics of the day-ofthe-week returns for the three selected indices along with that of the comprehensive sample -'all days'-in addition to the computed 'H' statistic. Since the study period comprises of 1,667 working days of the stock exchange, 1,666 daily returns for each of the indices are available for analysis. As mentioned earlier, there are five special trading days, four Saturdays, and one Sunday during the study period.
Data Analysis
As can be noted from Table 1 , the daily mean returns are zero or almost zero for all the portfolios -SENSEX, NATEX, and BSE200 with 30, 100, and 200 securities respectively -during the study period. The standard deviation of the portfolios increased with the degree of diversification -number of securities in the portfolio. This is neither surprising nor contrary to the expectations. The portfolio construction is neither random nor based on Markowitz selectivity criterion. The distribution of daily returns tends to be leptokurtic with long tails and many mean centric observations. All the indices yield negative returns on Fridays and all the values of the days' descriptive statistics are very closely coinciding sending strong evidence as to the 'weekend effect.' Standard deviations of all the indices' returns are highest for Mondays. A closer scrutiny of the figures reveals that Mondays' standard deviations of SENSEX, NATEX, and BSE200 are 18 per cent, 40 per cent, and 56 per cent more than their respective average 'all days' standard deviations during the study period. This observation is in consonance with the conclusion drawn by Fama (1965) and Broca (1992) regarding the extent and nature of Mondays' variance. Both SENSEX and NATEX have highest positive mean returns on Wednesdays and negative mean returns on Tuesdays and Fridays. However, Tuesdays' returns of these two indices are the lowest of the weekdays. BSE200 appears to be most unattractive on Mondays from the viewpoint of mean returns and standard deviations. Considering the kurtosis and the studentized range figures, the SENSEX relatively manifests some semblances of normality. Wide variations are obvious across the weekdays within and among the indices.
To test whether the differences in the mean returns across the weekdays are statistically significant, we use the 'H' statistic. The critical value of 'H' at 99 per cent confidence level and four degrees of freedom is 13.28. The computed 'H' value is abnormally higher than this critical value for all the indices. This provides evidence as to the presence of regularity in common stock returns in India during the study period. Thus, the null hypothesis cannot be accepted. Having identified regularity in equity returns, a further enquiry is desirable to uncover the pattern of seasonality.
Pattern of Seasonality
Through pair-wise multiple comparison procedure, we can indirectly test which pair shows significant deviations from one another and uncover the general pattern of high-low tendencies in the data. The test procedure relies on the Kruskall-Wallis rank sum R j . The data in the rank-day matrix prepared for 'H' test is used for this purpose. For a given overall significance level of Tables 2 and 3 present the deviations of actual from the expected average rank differences.
It can be gathered from Table 3 that Monday-Tuesday, Monday-Friday, and Wednesday-Friday sets have positive deviations for all the indices. However, Monday-Friday set for all the indices has the highest positive deviation. Tuesday-Wednesday set also manifests positive deviations, albeit very low, for Sensex and BSE200.
Broca's study (1992) too revealed Wednesday-Friday set as having significant positive deviations whereas Monday-Friday set as having lower positive deviations for NATEX. Thus, in general, the Indian stock markets exhibit perceptible regularities in the equity return and leave scope for questioning its market efficiency.
IMPLICATIONS FOR INVESTMENT GAME
These observations must consequently lead us to designing a trading strategy exploiting the possibility of making abnormal returns. A comparison of annual rates of return generated by a passive strategy of 'buy and hold' and various alternative active strategies of 'buying Monday and selling Tuesday' or 'buying Monday and selling Friday' or 'buying Wednesday and selling Friday' is presented in Table 4 . Excepting for the SENSEX, the mean returns of active strategies turned out to be ridiculously lower than the 'buy and hold' strategy for the period. In case of SENSEX, the active strategy worked well in lowering the losses. The strategy, perhaps, is worth pursuing even with transaction costs. For BSE200 portfolio, passive strategy is the most effective one. SENSEX consists of 30 actively traded shares reflecting upon the depth of the market and obviously an active strategy is an appropriate one for leveraging on the speculative bouts. The BSE200 is constituted by not so liquid shares and at times are 'junk' in nature. Passive strategy serves better for such a kind of portfolio. The active strategy is of little use may be because the study period is characteristic of a highly unsettled economic environment and the fact that the indices underwent frequent shuffling and reshuffling unconnected to the religiously advocated principles of diversification. Broca (1992) also found the returns resulting from pursuing a trading strategy based on the observed regularity of returns being less than a naïve 'buy and hold' strategy in spite of his strong evidence as to the Wednesdays having the lowest returns and Fridays the highest. Similarly, our data while broadly confirming the earlier conclusions have not given any irrefutable evidence as to a consistent day with high or low returns. They have not provided any definite clue as to the specific day of the week for buying or selling that would yield abnormal returns. However, it does not imply that the conclusions have little information content. They can be used for timing the deals -may be buying on Mondays instead of Tuesdays and selling on Fridays rather than on Thursdays -thereby exploring the opportunity of exploiting the observed regularities.
CONCLUSION
The study aims at exploring the presence of seasonality in the Indian stock market returns during the postliberalization period. Using the log returns data on three popularly used BSE indices -SENSEX, NATEX, and BSE200 -for the period January 1st 1996 to August 10th 2002, the study provides evidences as to the presence of seasonality across the days of the week. It confirms the conclusions of earlier studies as to the leptokurtic distribution of equity returns; presence of highest variance on Mondays; weekend effect, and regularity of returns across the indices. It also confirms the conclusion as to the futility of trading strategy based on the observed regularity of returns. 
