In this paper, we propose the development of a new technique of decentralized control for bilinear systems, through using orthogonal functions. The use of this tool allows the conversion of differential state equations to a set of algebraic ones by projecting the system input and output variables into orthogonal functions basis and then using the operational properties of these orthogonal functions. The optimum decentralized control parameters for the interconnected bilinear system can then be determined through comparison of the response behaviour with the chosen reference model. 
Introduction
Control systems are used in many area such as power generating plants, aircraft dynamics, economic models. When dealing with interconnected systems, decentralized control is used to make each system perfectly regulated using only its own local state variables, and at the same time to insure the global stability of the whole system. Over the past decade, different techniques of decentralized control design have been developed such as decentralized negotiation of optimal consensus [1] , feedbacklinearization and feedback-feedforward decentralized control for multimachine power system [2] , stabilization of decentralized control systems by means of periodic feedback * E-mail: attia_sadok@yahoo.fr † E-mail: Badii.Ayadi@ept.rnu.tn ‡ E-mail: Naceur.benhadj@ept.rnu.tn [3] . However, the proposed approaches in general only apply to particular classes of interconnected systems, and specific conditions have to be verified in order for the techniques to be effective.
In this paper we design a decentralized control technique for bilinear systems. This approach uses shifted Legendre polynomials as an orthogonal functions basis.
There are a number of different types of orthogonal function such as Chebychev [4] , Hermite polynomials [5] and Walsh functions [6] , which are applied for identification, model reduction, analysis and control of linear [7, 8] , and some classes of nonlinear systems.
Orthogonal function are also used to solve problems of fractional order [9] , recently, Bhrawy and Alofi [10] proposed to solve linear fractional differential equations on a finite interval a method based on the operational Chebyshev matrix of fractional integration in the RiemannLiouville sense.
The important operational properties of orthogonal func-tions, such as the product and the integration operational matrices, reduce the complex differential equations of system variables to algebraic equations which are easier to process. For this reason these properties are exploited in this contribution to develop a new technique leading to the determination of a decentralized control law for bilinear systems so that each controlled subsystem of the global system has the desired performance of a chosen reference model. This paper is organized as follows: a short review of orthogonal functions is persented in the next section, our main contribution is developed in the third section, in which we present the proposed approach of the decentralized control synthesis for bilinear systems using orthogonal functions. A numerical simulated example is provided in the final section to illustrate the proposed method.
Review of orthogonal functions
Consider a complete set of orthogonal functions
The principle of orthogonality leads to the property:
where ( ) is the weight function and δ is Kronecker's symbol. An integrable function on [a b] can be developed as:
where:
For obvious practical reasons, the development is truncated to order N which is large enough to allow a good approximation. Thus, one has:
with:
This truncated projection of scalar or vector functions can be very useful in practice in different kinds of engineering problems related to modelling, identification, analysis, simulation, control, etc. Indeed, by means of the operational properties of orthogonal functions, the differential equations describing dynamic processes can be reduced into algebraic relations allowing important simplifications in the synthesis problems.
Operational matrix of integration
For a given basis of orthogonal functions φ= {φ (t) i ∈ N}, the operational matrix of integration is a constant matrix P N ∈ R N×N such as:
Obviously, the operational matrix of integration depends on the type of orthogonal functions used. In this study we use a set of Legendre polynomials as our type of orthogonal functions.
Legendre polynomials
The Legendre polynomials are orthogonal on the interval [−1 1], with a weight function (τ) = 1. The set of Legendre polynomials is obtained from the formula of Olinde-Rodrigues:
This gives:
These polynomials can also be obtained from the recursive relationship [11] :
The shifted Legendre polynomials
To obtain orthogonal Legendre polynomials on the interval [0 ], we perform the following change of variable:
The recursive relationship (8) becomes:
with φ ( ) as the shifted Legendre polynomials for 0 ≤ ≤ , φ 0 ( ) = 1 and
The principle of orthogonality of the shifted Legendre polynomials is expressed by the following equation [12] :
A function ( ), square integrable in [0 ], may be expressed in terms of Legendre polynomials as:
where the coefficients are given by [13] :
In practice, only the first N-terms Legendre polynomials are considered. Then we have:
and:
The operational matrix of integration of shifted Legendre polynomials
In the case of shifted Legendre polynomials, the operational matrix of integration P N is given as follows [14] : 
The product matrix
The product of two orthogonal functions φ ( ) and φ ( ) can be projected into orthogonal function basis Φ N ( ) using (14) . This product [15] is expressed by the next equation:
where K T is a vector of constant coefficients depending on the orthogonal functions used. when considering the product of an orthogonal function φ ( ) and the orthogonal function basis Φ N ( ), the equation (15) yields the following one:
The operational matrices of fractional differentiation and integration
There are also other orthogonal functions properties to use for solving fractional differential equations for linear and nonlinear systems, such as the generalized Laguerre operational matrix of Caputo fractional derivative [16] , the Jacobi operational matrix [17] and modified generalized Laguerre operational matrix of fractional integration for solving fractional differential equations on the half line [18] . These tools reduce the nonlinear fractional differential equations to a system of algebraic equations.
Problem formulation
Let us consider a global large scale system (S) consisting of M interconnected subsystems (S ) described by the following state equation:
with
where ( ) ∈ R ( ) ∈ R and ( ) ∈ R are respectively the state vector, the control vector and the output vector of the subsystem (S ). A , A B , C and A are the matrices characterising the subsystem (S ) with respective dimensions ( × ), ( × ), ( × ), (1 × ) and ( × ). It is desired to determine for the global system a control law with a decentralized structure of the following form:
where K ∈ R × and L ∈ R ×1 , are the control parameters to be determinated ( = 1 M) and ( ) is the input. The subsystem (S ) with the control law (18) can be written in the following equation:
if we consider:
with [2] ( ) = ( ) ⊗ ( ) Using now an N degree orthogonal functions basis Φ N ( ), then the projections of vectors ( ) become:
and the vector ( ) can be written as follow :
which gives:
The integration of the equation (19) from null initial conditions, and the use of these approximations leads to the following equation:
The exploitation of the operational matrix of integration of the orthogonal basis Φ N ( ) leads to the following algebraic equation:
Making use of the V operator, which transform a matrix structure into a vector and the specific property [19] :
the equation (21) yields the following one:
we aim now to determine the K and L matrices ( = 1 M), such that each controlled subsystem (S ) has an input-output behaviour as close as possible to the reference model described by the following state equation:
where : ( ) ∈ R˜ is the state vector of the reference submodel, and ( ) ∈ R its output vector. E , F and G are the chosen matrices characterising the reference model with respective dimensions (˜ ×˜ ), (˜ × 1) and (1 ×˜ ). The projection of the vectors ( ) and ( ) on the orthogonal functions basis, and the use of the V operator give the following relations:
Having the same behaviour of each subsystem (S ) ( = 1 M) and its reference model (R ) can be expressed by the following relations:
Taking into account the expressions (28) and (29), the equation (23) may be written as:
(31) which is resolved by means of the numerical minimization of the following norm ξ:
and yields the different control law gains K and L ( = 1 M). This optimization problem can be easily carried out using specific Matlab functions.
Illustrative example
To illustrate the proposed technique of decentralized control design using orthogonal functions, we consider the interconnected system composed of two second order systems characterized by a state equation of the form (17) with the following matrix parameters: We aimed to determine a decentralized control law for each of the two subsystems such that they have an identical input-output dynamic evolution to the second order reference model characterized by the following matrices:
For this objective we have applied the proposed method using Legendre polynomials with N = 10. The obtained decentralized laws are then characterized by the following gains:
K 2 = 5 4 9 3 L 2 = 0 33 Figure 1 and Figure 2 show the step reponses of the two interconnected systems using the obtained decentralized control laws, along with the step response of the considered reference. As can be clearly seen, the controlled system outputs are very close to the desired reference model output, which illustrates the validity of the proposed technique.
Conclusion
In this paper, a new decentralized control technique is designed by using orthogonal functions as an interesting tool of dynamic system approximation. The main advantage of the proposed technique is its applicability to a large class of interconnected systems without imposing particular conditions. Furthermore, the decentralized controller parameters are adjusted such that each subsystem has the specific desired performance of a chosen reference model. The validity of this new approach has been illustrated in a numerical example. 
