In this paper the complexity of the local solution of Fredholm integral equations is studied. For certain Sobolev classes of multivariate periodic functions with dominating mixed derivative we prove matching lower and upper bounds. The lower bound is shown using relations to s-numbers. The upper bound is proved in a constructive way providing an implementable algorithm of optimal order based on Fourier coe cients and a hyperbolic cross approximation.
Introduction
One of the standard problems considered in information{based complexity theory is the solution of Fredholm integral equations of the second kind. These equations often appear in physical applications, e.g. boundary value problems can be formulated in this form. To get a general idea of the existing results, we start with a short overview. Within the framework of information{based complexity several cases are distinguished. The rst distinction is made with respect to the required result. One can either be interested in full solution, i.e. in computing an approximation to the solution function on the whole domain, or in local solution, i.e. in computing the value of some functional applied to the solution function. This functional can be e.g. the value of the solution function at a single point or a weighted mean. The second distinction is made between di erent types of knowledge about the input data: Either only values of the kernel and the right{hand side at some points are known (this is called standard information), or the values of some linear functionals both of the kernel and the right{hand side are given (this is called linear information). Note that the permission of linear information includes a wider class of algorithms. e-mail: frank@informatik.uni-kl. de The rst work on complexity of Fredholm problems where lower bounds were shown, was the paper of Emelyanov and Ilin EI67] , in which the class of r{times continuously di erentiable data with standard information was considered, both for full and local solution. The upper bound was shown by a two{grid iteration. For the more general case of full solution with linear information some results were obtained by Pereverzev Per88] , Per89], Per91]. Werschulz (1985) discussed the problem of full solution of integral equations with xed kernel and varying right{hand side, both with standard and linear information of the right{hand side. The problem of local solution with linear information was rst studied by Heinrich Hei93], Hei94]. For the class of r{times continuously di erentiable data an upper bound was derived. Concerning the lower bound, only an equivalence to an open problem in s{numbers could be shown. However, replacing the class C r by the Hilbertian Sobolev class W r 2 , this approach could be extended by Frank and Heinrich FH94] , resulting in the proof of matching upper and lower bounds. In the present paper, the Sobolev class of periodic functions with dominating mixed derivative is discussed. This class of functions was recently studied by Pereverzev, who got some results on the complexity of the full solution for the case of linear information. The aim of our paper is to obtain upper and lower bounds of the same order for the complexity of local solution in the general situation of linear information. To show the lower bound of the Theorem, we use an s{number technique, which is based on the fact that the radius of information of the problem is bounded from both sides by the so{called Gelfand numbers of some operator (see Section 3 for de nitions). There exist various types of s{numbers, e.g. Gelfand numbers or Kolmogorov numbers, whose relation to linear problems is well{known TWW88]. Recently, s{number methods were applied by Heinrich Hei93] to the problem of complexity of integral equations. Probably this method could also be used to proof the upper bound of the Theorem. However, we prefer the constructive and more intelligible way to estimate the radius of information from above by the error of a concrete algorithm of optimal order. The algorithm is based on a two{grid iteration, where the kernel is represented by a speci c hyperbolic cross approximation. Approximations of that type were introduced by Babenko Bab60] . where ; > 0 and > 1. Now we are ready to state the problem to be studied. We consider integral equations of the form u ? T k u = f ;
(1) where f 2 F 0 , k 2 K 0 , and T k denotes the integral operator
The problem is to be formulated within the framework of information{based complexity theory. Here only the most important de nitions are outlined, referring to TWW88] for further notations.
Since we are interested not in the full solution of (1), but rather in the value of one linear functional of it, we have to consider the so{called local solution operator ).
An approximation to the exact solution S (k; f) is to be computed. An arbitrary mapping ' : IR n ! IR, which combines the information N(k; f) and computes an approximation '(N(k; f)) to S , is called an algorithm. Then the error of an approximation '(N(k; f)) is de ned by e(S ; N; ') = sup f2F 0 ;k2K 0
Let us agree about the model of computation. We assume, that standard arithmetical operations, including comparisons, can be performed with unit cost, while linear functionals on the input data can be computed with constant cost c(d). Imagine a subroutine which supplies the computation of one linear functional on the data.
The main result
Our main theorem provides estimates for the radius of information of the given problem.
This quantity describes the minimal error, which can be obtained by any algorithm ' using at most n information functionals: e n (S ) = inf
This is the crucial quantity to be analyzed in information{based complexity. Since any algorithm of cost n can use at most n information functionals due to the model of computation, e n (S ) serves as a general lower bound for the error of any algorithm of cost n.
Theorem 1 
Proof of the upper bound
The upper bound is proved by providing a concrete algorithm and estimating the number of required information functionals, the error, and the complexity of the method. Our algorithm constitutes a modi cation of the algorithm used in FH94]. The structure of the set of Fourier coe cients taking part in the approximation of the kernel is essentially changed according to the di erent function spaces considered. Hence the basic index sets are to be rede ned and new norm estimates have to be derived.
Let k 2 K 0 , f 2 F 0 be given. Fix n 2 IN 
Then, taking v = v l 0 , the nal approximation is calculated by n (k; f) = (f; ) + (v; T k ) :
In this case, l 0 = 12 iterations are su cient. The unique solvability of (7) follows from Lemma 6(ii) below. In terms of Fourier coe cients, the algorithm looks like the (9) and (10) is equivalent to equation (7).
Note that the system of linear equations (9) is to be solved only for a comparatively small set of unknownsv l (i) (i 2 A n ), whereas the main part of Fourier coe cientsv l (i) (i 2 B n nA n ) can be computed directly from (10). So the number of operations needed for the solution of the system (9) should not exceed the number of operations required for the computation of the remaining Fourier coe cients in (10). Now, we shall estimate the number of information functionals and of operations needed in the computational process (7) and (8). The information about the functions k; f, required in (9), (10), and (11), can be collected in the information operator N = (N 1 ; N 2 ):
Consequently, a total of jD n j = O(n 2 log 2d?1 n) information functionals is needed.
The solution of the system of linear equations (9) Now three lemmas will be formulated which hold for all k 2 K 0 , the projections g; h 2 K 0 introduced in (6) and, if not mentioned otherwise, for any n 2 IN. The constants involved are independent of k and n. These This completes the proof of the Theorem.
Summary
In the present paper, the complexity of local solution of Fredholm integral equations for a Sobolev class of multivariate periodic functions with dominating mixed derivative is discussed. Matching upper and lower bounds of order O(n ?2r log 2r(2d?1) n) are derived. Consequently, the stated problem is tractable in d, i.e. the complexity does not increase exponentially with the dimension Woz93].
To prove the lower bound, an s{number technique was used, which was applied earlier to two other special classes of functions. So this method seems to be a powerful means for the estimation of the radius of information. Actually, we are trying to nd more general conditions, which can guarantee the applicability of this technique to a wider class of problems. The upper bound was shown constructing an implementable algorithm of optimal order, based on a hyperbolic cross approximation of the kernel. Usually, high{dimensio-nal problems are the domain of Monte{Carlo algorithms. It would be interesting to compare our deterministic algorithm with stochastic ones. Numerical experiments will be reported in a forthcoming paper.
