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Abstract
Real-world datasets are often biased with respect
to key demographic factors such as race and gen-
der. Due to the latent nature of the underlying
factors, detecting and mitigating bias is especially
challenging for unsupervised machine learning.
We present a weakly supervised algorithm for
overcoming dataset bias for deep generative mod-
els. Our approach requires access to an additional
small, unlabeled reference dataset as the supervi-
sion signal, thus sidestepping the need for explicit
labels on the underlying bias factors. Using this
supplementary dataset, we detect the bias in ex-
isting datasets via a density ratio technique and
learn generative models which efficiently achieve
the twin goals of: 1) data efficiency by using
training examples from both biased and reference
datasets for learning; and 2) data generation close
in distribution to the reference dataset at test time.
Empirically, we demonstrate the efficacy of our
approach which reduces bias w.r.t. latent factors
by an average of up to 34.6% over baselines for
comparable image generation using generative
adversarial networks.
1. Introduction
Increasingly, many applications of machine learning (ML)
involve data generation. Examples of such production level
systems include Transformer-based models such as BERT
and GPT-3 for natural language generation (Vaswani et al.,
2017; Devlin et al., 2018; Radford et al., 2019; Brown et al.,
2020), Wavenet for text-to-speech synthesis (Oord et al.,
2017), and a large number of creative applications such
Coconet used for designing the “first AI-powered Google
Doodle” (Huang et al., 2017). As these generative appli-
cations become more prevalent, it becomes increasingly
important to consider questions with regards to the potential
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discriminatory nature of such systems and ways to mitigate
it (Podesta et al., 2014). For example, some natural language
generation systems trained on internet-scale datasets have
been shown to produce generations that are biased towards
certain demographics (Sheng et al., 2019).
A variety of socio-technical factors contribute to the dis-
criminatory nature of ML systems (Barocas et al., 2018). A
major factor is the existence of biases in the training data
itself (Torralba et al., 2011; Tommasi et al., 2017). Since
data is the fuel of ML, any existing bias in the dataset can be
propagated to the learned model (Barocas & Selbst, 2016).
This is a particularly pressing concern for generative models
which can easily amplify the bias by generating more of
the biased data at test time. Further, learning a generative
model is fundamentally an unsupervised learning problem
and hence, the bias factors of interest are typically latent.
For example, while learning a generative model of human
faces, we often do not have access to attributes such as gen-
der, race, and age. Any existing bias in the dataset with
respect to these attributes are easily picked by deep genera-
tive models. See Figure 1 for an illustration.
In this work, we present a weakly-supervised approach to
learning fair generative models in the presence of dataset
bias. Our source of weak supervision is motivated by
the observation that obtaining multiple unlabelled (biased)
datasets is relatively cheap for many domains in the big data
era. Among these data sources, we may wish to generate
samples that are close in distribution to a particular target
(reference) dataset.1 As a concrete example of such a ref-
erence, organizations such as the World Bank and biotech
firms (23&me, 2016; Hong, 2016) typically follow several
good practices to ensure representativeness in the datasets
that they collect, though such methods are unscalable to
large sizes. We note that neither of our datasets need to
be labeled w.r.t. the latent bias attributes and the size of
the reference dataset can be much smaller than the biased
dataset. Hence, the level of supervision we require is weak.
Using a reference dataset to augment a biased dataset, our
goal is to learn a generative model that best approximates the
1We note that while there may not be concept of a dataset de-
void of bias, carefully designed representative data collection prac-
tices may be more accurately reflected in some data sources (Gebru
et al., 2018) and can be considered as reference datasets.
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Figure 1. Samples from a baseline BigGAN that reflect the gender bias underlying the true data distribution in CelebA. All faces above
the orange line (67%) are classified as female, while the rest are labeled as male (33%).
desired, reference data distribution. Simply using the refer-
ence dataset alone for learning is an option, but this may not
suffice since this dataset can be too small to learn an expres-
sive model that accurately captures the underlying reference
data distribution. Our approach to learning a fair generative
model that is robust to biases in the larger training set is
based on importance reweighting. In particular, we learn
a generative model which reweighs the data points in the
biased dataset based on the ratio of densities assigned by the
biased data distribution as compared to the reference data
distribution. Since we do not have access to explicit densi-
ties assigned by either of the two distributions, we estimate
the weights by using a probabilistic classifier (Sugiyama
et al., 2012; Mohamed & Lakshminarayanan, 2016).
We test our weakly-supervised approach on learning genera-
tive adversarial networks on the CelebA dataset (Ziwei Liu
& Tang, 2015). The dataset consists of attributes such as
gender and hair color, which we use for designing biased
and reference data splits and subsequent evaluation. We
empirically demonstrate how the reweighting approach can
offset dataset bias on a wide range of settings. In partic-
ular, we obtain improvements of up to 36.6% (49.3% for
bias=0.9 and 23.9% for bias=0.8) for single-attribute
dataset bias and 32.5% for multi-attribute dataset bias on
average over baselines in reducing the bias with respect to
the latent factors for comparable sample quality.
2. Problem Setup
2.1. Background
We assume there exists a true (unknown) data distribution
pdata : X → R≥0 over a set of d observed variables x ∈ Rd.
In generative modeling, our goal is to learn the parameters
θ ∈ Θ of a distribution pθ : X → R≥0 over the observed
variables x, such that the model distribution pθ is close to
pdata. Depending on the choice of learning algorithm, dif-
ferent approaches have been previously considered. Broadly,
these include adversarial training e.g., GANs (Goodfellow
et al., 2014) and maximum likelihood estimation (MLE) e.g.,
variational autoencoders (VAE) (Kingma & Welling, 2013;
Rezende et al., 2014) and normalizing flows (Dinh et al.,
2014) or hybrids (Grover et al., 2018). Our bias mitigation
framework is agnostic to the above training approaches.
For generality, we consider expectation-based learning ob-
jectives, where `(·) is a per-example loss that depends on
both examples x drawn from a dataset D and the model
parameters θ:
Ex∼pdata [`(x, θ)] ≈
1
T
T∑
i=1
`(xi, θ) := L(θ;D) (1)
The above expression encompasses a broad class of MLE
and adversarial objectives. For example, if `(·) denotes the
negative log-likelihood assigned to the point x as per pθ,
then we recover the MLE training objective.
2.2. Dataset Bias
The standard assumption for learning a generative model
is that we have access to a sufficiently large dataset Dref
of training examples, where each x ∈ Dref is assumed
to be sampled independently from a reference distribution
pdata = pref . In practice however, collecting large datasets
that are i.i.d. w.r.t. pref is difficult due to a variety of socio-
technical factors. The sample complexity for learning high
dimensional distributions can even be doubly-exponential
in the dimensions in many cases (Arora et al., 2018), sur-
passing the size of the largest available datasets.
We can partially offset this difficulty by considering data
from alternate sources related to the target distribution, e.g.,
images scraped from the Internet. However, these additional
datapoints are not expected to be i.i.d. w.r.t. pref .
We characterize this phenomena as dataset bias, where we
assume the availability of a dataset Dbias, such that the
examples x ∈ Dbias are sampled independently from a
biased (unknown) distribution pbias that is different from
pref , but shares the same support.
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2.3. Evaluation
Evaluating generative models and fairness in machine learn-
ing are both open areas of research. Our work is at the in-
tersection of these two fields and we propose the following
metrics for measuring bias mitigation for data generation.
Sample Quality: We employ sample quality metrics e.g.,
Frechet Inception Distance (FID) (Heusel et al., 2017), Ker-
nel Inception Distance (KID) (Li et al., 2017), etc. These
metrics match empirical expectations w.r.t. a reference data
distribution p and a model distribution pθ in a predefined
feature space e.g., the prefinal layer of activations of Incep-
tion Network (Szegedy et al., 2016). A lower score indicates
that the learned model can better approximate pdata. For
the fairness context in particular, we are interested in mea-
suring the discrepancy w.r.t. pref even if the model has been
trained to use both Dref and Dbias. We refer the reader to
Supplement B.2 for more details on evaluation with FID.
Fairness: Alternatively, we can evaluate bias of genera-
tive models specifically in the context of some sensitive
latent variables, say u ∈ Rk. For example, u may corre-
spond to the age and gender of an individual depicted via
an image x. We emphasize that such attributes are unknown
during training, and used only for evaluation at test time.
If we have access to a highly accurate predictor p(u|x) for
the distribution of the sensitive attributes u conditioned on
the observed x, we can evaluate the extent of bias mitigation
via the discrepancies in the expected marginal likelihoods
of u as per pref and pθ.
Formally, we define the fairness discrepancy f for a genera-
tive model pθ w.r.t. pref and sensitive attributes u:
f(pref , pθ) = |Epref [p(u|x)]− Epθ [p(u|x)]|2. (2)
In practice, the expectations in Eq. equation 2 can be com-
puted via Monte Carlo averaging. Again the lower is the
discrepancy in the above two expectations, the better is the
learned model’s ability to mitigate dataset bias w.r.t. the
sensitive attributes u. We refer the reader to Supplement E
for more details on the fairness discrepancy metric.
3. Bias Mitigation
We assume a learning setting where we are given access to
a data source Dbias in addition to a dataset of training ex-
amples Dref . Our goal is to capitalize on both data sources
Dbias and Dref for learning a model pθ that best approxi-
mates the target distribution pref .
3.1. Baselines
We begin by discussing two baseline approaches at the ex-
treme ends of the spectrum. First, one could completely
ignore Dbias and consider learning pθ based on Dref alone.
Since we only consider proper losses w.r.t. pref , global
optimization of the objective in Eq. equation 1 in a well-
specified model family will recover the true data distribution
as |Dref | → ∞. However, since Dref is finite in practice,
this is likely to give poor sample quality even though the
fairness discrepancy would be low.
On the other extreme, we can consider learning pθ based on
the full dataset consisting of both Dref and Dbias. This pro-
cedure will be data efficient and could lead to high sample
quality, but it comes at the cost of fairness since the learned
distribution will be heavily biased w.r.t. pref .
3.2. Solution 1: Conditional Modeling
Our first proposal is to learn a generative model conditioned
on the identity of the dataset used during training. Formally,
we learn a generative model pθ(x|y) where y ∈ {0, 1} is a
binary random variable indicating whether the model dis-
tribution was learned to approximate the data distribution
corresponding to Dref (i.e., pref ) or Dbias (i.e., pbias). By
sharing model parameters θ across the two values of y, we
hope to leverage both data sources. At test time, condition-
ing on y for Dref should result in fair generations.
As we demonstrate in Section 4 however, this simple ap-
proach does not achieve the intended effect in practice. The
likely cause is that the conditioning information is too weak
for the model to infer the bias factors and effectively dis-
tinguish between the two distributions. Next, we present
an alternate two-phased approach based on density ratio
estimation which effectively overcomes the dataset bias in a
data-efficient manner.
3.3. Solution 2: Importance Reweighting
Recall a trivial baseline in Section 3.1 which learns a gen-
erative model on the union of Dbias and Dref . This method
is problematic because it assigns equal weight to the loss
contributions from each individual datapoint in our dataset
in Eq. equation 1, regardless of whether the datapoint comes
from Dbias or Dref . For example, in situations where the
dataset bias causes a minority group to be underrepresented,
this objective will encourage the model to focus on the
majority group such that the overall value of the loss is
minimized on average with respect to a biased empirical
distribution i.e., a weighted mixture of pbias and pref with
weights proportional to |Dbias| and |Dref |.
Our key idea is to reweight the datapoints fromDbias during
training such that the model learns to downweight over-
represented data points from Dbias while simultaneously
upweighting the under-represented points from Dref . The
challenge in the unsupervised context is that we do not
have direct supervision on which points are over- or under-
Fair Generative Modeling via Weak Supervision
represented and by how much. To resolve this issue, we
consider importance sampling (Horvitz & Thompson, 1952).
Whenever we are given data from two distributions, w.l.o.g.
say p and q, and wish to evaluate a sample average w.r.t. p
given samples from q, we can do so by reweighting the sam-
ples from p by the ratio of densities assigned to the sampled
points by p and q. In our setting, the distributions of inter-
est are pbias and pref respectively. Hence, an importance
weighted objective for learning from Dbias is:
Ex∼pref [`(x, θ)] = Ex∼pbias
[
pref(x)
pbias(x)
`(x, θ)
]
(3)
≈ 1
T
T∑
i=1
w(xi)`(xi, θ) := L(θ,Dbias)
(4)
where w(xi) :=
pref (x)
pbias(x)
is defined to be the importance
weight for xi ∼ pbias.
Estimating density ratios via binary classification. To
estimate the importance weights, we use a binary classifier
as described below (Sugiyama et al., 2012).
Consider a binary classification problem with classes Y ∈
{0, 1}with training data generated as follows. First, we fix a
prior probability for p(Y = 1). Then, we repeatedly sample
y ∼ p(Y ). If y = 1, we independently sample a datapoint
x ∼ pref , else we sample x ∼ pbias. Then, as shown
in Friedman et al. (2001), the ratio of densities pref and
pbias assigned to an arbitrary point x can be recovered via a
Bayes optimal (probabilistic) classifier c∗ : X → [0, 1]:
w(x) =
pref(x)
pbias(x)
= γ
c∗(Y = 1|x)
1− c∗(Y = 1|x) (5)
where c(Y = 1|x) is the probability assigned by the clas-
sifier to the point x belonging to class Y = 1. Here,
γ = p(Y=0)p(Y=1) is the ratio of marginals of the labels for two
classes.
In practice, we do not have direct access to either pbias or
pref and hence, our training data consists of points sampled
from the empirical data distributions defined uniformly over
Dref and Dbias. Further, we may not be able to learn a
Bayes optimal classifier and denote the importance weights
estimated by the learned classifier c for a point x as wˆ(x).
Our overall procedure is summarized in Algorithm 1. We
use deep neural networks for parameterizing the binary clas-
sifier and the generative model. Given a biased and reference
dataset along with the network architectures and other stan-
dard hyperparameters (e.g., learning rate, optimizer etc.),
we first learn a probabilistic binary classifier (Line 2). The
learned classifier can provide importance weights for the
datapoints from Dbias via estimates of the density ratios
Algorithm 1 Learning Fair Generative Models
Input: Dbias,Dref , Classifier and Generative Model
Architectures & Hyperparameters
Output: Generative Model Parameters θ
1: . Phase 1: Estimate importance weights
2: Learn binary classifier c for distinguishing (Dbias, Y =
0) vs. (Dref , Y = 1)
3: Estimate importance weight wˆ(x) ← c(Y=1|x)c(Y=0|x) for all
x ∈ Dbias (using Eq. 5)
4: Set importance weight wˆ(x)← 1 for all x ∈ Dref
5: . Phase 2: Minibatch gradient descent on θ based on
weighted loss
6: Initialize model parameters θ at random
7: Set full dataset D ← Dbias ∪ Dref
8: while training do
9: Sample a batch of points B from D at random
10: Set loss L(θ;D)← 1|B|
∑
xi∈B wˆ(xi)`(xi, θ)
11: Estimate gradients ∇θL(θ;D) and update parame-
ters θ based on optimizer update rule
12: end while
13: return θ
(Line 3). For the datapoints from Dref , we do not need to
perform any reweighting and set the importance weights to
1 (Line 4). Using the combined dataset Dbias ∪ Dref , we
then learn the generative model pθ where the minibatch loss
for every gradient update weights the contributions from
each datapoint (Lines 6-12).
For a practical implementation, it is best to account for some
diagnostics and best practices while executing Algorithm 1.
For density ratio estimation, we test that the classifier is cali-
brated on a held out set. This is a necessary (but insufficient)
check for the estimated density ratios to be meaningful. If
the classifier is miscalibrated, we can apply standard recali-
bration techniques such as Platt scaling before estimating
the importance weights. Furthermore, while optimizing
the model using a weighted objective, there can be an in-
creased variance across the loss contributions from each
example in a minibatch due to importance weighting. We
did not observe this in our experiments, but techniques such
as normalization of weights within a batch can potentially
help control the unintended variance introduced within a
batch (Sugiyama et al., 2012).
Theoretical Analysis. The performance of Algorithm 1
critically depends on the quality of estimated density ratios,
which in turn is dictated by the training of the binary classi-
fier. We define the expected negative cross-entropy (NCE)
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(a) single, bias=0.9 (b) single, bias=0.8 (c) multi
Figure 2. Distribution of importance weights for different latent subgroups. On average, The underrepresented subgroups are upweighted
while the overrepresented subgroups are downweighted.
objective for a classifier c as:
NCE(c) :=
1
γ + 1
Epref (x)[log c(Y = 1|x)]
+
γ
γ + 1
Epbias(x)[log c(Y = 0|x)]. (6)
In the following result, we characterize the NCE loss for the
Bayes optimal classifier.
Theorem 1. Let Z denote a set of unobserved bias vari-
ables. Suppose there exist two joint distributions pbias(x, z)
and pref(x, z) over x ∈ X and z ∈ Z . Let pbias(x) and
pbias(z) denote the marginals over x and z for the joint
pbias(x, z) and similar notation for the joint pref(x, z):
pbias(x|z = k) = pref(x|z = k) ∀k (7)
and pbias(x|z = k), pbias(x|z = k′) have disjoint supports
for k 6= k′. Then, the negative cross-entropy of the Bayes
optimal classifier c∗ is given as:
NCE(c∗) =
1
γ + 1
Epref (z)
[
log
1
γb(z) + 1
]
+
γ
γ + 1
Epbias(z)
[
log
γb(z)
γb(z) + 1
]
. (8)
where b(z) = pbias(z)/pref(z).
Proof. See Supplement A.
For example, as we shall see in our experiments in the fol-
lowing section, the inputs x can correspond to face images,
whereas the unobserved z represents sensitive bias factors
for a subgroup such as gender or ethnicity. The proportion
of examples x belonging a subgroup can differ across the
biased and reference datasets with the relative proportions
given by b(z). Note that the above result only requires know-
ing these relative proportions and not the true z for each
x. The practical implication is that under the assumptions
of Theorem 1, we can check the quality of density ratios
estimated by an arbitrary learned classifier c by comparing
its empirical NCE with the theoretical NCE of the Bayes
optimal classifier in Eq. 8 (see Section 4.1).
4. Empirical Evaluation
In this section, we are interested in investigating two broad
questions empirically:
1. How well can we estimate density ratios for the pro-
posed weak supervision setting?
2. How effective is the reweighting technique for learn-
ing fair generative models on the fairness discrepancy
metric proposed in Section 2.3?
We further demonstrate the usefulness of our generated data
in downstream applications such as data augmentation for
learning a fair classifier in Supplement F.3.
Dataset. We consider the CelebA (Ziwei Liu & Tang, 2015)
dataset, which is commonly used for benchmarking deep
generative models and comprises of images of faces with 40
labeled binary attributes. We use this attribute information to
construct 3 different settings for partitioning the full dataset
into Dbias and Dref .
• Setting 1 (single, bias=0.9): We set z to be a single
bias variable corresponding to “gender” with values 0
(female) and 1 (male) and b(z = 0) = 0.9.
Specifically, this means that Dref contains the same
fraction of male and female images whereas Dbias
contains 0.9 fraction of females and rest as males.
• Setting 2 (single, bias=0.8): We use same bias vari-
able (gender) as Setting 1 with b(z = 0) = 0.8.
• Setting 3 (multi): We set z as two bias variables cor-
responding to “gender” and “black hair”. In total, we
have 4 subgroups: females without black hair (00),
females with black hair (01), males without black
hair (10), and males with black hair (11). We set
b(z = 00) = 0.437, b(z = 01) = 0.063, b(z = 10) =
0.415, b(z = 11) = 0.085.
We emphasize that the attribute information is used only for
designing controlled biased and reference datasets and faith-
ful evaluation. Our algorithm does not explicitly require
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(a) Samples generated via importance reweighting with subgroups separated by the orange line. For the 100 samples above,
the classifier concludes 52 females and 48 males.
(b) Fairness Discrepancy (c) FID
Figure 3. Single-Attribute Dataset Bias Mitigation for bias=0.9. Lower discrepancy and FID is better. Standard error in (b) and (c) over
10 independent evaluation sets of 10,000 samples each drawn from the models. We find that on average, imp-weight outperforms the
equi-weight baseline by 49.3% and the conditional baseline by 25.0% across all reference dataset sizes for bias mitigation.
such labeled information. Additional information on con-
structing the dataset splits can be found in Supplement B.1.
Models. We train two classifiers for our experiments: (1)
the attribute (e.g. gender) classifier which we use to assess
the level of bias present in our final samples; and (2) the
density ratio classifier. For both models, we use a variant
of ResNet18 (He et al., 2016) on the standard train and
validation splits of CelebA. For the generative model, we
used a BigGAN (Brock et al., 2018) trained to minimize the
hinge loss (Lim & Ye, 2017; Tran et al., 2017) objective.
Additional details regarding the architectural design and
hyperparameters in Supplement C.
4.1. Density Ratio Estimation via Classifier
For each of the three experiments settings, we can evaluate
the quality of the estimated density ratios by comparing
empirical estimates of the cross-entropy loss of the density
ratio classifier with the cross-entropy loss of the Bayes op-
timal classifier derived in Eq. 8. We show the results in
Table 1 for perc=1.0 where we find that the two losses are
very close, suggesting that we obtain high-quality density
ratio estimates that we can use for subsequently training
fair generative models. In Supplement D, we show a more
fine-grained analysis of the 0-1 accuracies and calibration
of the learned models.
Model Bayes optimal Empirical
single, bias=0.9 0.591 0.605
single, bias=0.8 0.642 0.650
multi 0.619 0.654
Table 1. Comparison between the cross-entropy loss of the Bayes
classifier and learned density ratio classifier.
In Figure 2, we show the distribution of our importance
weights for the various latent subgroups. We find that across
all the considered settings, the underrepresented subgroups
(e.g., males in Figure 2(a), 2(b), females with black hair
in 2(c)) are upweighted on average (mean density ratio
estimate > 1), while the overrepresented subgroups are
downweighted on average (mean density ratio estimate <
1). Also, as expected, the density ratio estimates are closer
to 1 when the bias is low (see Figure 2(a) v.s. 2(b)).
4.2. Fair Data Generation
We compare our importance weighted approach against
three baselines: (1) equi-weight: a BigGAN trained on
the full datasetDref ∪Dbias that weighs every point equally;
(2) reference-only: a BigGAN trained on the refer-
ence dataset Dref ; and (3) conditional: a conditional
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(a) Samples generated via importance reweighting. For the 100 samples above, the classifier concludes 37 females and 20
males without black hair, 22 females and 21 males with black hair.
(b) Fairness Discrepancy
0.1 0.25 0.5 1.0
Ratio of unbiased to biased dataset sizes
0
10
20
30
40
50
60
FI
D
imp-weight
equi-weight
conditional
(c) FID
Figure 4. Mult-Attribute Dataset Bias Mitigation. Standard error in (b) and (c) over 10 independent evaluation sets of 10,000 samples each
drawn from the models. Lower discrepancy and FID is better. We find that on average, imp-weight outperforms the equi-weight
baseline by 32.5% and the conditional baseline by 4.4% across all reference dataset sizes for bias mitigation.
BigGAN where the conditioning label indicates whether a
data point x is fromDref(y = 1) orDbias(y = 0). In all our
experiments, the reference-only variant which only
uses the reference dataset Dref for learning however failed
to give any recognizable samples. For a clean presentation
of the results due to other methods, we hence ignore this
baseline in the results below and defer the reader to the
supplementary material for further results.
We also vary the size of the balanced dataset Dref relative to
the unbalanced dataset size |Dbias|: perc = {0.1, 0.25, 0.5,
1.0}. Here, perc = 0.1 denotes |Dref | = 10% of |Dbias| and
perc = 1.0 denotes |Dref | = |Dbias|.
4.2.1. SINGLE ATTRIBUTE SPLITS
We train our attribute (gender) classifier for evaluation on
the entire CelebA training set, and achieve a level of 98%
accuracy on the held-out set. For each experimental setting,
we evaluate bias mitigation based on the fairness discrep-
ancy metric (Eq. 2) and also report sample quality based on
FID (Heusel et al., 2017).
For the bias = 0.9 split, we show the samples generated
via imp-weight in Figure 3a and the resulting fairness
discrepancies in Figure 3b. Our framework generates sam-
ples that are slightly lower quality than equi-weight
baseline samples shown in Figure 1, but is able to produce
almost identical proportion of samples across the two gen-
ders. Similar observations hold for bias = 0.8, as shown
in Figure 8 in the supplement. We refer the reader to Sup-
plement F.4 for corresponding results and analysis, as well
as for additional results on the Shapes3D dataset (Burgess
& Kim, 2018).
4.2.2. MULTI-ATTRIBUTE SPLIT
We conduct a similar experiment with a multi-attribute split
based on gender and the presence of black hair. The attribute
classifier for the purpose of evaluation is now trained with
a 4-way classification task instead of 2, and achieves an
accuracy of roughly 88% on the test set.
Our model produces samples as shown in Figure 4a with
the discrepancy metrics shown in Figures 4b, c respectively.
Even in this challenging setup involving two latent bias
factors, we find that the importance weighted approach again
outperforms the baselines in almost all cases in mitigating
bias in the generated data while admitting only a slight
deterioration in image quality overall.
Fair Generative Modeling via Weak Supervision
5. Related Work
Fairness & generative modeling. There is a rich body of
work in fair ML, which focus on different notions of fairness
(e.g. demographic parity, equality of odds and opportunity)
and study methods by which models can perform tasks
such as classification in a non-discriminatory way (Baro-
cas et al., 2018; Dwork et al., 2012; Heidari et al., 2018;
du Pin Calmon et al., 2018). Our focus is in the context of
fair generative modeling. The vast majority of related work
in this area is centered around fair and/or privacy preserving
representation learning, which exploit tools from adversar-
ial learning and information theory among others (Zemel
et al., 2013; Edwards & Storkey, 2015; Louizos et al., 2015;
Beutel et al., 2017; Song et al., 2018; Adel et al., 2019).
A unifying principle among these methods is such that a
discriminator is trained to perform poorly in predicting an
outcome based on a protected attribute. Ryu et al. (2017)
considers transfer learning of race and gender identities as a
form of weak supervision for predicting other attributes on
datasets of faces. While the end goal for the above works is
classification, our focus is on data generation in the presence
of dataset bias and we do not require explicit supervision
for the protected attributes.
The most relevant prior works in data generation are Fair-
GAN (Xu et al., 2018) and FairnessGAN (Sattigeri et al.,
2019). The goal of both methods is to generate fair data-
points and their labels as a preprocessing technique. This
allows for learning a useful downstream classifier and ob-
scures information about protected attributes. Again, these
works are not directly comparable to ours as we do not as-
sume explicit supervision regarding the protected attributes
during training, and our goal is fair generation given un-
labelled biased datasets where the bias factors are latent.
Another relevant work is DB-VAE (Amini et al., 2019),
which utilizes a VAE to learn the latent structure of sensitive
attributes, and in turn employs importance weighting based
on this structure to mitigate bias in downstream classifiers.
Contrary to our work, these importance weights are used
to directly sample (rare) data points with higher frequen-
cies with the goal of training a classifier (e.g. as in a facial
detection system), as opposed to fair generation.
Importance reweighting. Reweighting datapoints is a
common algorithmic technique for problems such as dataset
bias and class imbalance (Byrd & Lipton, 2018). It has
often been used in the context of fair classification (Calders
et al., 2009), for example, (Kamiran & Calders, 2012) de-
tails reweighting as a way to remove discrimination without
relabeling instances. For reinforcement learning, Doroudi
et al. (2017) used an importance sampling approach for se-
lecting fair policies. There is also a body of work on fair
clustering (Chierichetti et al., 2017; Backurs et al., 2019;
Bera et al., 2019; Schmidt et al., 2018) which ensure that the
clustering assignments are balanced with respect to some
sensitive attribute.
Density ratio estimation using classifiers. The use of
classifiers for estimating density ratios has a rich history
of prior works across ML (Sugiyama et al., 2012). For
deep generative modeling, density ratios estimated by clas-
sifiers have been used for expanding the class of various
learning objectives (Nowozin et al., 2016; Mohamed & Lak-
shminarayanan, 2016; Grover & Ermon, 2018), evaluation
metrics based on two-sample tests (Gretton et al., 2007;
Bowman et al., 2015; Lopez-Paz & Oquab, 2016; Danihelka
et al., 2017; Rosca et al., 2017; Im et al., 2018; Gulrajani
et al., 2018), or improved Monte Carlo inference via these
models (Grover et al., 2019; Azadi et al., 2018; Turner et al.,
2018; Tao et al., 2018). Grover et al. (2019) use importance
reweighting for mitigating model bias between pdata and
pθ.
Closest related is the proposal of Diesendruck et al. (2018)
to use importance reweighting for learning generative mod-
els where training and test distributions differ, but ex-
plicit importance weights are provided for at least a sub-
set of the training examples. We consider a more realistic,
weakly-supervised setting where we estimate the importance
weights using a small reference dataset. Finally, another
related line of work in domain translation via generation
considers learning via multiple datasets (Zhu et al., 2017;
Choi & Jang, 2018; Grover et al., 2020) and it would be
interesting to consider issues due to dataset bias in those
settings in future work.
6. Discussion
Our work presents an initial foray into the field of fair im-
age generation with weak supervision, and we stress the
need for caution in using our techniques and interpreting
the empirical findings. For scaling our evaluation, we pro-
posed metrics that relied on a pretrained attribute classifier
for inferring the bias in the generated data samples. The
classifiers we considered are highly accurate on all sub-
groups, but can have blind spots especially when evaluated
on generated data. For future work, we would like to inves-
tigate conducting human evaluations to mitigate such issues
during evaluation (Grgic-Hlaca et al., 2018).
As another case in point, our work calls for rethinking sam-
ple quality metrics for generative models in the presence
of dataset bias (Mitchell et al., 2019). On one hand, our
approach increases the diversity of generated samples in the
sense that the different subgroups are more balanced; at the
same time, however, variation across other image features
decreases because the newly generated underrepresented
samples are learned from a smaller dataset of underrepre-
sented subgroups. Moreover, standard metrics such as FID
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even when evaluated with respect to a reference dataset,
could exhibit a relative preference for models trained on
larger datasets with little or no bias correction to avoid even
slight compromises on perceptual sample quality.
More broadly, this work is yet another reminder that we
must be mindful of the decisions made at each stage in
the development and deployment of ML systems (Abebe
et al., 2020). Factors such as the dataset used for train-
ing (Gebru et al., 2018; Sheng et al., 2019; Jo & Gebru,
2020) or algorithmic decisions such as the loss function or
evaluation metric (Hardt et al., 2016; Buolamwini & Gebru,
2018; Kim et al., 2018; Liu et al., 2018; Hashimoto et al.,
2018), among others, may have undesirable consequences.
Becoming more aware of these downstream impacts will
help to mitigate the potentially discriminatory nature of our
present-day systems (Kaeser-Chen et al., 2020).
7. Conclusion
We considered the task of fair data generation given access
to a (potentially small) reference dataset and a large biased
dataset. For data-efficient learning, we proposed an im-
portance weighted objective that corrects bias by reweight-
ing the biased datapoints. These weights are estimated
by a binary classifier. Empirically, we showed that our
technique outperforms baselines by up to 34.6% on av-
erage in reducing dataset bias on CelebA without incur-
ring a significant reduction in sample quality. We pro-
vide reference implementations in PyTorch (Paszke et al.,
2017), and the codebase for this work is open-sourced at
https://github.com/ermongroup/fairgen.
In the future, it would be interesting to explore whether
even weaker forms of supervision would be possible for this
task, e.g., when the biased dataset has a somewhat disjoint
but related support from the small, reference dataset – this
would be highly reflective of the diverse data sources used
for training many current and upcoming large-scale ML
systems (Ratner et al., 2017).
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Supplementary Material
A. Proof of Theorem 1
Proof. Since pbias(x|z = k) and pbias(x|z = k′) have disjoint supports for k 6= k′, we know that for all x, there exists a
deterministic mapping f : X → Z such that pbias(x|z = f(x)) > 0.
Further, for all x˜ 6∈ f−1(z):
pbias(x˜|z = f(x)) = 0; (9)
pref(x˜|z = f(x)) = 0. (10)
Combining Eqs. 9,10 above with the assumption in Eq. 7, we can simplify the density ratios as:
pbias(x)
pref(x)
=
∫
z
pbias(x|z)pbias(z)dz∫
z
pref(x|z)pref(z)dz (11)
=
pbias(x|f(x))pbias(f(x))
pref(x|f(x))pref(f(x)) (using Eqs. 9,10) (12)
=
pbias(f(x))
pref(f(x))
(using Eq. 7) (13)
= b(f(x)). (14)
From Eq. 5 and Eq. 11, the Bayes optimal classifier c∗ can hence be expressed as:
c∗(Y = 1|x) = 1
γb(f(x)) + 1
. (15)
The optimal cross-entropy loss of a binary classifier c for density ratio estimation (DRE) can then be expressed as:
NCE(c∗) =
1
γ + 1
Epref (x)[log c
∗(Y = 1|x)] + γ
γ + 1
Epbias(x)[log c
∗(Y = 0|x)] (16)
= Epref (x)
[
log
1
γb(f(x)) + 1
]
+
γ
γ + 1
Epbias(x)
[
log
γb(f(x))
γb(f(x)) + 1
]
(using Eq. 15) (17)
=
1
γ + 1
Epref (z)Epref (x|z)
[
log
1
γb(f(x)) + 1
]
+
γ
γ + 1
Epbias(z)Epbias(x|z)
[
log
γb(f(x))
γb(f(x)) + 1
]
(18)
=
1
γ + 1
Epref (z)
[
log
1
γb(z) + 1
]
+
γ
γ + 1
Epbias(z)
[
log
γb(z)
γb(z) + 1
]
(using Eqs. 9,10). (19)
B. Dataset Details
B.1. Dataset Construction Procedure
We construct such dataset splits from the full CelebA training set using the following procedure. We initially fix our dataset
size to be roughly 135K out of the total 162K based on the total number of females present in the data. Then for each
level of bias, we partition 1/4 of males and 1/4 of females into Dref to achieve the 50-50 ratio. The remaining number of
examples are used for Dbias, where the number of males and females are adjusted to match the desired level of bias (e.g.
0.9). Finally at each level of reference dataset size perc, we discard the appropriate fraction of datapoints from both the
male and female category in Dref . For example, for perc = 0.5, we discard half the number of females and half the number
of males from Dref .
B.2. FID Calculation
As noted Sections 2.3 and 6, the FID metric may exhibit a relative preference for models trained on larger datasets in
order to maximize perceptual sample quality, at the expense of propagating or amplifying existing dataset bias. In order to
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obtain an estimate of sample quality that would also incorporate a notion of fairness across sensitive attribute classes, we
pre-computed the relevant FID statistics on a ”balanced” construction of the CelebA dataset that matches our reference
dataset pref . That is, we used all train/validation/test splits of the data such that: (1) for single-attribute, there were 50-50
portions of males and females; and (2) for multi-attribute, there were even proportions of examples across all 4 classes
(females with black hair, females without black hair, males with black hair, males without black hair). We report ”balanced”
FID numbers on these pre-computed statistics throughout the paper.
C. Architecture and Hyperparameter Configurations
We used PyTorch (Paszke et al., 2017) for all our experiments. Our overall experimental framework involved three different
kinds of models which we describe below.
C.1. Attribute Classifier
We use the same architecture and hyperparameters for both the single- and multi-attribute classifiers. Both are variants of
ResNet-18 where the output number of classes correspond to the dataset split (e.g. 2 classes for single-attribute, 4 classes for
the multi-attribute experiment).
Architecture. We provide the architectural details in Table 2 below:
Name Component
conv1 7× 7 conv, 64 filters. stride 2
Residual Block 1 3× 3 max pool, stride 2
Residual Block 2
[
3× 3 conv, 128 filters
3× 3 conv, 128 filters
]
× 2
Residual Block 3
[
3× 3 conv, 256 filters
3× 3 conv, 256 filters
]
× 2
Residual Block 4
[
3× 3 conv, 512 filters
3× 3 conv, 512 filters
]
× 2
Output Layer 7× 7 average pool stride 1, fully-connected, softmax
Table 2. ResNet-18 architecture adapted for attribute classifier.
Hyperparameters. During training, we use a batch size of 64 and the Adam optimizer with learning rate = 0.001. The
classifiers learn relatively quickly for both scenarios and we only needed to train for 10 epochs. We used early stopping with
the validation set in CelebA to determine the best model to use for downstream evaluation.
C.2. Density Ratio Classifier
Architecture. We provide the architectural details in Table 2.
Name Component
conv1 7× 7 conv, 64 filters. stride 2
Residual Block 1 3× 3 max pool, stride 2
Residual Block 2
[
3× 3 conv, 128 filters
3× 3 conv, 128 filters
]
× 2
Residual Block 3
[
3× 3 conv, 256 filters
3× 3 conv, 256 filters
]
× 2
Residual Block 4
[
3× 3 conv, 512 filters
3× 3 conv, 512 filters
]
× 2
Output Layer 7× 7 average pool stride 1, fully-connected, softmax
Table 3. ResNet-18 architecture adapted for attribute classifier.
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Hyperparameters. We also use a batch size of 64, the Adam optimizer with learning rate = 0.0001, and a total of 15
epochs to train the density ratio estimate classifier.
Experimental Details. We note a few steps we had to take during the training and validation procedure. Because of the
imbalance in both (a) unbalanced/balanced dataset sizes and (b) gender ratios, we found that a naive training procedure
encouraged the classifier to predict all data points as belonging to the biased, unbalanced dataset. To prevent this phenomenon
from occuring, two minor modifications were necessary:
1. We balance the distribution between the two datasets in each minibatch: that is, we ensure that the classifier sees equal
numbers of data points from the balanced (y = 1) and unbalanced (y = 0) datasets for each batch. This provides
enough signal for the classifier to learn meaningful density ratios, as opposed to a trivial mapping of all points to the
larger dataset.
2. We apply a similar balancing technique when testing against the validation set. However, instead of balancing the
minibatch, we weight the contribution of the losses from the balanced and unbalanced datasets. Specifically, the loss is
computed as:
L = 1
2
(
accpos
npos
+
accneg
nneg
)
where the subscript pos denotes examples from the balanced dataset (y = 1) and neg denote examples from the
unbalanced dataset (y = 0).
C.3. BigGAN
Architecture. The architectural details for the BigGAN are provided in Table 4.
Generator Discriminator
1× 1× 2ch Noise 64× 64× 3 Image
Linear 1× 1× 16ch→ 1× 1× 16ch ResBlock down 1ch→ 2ch
ResBlock up 16ch→ 16ch Non-Local Block (64× 64)
ResBlock up 16ch→ 8ch ResBlock down 2ch→ 4ch
ResBlock up 8ch→ 4ch ResBlock down 4ch→ 8ch
ResBlock up 4ch→ 2ch ResBlock down 8ch→ 16ch
Non-Local Block (64× 64) ResBlock down 16ch→ 16ch
ResBlock up 4ch→ 2ch ResBlock 16ch→ 16ch
BatchNorm, ReLU, 3× 3 Conv 1ch→ 3 ReLU, Global sum pooling
Tanh Linear→ 1
Table 4. Architecture for the generator and discriminator. Notation: ch refers to the channel width multiplier, which is 64 for 64× 64
CelebA images. ResBlock up refers to a Generator Residual Block in which the input is passed through a ReLU activation followed by
two 3× 3 convolutional layers with a ReLU activation in between. ResBlock down refers to a Discriminator Residual Block in which
the input is passed through two 3 × 3 convolution layers with a ReLU activation in between, and then downsampled. Upsampling is
performed via nearest neighbor interpolation, whereas downsampling is performed via mean pooling. “ResBlock up/down n → m”
indicates a ResBlock with n input channels and m output channels.
Hyperparameters. We sweep over a batch size of {16, 32, 64, 128}, and the Adam optimizer with learning rate = 0.0002,
and β1 = 0, β2 = 0.99. We train the model by taking 4 discriminator gradient steps per generator step. Because the
BigGAN was originally designed for scaling up class-conditional image generation, we fix all conditioning labels for the
unconditional baselines (imp-weight, equi-weight) to the zero vector.
Additionally, we investigate the role of flattening in the density ratios used to train the generative model. As in (Grover et al.,
2019), flattening the density ratios via a power scaling parameter α ≥ 0 is defined as:
Ex∼pref [`(x,θ)] ≈
1
T
T∑
i=1
w(xi)
α`(xi, θ)
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where xi ∼ pbias. We perform a hyperparameter sweep over α = {0.5, 1.0, 1.5}, while noting that α = 0 is equivalent to
the equi-weight baseline (no reweighting).
D. Density Ratio Classifier Analysis
(a) bias=0.9, perc=1.0 (b) bias=0.8, perc=1.0 (c) multi, perc=1.0
(d) bias=0.9, perc=0.5 (e) bias=0.8, perc=0.5 (f) multi, perc=0.5
(g) bias=0.9, perc=0.25 (h) bias=0.8, perc=0.25 (i) Multi perc=0.25
(j) bias=0.9, perc=0.1 (k) bias=0.8, perc=0.1 (l) Multi perc=0.1
Figure 5. Calibration curves
In Figure 5, we show the calibration curves for the density ratio classifiers for each of the Dref dataset sizes across all levels
of bias. As evident from the plots, most classifiers are already calibrated and did not require any post-training recalibration.
E. Fairness Discrepancy Metric
In this section, we motivate the fairness discrepancy metric and elaborate upon its construction. Recall from Equation 2 that
the metric is as follows for the sensitive attributes u:
f(pref , pθ) = |Epref [p(u|x)]− Epθ [p(u|x)]|2.
To gain further insight into what the metric is capturing, we rewrite the joint distribution of the sensitive attributes u and our
data x: (1) pref(u,x) = p(u|x)pref(x) and (2) pθ(u,x) = p(u|x)pθ(x). Then, marginalizing out x and only looking at
the distribution of u, we get that p(u) =
∫
p(u,x)dx =
∫
p(u|x)p(x)dx = Ep(x)p(u|x). Thus the fairness discrepancy
metric is |pref(u)− pθ(u)|2.
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(a) Biased and Reference Distributions (b) Density Ratios
Figure 6. (a) Comparison between two biased (non-uniform weighted mixture, shown in blue) and reference (equi-weighted Gaussian
mixture, shown in red). After the optimal density ratios are estimated using a two-layer MLP, we observe that the estimated density ratios
are extremely similar to the ratios output by the Bayes optimal classifier, as desired.
This derivation is informative because it allows us to relate the fairness discrepancy metric to the behavior of the (oracle)
attribute classifier. Suppose we use a deterministic classifier p(u|x) as in the paper: that is, we threshold at 0.5 to label all
examples with p(u|x) > 0.5 as u = 1 (e.g. male), and p(u|x) ≤ 0.5 as u = 0 (e.g. female). In this setting, the fairness
discrepancy metric simply becomes the `2 distance in proportions of different populations between the true (reference)
dataset and the generated examples.
It is easy to see that if we use a probabilistic classifier (without thresholding), we can obtain similar distributional
discrepancies between the true (reference) data distribution and the distribution learned by pθ such as the empirical KL.
F. Additional Results
F.1. Toy Example with Gaussian Mixture Models
We demonstrate the benefits of our reweighting technique through a toy Gaussian mixture model example. In Figure 6(a),
the reference distribution is shown in blue and the biased distribution in red. The blue distribution is an equi-weighted
mixture of 2 Gaussians (reference), while the red distribution is a non-uniform weighted mixture of 2 Gaussians (biased).
The weights are 0.9 and 0.1 for the two Gaussians in the biased case. We trained a two layer multi-layer perceptron (MLP)
(with tanh activations) to estimate density ratios based on 1000 samples drawn from the two distributions. We then compare
the Bayes optimal and estimated density ratios in Figure 6(b), and observe that the estimated density ratios closely trace the
ratios output by the Bayes optimal classifier.
F.2. Shapes3D Dataset
For this experiment, we used the Shapes3D dataset (Burgess & Kim, 2018) which is comprised of 480,000 images of shapes
with six underlying attributes. We chose a random attribute (floor color), restricted it to two possible instantiations (red vs.
blue), and then applied Algorithm 1 in the main text for bias=0.9 for this setting. Training on the large biased dataset
(containing excess of red floors) induces an average fairness discrepancy of 0.468 as shown in Figure 7(a). In contrast,
applying the importance-weighting correction on the large biased dataset enabled us to train models that yielded an average
fairness discrepancy of 0.002 as shown in Figure 7(b).
F.3. Downstream Classification Task
We note that although it is difficult to directly compare our model to supervised baselines such as FairGAN (Xu et al., 2018)
and FairnessGAN (Sattigeri et al., 2019) due to the unsupervised nature of our work, we conduct further evaluations on a
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(a) Baseline samples (b) Samples after reweighting
Figure 7. Results from the Shapes3D dataset. After restricting the possible floor colors to red or blue and using a biased dataset of
bias=0.9, we find that the samples obtained after importance reweighting (b) are considerably more balanced than those without
reweighting (a), as desired.
relevant downstream task classification task, adapted to a fairness setting.
In this task, we augment a biased dataset (165K exmaples) with a ”fair” dataset (135K examples) generated by a pre-trained
GAN to use for training a classifier, then evaluate the classifier’s performance on a held-out dataset of true examples.
We train a conditional GAN using the AC-GAN objective (Odena et al., 2017), where the conditioning is on an arbitrary
downstream attribute of interest (e.g., we consider the attractiveness attribute of CelebA as in (Sattigeri et al., 2019)). Our
goal is to learn a fair classifier trained to predict the attribute of interest in a way that is fair with respect to gender, the
sensitive attribute.
As an evaluation metric, we use the demographic parity distance (∆dp), denoted as the absolute difference in demographic
parity between two classifiers f and g:
∆dp = |fdp − gdp|
We consider 2 AC-GAN variants: (1) equi-weight trained on Dbias ∪Dref ; and (2) imp-weight, which reweights the
loss by the density ratio estimates. The classifier is trained on both real and generated images for both AC-GAN variants,
with the labels given by the conditioned attractiveness values for the respective generations. The classifier is then asked to
predict attractiveness for the CelebA test set.
As shown in Table 5, we find that the classifier trained on both real data and synthetic data generated by our imp-weight
AC-GAN achieved a much lower ∆dp than the equi-weight baseline, demonstrating that our method achieves a higher
demographic parity with respect to the sensitive attribute, despite the fact that we did not explicitly use labels during training.
Model Accuracy NLL ∆dp
Baseline classifier, no data augmentation 79% 0.7964 0.038
equi-weight 79% 0.7902 0.032
imp-weight (ours) 75% 0.7564 0.002
Table 5. For the CelebA dataset, classifier accuracy, negative log-likelihood, and ∆dp across bias = 0.9 and perc=1.0 on the downstream
classification task. Our importance-weighting method learns a fair classifier that achieves a lower ∆dp, as desired, albeit with a slight
reduction in accuracy.
F.4. Single-Attribute Experiment
The results for the single-attribute split for bias=0.8 are shown in Figure 8.
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(a) Samples generated via importance reweighting. Faces above orange line classified as female (55/100) while rest as male.
(b) Fairness Discrepancy
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Figure 8. Single Attribute Dataset Bias Mitigation for bias=0.8. Standard error in (b) and (c) over 10 independent evaluation sets of
10,000 samples each drawn from the models. Lower fairness discrepancy and FID is better. We find that on average, imp-weight
outperforms the equi-weight baseline by 23.9% and the conditional baseline by 12.2% across all reference dataset sizes for bias
mitigation.
G. Additional generated samples
Additional samples for other experimental configuration are displayed in the following pages.
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(a) equi-weight
(b) conditional
(c) imp-weight
Figure 9. Additional samples of bias=0.9, across different methods. All samples shown are from the scenario where |Dref | = |Dbias|.
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(a) equi-weight
(b) conditional
(c) imp-weight
Figure 10. Additional samples of bias=0.8, across different methods. All samples shown are from the scenario where |Dref | = |Dbias|.
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(a) equi-weight
(b) conditional
(c) imp-weight
Figure 11. Additional samples of the multi-attribute experiment, across different methods. All samples shown are from the scenario where
|Dref | = |Dbias|.
