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Abstract
The energy of solutions of the scalar damped wave equation decays uniformly exponentially
fast when the geometric control condition is satisfied. A theorem of Lebeau [Leb93] gives an
expression of this exponential decay rate in terms of the average value of the damping terms
along geodesics and of the spectrum of the infinitesimal generator of the equation. The aim
of this text is to generalize this result in the setting of a vectorial damped wave equation on a
Riemannian manifold with no boundary. We obtain an expression analogous to Lebeau’s one but
new phenomena like high frequency overdamping arise in comparison to the scalar setting. We
also prove a necessary and sufficient condition for the strong stabilization of the vectorial wave
equation.
1 Introduction
Let (M, g) be a smooth, connected, compact Riemannian manifold without boundary of dimension
d. Let ∆ be the Laplace-Beltrami’s operator on M for the metric g and let a be a smooth function
from M to H +n (C), the space of positive-semidefinite hermitian matrices of dimension n. We are
interested in the following system of equations{
(∂2t −∆ + 2a(x)∂t)u = 0 in D′(R×M)n
u|t=0 = u0 ∈ H1(M)n and ∂tu|t=0 = u1 ∈ L2(M)n. (1)
Let H = H1(M)n ⊕ L2(M)n and define on H the unbounded operator
Aa =
(
0 Idn
∆ −2a
)
of domain D(Aa) = H2(M)n ⊕H1(M)n.
By application of Hille-Yosida’s theorem to Aa the system (1) has a unique solution in the space
C0(R, H1(M)n) ∩ C1(R, L2(M)n), from now on we will identify H with the space of solutions of
(1). The euclidean norm onRn orCn will be written | · | and we will write 〈·, ·〉H the inner product
of an Hilbert space H or simply 〈·, ·〉 when there is no possible confusion. Let us define E(u, t), the
energy of a solution u at time t, by the formula
E(u, t) =
1
2
∫
M
|∂tu(t, x)|2 + |∇u(t, x)|2dx
where |∇u(t, x)|2 = gx(∇u(t, x),∇u(t, x)). We then have the relation
E(u, T ) = E(u, 0)−
∫ T
0
∫
M
〈
2a(x)∂tu(t, x), ∂tu(t, x)
〉
Cn
dxdt. (2)
The energy is thus a non-increasing function of time. We are interested in the problem of stabiliza-
tion of the wave equation; that is, determining the long time behavior of the energy. This has been
well studied in the scalar setting (n = 1) but not so much in the vectorial setting (n > 1). Nev-
ertheless, the stabilization of the vectorial wave equation is an interesting and naturally occurring
problem. The aim of this article is to adapt and prove some classical results of scalar stabilization
to the vectorial case, we will also highlight the main differences between the two settings. The
most basic result about stabilization of the wave equation is probably the following.
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Theorem 1. The following conditions are equivalent.
(i) ∀u ∈ H lim
t→∞E(u, t) = 0
(ii) The only eigenvalue of Aa on the imaginary axis is 0.
Moreover, if a is definite positive at one point (and thus on an open set) then the two conditions above
are satisfied.
The condition (i) is called weak stabilisation of the damped wave equation. For a succinct
proof of this result see the introduction of [Leb93], for a more detailed proof in a simpler setting
see Theorem 4.2 of [BuGé01]. Note that when n = 1 (ie in the scalar case) there is a more
satisfactory result stating that the condition (i) is equivalent to a 6= 0.
Theorem 2. The following conditions are equivalent.
(i) There is weak stabilisation and for every maximal geodesic s ∈ R 7→ xs of M we have⋂
s∈R
ker(a(xs)) = {0}. (GCC)
(ii) There exists two constants C, β > 0 such that for all u ∈ H and for every time t
E(u, t) ≤ Ce−βtE(u, 0).
The condition on the intersections of the kernels of a(xt) is called the Geometric Control Con-
dition (GCC) and the condition (ii) is called strong stabilisation of the damped wave equation. For
n = 1 this theorem has been proved in the more general setting of a riemannian manifold with
boundary by Bardos, Lebeau, Rauch and Taylor ([RaTa74] and [BLR92]). Note that, when n = 1,
the weak stabilization hypothesis is not needed because it is a consequence of the geometric con-
trol condition. However when n > 1 the geometric condition alone does not imply strong or even
weak stabilization as we shall see later, so this hypothesis is necessary. It is still an open problem to
find a purely geometric condition equivalent to strong stabilization of the vectorial wave equation.
To my knowledge Theorem 2 has not been proved in the existent literature, but it seems that it
was already known by people well acquainted with the field. We will get a proof of Theorem 2 as
a corollary of Theorem 3.
Definition. We denote the best exponential decay rate of the energy by α defined as follow :
α = sup{β ∈ R : ∃C > 0,∀u ∈ H,∀T > 0, E(u, T ) ≤ Ce−βTE(u, 0)}.
The main result of this article is Theorem 3, its aim is to express α as the minimum of two
quantities. The first quantity depends on the spectrum of Aa and the second one depends on a
differential equation described by the values of a along geodesics. However we still need to define
a few things before being able to state Theorem 3.
It is well known that sp(Aa), the spectrum of Aa, is discrete and solely contains eigenvalues λj
satisfying Re(λj) ∈ [−2 supx∈M ‖a(x)‖2; 0] and |λj | → ∞. This comes from the fact that D(Aa) is
compactly embedded in H and that, for Re(λ) /∈ [−2 supx∈M ‖a(x)‖2; 0], the operator (Aa − λId)
is bijective from D(Aa) to H and has a continuous inverse. Moreover the spectrum of Aa is
invariant by complex conjugation. We will denote by Eλj the generalized eigenvector subspace of
Aa associated with λj , this subspace is defined as
Eλj =
{
u ∈ D(Aa) : ∃k ∈ N, (Aa − λj)ku = 0
}
and is of finite dimension. We next define the following quantities.
D(R) = sup{Re(λj) : λj ∈ sp(Aa), |λj | > R}, D0 = lim
R→0+
D(R) and D∞ = lim
R→∞
D(R). (3)
These quantities are all non negative and for every R > 0 we haveD0 ≥ D(R) ≥ D∞. The quantity
D0 is sometime called the spectral abscissa of Aa.
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Since M is a Riemannian manifold there is a natural isometry between TxM and T ∗xM via the
scalar product gx. The scalar product defined on T ∗xM by this isometry is called g
x and if ξ ∈ T ∗xM
we will write |ξ|g for
√
gx(ξ, ξ). Let us call S∗M the cotangent sphere bundle of M , that is, the
subset {(x, ξ) ∈ T ∗M : |ξ|g = 1/2} of T ∗M . We call φ the geodesic flow on S∗M and recall that
it corresponds to the Hamiltonian flow generated by |ξ|2g. In everything that follows (x0; ξ0) will
denote a point of S∗M and we will write (xt, ξt) for φt(x0, ξ0). We now introduce the function
G+t : S
∗M → Mn(C) where t is a real number. It is defined as the solution of the differential
equation {
G+0 (x0, ξ0) = Idn
∂tG
+
t (x0, ξ0) = −a(xt)G+t (x0, ξ0). (4)
We shall see later that G+t is a cocycle map, this means that it satisfy the relation G
+
s+t(x, ξ) =
G+t (φs(x, ξ))G
+
s (x, ξ). In the scalar-like case where a(x) is a diagonal matrix everywhere the matrix
G+t is simply described by the formula
G+t (x0, ξ0) = exp
(
−
∫ t
0
a(xs)ds
)
. (5)
As we will see, the fact that this formula is no longer true in the general setting is the main reason
why new phenomena arise in comparison to the scalar case (see for example Proposition 4). Let
us define for every t > 0 the quantities
C(t)
def
=
−1
t
sup
(x0,ξ0)∈S∗M
ln
(‖G+t (x0; ξ0)‖2) and C∞ = lim
t→∞C(t), (6)
we will see later that this limit does exist. In the scalar case one also have the simpler formula
C(t) =
1
t
inf
(x0,ξ0)∈S∗M
∫ t
0
a(xs)ds. (7)
There is a similar but more complex formula in the general case. Denote by yt a vector of Cn of
euclidean norm 1 such that
G+t (x0, ξ0)G
+
t (x0, ξ0)
∗yt = ‖G+t (x0, ξ0)‖22yt. (8)
The vector yt obviously depends on (x0, ξ0) even though it is not explicitly written. We then have
for every t > 0
C(t) =
1
t
inf
(x0,ξ0)∈S∗M
∫ t
0
〈a(xs)ys, ys〉ds. (9)
This formula is a direct consequence of Proposition 15 and does not depends on the choice of ys.
Since a is Hermitian positive semi-definite it follows from (9) that C(t) ≥ 0 and C∞ ≥ 0. Recall
also that D(0) ≤ 0 and we can finally state the main result of this article :
Theorem 3. The best exponential decay rate is given by the formula
α = 2 min{−D0;C∞}, (10)
moreover we have the following properties.
(i) C∞ ≤ −D∞
(ii) One can have −D0 > 0 and C∞ = 0.
(iii) One can have C∞ > 0 and D0 = 0, but only if n > 1.
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This result has already been proved by G. Lebeau ([Leb93]) for a n = 1 on a riemannian
manifold with boundary. The novelty of this article thus comes from the fact that we are dealing
with vectorial waves with a matrix damping term, this leads to the apparition of interesting new
phenomena in comparison to the scalar setting (see for example section 4). The proof of Theorem
3 stays close from the one of Lebeau and so it is pretty likely that it would extend to the case
where ∂M 6= ∅ if one would be willing to adapt Corollary 10. Let us also point out a similar result
about the asymptotic behavior of the observability constant of the wave equation in Theorem 2
and Corollary 4 of [HPT16].
Remark. We will show in the proof of Theorem 2 that the geometric control condition is in fact
equivalent to C∞ > 0. Combining this with point (iii) of Theorem 3 we already see that (GCC) is not
equivalent to strong stabilization when n > 1. Moreover, using point (i) of theorem (3), we see that
when C∞ > 0 and D0 = 0 we have (GCC) but weak stabilization still fails.
Remark. Proposition 16 and Proposition 22 show that C∞ is taking account of the energy decay of
the high frequency solutions of (1). On the other hand we have D0 ≥ D∞ and −C∞ ≥ D∞, so if
−D0 < C∞ there exists an eigenfunction u of Aa such that E(u, t) = e−2D0tE(u, 0) = e−αtE(u, 0).
This means that D0 is taking account of the energy decay of low frequency solutions of (1).
High frequency overdamping A natural question to ask oneself is how does α behaves in func-
tion of the damping term a. Let us respectively write α(a), D0(a) and C∞(a) for the quantities α,
D0 and C∞ associated with a damping term a. An interesting fact is that the function a 7→ α(a)
is not monotonous, even in the simplest case. Indeed in [CoZu93] S. Cox and E. Zuazua showed
that1, in the case of a scalar damped wave equation on a string of length one, the decay rate is
given by α(a) = −2D0(a). They also calculated the spectral abscissaD0(a) in the case of a constant
damping term and found D0(a) = −a + Re(
√
a2 − pi2). This shows that increasing the constant
damping term above pi actually reduces α(a), such a phenomenon is called “overdamping”.
Theorem 2 of [Leb93] shows that for a scalar damped wave equation on a general manifold
the decay rate α(a) is governed by D0(a) and C∞(a). However in that case the overdamping
can only come from D0 since a 7→ C∞(a) is obviously monotonous, sub-additive and positively
homogeneous from (7). In view of the previous remark it makes sens to call this phenomenon
“low frequency overdamping”.
On the other hand with the vectorial damped wave equation the situation is different. We
will show that a 7→ C∞(a) is neither monotonous nor sub-additive or homogeneous and thus an
overdamping phenomenon can also come from the C∞ term. Once again in view of the previous
remark we call this phenomenon “high frequency overdamping”. Bellow, Figure 1 illustrates the
non linear behavior of a 7→ C∞(a) in a specific example. To be more precise we will prove the
following result.
Proposition 4. The function a 7→ C∞(a) is neither homogeneous nor monotonous, more precisely it
is possible to have C∞(2a) < C∞(a) or 2C∞(a) < C∞(2a). It is also not additive, C∞(a+ b) can be
strictly greater or smaller than C∞(a) + C∞(b).
However it seems that C∞ still has some kind of linear behavior. Namely on M = S1 and with
a particular kind of damping term (see Section 4) we are able to show that
lim
λ→∞
C∞(λa)
λ
and lim
λ→0+
C∞(λa)
λ
both exist and are finite. This result is proved in section 4 but it remains open to know if this is
still true for any damping term on a general manifold M .
1Provided that a is of bounded variation.
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Figure 1: Plot of the function λ 7→ C∞(λa) for two different damping term a on S1.
The remainder of this article is organized as follow. Section 2 contains definitions and results
about the propagation of the microlocal defect measures associated with a sequence of solutions
of (1). These results will play an important role while bounding α from below. The section 3 is
devoted to the proof of Theorem 2 and Theorem 3. Establishing the formula for α is the most
difficult part, the lower bound proof makes use of Gaussian beams while for the upper bound
we will use the result of section 2 conjointly with a decomposition in high and low frequencies.
Eventually in the last section we study the behavior of C∞ and prove Proposition 4.
2 Propagation of the microlocal deffect measure
Let us work with the manifold R × M endowed with the product metric induced by the ones
of R and M . We will denote by (t, τ, x, ξ) the points of T ∗(R × M), where (t, τ) ∈ T ∗R and
(x, ξ) ∈ T ∗M . Given a point (x, ξ) ∈ T ∗M we will write |ξ|2g = gx(ξ, ξ) the square of the norm of
ξ. We moreover define S∗(R×M) as the subset of points of T ∗(R×M) such that τ2 + |ξ|2g = 1/2
and recall that S∗M = {(x, ξ) ∈ T ∗M : |ξ|2g = 1/4}. We call φ the geodesic flow on T ∗M , that is,
the Hamiltonian flow generated by |ξ|2g and ϕ the Hamiltonian flow on T ∗(R ×M) generated by
|ξ|2g − τ2. In other words
ϕs(t, τ, x, ξ) = (t− 2sτ, τ, φs(x, ξ)).
In everything that follows (x0, ξ0) will denote a point of S∗M and we will write (xt, ξt) = φt(x0, ξ0).
Throughout this section we call P the differential operator ∂2t −∆, we know that P is self-adjoint
on L2(R×M)n and has (|ξ|2g − τ2)Idn = p · Idn for principal symbol, note that p is a scalar valued
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function. If b is a smooth function from T ∗(R×M) toMn(C) we note {p, b} the Poisson’s bracket of
p and b, it is defined as the matrix whose coefficients are the usual Poisson’s bracket {p, bij}. With
this definition the basic properties of Poisson’s bracket are still true. Namely, we have a Leibniz’s
rule {p, bc} = {p, b}c + b{p, c} and it is linked to the Hamiltonian flow of p in the usual way, that
is ∂s(b ◦ ϕs)(ρ) = {p, b}(ϕs(ρ)). Moreover, if B is a pseudo-differential operator of order m and of
principal symbol σm(B) = b then [P,B] is a pseudo-differential operator of order ≤ m + 1 and of
principal symbol −i{p, b}. Note that this is only possible because p · Id commutes with every matrix
ofMn(C). For more details about pseudo-differential operators see [Hör85].
We now recall some results about microlocal defect measures. For proofs and more details see
the original article of P. Gérard [Gér91].
Proposition 5. Let (un)n be a sequence of functions of Hmloc(R ×M) weakly converging to 0. Then
there exists
- a sub-sequence (unk)k,
- a positive Radon measure ν on S∗(R×M),
- a matrix M of ν-integrable functions on S∗(R×M) such that M is Hermitian positive semi-definite
ν-a.e. and Tr(M) = 1 ν-a.e.,
such that, for every compactly supported pseudo-differential operator B with principal symbol b of
order 2m we have
lim
k→+∞
〈Bunk |unk〉H−m,Hm =
∫
S∗(R×M)
Tr(bM)dν. (11)
Note that here b is a matrix of dimension n depending on (t, τ, x, ξ). One crucial property is
that (unk)k strongly converges to 0 if and only if µ = 0.
Definition. In the setting of the previous theorem we will call µ = Mν the microlocal defect measure
of the sub-sequence (unk)k and we will say that (un)n is “pure” if it has a microlocal defect measure
without preliminary extraction of a sub-sequence.
Proposition 6. Let I ⊂ R be a compact interval and (un) be a pure sequence of H1(I ×M) weakly
converging to 0 with Mdν as microlocal defect measure. Recall that P = ∂2t −∆ and that its principal
symbol is p · Id, the following properties are equivalent :
(i) Pun →
n→∞ 0 strongly in H
−1(I ×M).
(ii) ν is supported on the set {p = 0}.
Proposition 7. Let (uk)k be a bounded sequence of H1(I ×M) weakly converging to 0. Assume that
uk is solution of the damped wave equation for every k and let b be a smooth function on S∗(I×M) to
Mn(C), 1-homogeneous in the (τ, ξ) variable. If (uk) is pure with microlocal defect measure µ = Mν
then ∫
S∗(I×M)
Tr
[
({b, p} − 2τ(ab+ ba))M
]
dν = 0.
Proof. Let B be a pseudo-differential operator of order 1 and with principal symbol b, we then have
lim
k→∞
〈[B,P ]uk, uk〉H−1,H1 =
∫
Tr[σ2([B,P ])M ]dν =
1
i
∫
Tr [{b, p}M ] dν,
but we moreover know that 〈[B,P ]uk, uk〉 = −2〈(Ba∂t + a∂tB)uk, uk〉, which tends to
−2i
∫
Tr[τ(ab+ ba)M ]dν,
thus finishing the proof.
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In what follows µ = Mdν will denote the microlocal defect measure of a pure sequence (uk)k
of solutions of the damped wave equation on R ×M . Here our aim is to give a relation between
ϕ∗sµ and µ. The measure ϕ
∗
sµ is the push forward of µ by ϕs, it is defined by the following property
for every µ-integrable function b we have
∫
Tr[(b ◦ ϕs)dµ] =
∫
Tr[bdϕ∗sµ].
Definition. For every s ∈ R we define the function Gs : T ∗(R×M)→Mn(C) as the solution of the
following differential equation.{
G0(t, τ, x, ξ) = Idn
∂sGs(t, τ, x, ξ) = {p,Gs}(t, τ, x, ξ) + 2τGs(t, τ, x, ξ)a(x).
The matrix Gt is a cocycle map, that is, it satisfies the relation Gs+t(ρ) = Gt(ϕs(ρ))Gs(ρ). The
proof of this fact is given for G+t at the end of the section.
Proposition 8. The propagation of the measure is given by the formula ϕ∗sµ = G−sµG
∗
−s, more
precisely this means that for every continuous function b compactly supported in the (t, x) variable we
have ∫
S∗(R×M)
Tr[(b ◦ ϕs)GsMG∗s]dν =
∫
S∗(R×M)
Tr[bM ]dν
or equivalently for every continuous function c compactly supported in the (t, x) variable∫
S∗(R×M)
Tr[cG−σMG∗−σ]dν =
∫
S∗(R×M)
Tr[c ◦ ϕσM ]dν.
Proof. In order to show the first equality it suffice to verify that
∂s
∫
Tr[(b ◦ ϕs)GsMG∗s]dν = 0. (12)
We know that we can differentiate under the integral sign,
∂s
∫
Tr
[
(b ◦ ϕs)GsMG∗s
]
dν =
∫
Tr
[
∂s
(
(b ◦ ϕs)GsMG∗s
)]
dν =
∫
Tr
[
∂s
(
G∗s(b ◦ ϕs)Gs
)
M
]
dν.
Denoting by a ′ the differentiation with respect to s we then get
∂s
(
G∗s(b ◦ ϕs)Gs
)
= G∗s
′(b ◦ ϕs)Gs +G∗s{p, b ◦ ϕs}Gs +G∗s(b ◦ ϕs)G′s
= {p,G∗s(b ◦ ϕs)Gs} − {p,G∗s}(b ◦ ϕs)Gs −G∗s(b ◦ ϕs){p,Gs}
+G∗s
′(b ◦ ϕs)Gs +G∗s(b ◦ ϕs)G′s,
and by application of the previous proposition∫
Tr[{p,G∗s(b ◦ ϕs)Gs}M ]dν = −
∫
Tr[(2τaG∗s(b ◦ ϕs)Gs + 2τG∗s(b ◦ ϕs)Gsa)M ]dν.
By gathering all these terms we see that in order to have (12) it suffices that
∂sGs = {p,Gs}+ 2τGsa and ∂sG∗s = {p,G∗s}+ 2τaG∗s,
which coincides with the definition of G and proves the first formula. The last formula is obtained
by simply writing c = b ◦ ϕs and σ = −s.
Proposition 9. The measure ν is supported on the set {τ = ±1/2}.
Proof. It a consequence of the proposition 6 : ν is a measure on S∗(R ×M) so τ2 + |ξ|2g = 1/2
and it is supported on the set {p = 0} because (∂2t −∆)uk = −2a∂tuk strongly converges to 0 in
H−1.
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Definition. This encourages us to consider the two connected components
SZ+ = S∗(R×M) ∩ {τ = −1/2} and SZ− = S∗(R×M) ∩ {τ = 1/2},
as well as µ+ = M+ν+ and µ− = M−ν− the restrictions of µ to SZ+ and SZ−. Moreover we will
respectively note G+s and G
−
s the restrictions of Gs to SZ
+ and SZ−.
With this notation we get
∂sG
+
s = {p,G+s } −G+s a.
Remark. Since the function a only depends on x and since the τ variable is constant on SZ+ and
SZ−, the functions G+s and G
−
s only depends on (x, ξ) so we can also consider them as functions on
S∗M .
Corollary 10. Let B be a Borel set of SZ+ we have ν+(ϕs(B)) =
∫
B
Tr[G+sMG
+
s
∗
]dν+.
Proof.
ν+(ϕs(B)) =
∫
SZ+
1ϕs(B)dν
+ =
∫
SZ+
1B ◦ ϕ−sdν+ =
∫
SZ+
1B Tr[G
+
sMG
+
s
∗
]dν+
The cocycle G+ thus plays an important role here since it completely describes the evolution of
the microlocal defect measure. We finish this section with a few useful remarks about G+.
A direct calculation shows that the matrix G+ satisfy the following cocycle formula :
∀ρ ∈ S∗M, ∀s, t ∈ R, G+s+t(ρ) = G+t (φs(ρ))G+s (ρ). (13)
Indeed if we differentiate the right side with respect to s we get
∂sG
+
t (φs(ρ))G
+
s (ρ) = G
+
t (φs(ρ))
[{p,G+s }(ρ)−G+s (ρ)a(ρ)]+ {p,G+t ◦ φs}(ρ)G+s (ρ)
= {p, (G+t ◦ φs)G+s }(ρ)−G+t (φs(ρ))G+s (ρ)a(ρ).
The matrices (G+t ◦φs)G+s andG+s+t thus satisfy the same differential equation with the same initial
condition and are consequently equal. This cocycle formula gives us a second differential equation
satisfied by G+. For every (x0, ξ0) ∈ S∗M
∂tG
+
t (x0, ξ0) = lim
h→0
G+t+h(x0, ξ0)−G+t (x0, ξ0)
h
and G+t+h(x0, ξ0) = G
+
h (φt(x0, ξ0))G
+
t (x0, ξ0)
hence ∂tG+t (x0, ξ0) = ∂sG
+
s (φt(x0, ξ0))
∣∣
s=0
·G+t (x0, ξ0) = −a(xt)G+t (x0, ξ0),
where (xt, ξt) = φt(x0, ξ0). In accordance with the definition of G+ given in the introduction we
see that it is the solution of the differential equation{
G+0 (x0, ξ0) = Idn
∂tG
+
t (x0, ξ0) = −a(xt)G+t (x0, ξ0). (14)
Let us add a last formula which will be useful for later. If we define j : (x, ξ) 7→ (x,−ξ) we have
φs(j(ρ)) = j(φ−s(ρ)) and we deduce that ∂s(G−s ◦ j) = −{p,G−s ◦ j}+ (G−s ◦ j)a.
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3 Estimation of the best decay rate
Recall some definitions of the introduction. The following quantities are non-positive :
D(R) = sup{Re(λj) : λj ∈ sp(Aa), |λj | > R}, D0 = lim
R→0+
D(R) and D∞ = lim
R→∞
D(R). (15)
For every t ≥ 0 we chose yt a vector of Cn of euclidean norm 1 such that
G+t (x0, ξ0)G
+
t (x0, ξ0)
∗yt = ‖G+t (x0, ξ0)‖22yt. (16)
The vector yt depends on (x0, ξ0), even though it is not written. We then define for every t > 0 the
quantities
C(t) =
1
t
inf
(x0,ξ0)∈S∗M
∫ t
0
〈a(xs)ys, ys〉ds = −1
t
sup
(x0,ξ0)∈S∗M
ln
(‖G+t (x0; ξ0)‖2) and C∞ = lim
t→∞C(t).
(17)
We will see later that these definitions make sense and that they do not depend on the choice of
ys. Remember that C(t) is non-negative.
The remainder of this section is mainly dedicated to the proof of the formula for α. Before
starting let us just indicate the main steps of the proof. We first give an upper bound of α using
Gaussian beams (also called coherent states). These are particular approximate solutions of the
damped wave equation that are concentrated near a geodesic. In order to proves the lower bound
of α we will use a high frequency inequality (Proposition 16) together with a decomposition of
solutions of (1) in high and low frequencies.
3.1 Upper bound for α
Let λj ∈ sp(Aa)\{0} and u = (u0, u1) ∈ Eλj\{0} be such that Aau = λju. The solution of (1)
then is u(t, x) = etλju0(x) and we have E(u, t) = e2tRe(λj)E(u, 0). Since E(u, 0) 6= 0 we know that
α ≤ −2D(0).
Showing that α ≤ 2C∞ is a bit more difficult as it requires us to construct Gaussian beams.
We will start by constructing them on Rd endowed with a Riemaniann metric g. Gaussian beams
are approximate solutions of the wave equation (in a sens made precise by (18)) whose energy
may be arbitrarily concentrated along a geodesic up to a fixed time T > 0 (see (20)). They will
allow us to construct exact solutions to the damped wave equation whose energy is also arbitrarily
concentrated along a geodesic up to some time T . As always we will call (xt; ξt) = φt(x0, ξ0) the
points of the geodesic. We will follow and adapt the construction given in [Ral82] or [MaZu02] to
fulfill our needs.
We consider for every integer k a function uk : Rd → Rn given by the formula
uk(t, x) = k
−1+d/4b(t, x) exp(ikψ(t, x))ω
where ψ(t, x) = 〈ξ(t), (x−x(t)〉+ 12 〈Mt(x−x(t)), x−x(t)〉 with Mt a d× d symmetric matrix with
positive definite imaginary part, b is a continuous bounded function and ω is a vector of Cn. In
what follows C represents a positive constant that can vary from one line to another but does not
depends on k, however C can depend on T .
Theorem 11 ([Ral82]). It is possible to chose Mt and b such that
sup
t∈[0;T ]
‖∂2t uk(t, ·)−∆guk(t, ·)‖L2(Rd) ≤ Ck−1/2, (18)
∀t ∈ [0;T ] lim
k→∞
E(uk, t) is positive, finite and does not depends on t, (19)
sup
t∈[0;T ]
∫
Rd\B(xt,k−1/4)
|∂tuk(t, ·)|2 + |∇uk(t, ·)|2gdx ≤ C exp(−β
√
k). (20)
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Under these conditions we say that uk is a Gaussian beam. We also need a lemma of [Ral82].
Lemma 12 ([Ral82]). Let c ∈ L∞(Rd) be a function satisfying |x − x0|−αc(x) ∈ L∞(Rd) for some
α ≥ 0 and some x0 ∈ Rd, and let A be a symmetric, positive definite, real d× d matrix. Then∫
Rd
∣∣c(x) exp (− k〈M(x− x0), x− x0〉)∣∣2 dx ≤ Ck−d/2−α (21)
for some C > 0 that does not depend on k.
Using lemma 12 with c = |b(t, ·)| and α = 0 we see that ‖uk(t, ·)‖L2(Rd) ≤ Ck−1/2. Let us now
define the function vk(t, x) = G+t (x0, ξ0)uk(t, x), as we shall see it is an approximate solution of
the damped wave equation. Indeed we have
(∂2t −∆g + 2a∂t)vk(t, x) = G+t (x0, ξ0)
(
∂2t −∆g
)
uk(t, x) + 2(a(x)− a(xt))G+t (x0, ξ0)∂tuk(t, x)
+
(
a(xt)
2 − ∂ta(xt)− 2a(x)a(xt)
)
G+t (x0, ξ0)uk(t, x)
def
= fk(t, x)
and we need to show that ‖fk(t, ·)‖L2 ≤ Ck−1/2. In order to do that we only need to prove
‖2(a(·) − a(xt))G+t (x0, ξ0)∂tuk(·, t)‖L2 ≤ Ck−1/2 because the other terms obviously satisfy the
bound. Now since the function x 7→ |x − xt|−1‖a(x) − a(xt)‖2 is in L∞ we can use lemma 12 on
2(a(·)− a(xt))G+t (x0, ξ0)∂tuk(·, t) and we finally get
sup
t∈[0;T ]
‖(∂2t −∆g + 2a∂t)vk(t, ·)‖L2(Rd) ≤ Ck−1/2.
Moreover we see that vk still satisfies the properties (19) and (20), although now the limit of the
energy of vk may vary with t because G+t (x0, ξ0) does. We finally define wk as the solution of (1)
with initial conditions wk(0, ·) = vk(0, ·) and ∂twk(0, ·) = ∂tvk(0, ·). By definition of wk we have
(∂2t −∆g + 2a∂t)vk = (∂2t −∆g + 2a∂t)(vk − wk) = fk and thus
d
dt
E(vk − wk, t) = −2
∫
Rd
〈a∂t(vk − wk), ∂t(vk − wk)〉dx+
∫
Rd
Re〈fk, ∂t(vk − wk)〉dx.
The first term of the right hand side is negative and, using Cauchy-Schwarz, we can bound the
second term by Ck−1/2. Indeed we already know that ‖fk‖L2 ≤ Ck−1/2 and ‖∂t(vk − wk)‖L2 is
uniformly bounded in k ∈ N and t ∈ [0;T ]. Since E(wk − vk, 0) = 0 by integrating we get
sup
t∈[0;T ]
E(vk − wk, t) ≤ CTk−1/2.
In combination with the estimate (20) of uk we see that wk(t, ·) is concentrated around xt, more
precisely we have
sup
t∈[0;T ]
∫
Rd\B(xt,k−1/4)
|∂twk(t, ·)|2 + |∇wk(t, ·)|2gdx ≤ CTk−1/2. (22)
Then we set ω such that limk→∞E(vk, 0) = 1 and G+T (x0, ξ0)ω = ‖G+T (x0, ξ0)‖2ω. According to
the definition of vk we have
E(vk, T ) =
1
2
∫
M
|G+T (x0, ξ0)∂tuk(T, ·)− a(xT )G+T (x0, ξ0)uk(T, ·)|2 + |G+T (x0, ξ0)∇uk(T, ·)|2dx
but ‖uk(T, ·)‖L2 ≤ Ck−1/2 so the term a(xT )G+T (x0, ξ0)uk(T, ·) vanishes and we get
lim
k→∞
E(vk, T ) = ‖G+T (x0, ξ0)‖22.
This in turn imply that (wk)k is sequence of solutions to (1) which satisfies limk→∞E(wk, 0) = 1
and limk→∞E(wk, T ) = ‖G+T (x0, ξ0)‖22. Summing up the discussion so far, we have
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Proposition 13. For any time T > 0, any ε > 0 and any (x0, ξ0) ∈ S∗Rd there exists a solution u of
the damped wave equation such that E(u, 0) = 1 and
∣∣E(u, T )− ‖G+T (x0, ξ0)‖22∣∣ < ε.
Using charts this result extends to the case of a compact Remannian manifold (M, g) and we
finally get
Proposition 14. For any time T > 0, any ε > 0 and any (x0, ξ0) ∈ S∗M there exists a solution u of
the damped wave equation such that E(u, 0) = 1 and
∣∣E(u, T )− ‖G+T (x0, ξ0)‖22∣∣ < ε.
Define Γt = G+t (x0, ξ0)G
+
t (x0, ξ0)
∗ and, for every time t, chose yt a vector of euclidean norm 1
such that Γtyt = ‖Γt‖2yt. Let us stress again that yt and Γt both implicitly depends on (x0, ξ0).
Proposition 15.
‖G+t (x0, ξ0)‖22 = ‖Γt‖2 = exp
(
−2
∫ t
0
〈
a(xs)ys, ys
〉
dt
)
Proof. The only thing to prove is the second equality. The map t 7→ Γt is the solution of the
differential equation {
Γ0 = Idn
∂tΓt = −a(xt)Γt − Γta(xt), (23)
it is hence C∞ and a fortiori locally Lipschitz. Consequently the map t 7→ ‖Γt‖2 is also locally
Lipschitz2, this imply that it is differentiable for almost every t. Since Γt is hermitian positive
definite ‖Γt‖2 = 〈Γtyt, yt〉 and if z is any other vector of norm 1 then ‖Γt‖2 ≥ 〈Γtz, z〉. Fix a time
t0, we then have
∂t〈Γtyt0 , yt0〉|t=t0 = −
〈
[a(xt0)Γt0 + Γt0a(xt0)]yt0 , yt0
〉
= −2‖Γt0‖2〈a(xt0)yt0 , yt0〉.
We know that 〈Γtyt, yt〉 ≥ 〈Γtyt0 , yt0〉 for every t and there is equality when t = t0. If ‖Γt‖2 is
differentiable at t0 we deduce that at this point the derivatives of the two functions t 7→ 〈Γtyt, yt〉
and t 7→ 〈Γtyt0 , yt0〉 must be the same. Hence for almost every time t
∂t‖Γt‖2 = ∂t〈Γtyt, yt〉 = −2‖Γt‖2〈a(xt)yt, yt〉.
To finish the proof we just need to see that the function
Φ : t 7→ ‖Γt‖2
exp
(
−2
∫ t
0
〈
a(xs)ys, ys
〉
ds
)
is Lipschitz on every bounded interval [0;T ] and a fortiori absolutely continuous. From Φ′ = 0 a.e.
we deduce that Φ is constant and since Φ(0) = 1 this finishes the proof.
Notice that the choice of yt is not unique and that t 7→ yt is not continuous in general. On the
other hand the derivative of ‖Γt‖2 is uniquely defined almost everywhere, so that the choice of yt
has no importance. Therefore we have
C(t)
def
=
−1
t
sup
(x0,ξ0)∈S∗M
ln
(‖G+t (x0; ξ0)‖2) = 1t inf(x0,ξ0)∈S∗M
∫ t
0
〈a(xs)ys, ys〉ds.
This function is obviously non-negative but in order to proves other properties it is easier to work
with exp(−tC(t)) = supρ∈S∗M ‖G+t (ρ)‖2 . The function a is continuous on M and the geodesic
flow φ is continuous on R × S∗M , since G+ is defined as the solution of (14) the function ‖G+‖
is in turn continuous on R × S∗M . As S∗M is compact, t 7→ exp(−tC(t)) is continuous and so is
2We cannot really do better than that in terms of regularity.
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t 7→ C(t). We now show that t 7→ tC(t) is sub-additive : let t and s be two non negative reals, we
have the following equivalences :
(t+ s)C(t+ s) ≥ tC(t) + sC(s)⇐⇒ exp(−2(t+ s)C(t+ s)) ≤ exp(−2tC(t)) exp(−2sC(s))
⇐⇒ sup
(x,ξ)∈S∗M
‖G+t+sG+t+s∗‖2 ≤
(
sup
(x,ξ)∈S∗M
‖G+t G+t ∗‖2
) · ( sup
(x,ξ)∈S∗M
‖G+s G+s ∗‖2
)
. (24)
Recall the cocycle formula G+s+t(ρ) = G
+
t (φs(ρ))G
+
s (ρ), it follows that
G+t+s(ρ)G
+
t+s(ρ)
∗
= G+t (φs(ρ))G
+
s (ρ)G
+
s (ρ)
∗
G+t (φs(ρ))
∗
and since for any two matricesR and S we have ‖S∗R∗RS‖2 ≤ ‖S∗S‖2‖R∗R‖2, the inequality (24)
is satisfied and t 7→ tC(t) is indeed sub-additive. By application of Fekete’s sub-additive lemma we
deduce that C(t) admits a limit when t→∞ and that C(t) ≤ C∞ for every positive t.
By combining the results of this section it is now easy to prove that α ≤ 2C∞. Assume that
α = 2C∞ + 4η for some η > 0, this means that there exists some constant C > 0 such that
∀t ≥ 0, ∀u ∈ H, E(u, t) ≤ CE(u, 0) exp(−2t(C∞ + η)). (25)
Now pick some T such that C exp(−2T (C∞ + η)) < exp(−T (2C∞ + η)). Since C∞ ≥ C(T ) we
have exp(−T (2C∞ + η)) ≤ exp(−T (2C(T ) + η)) but using proposition 14 there exist some u ∈ H
such that
E(u, T ) > E(u, 0) exp(−T (2C(T ) + η)) > CE(u, 0) exp(−2T (C∞ + η))
which contradicts (25) and concludes the proof of α ≤ 2C∞.
3.2 Lower bound for α
We are now going to use the results of Section 2 in order to prove the following energy inequality
for the high frequencies.
Proposition 16. For every time T > 0 and every ε > 0 there exists a constant C(ε, T ) such that for
every u = (u0;u1) in H we have
E(u, T ) ≤ (1 + ε)e−2TC(T )E(u, 0) + C(ε, T )‖u0, u1‖2L2⊕H−1 . (26)
Proof. Assume that (26) is false, in this case for some T , some ε and every integer k ≥ 1 there is a
solution uk = (uk0 , u
k
1) of (1) satisfying
E(uk, T ) ≥ (1 + ε)e−2TC(T )E(u, 0) + k‖uk0 , uk1‖2L2⊕H−1 and E(uk, 0) = 1. (27)
First we show that the sequence (uk) is bounded in H1(I ×M), where I = [−2T ; 2T ]. Indeed
E(uk, 0) = 1 and (2) implies that E(uk,−2T ) is bounded uniformly in k. Since the energy is
non increasing the sequence (uk) must be bounded in H1(I ×M). Moreover ‖uk0 , uk1‖2L2⊕H−1 ≤
E(uk, T )/k ≤ 1/k, so (uk) converges to 0 in L2(I×M) and so it weakly converges to 0 inH1(I×M).
If we are to extract a sub-sequence we might as well assume that (uk) admits µ = Mν (with
Tr(M) = 1) as microlocal defect measure. As the energy is non increasing it follows from (27) that
for every η ∈]0;T [ and every non negative function ψ ∈ C∞0 (]0; η[),∫ T
T−η
ψ(T − t)E(uk, t)dt ≥ (1 + ε)e−2TC(T )
∫ η
0
ψ(t)E(uk, t)dt.
Since this is true for every function ψ, taking the limit k →∞ in the previous inequality gives
ν(S∗(R×M) ∩ t ∈]T − η, T [) ≥ (1 + ε)e−2TC(T )ν(S∗(R×M) ∩ t ∈]0; η[). (28)
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On the other hand Corollary 10 gives us
ν+(SZ+ ∩ t ∈]T − η;T [) = ν+(ϕT−η(SZ+ ∩ t ∈]0; η[))
=
∫
SZ+∩t∈]0;η[
Tr[G+T−ηMG
+
T−η
∗
]dν
≤ sup
(x;ξ)∈S∗(M)
‖G+T−η(x, ξ)‖22ν+(SZ+ ∩ t ∈]0; η[)
= e−2(T−η)C(T−η)ν+(SZ+ ∩ t ∈]0; η[).
To get this upper bound we used the following properties.
Tr[G+T−ηMG
+
T−η
∗
] = Tr[G+T−η
∗
G+T−ηM ] ≤ ‖G+T−η‖22 Tr(M) = ‖G+T−η‖22
We then use the same argument on SZ−. With the relation ∂s(G−s ◦ j) = −{p,G−s ◦ j}+ 2(G−s ◦ j)a
given at the end of section 2 we find
ν−(SZ− ∩ t ∈]T − η;T [) ≤ e−2(T−η)C(T−η)ν−(SZ− ∩ t ∈]0; η[).
By combining ν+ and ν− together, we get
ν(S∗(R×M) ∩ t ∈]T − η, T [) ≤ e−2(T−η)C(T−η)ν(S∗(R×M) ∩ t ∈]0; η[). (29)
Recall that s 7→ e−2sC(s) is continuous, so for η sufficiently small the inequalities (28) and (29)
imply that ν(S∗(R ×M) ∩ t ∈]0; η[) = 0. Consequently the sequence (uk) strongly converges to
0 in H1(]0; η[×M) and thus it also strongly converges to 0 in H1(I ×M). This contradicts the
hypothesis E(uk, 0) = 1 and finishes the proof.
The remainder of the proof for the formula of α is completely borrowed from the article of
Lebeau ([Leb93]), indeed it works verbatim3. Let A∗a be the adjoint of Aa, we have −A∗a =(
0 Id
∆ +2a
)
and the spectrum of A∗a is the complex conjugate of the spectrum of Aa. Let us call
E∗λj the generalized eigenvector space of A
∗
a associated with the spectral value λj . For N ≥ 1 we
set
HN =
x ∈ H : (x|y)H = 0, ∀y ∈ ⊕|λj |≤N E∗λj
 .
The space HN is invariant by the evolution operator etAa . To see that take x ∈ HN and {yl} a basis
of the finite dimension vector space
⊕
|λj |≤N
E∗λj ⊂ D(A∗a), we have
∂t(e
tAx|yl) = (etAx|A∗ayl) =
∑
cl,k(e
tAx|yk) and so (etAx|yl) = 0.
Set H ′ = L2 ⊕ H−1 and let θn be the norm of the embedding of HN in H ′. The operator −A∗a
is a compact perturbation of the skew-adjoint operator A0, this implies that the family {E∗λj}j is
total in H (see [GoKr69], chapter 5 theorem 10.1) and thus that lim θN = 0. Let us assume that
2 min{−D0, C∞} > 0, or otherwise there is nothing to prove. Fix η > 0 small enough so that
β = 2 min{−D0, C∞} − η is positive. Now take T such that 4|C∞ − C(T )| < η and 2 log(3) < ηT
and finally N such that C(1, T )θ2N ≤ e−2TC(T ). It follows from the previous proposition that
∀u ∈ HN , E(u, T ) ≤ 3e−2TC(T )E(u, 0),
and since HN is stable by the evolution
∀k ∈ N, ∀u ∈ HN , E(u, kT ) ≤ 3ke−2kTC(T )E(u, 0).
3Although the article of Lebeau is in french, so any translation error that may occur is my mistake.
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The energy is non increasing, so there exists a real B > 0 such that
∀t ≥ 0, ∀u ∈ HN , E(u, t) ≤ Be−βtE(u, 0). (30)
Let γ be a path circling around {λj : |λj | ≤ N} clockwise and Π = 12ipi
∫
γ
dλ
λ−Aa be the spectral
projector on WN =
⊕
|λj |≤N Eλj . In this case Π
∗ is the spectral projector of A∗a on
⊕
|λj |≤N E
∗
λj
and so for every u ∈ H, one has
v = Πu ∈WN , w = (1−Π)u ∈ HN and u = v + w. (31)
Now WN is of finite dimension and since β ≤ −2D(0) there exists some C such that
∀u ∈WN , ∀t ≥ 0, E(u, t) ≤ Ce−βtE(u, 0). (32)
Finally, since the decomposition (31) is continuous, there exists some C0 such that E(v, 0) +
E(w, 0) ≤ C0E(u, 0). Combining (32) and (30) we get α ≥ β, thus finishing the proof of the
formula for α.
3.3 End of the proof of Theorem 3 and proof of Theorem 2
We still need to prove properties (i), (ii) and (iii) of Theorem 3. For (ii) there is nothing to do
since it is already done in [Leb93] in the case n = 1, which is sufficient. For (i) we can assume
C∞ > 0 or otherwise there is nothing to prove. Notice that Eλj ⊂ HN as soon as |λj | > N ,
together with (30) it means that, for every β < 2C∞ and for N large enough
|λj | > N ⇒ 2Re(λj) ≤ −β.
This implies D∞ ≤ −C∞ and proves (i). Before we get to the last point of Theorem 3 we are going
to prove Theorem 2.
Proof of Theorem 2. We start by proving (ii)⇒(i) by contraposition. Assume that (i) is not satisfied,
if there is no weak stabilization then obviously (ii) is false. We can thus assume that there exists a
point (x0, ξ0) ∈ S∗M and a vector y ∈ Cn of euclidean norm 1 such that a(xs)y = 0 for every time
s. This means we have
∂tG
+
t
∗
(x0, ξ0)y = −G+t ∗(x0, ξ0)a(xt)y = 0
hence ‖G+t (x0, ξ0)G+t ∗(x0, ξ0)‖2 = ‖G+t ∗(x0, ξ0)‖22 = sup
|v|=1
(G+t
∗
(x0, ξ0)v,G
+
t
∗
(x0, ξ0)v) = 1.
This implies that for every positive t one has C(t) = C∞ = 0 and thus, by Theorem 3, it implies
α = 0. This in turn shows that there is not strong stabilization and proves (ii)⇒(i).
Reciprocally, assume that condition (i) is satisfied. Then by a compactness argument there
exists T > 0 such that for all (x0, ξ0) ∈ S∗M and all y ∈ Cn of euclidean norm 1∫ T
0
〈a(xt)y, y〉dt > 0.
We begin by proving C∞ > 0, since C∞ ≥ C(t) for every t it suffices to show that C(T ) is positive.
Let us assume that C(T ) = 0, then there exists (x0, ξ0) ∈ S∗M and y ∈ Cn of norm 1 such that
Γ0(x0; ξ0)y = ΓT (x0, ξ0)y = y. We recall that Γt = G+t G
+
t
∗ and that, according to proposition
15, ‖Γt‖2 is non increasing. As ‖Γ0(x0, ξ0)‖2 = ‖ΓT (x0, ξ0)‖2 = 1 we know that ‖Γt(x0, ξ0)‖2 = 1
for every t ∈ [0;T ]. Using Gaussian beams in section 3.1 we have proved that, for every ε > 0
there exists a solution u of the damped wave equation such that |E(u, t) − ‖Γt(x0; ξ0)y‖2| < ε for
every t ∈ [0;T ]. Since the energy is non increasing it means that, for every t ∈ [0;T ] we have
‖Γt(x0; ξ0)y‖2 = 1 and thus that Γt(x0; ξ0)y = ‖Γt(x0; ξ0)‖2y = y. In view of proposition 15 this
means that
0 = C(T ) = ‖ΓT (x0, ξ0)‖2 = 1
T
∫ T
0
〈a(xt)y, y〉dt,
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which is absurd, so we must have C∞ > 0. The weak stabilization assumption implies that Aa
has no eigenvalue (except 0) on the line {Re(z) = 0}. It follows that the only possibility for D0 to
be zero is that D∞ is also zero. However we showed that C∞ > 0 and C∞ ≤ −D∞ so we have
−D0 > 0 and, by Theorem 3, we have strong stabilization.
With this proof we see why C∞ > 0 is equivalent to (GCC), the geometric control condition.
In dimension n = 1 the geometric control condition is equivalent to strong stabilization ([BLR92])
which is in turn equivalent to α > 0. This means that the situation (iii) of Theorem 3 cannot
happen when n = 1. To show that the situation C∞ > 0 and D(0) = 0 does happen we will
work on the circle M = R/2piZ. Let k > 0 be a fixed integer and set u1(t, x) = eikt sin(kx) and
u2(t, x) = e
ikt sin(kx+ 1). The function u defined by
u(t, x) =
(
u1(t, x)
u2(t, x)
)
is a solution of ∂2t u−∆u = 0.
We now define a(x) as the orthogonal projector on u(0, x)⊥, this way we get
∀(t, x) ∈ R×M, a(x)∂tu(t, x) = ikeikta(x)u(0, x) = 0.
The function u is thus a solution of the damped wave equation and we see that ik is an eigenvalue
of Aa. By construction D0 = 0, however ker(a(x)) is of dimension 1 and not constant so the
geometric control condition is satisfied. This forces C∞ to be positive and finishes the proof of
Theorem 3.
Remark. Let us emphasize once again that, in the scalar case (n = 1), the geometric control condition
implies a > 0 on an open set and thus it also implies weak stabilization. On the other hand, when
n > 1 we can have the geometric control condition and no weak stabilization. This means that when
n = 1 Theorem 2 can be stated without the weak stabilization condition but it is necessary whenever
n > 1.
4 Behavior of C∞
In this section we are interested in the behavior of C∞ as a function of the damping term a.
For this reason we will denote by C∞(a) the constant C∞ associated with the damping term a
when needed. In the scalar case, things are pretty simple. If a and b are two damping terms and
λ ≥ 0 a real number we have C∞(λa) = λC∞(a) and C∞(a+ b) ≥ C∞(a) +C∞(b), this is a direct
consequence of (7). Moreover if a and b are such that a ≥ b pointwise then C∞(a) ≥ C∞(b). The
vector case is more complicated since there is no simple expression for the matrix G+t . We will thus
restrain our self to the study of a one dimensional example.
We will work on the circle M = R/2piZ. Using the cocycle formula of G+ it’s easy to see that
lim −1t ln(‖G+t (x,±1)‖22) does not depends on x, which will be taken equal to 0 from now on. Still
using this cocycle formula we see that if p and q are integers then
C∞(a) = lim
t→∞
−1
t
ln(‖G+t (0,±1)‖22) = lim
p→∞
−1
2ppi
ln(‖G+2ppi(0,±1)‖22)
and also
G+2(p+q)pi(0,±1) = G+2ppi((0,±1))G+2qpi((0,±1)).
Combining all that, we finally find
lim
t→∞
−1
t
ln
(∥∥G+t (x,±1)∥∥22) = limp→∞ −12ppi ln(∥∥[G+2pi(0,±1)]p∥∥22)
=
−1
pi
ln
(
ρ
(
G+2pi(0,±1)
))
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where ρ(M) denotes the spectral radius of the matrix M . This equality also shows that the limit
do exists and that
C∞(a) =
−1
pi
max
{
ln
(
ρ
(
G+2pi(0, 1)
))
; ln
(
ρ
(
G+2pi(0,−1)
))}
.
In other words the problem of finding C∞ is simply reduced to the analysis of two spectral radii.
In fact it can be proved that G+2pi(0, 1) = G
+
2pi(0,−1)∗ so there is really only one spectral radius
here. To prove this equality it suffices to remark that G+s (x0, ξ0) and G
+
s (xs,−ξs)∗ satisfy the same
differential equation. Equivalently, it is easy to prove this equality when a is piecewise constant
and by an argument of density the result is also true for every smooth function a. Notice that when
n = 1 the two matrices G+2pi(0, 1) and G
+
2pi(0,−1) are equal but this is not true in the general case
since G+ need not be Hermitian. In conclusion we proved that
C∞(a) =
−1
pi
ln
(
ρ
(
G+2pi(0, 1)
))
. (33)
We are only going to deal with a particular case of damping terms but it will be general enough
to exhibit all the behaviors we want. Take A1, A2 and A3 three positive definite hermitian matrices
with their eigenvalues in (0; 1], we know there exists three matrices a1, a2 and a3 also definite
positives such that exp(−aj) = Aj . Now take ψ a smooth, non negative cut-off function such that∫
S1
ψdλ = 1 and suppψ ⊂ (0; 2pi/3). The damping terms we are interested in are of the form
a(x) = a1ψ(x) + a2ψ(x+ 2pi/3) + a3ψ(x+ 4pi/3) (34)
and with this condition we simply have G+2pi(0, 1) = A1A2A3 and G
+
2pi(0,−1) = A3A2A1 =
G+2pi(0, 1)
∗. Let us compare C∞(a) and C∞(2a), according to (33) we have
C∞(a) =
−1
pi
ln (ρ(A1A2A3)) and C∞(2a) =
−1
pi
ln
(
ρ(A21A
2
2A
2
3)
)
.
If we use a program to randomly generate the Aj it is not hard to find some function a such that
C∞(2a) > 2C∞(a) for example with
A1 =
(
0.87 0.21 + 0.09i
0.21− 0.09i 0.51
)
, A2 =
(
0.35 −0.23 + 0.08i
−0.23− 0.08i 0.61
)
and A3 =
(
0.23 0.11− 0.21i
0.11 + 0.21i 0.25
)
.
It is even possible to have C∞(2a) < C∞(a), for example with
A1 =
(
0.49 0.46− 0.11i
0.46 + 0.11i 0.52
)
, A2 =
(
0.49 −0.02 + 0.3i
−0.02− 0.3i 0.58
)
and A3 =
(
0.52 −0.3− 0.33i
−0.3 + 0.33i 0.37
)
.
This proves that C∞ is neither monotonous nor positively homogeneous. Note that even with Ai ∈
Mn(R) there are examples of damping terms a such that C∞(2a) < C∞(a) or C∞(2a) > 2C∞(a).
Figure 2 shows the behavior of λ 7→ C∞(λa) for the two previous examples.
We are going to use the same method to study the additivity of C∞. Assume now that suppψ ⊂
(0;pi/2), we look at two damping terms defined by
a(x) = a1ψ(x) + a2ψ(x+ pi) and b(x) = b1ψ(x+ pi/2) + b2ψ(x+ 3pi/2).
By equality (33) we get
C∞(a+ b) =
−1
pi
ln (ρ(A1B1A2B2)) and C∞(a) + C∞(b) =
−1
pi
(ln (ρ(A1A2)) + ln (ρ(B1B2))) .
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Figure 2: Graphs of λ 7→ C∞(λa) for the first example (full line) and the second (dotted line).
Then again, using a program to randomly generate the Aj and the Bj it’s not hard to find a and b
such that C∞(a+ b) < C∞(a) + C∞(b), for example with
A1 =
(
0.27 −0.15− 0.15i
−0.15 + 0.15i 0.18
)
, A2 =
(
0.31 0.25 + 0.3i
0.25− 0.3i 0.54
)
,
B1 =
(
0.65 0.35− 0.28i
0.35 + 0.28i 0.38
)
and B2 =
(
0.05 −0.04 + 0.05i
−0.04− 0.05i 0.08
)
we find C∞(a+b) ≈ 1.45 and C∞(a)+C∞(b) ≈ 2.99. Conversely, it is possible to have C∞(a+b) >
C∞(a) + C∞(b), for example with
A1 =
(
0.17 0.07− 0.11i
0.07 + 0.11i 0.12
)
, A2 =
(
0.32 −0.09− 0.35i
−0.09 + 0.35i 0.61
)
,
B1 =
(
0.13 −0.19 + 0.04i
−0.19− 0.04i 0.4
)
and B2 =
(
0.18 0.01 + 0.13i
0.01− 0.13i 0.23
)
we find C∞(a+ b) ≈ 1.87 and C∞(a) + C∞(b) ≈ 1.20.
However C∞ still has some kind of homogeneous behavior as λ tends to infinity. Assume for
example that a is a piecewise constant function (not necessarily continuous) or that a is of the
form (34) but with arbitrarily many ai instead of only 3. In this case there exists some positive
definite Hermitian matrices Ai with eigenvalues in (0; 1] such that
C∞(a) =
−1
pi
ln (ρ(A1 . . . Aj))
17
Figure 3: Graph of λ 7→ C∞(λa) for some damping term a with limλ C∞(λa)/λ = 0.
and such that for every real λ ≥ 0 we have
C∞(λa) =
−1
pi
ln
(
ρ(Aλ1 . . . A
λ
j )
)
.
We are going to prove that in this case limλ→∞ C∞(λa)/λ exists, is non-negative and finite. The
first thing to note is that everyAλi converges to some orthogonal projector Pi soA
λ
1 . . . A
λ
j converges
to P1 . . . Pj , which has a spectral radius of either 0 or not. If ρ(P1 . . . Pj) = r 6= 0 then ρ(Aλ1 . . . Aλj )
also converges to r and thus C∞(λa)/λ converges to 0. We may thus assume from now on that
the spectral radius of P1 . . . Pj is 0. Remark that each coefficient of Aλi is a polynomial in the
eigenvalues of Aλi . Let us call Pλ = X
n+
∑n−1
i=0 bi(λ)X
i the characteristic polynomial of Aλ1 . . . A
λ
j ,
since the determinant is also a polynomial we get that each coefficient of Pλ is a polynomial in the
eigenvalues of the matrices Aλi . If ξ is an eigenvalue of Ai then ξ
λ is an eigenvalue of Aλi and so
each of the coefficients of Pλ can be written as
bi(λ) =
ki∑
j=0
ci,jβ
λ
i,j with ci,j ∈ C∗ and βi,0 > βi,1 > · · ·βi,k > 0.
Since ρ(Aλ1 . . . A
λ
j ) converges to 0 we know that Pλ converges to X
n and so every βi,j must be in
in (0; 1). Now look at the polynomial P̂λ(X) = γλnP (X/γλ), we have
P̂λ(X) = X
n +
n−1∑
i=0
γλ(n−i)bi(λ)Xi and
γλ(n−i)bi(λ) =
(
γn−iβi,0
)λci,0 + ki∑
j=1
ci,j
(
βi,j
β0,j
)λ .
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Figure 4: Graph of λ 7→ C∞(λa)/λ for some damping term a of the form (34) but with five ai
instead of three. Here limλ C∞(λa)/λ is positive.
For this reason there exists a unique4 real number γ > 1 such that P̂λ(X) = γλnP (X/γλ) converges
to some unitary polynomial Q 6= Xn. This means that the roots of P̂λ converge to the roots of Q.
Let ξ be a root of Q with maximal modulus, recall that ξ 6= 0 because Q 6= Xn. A complex number
z is a root of Pλ if and only if γλz is a root of P̂λ and these roots are converging to the ones of Q.
We deduce from this that γλρ(Aλ1 . . . A
λ
j ) converges to |ξ| and we finally have
lim
λ→∞
C∞(λa)
λ
=
−1
pi
ln(γ−1) (35)
which is exactly what we wanted. The very same kind of argument also shows that
lim
λ→0+
C∞(λa)
λ
exists and is finite. Numerical simulations seems to indicate that we always have
lim
λ→∞
C∞(λa)
λ
≤ lim
λ→0+
C∞(λa)
λ
but the function λ 7→ C∞(λa)/λ needs not to be monotonous as shown with Figure 4.
A very natural thing to do is to ask oneself if property (35) is still true in a more general setting,
that is, is it still true with any smooth a on a general manifold ? Unfortunately several difficulties
4γ = mini β
1/(i−n)
i,0
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prevent us to answer this question. For example notice that on a general manifold there is no
equivalent of the formula (33) and that it is not even clear that ‖ak − a‖∞ → 0 implies C∞(ak)→
C∞(a) on a general manifold. Even on the circle where this is true it does not mean that
lim
k→∞
lim
λ→∞
C∞(λak)
λ
= lim
λ→∞
C∞(λa)
λ
and so it is not clear that limλ→∞ C∞(λa)/λ exists for a smooth a even in the simple case of the
circle.
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