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Abstract We propose correlated yet extremely sim-
ple single-parameter-dependent wave-functions with a
Slater-type correlation factor, to describe excitons in
0D, quasi-1D and quasi-2D semiconductor quantum dots.
We provide closed-form formulas for the wave-function
normalization factor, electron/hole single-particle den-
sity and the expectation value of the kinetic energy. We
additionally supply fast integration procedures for the
Coulomb interaction in the presence of dielectric mis-
match with the surrounding medium for nanoplatelets
(quasi-2D systems), and for the bare-Coulomb integral
in long nanorods (quasi-1D systems).
Keywords Semiconductor quantum dot · Correlated
exciton · Slater correlation factor · electron/hole
density.
Se me ha muerto como del rayo Claudio-Zicovich, con
quien tanto queria.
1 Introduction
Semiconductor colloidal quantum dots (CQDs) have
been synthesized for more than 30 years now, and their
synthesis is becoming mature enough that these nanopar-
ticles have started to be incorporated into devices. [1,2]
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The control of the shape (cuboid, [3] plates, [1, 4, 5]
rods, [6] wires, [7, 8]) of CQDs brings a unique way
to tune the confinement, 0D, quasi-1D, or quasi-2D, of
the charge carriers and as a consequence their density
of states.
The key problem in the investigation of electronic and
optical properties of QDs is finding the energy spec-
trum of confined charge carriers and the corresponding
wave functions. The Coulomb interaction between the
conduction band electron and the valence band hole in
the exciton influences the energy of optical absorption
and photoluminescence. The dielectric mismatch at the
interfaces of CQDs has also a considerable effect on
the exciton energies, the dielectric enhancement of ex-
citons being demonstrated in quantum wells, wires and
dots. [9]
The usual approach for obtaining the energy and eigen-
functions is based on the variational property of the ex-
pectation values of the energy. The most employed vari-
ational methodology first determines self-consistently
the single particle orbitals (mean field theory) and then,
the correlation energy is accounted for by means of a
configuration interaction (CI) expansion. [10]
The nature of electron-hole correlation is, though, very
different from electron-electron correlation typically en-
countered for the ground state calculations in many-
electron systems because the particles involved are op-
positely charged. As a consequence of the attractive
Coulomb interaction, the quality of the electron-hole
wave function at small inter-particle distances becomes
very important. This has relevant consequences in par-
ticular on the calculation of electron-hole (eh) recom-
bination probability Peh. Since Peh is the overlap of
presence probabilities of electrons and holes, an accu-
rate description of the electron-hole wave function at
small electron-hole distances is extremely important.
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It is worth to draw attention to the fact that there
are systems with genuine (bare-) Coulomb interactions
which are exactly solvable. For example, two interacting
particles in an external harmonic-oscillator potential.
[11–14] Independently of the development of highly ef-
ficient and sophisticated numerical approaches for solv-
ing Schro¨dinger equation, a search for new exact and
quasiexact solutions always was and still is of interest
from both practical and formal perspectives.
However, accounting for realistic spatial and dielectric
confinement and Coulomb polarization in CQDs re-
quires more sophisticated methods. As pointed out above,
CI expansions for interacting particles of oppositely char-
ged is slowly convergent. Departing from the usual CI
expansion build out of self-consistent single particle or-
bitals can be very fruitful, allowing us to write very
compact and at the same time very accurate wave func-
tions. However it is computationally much more de-
manding and for this reason special care must be given
to the design of an efficient method of generating and
optimizing the trial wave-function. The standard way
is to optimize a trial wave-function using Variational
Monte Carlo VMC, either minimizing the local energy
or the variance of the local energy. A popular and ef-
fective approach to building compact explicitly corre-
lated wave-functions for many-electron systems is to
multiply a determinantal wave-function by a correla-
tion factor, the most commonly used being a Jastrow
factor. [15] The inclusion of the Jastrow factor does not
allow the analytical evaluation of the integrals, so the
use of VMC is usually mandatory. The form of the wave
function as a product of a sum of determinants and a
generalized Jastrow factor relies on the idea that near-
degeneracy correlation is most effectively described by
a linear combination of low-lying determinants whereas
dynamic correlation is well described by the generalized
Jastrow factor. With this kind of wave-functions Filippi
and Umrigar, using diffusion Monte Carlo, were able to
recover 93% – 99% of the correlation energy for a set of
first-row homo-nuclear diatomic molecules. [16]
To assure a high-quality wave-function it is particu-
larly important that the wave-function satisfy the cusp
conditions, [17,18] representing the behavior of the ex-
act wave function at the coalescence of two particles.
It is also important to take into account the asymp-
totic conditions, [19] which represent the behavior when
one of the particles goes to infinity. Bertini et al. [20]
have employed explicitly correlated trial wave-functions
for ground and excited states of Be and Be− fulfilling
cusp and asymptotic conditions by means a Pade´ factor
exp[(ar+br2)/(1+cr)] for the electron–nucleus part and
a Jastrow factor exp[ar/(1+cr)] for the inter-electronic
part. The Pade´ factor is a good choice for the electron–
nucleus part, because it is the best compromise between
flexibility and small number of parameters. In fact this
function goes as exp[ar] for r → 0 and exp[(b/c)r] for
r → ∞, so with different exponents it can accommo-
date both the coalescence at the nucleus and the decay
for large r.
Although the precise form of the correlation factor is
not as important in highly accurate computations of
small systems, appropriate correlation factors are es-
sential to approach chemical accuracy in modest basis
sets. It appears that a single Slater-type geminal factor
exp[a r12] is very close to optimal. [21] However, the use
of Gaussian-type geminal (GTG) has proved also to be
successful in correlated configuration interaction. [22]
The principle reason for using GTGs as opposed to
Slater-type or Jastrow functions is that integrals involv-
ing GTGs are known analytically [23] and are much
faster to compute than integrals involving Slater and
Jastrow functions. Obviously, for calculations involving
GTGs, the correlation function is not just a Gaussian
function. In this case, the one-electron basis should be
improved iteratively by adding GTGs with increasing
angular momentum quantum number. [24]
As pointed out by Patil and Tang, [25] often the com-
plexity of accurate complex variational wave-functions
does not allow a transparent, compact description of
the physical structure. In these cases, the global and
local properties of wave functions can provide deeper
insight, useful guidelines and criteria in the develop-
ment of accurate and compact wave functions of many-
particle systems. In this sense, Patil [26] has been able
to draw simple parameter-free wave-functions for two-
and three-electron atoms and ions yielding fairly ac-
curate values for the energies, 〈r2n〉, multipolar polar-
izabilities of two-electron atoms and ions, and for the
coefficients of the asymptotic density. He has also ob-
tained simple wave-functions for the lowest energy state
and first excited state of a confined hydrogen atom
just relaying on a simple coalescence property near the
center, and an inflexion property at the boundary and
nodal points, the predictions for the energies and mul-
tipolar polarizabilities calculated being in close agree-
ment with accurate, numerically obtained, values. [27]
All the same, Prendergast et al. [28] explored the effect
of the electron cusp on the convergence of the energy
for CI wave functions and concluded that the descrip-
tion of the electron cusp as such is not a limiting fac-
tor in calculating correlation effects with configuration
interaction methods. In their study, they introduced a
fictitious electron-electron interaction which, unlike the
true Coulomb potential, does not diverge at electron co-
alescences and therefore has many-body eigenfunctions
which are smooth there. The replacement of the di-
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vergent Coulomb interaction with a finite interaction
leaves the convergence properties largely unchanged.
Then, contrary to what is often stated in the liter-
ature (that failure of the CI expansion to reproduce
the correct electron cusp, i.e., the short-range part of
the Coulomb hole, is what leads to a slow convergence
in the energy with respect to the number of configu-
rations) they attributed to medium-range correlations,
which are present for both types of electron interaction,
the reason of the slow convergence of the CI expansion.
It should be finally mentioned that simple variational
models as that by Romestain and Fishman, [29] is able
to describe a bare-Coulomb interacting exciton in a
cubic 0D quantum dot using a Slater type of corre-
lated functions and involves at most 3D integrals. Also
we may quote earlier models, also restricted to bare-
Coulomb interacting Hydrogenic impurity states [30]
and excitons in quantum boxes. [31] These models em-
ploys linear combination of Gaussian functions of the
electron-hole separation as a correlation factor and nu-
merically integrates the Coulomb interaction by means
a Fourier representation of the Coulomb potential.
The aim of this paper is to introduce correlated yet ex-
tremely simple single-parameter-dependent wave func-
tions for excitons in 0D, quasi-1D and quasi-2D CQDs.
We derive closed-form formulas for the normalization
factor, single-particle electron/hole density and the ex-
pectation value of the kinetic energy. Exactly solvable
models are scarce and valuable as can be used to im-
prove approximate methods. For example, Kais et al.
[32] employed the analytically solvable version of the
Harmonium, i.e. a two-electron atom, in which the elec-
tron-electron repulsion is Coulombic but the electron-
nucleus attraction is replaced by a harmonic oscilla-
tor potential, to obtain, by inversion procedure, the
exchange and correlation Kohn-Sham functionals. We
provide here single-particle electron/hole density of ex-
citons, i.e. two distinguishable particles with opposite
charges and different isotropic or anisotropic masses
confined in 0D, quasi-1D and quasi-2D quantum dots
that can be useful just to carry out calculations on
excitons and also to improve approximated methods
for confined multi-excitons which are of increasing in-
terest for a variety of high-fluence optoelectronic ap-
plications, including photovoltaic devices where low-
threshold laser gain and ultrafast energy transfer are
desirable. [33, 34] We additionally provide fast integra-
tion procedures for the Coulomb interaction in typi-
cal quasi-2D nanoplatelets including polarization of the
Coulomb interaction produced by the dielectric mis-
match between the quantum dot and the surrounding
medium, and for the bare-Coulomb integral in quasi-1D
long nanorods. For nano-platelets, the original sixfold
integral is reduced to some analytical and a twofold nu-
merical integral, while a one-coordinate numerical inte-
gration is required for the bare Coulomb interaction in
quasi-1D long nanorods.
The paper is organized as follows. Section II presents an
illustrative 2D model calculation to show the different
performance of Hartree-CI vs. functions with a varia-
tional correlated factor (Slater, Gaussian and mixed).
In section III we present the models for nano-platelets
(quasi-2D), long nanorods (quasi-1D) and cuboid (0D)
CQDs. The paper ends with several appendixes with
mathematical details.
2 2D model calculation
In this section we enclose a set of illustrative calcula-
tions on a Hamiltonian model analytically solvable to
show the low convergence of the Hartree-CI vs. the good
performance of simple correlated functions. The system
is a 2D exciton in a uniform dielectric media confined
by a Harmonic potential,
Hˆ =
pˆ2e
2me
+
pˆ2h
2mh
+
1
2
ω2(mer
2
e +mhr
2
h)−
1
|re − rh|
(1)
In terms of center of mass and relative motion, Hˆ =
HˆR + Hˆr with,
HˆR =
Pˆ 2
2M
+ 1
2
Mω2R2
Hˆr =
pˆ2
2µ
+ 1
2
µω2r2 − 1
r
(2)
where M is the total and µ the reduced mass, and R
and r are the center of mass and relative motion coordi-
nates. HˆR is the 2D Harmonic oscillator which ground
state energy and wave-function are well known: ER =
h¯ω and Ψ(R) = β√
pi
exp[−β2R2/2] with β = √Mω/h¯.
Hˆr is the harmonically confined 2D hydrogen atom that
has energy and wave-functions in closed-form expres-
sions for some particular confinements [35] and that we
numerically solve up to the desired accuracy.
We carry a CI expansion of Hamiltonian (1) including
for both, electron and hole, up to three m = 0, two
m = ±1 and one m = ±2 orbitals, where m is the
angular momentum quantum number. In order to get
the numerical orbitals for the CI calculation we first
carry out numerical self-consistent (SCF) calculations
in cylindrical coordinates for the different angular mo-
mentum quantum number m for electron in the pres-
ence of a ground m = 0 hole (and for a hole in the
presence of a ground m = 0 electron). In the SCF cal-
culation we write the 1/reh in terms of Bessel func-
tions, [36]
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1√
r2e + r
2
h − 2 rerh cos(φe − φh)
=
=
m=∞∑
m=−∞
eim(φe−φh)
∫ ∞
0
Jm(k re)Jm(k rh)dk (3)
In particular, when dealing with integrals whose or-
bitals have angular momentum quantum numbers dif-
fering by ∆m = 0, we employ the following identity:
∫ ∞
0
J0(kri)J0(krj)dk =
2K(r2j/r
2
i )
piri
(4)
where ri > rj represent re and rh and K(x) is the com-
plete elliptic integral of the first kind. In a similar way,
an integral involving orbitals with angular momentum
quantum numbers differing in ∆m = a, then we get
proper combination of elliptic functions corresponding
to the integration
∫∞
0
Ja(kri)Ja(krj)dk.
An alternative approach is the use of the center-of-mass
and relative motion form of the Hamiltonian, eq. (2).
We may initially disregard the harmonic confinement in
the relative motion and treat it later as a perturbation.
The center-of-mass, as stated above, is a 2D harmonic
oscillator which ground state energy is ER = h¯ω, and
the relative motion is just the 2D hydrogen atom, with
energy − µ2 12(n−1/2)2 , n = 1, 2, . . . a.u. [40] and a wave-
function properly accounting for the electron-hole coa-
lescence. Next, we consider the harmonic confinement
as a perturbation and calculate the energy of the con-
fined exciton either just as a perturbation (i.e. calculat-
ing the expectation value of the harmonic confinement)
or carrying out linear variations with the eigenfunctions
of the 2D hydrogen atom (for the sake of symmetry only
s-type of orbitals are involved in this calculation). Ex-
plicit formulas for the expectation values 〈n, `|r2|n, `〉
can be found in the paper by Yang et al. [40]. The rest
of needed integrals can be obtained in closed form. For
example, 〈1, 0|r2|2, 0〉 = − 27
√
32
128µ2 a.u.
Another even simpler approach is the inclusion of a
variational parameter in the Slater-type ground state
eigenfunction of the 2D Hydrogen-like atom, i.e., con-
sider the normalized wave-function R(r) = 2a exp[−ar],
with a = 2αµ/ and α the variational parameter. An
elementary calculation yields the relationship between
the confinement frequency ω and the optimal a value
(and therefore the relationship with the optimized vari-
ational parameter α). In a.u. it reads:
ω =
1
µ
√
2
3
√
a4 − 2 µ

a3 (5)
We can also employ a normalized Gaussian-type varia-
tional function R(r) = 2
√
b exp[−br2]. In this case the
relationship between the confinement frequency ω and
the optimal b is:
ω =
√
2
µ
√
2b2
µ
− b
3/2
√
2pi

(6)
Fig. 1 Energies, relative to the exact Emod − Eex, vs. con-
finement radius rc, for the different approximate models of a
two-dimensional exciton harmonically confined.
Finally, we can employ a two parameters variational
function R(r) = N exp[−ar− br2], with N the normal-
ization factor, that incorporates the two limit cases: the
free exciton, described by the Slater function and the
extremely strong confinement limit, where the Coulomb
interaction is disregarded yielding a 2D harmonic oscilla-
tor-like described by a Gaussian function.
In figure 1 we collect the results of the different mod-
els particularized for CdSe, a typical semiconductor.
In this case, the electron effective mass is isotropic,
me = 0.12, while the hole is highly anisotropic. Then,
we should take the heavy hole in-plane effective mass
mh =
1
γ1+γ2
≈ 0.15. Finally, the dielectric constant is
 = 9. [41] In the figure we represent the difference
between the energy obtained by the different models
and the exact energy vs. the confinement strength rep-
resented by the 2D harmonic oscillator confinement ra-
dius rc. The confinement radius rc is related to the con-
fining frequency ω by ω = 2h¯mr2c
. Since electron and hole
have different masses, in the above formula we consider
m to be the average m = (me +mh)/2 = 0.135.
Figure 1 neatly shows the different performance of the
various approaches. The more sophisticated two param-
eter wave-function, that almost become a Slater func-
tion (b → 0) in the low-confinement regime while has
a larger contribution of the Gauss part in the strong
confinement regime, yields an energy indistinguishable
from the exact one in all confinement regimes. The
one parameter Slater function does the same, except in
the very strong confinement. Interestingly, the one pa-
rameter Gaussian function departs about 10 meV from
the exact, independently of the confinement regime. It
may be related to the fact that this particular sys-
Simple correlated wave-functions for excitons in 0D, quasi-1D and quasi-2D quantum dots 5
tem becomes a 2D harmonic oscillator if we remove
the Coulomb term i.e., the Gaussian-like function is
most suitable to describe the limit of highly strong con-
finement where the Coulomb contribution is negligible.
The perturbation approach on the 2D hydrogen ground
state eigenfunction has a performance similar to the one
parameter Slater one, but deteriorates as the confine-
ment get stronger. The addition of several s-orbitals to
carry out a linear variation does not improve signifi-
cantly the perturbation result. Finally, we can see that
the (lower) accuracy of both SCF and SCF-CI changes
depending on the confinement strength, showing then
the poorest behavior amongst the different studied ap-
proaches.
The excellent behavior of the one parameter Slater func-
tion up to 5nm, which is well below typical nanoplatelets
lateral dimensions, [41] suggests it as the most suit-
able model for extensive yet reliable calculations. For
this reason, in the following sections, all our models for
excitons in 0D, quasi-1D and quasi-2D semiconductor
quantum dots contain this correlation factor.
3 Models for quasi-2D, quasi-1D and 0D
quantum dots
We present in Fig.2 the three systems we deal with.
Building up appropriate simple one parameter varia-
tional models is the core of this paper. The goal is
to reach models with simple analytical expressions for
the kinetic energy (accounting for anisotropic mass) the
normalization factor of the wave-function and the one-
particle density (so that any one-body potential term
may be calculated by means at most a 3D volume inte-
gral). In the following subsections we detail the different
models for quasi-2D, quasi-1D and 0D quantum dots.
Fig. 2 0D, quasi-2D and quasi-1D quantum dots
3.1 Nanoplatelets in dielectric media: a quasi-2D
system
The Hamiltonian of an exciton in a nanoplatelet reads,
Hˆ =
∑
e,h
[
− h¯
2
2m‖,i
(
∂2
∂x2
+
∂2
∂y2
)
− h¯
2
2mz,i
∂2
∂z2
+ Vi
]
+ Vc(re, rh) (7)
where Vi represent the sum of all possible single-particle
potentials affecting particle i and Vc(re, rh) represents
the Coulomb interaction that may or not include di-
electric effects. An infinite barrier is used to confine
the exciton in the integration box. Please, note how-
ever that it does not mean that an infinite barrier is
used to confine the exciton in the box, as the single
particle Vi potential may have a profile that mimics
the band off-set between neighboring materials. At the
end of the external material, where the wave function
is null, we enclose the infinite wall, i.e., we assume the
wave-function to be mathematically zero.
The exciton variational wave function is chosen to be a
product of the electron and hole lowest-energy subband
states and a Slater correlation factor.
Ψ(re, rh) = N cos kxe cos kxh cos kye cos kyh cos k¯ze∗
∗ cos k¯zh e−a
√
(xe−xh)2+(ye−yh)2 (8)
where N is the normalization factor, k = pi/Lx = pi/Ly
and k¯ = pi/Lz. The form chosen for the wave-function
gives the correct results for the ground state of the
exciton in the limits of extremely high (small L) and
negligible (large L) confinement. In the small-L limit
the correlation factor becomes unity while in the large-
L limit the correlation factor is the (2D) bulk-exciton
ground-state wave function, and product of the elec-
tron and hole lowest-energy subband states are enve-
lope functions which are slowly varying on the scale of
the exciton. This wave-function is similar to that em-
ployed by Bryant [31] but have the advantage of using
a Slater instead of a combination of Gaussian to mimic
a Slater. We also provide a simple integration of the
sixfold Coulomb integral, even in the presence of di-
electric mismatch, only involving a twofold numerical
integration.
The use of a Slater correlation factor has the additional
advantage of being the unique correlation factor having
a simple additive closed-form for the kinetic energy (see
Appendix A for details):
〈Ψ(re, rh)|Tˆ |Ψ(re, rh)〉 = k¯
2
2µz
+
k2
µ‖
+
a2
2µ‖
(9)
with k = pi/Lx = pi/Ly and k¯ = pi/Lz and a the varia-
tional parameter to be optimized.
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3.1.1 The single-particle density
In this section we employ the labels 1 and 2 to refer to
either particle and L to refer to Lx = Ly. The single-
particle density of particle ”1” reads,
ρ(r1) =
∫
|Ψ(r1, r2)|2d3r2
= N2
Lz
2
cos2 k¯z1 cos
2 kx1 cos
2 ky1∗
∗
L/2∫∫
−L/2
cos2 kx2 cos
2 ky2 e
−2a
√
(x2−x1)2+(y2−y1)2dx2dy2
(10)
After a rather long procedure, detailed in Appendix B,
one can obtain the following closed-form for the single-
particle density ρ(r1):
ρ(r1) = N
2 pi Lz
16
cos2 k¯z1 cos
2 kx1 cos
2 ky1 ∗
∗
[
1
a2
+
a
(a2 + k2)3/2
(cos 2kx1 + cos 2ky1) +
+
a
(a2 + 2k2)3/2
cos 2kx1 cos 2ky1
]
(11)
The normalization factor, N2 can now be obtained from
the identity,∫ L/2
−L/2
∫ L/2
−L/2
∫ Lz/2
−Lz/2
ρ(x1, y1, z1)dx1dy1dz1 = 1 (12)
Taking into account that k = pi/L and k¯ = pi/Lz, we
get:
N2 =
128
pi L2z L
2
(
1
a2
+
a
(a2 + k2)3/2
+
1
4
a
(a2 + 2k2)3/2
)−1
(13)
3.1.2 Nanoplatelets with Lx 6= Ly >> Lz
For the sake of completeness we also enclose the case
where the two in-plane dimensions are not alike. The
calculation is similar to that with Lx = Ly. The kinetic
energy is now:
〈Ψ(re, rh)|Tˆ |Ψ(re, rh)〉 = k
2
x
2µ‖
+
k2y
2µ‖
+
k2z
2µz
+
a2
2µ‖
(14)
with kx = pi/Lx, ky = pi/Ly, kz = pi/Lz and a the vari-
ational parameter to be optimized.
The density reads:
ρ(r1) = N
2 pi Lz
16
cos2 kzz1 cos
2 kxx1 cos
2 kyy1 ∗
∗
[
1
a2
+
a
(a2 + k2x)
3/2
cos 2kxx1 +
a
(a2 + k2y)
3/2
cos 2kyy1
+
a
(a2 + k2x + k
2
y)
3/2
cos 2kxx1 cos 2kyy1
]
(15)
with
N2 =
128
pi L2z Lx Ly
[
1
a2
+
1
2
a
(a2 + k2x)
3/2
+
+
1
2
a
(a2 + k2y)
3/2
+
1
4
a
(a2 + k2x + k
2
y)
3/2
]−1
(16)
It should be pointed out that the dimensions Lx and
Ly should not be very different for a good performance
of the model. If it was the case, in order to keep the ac-
curacy, the correlation factor should be supplied with
an additional variational parameter. Namely, f(reh) =
exp[−a√(xe − xh)2 + b (ye − yh)2]. A similar correla-
tion factor has been proposed by Khramtsov et al. [42]
for the case of a 0D cuboid QD. However, the two-
parameters model has not the simplicity of the single-
parameter one so that no closed formulas for kinetic
energy, density and normalization factors can be found.
Then, the calculation becomes much heavier, unsuited
for extensive calculations.
3.1.3 The polarized-Coulomb integral
We deal with the integral,
Vc =
∫
|Ψ(re, rh)|2Hc d3red3rh (17)
with Ψ(re, rh) given in eq. (8) and Hc represents the
coulomb operator including the image charges origi-
nated in the dielectric mismatch of the nanoplatelet
and the surrounding medium. [43]
Hc = −
n=∞∑
n=−∞
qn
1
1√
(re,‖ − rh,‖)2 + [ze − (−1)n zh − nLz]2
(18)
where qn = (
1−2
1+2
)|n|, 1, 2 are the nanoplatelet and
surroundings dielectric constants, Lz is the nanoplatelet
height and re,‖, rh,‖ the in-plane vector position of elec-
tron and hole. Please note that in the above equation
(18) we disregard the image charges originated at the
remote vertical nanoplatelet faces because their contri-
bution is negligible and only account for those produced
at the close horizontal ones located at a short Lz/2 dis-
tance. Then, integral (17) becomes,
Vc = N
2
L/2∫∫∫∫
−L/2
dxedxhdyedyh cos
2 kxe cos
2 kxh ∗
∗ cos2 kye cos2 kyh e−2a
√
(xe−xh)2+(ye−yh)2∗
∗
Lz/2∫∫
−Lz/2
dzedzhHc cos
2 k¯ze cos
2 k¯zh (19)
First, we will turn the fourfold integral in xe, xh, ye, yh
into a twofold one by means a double analytical integra-
tion. To this end we start by defining kxe = ξe, kxh =
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ξh so that, since k = pi/L, the original [−L/2, L/2] in-
tegration limits become [−pi/2, pi/2]. Next, we define
ξ = ξe − ξh and ξ′ = ξe + ξh so that, [29]
L/2∫∫
−L/2
dxedxh cos
2 kxe cos
2 kxh f(|xe − xh|) =
=
1
k2
pi/2∫∫
−pi/2
dξedξh cos
2 ξe cos
2 ξh f(|ξe − ξh|)
=
1
4k2
∫ pi
0
dξ [(pi − ξ)(2 + cos 2ξ) + 3
2
sin 2ξ] f(ξ) (20)
For details on the last step in (20) see Appendix D. We
do the same tranformation to the y coordinates and
refer either new coordinate to as ξx and ξy. Then, with
the notation g(ξ) = (pi − ξ)(2 + cos 2ξ) + 32 sin 2ξ, the
Coulomb integral (19) can be rewritten as:
Vc =
N2
16
1
k4
pi∫∫
0
g(ξx) g(ξy) exp[−2a
k
√
ξ2x + ξ
2
y] ∗ I2 (21)
with
I2 =
Lz/2∫∫
−Lz/2
dzedzhHc(ξx, ξy, ze, zh) cos
2 k¯ze cos
2 k¯zh
=
1
k¯2
pi/2∫∫
−pi/2
dξzedξzh Hc(ξx, ξy, ξze, ξzh) cos
2 ξze cos
2 ξzh
(22)
where now the n-th Hc term reads:
qn
1
1√
(1/k2)(ξ2x + ξ
2
y) + (1/k¯
2) [ξze − (−1)n ξzh − npi]2
.
(23)
The integral I2 cannot be calculated analytically. We
then calculate I2 semi-analytically. To this end we con-
sider that
∫ b
a
f(x)g(x)dx =
N−1∑
i=1
g(a+ (i− 1/2)∆)
∫ a+i∆
a+(i−1)∆
f(x)dx
(24)
where g(x) is a smooth function while f(x) may have
regions with sharp gradients. This strategy is in the core
of the envelope function k ·p model widely employed to
describe semiconductor heterostructures and quantum
dots. [44]
In our case the smooth function is the product of cosines.
Then, should we withdraw this product the resulting
integral has primitive:
P (ξze, ξzh) =
∫∫
dξzedξzh√
a2 + [ξze − (−1)n ξzh − npi]2
=
= (−1)n
{√
a2 + (npi − ξze + (−1)n ξzh)2 +
+ (−1)n ξzh log [−npi + ξze − (−1)n ξzh+
+
√
a2 + (npi − ξze + (−1)n ξzh)2
]
+ (ξze − npi) log [npi − ξze + (−1)n ξzh+
+
√
a2 + (npi − ξze + (−1)n ξzh)2
]}
(25)
Then, we divide symmetrically the interval [−pi/2, pi/2]
in a pair number N of subintervals and in each subinter-
val we replace the smooth function g(x) by its value at
the center of it g(a+ (i− 1/2)∆) and write the integral
with limits [a, b] as a sum of N analytical functions. In
our case, after labeling as ξ
(i)
ze , ξ
(f)
ze , ξ
(i)
zh , ξ
(f)
zh the limits
of the subinterval, the result of the integral in it is:
cos2[
1
2
(ξ(f)ze + ξ
(i)
ze )] cos
2[
1
2
(ξ
(f)
zh + ξ
(i)
zh )] ∗
∗
[
P (ξ(f)ze , ξ
(f)
zh ) + P (ξ
(i)
ze , ξ
(i)
zh ) −
−P (ξ(f)ze , ξ(i)zh )− P (ξ(i)ze , ξ(f)zh )
]
. (26)
The result of integration in z is then a sum of terms
only dependent on ξx, ξy that we refer to as Z(ξx, ξy).
The usefulness of the application of (24) in our case is
that Z(ξx, ξy) and then the Coulomb integral is highly
convergent with the number N of subintervals. [45]
From the above algebra, the sixfold Coulomb integral
turns into the following numerical twofold one:
Vc =
N2
16
1
k4
pi∫∫
0
dξxdξy g(ξx)g(ξy)Z(ξx, ξy)e
− 2a
k
√
ξ2
x
+ξ2
y
(27)
In the case of a rectangular nanoplatelet we proceed in a
similar way, just taking into account that now instead of
a unique k = pi/L we have kx = pi/Lx and ky = pi/Ly.
3.2 Long nanorods: a quasi-1D system
The exciton variational wave function is also chosen
to be a product of the electron and hole lowest-energy
subband states and a Slater correlation factor.
Ψ(re, rh) = N cos kxe cos kxh cos k¯ye cos k¯yh ∗
cos k¯ze cos k¯zh e
−a|xe−xh| (28)
Where N is the normalization factor, k = pi/Lx and
k¯ = pi/Ly = pi/Lz. This wave-function also gives the
correct results for the ground state of the exciton in
the limits of extremely high (small Lx) and negligible
(large Lx) confinement.
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As above, the use of a Slater correlation factor has the
advantage of having a simple additive closed-form for
the kinetic energy (see Appendix A for details):
〈Ψ(re, rh)|Tˆ |Ψ(re, rh)〉 = k¯
2
2µz
+
k¯2
2µ‖
+
k2
2µ‖
+
a2
2µ‖
(29)
with k = pi/Lx and k¯ = pi/Ly = pi/Lz and a the varia-
tional parameter to be optimized.
3.2.1 The single-particle density
In this section we also employ the labels 1 and 2 to
refer to either particle and L to refer to Ly = Lz. In
Appendix C we enclose the value of the integrals em-
ployed to derive the kinetic energy, density and norm
of the above wave-function. The single-particle density
of particle ”1” reads,
ρ(r1) =
∫
|Ψ(r1, r2)|2d3r2 = N2 (L
2
)2 cos2 k¯y1 cos
2 k¯z1 ∗
∗
∫ Lx/2
−Lx/2
cos2 kx1 cos
2 kx2e
−2a |x2−x1| dx2 (30)
Since (see Appendix C)∫ Lx/2
−Lx/2
cos2 kx2 e
−2a |x2−x1| dx2 =
=
1
2a
+
a
2 (a2 + k2)
cos 2kx1 (31)
the single-particle density results:
ρ(r1) = N
2 (
L
2
)2
[
1
2a
+
a
2 (a2 + k2)
cos 2kx1
]
∗
∗ cos2 k¯y1 cos2 k¯z1 cos2 kx1 (32)
Finally, by integrating ρ(r1), we get the norm:
N2 = (
2
L
)4 (
2
Lx
)
8a (a2 + k2)
6a2 + 4k2
(33)
3.2.2 The bare-Coulomb integral
We show here that the sixfold integral,
Vc =
∫ |Ψ(re, rh)|2
 |re − rh|
d3red
3rh (34)
where Ψ(re, rh) is given in eq. (28), can be reduced up to
a one-coordinate numerical integration. To this end we
first turn the sixfold integral in xe, xh, ye, yh, ze, zh into
a threefold one by using the set of variables ξx, ξ
′
x,ξy,
ξ′y,ξz, ξ
′
z, with ξx = k(xe − xh), ξ′x = k(xe + xh) . . .
ξ′z = k¯(ze + zh), and carry out analytical integrations
over ξ′i [29] yielding (see Appendix D for details),
Vc =
N2
26
1
k2 k¯4
1

pi∫∫∫
0
dξxdξydξz g(ξx)g(ξy)g(ξz) ∗
∗ e− 2ak ξx k¯√
(k¯/k)2 ξ2x + ξ
2
y + ξ
2
z
(35)
with g(ξi) = (pi − ξi)(2 + cos 2ξi) + 32 sin 2ξi.
Now, we may numerically integrate this threefold inte-
gral. Alternatively, we can consider the primitive P (ξy, ξz)
of the next integral,
P (ξy, ξz) =
∫∫
dξydξz√
a2 + ξ2y + ξ
2
z
= −ξy + a arctan ξy
a
−
− a arctan ξyξz
a
√
a2 + ξ2y + ξ
2
z
+ ξz log(ξy +
√
a2 + ξ2y + ξ
2
z ) +
+ ξy log(ξz +
√
a2 + ξ2y + ξ
2
z ) (36)
where a = k¯k ξx, that can also be written as,
P (ξy, ξz) =
∫∫
dξzdξy√
a2 + ξ2y + ξ
2
z
= −ξz + a arctan ξz
a
−
− a arctan ξyξz
a
√
a2 + ξ2y + ξ
2
z
+ ξz log(ξy +
√
a2 + ξ2y + ξ
2
z ) +
+ ξy log(ξz +
√
a2 + ξ2y + ξ
2
z ). (37)
Please note that for any square interval of limits {[ξ(i)y , ξ(f)y ],
[ξ
(i)
z , ξ
(f)
z ]}, the definite integral [P (ξ(f)y , ξ(f)z )+P (ξ(i)y , ξ(i)z )−
P (ξ
(f)
y , ξ
(i)
z )−P (ξ(i)y , ξ(f)z )] is the same, irrespectively of
using P (ξy, ξz) according to eq. (36) or eq. (37).
This result allows to perform the integral,
Z(ξx) =
pi∫∫
0
dξydξz g(ξy) g(ξz)
k¯√
(k¯/k)2 ξ2x + ξ
2
y + ξ
2
z
(38)
as a sum of terms like:
g[
1
2
(ξ(i)z + ξ
(f)
z )] g[
1
2
(ξ(i)y + ξ
(f)
y )] [P (ξ
(f)
y , ξ
(f)
z )+
+ P (ξ(i)y , ξ
(i)
z )− P (ξ(f)y , ξ(i)z )− P (ξ(i)y , ξ(f)z )]. (39)
Finally, we numerically obtain the bare Coulomb term
by carrying out the one-coordinate integral:∫ pi
0
dξx g(ξx)Z(ξx) e
− 2a
k
ξx . (40)
3.3 Cubic quantum dots: a 0D system
As in the above sections, the exciton variational wave
function is chosen to be a product of the electron and
hole lowest-energy subband states and a Slater correla-
tion factor.
Ψ(re, rh) = N cos kxe cos kxh cos kye cos kyh cos kze ∗
∗ cos kzh e−a
√
(xe−xh)2+(ye−yh)2++(ze−zh)2 (41)
This variational wave-function has been previously em-
ployed by Romestain and Fishman. [29] We follow sim-
ilar techniques as those employed in the previous sec-
tions to derive closed form of the kinetic energy, single-
particle density and the normalization factor. We present
next the model for cubic QDs. The extension to cuboid
QDs is straightforward with the help of integrals in Ap-
pendix C.
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3.3.1 The single-particle density
The single-particle density of particle ”1” reads,
ρ(r1) =
∫
|Ψ(r1, r2)|2d3r2 = N2 cos2 kx1 cos2 ky1 cos2 kz1∗
∗
L/2∫∫∫
−L/2
dx2 dy2 dz2 cos
2 kx2 cos
2 ky2 cos
2 kz2 ∗
∗ e−2a
√
(x2−x1)2+(y2−y1)2+(z2−z1)2 (42)
We obtain in Appendix B the following closed-form for
the single-particle density:
ρ(r1) = N
2 pi
8
cos2 kx1 cos
2 ky1 cos
2 kz1 ∗
∗
{
1
a3
+
a
(a2 + k2)2
(cos 2kx1 + cos 2ky1 + cos 2kz1)
+
a
(a2 + 2k2)2
[cos 2kx1 cos 2ky1 +
+ cos 2kx1 cos 2kz1 + cos 2ky1 cos 2kz1]
+
a
(a2 + 3k2)2
cos 2kx1 cos 2ky1 cos 2kz1
}
(43)
The integration of ρ(r1) from −L/2 up to L/2 in all
three coordinates should yield the unity. Then, since
k = pi/L, we get the norm:
N2 =
512 a3
pi L3
(
8 +
12
(1 + (k
a
)2)2
+
+
6
(1 + 2 (k
a
)2)2
+
1
(1 + 3 (k
a
)2)2
)−1
(44)
In order to extend the previous model to cuboid QDs
with edges of different length we would just make use
of the last two eqs. in Appendix C.2. All the same, as
pointed out above, if the lengths of the cuboid QD are
not similar, the use of a single variational parameter
model may not be enough to reach the same accuracy
than that reached for cubic QDs. In order to keep the
accuracy, the correlation factor should be supplied with
additional variational parameters. Namely, f(reh) =
exp[−a√(xe − xh)2 + b (ye − yh)2 + c (ze − zh)2]. How-
ever, the three-parameters model has not the simplicity
of the single-parameter one: no closed formulas for ki-
netic energy, density and normalization factors can be
found in this case and, therefore, the calculation be-
comes much heavier, unable for extensive calculations.
4 Summary
We derive closed-form formulas for the normalization
factor, single-particle density and expectation value of
the kinetic energy for simple correlated exciton wave-
functions chosen to be a product of the electron and
hole lowest-energy subband states times a Slater corre-
lation factor suited to describe 0D, quasi-1D and quasi-
2D systems. We also provide fast integration procedures
for the Coulomb integral in typical quasi-2D nanoplate-
lets including polarization of the Coulomb interaction,
and for the bare-Coulomb integral in quasi-1D long
nanorods. For nanoplatelets, the original sixfold inte-
gral is reduced to a twofold numerical integral, while
a one-coordinate numerical integration is required for
quasi-1D systems. This theoretical baggage should en-
able accurate yet reliable simulations of electronic struc-
ture in strongly correlated exciton systems of current
interest.
Acknowledgements I thank J. Karwowski for most use-
ful discussions and F. Rajadell for a careful revision of the
derivations and formulas.
A Deriving the expectation value of the kinetic
energy for the different models
A.1 Cuboid QD and nanoplatelet
The normalized wave-function for these models is Ψ =
Φ(re, rh)χ(reh) with Φ(re, rh) = φe(re)φh(rh) and χ(reh)
= exp[−a reh]. In the 0D model reh is three-dimensional
i.e. reh =
√
(xe − xh)2 + (ye − yh)2 + (ze − zh)2 while
the the quasi-2D model it is two-dimensional i.e., reh =√
(xe − xh)2 + (ye − yh)2.
The most general kinetic energy operator reads,
Tˆ =
∑
i=e,h
∑
a=x,y,z
− 1
2mia
∂2
∂a2i
(45)
In order to simplify the notation we define D = ∂∂ai and
w = 〈Ψ |D2|Ψ〉. We have,
D2(F G) = (D2 F )G+ 2 (DF )(DG) + F (D2G) (46)
w = 〈Φ χ2|D2Φ〉+ 〈Φ2 χ|D2χ〉+ 2A (47)
with,
A = 〈Φχ|(DΦ)(Dχ)〉 = 1
4
〈(DΦ2)(Dχ2)〉. (48)
Since Φ = 0 at the integration limit, after integration
by parts,
A = −1
4
〈Φ2|(D2χ2)〉. (49)
Finally,
W = 〈Ψ |Tˆ |Ψ〉 = 〈Φχ2|Tˆ |Φ〉+ 〈Φ2|χ (Tˆ χ)− 1
2
(Tˆ χ2)〉. (50)
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We have that TˆΦ = EΦ. Since 1me +
1
mh
= 1µ , then
E =
k2x
2µx
+
k2y
2µy
+
k2z
2µz
(51)
In the case of a cubic 0D QD with isotropic mass E =
3k2
2µ while E =
1
2µ (k
2
x + k
2
y + k
2
z) for a cuboid QD. For
a platelet with anisotropic mass E = k
2
µ‖
+ kz2µz .
We calculate next the second integral in eq. (50) for
the case of an isotropic QD. To this end we use center-
of-mass and relative motion coordinates: R = (mere +
mhrh)/M , r = re − rh. We have,
Tˆ =
P 2
2M
+
p2
2µ
= TˆR + Tˆr (52)
Since χ = exp[−ar], Tˆ χ = Tˆr χ = − 12 1r2 ddr (r2 ddr ) χ.
Then,
χ Tˆ χ− 1
2
Tˆ χ2 = χ Tˆr χ− 1
2
Tˆr χ
2 =
a2
2µ
χ2 (53)
and
W =
3 k2
2µ
+
a2
2µ
(54)
In the case of a nanoplatelet the correlation factor is
two-dimensional (reh =
√
(xe − xh)2 + (ye − yh)2 ). We
follow now similar steps as above but instead of spher-
ical we use polar (r, θ, z) coordinates. In this case,
Tˆr = − 1
2µ‖
(
∂2
∂r2
+
1
r
∂
∂r
) (55)
and
χ Tˆ χ− 1
2
Tˆ χ2 = χ Tˆr χ− 1
2
Tˆr χ
2 =
a2
2µ‖
χ2 (56)
So that finally,
W =
k2
µ‖
+
k2z
2µz
+
a2
2µ‖
. (57)
A.2 Long nanorod
The wave-function in this case, eq. (28), is:
Ψ(re, rh) = N cos kxe cos kxh cos k¯ye cos k¯yh ∗
∗ cos k¯ze cos k¯zh e−a|xe−xh|
It is immediate to find that,
〈Ψ |Tˆy|Ψ〉
〈Ψ |Ψ〉 =
k¯2
2µ‖
(58)
with Tˆy = − 12me,‖
∂2
∂y2e
− 12mh,‖
∂2
∂y2h
and 1me +
1
mh
= 1µ .
Similarly we find that,
〈Ψ |Tˆz|Ψ〉
〈Ψ |Ψ〉 =
k¯2
2µz
(59)
For the long edge, with Tˆx = − 12me,‖
∂2
∂x2e
− 12mh,‖
∂2
∂x2h
,
〈Ψ |Ψ〉 = 1, we have,
〈Ψ |Tˆx|Ψ〉
〈Ψ |Ψ〉 = N
2
∫ L
2
−L
2
dye cos
2 k¯ye
∫ L
2
−L
2
dyh cos
2 k¯yh ∗
∗
∫ L
2
−L
2
dze cos
2 k¯ze
∫ L
2
−L
2
dzh cos
2 k¯zh ∗
∗
Lx
2∫∫
−Lx
2
dxedxh cos kxe cos kxh e
−a |xe−xh| ∗
Tˆx cos kxe cos kxh exp[−a |xe − xh|]
= N2 (
L
2
)4 (I1 + I2) (60)
Since
d2
dx2e
(
cos kxe e
−a |xh−xe|
)
= e−a |xh−xe| ∗
∗ [(a2 − k2) cos kxe + 2ak |xh − xe|
xh − xe
sin kxe
− 2a cos kxe δ(xh − xe)] (61)
The integral I1 becomes split into a sum of three inte-
grals, I1 = I11 + I12 + I13, where (see Appendix C.1 for
the employed definite integrals),
I11 = −a
2 − k2
2me
∫ Lx
2
−Lx
2
dxe cos
2 ke ∗
∗
∫ ∞
−∞
dxh cos kxh exp[−2a |xh − xe|]
= −a
2 − k2
2me
∫ Lx
2
−Lx
2
dxe cos
2 ke
(
1
2a
+
a cos 2kxe
2 (a2 + k2)
)
= −a
2 − k2
2me
{
1
2a
∫ Lx
2
−Lx
2
dxe cos
2 ke +
+
a
2 (a2 + k2)
∫ Lx
2
−Lx
2
dxe cos
2 kxe cos 2kxe
}
= −a
2 − k2
2me
Lx
2
(
1
2a
+
a/4
a2 + k2
)
(62)
I12 = − a k
me
∫ Lx
2
−Lx
2
dxh cos
2 kxh ∗
∗
∫ ∞
−∞
dxe cos kxe sin kxe
|xh − xe|
xe − xh
e−2a|xh−xe| (63)
Since (see Appendix C.1),∫ ∞
−∞
dx¯e sin 2k(x¯e + xh)
|x¯e|
x¯e
exp[−2a|x¯e|] =
=
k
a2 + k2
cos 2kxh (64)
then,
I12 = − a k
me
1
2
k
a2 + k2
∫ Lx
2
−Lx
2
dxh cos
2 kxh cos 2kxh
= − a k
2
2me
1
a2 + k2
Lx
4
. (65)
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Now we integrate I13:
I13 =
a
me
Lx
2∫
−Lx
2
dxe dxh δ(xh − xe) cos2 kxe ∗
∗ cos2 kxh e−2a|xh−xe|
=
a
me
∫ Lx
2
−Lx
2
dxe cos
2 kxe ∗
∗
∫ ∞
−∞
dxh cos
2 kxh exp[−2a|xh − xe|] δ(xh − xe)
=
a
me
∫ Lx
2
−Lx
2
dxe cos
2 kxe cos
2 kxe
=
3aLx
8me
. (66)
From eqs. (62), (65) and (66), we obtain I1:
I1 =
Lx
4 a
(
k2
2me
+
3
2
a2
2me
)
(67)
The integral I2 in eq. (60) is like I1 replacing e by h.
From I1 and I2, with
1
me
+ 1mh =
1
µ , we obtain I1 +I2 =
Lx
4a
(
k2
2µ‖
+ 32
a2
2µ‖
)
, so that:
〈Ψ |Tˆx|Ψ〉
〈Ψ |Ψ〉 = N
2 (
L
2
)4 (I1 + I2)
=
1
2µ‖
(a2 + k2) (68)
Then,
〈Ψ |Tˆ |Ψ〉
〈Ψ |Ψ〉 =
k¯2
2µ‖
+
k¯2
2µz
+
k2
2µ‖
+
a2
2µ‖
. (69)
B The single-particle density
B.1 The single-particle density of quasi-2D systems
We employ the labels 1 and 2 to refer to either particle
and L to refer to Lx = Ly. The single-particle density
of particle ”1” reads,
ρ(r1) =
∫
|Ψ(r1, r2)|2d3r2
= N2
Lz
2
cos2 k¯z1 cos
2 kx1 cos
2 ky1∗
∗
L/2∫∫
−L/2
cos2 kx2 cos
2 ky2 e
−2a
√
(x2−x1)2+(y2−y1)2dx2dy2
= N2
Lz
2
cos2 k¯z1 cos
2 kx1 cos
2 ky1 ∗ I (70)
The identity 2 cos2A = 1 + cos 2A removes the squares
in the cosines of integral I. Next, we carry out the fol-
lowing change of variables: x2 − x1 = x¯2, y2 − y1 = y¯2,
so that the pre-exponential factor in I becomes:
1
4
[1 + cos(2kx¯2 + 2kx1) + cos(2ky¯2 + 2ky1)+
+ cos(2kx¯2 + 2kx1) cos(2ky¯2 + 2ky1)] (71)
Then the integral I can then be split as a sum of four in-
tegrals Ii, i = 1, 2, 3, 4. Let’s consider them separately.
I1 =
1
4
L/2∫∫
−L/2
e−2a
√
x¯2
2
+y¯2
2 dx¯2dy¯2 ≈
≈ 1
4
∫ ∞
0
∫ 2pi
0
e−2ar¯ r¯ dr¯ dθ =
pi
8a2
(72)
Please, note that the extension up to ∞ of the inte-
gral in r¯ is a bona-fide approximation as we integrate
along the long edges (Lx, Ly) and the exponential form
of the Slater correlation factor makes the probability
to be null close to the borders. We have additionally
checked numerically the good performance of the ap-
proximation in the week and mid-strength confinement
regime, where nanoplatelets typically lie.
Let’s consider the second integral,
I2 =
1
4
L/2∫∫
−L/2
cos(2kx¯2 + 2kx1) e
−2a
√
x¯2
2
+y¯2
2 dx¯2dy¯2 (73)
The identity cos(A+B) = cosA cosB − sinA sinB al-
lows us to split I2 =
1
4 (I21 + I22) with,
I21 = cos 2kx1
L/2∫∫
−L/2
cos 2kx¯2 e
−2a
√
x¯2
2
+y¯2
2 dx¯2dy¯2
≈ cos 2kx1
∫ ∞
0
r¯dr¯ e−2ar¯
∫ 2pi
0
cos[2kr¯ cos θ]dθ
= 2pi cos 2kx1
∫ ∞
0
J0(2kr¯) e
−2ar¯ r¯ dr¯
=
2pia
4(a2 + k2)3/2
cos 2kx1 (74)
where we have employed the identities:
J0(2kr¯) =
1
2pi
∫ 2pi
0
cos[2kr¯ cos θ]dθ (75)
and∫ ∞
0
J0(2kr¯) e
−2ar¯ r¯ dr¯ =
a
4(a2 + k2)3/2
. (76)
On the other hand, in the integral I22 we meet the
subintegral
∫ 2pi
0
sin[2kr¯ cos θ]dθ = 0. Then, I22 = 0 so
that,
I2 =
pia
8(a2 + k2)3/2
cos 2kx1 (77)
In an analogous way, I3 =
1
4 (I31 + I32), with I32 = 0 so
that,
I3 =
pia
8(a2 + k2)3/2
cos 2ky1 (78)
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Finally we deal with I4. It is convenient to write it in
terms of the original x1, x2 coordinates :
I4 =
1
4
L/2∫∫
−L/2
cos 2kx2 cos 2ky2 e
−2a
√
(x2−x1)2+(y2−y1)2dx2dy2
(79)
Next, we employ the identity 2 cosA cosB = cos(A +
B)+cos(A−B) that allows to split I4 into two integrals,
I4 =
1
8 (I41 + I42), and the above change of variables:
x2 − x1 = x¯2, y2 − y1 = y¯2. Then, I41 can be written
as,
I41 =
L/2∫∫
−L/2
cos [2k(x¯2 + y¯2) + 2k(x1 + y1)] ∗
∗ e−2a
√
x¯2
2
+y¯2
2 dx¯2dy¯2 ≈
≈
∫ ∞
0
∫ 2pi
0
{cos [2kr¯ (cos θ + sin θ)] cos [2k(x1 + y1)] −
− sin [2kr¯ (cos θ + sin θ)] sin [2k(x1 + y1)]} ∗
∗ e−2ar¯ r¯ dr¯dθ (80)
In the above integrals arise the subintegrals,
∫ 2pi
0
cos [2kr¯(cos θ + sin θ)] dθ = 2pi J0(2
√
2kr¯) (81)
∫ 2pi
0
sin [2kr¯(cos θ + sin θ)] dθ = 0 (82)
Then,
I41 = 2pi cos[2k (x1 + y1)]
∫ ∞
0
J0(2
√
2kr¯) e−2ar¯ r¯ dr¯
=
pi a
2 (a2 + 2k2)3/2
cos[2k(x1 + y1)] (83)
In a similar way we can calculate I42. The addition of
I41 and I42 yields:
I4 =
1
8
pi a
(a2 + 2k2)3/2
cos 2kx1 cos 2ky1. (84)
From, eqs. (70), (72), (77), (78) and (84) we get the fol-
lowing closed-form for the single-particle density ρ(r1):
ρ(r1) = N
2 pi Lz
16
cos2 k¯z1 cos
2 kx1 cos
2 ky1 ∗
∗
[
1
a2
+
a
(a2 + k2)3/2
(cos 2kx1 + cos 2ky1) +
+
a
(a2 + 2k2)3/2
cos 2kx1 cos 2ky1
]
(85)
B.2 The single-particle density of 0D systems
The single-particle density of particle ”1” reads,
ρ(r1) =
∫
|Ψ(r1, r2)|2d3r2 = N2 cos2 kx1 cos2 ky1 cos2 kz1∗
∗
L/2∫∫∫
−L/2
dx2 dy2 dz2 cos
2 kx2 cos
2 ky2 cos
2 kz2 ∗
∗ e−2a
√
(x2−x1)2+(y2−y1)2+(z2−z1)2 (86)
As above, the identity 2 cos2A = 1 + cos 2A removes
the squares in the cosines of the threefold integral I in
eq. (86) and turn it into a sum of eight integrals:
I =
1
8
(I1 + I21 + I22 + I23 + I31 + I32 + I33 + I4) (87)
each corresponding to the different terms arising in the
product of the squared cosines,
cos2 kx2 cos
2 ky2 cos
2 kz2 = 1 + cos 2kx2 + cos 2ky2 +
+ cos 2kz2 + cos 2kx2 cos 2ky2 + cos 2kx2 cos 2kz2 +
+ cos 2ky2 cos 2kz2 + cos 2kx2 cos 2ky2 cos 2kz2. (88)
As in previous section, in order to calculate these inte-
grals, after changing to spherical coordinates, we extend
the radial integration limit up to ∞ as the QD edges
are large as compared to the Bohr radius of the exci-
ton. A list of useful auxiliary integrals are collected in
Appendix C.2. The different Ik integrals reads,
I1 =
∞∫∫∫
−∞
e−2ar d3r =
8pi
(2a)3
(89)
Integrals I21, I22 and I23 are similar. For example, with
the notation dv¯ = dx¯dy¯dz¯ and considering the change
of variable x2 − x1 = x¯2, y2 − y1 = y¯2 z2 − z1 = z¯2, we
have,
I23 =
∞∫∫∫
−∞
cos[2k(z¯2 + z1)] exp[−2ar¯]dv¯
= cos 2kz1
∞∫∫∫
−∞
cos 2kz¯2 exp[−2ar¯] dv¯ −
− sin 2kz1
∞∫∫∫
−∞
sin 2kz¯2 exp[−2ar¯] dv¯
=
pi a
(a2 + k2)2
cos 2kz1 (90)
because the integral involving the function sinx is zero
by symmetry reasons.
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Integrals I31, I32 and I33 are alike. For example,
I31 =
∞∫∫∫
−∞
cos[2k(x¯2 + x1)] cos[2k(y¯2 + y1)] exp[−2ar¯]dv¯
= cos 2kx1 cos 2ky1
∞∫∫∫
−∞
cos 2kx¯2 cos 2ky¯2 exp[−2ar¯] dv¯
− cos 2kx1 sin 2ky1
∞∫∫∫
−∞
cos 2kx¯2 sin 2ky¯2 exp[−2ar¯] dv¯
− sin 2kx1 cos 2ky1
∞∫∫∫
−∞
sin 2kx¯2 cos 2ky¯2 exp[−2ar¯] dv¯
+ sin 2kx1 sin 2ky1
∞∫∫∫
−∞
sin 2kx¯2 sin 2ky¯2 exp[−2ar¯] dv¯
=
pi a
(a2 + 2 k2)2
cos 2kx1 cos 2ky1 (91)
Again, the integrals involving the function sinx are zero
by symmetry reasons.
Finally, out of the eight terms originated in I4 only the
first one, that does not contain the odd function sinx,
remains. With the help of integrals in Appendix C.2 we
have,
I4 =
∞∫∫∫
−∞
cos[2k(x¯2 + x1)] cos[2k(y¯2 + y1)] ∗
∗ cos[2k(z¯2 + z1)] exp[−2ar¯] dv¯
=
pi a
(a2 + 3 k2)2
cos 2kx1 cos 2ky1 cos 2kz1 (92)
From eqs. (86,87,89-92) we obtain the following closed-
form for the single-particle density:
ρ(r1) = N
2 pi
8
cos2 kx1 cos
2 ky1 cos
2 kz1 ∗
∗
{
1
a3
+
a
(a2 + k2)2
(cos 2kx1 + cos 2ky1 + cos 2kz1)
+
a
(a2 + 2k2)2
[cos 2kx1 cos 2ky1 +
+ cos 2kx1 cos 2kz1 + cos 2ky1 cos 2kz1]
+
a
(a2 + 3k2)2
cos 2kx1 cos 2ky1 cos 2kz1
}
(93)
C Some useful integrals
C.1 Useful integrals for the quasi-1D model
∫ L/2
−L/2
dx cos2(
pi
L
x) =
L
2
(94)∫ L/2
−L/2
dx cos3(
pi
L
x) =
4L
3pi
(95)∫ L/2
−L/2
dx cos4(
pi
L
x) =
3L
8
(96)∫ L/2
−L/2
dx cos2(
pi
L
x) cos(2
pi
L
x) =
L
4
(97)∫ ∞
−∞
dx¯2 cos
2 k(x¯2 + x1) e[−2a|x¯2| =
=
1
2a
+
1
2
a
a2 + k2
cos 2kx1 (98)∫ ∞
−∞
dx¯2 cos k(x¯2 + x1) e
−a|x¯2| =
2a
a2 + k2
cos kx1 (99)∫ ∞
−∞
dx¯ sin[2k(x¯+ x1)]
|x¯|
x¯
e−2a|x¯| =
=
k
a2 + k2
cos 2kx1 (100)∫ ∞
−∞
dx2 cos
2 kx2 e
−2a|x2−x1| =
=
∫ ∞
−∞
dx¯2 cos
2 k (x¯2 + x1) e[−2a|x¯2|
=
∫ ∞
−∞
dx¯2
(
1 + cos 2k (x¯2 + x1)
2
)
e−2a|x¯2|
=
1
2a
+
a
2 (a2 + k2)
cos 2kx1 (101)
C.2 Useful integrals for the 0D model
In the following integrals ξ represents the coordinate
x, y and z. ξ1 ξ2 represents the product two different
coordinates and dv = dxdydz:
∞∫∫∫
−∞
dv e−ar =
8pi
a3
(102)
∞∫∫∫
−∞
dv cos kξ e−ar =
8api
(a2 + k2)2
(103)
∞∫∫∫
−∞
dv cos kξ1 cos kξ2 e
−ar =
8api
(a2 + 2k2)2
(104)
∞∫∫∫
−∞
dv cos kx cos ky cos kz e−ar =
8api
(a2 + 3k2)2
(105)
∞∫∫∫
−∞
dv cos k1ξ1 cos k2ξ2 e
−ar =
8api
(a2 + k21 + k
2
2)
2
(106)
∞∫∫∫
−∞
dv cos k1x cos k2y cos k3z e
−ar =
=
8api
(a2 + k21 + k
2
2 + k
2
3)
2
(107)
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D Reducing the integral multiplicity
The basic idea in the reduction of a twofold into a single
numerical integration is to use a set of variables allowing
for an analytical integration of one of the two variables.
In our case, we deal with:
L/2∫∫
−L/2
dxedxh cos
2 kxe cos
2 kxh f(|xe − xh|) (108)
After the cosmetic change of variables kxi = ξi, turning
the integration original limits [−L/2, L/2] into [−pi/2,
pi/2], we define ξ = ξe−ξh and ξ′ = ξe+ξh. This trans-
formation has a 1/2 Jacobian, i.e., dxedxh → 12dξdξ′,
and turns the rectangular integration region into a rhom-
boidal one with the vertices of the rhombus separated
a distance pi from the origin.
It should be said that a similar transformation can be
employed to calculate the Coulomb integrals in the SCF
calculation (section II), as we met the integral:
2pi∫∫
0
dθ1 dθ2√
r21 + r
2
2 − 2r1r2 cos(θ2 − θ1)
(109)
In this case, integrand periodicity allows either to in-
tegrate in a rhombus with vertices [(−2pi, 2pi), (0, 4pi),
(2pi, 2pi), (0, 0)] or in a rectangle with θ ∈ [0, 2pi] and
θ′ ∈ [0, 4pi], the second option disentangling the inte-
gration of either coordinate. The integration on θ′ just
yields 4pi, so that the above twofold integral turns into
a single coordinate integral,∫ 2pi
0
dθ√
r21 + r
2
2 − 2r1r2 cos θ
. (110)
All the same, the integrand in eq. (108) is not peri-
odic. This is due to the fact that f(|xe − xh|) repre-
sents the exponential function divided by the modulus
of the electron-hole distance. Then, we must integrate
the rhombus region. We do it by analytically integrating
over ξ′, keeping ξ constant, between limits [ξ−pi, pi− ξ]
and then numerically integrating ξ within the limits
[0, pi]. This actually corresponds to one half of the rhom-
bus region, as ξ ∈ [−pi, pi]. However, for symmetry rea-
sons, both half regions integration yield the same result
so the required integral is just twice the one calculated.
Finally, it should be pointed out that should we enclose
the Coulomb polarization, i.e., include all image charges
originated by the dielectric mismatch, then, instead of
an integrals of squared cosines times f(|ξ|), we have
a large sum of inverse of squared roots including both
ξ = ξe − ξh and ξ′ = ξe + ξh, so that the integrals over
ξ′ cannot be done analytically.
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