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ABSTRACT 
We give necessary and sufficient conditions for the existence of a matrix [A B] , 
over a field, where A is a square matrix, such that [A B] has a prescribed sub- 
matrix and the pencil [zl- A -B] has a prescribed number of invariant factors 
different from 1. As a corollary we give a necessary and sufficient condition 
for the existence of a completely controllable pair (A, B) such that [A B] has a 
prescribed submatrix. 
Let F be a field. Let il, . , i,, ~‘1,. . , j, be integers such that 1 < il 
< . < i, < m, 1 5 jl < . . < j, 5 m + t, with t 2 0. 
Consider the problem of finding necessary and sufficient conditions for 
the existence of a matrix [A B] E Fmx(m+t), A E F”‘“, with a prescribed 
submatrix c lying in rows il,. . . , i, and columns ~‘1,. . . , jh and such that 
the pencil [XI, - A -B] has a prescribed number of invariant factors 
different from 1. We denote this number by i([A B]). 
Let R = {il,. . . , in} and 5’ = {jl, . . . , jh}. Without loss of generality 
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we shall assume that R = (1,. . . , n}, R n S = {p + 1,. . , n}, and S 
={JIt1,..., n )...) 72$21)U{m+1,..., m+wJ}. 
Let 
C= 
i 
Cl2 Cl3 Cl5 
c22 c23 c25 1: 
where C22 E Fqxq, Cr5 E Fpxw, q = n -p. Let k be a nonnegative integer. 
Our purpose is to determine conditions equivalent to: 
(a) There exists a matrix [A ( B] E Fmx(m+t), A E Fmxm, of the form 
All -412 A13 A14 &l B12 
A21 A22 A23 A24 B21 B22 
A31 A32 A33 A34 B31 B32 
(1) 
_ A41 A42 A43 -444 B41 B42 
where A11 E FpXp,A22 E Fqxq, A33 E FUXU,A44 E F”‘“, and Bll 
E Fpxw, such that the following conditions are satisfied: 
(al) C = 
A12 A13 &l 
A22 A23 B21 1 1 
(a2) i([A B 1) = k. 
Let fr 1 . . . 1 f, be the invariant factors different from 1, and cr and 
y be, respectively, the number of row minimal indices and the number of 
infinite elementary divisors of the pencil 
C(x) =5 
[ 1 ; 9 i -c. 
Our main results are: 
THEOREM. If k = 0, then (a) is equivalent to: 
(b) t > 0, p 5 y + v + t - w, and one of the following conditions, holds: 
(br) y + v + t - w > 0; 
(b2) y+v+t-w=O andp=O. 
If k > 0 and one of the conditions 
(Cl) P = 0, 
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(~2) p > 0, and there exists a E F such that fl(a) = o 
is satisfied, then (a) is equivalent to: 
REMARK 1. If k > 0 and neither (cl) nor (~2) is satisfied, then we can 
give counterexamples showing that (c) does not imply (a). For example, if 
F = IK it is not difficult to conclude that there does not exist a matrix of 
the form 
* 000 0 
[A 1 B] = 1 _: ; ; i E W4x5 
* 000 lJ 
such that: 
i([A B]) = 2. 
COROLLARY. Suppose that t > 0. Then the following conditions are 
equivalent: 
(a’) There exists a matrix [A B] E FmX(m+t),A E F”‘“, of the form 
(1) such that (al) is satisfied and the pair (A, B) is completely 
controllable; 
(b’) p 5 y + ‘u + t - w and one of the conditions (bl), (bz) holds. 
Let 
C’ = Ci2 Ci3 Ci:, 
G2 G, G5 1 
E Fnxh, 
where Ch, E FYxY,Ci5 E Fpxw, and 
C’(x)=x I” 
[ 1 4 
; -C’. 
From now on we are proving the Theorem and Corollary. 
DEFINITION. We say that C and C’ E Fnx h are q-similar if there exist 
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nonsingular matrices of the forms 
P= E Fnx”, 
with Ps2 E Fqxq, such that C’ = PCQ. 
REMARK 2. Let 
C and C’ are q-similar if, and only if, we can obtain C’ from C by per- 
forming a sequence of transformations of the types: 
C-+ 
PllG2 PllC13 PllC15 
c22 c23 c25 1 , Pl1 E FpXp nonsingular; 
C-t 
i 
Cd&J Cl3 Cl5 
p22c22&1 p22c23 pZZc25 1 , P22 E Fqxq nonsingular; 
C-t 
Cl2 Cl3 Cl5 
c22 $- pZl& c23 + p2lc13 c25 + p2lcl5 1 , P21 E FqxP; 
C --f [Ci CsQ22] , Q22 E F(h-q)x(h-Q) nonsingular; 
C -+ [C, + G&21 ‘4, Q21 E F(h-4)xq. 
Note that q-similarity coincides with block-similarity if q = n. 
The following lemmas are easy to prove. 
LEMMA 1. The matrices C and C’ are q-similar if, and only if, the 
pencils C(x) and C’(x) are strictly equivalent. 
Let f = xd + bd_lzdpl + ... + bo E F[z], and denote by C(f) the 
following companion matrix of f: 
c(f) = [e$! .. ed b]* 
where bT = [-bo . . . -b&l], and ei is ith column of the identity matrix Id. 
In the proof of Lemma 2 attend to the preceding result and to the 
Kronecker canonical form of C(s). 
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LEMMA 2. If 
are, respectively, the invariant factors different from 1, the row minimal 
indices, the column minimal indices, and the degrees of the infinite elemen- 
tary divisors of the pencil C(x), then C is q-similar to a matrix C, of the 
form 
c, = 
00 00 0 0 0 o- 
OR100 0 0 0 0 
00 OTl 0 0 0 0 
0 0 0 0 I,,, 0 0 0 
where 
OR00 0000 
ooso 0 s, 0 0 
00 OT 0 0 Tao 
u = C(fp) @. . . @ C(fl), 
R = C(xce’) @. . . $ C(xe=), 
s = C(x”‘) $. . . $ C(xCB’), 
T = C(xd’-l) @. . . $ c(xd,,-l) 
RI (respectively, Tl) is a matrix with cr’ (respectively, 7’) rows whose entries 
in positions (1, l), (291 + l), . . . , (a’, [I + . . . + Cat.-1 + 1) (respectively, 
(1, I), (2, (dl-l)+l), . . . , (y’,(dl-l)+...+(d,t-l)+l)) are equal to 1. The 
matrix Sz (respectively, Ta) has p’ (respectively, 7’) columns, and its entries 
in positions (cl, l), (cl tc~, 2), . . ,(c~+...+cfjf,P’) (respectively,(dl-l,l), 
((dl - 1) + (da - 1),2), . . . , ((dl - 1) + .. . + (d,t - 1),-f)) are equal to 1. 
All the other elements of CN are zero. 
REMARK 3. Note that 
y = y’ + y”, 
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Q = a’ + cy” = n - rank C(X) = (p + q) - (q + y) = p - y, 
P = P’ + p” = h - rank C(X) = (q + u + w) - (q + y) = u + w - y, 
and the block of zeros in the right upper corner of C, has LY” rows and 
0” columns. 
DEFINITION. Let p be an algebraically closed extension of F, and 
M= 
Ml2 Ml3 
[ 1 
EF Z1X.Q 
M22 M23 
with M22 E Fgxg. 
Define 
R$‘(M) = min rank < 
EEF ( [; RI-M). 
If g = zi , we denote R$)(M) simply by RF(M). 
The following lemma is also easy to prove. 
LEMMA 3. 
(i) R$’ (C) = &’ ; (CN) =q-pfy. 
(ii) RF([A B]) = m - i([A I?]). 
PROPOSITION 4. (a) implies (c). 
Proof As C is a submatrix of [A B] satisfying (al), we have 
R$(C) 5 RF([A B]) 5 I$‘(C) + p + u + 2v + t - w. 
Now, from (a~) and Lemma 3, we conclude (c). ??
Attending to the definition of RF, the proof of Lemma 5 is obvious. 
LEMMA 5. Let 
[A B] = “,’ “,’ E Fmx(m+t), 
[ 1 
where A E Fmx”’ and A1 E Fnxn. Then 
RF([A I?]) = m implies RF([A~ Bl]) = n, 
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or, equivalently, 
i([A B]) = 0 implies i([Al Bl]) = 0. 
LEMMA 6. Suppose that C, C’ E Fnxh are q-similar matrices. Con- 
sider the condition: 
(a”) There exists a matrix [Al Bl] E FnX(m+t),A1 E Fnxn, of the form 
1 
All AU A13 A14 Bll B12 
A21 A22 A23 A24 B21 B22 1; 
where AlI E FpXp, A12 E FpXg, A13 E FpXU, A14 E Fpxv, and 
B11 E Fpxw, such that 
C= 
A12 A13 &I 
-422 A23 B21 I 
and 
RF( [Al B1]) = n - k (i.e., i([Al Bl]) = k). 
Then (a”) is equivalent to the condition that results from it on replacing C 
with C’. 
Proof. As C and C’ are q-similar, we have 
C’ = PCQ, 
where P and Q are nonsingular matrices of the forms 
with P22 E Fqxq and R22 E F”‘“. The matrix 
P-l 0 
0 R21 R22 0 R23 0 
[A: (B;] = P[Al 1 B1] 0 0 0 I, 0 0 
0 R31 R32 0 R33 0 
0 0 0 0 0 I&_, 
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is n-similar to [Al B ] 1 and has C’ as a submatrix in the desired position. 
Hence, the result follows. ??
PROPOSITION 7. If k = 0, then (a) implies (b). 
Proof. Suppose that k = 0 and (a) is satisfied. From Proposition 4 it 
results that p 5 y + w + t -w. As i([A B]) = 0 and i(A) > 0, we also have 
t > 0. 
Now, suppose that neither of the conditions (bl),(bz) holds. Then y 
fv + t - w = 0 and p > 0. As p 2 y + v + t - w = 0, we have y = v 
= t - w = 0 and p = 0. From Lemmas 5, 6, and 2 we deduce that there 
exists a matrix [A, ( BI] E Fnx(n+u+w),A~ E FnXn, of the form 
A:, A;, 0 0 0 
A;, R 0 0 with $, 0 S S, 0 o] A:r_[il], 
A’,, E FpXp, and R, RI, S, and Sz as in Lemma 2, such that 
i([Al BI]) = 0. 
Then, we conclude that 
which is impossible. 
PROPOSITION 8. Ifu = w = 0, then 
Proof. In view of Propositions 4 and 
??
the Theorem holds. 
7, we only have to prove the “only 
if” part. Note that if k > 0 we can suppose that one of the conditions 
(cl),(~) is satisfied. We shall use induction on p + (t - w). 
Ifp+(t-w)=O,thenwehavep=t-w=O,a=y=O. Hencek=p, 
and the matrix [A B] = C E Fmx(m+t) satisfies (al) and (a2). 
Now, suppose that p + (t - w) > 0. 
Case 1. k=p+a or, equivalently, @j(C) = n - k. Consider the 
matrix 
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where [C 0] E Fnx(q+t) and where a = 0 if p = 0 or k = 0. It is easy 
to conclude that +([A I?]) = G’(C). Consequently, [A B] satisfies (ai) 
and (a~). 
Case 2. k < p + (Y or, equivalently, e) (C) < n - k. According 
to Lemma 6 we can replace C with a q-simi ar matrix. Without loss of .7 
generality, we assume that C has the form of CN indicated in Lemma 2. 
We denote by d(f) the degree of the polynomial f. 
Case 2.1. Q = 0. In this case. we have 
p > 0. 
Let e, be the rth column, where T = p + d(f,), of the identity matrix I,. 
Case 2.1.1. t -w > 0. Let C = [C, e,]. The pencil 
has nonconstant invariant factors fi 1 . . lfp_-l [if p = 1 then C(X) does 
not have nonconstant invariant factors] and has column minimal indices 
Cl,..., cp, d(f,) (not necessarily in nonincreasing order). Like C(z), C(z) 
does not have row minimal indices, and the degrees of its infinite elementary 
divisors are the same as those of C(z). Note that 
(P - 1) - (Y + t - w-l)Ik<p-1. 
If k > 0, then we have p > 2 and .fl (a) = 0. In this case we conclude, bv 
the 
the 
induction hypothesis, that there ‘exists a matrix [A B] E Fnx(n+i) of 
where AlI E Fpxp and gi2 E FPX(t+‘-l), such that (az) is satisfied. Then, 
obviously, (a) is satisfied. Analogously, if k = 0 and y + t - w - 1 > 0, we 
get the same conclusion. Now, suppose that k = 0 and y + t - w - 1 = 0. 
In this case, we have y = 0, t - w = 1, and p = cu + y_= 0. From 
O<p<y+t-w=lwededucethatp=l. Hence[AB]=CEFnx(n+t) 
satisfies (al) and (az). 
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Case 2.1.2. t - w = 0. In this case we have p > 0. From p - y 5 k 
< p we conclude that 
y > 0. 
Let 2; = [e, CN] and 
E(2)=z 1o : -c. 
[ I q+l 
If y” > 0, we can deduce that the pencil 6(x) has nonconstant invari- 
ant factors fi]...]f,_i, h as column minimal indices cl, . . . , co, d(fp) + 1, 
and the degrees of its infinite elementary divisors are dl, . . . , dy,, . . . , d,_l. 
Like C(X), E(X) d oes not have row minimal indices. If y” = 0, we have 
y’ > 0, and we can conclude that E(T) has nonconstant invariant factors 
fi 1 . . . If,-l, has column minimal indices cl, . . . , cp, d(fp) + d,/ , and the de- 
grees of its infinite elementary divisors are di, . . . , d,J_l. Like C(X), C(X) 
does not have row minimal indices. In both cases, we have 
(p - 1) - (y - 1) < k 5 p - 1. 
As in case 2.1.1, if k > 0 we conclude that p > 2 and fi (a) = 0. Attending 
to the induction hypothesis, we deduce that there exists a matrix [A B] E 
FnX(n+t) of the form 
[A B] = 
such that (as) holds. Now, it is clear that (a) is satisfied. Analogously, 
if k = 0 and y > 1, we get the same conclusion. If k = 0 and y = 1, 
then [A B] = C? E FnX(n+t) satisfies (al) and (az). Note that we have 
p = cx + y = 1; as in case 2.1.1, we conclude that p = 1. 
Case 2.2. cr > 0. In this case CN has, at least, one row of zeros. Let 
z = 1 if cy” > 0, and z = p + d(fl . . fP) + Cl if o” = 0. Let e, be the zth 
column of the identity matrix 1,. 
Case 2.Z.l. t -w > 0. Let E = [C, e,], and define e(z) as in case 
2.1.1. If o!’ > 0 (respectively, o!’ = 0), then the pencil e(s) has row mini- 
mal indices ei, . . , &t, . . . , &_I, (respectively, ~!z,. , t,), the degrees of its 
infinite elementary divisors are di, . , d,, 1 (respectively, dl, . . . , d7, ll+ l), 
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and has the same nonconstant invariant factors and column minimal indices 
as C(z). Note that 
P - [(Y + 1) + (t - w - l)] I k I p + (a - 1). 
Applying the induction hypothesis, it is easy to conclude that (a) is satis- 
fied. 
Case 2.2.2. t -w = 0. As in case 2.1.2, we have p > 0. 
Case 2.2.2.1. y > 0. Let E = [ e, C,], and define C(z) as in case 
2.1.2. Suppose that Q” > 0. If y” > 0 (respectively, y” = 0), then 
the pencil C(X) has row minimal indices li,. . ,I,,, . , &_I, the degrees 
of its infinite elementary divisors are di, . , dyj, . ,L-I,2 (respectively, 
di )..., d,,-1,d,t+1), and has the same nonconstant invariant factors and 
column minimal indices as C(z). Suppose that o” = 0. Hence LY’ > 0. 
If y” > 0 (respectively, y” = 0), then C(X) has row minimal indices 
&, . , e,, the degrees of its infinite elementary divisors are di, . , d_,,, 
. ! d,_l, !I + 2 (respectively, dl, . , d-,-l, d,/ +e, + l), and has the same 
nonconstant invariant factors and column minimal indices as C(X). Note 
that 
/--YIkLPf(Q-1). 
Attending to the induction hypothesis, it is easy to conclude (a). 
Case 2.2.2.2. y = 0. As (bi) and (b ) 2 are not satisfied, we conclude 
that 
Ic > 0. 
Suppose that Q: > 1. If one of the conditions 
o’=O and ~“>l, 
(u’ > 0 and a” > 0 
is satisfied, then let C = [e, C,] and define C(z) as in case 2.1.2. If (i) 
[respectively, (ii)] h Id o s, we conclude that C(X) has row minimal indices 
i,e3,...,eall [respectively, e,, . . , &I + 1,. . , .&i]. The nonconstant in- 
variant factors and the column minimal indices of C(z) coincide with those 
of C(z), and like C(z),C(rc) d oes not have infinite elementary divisors. 
Otherwise, we have 01’ > 1 and o” = 0. Let e,t be the z’th column, where 
z ’ = p + d(fl . .f,) + e, + ... + !aI_lr of the identity matrix In. Let 
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C = [e,, CN] and C(x) b e as in the previous case. We can prove that C(x) 
has row minimal indices Cl,. . . ,&-2,&-l f&j + 1. C(z) and C(x) have 
the same nonconstant invariant factors and column minimal indices, and 
neither has infinite elementary divisors. Note that 
and so we can conclude, by the induction hypothesis, that (a) is satisfied. 
Now, consider the case o = 1. From p 5 k < p + cy we conclude that 
,o=k>O. 
We also have p = Q = 1. Consider C and C(z) as in case 2.1.2. C(x) has 
nonconstant invariant factors fi 1 . . . lfpel+‘, does not have row minimal 
indices or infinite elementary divisors, and has the same column minimal 
indices as C(x). Hence, [A B] = C satisfies (az). ??
LEMMA 9. Let [Al B1] E F”X(m+t),A1 E Fnx”, and B1 = [bl B2] 
where bl E Fnx’. If at least one of the two conditions 
(i) 
(ii) 
u+w+t>l, 
+([A1 Bl]) < n (i.e., i([Al Bl]) > 0) and u + w + t > 0 
is satisfied, then 
(iii) there exists L = [Ll Lz] E F’x(m+t), L1 E Fl’(“+‘) such that 
i.e. 
i ([ AI bl Ll = i([Al &I). 
Proof Let k1 2 . . . 2 kp > kp+l = . = kp+p (= 0) and gi] . . . ]gPl 
be, respectively, the column minimal indices and the nonconstant invariant 
factors of the pencil [x1, - Al - Bl]. We have 5’ + 6” = u + Y + t. 
Case 1. +([A1 Bl]) = n (i.e., i([Al Bl]) = 0) and u + v + t > 1. 
In this case we have 6’ > 0. As p’ = i([Al Bl]) = 0 and the pencil 
[x1, - A1 - Bl] does not have row minimal indices or infinite elementary 
divisors, we conclude, from Lemma 2, that [Al Bl] is block-similar to 
[C(&) 63.. . cl3 C(&‘) 1 V] 
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where V E Fnx(UfVft) has all its entries equal to zero except those in 
positions (ICI, l), (Ici + ka, 2), . . , (IQ + .. . + IQ/, 6’) that are equal to 1. 
Now, it is not difficult to deduce that there exists a nonsingular matrix 
P’ E F(“ft)X(“tt) of the form pi, 0 0 
P' = Pi, 
[ I P' 22 0 ; 31 pi2 pi3 
where Pi, E F”‘” and P& E FIX], such that 
has the form 
where Wi E 
w,c,i E (1 7’. 
Wl 
C(5k~)cl3...~C(&‘) i ) I (2) WY 
Fk*x(u+v+t) has all its rows equal to zero except the last row 
. ,S’}, and 
E J’6’ X (U+21+t) 
has one of the following forms: 
1 * ... * *...* 
0 
(1) . 
0 
b-1 
(the block on the right has 6” columns); 
0 
(II) any form obtained from (I) by permutation of its rows; 
0 
(III) i 16’ 
i I 
0 (the block on the right has 6” - 1 columns). 
0 
Suppose that the submatrix W’ of [A’, Bi] has form (I). If 6’ > 1 (re- 
spectively, 6’ = 1) let L’ E F lx(m+t) be the matrix whose entries are zero 
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except that in column 1%i + 1 (respectively, ki + 2), which is equal to 1. 
Suppose that L’ = [L’, L!J, where Li E F’X(n+l), and Bi = [bi B!J, where 
bi is the first column of B:. It is easy to verify that 
is block-similar to 
kl+l C(x ) 0 
1 0 . . 0 
C(x”“) 83 . @3 c(xkq 
( respectively, 
@l 
0 
% 
Wfj’ 
a 
C(x ) kl+l 
1 0 “’ 0 1); 
where @i, i E (1, . . . , S’}, is the m a rrx obtained from IV, by suppressing t . 
the first column. Now, suppose that the submatrix IV’ of [A’, Bi] has form 
(II) and 5’ > 1 [note that if 6’ = 1 then W’ has form (I) or form (III)]. Let 
L’ = [l 0 . . 01 E p(m+t). 
Suppose that in the matrix [A’, IIt] the element equal to 1 of column n + 1 
is in a row of index kr + . . + lcj,j E (2,. . . 6’). Using the same notation -!/ 
as in the preceding case, we conclude that A4 is block-similar to 
0 
0 
1 0 ( 
i%j 
0 
WI 
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Finally, if the submatrix W’ of [Ai Bi] has form (III), then, considering 
L’, %f, and @%, i E (1,. , S’}, as in the preceding case, we conclude that - 
M is block-similar to 
r 
c(zk’+‘) $ C(3+) $ ” $ C(&) 
It is easy to verify that in all the cases we have 
i(G) = 0. 
0 
I@, 
- 
WI51 
By performing block-similarity transformations on G we can obtain a ma- 
trix of the form 
We have 
and so (iii) holds. 
Case 2. &([A1 Bi]) < n (i.e., i([Al Bl]) > 0) and u + II + t > 0. In 
this case, there exists a nonsingular matrix Q’ E F(m+t)x(m+t) of the form 
where Qii E Fnxn and Qk2 E FIX1, such that 
and [A’, Bi] has the form (2). Note that i([Ai B’,]) = 0 and Bi has u+u+~ 
columns. If 6’ > 0 and 6 = u f w + t > 1, then, as in case 1, we easily 
222 
conclude that (iii) is satisfied. Suppose that 
the first column of Ni. Let L’ = [l 0 . . . 0] 
L’ = [Ll, Lh] with Li E FIX(nfl). Consider 
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Ni = [ni Nz], where ni is 
E FIX(“ft). Suppose that 
Xii= Ml nl N2 
L: I 1 L; . 
If 6’ = 0, it is easy to conclude that the nonconstant invariant factors of 
the pencil z[1,+i 1 0] - M are gi1 . . . Ig,+i lgptz. 
If 6’ > 0 and u + w + t = 1 or, equivalently, if 6’ = 1 and 6” = % 
then we can conclude that the nonconstant invariant factors of x1,+1 - M 
are 91 I . . . I ib--l I gpJx kli-l. As in case 1, by performing block-similarity 
transformations on % we can obtain a matrix of the form 
[*I L1 b1 ( 21 
We have 
i([“’ L1 b1 / ~~~)=~(~)=p’=i(lAIB~,), 
and so (iii) is satisfied. ??
PROPOSITION 10. If u # 0 or u # 0, then the Theorem holds. 
Proof. As in Proposition 8, we only have to prove the “only if” part. 
Case 1. k < p + (Y, or equivalently, I?$‘(C) 5 n - k. Note that 
p-(y+v+t-w)<k<p+(~. 
Leti;,=u+wand?=u+v+t. Wehave 
In view of Proposition 
FnX(m+t) of the form 
I, we conclude that there exists a matrix [A’, Bi] E 
=[ 
All 62 Cl3 Cl5 
G 
A21 c22 c23 c25 I 
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with AlI E Fpxp and G E Fnx(‘-‘), such that 
i([A; B;]) = k (i.e., +([A: Bi]) = n - k). 
As t- 3 = u + t - w, suppose that 
G= 
A14 B12 
A24 B22 
with A14 E Fpxv. Consequently, 
223 
satisfies 
i([Al B1]) = k. 
It is not difficult to conclude that we can apply Lemma 9 u + w times, and 
so (a) holds. 
Case 2. k > p + a, or equivalently, l?$)(C) > n - k. In this case we 
have k > 0. Let s = k - (p + a). Consider the matrix 
where H = [aIS 0] E FSX(“+“) and a = 0 if p = 0. 
+([A1 BI]) = I@(C) 
F ’ 
or equivalently, 
i([Al B1]) = k. 
We have 
Now, we can apply Lemma 9 (u + v) - s = (p + cy + u + v) - k times, and 
deduce that (a) is satisfied. W 
In view of Propositions 8 and 10, we have proved the Theorem. 
Finally, as a pair (A, B) is controllable if and only if i([A B]) = 0, the 
Corollary is a trivial consequence of the Theorem. 
The author wishes to thank Professor Fernando C. Silva for many 
helpful comments and suggestions. 
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