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Abstract: An evergreen scientific feature is the ability for scientific works to be reproduced.
This feature allows researchers to understand, enhance, or even question works that have been
developed by other scientists. In control theory the importance of modeling and simulation of
systems is widely recognized. Despite this recognition, less attention is paid to the effects of
finite precision of computers on the simulation reproducibility of nonlinear dynamic systems. In
this work, a case study of reproducibility is presented in the simulation of a chaotic Jerk circuit,
using the software LtSpice. In order to do so, we performed simulations of the circuit in the
same version of the software on different computers, in order to collect the data and compare
them with experimental results. The comparison was made with the NRMSE (Normalized Root
Mean Square Error), in order to identify the computer with the highest prediction horizon.
Tests performed in 4 different configurations showed the difficulties of simulation reproducibility
in LtSpice. The methodology developed was efficient in identifying the computer with better
performance, which allows applying it to other cases in the literature.
Resumo: Um dos aspectos essenciais da cieˆncia e´ a habilidade de que trabalhos cient´ıficos
possam ser reproduzidos. Essa caracter´ıstica permite que pesquisadores possam compreender,
aprimorar ou mesmo questionar trabalhos que foram desenvolvidos por outros cientistas. Na
teoria de controle e´ amplamente reconhecido a importaˆncia da modelagem e simulac¸a˜o de
sistemas. Apesar deste reconhecimento, percebe-se uma menor atenc¸a˜o nos efeitos da precisa˜o
finita dos computadores na reprodutibilidade de simulac¸a˜o de sistemas dinaˆmicos na˜o-lineares.
Neste trabalho, apresenta-se um estudo de caso da reprodutibilidade na simulac¸a˜o de um circuito
cao´tico Jerk, utilizando o software LtSpice. Para isso foram realizadas simulac¸o˜es do circuito
em uma mesma versa˜o do software em diferentes computadores, a fim de coletar os dados
e compara´-los com resultados experimentais. A comparac¸a˜o foi feita com o ı´ndice NRMSE
(Normalized Root Mean Square Error), com o objetivo de identificar o computador com o maior
horizonte de predic¸a˜o. Testes realizados em 4 configurac¸o˜es distintas evidenciaram as dificuldades
da reprodutibilidade de simulac¸a˜o no LtSpice. A metodologia desenvolvida foi eficiente em
identificar o computador com melhor desempenho, o que permite aplica´-la para outros casos
da literatura.
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1. INTRODUC¸A˜O
Um dos aspectos essenciais da cieˆncia e´ a capacidade de
reproduzir resultados cient´ıficos obtidos por outros cientis-
tas. Esta perspectiva tem sido tema de discussa˜o na a´rea
de teoria de controle e automac¸a˜o em diversas vertentes.
Por exemplo, Bonsignorio (2017) afirma que a reproduti-
bilidade de resultados experimentais e´ uma caracter´ıstica
chave do me´todo cient´ıfico, mas que apesar disso, a a´rea
? Os autores agradecem ao apoio financeiro da Fapemig, CNPq e
Capes.
de robo´tica e inteligeˆncia artificial na˜o tem priorizado essa
perspectiva. Nesta mesma linha, o painel de editores do
IEEE conduzido pelo editor chefe da IEEE Robotics and
Automation Magazine afirmou que a reprodutibilidade na
pesquisa cient´ıfica e´ imperativa, mas que infelizmente ha´
diversos trabalhos cient´ıficos que a reproduc¸a˜o dos resul-
tados e´ dif´ıcil ou mesmo imposs´ıvel IEEE (2018).
Na a´rea de teoria de controle e´ amplamente reconhecido
a relevaˆncia da modelagem e simulac¸a˜o de sistemas Mar-
tins et al. (2013). Apesar deste reconhecimento, percebe-
se uma menor atenc¸a˜o nos efeitos da precisa˜o finita dos
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computadores na reprodutibilidade de simulac¸a˜o de siste-
mas dinaˆmicos na˜o-lineares Nepomuceno (2014). De fato,
experimentos nume´ricos teˆm sido realizados desde os tra-
balhos de (Lorenz, 1963) com a intenc¸a˜o de compreender o
comportamento de sistemas dinaˆmicos na˜o-lineares (Peck,
2004; Hammel et al., 1987).
Em muitos estudos ja´ se pode encontrar a importaˆncia
da comparac¸a˜o entre ana´lise f´ısica e computacional, como
va´rios trabalhos que surgiram apo´s o desenvolvimento do
circuito de Chua (Chua, 1992). Recentemente, esses es-
tudos teˆm sido motivados pela descoberta de equac¸o˜es
diferenciais ordina´rias de terceira ordem, cujas soluc¸o˜es
apresentam comportamento cao´tico. No trabalho A new
class of chaotic circuit (Sprott, 2000), Sprott estabelece
uma nova classe de circuitos eletroˆnicos cao´ticos composto
por resistores, capacitores, diodos e amplificadores ope-
racionais, em que ele apresenta esta comparac¸a˜o entre
resultados experimentais e computacionais.
Desta forma, e´ poss´ıvel afirmar que a computac¸a˜o nume´-
rica e´ de fundamental importaˆncia na ana´lise de circuitos
eletroˆnicos que descrevem sistemas dinaˆmicos na˜o-lineares
(Matsumoto, 1987; Sprott, 2011). Essas ana´lises fazem uso
de softwares populares e computadores de fa´cil acesso a
maioria dos pesquisadores. Pore´m, ha´ muitos trabalhos
publicados cuja confiabilidade dos resultados nume´ricos
na˜o tem sido avaliada com cuidado (Lozi, 2013).
Entre os trabalhos encontrados na literatura que ques-
tionam a confiabilidade das simulac¸o˜es nume´ricas, em
especial as que envolvem sistemas dinaˆmicos cao´ticos,
encontram-se: Ju´nior and Nepomuceno (2015), em que
os autores apresentam a computac¸a˜o por intervalos como
uma forma de se obter resultados mais confia´veis na si-
mulac¸a˜o do mapa log´ıstico. Paiva et al. (2015) e Nazare´
et al. (2017) apresentam a influeˆncia da condic¸a˜o inicial
e a imprecisa˜o nume´rica no resultado da simulac¸a˜o do
mapa log´ıstico e quadra´tico, respectivamente. Recente-
mente, Nepomuceno and Martins (2016) demonstraram
o teorema do limite inferior do erro (Nepomuceno et al.,
2017) para estimar erro em func¸o˜es recursivas, como os
modelos polinomiais NARMAX. Esse teorema mostrou-se
u´til para testar a confiabilidade de simulac¸o˜es nume´ricas
para sistemas dinaˆmicos na˜o-lineares. Outros exemplos
que utilizam computac¸a˜o intervalar como forma de obter
melhores resultados sa˜o: Miranda et al. (2017); Peixoto M.
L. C. et al. (2016).
Entretanto, trabalhos que utilizam softwares de simula-
c¸a˜o do tipo Spice para ana´lise de circuitos cao´ticos na˜o
apresentam, em sua maioria, a versa˜o do software e as
configurac¸o˜es do computador onde foram realizadas as
simulac¸o˜es. Esse fato dificulta futuras ana´lises do mesmo
circuito, caso esse na˜o apresente uma boa reprodutibi-
lidade. Como exemplo, tem-se o trabalho realizado por
Sˇalamon and Dogsˇa (2004), em que os autores identifi-
caram problemas ao reproduzir simulac¸o˜es do Circuito de
Chua em diferentes computadores utilizando o software
Multsim. Ha´ tambe´m o trabalho de Milani et al. (2016) que
apresenta a influeˆncia de softwares e sistemas operacionais
em simulac¸o˜es de modelos dinaˆmicos na˜o-lineares.
Motivando-se no problema de repetibilidade no circuito
de Chua esse projeto teve por objetivo verificar se o
mesmo ocorre com o circuito cao´tico Jerk (Sprott, 2011),
comparando dados obtidos em diferentes computadores
utilizando o software LtSpice e coletados experimental-
mente. Esta comparac¸a˜o foi realizada utilizando o ca´lculo
do ı´ndice NRMSE, aquele computador que apresentou o
menor valor de ı´ndice foi escolhido como refereˆncia para a
ana´lise da reprodutibilidade do LtSpice. Objetiva-se com
esse ı´ndice identificar o computador que apresente o maior
horizonte de predic¸a˜o. Tambe´m verifica-se assim, a dificul-
dade de reproduc¸a˜o de resultados ao utilizar computadores
com diferentes configurac¸o˜es.
O restante do trabalho esta´ organizado da seguinte forma.
Na Sec¸a˜o 2 sa˜o apresentados conceitos ba´sicos do artigo.
A Sec¸a˜o 3 apresenta a metodologia abordada no trabalho.
Em seguida, na Sec¸a˜o 4, os resultados obtidos sa˜o descritos
e analisados. Por fim, a Sec¸a˜o 5 apresenta a conclusa˜o e
perspectivas de trabalhos futuros.
2. CONCEITOS PRELIMINARES
2.1 Dinaˆmica Jerk
Entre os circuitos que apresentam comportamento cao´tico,
e´ poss´ıvel encontrar modelos que foram motivados por
equac¸o˜es diferenciais de terceira ordem, representadas pela
Eq.(1). A soluc¸a˜o para esta equac¸a˜o pode ser encontrada
em (Sprott, 1997). A func¸a˜o na˜o-linear J e´ chamada de
“Jerk”, porque descreve a derivada de terceira ordem de x,
que corresponde a` primeira derivada da acelerac¸a˜o em um
sistema mecaˆnico (Sprott, 2011).
...
x = J(x¨,x˙,x) (1)
A func¸a˜o J pode ser representada da seguinte forma,
J = −Ax¨− x∓ x˙2 (2)
que e´ a equac¸a˜o diferencial ordina´ria mais simples com
uma na˜o-linearidade quadra´tica que apresenta resultado
cao´tico. O termo na˜o-linear de J e´ x˙. Nesta equac¸a˜o A
e´ o paraˆmetro de bifurcac¸a˜o que apresenta caos entre a
maior faixa dos limites de 2,0168... < A < 2,0577... Sprott
(2011).
2.2 Ra´ız do Erro Quadra´tico Normalizado
NRMSE (Normalized Root Mean Square Error), pode ser
calculado da seguinte forma:
NRMSE =
√∑N
k=1 [y(k)− ŷ(k)]2√∑N
k=1 [y(k)− y]2
,
em que y sa˜o os dados coletados, ŷ dados simulados, y e´
a me´dia dos dados simulados e N a quantidade de pontos
analisados.
3. METODOLOGIA
Como mencionado esse trabalho teve por objetivo reprodu-
zir os resultados apresentados por Sprott (2011) simulando
e implementando o circuito eletroˆnico proposto em seu
artigo. Esta simulac¸a˜o foi realizada em diferentes sistemas
operacionais e processadores, permitindo enta˜o analisar
os resultados obtidos pela implementac¸a˜o pra´tica e em
cada computador, verificando assim a reprodutibilidade do
LtSpice. Entende-se reprodutibilidade como a capacidade
de reproduc¸a˜o dos mesmos resultados de simulac¸a˜o quando
sujeitos as mesmas condic¸o˜es iniciais, paraˆmetros do cir-
cuito e paraˆmetros de configurac¸a˜o do me´todo nume´rico.
Desse modo, a metodologia adotada para realizar esses
procedimentos e´ mostrada abaixo
• Simulac¸a˜o e coleta dos dados do circuito eletroˆnico
mostrado na Fig.(1) em diferentes computadores;
• Implementac¸a˜o pra´tica do circuito eletroˆnico;
• Coleta dos dados da implementac¸a˜o via placa de
aquisic¸a˜o de dados;
Figura 1. Circuito cao´tico composto por resistores de
1kΩ, amplificadores operacionais, capacitores de 1µF
e diodo 1N4001. Fonte: Sprott (2011).
Tabela 1. Lista de Computadores Utilizados
para Ana´lise da Reprodubitilidade do Circuito.
Computador Sistema Configurac¸a˜o
1 Windows 10 Intel Core i5 6200U
2 Windows 10 Intel Dual core 2
3 Windows 8.1 Intel Core i5-3570
4 Windows 8.1 Intel Core i5-4210U
Apo´s a realizac¸a˜o desses procedimentos, foi feita a com-
parac¸a˜o entre resultados simulados e pra´ticos pelo ı´ndice
NRMSE.
Entretanto, esse procedimento na˜o pode ser realizado de
imediato pois como pode ser observado o ca´lculo do ı´ndice
leva em considerac¸a˜o todos os dados simulados e coletados
experimentalmente realizando operac¸o˜es matema´ticas com
cada um dos valores. Todos os dados, simulados e experi-
mentais, foram armazenados em forma de vetores e para
que o ca´lculo na˜o apresentasse nenhum erro era necessa´rio
que esses vetores fossem de tamanhos iguais, pore´m, o
modo inicializac¸a˜o e o nu´mero de pontos coletados pelo
LtSpice apresentaram diferenc¸as de um computador para
o outro, resultando enta˜o vetores de tensa˜o de tamanhos
diferentes para cada computador testado. Como soluc¸a˜o
para esse problema, na rotina implementada para o ca´lculo
do ı´ndice foi criado um novo vetor de tempo com uma
quantidade de pontos estabelecida previamente, para que
assim pudesse ser realizada a interpolac¸a˜o dos vetores ori-
ginais. Ao fazer a interpolac¸a˜o todos os vetores de tensa˜o
coletados computacionalmente e na pra´tica passaram a ter
o mesmo nu´mero de pontos a serem analisados.
A simulac¸a˜o no computador que apresentou o menor
NRMSE foi considerada como refereˆncia. Em seguida,
partindo desse computador como refereˆncia, foi feita enta˜o
a comparac¸a˜o com as demais simulac¸o˜es para verificar a
reprodutibilidade.
Com relac¸a˜o a propagac¸a˜o de erros, foram tomados os de-
vidos cuidados seguindo as orientac¸o˜es contidas na norma
do Instituto de Engenharia Ele´trica e Eletroˆnica (IEEE)
754-2008 que versa sobre ca´lculo computacional com ponto
flutuante (Overton, 2001; Institute of Electrical and Elec-
tronics Engineers (IEEE), 2008) e na norma, tambe´m
do IEEE, sobre Aritme´tica Intervalar, a IEEE 1788-2015
(Institute of Electrical and Electronics Engineers (IEEE),
2015).
4. RESULTADOS
O circuito Jerk foi implementado no LtSpice XVII nos
quatro computadores listados pela Tabela 1, utilizando a
mesma versa˜o do software para todos os computadores.
Em seguida, foram coletados os dados do circuito f´ısico
utilizando a placa de aquisic¸a˜o de dados. Todos os resul-
tados foram coletados no intervalo de tempo entre 0 e 0,1
segundos. A Figura 2 apresenta a resposta para tensa˜o
coletada no ponto x¨ para cada computador.
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Figura 2. Tensa˜o coletada no ponto x¨ de cada computa-
dor analisado. Computador 1( ), Computador 2( ),
Computador 3( ), Computador 4( ).
Apo´s todos os dados coletados, foi realizada a comparac¸a˜o
entre os resultados para verificar a reprodutibilidade entre
todos os resultados computacionais com o resultado da
pra´tica.
A comparac¸a˜o foi realizada utilizando uma rotina no soft-
ware Matlab para o ca´lculo do ı´ndice NRMSE conside-
rando todos os valores de tensa˜o ja´ interpolados de cada
computador. Os resultados obtidos sa˜o apresentados pela
Tabela 2. Analisando apenas o gra´fico apresentado pela
Figura (2) acredita-se que na˜o ha´ diferenc¸a nos resultados
de um computador para o outro, entretanto, ao fazer a
comparac¸a˜o dos resultados utilizando o ı´ndice NRMSE,
verifica-se que entre os computadores ha´ uma divergeˆncia
de resultados, pois o valor do ı´ndice se distancia de zero.
Tabela 2. Resultado do ı´ndice NRMSE quando
comprados dados simulados e experimentais.
Computador NRMSE
1 1,4752
2 1,5572
3 1,4841
4 1,4748
Como dito anteriormente, o computador que apresentasse
o menor valor de NRMSE seria considerado como refereˆn-
cia. Entretanto, acredita-se que com o passar do tempo
esse ı´ndice tende a aumentar. Desta forma, foi necessa´rio
um ca´lculo em partes para o NRMSE. Esse ca´lculo foi
realizado da seguinte forma, cada vetor de tensa˜o tem uma
quantidade de 4700 pontos coletados. Esses pontos foram
divididos em dez partes, calculando assim o ı´ndice para
cada um delas, sendo o ca´lculo acumulativo.
Pode ser observado pela Tabela 3 com o aumento do
nu´mero de pontos coletados ha´ tambe´m o aumento do
valor do ı´ndice como ja´ esperado. Os computadores 1 e 4
foram os que apresentaram os menores valores. Entretanto,
para a comparac¸a˜o da u´ltima parte em que sa˜o analisados
todos os pontos, o computador 4 apresentou um melhor de-
sempenho. Desta forma, ele foi escolhido como computador
refereˆncia para verificar a reprodutibilidade do LtSpice.
Tabela 3. Resultado do ı´ndice NRMSE para
diferentes intervalos de simulac¸a˜o.
Computadores
Iterac¸a˜o 1 2 3 4
1-470 0,6457 1,3960 0,6480 0,6457
1-940 0,9843 1,4110 0,9854 0,9843
1-1410 1,1611 1,4244 1,1616 1,1611
1-1880 1,2396 1,5270 1,2398 1,2396
1-2350 1,2643 1,5132 1,2649 1,2643
1-2820 1,3197 1,5093 1,3194 1,3197
1-3290 1,3797 1,5569 1,3835 1,3797
1-3760 1,3993 1,5453 1,4040 1,3993
1-4230 1,4431 1,5437 1,4567 1,4431
1-4700 1,4752 1,5572 1,4841 1,4748
Esses resultados podem ser observados na Figura 3. Nos
primeiros instantes os valores de tensa˜o permanecem pro´-
ximos entre o computador 4, que sera´ adotado como re-
fereˆncia, e os dados experimentais. E quanto maior e´ o
tempo de simulac¸a˜o, mais eles va˜o se distanciando.
Apo´s fazer o novo ca´lculo do NRMSE entre os computa-
dores, utilizando o computador 4 como refereˆncia, foram
obtidos os valores mostrados pela Tabela 4. Com esses
resultados e´ poss´ıvel demonstrar que a reprodutibilidade
do software e´ maior quando as caracter´ısticas dos compu-
tadores se assemelham. Pode ser observado tambe´m que
o computador 2 foi o que mais se distanciou do resultado
pra´tico, foi tambe´m o que apresentou menor reprodutibi-
lidade. Entretanto, mesmo resultando em pequenos valo-
res, foi poss´ıvel notar que ha´ diferenc¸a na resposta entre
dois computadores de configurac¸o˜es semelhantes. Esta di-
ferenc¸a e´ melhor compreendida observando a Figura 4.
A Figura 4 apresenta uma comparac¸a˜o gra´fica entre os
valores de tensa˜o coletados em cada computador. E´ poss´ı-
vel verificar que o Computador 1 acompanha praticamente
por todo intervalo de simulac¸a˜o o Computador 4, como
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Figura 3. Tensa˜o em x¨ para o computador 4, que apre-
sentou o menor ı´ndice NRMSE, e os dados cole-
tados experimentalmente. Computador 4( ), Dados
experimentais( )
Tabela 4. Resultado do ı´ndice NRMSE assu-
mindo o computador 4 como refereˆncia.
Computador NRMSE
1 0,0454
2 1,0128
3 0,4414
esperado, pois o valor do ı´ndice quando comparados e´
pro´ximo de zero. Por outro lado, o Computador 2, logo no
in´ıcio da simulac¸a˜o, apresenta uma diferenc¸a considera´vel
comparado aos demais computadores.
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Figura 4. Tensa˜o em x¨ para cada computador analisado.
Computador 1( ), Computador 2( ), Computador
3( ), Computador 4( ).
Ao final de todas as ana´lises foi poss´ıvel observar que
o mesmo problema de reprodutibilidade encontrado por
(Sˇalamon and Dogsˇa, 2004), ao tentar reproduzir o circuito
de Chua utilizando o software multsim, ocorre com o
circuito Jerk, quando utilizado a mesma versa˜o do software
LtSpice em diferentes computadores.
5. CONCLUSA˜O
Ao final desse trabalho, foi poss´ıvel observar que a prin-
c´ıpio simulac¸o˜es realizadas no LtSpice podem apresentar
resultados semelhantes, principalmente quando e´ realizada
apenas a ana´lise gra´fica. Entretanto, seguindo a metodo-
logia abordada nesse projeto, foi poss´ıvel demonstrar que
a simulac¸a˜o de um mesmo circuito sob mesmas condic¸o˜es
iniciais e utilizando a mesma versa˜o do software na˜o apre-
senta os mesmos resultados quando submetida a` compu-
tadores diferentes. Acredita-se que isso ocorre devido ao
me´todo de simulac¸a˜o do software em cada computador
ocorrer de forma diferente, tanto em sua forma de iniciali-
zar a simulac¸a˜o, quanto no armazenamento dos resultados
de cada ponto do circuito, isso pode ser mostrado com
a diferenc¸a na quantidade de pontos coletados em cada
simulac¸a˜o. Ale´m desse fato, e´ necessa´rio observar que o
me´todo utilizado para ana´lise da reprodutibilidade na˜o
apresenta os mesmos valores para cada intervalo de tempo
da simulac¸a˜o, sendo seu resultado nos primeiros instantes
mais pro´ximo de zero do que ao considerar todos os pontos
coletados. Esse fato e´ importante ao realizar ana´lises e
comparac¸o˜es, pois, uma vez que se deseja usar os dados
de um computador espec´ıfico, e´ necessa´rio ter a cieˆncia
de que ao trocar de computador para realizar a mesma
simulac¸a˜o pode-se obter valores e quantidade de pontos
diferentes acarretando na divergeˆncia de resultados. Logo,
e´ necessa´rio que em simulac¸o˜es de circuitos que envolvem
o software LtSpice haja um maior cuidado levando em
considerac¸a˜o todas as observac¸o˜es apresentadas.
Longe deste trabalho apresentar uma soluc¸a˜o definitiva
para o problema, acredita-se que a metodologia empregada
tenha sido capaz de identificar o problema, escolher com-
putadores com melhor desempenho em termos de horizonte
de predic¸a˜o. Uma outra vertente apresentada recentemente
pelo IEEE que pode contribuir para este cena´rio trata-se
do Code Ocean. Trata-se de uma plataforma nas nuvens em
que o pesquisador e o leitor do trabalho cient´ıfico executa
o co´digo em um mesmo hardware e software (El-Hawary,
2018). Certamente, traz uma perspectiva de reprodutibili-
dade amplamente superior ao que se tem apresentado na
maioria da literatura ate´ o momento e merece a atenc¸a˜o da
comunidade cient´ıfica. Adicionalmente, como perspectiva
de trabalhos futuros, pretende-se propor um me´todo, utili-
zando a simulac¸a˜o do expoente de Lyapunov, que indique
o intervalo de tempo para que haja confiabilidade nos
resultados. Isso pode ser interessante, pois mesmo no Code
Ocean, differente linguagens podem oferecer resultados
diferentes.
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