Abstract. We study integrality over rings (all commutative in this paper) and over ideal semifiltrations (a generalization of integrality over ideals). We begin by reproving classical results, such as a version of the "faithful module" criterion for integrality over a ring, the transitivity of integrality, and the theorem that sums and products of integral elements are again integral. Then, we define the notion of integrality over an ideal semifiltration (a sequence (I 0 , I 1 , I 2 , . . .) of ideals satisfying I 0 = A and I a I b ⊆ I a+b for all a, b ∈ N), which generalizes both integrality over a ring and integrality over an ideal (as considered, e.g., in Swanson/Huneke [5]). We prove a criterion that reduces this general notion to integrality over a ring using a variant of the Rees algebra. Using this criterion, we study this notion further and obtain transitivity and closedness under sums and products for it as well. Finally, we prove the curious fact that if u, x and y are three elements of a (commutative) A-algebra (for A a ring) such that u is both integral over A [x] and integral over A [y], then u is integral over A [xy]. We generalize this to integrality over ideal semifiltrations, too.
Introduction
The purpose of this paper is to state (and prove) some theorems and proofs related to integrality in commutative algebra in somewhat greater generality than is common in the literature. I claim no novelty, at least not for the underlying ideas, but I hope that this paper will be useful as a reference (at least for myself). Section 1 (Integrality over rings) mainly consists of known facts (Theorem 1.1, Theorem 1.5, Theorem 1.7) and a generalized exercise from [4] (Corollary 1.12) with a few minor variations (Theorem 1.11 and Corollary 1.13). Section 2 (Integrality over ideal semifiltrations) merges the concept of integrality over rings (as considered in Section 1) and integrality over ideals (a less popular but still highly useful notion; the book [5] is devoted to it) into one general notion: that of integrality over ideal semifiltrations (Definition 2.3). This notion is very general, yet it can be reduced to the basic notion of integrality over rings by a suitable change of base ring (Theorem 2.11). This reduction allows to extend some standard properties of integrality over rings to the general case (Theorem 2.13, Theorem 2.14 and Theorem 2.16).
Section 3 (Generalizing to two ideal semifiltrations) continues Section 2, adding one more layer of generality. Its main results are a "relative" version of Theorem 2.11 (Theorem 3.2) and a known fact generalized once more (Theorem 3.4). Definition 0.6. Let B be a ring, and let A be a subring of B. Then, B canonically becomes an A-algebra. The A-module structure of this A-algebra B is given by multiplication inside B.
Definition 0.6 shows that theorems about A-algebras (for a ring A) are always more general than theorems about rings that contain A as a subring. Hence, we shall study A-algebras in the following, even though most of the applications of the results we shall see are found at the level of rings containing A.
Integrality over rings

The fundamental equivalence
Most of the theory of integrality is based upon the following result: Theorem 1.1. Let A be a ring. Let B be an A-algebra. Thus, B is canonically an A-module. Let n ∈ N. Let u ∈ B. Then, the following four assertions A, B, C and D are equivalent:
• Assertion A: There exists a monic polynomial P ∈ A [X] with deg P = n and P (u) = 0.
• Assertion B: There exist a B-module C and an n-generated A-submodule U of C such that uU ⊆ U and such that every v ∈ B satisfying vU = 0 satisfies v = 0. (Here, C is an A-module, since C is a B-module and B is an A-algebra.)
• Assertion C: There exists an n-generated A-submodule U of B such that 1 ∈ U and uU ⊆ U. (Here and in the following, "1" means "1 B ", that is, the unity of the ring B.) We shall soon prove this theorem; first, let us explain what it is for: Definition 1.2. Let A be a ring. Let B be an A-algebra. Let n ∈ N. Let u ∈ B. We say that the element u of B is n-integral over A if it satisfies the four equivalent assertions A, B, C and D of Theorem 1.1. Hence, in particular, the element u of B is n-integral over A if and only if it satisfies the assertion A of Theorem 1.1. In other words, u is n-integral over A if and only if there exists a monic polynomial P ∈ A [X] with deg P = n and P (u) = 0.
The notion of "n-integral" elements that we have just defined is a refinement of the classical notion of integrality of elements over rings (see, e.g., [ is a subring of B) . Indeed, the classical notion defines an element u of B to be integral over A if and only if (using the language of our Definition 1.2) there exists some n ∈ N such that u is n-integral over A. Since I believe the concrete value of n to be worth more than its mere existence, I prefer the specificity of the "n-integral" concept to the slickness of "integral". Before we prove Theorem 1.1, let us recall a classical property of matrices:
(Here, I n means the n × n identity matrix and adj M denotes the adjugate of the matrix M. The expressions "det M · I n " and "adj M · M" have to be understood as "(det M) · I n " and "(adj M) · M", respectively.) Lemma 1.3 is well-known (for example, it follows from [8, Theorem 6 .100], applied to K = B and A = M).
Proof of Theorem 1.1. We will prove the implications A =⇒ C, C =⇒ B, B =⇒ A, A =⇒ D and D =⇒ C.
Proof of the implication A =⇒ C. Assume that Assertion A holds. Then, there exists a monic polynomial P ∈ A [X] with deg P = n and P (u) = 0. Consider this P. Since P ∈ A [X] is a monic polynomial with deg P = n, there exist elements a 0 , a 1 , . . . , a n−1 of A such that P (X) = X n + n−1 ∑ k=0 a k X k . Consider these a 0 , a 1 , . . . , a n−1 . Substituting u for X in the equality P (X) = X n + n−1
a k u k . Hence, the equality P (u) = 0 (which holds by definition of P) rewrites as u n + n−1
Moreover, the n elements u 0 , u 1 , . . . , u n−1 belong to U (since U = u 0 , u 1 , . . . , u n−1 A ). In other words,
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This relation also holds for i = n (since u n ∈ U); thus, it holds for all i ∈ {0, 1, . . . , n}. In other words, we have
Applying this to i = 0, we find u 0 ∈ U.
. Hence, U is an n-generated A-module (since u 0 , u 1 , . . . , u n−1 are n elements of U). Now, for each s ∈ {0, 1, . . . , n − 1}, we have s + 1 ∈ {1, 2, . . . , n} ⊆ {0, 1, . . . , n} and thus u s+1 ∈ U (by (2), applied to i = s + 1). Hence, Lemma 0.3 (applied to M = B, N = U, S = {0, 1, . . . , n − 1} and m s = u s+1 ) yields
, we obtain
Thus, we have found an n-generated A-submodule U of B such that 1 ∈ U and uU ⊆ U. Hence, Assertion C holds. Hence, we have proved that A =⇒ C.
Proof of the implication C =⇒ B. Assume that Assertion C holds. Then, there exists an n-generated A-submodule U of B such that 1 ∈ U and uU ⊆ U. Consider this U. Every v ∈ B satisfying vU = 0 satisfies v = 0 (since 1 ∈ U and
Then, C is a B-module, and U is an n-generated A-submodule of C (since U is an n-generated A-submodule of B, and C = B) such that uU ⊆ U and such that every v ∈ B satisfying vU = 0 satisfies v = 0. Thus, Assertion B holds. Hence, we have proved that C =⇒ B.
Proof of the implication B =⇒ A. Assume that Assertion B holds. Then, there exist a B-module C and an n-generated A-submodule 2 U of C such that uU ⊆ U, and such that every v ∈ B satisfying vU = 0 satisfies v = 0. Consider these C and U.
The A-module U is n-generated. In other words, there exist n elements m 1 , m 2 , . . . , m n of U such that U = m 1 , m 2 , . . . , m n A . Consider these m 1 , m 2 , . . . , m n . For any k ∈ {1, 2, . . . , n}, we have m k ∈ U (since U = m 1 , m 2 , . . . , m n A ) and thus
Integrality over ideal semifiltrations July 16, 2019 Consider these a k,1 , a k,2 , . . . , a k,n . The A-algebra B gives rise to a canonical ring homomorphism ι : A → B (sending each a ∈ A to a · 1 B ∈ B). This ring homomorphism, in turn, induces a ring homomorphism ι n×n : A n×n → B n×n (which acts on an n × n-matrix by applying ι to each entry of the matrix).
We are also going to work with matrices over U (that is, matrices whose entries lie in U). This might sound somewhat strange, because U is not a ring; however, we can still define matrices over U just as one defines matrices over any ring. While we cannot multiply two matrices over U (because U is not a ring), we can define the product of a matrix over A with a matrix over U as follows: If P ∈ A α×β is a matrix over A, and Q ∈ U β×γ is a matrix over U (where α, β, γ ∈ N), then we define the product PQ ∈ U α×γ by setting
for all x ∈ {1, 2, . . . , α} and y ∈ {1, 2, . . . , γ} .
(Here, for any matrix T and any integers x and y, we denote by T x,y the entry of the matrix T in the x-th row and the y-th column.) It is easy to see that whenever P ∈ A α×β , Q ∈ A β×γ and R ∈ U γ×δ are three matrices, then
This is proven in the same way as the fact that the multiplication of matrices over a ring is associative. Now define a matrix V ∈ U n×1 by setting
Define another matrix S ∈ A n×n by setting
for all k ∈ {1, 2, . . . , n} and i ∈ {1, 2, . . . , n} .
Then, for any k ∈ {1, 2, . . . , n}, we have
Hence, the equality (3) rewrites as (uV) k,1 = (SV) k,1 . Since this holds for every k ∈ {1, 2, . . . , n}, we conclude that uV = SV. Thus,
Here, the "S" in "uI n − S" means not the matrix S ∈ A n×n itself, but rather its image under the ring homomorphism ι n×n : A n×n → B n×n ; thus, the matrix uI n − S is a well-defined matrix in B n×n . Now, let P ∈ A [X] be the characteristic polynomial of the matrix S ∈ A n×n . Then, P is monic, and deg P = n. Besides, P (X) = det (XI n − S), so that P (u) = det (uI n − S). Thus,
Since the entries of the matrix V are m 1 , m 2 , . . . , m n , this yields P (u) · m k = 0 for every k ∈ {1, 2, . . . , n}. Now, from U = m 1 , m 2 , . . . , m n A , we obtain
This implies P (u) = 0 (since every v ∈ B satisfying vU = 0 satisfies v = 0). Thus, Assertion A holds. Hence, we have proved that B =⇒ A.
Proof of the implication A =⇒ D. Assume that Assertion A holds. Then, there exists a monic polynomial P ∈ A [X] with deg P = n and P (u) = 0. Consider this P.
Let U be the A-submodule u 0 , u 1 , . . . , u n−1 A of B. As in the Proof of the implication A =⇒ C, we can show that U is an n-generated A-module, and that 1 ∈ U and uU ⊆ U. Now, it is easy to show that For the sake of completeness (and as a very easy exercise), let us state a basic property of integrality that we will not ever use: Proposition 1.4. Let A be a ring. Let B be an A-algebra. Let u ∈ B. Let q ∈ N and p ∈ N be such that p ≥ q. Assume that u is q-integral over A. Then, u is p-integral over A.
Transitivity of integrality
Let us now prove the first and probably most important consequence of Theorem 1.1: Theorem 1.5. Let A be a ring. Let B be an A-algebra. Let v ∈ B and u ∈ B. Let m ∈ N and n ∈ N. Assume that v is m-integral over A, and that u is n-integral over A [v] . Then, u is nm-integral over A. 
). Consider these
So we have proved that
this is trivial). Combining these two relations, we find
. Then, the A-module U is nm-generated. Besides, U is an A-submodule of B, and we have 1 ∈ U and uU ⊆ U.
Thus, the element u of B satisfies the Assertion C of Theorem 1.1 with n replaced by nm. Hence, u ∈ B satisfies the four equivalent assertions A, B, C and D of Theorem 1.1, all with n replaced by nm. Thus, u is nm-integral over A. This proves Theorem 1.5.
Integrality of sums and products
Before the next significant consequence of Theorem 1.1, let us show an essentially trivial fact:
Proof of Theorem 1.6. The polynomial X − a ∈ A [X] is monic and satisfies deg (X − a) = 1; moreover, evaluating this polynomial at a · 1 B ∈ B yields a · 1 B − 
The following theorem is a standard result, generalizing (for example) the classical fact that sums and products of algebraic integers are again algebraic integers: Theorem 1.7. Let A be a ring. Let B be an A-algebra. Let x ∈ B and y ∈ B. Let m ∈ N and n ∈ N. Assume that x is m-integral over A, and that y is n-integral over A.
Our proof of this theorem will rely on a simple lemma:
Proof of Lemma 1.8. Recall that P is a monic polynomial with deg P = n; hence, we can write P in the form
for some a 0 , a 1 , . . . , a n−1 ∈ A. Consider these a 0 , a 1 , . . . , a n−1 . Now,
where "lower order terms" means a sum of terms of the form bX i with b ∈ C and i < n. Hence, Q is a monic polynomial with deg Q = n. This proves Lemma 1.8.
Proof of Theorem 1.7.
Since y is n-integral over A, there exists a monic polynomial P ∈ A [X] with deg P = n and P (y) = 0. Consider this P.
shows that Q is a monic polynomial with deg Q = n. Also, substituting x + y for
Hence, there exists a monic polynomial Q ∈ C [X] with deg Q = n and Q (x + y) = 0. Thus, x + y is n-integral over C. In other words, x + y is n-
). Thus, Theorem 1.5 (applied to v = x and u = x + y) yields that x + y is nm-integral over A. This proves Theorem 1.7 (a).
(b) Recall that P ∈ A [X] is a monic polynomial with deg P = n. Thus, there exist elements a 0 , a 1 , . . . , a n−1 of A such that
Then,
is monic and deg Q = n. Thus, there exists a monic polynomial Q ∈ (A [x]) [X] with deg Q = n and Q (xy) = 0. Thus, xy is n-integral over A [x] . Hence, Theorem 1.5 (applied to v = x and u = xy) yields that xy is nm-integral over A. This proves Theorem 1.7 (b).
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Proof of Corollary 1.9. This is easy to prove directly (using Assertion A of Theorem 1.1), but the slickest proof is using Theorem 1. Let m ∈ N and n ∈ N. Assume that x is m-integral over A, and that y is n-integral over A. Then, x − y is nm-integral over A.
Proof of Corollary 1.10. We know that y is n-integral over A. Hence, Corollary 1.9 (applied to y and n instead of x and m) shows that −y is n-integral over A. Thus, Theorem 1.7 (a) (applied to −y instead of y) shows that x + (−y) is nm-integral over A. In other words, x − y is nm-integral over A (since x + (−y) = x − y). This proves Corollary 1.10.
Some further consequences
Theorem 1.11. Let A be a ring. Let B be an A-algebra. Let n ∈ N + . Let v ∈ B. Let a 0 , a 1 , . . . , a n be n + 1 elements of A such that
Thus, U is an n-generated A-module, and 1 = v 0 ∈ U. Now, we are going to show that
[Proof of (9). Let s ∈ {0, 1, . . . , n − 1}. Thus, we have either s < k or s ≥ k. In the case s < k, the relation (9) follows from
(since every i ∈ {0, 1, . . . , n − k} satisfies i + s ∈ {0, 1, . . . , n − 1} 3 , and thus
. . , n − 1} 4 , and
Hence, (9) is proven in both possible cases, and thus the proof of (9) is complete.]
Altogether, U is an n-generated A-submodule of B such that 1 ∈ U and uU ⊆ U. Thus, u ∈ B satisfies Assertion C of Theorem 1.1. Hence, u ∈ B satisfies the four equivalent assertions A, B, C and D of Theorem 1.1. Consequently, u is 
First proof of Corollary 1.12. Let k = β and n = α + β. Then, k ∈ {0, 1, . . . , n} (since α ∈ N and β ∈ N) and n = α + β ∈ N + and n − β = α (since n = α + β). Define n + 1 elements a 0 , a 1 , . . . , a n of A by
(here, we have substituted i for β−i in the sum)
(here, we have substituted i for i−β in the sum)
Thus, Theorem 1.11 yields that
But k = β and thus
Thus, Corollary 1.9 (applied to
On the other hand, t 0 · 1 B is 1-integral over A (by Theorem 1.6, applied to a = t 0 ). Thus,
This proves Corollary 1.12.
We will provide a second proof of Corollary 1.12 in Section 5. + 1 elements a 0 , a 1 , . . . , a n of A [vu] by
for every i ∈ {0, 1, . . . , n} .
(These are well-defined, since every positive i ∈ {0, 1, . . . , n} satisfies i ∈ {1, 2, . . . , n} and thus i − 1 ∈ {0, 1, . . . , n − 1} and thus b i−1 ∈ A and therefore 
vu is m-integral over A. Thus, Theorem 1.5 (applied to vu in lieu of v) yields that u is nm-integral over A. This proves Corollary 1.13.
Integrality over ideal semifiltrations
Definitions of ideal semifiltrations and integrality over them
We now set our sights at a more general notion of integrality. We further notice that integrality over an ideal semifiltration of a ring A is a stronger claim than integrality over A: (a 0 , a 1 , . . . , a n ) ∈ A n+1 such that n ∑ k=0 a k u k = 0, a n = 1, and a i ∈ I n−i for every i ∈ {0, 1, . . . , n} .
Consider this (a 0 , a 1 , . . . , a n ).
Thus, there exists a monic polynomial P ∈ A [X] with deg P = n and P (u) = 0
In other words, u is n-integral over A. This proves Proposition 2.4.
We leave it to the reader to prove the following simple fact, which shows that nilpotency is an instance of integrality over ideal semifiltrations: 
Polynomial rings and Rees algebras
In order to study integrality over ideal semifiltrations, we shall now introduce the concept of a Rees algebra -a subalgebra of a polynomial ring that conveniently encodes an ideal semifiltration of the base ring. This, again, generalizes a classical notion for ideals (namely, the Rees algebra of an ideal -see [ We shall not have any need for this proposition, so we omit its (straightforward and easy) proof.
Reduction to integrality over rings
We start with a theorem which reduces the question of n-integrality over A, I ρ ρ∈N to that of n-integrality over a ring 5 
that (p k,i ∈ I i for every i ∈ N), and such that only finitely many i ∈ N satisfy p k,i = 0. Consider this sequence. Thus,
Therefore, P (uY) = 0 rewrites as a 0 , a 1 , . . . , a n ) ∈ A n+1 by a k = p k,n−k for every k ∈ {0, 1, . . . , n}. Then, a n = p n,0 = 1. Besides,
Finally, a k = p k,n−k ∈ I n−k (since p k,i ∈ I i for every i ∈ N) for every k ∈ {0, 1, . . . , n}. In other words, a i ∈ I n−i for every i ∈ {0, 1, . . . , n}. Altogether, we now know that n ∑ k=0 a k u k = 0, a n = 1, and a i ∈ I n−i for every i ∈ {0, 1, . . . , n} .
Thus, by Definition 2.3, the element u is n-integral over A, I ρ ρ∈N . This proves the ⇐= direction of Theorem 2.11.
Sums and products again
Let us next state an analogue of Theorem 1.6 for integrality over ideal semifiltrations:
Theorem 2.12. Let A be a ring. Let B be an A-algebra. Let I ρ ρ∈N be an ideal
Proof of Theorem 2.12. Straightforward and left to the reader.
The next theorem is an analogue of Theorem 1.7 (a) for integrality over ideal semifiltrations: Theorem 2.13. Let A be a ring. Let B be an A-algebra. Let I ρ ρ∈N be an ideal semifiltration of A. Let x ∈ B and y ∈ B. Let m ∈ N and n ∈ N. Assume that x is m-integral over A, I ρ ρ∈N , and that y is n-integral over A, I ρ ρ∈N .
Then, x + y is nm-integral over A, I ρ ρ∈N . Our next theorem is a somewhat asymmetric analogue of Theorem 1.7 (b) for integrality over ideal semifiltrations: Theorem 2.14. Let A be a ring. Let B be an A-algebra. Let I ρ ρ∈N be an ideal semifiltration of A. Let x ∈ B and y ∈ B. Let m ∈ N and n ∈ N. Assume that x is m-integral over A, I ρ ρ∈N , and that y is n-integral over A.
Then, xy is nm-integral over A, I ρ ρ∈N .
Before we prove this theorem, we require a trivial observation: Lemma 2.15. Let A be a ring. Let A ′ be an A-algebra. Let B ′ be an A ′ -algebra. Let v ∈ B ′ . Let n ∈ N. Assume that v is n-integral over A. (Here, of course, we are using the fact that B ′ is an A-algebra, since B ′ is an A ′ -algebra while A ′ is an A-algebra.)
Then, v is n-integral over A ′ . It is easy to state analogues of Corollary 1.9 and Corollary 1.10 for ideal semifiltrations. These analogues can be derived from Corollary 1.9 and Corollary 1.10 in the same way as how we derived Theorem 2.13 from Theorem 1.7 (a).
Proof of Theorem 2.14. Consider the polynomial ring A [Y] and its
Transitivity again
The next theorem imitates Theorem 1.5 for integrality over ideal semifiltrations: 
) Assume that v is m-integral over A, and that u is n-integral over
Here and in the following, we are using the following convention: Proof of Lemma 2.18 . This is a straightforward verification of axioms.
Lemma 2.19. Let A be a ring. Let
(an equality between A-submodules of B ′ ). (Here, we are using the fact that B ′ is an A-algebra, because B ′ is an A ′ -algebra while A ′ is an A-algebra.)
Here, of course, the expression "
Proof of Lemma 2.19 . Left to the reader (see [7] ).
We are now ready to prove Theorem 2.16: 
Now, we will show that (A [v])
I ρ A [v] ρ∈N * Y = A I ρ ρ∈N * Y [v].(A [v]) I ρ A [v] ρ∈N * Y = ∑ i∈N I i A [v] · Y i =Y i ·A[v] = ∑ i∈N I i Y i · A [v] = ∑ i∈N I i Y i =A (Iρ) ρ∈N * Y ·A [v] = A I ρ ρ∈N * Y · A [v] = A I ρ ρ∈N * Y [v](10)
Generalizing to two ideal semifiltrations
Theorem 2.14 can be generalized: Instead of requiring y to be integral over the ring A, we can require y to be integral over a further ideal semifiltration J ρ ρ∈N of A. In that case, xy will be integral over the ideal semifiltration I ρ J ρ ρ∈N (see Theorem 3.4 for the precise statement). To get a grip on this, let us study two ideal semifiltrations. Proof of Theorem 3.1. The proof of this is just basic axiom checking (see [7] for details).
The product of two ideal semifiltrations
Half-reduction
Now let us generalize Theorem 2.11: Theorem 3.2. Let A be a ring. Let B be an A-algebra. Let I ρ ρ∈N and J ρ ρ∈N be two ideal semifiltrations of A. Let n ∈ N. Let u ∈ B. We know that I ρ J ρ ρ∈N is an ideal semifiltration of A (according to Theorem 3.1 (b) ).
Consider the polynomial ring A [Y] and its A-subalgebra A I ρ ρ∈N * Y .
We will abbreviate this A-subalgebra A I ρ ρ∈N * Y by A [I] .
(a) The sequence J τ A [I] τ∈N is an ideal semifiltration of A [I] . a k u k = 0, a n = 1, and a i ∈ I n−i J n−i for every i ∈ {0, 1, . . . , n} .
Consider this (a 0 , a 1 , . . . , a n ). 2 (b) for J ρ = A) is the following fact, which we mention here for the pure sake of completeness: Theorem 3.3. Let A be a ring. Let B be an A-algebra. Let n ∈ N. Let u ∈ B.
We know that (A) ρ∈N is an ideal semifiltration of A (according to Theorem 3.1 (a)).
Then, the element u of B is n-integral over A, (A) ρ∈N if and only if u is n-integral over A.
Integrality of products over the product semifiltration
Finally, let us generalize Theorem 2.14: 
Accelerating ideal semifiltrations
Definition of λ-acceleration
We start this section with an obvious observation: a k u k = 0, a n = 1, and a i ∈ I λ(n−i) J n−i for every i ∈ {0, 1, . . . , n} .
Half-reduction and reduction
Consider this (a 0 , a 1 , . . . , a n ). Define an (n + 1)-tuple (a 0 , a 1 , . . . , a n ) ∈ A n+1 by a k = p k,λ(n−k) for every k ∈ {0, 1, . . . , n}. Then, a n = p n,0 = 1. Besides,
Finally, for every k ∈ {0, 1, . . . , n}, we have 
(here we renamed i as ℓ in the sum) .
In Proof of Lemma 5.3 . Again, see [7] for more details on this argument; here we only show a quick sketch: Since u is n-integral over A [x] , there exists a monic polynomial P ∈ (A [x]) [X] with deg P = n and P (u) = 0. Denoting the coefficients of this polynomial P by α 0 , α 1 , . . . , α n (where α n = 1), we can rewrite the equality P (u) = 0 as u n = − 
Integrality over A [x] and over A [y] implies integrality over A [xy]
A consequence of Lemma 5.2 and Lemma 5.3 is the following theorem:
Theorem 5.4. Let A be a ring. Let B be an A-algebra. Let x ∈ B and y ∈ B be such that xy ∈ A. Let m ∈ N and n ∈ N. Let u ∈ B. Assume that u is n-integral over A [x] , and that u is m-integral over A [y] . Then, there exists some λ ∈ N such that u is λ-integral over A. 
