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Abstract
Decision making based upon valued preference rela-
tions is assuming that each decision maker is able
to consistently manage intensity values for prefer-
ences, but this is indeed a difficult task, even when
dealing with few alternatives. Representation tools
will therefore play a key role in order to help de-
cision makers to understand their preference struc-
ture. This paper introduces a particular represen-
tation based upon classical crisp dimension theory,
addressing some associated computational complex-
ity problems, which will hopefully be useful within a
valued framework.
Keywords: consistent preference representation,
dimension theory.
1 Introduction.
Valued preferences are indeed a promising tool for
modeling. In fact, classical crisp preferences force
decision makers to choose the best alternative among
each pair of alternatives, giving the same output no
matter if such a preference is strongly supported or
weakly supported. Moreover, classical decision proce-
dures use to impose decision makers some consistency
restrictions in their preferences, transitivity among
them. But managing transitive crisp preferences is
a difficult task, so quite often decision maker prefer-
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ences require some numerical manipulation, perhaps
in order to get an alternative preference relation be-
ing transitive and not too far away from the original
data provided by the decision maker. These difficul-
ties become extreme when dealing with valued pref-
erences, in such a way that it is unrealistic to assume
almost any kind of a priori consistency. A first ap-
proach could be a search for a consistent valued pref-
erence being close enough to the original preference
intensities, as provided by decision makers (see, e.g.,
[4]). An alternative approach is to trie an informa-
tive representation, which will hopefully help decision
maker to manage the data set, showing main charac-
teristics of preferences, including possible inconsis-
tencies. Best results are expected to be obtained by
means of some mixture of both approaches, leading
to a good enough representation of a good enough data
approximation.
In this paper we explore a heuristic approach to
some key consistency problems, to be taken into ac-
count in the particular representation model already
proposed by the authors in [2, 3], where a general rep-
resentation of crisp binary relations leads to a gener-
alized dimension theory related to classical dimension
theory, initially introduced by Dushnik and Miller [1]
in the context of crisp partial order sets (see also
Trotter [7]). Following [2, 3], for any strict valued
preference relation we can analyze the sequence of its
α-cuts
Rα = {(xi, xj)/µ(xi, xj) ≥ α}, α ∈ (0, 1]
in terms of an associated general representation for
arbitrary preference relations, not restricted to par-
tial order sets. But since the approach initially pro-
posed by the authors in [2, 3] implies taught compu-
tational problems, in this paper we shall consider an
alternative representation which will allow approxi-
mate representations, easier to be found and evalu-
ated.
2 The model.
Given a finite set of alternatives
X = {x1, x2, . . . , xn}
a strict crisp binary preference relation R ⊂ X ×X
can be characterized by a mapping
µR : X ×X → {0, 1}
such that µR(xi, xi) = 0 for all xi ∈ X, being
µR(xi, xj) = 1 whenever xiRxj and µR(xi, xj) = 0
otherwise. Hence, a n× n matrix µ is being defined,
being µi,j = µR(xi, xj), ∀i, j. A standard consistency
assumption is to impose that our crisp preference re-
lation is a partial order set (poset), i.e., it is non
reflexive (µR(xi, xi) = 0,∀xi ∈ X), antisymmetric
(µR(xi, xj) = 1 ⇒ µR(xj , xi) = 0), and transitive
(µR(xi, xj) = µR(xj , xk) = 1 ⇒ µR(xi, xk) = 1).
Under these three conditions, our crisp preference re-
lation can be represented as the intersection of linear
orders, and the minimal number of these linear orders
is the classical dimension of a partial order set (Dush-
nik and Miller [1]). But checking transitivity may not
become an easy task. In fact, the deep decision mak-
ing problems that may appear when the basic infor-
mation is given in terms of a crisp preference relation
are mostly associated to the existence of cycles (a cy-
cle is a subset of alternatives {x1, x2, . . . , xk} ⊂ X
such that x1Rx2R · · ·RxkRx1; see, e.g., [5, 6]). In
this sense, non reflexivity avoids cycles with only
one alternative, antisymmetry avoids cycles with two
different alternatives, and transitivity avoids cycles
involving three different alternatives. But although
consistency would require the analysis of all possible
cycles, an exhaustive analysis of non-transitive triples
may offer a quite complete view of consistency prob-
lems.
The above arguments lead the authors to search
for an alternative representation of strict preference
relations, in terms of union of intersections of lin-
ear orders ([2, 3]), which may imply serious compu-
tational difficulties. Hence, we shall be considering
here an alternative representation, still valid to any
arbitrary crisp binary relation being non reflexive, as
an approximation to the one given by the authors in
[2, 3].
In particular, we know that any arbitrary strict
crisp binary relation R can be decomposed as union
and intersections of linear orders (see [2, 3])
R =
h⋃
s=1
ds⋂
t=1
Lst
but we do not need to search for the minimum num-
ber of linear orders Lst allowing such a representation
(as proposed in [2, 3]), but for perhaps a more nat-
ural representation: trie to minimize the number of
unions. As pointed out in [2], we may need less linear
orders representing a partial order set by splitting it
into the union of two partial order sets.
In other words, we now propose to represent each
arbitrary non reflexive crisp preference relation as
R =
h⋃
s=1
Ps
where parameter h is being made as small as posible,
being
Ps =
ds⋂
t=1
Lst
a poset of dimension ds, resulting from the intersec-
tion operator on ds linear orders. In general, param-
eter h will give the minimum number of partial order
sets allowing the above representation (in case R is a
partial order set, then h = 1). Of course the number
of linear orders being involved may not be minimal in
the sense of [2, 3], but it gives a bound, easier to eval-
uate if the algorithm developed by Ya´n˜ez-Montero [9]
is taken into account (see also [8]).
Anyway, in order to compute parameter h we pro-
pose a search for non-transitive triples in our prefer-
ence relation: let
INT (R) = {(xi, xj , xk) ∈ X ×X ×X /
xi > xj xj > xk xi 6> xk}
be the non-transitive triples in R, and let nint =
|INT (R)| be its cardinal.
3 Computing procedures.
Of course, INT (R) = ∅ whenever R is a transi-
tive binary relation. A natural algorithm with com-
putational complexity O(n3)) will compute the set
INT (R).
Then the following properties and definitions will
be the basis for a procedure to compute parameter h.
Theorem 1 Let R be a binary relation without cy-
cles such that INT (R) = ∅, then R is a poset and
h = 1.
Theorem 2 Let R be a binary relation with some
cycles and verifying INT (R) = ∅, then h = 2.
Definition 1 Let us denote
INT (R) = {(z1(t), z2(t), z3(t)) ∈ X ×X ×X /
t ∈ {1, 2, . . . , nint}}
Then we define the intransitive pairs set as the set
VI(R) = {v(t) / t ∈ {1, 2, . . . , nint}}⋃
{w(t) / t ∈ {1, 2, . . . , nint}}
where
v(t) ≡ (z1(t), z2(t))
w(t) ≡ (z2(t), z3(t))
for all t ∈ {1, 2, . . . , nint}.
Definition 2 Given a non-transitive binary relation
R defined on X, its intransitive pairs graph is the
non-directed graph
GI(R) = (VI(R), EI(R))
where
EI(R) = {{v(t), w(t)} /t ∈ {1, 2, . . . , nint}}⋃
{{v(t),−v(t)} / if v(t),−v(t) ∈ VI(R)}
Hence, parameter h of a non-transitive binary re-
lation can be computed by means of the following
procedure:
1. Let C : VI(R) −→ {1, 2, . . . , h} be a coloring
function associated to the chromatic number of
the intransitive pairs graph, h = χ(GI(R)).
2. Then, h binary relations
{(X,P1), . . . , (X,Ph)}
can be defined in the following way:
(a) For any (xi, xj) ∈ VI(R), if the color of this
node is C((xi, xj)) = c, with c ∈ {1, . . . , h},
then the relation xi > xj is introduced in
the relation Pc.
(b) The binary relations Pc so defined does not
contain any opposite pairs, by the definition
of EI(R).
(c) To assure transitivity, these relations are
transitivized, in the sense that relations in
Pc are substituted by a transitive binary re-
lation tr(Pc) (see theorem 3 below).
3. In order to put the relation R as the union of
h posets, those pairs included in R but not in-
cluded in any of the relations tr(Pc) can be taken
into account: let
Rct = R−
h⋃
c=1
tr(Pc)
In this way, all pairs of Rct can be included in
some relation tr(Pc), keeping transitivity (see
theorem 4 and theorem 5). If we let P ′c be the
poset defined by the extended relation tr(Pc)
with those pairs of Rct, then the non-transitive
binary relation R can be decomposed as union
of posets
R =
h⋃
c=1
P ′c
Theorem 3 Let R be a non-transitive binary rela-
tion defined on X = {1, . . . , n} and let C be a color-
ing function attaining the chromatic number
h = χ(GI(R))
Then, the binary relations Pc defined as
Pc = {(i, j) ∈ VI(R)/C((i, j)) = c},∀c ∈ {1, . . . , h}
verify
tr(Pc)− Pc ⊂ R ∀c ∈ {1, . . . , h}
where tr(Pc) is a minimal transitivized relation in-
duced by Pc.
Theorem 4 Any intransitive chain belonging to Rct
can be removed from this set.
Theorem 5 The pairs of Rct can be moved to some
Pc.
Theorem 6 Given an arbitrary intransitive binary
relation R, i.e. INT (R) 6= ∅, the parameter h of R
verifies h = χ(GI(R)).
4 Final comments.
Summarizing results, due to theorem 1, theorem 2
and theorem 6, the following scheme can be consid-
ered in order to compute the parameter h of an arbi-
trary relation R:
• If nint = 0, then
– either 6 ∃ cycles in R⇒ h = 1;
– or ∃ cycles in R⇒ h = 2.
• Otherwise, nint > 0⇒ h = χ(GI(R)).
Therefore, by means of this parameter h we shall be
able to decompose any crisp strict preference relation
into the union of several partial order sets, and the
classical dimension of each one of them can be tried
by applying the algorithm of Ya´n˜ez-Montero [9]. In
this way, if we consider arbitrary valued preference
relations
µ : X ×X → [0, 1]
with the only restriction µ(xi, xi) = 0 for all xi ∈ X,
we shall be able to get a representation in terms of
the union of intersection of linear order, for every α-
cut Rα, α ∈ (0, 1], at least for medium size problems.
It may be not an optimal representation in the sense
of [2, 3], but it may be considered an operational
approximation.
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