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Abstract
We consider a quantum system of N interacting bosons in the mean field scaling regime.
We construct corrections to the Bogoliubov dynamics that approximate the true N -body
dynamics in norm to arbitrary precision. The corrections are such that they can be
explicitly computed in an N -independent way from the solutions of the Bogoliubov and
Hartree equations and satisfy a generalized form of Wick’s theorem. We determine the n-
point correlation functions of the excitations around the mean field, as well as the reduced
densities of the N -body system to arbitrary precision, given only the knowledge of the
two-point functions of a quasi-free state and the solution of the Hartree equation. In this
way, the complex problem of computing all n-point correlation functions for an interacting
N -body system is essentially reduced to the problem of solving the Hartree equation and
the PDEs describing the two-point functions of the Bogoliubov time evolution, which are
equations for a two-particle system.
MSC class: 35Q40, 35Q55, 81Q05, 82C10
1 Introduction
We consider a system of N interacting bosons in Ω ⊆ Rd, d ≥ 1, which are described by the
Hamiltonian
HN :=
N∑
j=1
(−∆j) + λN
∑
1≤i<j≤N
v(xi − xj) (1.1)
with
λN :=
1
N − 1 . (1.2)
The pair interaction v : Rd → R is assumed bounded and even. The interaction between the
particles scales with a prefactor λN of order N
−1, hence HN describes bosons in the Hartree
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scaling regime, which is characterized by the occurrence of many weak interactions. The
dynamics generated by HN is determined by the N -body Schro¨dinger equation,
i ddtΨ
N (t) = HNΨ
N (t) , ΨN (0) ∈
N⊗
sym
L2(Ω) =:
N⊗
sym
H =: HNsym . (1.3)
As a consequence of the high-dimensional configuration space ΩN and since all particles be-
come correlated under the time evolution, it is practically impossible to solve (1.3) analytically
or numerically for reasonably large particle number N . It is therefore of physical relevance as
well as of mathematical interest to derive and analyze suitable approximations to the solution
ΨN (t) of (1.3).
In this paper, we propose a new approximation of the dynamics for a system which initially
exhibits complete Bose–Einstein condensation (BEC) in a state ϕ(0) ∈ H with optimal rate,
i.e., where
Tr
∣∣∣γ(1)ΨN (0)− |ϕ(0)〉〈ϕ(0)|∣∣∣ ≤ CλN (1.4)
for sufficiently large N and some N -independent constant C > 0. Here,
γ
(k)
ΨN
(t) := Trk+1,...,N |ΨN (t)〉〈ΨN (t)| , k = 1, 2, ..., N , (1.5)
denotes the k-particle reduced density matrix of the N -body state ΨN (t). It is well known
that the property of BEC is stable under the evolution (1.3). This was first shown in the 1970s
and 1980s by Hepp, Ginibre, Velo, and Spohn [46, 38, 39, 76], and interest in the question was
revived in the early 2000s through the work of Bardos, Golse, and Mauser [6], and a series of
works by Erdo˝s, Schlein, and Yau [34, 29, 30, 31, 28, 32, 33]. Since then, many more results
have been obtained, e.g., in [1, 2, 35, 72, 36, 51, 50, 66, 67, 7, 22, 74, 3, 47, 49, 23, 17, 48], see
also [8, 40] for overviews of the topic. Corresponding results for the ground state have been
proved, e.g., in the 1980s in [9, 57], and we refer to [56, 53] for an overview of the results and
further references.
In particular, it is well-known that initial data satisfying (1.4) imply that for any time
t ∈ R, it holds that
Tr
∣∣∣γ(1)ΨN (t)− |ϕ(t)〉〈ϕ(t)|∣∣∣ ≤ C(t)λN (1.6)
for some time dependent expression C(t) > 0 [28, 20, 21, 59]. The time evolved condensate
wave function ϕ(t) is determined by the Hartree equation
i ddtϕ(t) =
(−∆ + v ∗ |ϕ(t)|2 − µϕ(t))ϕ(t) =: hϕ(t)ϕ(t) (1.7)
with real-valued phase factor µϕ(t) given by
µϕ(t) =
1
2
∫
Ω
(
v ∗ |ϕ(t)|2) (x)|ϕ(t, x)|2 dx = 12 ∫
Ω2
v(x− y)|ϕ(t, x)|2|ϕ(t, y)|2 dx dy . (1.8)
We refer to [37] for a review on the Hartree equation, its applications, and some open ques-
tions. Note that H1(Ω)-solutions of (1.7) exist globally and ‖ϕ(t)‖H = ‖ϕ(0)‖H for all t ∈ R
[18, Corollary 6.1.2]. Complete BEC in the sense of (1.6) means that the majority of all
particles is in the state ϕ(t), hence the evolution (1.7) provides an effective description of the
many-body dynamics in the (weak) sense of reduced densities, up to an error of order λN .
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Moreover, an initial N -body state ΨN (0) satisfying (1.4) can be decomposed into a con-
densate part and excitations from the condensate as
ΨN (0) =
N∑
k=0
ϕ(0)⊗(N−k) ⊗s χ(k)(0) (1.9)
with ϕ(0) ∈ H the condensate wave function, χ(k)(0) ∈ ⊗ksym {ϕ(0)}⊥ the k-particle exci-
tations from the condensate, and ⊗s the symmetric tensor product (see (2.2)). The set of
k-particle excitations can be written more compactly as element of the subspace F≤N⊥ϕ(0) of the
Fock space F⊥ϕ(0) over {ϕ(0)}⊥ which is truncated after the N -particle sector,(
χ(k)(0)
)N
k=0
=
(
χ(0)(0), χ(1)(0), ..., χ(N)(0), 0, 0, . . .
)
=: χ≤N (0) ∈ F≤N⊥ϕ(0) ⊂ F⊥ϕ(0) . (1.10)
To construct an approximation of the many-body dynamics which is close to ΨN (t) in norm,
i.e., to characterize the true dynamics on the level of the wave function, one lets the conden-
sate evolve according to (1.7) with initial datum ϕ(0) and approximates the evolution of the
excitations by the solution of the Bogoliubov equation (also known as Bogoliubov–de Gennes
equation),
i ddtχ1(t) = HBog(t)χ1(t) , χ1(0)
∣∣
F≤N = χ
≤N (0) . (1.11)
Here, HBog(t) denotes the Bogoliubov Hamiltonian, a quadratic Hamiltonian on Fock space
that was first proposed by Bogoliubov in 1947 [14] and which is by now a standard tool for
the analysis of Bose gases. The corresponding N -body wave function approximates the true
many-body dynamics in norm up to an error of order λ
1/2
N , i.e.,∥∥∥∥∥ΨN (t)−
N∑
k=0
ϕ(t)⊗(N−k) ⊗s χ(k)1 (t)
∥∥∥∥∥
HN
≤ C(t)λ
1
2
N (1.12)
for some time-dependent expression C(t) > 0. An approximation with respect to the HN -norm
means the control of all N particles, hence this is a very strong statement for many-body sys-
tems with a large number of particles. Fluctuations around the mean-field description were an-
alyzed by Ginibre and Velo [38, 39], and by Grillakis, Machedon, and Margetis [44, 45, 42, 43],
in a slightly different setting, and a result of the form (1.12) was proven in [54, 61, 59, 62, 63].
Further results in this direction have been obtained, e.g., in [13, 24, 52, 16, 65]. For corre-
sponding results concerning the ground state and the lower excitation spectrum, we refer to
the works [73, 41, 55, 26, 11, 10, 12].
In this paper, we derive an approximation scheme that yields corrections of any order to the
approximations (1.6) and (1.12). Our construction is such that all corrections to correlation
functions and expectation values of bounded operators can explicitly be obtained from the
knowledge of the two-point correlation functions of a quasi-free state alone. This crucially
reduces the complexity of the N -body problem and makes it possible to numerically compute
these physically relevant quantities to arbitrary precision.
We construct the higher order approximations by expanding the excitations χ≤N (t) con-
tained in ΨN (t),
ΨN (t) =
N∑
k=0
ϕ(t)⊗(N−k) ⊗s χ(k)(t) , χ≤N (t) =
(
χ(k)(t)
)N
k=0
, (1.13)
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around the solutions χ1(t) of the Bogoliubov equation (1.11), where the condensate wave func-
tion ϕ(t) evolves under (1.7) as before. The dynamics of the excitations χ≤N (t) is determined
by the Schro¨dinger equation (1.3) and can be written as
i ddtχ
≤N (t) = H≤Nϕ(t)χ
≤N (t) (1.14)
with excitation Hamiltonian H≤Nϕ(t) (see (2.24) for a precise definition), which is explicitly N -
dependent. Expanding it in λN and grouping together all terms of the same order in λN yields
the formal expansion
H≤Nϕ(t) =
∞∑
n=1
λ
n−1
2
N H
(n)
ϕ(t) (1.15)
(see Lemma 3.4 for the rigorous statement), where the first term H(1)ϕ(t), which collects all terms
of order one, is precisely the Bogoliubov Hamiltonian HBog(t). We now make the ansatz of
expanding the excitation vector χ≤N (t) also in powers of λ1/2N ,
χ≤N (t) =
∞∑
`=1
λ
`−1
2
N χ`(t) , (1.16)
and inserting both (1.15) and (1.16) into (1.14) leads to the set of equations
i ddtχ`(t) = H
(1)
ϕ(t)χ`(t) +
∑`
n=2
H(n)ϕ(t)χ`−n+1(t) , ` ≥ 1 . (1.17)
For ` = 1, this is the Bogoliubov equation (1.11), and the higher order corrections (` ≥ 2) are
determined by inhomogeneous differential equations that contain χn(t), 1 ≤ n < `, as source
terms.
As a consequence of (1.17), the corrections χ`(t) can be constructed from the solution
χ1(t) of the Bogoliubov equation (1.11) as
χ`(t) = UV(t,0)χ`(0)− i
∑`
n=2
t∫
0
UV(t,s)H(n)ϕ(s)χ`−n+1(s) ds , (1.18)
where UV(t,s) denotes the unitary time evolution on F(H) generated by HBog(t) via (1.11).
The crucial point here is to note that UV(t,s) acts as a Bogoliubov transformation on creation
and annihilation operators (Lemma 2.8), which allows us to derive in Theorem 1 an explicit
formula for the higher order corrections χ`(t). More precisely, we show that they are given as
χ`(t) =
∑
0≤n≤3(`−1)
n+` odd
∑
J∈{−1,1}n
∫
dx(n)C
(J)
`,n (t;x
(n)) a
]j1
x1 ··· a]jnxn UV(t,0)χ1(0), (1.19)
where J is a multi-index and where we denote x(n) := (x1, ..., xn) and a
]−1 := a, a]1 := a†.
The expressions C
(J)
`,n depend on the initial data, the interaction potential v, the solution ϕ(t)
of (1.7), and the coefficients of the Bogoliubov transformation, and are stated in (3.34). In
particular, note that the formula (1.19) is completely N -independent.
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We consider initial states of the form (1.9), where the initial excitation vector is close to
the restriction to F≤N of a quasi-free state χ1(0) (see Definition 2.5) with uniformly bounded
particle number expectation,
χ≤N (0) = χ1(0)
∣∣
F≤N⊥ϕ(0)
, 〈χ1(0),Nχ1(0)〉 ≤ C, (1.20)
for some N -independent constant C ≥ 0. In particular, our analysis includes all states which
are initially of the form (1.16) with χ`(0) as in (1.19), i.e., where a certain number of particles
may be created or annihilated from χ1(0) (see Assumption 2). For such initial data, we prove
in Theorem 2 that the N -body wave functions
ψa(t) :=
N∑
k=0
ϕ(t)⊗(N−k) ⊗s
( a∑
`=1
λ
`−1
2
N χ`(t)
)(k)
(1.21)
approximate the true dynamics ΨN (t) in norm up to an error of order λ
a/2
N , i.e., that∥∥ΨN (t)− ψa(t)∥∥HN ≤ Ca(t)λa2N , a ∈ N , (1.22)
for sufficiently large N  a. This provides corrections to (1.12) to arbitrary precision.
The main benefit of (1.19) lies in the fact that it essentially reduces the computation of the
higher order corrections χ`(t) to the problem of solving the Bogoliubov equation (1.11), which
is in particular N -independent. Moreover, since the Bogoliubov time evolution preserves quasi-
freeness, Wick’s theorem in combination with (1.19) leads to a generalized form of Wick’s rule
for the higher order corrections: all “mixed” n-point functions with respect to the corrections,〈
χ`(t), a
]j1
x1 ··· a]jnxn χk(t)
〉
for any `, k, n ≥ 1 , (1.23)
are determined by the two-point functions of the solution χ1(t) of the Bogoliubov equation.
More precisely, we show in Corollary 3.10 that the mixed n-point functions satisfy for `+n+k
odd 〈
a
]j1
x1 · · · a]jnxn
〉
`,k;t
= 0, (1.24)
and for `+ n+ k even〈
χ`(t), a
]j1
x1 · · · a]jnxn χk(t)
〉
=
∑
0≤m≤3(`−1)
m+` odd
∑
0≤m˜≤3(k−1)
m˜+k odd
∑
JIm,n,m˜∈{−1,1}m+m˜
∫
dxIm,n,m˜ D
(JIm,n,m˜ )
`,k;m,m˜ (t;x
Im,n,m˜)
×
∑
σ∈P
I˜m,n,m˜
n+m˜∏
i=−m+1
〈
χ1(t), a
]jσ(2i−1)
xσ(2i−1) a
]jσ(2i)
xσ(2i) χ1(t)
〉
,
(1.25)
where D is defined in (3.49) in terms of the function C from (1.19), PI is a set of pairings
defined in (1.45), and
Im,n,m˜ =
(−m+ 1, . . . , 0, n+ 1, . . . , n+ m˜),
I˜m,n,m˜ =
(−m+ 1, . . . , n+ m˜). (1.26)
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The Bogoliubov approximation of the two-point functions
γχ1(t)(x; y) :=
〈
χ1(t), a
†
yaxχ1(t)
〉
, αχ1(t)(x; y) := 〈χ1(t), axayχ1(t)〉 , (1.27)
is determined by the initial data through a system of two coupled linear one-body equations,
which are derived, e.g., in [61, Proposition 4(i)] and [42, Eq. (17b-c)],
i∂tγχ1(t) =
(
hϕ(t) +K
(1)
ϕ(t)
)
γχ1(t) − γχ1(t)
(
hϕ(t) +K
(1)
ϕ(t)
)
+K
(2)
ϕ(t)αχ1(t) − α∗χ1(t)
(
K
(2)
ϕ(t)
)∗ (1.28a)
i∂tαχ1(t) =
(
hϕ(t) +K
(1)
ϕ(t)
)
αχ1(t) + αχ1(t)
(
hϕ(t) +K
(1)
ϕ(t)
)T
+K
(2)
ϕ(t) +K
(2)
ϕ(t)γ
T
χ1(t)
+ γK
(2)
ϕ(t),
(1.28b)
where the integral operators K
(1)
ϕ(t) and K
(2)
ϕ(t) depend on the solution ϕ(t) of (1.7) and the
interaction potential v (see (2.25), (3.56a) and (3.56b)). These equations can be discussed
with standard PDE techniques, and, in particular, it is possible to solve them numerically to
arbitrary accuracy.
By adding appropriately many mixed n-point functions (1.23), we are able to construct
explicitly computable approximations of the true n-point functions of the excitations,〈
a
]j1
x1 ··· a]jnxn
〉
t
:=
〈
χ≤N (t), a]j1x1 ··· a]jnxn χ≤N (t)
〉
, (1.29)
to arbitrary precision. Since the mixed n-point functions in (1.25) vanish for ` + k + n odd,
one obtains formally
〈
a
]j1
x1 · · · a]j2nx2n
〉
t
=
a∑
`=1
λ`−1N
2`−1∑
m=1
〈
χm(t), a
]j1
x1 · · · a]j2nx2n χ2`−m(t)
〉
+O(λaN ) , (1.30a)
〈
a
]j1
x1 · · · a
]j2n+1
x2n+1
〉
t
=
a∑
`=1
λ
`− 1
2
N
2∑`
m=1
〈
χm(t), a
]j1
x1 · · · a
]j2n+1
x2n+1 χ2`+1−m(t)
〉
+O(λa+
1
2
N ), (1.30b)
and we make this statement rigorous in Theorem 3. Due to the generalized Wick rule (1.25),
this implies that the computation of the (true) n-point functions of the excitations, up to order
λaN , can be reduced to computing the Bogoliubov two-point functions (1.27) and integrating
them an a-dependent (butN -independent) number of times against explicitly known functions.
Symbolically, this means〈
a]x1 ··· a]xn
〉
t
=
∑
...
∫
. . .
∏
...
γχ1(t) . . . αχ1(t) +O(λaN ) . (1.31)
Finally, this leads to computationally accessible higher order corrections to the trace norm
convergence (1.6) of the reduced density matrices. In Theorem 4, we show that
Tr
∣∣∣γ(1)ΨN (t)− γ(1)a (t)∣∣∣ ≤ C(t)λaN (1.32)
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for sufficiently large N , where the approximating operator γ
(1)
a (t) is constructed from the
mixed n-point functions (1.23). As a consequence of the decomposition (1.13), one can express
the one-particle reduced density matrix γ
(1)
ΨN
(t) of the N -body problem in terms of n-point
functions
〈
a]x1 ··· a]xn
〉
t
of the excitations. By (1.31), these quantities can be approximated to
any order in terms of the two-point functions γχ1(t)(x; y) and αχ1(t)(x; y), which, in turn, are
obtained by solving the PDEs (1.28a) and (1.28b) on R2d.
The explicit formula for γ
(1)
a (t) is given in (3.74). As the next order correction to
γ
(1)
1 (t) := |ϕ(t)〉〈ϕ(t)| (1.33)
in (1.6), we obtain
γ
(1)
2 (t;x; y) = γ
(1)
1 (t;x; y)
(
1−N−1 〈χ1(t),Nχ1(t)〉
)
+N−1
〈
χ1(t), a
†
yaxχ1(t)
〉
+ (N(N − 1))−1/2
(
ϕ(t, x)A1,2(t, y) +A1,2(t, x)ϕ(t, y)
) (1.34)
with
A1,2(t, x) := 〈χ1(t), axχ2(t)〉+ 〈χ2(t), axχ1(t)〉 , (1.35)
which can be computed using (1.30b). Alternatively, the operator A1,2(t) is determined by
the differential equation
i∂tA1,2(t) =
(
hϕ(t) +K
(1)
ϕ(t)
)
A1,2(t)+K
(2)
ϕ(t)A1,2(t)+2TrK
(3)
ϕ(t)γχ1(t) +Tr
(
K
(3)
ϕ(t)
)∗
αχ1(t) , (1.36)
with integral operator K
(3)
ϕ(t) depending on ϕ(t) and v (defined in (2.25)), see (3.83) for a
detailed version of the equation and the precise meaning of the last two terms. Hence, to
obtain the next order correction to γ
(1)
ΨN (t)
, it suffices to solve the system of three coupled
linear equations (1.28a), (1.28b) and (1.36).
In conclusion, our new approximation scheme, in combination with the generalization of
Wick’s rule, provides a computationally efficient algorithm for the analysis of the dynamics
of bounded operators at any required level of precision. Moreover, it is of physical interest to
gain a precise control on the dynamics of the correlation functions, most notably on the time
evolution of the condensate depletion,〈
χ≤N (t),Nχ≤N (t)〉 = ∫
Ω
dx
〈
a†xax
〉
t
. (1.37)
The condensate depletion in a dilute Bose gas has been probed in various settings and the
predictions of Bogoliubov theory were experimentally confirmed [77, 19, 58]. Using (1.25)
and (1.30a), it is possible to (numerically) predict the next order correction in the mean-field
regime.
Let us remark that from a physical point of view, it is very important to also understand
more complicated scaling limits, in particular the NLS and Gross–Pitaevskii regimes. Here,
one considers interaction potentials of the form λNN
dβv(Nβx) for 0 < β ≤ 1, and instead of
the Hartree equation one obtains the cubic non-linear Schro¨dinger equation for the evolution
of the condensate. Note that β = 1 is usually called the Gross–Pitaevskii regime and it is both
technically the hardest and physically the most interesting case. For such singular scalings
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one needs to implement additional short-scale structure via the zero-energy scattering equa-
tion, at least for large β [27]. Even though we only deal with the case β = 0 in this article,
we expect that it is possible to extend the results to more singular scalings, at least for small β.
A related approach to obtain higher order corrections in the mean-field regime was in-
troduced by Paul and Pulvirenti in [64]. There, the authors approach the problem from a
kinetic theory perspective, and directly consider the dynamics of reduced density matrices of
the N -body state. This approach is formally similar to ours, since Bogoliubov theory in the
sense of linearization of the Hartree equation is used for the expansion (but without projection
to the Fock space of excitations), an even-odd symmetry similar to (1.25) is observed, and
an a-dependent but N -independent number of operations is used to derive convergence rates
N−a. The main advantages of our approach are that we explicitly use the fact that the unitary
Bogoliubov time evolution is given by a Bogoliubov transformation, and that our approxima-
tions (1.19) are independent of N . Note that we expect that our approach can be generalized
to compute corrections to the ground state, while the approach in [64] can be generalized to
classical mean-field models in kinetic theory.
In another approach, higher order corrections to ΨN (t) have been derived in [15] by
Pavlovic´ and three of the authors by expanding the solution ΨN (t) of (1.3) around the (first
order) norm approximation in an appropriately truncated Duhamel series. More precisely, the
starting point of the expansion in [15] is the function
ψ(1)ϕ (t) := U˜ϕ(t, 0)Ψ
N (0) ∈ HN , (1.38)
where the time evolution U˜ϕ(t, s) is generated by a (first quantized)N -body Hamiltonian H˜ϕ(t)
with a quadratic structure comparable to the structure of the (second quantized) Bogoliubov
Hamiltonian HBog(t). In particular, ψ
(1)
ϕ (t) is comparable to the approximating function in
(1.12), in the sense that the norm difference between both functions is at most of order λN
[65]. One now expands ΨN (t) around ψ
(1)
ϕ (t) by iterating Duhamel’s formula, which yields
ΨN (t) = ψ(1)ϕ (t)− i
t∫
0
U˜ϕ(t, s)
(
HN − H˜ϕ(s)
)
U˜ϕ(s, 0)Ψ
N (0) ds
−
t∫
0
ds1
t∫
s1
ds2 U˜ϕ(t, s1)
(
HN − H˜ϕ(s1)
)
U˜ϕ(s1, s2)
(
HN − H˜ϕ(s2)
)
U˜ϕ(s2, 0)Ψ
N (0)
+ . . . . (1.39)
The size of the terms in the expansion decreases with each iteration. For the next order
correction to (1.12), one adds to ψ
(1)
ϕ (t) all terms in (1.39) which are of order λ
1/2
N , leaving only
terms which are of order λN or smaller, and iteratively constructs a sequence
(
ψ
(n)
ϕ
)
n∈N ⊂ HN
such that ∥∥∥ΨN (t)− ψ(n)ϕ (t)∥∥∥
HN
≤ C(t)λ
n
2
N , n ∈ N , (1.40)
for sufficiently largeN  n and some time-dependent expression C(t) > 0. The approximating
functions ψ
(n)
ϕ (t) in [15] are given in terms of U˜ϕ(t, s) by an N -independent number of integrals.
However, the auxiliary time evolution U˜ϕ(t, s) is a rather abstract and inaccessible object, and
in particular, it is not clear whether the computation of physical quantities of interest is less
complex with respect to the time evolution U˜ϕ(t, s) than with respect to the full N -body
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problem. The approximation scheme we propose in this paper can be understood as an
improvement of this result, where we modified the construction precisely such as to make it
accessible to computations, using the powerful tool of Bogoliubov transformations.
Let us also note that in a different constructive approach using Feshbach maps, a multi-
scale expansion of the ground state of the Bose gas in the mean-field limit was introduced by
Pizzo [68, 69, 70].
In addition to [64, 15], our work is particularly inspired by the works of Grillakis, Machedon
and Margetis [44, 45, 42, 43], Nam and Napio´rkowski [61, 62], and some of the classical
references [5, 71, 25], which crucially emphasize the concepts of Bogoliubov transformations
and quasi-free states. For example, in [61, 62] the authors prove that describing the excitations
around the Hartree solution ϕ(t) as solutions of the N -independent Bogoliubov equation yields
a computationally efficient approximation to the many-body dynamics: since the Bogoliubov
time evolution preserves quasi-freeness, all time evolved n-point functions are—thanks to
Wick’s rule—determined by the initial two-point functions, up to order λ
1/2
N . The result
presented here can be understood as a continuation of these ideas. Our corrections χ`(t) to
the Bogoliubov description are still completely determined by the initial two-point functions of
the leading order contribution χ1(0), and in this sense, the corrections χ`(t) can be understood
as generalized quasi-free states which satisfy a generalized form of Wick’s rule. This description
goes beyond the Bogoliubov approximation since it determines the true many-body dynamics
to any order in λN .
Notation
We refer to expressions that are independent of N, t,ΨN (0), ϕ(0), but may depend on all fixed
quantities of the model such as v, as constants. While we explicitly indicate the dependence of
constants on the order a of the approximation by writing Ca or C(a), note that these constants
may vary from line to line. We use the notation
A . B (1.41)
to indicate that there exists a constant C > 0 such that A ≤ CB. We abbreviate
x(k) := (x1, ..., xk) , dx
(k) := dx1 ··· dxk (1.42)
for k ≥ 1 and x ∈ Ω, denote by J ∈ {−1, 1}n the multi-index
J := (j1, ..., jn) , jν ∈ {−1, 1} for ν = 1, ..., n , (1.43)
and define
a]1 := a† , a]−1 := a . (1.44)
For a set A ⊂ Z, we introduce the set of pairings
PA := {σ ∈ SA : σ(2a− 1) < min{σ(2a), σ(2a+ 1)} ∀a ∈ A}, (1.45)
where SA is the symmetric group on the set A. For r ∈ R, we use the usual notation for the
floor function
brc = max{z ∈ Z : z ≤ r} . (1.46)
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2 Framework
2.1 Excitation Fock Space and Excitation Hamiltonian
As proposed in [55], the solution ΨN (t) ∈ HN can be decomposed into a condensate part and
excitations from the condensate,
ΨN (t) =
N∑
k=0
ϕ(t)⊗(N−k) ⊗s χ(k)(t) , (2.1)
for ϕ(t) the solution of (1.7) and where ⊗s denotes the symmetric tensor product, which is
for ψa ∈ Ha and ψb ∈ Hb defined as
(ψa ⊗s ψb)(x1, ..., xa+b) :=
1√
a! b! (a+ b)!
∑
σ∈Sa+b
ψa(xσ(1), ..., xσ(a))ψb(xσ(a+1), ..., xσ(a+b)) ,
(2.2)
with Sa+b the set of all permutations of a+ b elements. The excitation vector
χ≤N =
(
χ(k)
)N
k=0
∈ F≤N⊥ϕ(t) ⊂ F⊥ϕ(t) ⊂ F(H) (2.3)
is an element of the truncated Fock space F≤N⊥ϕ(t), where
F≤N⊥ϕ(t) :=
N⊕
k=0
k⊗
sym
{ϕ(t)}⊥ , F⊥ϕ(t) :=
∞⊕
k=0
k⊗
sym
{ϕ(t)}⊥ , F(H) :=
∞⊗
k=0
k⊗
sym
H (2.4)
for {ϕ}⊥ := {φ ∈ H : 〈φ, ϕ〉H = 0}. Whenever the context is unambiguous we will abbreviate
F := F(H) . (2.5)
Hence, a Fock vector φ =
(
φ(k)
)∞
k=0
is contained in the subspace F⊥ϕ(t) if every φ(k) is
orthogonal to ϕ(t) in each coordinate, i.e., if∫
Ω
ϕ(t, xj)φ
(k)(x1, ..., xk) dxj = 0 (2.6)
for each j ∈ {1, ..., k} and all k ≥ 1.
Note that the subspaces F≤N⊥ϕ(t) and F⊥ϕ(t) depend on time via the condensate wave func-
tion, while the full Fock space F is time-independent. We will also refer to F⊥ϕ(t) as excitation
Fock space, and to F≤N⊥ϕ(t) as truncated excitation Fock space. The one-particle sector {ϕ(t)}⊥
of the subspace F⊥ϕ(t) can be understood as a hyperplane in H, which, due to the time evolu-
tion of the condensate wave function ϕ(t), undergoes a “rotation” within H; the higher sectors
are (symmetrized) direct sums of these hyperplanes.
The creation and annihilation operators on F are defined by
(a†(f)φ)(k)(x1, ..., xk) =
1√
k
k∑
j=1
f(xj)φ
(k−1)(x1, ..., xj−1, xj+1, ..., xk) , k ≥ 1 (2.7)
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(a(f)φ)(k)(x1, ..., xk) =
√
k + 1
∫
Ω
dxf(x)φ(k+1)(x1, ..., xk, x) , k ≥ 0 (2.8)
for f ∈ H and φ ∈ F . One writes them more compactly in terms of the operator-valued
distributions a†x, ax as
a†(f) =
∫
Ω
dxf(x) a†x , a(f) =
∫
Ω
dxf(x) ax , (2.9)
which satisfy the canonical commutation relations
[ax, a
†
y] = δ(x− y) , [ax, ay] = [a†x, a†y] = 0 . (2.10)
The number operator on F is denoted by
N =
∫
Ω
a†xax dx , (Nφ)(k) = kφ(k) . (2.11)
Hence, when acting on a vector φ(t) ∈ F⊥ϕ(t) in the excitation Fock space, N counts the num-
ber of excitations around the time-evolved condensate ϕ(t)⊗N , while it has no such meaning
when acting on an element of the full Fock space F . More precisely, we define the excitation
number operator as
N⊥ϕ(t) := N − a†(ϕ(t))a(ϕ(t)) = dΓ(qϕ(t)) , (2.12)
where qϕ(t) denotes the projection onto the orthogonal complement of ϕ(t), i.e.,
pϕ(t) := |ϕ(t)〉〈ϕ(t)| qϕ(t) := 1H − pϕ(t) . (2.13)
In particular, this implies that
N⊥ϕ(t)|F⊥ϕ(t) = N|F⊥ϕ(t) . (2.14)
Note that N is not time-dependent, while N⊥ϕ(t) depends on time.
The relation between the N -body state ΨN (t) and the corresponding excitation vector
χ≤N (t) is given by the unitary map
UN,ϕ(t) : H
N
sym → F≤N⊥ϕ(t) , ΨN (t) 7→ UN,ϕ(t)ΨN (t) := χ≤N (t) . (2.15)
Equivalently, UN,ϕ(t) can be interpreted as a partial isometry from H
N
sym to F , where U∗N,ϕ(t)
is extended by zero outside the truncated excitation Fock space F≤N⊥ϕ(t). The product state
ϕ(t)⊗N is mapped to the vacuum, i.e.,
UN,ϕ(t)ϕ(t)
⊗N = (1, 0, 0, . . . ) . (2.16)
Written in terms of creation and annihilation operators, the map UN,ϕ(t) acts as
UN,ϕ(t)Ψ
N (t) =
N⊕
j=0
(
qϕ(t)
)⊗j (a(ϕ(t))N−j√
(N − j)! Ψ
N (t)
)
(2.17)
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([55, Proposition 4.2]), which leads to the formulas
UN,ϕ(t)a
†(ϕ(t))a(ϕ(t))U∗N,ϕ(t) = N −N⊥ϕ(t) , (2.18a)
UN,ϕ(t)a
†(f)a(ϕ(t))U∗N,ϕ(t) = a
†(f)
√
N −N⊥ϕ(t) , (2.18b)
UN,ϕ(t)a
†(ϕ(t))a(g)U∗N,ϕ(t) =
√
N −N⊥ϕ(t)a(g) , (2.18c)
UN,ϕ(t)a
†(f)a(g)U∗N,ϕ(t) = a
†(f)a(g) (2.18d)
for f, g ∈ {ϕ(t)}⊥ as identities on F≤N⊥ϕ(t), where we identified ψ ∈ Hn with the vector
(0, ..., ψn, . . .) ∈ F . Note that since N⊥ϕ(t) = N on F⊥ϕ(t), we can equivalently replace
N⊥ϕ(t) by N .
By means of the map UN,ϕ(t), one decouples the evolution (1.7) of the condensate wave
function from the evolution of the excitations χ≤N (t) = UN,ϕ(t)ΨN (t), which is determined by
i∂tχ
≤N (t) = H≤Nϕ(t)χ
≤N (t) , (2.19)
where
H≤Nϕ(t) = i(∂tUN,ϕ(t))U
∗
N,ϕ(t) + UN,ϕ(t)HNU
∗
N,ϕ(t) . (2.20)
The excitation Hamiltonian H≤Nϕ(t) is defined as operator
H≤Nϕ(t) : F≤N⊥ϕ(t) → F≤N . (2.21)
For later convenience, we write H≤Nϕ(t) as restriction to F≤N⊥ϕ(t) of a Hamiltonian Hϕ(t) which is
defined on the full Fock space F ,
H≤Nϕ(t) = Hϕ(t)
∣∣
F≤N⊥ϕ(t)
= Hϕ(t)1
≤N
⊥ϕ(t) , (2.22)
where 1≤N⊥ϕ(t) is the projection onto the subspace F≤N⊥ϕ(t) of F . Put differently, we have
H≤Nϕ(t) = Hϕ(t) as operators on F≤N⊥ϕ(t) or F≤N . (2.23)
The transformation rules (2.18) can be used to obtain an explicit formula for H≤Nϕ(t) from
(2.20) (see, e.g., [55, Section 4] and [54, Section 4.2 and Appendix B]). Written in a way that
is more convenient for our analysis, it is given as
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Hϕ(t) =
∫
dx a†xhϕ(t)(x)ax
+
(
N −N
N − 1
)∫
dx1 dx2K
(1)
ϕ(t)(x1;x2)a
†
x1ax21
≤N
+
1
2
∫
dx1 dx2K
(2)
ϕ(t)(x1, x2)a
†
x1a
†
x2
√
(N −N )(N −N − 1)
N − 1 1
≤N
+
√
(N −N )(N −N − 1)
N − 1
1
2
∫
dx1 dx2K
(2)
ϕ(t)(x1, x2)ax1ax21
≤N
+
∫
dx1 dx2 dx3K
(3)
ϕ(t)(x1, x2;x3)a
†
x1a
†
x2ax3
√
N −N
N − 1 1
≤N
+
√
N −N
N − 1
∫
dx1 dx2 dx3
(
K
(3)
ϕ(t)
)∗
(x1;x2, x3)a
†
x1ax2ax31
≤N
+
1
2
1
N − 1
∫
dx1 dx2 dx3 dx4K
(4)
ϕ(t)(x1, x2;x3, x4)a
†
x1a
†
x2ax3ax4 .
(2.24)
Here, 1≤N denotes the projector on the subspace F≤N of F , and we define
K
(1)
ϕ(t) : {ϕ(t)}⊥ → {ϕ(t)}⊥,
K
(1)
ϕ(t) = 〈ϕ(t)| ⊗ qϕ(t) v qϕ(t) ⊗ |ϕ(t)〉 = qϕ(t)K˜
(1)
ϕ(t)q
ϕ(t) ,
where K˜
(1)
ϕ(t) has kernel K˜
(1)
ϕ(t)(x1;x2) = ϕ(t, x2)v(x1 − x2)ϕ(t, x1),
(2.25a)
K
(2)
ϕ(t) ∈ {ϕ(t)}⊥ ⊗ {ϕ(t)}⊥,
K
(2)
ϕ(t) = q
ϕ(t) ⊗ qϕ(t) v |ϕ(t)〉 ⊗ |ϕ(t)〉 = qϕ(t) ⊗ qϕ(t)K˜(2)ϕ(t)
with K˜
(2)
ϕ(t)(x1, x2) = v(x1 − x2)ϕ(t, x1)ϕ(t, x2),
(2.25b)
K
(3)
ϕ(t) : {ϕ(t)}⊥ → {ϕ(t)}⊥ ⊗ {ϕ(t)}⊥,
K
(3)
ϕ(t) = q
ϕ(t) ⊗ qϕ(t)W (t) |ϕ(t)〉 ⊗ qϕ(t) = qϕ(t) ⊗ qϕ(t)K˜(3)ϕ(t)qϕ(t),
where K˜
(3)
ϕ(t) has kernel K˜
(3)
ϕ(t)(x1, x2;x3) = W (t, x1, x2)δ(x2 − x3)ϕ(t, x1),
(2.25c)
K
(4)
ϕ(t) : {ϕ(t)}⊥ ⊗ {ϕ(t)}⊥ → {ϕ(t)}⊥ ⊗ {ϕ(t)}⊥,
K
(4)
ϕ(t) = q
ϕ(t) ⊗ qϕ(t)W (t)qϕ(t) ⊗ qϕ(t) ,
(2.25d)
where v is understood as the multiplication operator v(x, y) = v(x− y) and where
W (t, x, y) = v(x− y)− (v ∗ |ϕ(t)|2) (x)− (v ∗ |ϕ(t)|2) (y) + 2µϕ(t). (2.26)
Note that we slightly abused the notation by writing hϕ(t)(x) although hϕ(t) is no multiplica-
tion operator. In Appendix A, we briefly sketch how (2.24) can be derived from (2.20).
Let us introduce the following shorthand notation:
K(0)ϕ(t) =
∫
dx a†xhϕ(t)(x)ax , (2.27a)
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K(1)ϕ(t) =
∫
dx1 dx2K
(1)
ϕ(t)(x1;x2)a
†
x1ax2 , (2.27b)
K(2)ϕ(t) =
1
2
∫
dx1 dx2K
(2)
ϕ(t)(x1, x2)a
†
x1a
†
x2 , (2.27c)
K(3)ϕ(t) =
∫
dx1 dx2 dx3K
(3)
ϕ(t)(x1, x2;x3)a
†
x1a
†
x2ax3 (2.27d)
K(4)ϕ(t) =
1
2
∫
dx(4)K
(4)
ϕ(t)(x1, x2;x3, x4)a
†
x1a
†
x2ax3ax4 , (2.27e)
K(j)ϕ(t) :=
(
K(j)ϕ(t)
)∗
, j = 2, 3 . (2.27f)
Expressed in this notation, the excitation Hamiltonian Hϕ(t) has the form
H≤Nϕ(t) = K
(0)
ϕ(t) +
(
N −N
N − 1
)
K(1)ϕ(t)
+
(
K(2)ϕ(t)
√
(N −N )(N −N − 1)
N − 1 +
√
(N −N )(N −N − 1)
N − 1 K
(2)
ϕ(t)
)
1
≤N
+
(
K(3)ϕ(t)
√
N −N
N − 1 +
√
N −N
N − 1 K
(3)
ϕ(t)
)
1
≤N
+
1
N − 1K
(4)
ϕ(t) .
(2.28)
The operator Hϕ(t) leaves the subspace F≤N invariant, which is clear since the first and last
line in (2.28) leave the particle number invariant. The remaining terms can only cause non-
zero entries in the sectors with at most N particles, due to the projections 1≤N and the square
roots. Moreover, all terms in Hϕ(t) except for K
(0)
ϕ(t) preserve the subspace F⊥ϕ(t), hence the full
Hamiltonian Hϕ(t) leads out of the subspace F⊥ϕ(t). However, the time evolution generated
by H≤Nϕ(t) preserves the subspace F≤N⊥ϕ(t) by construction since χ≤N (t) = UN,ϕ(t)ΨN (t) for all
t ∈ R. We summarize these observations in the following lemma:
Lemma 2.1. For Hϕ(t) as in (2.24) and K
(j)
ϕ(t) as in (2.27), it holds that
Hϕ(t)F≤N ⊆ F≤N , (2.29)
K(j)ϕ(t)F⊥ϕ(t) ⊆ F⊥ϕ(t) , (2.30)(
H≤Nϕ(t) −K
(0)
ϕ(t)
)
F≤N⊥ϕ(t) ⊆ F≤N⊥ϕ(t) . (2.31)
Note that when considering the operator H≤Nϕ(t) on F≤N⊥ϕ(t), we can drop the projections 1≤N
in (2.24). Finally, let us remark that there is more than one way to extend H≤Nϕ(t) to the full
Fock space F . In particular, we could have defined Hϕ(t) with number of excitation operators
N⊥ϕ(t) instead of N , since both operators coincide on F≤N⊥ϕ(t). We chose this way of defining
Hϕ(t) for later convenience, in order to deal with N instead of N⊥ϕ(t).
2.2 Bogoliubov Transformations and Quasi-free States
An essential tool to derive an explicit formula for the higher order corrections in Theorem 1
is the fact that the time evolution generated by the Bogoliubov Hamiltonian acts as a Bo-
goliubov transformation. Further, it is crucial for the analysis of the higher order corrections
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(Theorems 3 and 4) to observe that the solution χ1(t) of the Bogoliubov equation (1.11) is
quasi-free. In this section, we briefly recall these concepts and introduce some notation. Our
main references are [75, 54, 61].
Let us consider
F = f ⊕ Jg = f ⊕ g =
(
f
g
)
∈ H⊕ H , (2.32)
where J : H → H, (Jf)(x) = f(x), denotes the complex conjugation map. The generalized
creation and annihilation operators A(F ) and A†(F ) are defined as
A(F ) = a(f) + a†(g) , A†(F ) = A(JF ) = a†(f) + a(g) , (2.33)
and satisfy the commutation relations
[A(F1), A
†(F2)] = 〈F1,SF2〉 , [A(F1), A(F2)] = 〈F1,SJF2〉 . (2.34)
Here, J and S denote the operators on H⊕ H given by
J =
(
0 J
J 0
)
, S :=
(
1 0
0 −1
)
. (2.35)
If an operator V on H ⊕ H is such that the map F 7→ A(VF ) has the same properties (2.33)
and (2.34) as the map F 7→ A(F ), i.e., if
A†(VF ) = A(VJF ) , [A(VF1), A†(VF2)] = 〈F1,SF2〉 , (2.36)
the operator V is called a (bosonic) Bogoliubov map. This requirement is equivalent to the
following definition:
Definition 2.2. A bounded operator
V : H⊕ H→ H⊕ H , (2.37)
is called a Bogoliubov map if it satisfies
V∗SV = S = VSV∗ , JVJ = V . (2.38)
Equivalently, V has the block form
V :=
(
U V
V U
)
, U, V : H→ H , (2.39)
where U and V satisfy the relations
U∗U = 1 + V ∗V , UU∗ = 1 + V V ∗ , V ∗U = U∗V , UV ∗ = V U∗ . (2.40)
We denote the set of Bogoliubov maps on H⊕ H as
V(H) := {V ∈ L (H⊕ H) | V is a Bogoliubov map } . (2.41)
Bogoliubov maps can be implemented on Fock space in the following sense.
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Lemma 2.3. Let V ∈ V(H). Then there exists a unitary transformation UV : F(H)→ F(H)
such that
UVA(F )U∗V = A(VF ) . (2.42)
for all F ∈ H⊕ H if and only if
‖V ‖2HS := Tr(V ∗V ) <∞ (2.43)
(Shale–Stinespring condition). In this case, the Bogoliubov map V is called (unitarily) imple-
mentable.
A proof of the lemma is given, for instance, in [75, Theorem 9.5]. In the following, we
will refer to the unitary implementation UV : F(H) → F(H) of a Bogoliubov map V ∈ V(H)
as Bogoliubov transformation. Some relevant properties of Bogoliubov transformations are
summarized in the following lemma:
Lemma 2.4. The Bogoliubov maps V(H) form a subgroup of the group of isomorphisms on
H⊕H. In particular, the adjoint and inverse of V ∈ V(H) with block form (2.39) are given as
V∗ =
(
U∗ V ∗
V
∗
U
∗
)
, V−1 = SV∗S =
(
U∗ −V ∗
−V ∗ U ∗
)
. (2.44)
If V is a Hilbert–Schmidt operator, the set of all Bogoliubov transformations,
{UV : F(H)→ F(H) | V ∈ V(H)} , (2.45)
forms a subgroup of the group of unitary maps on F(H). Moreover, the map V 7→ UV is a
group homomorphism, which, in particular, implies that
UV−1 = (UV)−1 = U∗V . (2.46)
Proof. The first statement can immediately be verified by means of the relations (2.40). For
the second part, note that for V1,V2 ∈ V(H),
UV1UV2A(F ) (UV1UV2)∗ = UV1A(V2)U∗V1 = A(V1V2F ) = UV1V2A(F )U∗V1V2 (2.47)
for any F ∈ H⊕ H, hence UV1UV2 = UV1V2 .
Note that since V is Hilbert-Schmidt, the operators U , V can be written as integral
operators with kernels U(x; y) and V (x; y), i.e., for any f ∈ H,
(Uf)(x) :=
∫
Ω
U(x; y)f(y) dy , (V f)(x) :=
∫
Ω
V (x; y)f(y) dy , (2.48)
and the operators V and U are to be understood as integral operators with kernels V (x; y)
and U(x; y). The transformation rule (2.42) for the generalized creation/annihilation operators
A](F ) corresponds to rules for the creation/annihilation operators a](f),
UVa(f)U∗V = a(Uf) + a†(V f) ,
UVa†(f)U∗V = a(V f) + a†(Uf) ,
(2.49)
16
and for the operator-valued distributions a]x,
UV ax U∗V =
∫
Ω
dy U(y;x) ay +
∫
Ω
dy V (y;x) a†y ,
UV a†x U∗V =
∫
Ω
dy V (y;x) ay +
∫
Ω
dy U(y;x) a†y .
(2.50)
The inverse relations to (2.42) are given by
U∗VA(F )UV = A(V−1F ) , (2.51)
which, by (2.44), leads to the relations
U∗V a(f)UV = a(U∗f)− a†(V ∗f) ,
U∗V a†(f)UV = −a(V ∗f) + a†(U∗f) ,
(2.52)
and
U∗V ax UV =
∫
Ω
dy U(x; y)ay −
∫
Ω
dy V (x; y)a†y ,
U∗V a†x UV = −
∫
Ω
dyV (x; y)ay +
∫
Ω
dy U(x; y)a†y .
(2.53)
A concept that is closely connected to Bogoliubov transformations is the notion of quasi-
free states, which are defined as follows:
Definition 2.5. A state φ ∈ F(H) with ‖φ‖F(H) = 1 is called a quasi-free (pure) state if it
can be expressed as a Bogoliubov transformation of the vacuum, i.e., if there exists a V ∈ V(H)
such that
φ = UV |Ω〉 , (2.54)
where |Ω〉 = (1, 0, 0, . . . ) denotes the vacuum in F(H). The set of all quasi-free states on F(H)
is denoted as
Q(H) := {φ ∈ F(H) : ∃V ∈ V(H) s.t. φ = UV |Ω〉} ⊂ F(H) . (2.55)
Note that our definition of quasi-free states is sometimes also referred to as even quasi-free
[25]. We define the set of quasi-free excitation vectors at time t ∈ R as
Q⊥ϕ(t) := Q(H) ∩ F⊥ϕ(t) =
{
φ ∈ F⊥ϕ(t) : ∃V ∈ V(H) s.t. φ = UV |Ω〉
}
. (2.56)
Note that any Bogoliubov transformation leaves the set of quasi-free states invariant, i.e.,
UVQ(H) = Q(H) (2.57)
for all V ∈ V(H). Among other characterizations, a quasi-free states is completely determined
by its generalized reduced densities γφ and αφ, which are defined as follows:
Definition 2.6. Define the generalized one-particle density matrix Γφ : H ⊕ H → H ⊕ H of
φ ∈ F(H) as
Γφ :=
(
γφ αφ
α∗φ 1 + γ
T
φ
)
, (2.58)
where the one-body density matrices γφ : H→ H and αφ : H→ H are defined as
〈f, γφg〉H =
〈
φ, a†(g)a(f)φ
〉
F(H)
, 〈f, αφ g〉H = 〈φ, a(g)a(f)φ〉F(H) (2.59)
for f, g ∈ H.
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The kernels of γφ and αφ,
γφ(x, y) =
〈
φ, a†y axφ
〉
and αφ(x, y) = 〈φ, ax ay φ〉 , (2.60)
satisfy the relations
γ∗φ(x, y) = γφ(x, y) , γφ(y, x) = γφ(x, y) (2.61)
and
α∗φ(x, y) = αφ(x, y) =
〈
φ, a†xa
†
yφ
〉
, αφ(y, x) = αφ(x, y) , (2.62)
which implies the operator identities
γ∗φ = γφ , γ
T
φ = JγφJ , α
∗
φ = JαφJ , α
T
φ = αφ . (2.63)
A quasi-free state φ is uniquely determined by its reduced densities in the sense that all
n-point functions with respect to φ are determined by the two-point functions γφ(x, y) and
αφ(x, y) due to Wick’s rule. This is recalled in the following lemma:
Lemma 2.7. Let φ ∈ F(H) with ‖φ‖F = 1. Then the following are equivalent:
(a)
φ ∈ Q(H) . (2.64)
(b) Let a] ∈ {a†, a}, n ≥ 1 and f1, ..., f2n ∈ H. Then
〈φ,Nφ〉F(H) <∞ (2.65)
and〈
φ, a](f1)···a](f2n−1)φ
〉
F(H)
= 0 , (2.66a)〈
φ, a](f1)···a](f2n)φ
〉
F(H)
=
∑
σ∈P2n
n∏
j=1
〈
φ, a](fσ(2j−1))a](fσ(2j))φ
〉
F(H)
, (2.66b)
where P2n denotes the set of pairings
P2n = {σ ∈ S2n : σ(2j − 1) < min{σ(2j), σ(2j + 1)} for all j} . (2.67)
The property (2.66) is known as Wick’s rule.
(c)
γφαφ = αφγ
T
φ , αφα
∗
φ = γφ(1 + γφ) . (2.68)
(d)
Γφ
(
1 0
0 −1
)
Γφ = −Γφ . (2.69)
The equivalence of (a) with (b) is proven in [60, Theorem 1.6], and with (d) in [60, Theorem
1.6] or [75, Theorem 10.4]. The equivalence of (c) and (d) is a simple computation.
Finally, let us make the connection between (time-dependent) Bogoliubov transformations
and the time evolution generated by the Bogoliubov Hamiltonian. The Bogoliubov equation
(1.11) is well-posed [54, Theorem 7] and preserves quasi-freeness [61, Proposition 7]. Moreover,
the time evolution operator U
(1)
ϕ (t, s) acts as a Bogoliubov transformation on creation and
annihilation operators. We collect these statements in the following lemma:
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Lemma 2.8. Let s, t ∈ R, ϕ(s) ∈ H1(Ω) with ‖ϕ(s)‖H = 1, and denote by ϕ(t) the unique
solution of (1.7) with initial datum ϕ(s). Let φ(s) ∈ F(H).
(a) The Bogoliubov equation (1.11) with initial datum φ(s) has a unique solution φ(t) ∈
F(H). We denote by U (1)ϕ (t, s) the corresponding unitary time evolution on F(H), i.e.,
φ(t) = U (1)ϕ (t, s)φ(s) . (2.70)
(b) If φ(s) is quasi-free, then φ(t) is quasi-free, i.e.,
U (1)ϕ (t, s)Q(H) ⊆ Q(H) . (2.71)
(c) Let φ(s) ∈ F⊥ϕ(s) such that 〈φ(s),Nφ(s)〉 <∞. Then φ(t) ∈ F⊥ϕ(t), which, in partic-
ular, implies that
U (1)ϕ (t, s)Q⊥ϕ(s) ⊆ Q⊥ϕ(t) . (2.72)
(d) U
(1)
ϕ (t, s) is a Bogoliubov transformation on F(H), i.e., there exists a two-parameter
group of Bogoliubov maps V(t, s) ∈ V(H) such that
U (1)ϕ (t, s) = UV(t,s) . (2.73)
Moreover, V(t, s) is the solution of the differential equationi∂tV(t, s) = A(t)V(t, s)V(s, s) = 1 , (2.74)
where
A(t) =

(
hϕ(t) +K
(1)
ϕ(t)
)
−K(2)ϕ(t)
K
(2)
ϕ(t) −
(
hϕ(t) +K
(1)
ϕ(t)
) . (2.75)
Parts (a) and (b) are shown in [61, Proposition 7 and Lemma 9] (see also [38, 39, 54, 4])
and assertion (c) is proven in [61, Proposition 4]. Part (d) seems to be well-known but we
could not find a precise reference for the case of an explicitly time-dependent quadratic Hamil-
tonian. We therefore give a proof in Appendix B.
3 Results
3.1 Assumptions
Let us begin with stating our assumptions on the Hamiltonian (1.1).
Assumption 1. Let v : R3 → R be bounded and even.
As a consequence, HN generates a unique family of unitary time evolution operators via
the Schro¨dinger equation (1.3), which leaves D(HN ) = H2(Ω) invariant.
We consider initial N -body states ΨN (0) whose excitation vector is either the restriction
of a quasi-free state χ1(0) ∈ Q⊥ϕ(0) to F≤N⊥ϕ(0), or a suitable perturbation of such a state. More
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precisely, we express the initial excitation vector as an expansion in powers of λ
1/2
N around a
quasi-free state χ1(0) ∈ Q⊥ϕ(0) and admit in the `th term of the expansion the creation or
annihilation of up to 3(`− 1) particles from χ1(0). For even ` we choose only an odd number
of creation/annihilation operators, and for odd ` an even number. The resulting vector is then
restricted to the truncated excitation Fock space F≤N⊥ϕ(0).
Assumption 2. Let a ≥ 2. Let ΨN (0) ∈ D(HN ) and define χ≤N (0) = UN,ϕ(0)ΨN (0). Assume
that χ1(0) ∈ Q⊥ϕ(0) with
‖χ1(0)‖F = 1 , 〈χ1(0),Nχ1(0)〉F . 1 , (3.1)
i.e., the expectation of the number operator with respect to χ1(0) is assumed to be bounded
independently of N . Further, assume that for 2 ≤ ` ≤ a and 0 ≤ n ≤ 3(`− 1) such that n+ `
odd, there exist functions
a
(J)
`,n ∈ L2
(({ϕ(0)}⊥)n) , ‖a(J)`,n‖Hn . 1 , (3.2)
i.e., with Hn-norm bounded independently of N , such that
χ`(0) =
∑
0≤n≤3(`−1)
n+` odd
∑
J∈{−1,1}n
∫
dx(n)a
(J)
`,n (x
(n)) a
]j1
x1 · · · a]jnxn χ1(0) (3.3)
and that ∥∥∥∥∥χ≤N (0)−
a∑
`=1
λ
`−1
2
N χ`(0)
∥∥∥∥∥
F≤N⊥ϕ(0)
. λ
a
2
N . (3.4)
Remark 3.1. (a) We require that the coefficient functions a
(Jn)
`,n be bounded uniformly in N
but we do not impose any explicit normalization condition on the corrections χ`(0) for
` ≥ 2. For convenience, we choose to normalize the initial quasi-free state χ1(0) on
F . This makes the notation in Theorem 3 much easier, since Wick’s rule as in (2.66)
holds only for normalized quasi-free states, and also the one-particle densities (1.27) are
usually defined with respect to normalized states.
As a consequence, the initial excitation vector χ≤N (0) is not necessarily normalized,
which, by unitarity of UN,ϕ(0) : H
N
sym → F≤N⊥ϕ(t), implies that ΨN (0) is not normalized. In
fact, since the contributions of the sectors with more than N particles to the Fock space
norm are negligible (Lemma 3.8b), the normalization condition ‖χ1(0)‖ = 1 implies in
particular that ‖χ1(0)‖F≤N is arbitrarily close to one. Moreover, χ1(0) and χ2(0) are
orthogonal by Wick’s rule: their scalar product is a sum of one and three-point functions
with respect to χ1(0), which vanishes. Hence, the sum
∑a
`=1 λ
(`−1)/2
N χ`(0) cannot be
normalized unless the norm of χ2(0) is arbitrarily small in N , and the difference between
χ≤N (0) and
∑a
`=1 λ
(`−1)/2
N χ`(0) is by assumption at most of order λ
a/2
N . On the other
hand, since ‖χ2(0)‖ = O(1), it is clear that the normalization error is at most of order
λ
1/2
N , i.e., ‖χ≤N (0)‖ ≤ 1 + Cλ1/2N for some constant C ≥ 0.
To recover a normalized initial N -body wave function ΨN (0), it suffices to divide the
corrections χ`(0) by a normalization factor c := ‖χ≤N (0)‖ ∈ [1, 1+Cλ1/2N ), which implies
that for χ˜≤N (0) := c−1χ≤N (0) and χ˜`(0) := c−1χ`(0), it holds that∥∥∥∥∥χ˜≤N (0)−
a∑
`=1
λ
`−1
2
N χ˜`(0)
∥∥∥∥∥
F≤N⊥ϕ(0)
. λ
a
2
N c
−1 . λ
a
2
N . (3.5)
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(b) In (3.3), we admit for χ`(0) the creation or annihilation of n ≤ 3(` − 1) particles for
` + n odd, implying that, for example, in χ2(0), one or three particles can be cre-
ated/annihilated from χ1(0), and in χ3(0) zero, two, four or six. At this point, the
restriction to n+` odd is merely a technical simplification since it is consistent with how
correlations are dynamically generated and since it allows us to obtain the generalized
form of Wick’s rule in Corollary 3.10. In principle, all our results hold also without this
restriction, i.e., if initially n ∈ {0, ..., 3(`− 1)} particles are created or annihilated from
χ1(0), with the exception that the generalized Wick rule and consequently the results
in Section 3.4 would have a more complicated form.
(c) The assumption that χ1(0) is quasi-free is reasonable since it is known that the ground
state of the Bogoliubov Hamiltonian is quasi-free, see, e.g., [55, Theorem A.1(iii)].
Since χ1(0) is quasi-free, (3.1) implies that all finite moments of the number operator with
respect to χ1(0) are bounded uniformly in N . Moreover, due to (3.3), the same holds true for
the corrections χ`(0).
Lemma 3.2. Let χ`(0) for ` ≥ 1 satisfy Assumption 2 and let b ≥ 0. Then there exist
constants C(`, b) such that 〈
χ`(0), (N + 1)bχ`(0)
〉
F
. C(`, b) . (3.6)
Proof. Since χ1(0) is quasi-free, there exists a constant C(b) . 1 such that〈
χ1(0), (N + 1)bχ1(0)
〉
F
=
b∑
n=0
(
b
n
) 〈χ1(0),N nχ1(0)〉F
≤
b∑
n=0
(
b
n
)
C(n)
(
1 + 〈χ1(0),Nχ1(0)〉F
)n ≤ C(b) , (3.7)
where the first inequality follows from [61, Lemma 5] and the second one from (3.1). To
prove the statement for ` ≥ 2, we make use of the auxiliary Lemma 4.1 (see Section 4.1) and
Assumption 2, which imply that
‖(N + 1) b2χ`(0)‖F ≤
∑
0≤n≤3(`−1)
n+` odd
∑
J∈{−1,1}n
∥∥∥∥∫ dx(n)a(J)l,n (x(n))(N + 1) b2 a]j1x1 ··· a]jnxn χ1(0)∥∥∥∥
F
4.1
.
∑
0≤n≤3(`−1)
n+` odd
∑
J∈{−1,1}n
‖a(J)`,n‖Hn
∥∥∥(N + 1)n+b2 χ1(0)∥∥∥F . C(`, b) (3.8)
by (3.7) and (3.2).
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3.2 Explicit Form of the Corrections
To construct higher order corrections to the Bogoliubov approximation χ1(t), we first expand
the excitation Hamiltonian H≤Nϕ(t) in powers of λ
1/2
N . Recall that H
≤N
ϕ(t) is given by (2.28), namely
H≤Nϕ(t) = K
(0)
ϕ(t) +
(
N −N
N − 1
)
K(1)ϕ(t)
+K(2)ϕ(t)
√
(N −N )(N −N − 1)
N − 1 +
√
(N −N )(N −N − 1)
N − 1 K
(2)
ϕ(t)
+K(3)ϕ(t)
√
N −N
N − 1 +
√
N −N
N − 1 K
(3)
ϕ(t)
+
1
N − 1K
(4)
ϕ(t)
(3.9)
as operator on F≤N⊥ϕ(t), where we used the shorthand notation introduced in (2.27). Note that
in comparison to (2.28), we dropped the projections 1≤N since we consider the Hamiltonian
H≤Nϕ(t) acting on the truncated excitation Fock space F≤N⊥ϕ(t).
Our goal is to write H≤Nϕ(t) as an expansion in λ
1/2
N with N -independent (operator-valued)
coefficients. To this end, we expand the square roots in the second and third line in a Taylor
series with remainder, which is done in the following lemma:
Lemma 3.3. Let a ∈ N.
(a) There exist analytic functions R
(3)
a of N such that
√
N −N
N − 1 =
a∑
`=0
c
(0)
` λ
`+ 1
2
N (N − 1)` + λ
a+ 3
2
N R
(3)
a (N ) (3.10)
in the sense of operators on F , with
c
(n)
0 := 1 , c
(n)
` :=
(n− 12)(n+ 12)(n+ 32)···(n+ `− 32)
`!
(3.11)
for ` ≥ 1. Further, there exist constants Ca such that
R(3)a (N ) ≤ Ca(N + 1)a+1 (3.12)
in the sense of operators on F≤N .
(b) There exist analytic functions R
(2)
a of N such that√
(N −N )(N −N − 1)
N − 1 =
a∑
`=0
λ`N
∑`
n=0
d`,n(N − 1)n + λa+1N R(2)a (N ) (3.13)
in the sense of operators on F , where
d`,n :=
n∑
ν=0
c(0)ν c
(0)
n−νc
(ν)
`−n , (3.14)
and there exist constants Ca such that
R(2)a (N ) ≤ Ca(N + 1)a+1 (3.15)
in the sense of operators on F≤N−1.
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The proof of this lemma is given in Appendix C. This expansion of the square roots leads
to an expansion of the excitation Hamiltonian H≤Nϕ(t) in powers of λ
1/2
N , which is summarized
in the following lemma and proven in Section 4.2.1.
Lemma 3.4. As an operator on F≤N , it holds that
H≤Nϕ(t) =
a∑
n=1
λ
n−1
2
N H
(n)
ϕ(t) + λ
a
2
NR(a) , (3.16)
where
H(1)ϕ(t) := K
(0)
ϕ(t) +K
(1)
ϕ(t) +K
(2)
ϕ(t) +K
(2)
ϕ(t) , (3.17a)
H(2)ϕ(t) := K
(3)
ϕ(t) +K
(3)
ϕ(t) , (3.17b)
H(3)ϕ(t) := −(N − 1)K
(1)
ϕ(t) −K
(2)
ϕ(t)(N − 12)− (N − 12)K
(2)
ϕ(t) +K
(4)
ϕ(t) , (3.17c)
and for n ≥ 2,
H(2n)ϕ(t) := c
(0)
n−1
(
K(3)ϕ(t)(N − 1)n−1 + (N − 1)n−1K
(3)
ϕ(t)
)
, (3.17d)
H(2n+1)ϕ(t) :=
n∑
ν=0
dn,ν
(
K(2)ϕ(t)(N − 1)ν + (N − 1)νK
(2)
ϕ(t)
)
, (3.17e)
with coefficients c
(0)
n and dn,ν as in (3.11) and (3.14). The remainders are given as
R(1) = K(3)ϕ(t)
√
N −N
N − 1 +
√
N −N
N − 1 K
(3)
ϕ(t) + λ
1
2
NK
(4)
ϕ(t) − λ
1
2
N (N − 1)K(1)ϕ(t)
+ λ
1
2
N
(
K(2)ϕ(t)R
(2)
0 (N ) +R(2)0 (N )K(2)ϕ(t)
)
,
(3.18a)
R(2) = K(4)ϕ(t) − (N − 1)K
(1)
ϕ(t) +K
(2)
ϕ(t)R
(2)
0 (N ) +R(2)0 (N )K(2)ϕ(t)
+ λ
1
2
N
(
K(3)ϕ(t)R
(3)
0 (N ) +R(3)0 (N )K(3)ϕ(t)
)
,
(3.18b)
and for n ≥ 2,
R(2n−1) := K(3)ϕ(t)R
(3)
n−2(N ) +R(3)n−2(N )K(3)ϕ(t) + λ
1
2
N
(
K(2)ϕ(t)R
(2)
n−1(N ) +R(2)n−1(N )K(2)ϕ(t)
)
,
(3.18c)
R(2n) := K(2)ϕ(t)R
(2)
n−1(N ) +R(2)n−1(N )K(2)ϕ(t) + λ
1
2
N
(
K(3)ϕ(t)R
(3)
n−1(N ) +R(3)n−1(N )K(3)ϕ(t)
)
,
(3.18d)
with operators R
(2)
n (N ) and R(3)n (N ) from Lemma 3.3.
The first order H(1)ϕ(t) is precisely the Bogoliubov Hamiltonian. Note that the dynamics
generated by the full excitation Hamiltonian H≤Nϕ(t) preserves the truncation of F≤N⊥ϕ(t) (Lemma
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2.1), whereas this property is lost upon expansion of the square roots. For example, the second
term of the Bogoliubov Hamiltonian acting on the N -particle sector creates two new particles,
resulting in a non-zero (N + 2) component. The single “fluxes” out of the truncated Fock
space cancel in the infinite series, such that the whole expression is truncation preserving.
Moreover, the effect is very small since the occupation of the N -particle sector is negligible
(see Lemma 3.8b).
Next, we make the ansatz of expanding the excitation vector χ≤N (t) in powers of λ1/2N ,
χ≤N (t) =
∞∑
`=1
λ
`−1
2
N χ`(t) = χ1(t) + λ
1
2
Nχ2(t) + λNχ3(t) + . . . (3.19)
for χ`(t) ∈ F . Hence, the solution χ≤N (t) of the Schro¨dinger equation (2.19) can formally be
expanded as
i∂t
∞∑
`=1
λ
`−1
2
N χ`(t) =
( ∞∑
n=1
λ
n−1
2
N H
(n)
ϕ(t)
) ∞∑
`=1
λ
`−1
2
N χ`(t) =
∞∑
`=1
λ
`−1
2
N
(∑`
n=1
H(n)ϕ(t)χ`−n+1(t)
)
,
(3.20)
which is equivalent to the set of equations
i∂tχ`(t) =
∑`
n=1
H(n)ϕ(t)χ`−n+1(t) . (3.21)
For ` = 1, this recovers the Bogoliubov equation,
i∂tχ1(t) = H
(1)
ϕ(t)χ1(t) , (3.22)
and the corresponding family of unitary time evolutions is denoted by {U (1)ϕ (t, s)}s,t∈R. The
well-posedness of the Bogoliubov time evolution is well-known and recalled in Lemma 2.8a. In
particular, the time evolution U
(1)
ϕ (t, s) leaves the excitation Fock space invariant and preserves
quasi-freeness (Lemma 2.8c).
The higher orders ` ≥ 2 of (3.21) are inhomogeneous and contain the lower order terms
χn<` as source terms. Written in integral form, (3.21) for ` ≥ 2 corresponds to the equation
χ`(t) = UV(t,0)χ`(0)− i
∑`
n=2
t∫
0
UV(t,s)H(n)ϕ(s)χ`+1−n(s) ds . (3.23)
By Lemma 2.8d, the time evolution generated by the Bogoliubov Hamiltonian H(1)ϕ(t) acts as a
Bogoliubov transformation, i.e.,
U (1)ϕ (t, s) = UV(t,s) , (3.24)
where V(t, s) is the Bogoliubov map solving the differential equation (2.74). It transforms
creation and annihilation operators as
UV(t,s)a]`x U∗V(t,s) =
∑
j∈{−1,1}
∫
dy ω
(`,j)
t,s (x; y)a
]j
y , ` ∈ {−1, 1} , (3.25)
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where we abbreviated
ω
(−1,−1)
t,s (x; y) = U
∗
t,s(x; y) , (3.26a)
ω
(−1,1)
t,s (x; y) = V
∗
t,s(x; y) , (3.26b)
ω
(1,−1)
t,s (x; y) = Vt,s(y;x) , (3.26c)
ω
(1,1)
t,s (x; y) = Ut,s(y;x) , (3.26d)
and
a]−1 = a , a]1 = a† (3.27)
(see Section 2.2 for a derivation). Making use of this crucial property of the Bogoliubov time
evolution, we show in our first main result that the approximating excitation vectors χ`(t)
can be explicitly expressed in terms of the solution χ1(t) of the Bogoliubov equation, provided
the initial excitation vector satisfies Assumption 2. We construct these formulas for χ`(t) in
three steps:
1. First, we compute the Bogoliubov transformations of the coefficients H(n)ϕ(t) of the expan-
sion of H≤Nϕ(t), which can be written compactly as
H˜(n)t,s := UV(t,s)H(n)ϕ(s) U∗V(t,s) =
∑
2≤p≤n+1
p+n odd
∑
J∈{−1,1}p
∫
dx(p)A(J)n,p(t, s;x
(p)) a
]j1
x1 ··· a]pxp . (3.28)
The coefficients A
(J)
m,k are explicitly computed in (4.17). They are given in terms of the
kernels of K
(1)
ϕ(t) to K
(4)
ϕ(t) and the solutions U(t, s) and V (t, s) of the equation (2.74).
2. Next, we observe that (3.23) for ` = 2 yields
χ2(t) = UV(t,0)χ2(0)− i
t∫
0
ds H˜(2)t,sχ1(t) , (3.29)
hence it follows from (3.28) and Assumption 2 on the initial data that
χ2(t) =
∑
k=1,3
∑
J∈{−1,1}k
∫
dx(k)C
(J)
2,k (t, x
(k))a
]j1
x1 ···a
]jk
xk χ1(t) , (3.30)
where
C
(J)
2,1 (x) = a
(J)
2,1 (x) , (3.31a)
C
(J)
2,3 (x
(3)) = a
(J)
2,3 (x
(3))− i
t∫
s
A
(J)
2,3 (t, s;x
(3)) ds (3.31b)
with coefficients a
(J)
`,k from Assumption 2.
3. Finally, starting from (3.23) for ` ≥ 2,
χ`(t) = UV(t,0)χ`(0)− i
∑`
n=2
∫
ds H˜(n)t,s UV(t,s)χ`+1−n(s) , (3.32)
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one proves by induction that
χ`(t) =
∑
0≤q≤3(`−1)
q+` odd
∑
J∈{−1,1}q
∫
dx(q)C
(J)
`,q (t;x
(q)) a
]j1
x1 ···a
]jq
xq χ1(t) , (3.33)
where the coefficients C
(J)
`,k are constructed iteratively from (3.31), (3.28) and Assump-
tion 2. More precisely, they are given as
C`,0(t) := a`,0 , (3.34a)
C
(J)
`,1 (t;x) := a
(J)
`,1 (x) , (3.34b)
and
C
(J)
`,q (t;x
(q)) := a
(J)
`,q (x
(q)
+
(3`+1+q)/2∑
n=2
∑
q−3(`−n)≤p≤q
p+n odd
[ ∑
M∈{−1,1}q−p
t∫
0
ds
∫
dy(q−p)A(j1,...,jp)n,p (t, s;x(p))
C
(M)
`−n+1,q−p(s; y
(q−p))
q−p∏
µ=1
ω
(mµ,jp+µ)
t,s (yµ, xp+µ)
]
(3.34c)
for q ≥ 2.
In conclusion, we find the following explicit solution formula for χ`(t), which is proven in
Section 4.2.2 along the three steps above.
Theorem 1. Let V(t, s) ∈ V(H) be the solution of the differential equation (2.74) and denote
by UV(t,s) the corresponding Bogoliubov transformation. Under Assumption 2 with parameter
a on the initial data, the functions χ`(t) defined in (3.23) can be written as
χ`(t) =
∑
0≤n≤3(`−1)
n+` odd
∑
J∈{−1,1}n
∫
dx(n)C
(J)
`,n (t;x
(n)) a
]j1
x1 ··· a]jnxn UV(t,0)χ1(0) (3.35)
with coefficients C
(J)
`,n as in (3.34), for 1 ≤ ` ≤ a.
Theorem 1 shows that the corrections χ`(t) can be constructed from the leading order χ1(t)
by the creation or annihilation of at most 3(` − 1) particles into explicitly given functions,
which depend on the initial data and on the coefficients of the Bogoliubov map V(t, s). As an
example, let us compute the next order correction χ2(t) to the Bogoliubov approximation for
the simplest case where the initial state χ≤N (0) is the restriction of a quasi-free state χ1(0)
to F≤N⊥ϕ(t), i.e., where χ`(0) = 0 for ` ≥ 2. In this case, we find
χ2(t) =
∑
J∈{−1,1}3
∫
dx(3)C
(J)
2,3 (t;x
(3)) a
]j1
x1 a
]j2
x2 a
]j3
x3 UV(t,0)χ1(0) (3.36)
with
C
(J)
2,3 (t;x
(3)) = −i
t∫
0
ds
(
K
(3)
ϕ(s)(x1, x2;x3)ω
(1,j1)
t,s (x1)ω
(1,j2)
t,s (x2)ω
(−1,j3)
t,s (x3)
+
(
K
(3)
ϕ(s)
)∗
(x1;x2, x3)ω
(1,j1)
t,s (x1)ω
(−1,j2)
t,s (x2)ω
(−1,j3)
t,s (x3)
)
,
(3.37)
where we made use of the abbreviations (3.26).
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3.3 Higher Order Corrections to the Norm Approximation
In this section, we prove that the functions χ`(t), whose explicit form we derived in Theorem 1,
approximate the true excitation vector χ≤N (t) = UN,ϕ(t)ΨN (t) in norm to arbitrary precision.
Our main result is the following:
Theorem 2. Let t ∈ R and let Assumptions 1 and 2 with parameter a be satisfied. For ` ≥ 1,
let χ`(t) denote the solutions of (3.21) with initial conditions χ`(0) from Assumption 2. Then∥∥∥χ≤N (t)− a∑
`=1
λ
`−1
2
N χ`(t)
∥∥∥
F≤N⊥ϕ(t)
. eC(a)tλ
a
2
N (3.38)
for some a-dependent constant C(a) . 1 and sufficiently large N . As a consequence, the
N -body wave function ΨN (t) can be approximated by the sequence
{
ΨN` (t)
}
`
of N -body wave
functions
ΨN` (t) :=
N∑
k=0
ϕ(t)⊗(N−k) ⊗s χ(k)` (t) , (3.39)
i.e., ∥∥∥ΨN (t)− a∑
`=1
λ
`−1
2
N Ψ
N
` (t)
∥∥∥
HN
. eC(a)tλ
a
2
N (3.40)
for sufficiently large N .
Remark 3.5. (a) This result is comparable to [15, Theorem 1], with the difference that we
expand the excitations around the solution χ1(t) of the Bogoliubov equation, whereas
the authors of [15] expand the N -body wave function around the auxiliary dynamics
U˜ϕ(t, 0)Ψ
N (0), as explained in the introduction. Note that the work [15] concerns in-
teractions of the form λNN
dβv(Nβx) for scaling parameters β ∈ [0, 1/(4d)), whereas we
prove Theorem 2 only for the Hartree scaling β = 0. We expect our result to remain
true for sufficiently small values of β comparable to the range covered in [15].
(b) We made no effort to use dispersive estimates and always bound the solution ϕ(t) of (1.7)
by its H-norm, which can be done since ‖v‖∞ . 1 by Assumption 1. As a consequence,
our estimates work in all dimensions d ≥ 1 and apply in the focusing as well as in the
defocusing case.
(c) Let us remark that the estimates are not uniform in the order a of the approximation
(and we do not expect this to be true). In particular, this means that we do not show
the convergence of the series (3.19) for fixed N .
(d) In (3.38), one could equivalently use the norm on the full Fock space since the contribu-
tion of the sectors with more than N particles to ‖χ`(t)‖F is negligible (Lemma 3.8b).
The proof of Theorem 2 consists of two main steps: first, we control the remainders R(n)
of the expansion of H≤Nϕ(t) (Lemma 3.4) in terms of number operators; second, we prove that
all moments of the number operator with respect to any of the corrections χ`(t) are bounded
uniformly in N . The estimates of the remainders are summarized in the following lemma,
which we prove in Section 4.3.2.
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Lemma 3.6. Let R(n), n ≥ 1, be defined as in Lemma 3.4. Then there exist constants C(n)
such that
‖R(n)φ‖F .
(
‖(N + 1)R(2)n−2
2
(N )φ‖F + λN‖(N + 1)R(2)n+1
2
(N )φ‖F
)
+ C(n)‖(N + 1)n+32 φ‖F
(3.41)
for any φ ∈ F≤N⊥ϕ(t) and
‖R(n)φ‖F . C(n)
(
‖(N + 1)n+32 φ‖F + λ
1
2
N‖(N + 1)
n+5
2 φ‖F
)
(3.42)
for any φ ∈ F≤N−1⊥ϕ(t) .
Let us remark that the remainders R
(3)
n , which come from the expansion of the prefactor of
K(3)ϕ(t), converge to zero on the whole space F≤N . In contrast, the remainders R
(2)
n correspond-
ing to the expansion of the prefactor of K(2)ϕ(t) converge only on the sectors 0 ≤ k ≤ N−1, which
makes the distinction in Lemma 3.6 necessary. The proof of Lemma 3.6 follows immediately
from the estimates of the remainders R
(2)
n and R
(3)
n (Lemma 3.4) and from the observation
that all operators K(1)ϕ(t) to K
(4)
ϕ(t) can be bounded in terms of the number operator:
Lemma 3.7. Let t ∈ R and φ ∈ F⊥ϕ(t). Then it holds for any analytic function F that
(a) ‖F (N )K(1)ϕ(t)φ‖F . ‖(N + 1)F (N )φ‖F ,
(b) ‖F (N )K(2)ϕ(t)φ‖F . ‖(N + 1)F (N + 2)φ‖F ,
‖F (N )K(2)ϕ(t)φ‖F . ‖(N + 1)F (N − 2)φ‖F ,
(c) ‖F (N )K(3)ϕ(t)φ‖F . ‖(N + 1)
3
2F (N + 1)φ‖F ,
‖F (N )K(3)ϕ(t)φ‖F . ‖(N + 1)
3
2F (N − 1)φ‖F ,
(d) ‖F (N )K(4)ϕ(t)φ‖F . ‖(N + 1)2F (N )φ‖F .
These standard estimates are similar to the estimates, e.g., in [61], and we provide the
proof in Section 4.3.1. The second main ingredient of the proof is the control of the time
evolution of the expected number of excitations:
Lemma 3.8. Let t ∈ R, b ∈ N and ` ≥ 1. Then there exist constants C(b, `) such that
(a)
〈
χ`(t), (N + 1)bχ`(t)
〉
F≤N−1 ≤
〈
χ`(t), (N + 1)bχ`(t)
〉
F . e
C(b,`)t,
(b)
〈
χ`(t), (N + 1)bχ`(t)
〉
F≥N . λ
c
N e
C(b,`,c)t for any c ≥ 0 ,
(c)
〈
χ≤N (t), (N + 1)bχ≤N (t)〉F≤N . eC(b,`)t.
The proof is given in Section 4.3.3. Note that in part (b), we show that the expectation
value of the number operator with respect to states with at least N excitations is negligible,
which allows us to estimate the remainders R(n) on the full Fock space, although Lemma 3.6
provides only bounds for the subspace F≤N−1. Finally, we prove Theorem 2 in Section 4.3.4
by means of a Gronwall argument for the difference χ≤N (t)−∑a`=1 λ(`−1)/2N χ`(t).
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3.4 Correlation Functions and Reduced Densities
In Theorem 2, we have obtained an approximation for the wave function of excitations χ≤N (t)
and thus also for the N -body wave function ΨN (t). From Theorem 1, we see that the approx-
imation on the Fock space of excitations has the very simple form involving a finite number of
creation and annihilation operators applied to a quasi-free state. In this section, we show the
usefulness of the approximation by computing any n-point correlation function to arbitrary
order. In fact, we prove in Section 3.4.1 that any n-point function of the excitations can be
approximated by combinations of operators acting only on the two-point functions γχ1(t) and
αχ1(t). From that we conclude in Section 3.4.2 how to approximate reduced density matri-
ces γ
(k)
ΨN
(t) of the N -body state. We obtain an explicit formula, which again involves known
operators acting on the two-point functions γχ1(t) and αχ1(t) only.
3.4.1 Correlation Functions of Excitations
We begin with the definition of n-point functions of the excitations.
Definition 3.9. Let χ ∈ F and n ∈ N. The n-point (correlation) functions of χ are defined
as 〈
χ, a]1x1 · · · a]nxnχ
〉
F
, (3.43)
where a]j ∈ {a†, a} for j ∈ {1, ..., n}. We use the short-hand notations〈
a]1x1 · · · a]nxn
〉
t
:=
〈
χ≤N (t), a]1x1 · · · a]nxnχ≤N (t)
〉
F
(3.44)
and 〈
a]1x1 · · · a]nxn
〉
`,k;t
:=
〈
χ`(t), a
]1
x1 · · · a]nxnχk(t)
〉
F
, (3.45)
where χ≤N (t) and χ`(t) are solutions to (2.19) and (3.21).
Let us first discuss a simple way of computing the n-point functions of our approximations
χ`(t). Theorem 1 shows that any χ`(t) is given by combinations of a finite number of creation
and annihilation operators acting on the quasi-free state χ1(t) = UV(t,0)χ1(0). For χ1(t)
Wick’s rule (Lemma 2.7b) holds, which means that any n-point function can be expressed in
terms of the two-point functions
γχ1(t)(x, y) = 〈χ1(t), a†yaxχ1(t)〉 and αχ1(t)(x, y) = 〈χ1(t), axayχ1(t)〉 (3.46)
alone. Applying Wick’s rule thus yields the following result.
Corollary 3.10. Let χ`(t) be defined as in Theorem 1, n ∈ N, x1, . . . , xn ∈ Rd, and Jn =
(j1, . . . , jn) ∈ {−1, 1}n. Then, if k + `+ n is even,〈
a
]j1
x1 · · · a]jnxn
〉
`,k;t
=
∑
0≤m≤3(`−1)
m+` odd
∑
0≤m˜≤3(k−1)
m˜+k odd
∑
JIm,n,m˜∈{−1,1}m+m˜
∫
dxIm,n,m˜ D
(JIm,n,m˜ )
`,k;m,m˜ (t;x
Im,n,m˜)
×
∑
σ∈P
I˜m,n,m˜
n+m˜∏
i=−m+1
〈
χ1(t), a
]jσ(2i−1)
xσ(2i−1) a
]jσ(2i)
xσ(2i) χ1(t)
〉
,
(3.47)
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and if k + `+ n is odd, 〈
a
]j1
x1 · · · a]jnxn
〉
`,k;t
= 0, (3.48)
where
D
(JIm,n,m˜ )
`,k;m,m˜ (t;x
Im,n,m˜) = C
(−JIm )
`,m (t;x0, . . . , x−m+1)C
(JIn,m˜ )
k,m˜ (t;xn+1, . . . , xn+m˜),
(3.49)
and
Im :=
(−m+ 1, . . . , 0), In,m˜ := (n+ 1, . . . , n+ m˜), Im,n,m˜ := Im ∪ In,m˜,
I˜m,n,m˜ :=
(−m+ 1, . . . , n+ m˜). (3.50)
Proof. The corollary follows immediately from the expression for χ`(t) in Theorem 1 and then
using Wick’s rule. We find〈
a
]j1
x1 · · · a]jnxn
〉
`,k;t
=
〈
χ`(t), a
]j1
x1 · · · a]jnxn χk(t)
〉
=
∑
0≤m≤3(`−1)
m+` odd
∑
0≤m˜≤3(k−1)
m˜+k odd
∑
JIm∈{−1,1}m
∑
JIn,m˜∈{−1,1}m˜
×
∫
dx−m . . . dx0
∫
dxn+1 . . . dxn+m˜
× C(JIm )`,m (t;x0, . . . , x−m+1)C
(JIn,m˜ )
k,m˜ (t;xn+1, . . . , xn+m˜)
× 〈a]j0x0 . . . a]j−m+1x−m+1 χ1(t), a]j1x1 · · · a]jnxn a]jn+1xn+1 . . . a]jn+m˜xn+m˜ χ1(t)〉.
(3.51)
Bringing the a] operators on the left-hand side of the scalar product to the right-hand side
turns all indices ji of JIm into −ji (i.e., it turns a† into a and a into a†). Then the formulas
(3.47) and (3.48) follow directly from Wick’s rule.
The two-point functions γχ1(t) and αχ1(t) can be explicitly obtained in at least two ways.
The first way is to directly compute them from the initial γχ1(0) and αχ1(0) by using the
transformation rules (2.53). Using the relations (2.61) and (2.62), we find
γχ1(t)(x, y) =
〈
UV(t,0)χ1(0), a†y ax UV(t,0)χ1(0)
〉
=
〈
χ1(0), U∗V(t,0) a†y UV(t,0) U∗V(t,0) ax UV(t,0)χ1(0)
〉
=
〈
χ1(0),
(
−V ∗t,0(y)ay + U∗t,0(y)a†y
)(
U∗t,0(x)ax − V ∗t,0(x)a†x
)
χ1(0)
〉
= U∗t,0(y)U∗t,0(x)γχ1(0)(x, y) + V
∗
t,0(y)V
∗
t,0(x)γχ1(0)(x, y) + |V ∗t,0(y)|2δxy
− V ∗t,0(y)U∗t,0(x)αχ1(0)(x, y)− U∗t,0(y)V ∗t,0(x)α∗χ1(0)(x, y),
(3.52)
or, put differently,〈
f, γχ1(t)g
〉
= −〈U∗t,0f, αχ1(0)V ∗t,0g〉+ 〈V ∗t,0g, γχ1(0)V ∗t,0f〉+ 〈U∗t,0g, γχ1(0)U∗t,0f〉
− 〈V ∗t,0f, αχ1(0)U∗t,0g〉+ 〈g, Vt,0V ∗t,0f〉. (3.53)
Here, Ut,0 and Vt,0 denote the matrix entries of the Bogoliubov transformation V(t, 0) as in
(2.39). Analogously, we find
αχ1(t)(x, y) =
〈
χ1(0), U∗V(t,0) ax UV(t,0) U∗V(t,0) ay UV(t,0)χ1(0)
〉
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= U∗t,0(x)U∗t,0(y)αχ1(0)(x, y) + V
∗
t,0(x)V
∗
t,0(y)α
∗
χ1(0)
(x, y)− U∗t,0(x)V ∗t,0(x)δxy
− V ∗t,0(x)U∗t,0(y)γχ1(0)(x, y)− U∗t,0(x)V ∗t,0(y)γχ1(0)(x, y) ,
(3.54)
i.e., 〈
f, αχ1(t)g
〉
= −〈U∗t,0f, αχ1(0)U∗t,0g〉− 〈U∗t,0f, γχ1(0)V ∗t,0g〉− 〈U∗t,0g, γχ1(0)V ∗t,0f〉
+
〈
V ∗t,0f, αχ1(0)V
∗
t,0g
〉− 〈f, Ut,0V ∗t,0g〉. (3.55)
Alternatively, we can obtain γχ1(t) and αχ1(t) by solving the system of differential equations
(1.28a) and (1.28b), as was done, e.g., in [61] and [42]. The equations can be obtained from the
fact that the commutator of a quadratic Hamiltonian with a quadratic expression of creation
or annihilation operators is again a quadratic expression of creation or annihilation operators.
In detailed notation, the equations (1.28a) and (1.28b) read
i∂tγχ1(t)(x, y) =
(
hϕ(t)(x) +K
(1)
ϕ(t)(x)
)
γχ1(t)(x, y)− γχ1(t)(x, y)
(
hϕ(t)(y) +K
(1)
ϕ(t)(y)
)
+
∫
dz K
(2)
ϕ(t)(x, z)αχ1(t)(z, y)−
∫
dz αχ1(t)(x, z)K
(1)
ϕ(t)(y, z),
(3.56a)
i∂tαχ1(t)(x, y) =
(
hϕ(t)(x) +K
(1)
ϕ(t)(x) + hϕ(t)(y) +K
(1)
ϕ(t)(y)
)
αχ1(t)(x, y)
+K
(2)
ϕ(t)(x, y) +
∫
dz K
(2)
ϕ(t)(x, z)γχ1(t)(y, z)−
∫
dz γχ1(t)(x, z)K
(2)
ϕ(t)(z, y).
(3.56b)
Thus, we can directly compute the expressions from Corollary 3.10, given only the initial data.
By using the expansion from Theorem 2, these expressions can then be used to approximate
any n-point function of the state χ≤N (t) up to an error term of order λaN for even correlations
and λ
a+1/2
N for odd correlations, for any a ∈ N. Formally, we find for even correlation functions〈
χ≤N (t), a]1x1 · · · a]2nx2nχ≤N (t)
〉
=
〈 ∞∑
`=1
λ
(`−1)/2
N χ`(t), a
]1
x1 · · · a]2nx2n
∞∑
m=1
λ
(m−1)/2
N χm(t)
〉
=
a∑
`=1
λ`−1N
2`−1∑
m=1
〈
χm(t), a
]1
x1 · · · a]2nx2nχ2`−m(t)
〉
+O(λaN ), (3.57)
and for odd correlation functions〈
χ≤N (t), a]1x1 · · · a]2n+1x2n+1χ≤N (t)
〉
=
〈 ∞∑
`=1
λ
(`−1)/2
N χ`(t), a
]1
x1 · · · a]2n+1x2n+1
∞∑
m=1
λ
(m−1)/2
N χm(t)
〉
=
a∑
`=1
λ
`−1/2
N
2∑`
m=1
〈
χm(t), a
]1
x1 · · · a]2n+1x2n+1χ2`+1−m(t)
〉
+O(λa+1/2N ). (3.58)
The rigorous result is the following.
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Theorem 3. Under the same assumptions as in Theorem 2 and for any a, n, r ∈ N, there is
a positive C(t), such that for any bounded operator B1...n+r : H
⊗(n+r) → H⊗(n+r), for even r,∥∥∥∥∥tr1...n
〈
n∏
i=1
a†xiB1...n+r
n+r∏
j=1
axj
〉
t
−
a∑
`=1
λ`−1N
2`−1∑
m=1
tr1...n
〈
n∏
i=1
a†xiB1...n+r
n+r∏
j=1
axj
〉
m,2`−m;t
∥∥∥∥∥
H⊗r
≤ ‖B‖C(t)λaN ,
(3.59)
and for odd r,∥∥∥∥∥tr1...n
〈
n∏
i=1
a†xiB1...n+r
n+r∏
j=1
axj
〉
t
−
a∑
`=1
λ
`−1/2
N
2∑`
m=1
tr1...n
〈
n∏
i=1
a†xiB1...n+r
n+r∏
j=1
axj
〉
m,2`+1−m;t
∥∥∥∥∥
H⊗r
≤ ‖B‖C(t)λa+1/2N .
(3.60)
Remark 3.11. (a) For r = 0, we would normally regard
〈∏n
i=1 a
†
x′i
∏n
i=1 axi
〉
t
as the integral
kernel of an operator Γ(n)(t) : H⊗n → H⊗n, the n-particle density matrix on Fock space.
Then the estimate (3.59) directly implies the trace norm bound
Tr
∣∣∣∣∣Γ(n)(t)−
a∑
`=1
λ`−1N
2`−1∑
m=1
Γ
(n)
m,2`−m(t)
∣∣∣∣∣ ≤ C(t)λaN , (3.61)
where Γ
(n)
m,2`−m(t) : H
⊗n → H⊗n is the operator with kernel
Γ
(n)
m,2`−m(t)(x1, . . . , xn;x
′
1, . . . , x
′
n) =
〈
n∏
i=1
a†
x′i
n∏
i=1
axi
〉
m,2`−m;t
. (3.62)
The kernel can be explicitly computed in terms of γχ1(t)(x, y) and αχ1(t)(x, y) using
Wick’s rule, as we have stated in Corollary 3.10. Note that since the trace class operators
are the dual of the compact operators, the estimate (3.61) is equivalent to (3.59) for
r = 0. Both estimates thus allow us to approximate the expectation values of bounded
n-body operators.
(b) We stated the theorem only for normal-ordered correlation functions, but any corre-
lation function can be normal-ordered by using the canonical commutation relations.
Correlation functions with more creation than annihilation operators are controlled by
complex conjugating the expression in the norm.
(c) The proof also holds if we do not apply operators B and take the trace in the expressions
(3.59) and (3.60). Thus, we can also prove the L2 bound∥∥∥∥∥
〈
n∏
i=1
a†xi
2n+r∏
j=n+1
axj
〉
t
−
a∑
`=1
λ`−1N
2`−1∑
m=1
〈
n∏
i=1
a†xi
2n+r∏
j=n+1
axj
〉
m,2`−m;t
∥∥∥∥∥
H⊗(2n+r)
≤ C(t)λaN
(3.63)
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for even r, and similarly for odd r. For r = 0, such an L2 bound would however only
allow us to control Hilbert-Schmidt operators, in contrast to (3.59) which allows us to
control bounded operators.
Proof. For even r, we find〈
χ≤N (t),
n∏
i=1
a†
x′i
n+r∏
j=1
axjχ
≤N (t)
〉
−
a∑
`=1
λ`−1N
2`−1∑
m=1
〈
χm(t),
n∏
i=1
a†
x′i
n+r∏
j=1
axjχ2`−m(t)
〉
=
2a∑
k=1
λ
(k−1)/2
N
〈
χk(t),
n∏
i=1
a†
x′i
n+r∏
j=1
axj
(
χ≤N (t)−
2a+1−k∑
m=1
λ
(m−1)/2
N χm(t)
)〉
+
〈(
χ≤N (t)−
2a∑
m=1
λ
(m−1)/2
N χm(t)
)
,
n∏
i=1
a†
x′i
n+r∏
j=1
axjχ
≤N (t)
〉
.
(3.64)
Therefore,∥∥∥∥∥tr1...n
〈
n∏
i=1
a†xiB1...n+r
n+r∏
j=1
axj
〉
t
−
a∑
`=1
λ`−1N
2`−1∑
m=1
tr1...n
〈
n∏
i=1
a†xiB1...n+r
n+r∏
j=1
axj
〉
m,2`−m;t
∥∥∥∥∥
H⊗r
=
∥∥∥∥∥
2a∑
k=1
λ
(k−1)/2
N tr1...n
〈
χk(t),
n∏
i=1
a†xiB1...n+r
n+r∏
j=1
axj
(
χ≤N (t)−
2a+1−k∑
m=1
λ
(m−1)/2
N χm(t)
)〉
+ tr1...n
〈(
χ≤N (t)−
2a∑
m=1
λ
(m−1)/2
N χm(t)
)
,
n∏
i=1
a†xiB1...n+r
n+r∏
j=1
axjχ
≤N (t)
〉∥∥∥∥∥
H⊗r
≤
2a∑
k=1
λ
(k−1)/2
N
∥∥B∥∥
∫ dx1 . . . ∫ dx2n+r
∥∥∥∥∥
n+r∏
i=1
a†xi
2n+r∏
i=n+r+1
axiχk(t)
∥∥∥∥∥
2
1/2 ∥∥∥∥∥χ≤N (t)−
2a+1−k∑
m=1
λ
(m−1)/2
N χm(t)
∥∥∥∥∥
+
∥∥B∥∥∥∥∥∥∥χ≤N (t)−
2a∑
m=1
λ
(m−1)/2
N χm(t)
∥∥∥∥∥
∫ dx1 . . . ∫ dx2n+r
∥∥∥∥∥
n∏
i=1
a†xi
2n+r∏
i=n+1
axiχ
≤N (t)
∥∥∥∥∥
2
1/2 .
(3.65)
Lemma 4.1 implies that for any φ ∈ F
∫
dx1 . . .
∫
dx2n+r
∥∥∥∥∥
n∏
i=1
a†xi
2n+r∏
i=n+1
axiφ
∥∥∥∥∥
2
≤ cn,r
∥∥∥(N + 1)n+r/2φ∥∥∥2 , (3.66)
and ∫
dx1 . . .
∫
dx2n+r
∥∥∥∥∥
n+r∏
i=1
a†xi
2n+r∏
i=n+r+1
axiφ
∥∥∥∥∥
2
≤ cn,r
∥∥∥(N + 1)n+r/2φ∥∥∥2 , (3.67)
for some 1 ≤ cn,r ≤ rn+r/2. Thus, the estimate (3.59) for even r follows from Lemma 3.8a and
Theorem 2. The estimate (3.60) for odd r is proved analogously.
3.4.2 Reduced One-body Density Matrix
Our approximation scheme also allows us to compute corrections to the reduced k-particle
density matrices of ΨN (t). Let us here describe the corrections to the reduced one-particle
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density matrix γ
(1)
ΨN
(t) as an explicit example. We first use the decomposition (1.13) to write
γ
(1)
ΨN
(t) in terms of correlation functions of excitations only. A straightforward computation
yields
γ
(1)
ΨN
(t) = pϕ(t)
(
1−N−1 〈χ≤N (t),Nχ≤N (t)〉 )+N−1γχ≤N (t)
+N−1/2|ϕ(t)〉〈βχ≤N (t)|+N−1/2|βχ≤N (t)〉〈ϕ(t)|,
(3.68)
where we abbreviate
βχ≤N (t)(x) :=
〈√
1− N
N
χ≤N (t), axχ≤N (t)
〉
. (3.69)
Let us proceed by using the formal expression (3.19) to derive an expansion for γχ≤N (t) and
βχ≤N (t). Using the simplification from (3.48), we find
γχ≤N (t)(x, y) =
∞∑
`=1
λ`−1N
2`−1∑
m=1
〈
χm(t), a
†
yaxχ2`−m(t)
〉
. (3.70)
To write down the expansion for βχ≤N (t), we use the Taylor series
√
1− x =
∞∑
k=0
ckx
k (3.71)
with the same coefficients ck := c
(0)
k as in Lemma 3.3. This yields
βχ≤N (t)(x) =
∞∑
k=0
N−kck
∞∑
`=1
λ
`−1/2
N
2∑`
m=1
〈
χm(t),N kaxχ2`+1−m(t)
〉
. (3.72)
Using (3.70) and (3.72) in (3.68) gives the formal expansion
γ
(1)
ΨN
(t) = γ(1)a (t) +O(λaN ), (3.73)
where, for a ≥ 2,
γ(1)a (t;x, y) := ϕ(x, t)ϕ(t, y)
(
1−N−1
a−1∑
`=1
λ`−1N
2`−1∑
m=1
〈
χm(t),Nχ2`−m(t)
〉)
+N−1
a−1∑
`=1
λ`−1N
2`−1∑
m=1
〈
χm(t), a
†
yaxχ2`−m(t)
〉
+N−1/2ϕ(t, x)
a−2∑
k=0
ckN
−k
a−k−1∑
`=1
λ
`−1/2
N
2∑`
m=1
〈
χm(t),N kayχ2`+1−m(t)
〉
+N−1/2
a−2∑
k=0
ckN
−k
a−k−1∑
`=1
λ
`−1/2
N
2∑`
m=1
〈
χm(t),N kaxχ2`+1−m(t)
〉
ϕ(t, y),
(3.74)
and
γ
(1)
1 (t;x, y) := ϕ(x, t)ϕ(t, y). (3.75)
The rigorous result is the following.
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Theorem 4. Under the same assumptions as in Theorem 2, for any 1 ≤ a ∈ N, there is a
C(a) > 0 such that
Tr
∣∣∣γ(1)ΨN (t)− γ(1)a (t)∣∣∣ ≤ eC(a)tλaN . (3.76)
Proof. The proof is a direct consequence of Theorem 3 and the Taylor expansion from Lemma 3.3.
We first compute that
γ
(1)
ΨN
(t;x, y)− γ(1)a (t;x, y)
= ϕ(x, t)ϕ(t, y)N−1
(〈
χ≤N (t),Nχ≤N (t)〉− a−1∑
`=1
λ`−1N
2`−1∑
m=1
〈
χm(t),Nχ2`−m(t)
〉)
+N−1
(〈
χ≤N (t),Nχ≤N (t)〉− a−1∑
`=1
λ`−1N
2`−1∑
m=1
〈
χm(t), a
†
yaxχ2`−m(t)
〉)
+N−1/2ϕ(t, x)
a−2∑
k=0
ckN
−k
×
(
〈χ≤N (t),N kayχ≤N (t)〉 −
a−k−1∑
`=1
λ
`−1/2
N
2∑`
m=1
〈
χm(t),N kayχ2`+1−m(t)
〉)
+ h.c.
+N−1/2ϕ(t, x)ca−1N−(a−1)〈χ≤N (t),N a−1ayχ≤N (t)〉+ h.c.
+N−1/2ϕ(t, x)N−a
〈
χ≤N (t), R(3)a (N + 1)ayχ≤N (t)
〉
+ h.c.,
(3.77)
where h.c. stands for the hermitian conjugate of the preceding term. We can now directly
apply Theorem 3 (after normal ordering), and the estimate (3.12) from Lemma 3.3 together
with Lemma 3.8a, which proves the theorem.
In the simplest case a = 1, the theorem implies that γ
(1)
ΨN
(t) can be approximated by the
condensate reduced density pϕ(t) = |ϕ(t)〉〈ϕ(t)| up to an error of order N−1, as has been
established by many works in different settings [28, 20, 21, 59]. Note that most earlier works
on the subject prove an abstract convergence result without rate. In [72, 66], a rate of N−1/2
was proven by estimating βχ≤N (t) uniformly in N without using that for appropriate initial
conditions βχ≤N (t) vanishes to leading order due to the quasi-freeness of the Bogoliubov state.
It is interesting to note that in this case the Bogoliubov approximation helps to improve the
convergence rate but does not give itself a correction to the one-body reduced density matrix.
This only happens in the next-order approximations γ
(1)
a (t) for a ≥ 2. These can be computed
directly from Corollary 3.10, i.e., using the explicit expressions for the χ`(t) from Theorem 1
and possibly Wick’s rule. Let us emphasize again that only the knowledge of the Hartree state
ϕ(t) and the two-point functions of the excitations γχ1(t) and αχ1(t) is necessary to compute
γ
(1)
a (t).
To give an explicit example, let us provide the detailed formula of the approximation to
γ
(1)
ΨN
(t) with an error of order N−2 that was discussed in the introduction. The approximation
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is then given by (3.74) with a = 2 and reads
γ
(1)
2 (x, y, t) := ϕ(x, t)ϕ(t, y)
(
1−N−1 〈χ1(t),Nχ1(t)〉
)
+N−1
〈
χ1(t), a
†
yaxχ1(t)
〉
+ (N(N − 1))−1/2ϕ(t, x)
(
〈χ1(t), ayχ2(t)〉+ 〈χ2(t), ayχ1(t)〉
)
+ (N(N − 1))−1/2
(
〈χ1(t), axχ2(t)〉+ 〈χ2(t), axχ1(t)〉
)
ϕ(t, y).
(3.78)
We already computed the two-point functions
〈
a†yax
〉
1,1;t
= γχ1(t)(x, y) and 〈ayax〉1,1;t =
αχ1(t)(x, y) in (3.52)–(3.55), or alternatively in (3.56a) and (3.56b). Using the Duhamel form
of χ2(t) from (3.23), we find〈
χ1(t), axχ2(t)
〉
+
〈
χ2(t), axχ1(t)
〉
=
〈
χ1(t), ax UV(t,0)χ2(0)
〉
+
〈UV(t,0)χ2(0), axχ1(t)〉
− i
∫ t
0
ds
(〈
χ1(t), ax UV(t,s)H(2)ϕ(s)χ1(s)
〉− 〈UV(t,s)H(2)ϕ(s)χ1(s), axχ1(t)〉)
=
〈
χ1(0), U∗V(t,0)ax UV(t,0)χ2(0)
〉
+
〈
χ2(0), U∗V(t,0)ax UV(t,0)χ1(0)
〉
− i
∫ t
0
ds
〈
χ1(s),
[
U∗V(t,s)ax UV(t,s),H(2)ϕ(s)
]
χ1(s)
〉
.
(3.79)
We can now use the first relation from (2.53), i.e.,
U∗V(t,s) ax UV(t,s) =
∫
dy Ut,s(x, y)ay −
∫
dy Vt,s(x, y)a
†
y. (3.80)
Using this relation and computing the commutator in (3.79) yields the explicit expression
〈ax〉1,2;0 + 〈ax〉2,1;t
=
∫
dx1
(
Ut,0(x, x1)
(
〈ax1〉1,2;0 + 〈ax1〉2,1;0
)
− Vt,0(x, x1)
(
〈ax1〉1,2;0 + 〈ax1〉2,1;0
))
− i
∫ t
0
ds
∫ ∫ ∫
dx1 dx2 dx3
×
(
Ut,s(x, x1)
(
2K
(3)
ϕ(s)(x1, x2;x3)γχ1(s)(x3, x2) +
(
K
(3)
ϕ(s)
)∗
(x1;x2, x3)αχ1(s)(x3, x2)
)
+ Vt,s(x, x3)
(
K
(3)
ϕ(s)(x1, x2;x3)αχ1(s)(x2, x1) +
(
K
(3)
ϕ(s)
)∗
(x1;x2, x3)γχ1(s)(x2, x1)
)
+ Vt,s(x, x2)
(
K
(3)
ϕ(s)
)∗
(x1;x2, x3)γχ1(s)(x3, x1)
)
.
(3.81)
Alternatively, one can write down a system of differential equations to compute the quantities
from (3.78). We can solve the system of equations (3.56a) and (3.56b) to obtain
〈
a†yax
〉
1,1;t
=
γχ1(t)(x, y) and 〈ayax〉1,1;t = αχ1(t)(x, y). Given these solutions we can write down a differential
equation for 〈ax〉1,2;t+ 〈ax〉2,1;t. Using the Schro¨dinger equations (3.21), we compute the time-
derivative as
i∂t
(
〈ax〉1,2;t + 〈ax〉2,1;t
)
=
〈[
ax,H
(1)
ϕ(t)
]〉
1,2;t
+
〈[
ax,H
(1)
ϕ(t)
]〉
2,1;t
+
〈[
ax,H
(2)
ϕ(t)
]〉
1,1;t
. (3.82)
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By evaluating the commutators we obtain
i∂t
(
〈ax〉1,2;t + 〈ax〉2,1;t
)
= hx
(
〈ax〉1,2;t + 〈ax〉2,1;t
)
+
∫
dx1K
(1)
ϕ(t)(x;x1)
(
〈ax1〉1,2;t + 〈ax1〉2,1;t
)
+
∫
dx1K
(2)
ϕ(t)(x;x1)
(
〈ax1〉1,2;t + 〈ax1〉2,1;t
)
+
∫ ∫
dx2 dx3
(
2K
(3)
ϕ(t)(x, x2;x3)γχ1(t)(x3, x2) +
(
K
(3)
ϕ(t)
)∗
(x;x2, x3)αχ1(t)(x3, x2)
)
,
(3.83)
which is (1.36) from the introduction.
Finally, note that approximations to the reduced k-particle density matrices of ΨN (t) can
be computed in a similar way as was outlined in this section.
4 Proofs
4.1 Preliminaries
Let us state a useful auxiliary lemma which we will need for the proofs of the theorems. Recall
the identities
a†xN = (N − 1)a†x , Na†x = a†x(N + 1)
axN = (N + 1)a , Nax = ax(N − 1) ,
(4.1)
which implies for any analytic function F of N and j ∈ {−1, 1} thata
]j
x F (N ) = F (N − j)a]jx
F (N )a]jx = a]jx F (N + j) .
(4.2)
Moreover, recall that ∫
dx‖a]xφ‖2F ≤ ‖(N + 1)
1
2φ‖2F (4.3)
for φ ∈ F .
Lemma 4.1. Let n ∈ N, f ∈ Hn, φ ∈ F , j1, ..., jn ∈ {−1, 1} and let F denote some analytic
function. Then∥∥∥∫ dx(n)f(x(n))F (N )a]j1x1 ···a]jnxn φ∥∥∥F . ‖f‖Hn∥∥∥(N + n+ 1)n2 F(N +
n∑
ν=1
jν
)
φ
∥∥∥
F
. (4.4)
Proof. By Cauchy–Schwarz, we find∥∥∥∥∫ dx(n)f(x(n))F (N )a]1x1 ···a]nxnφ∥∥∥∥2
F
≤ ‖f‖2Hn
∫
dx(n)
∥∥∥F (N )a]1x1 ···a]nxnφ∥∥∥2F . (4.5)
Now we successively apply (4.2) and (4.3), which yields∫
dx1 ··· dxn
∥∥∥F (N )a]1x1 ···a]nxnφ∥∥∥2F
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=∫
dx(n)‖a]1x1F (N + ν1)a]2x2 ···a]nxnφ‖2F
≤
∫
dx2 ··· dxn‖(N + 1) 12F (N + j1)a]2x2 ···a]nxnφ‖2F
≤
∫
dx3 ··· dxn‖(N + 1) 12 (N + 1 + j2) 12F (N + j1 + j2)a]3x3 ···a]nxnφ‖2F
≤ . . .
≤ ‖(N + n+ 1)n2 F (N + j1 + · · ·+ jn)φ‖2F (4.6)
since j1 + · · ·+ jν ≤ n for ν = 1, ..., n.
4.2 Proof of Theorem 1
In this section, we provide all proofs of the lemmas in Section 3.2. First, we give the proofs
of the auxiliary Lemma 3.4; subsequently, we prove Theorem 2.
4.2.1 Proof of Lemma 3.4.
Recall that the excitation Hamiltonian H≤Nϕ(t) is given by (3.9). Hence, the Taylor expansion
of Lemma 3.3 leads to
H≤Nϕ(t)
= K(0)ϕ(t) +K
(1)
ϕ(t) + λN
(
K(4) − (N − 1)K(1)ϕ(t)
)
+
K(2)ϕ(t) 2b2∑
`=0
even
λ
`
2
N
`/2∑
n=0
d`/2,n(N − 1)n + h.c.
+ λb2+1N (K(2)ϕ(t)R(2)b2 (N ) + h.c.)
+
K(3)ϕ(t) 2b3+1∑
`=1
odd
c
(0)
(`−1)/2λ
`
2
N (N − 1)
`−1
2 + h.c.
+ λb3+ 32N (K(3)ϕ(t)R(3)b3 (N ) + h.c.) (4.7)
for any b2, b3 ≥ 0. Using the abbreviations
T(`)ϕ(t) =

`/2∑
n=0
d`/2,n
(
K(2)ϕ(t)(N − 1)n + (N − 1)nK
(2)
ϕ(t)
)
` even ,
c
(0)
(`−1)/2
(
K(3)ϕ(t)(N − 1)
`−1
2 + (N − 1) `−12 K(3)ϕ(t)
)
` odd ,
(4.8)
the expansion (4.7) can be written for b2 = b, b3 = b− 1 as
H≤Nϕ(t) = K
(0)
ϕ(t) +K
(1)
ϕ(t) + λN
(
K(4) − (N − 1)K(1)ϕ(t)
)
+
2b∑
`=0
λ
`
2
NT
(`)
ϕ(t)
+ λ
b+ 1
2
N
[(
K(3)ϕ(t)R
(3)
b−1(N ) + h.c.
)
+ λ
1
2
N
(
K(2)ϕ(t)R
(2)
b (N ) + h.c.
)] (4.9)
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and for b2 = b3 = b as
H≤Nϕ(t) = K
(0)
ϕ(t) +K
(1)
ϕ(t) + λN
(
K(4) − (N − 1)K(1)ϕ(t)
)
+
2b+1∑
`=0
λ
`
2
NT
(`)
ϕ(t)
+ λb+1N
[(
K(2)ϕ(t)R
(2)
b (N ) + h.c.
)
+ λ
1
2
N
(
K(3)ϕ(t)R
(3)
b (N ) + h.c.
)]
.
(4.10)
Consequently, we find for a ≥ 2 that
H≤Nϕ(t) =
a∑
n=1
λ
n−1
2
N H
(n)
ϕ(t) + λ
a
2
NR(a) , (4.11)
where
H(1)ϕ(t) := K
(0)
ϕ(t) +K
(1)
ϕ(t) + T
(0)
ϕ(t) , (4.12a)
H(2)ϕ(t) := T
(1)
ϕ(t) , (4.12b)
H(3)ϕ(t) := T
(2)
ϕ(t) +K
(4)
ϕ(t) − (N − 1)K
(1)
ϕ(t) , (4.12c)
H(n)ϕ(t) := T
(n−1)
ϕ(t) (4.12d)
for n ≥ 4 and with R(2), R(2n−1) and R(2n) as in (3.18b), (3.18c) and (3.18d), respectively.
For a = 1, the whole contribution of K(3)ϕ(t) is contained in the remainder, i.e.,
H≤Nϕ(t) = H
(1)
ϕ(t) +R(1) , (4.13)
with R(1) as in (3.18a).
4.2.2 Proof of Theorem 1
We prove Theorem 1 in three steps as explained in Section 3.2.
Step 1. Making use of the transformation rules (3.25) and the abbreviations (3.26), one finds
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that
UV(t,s)N U∗V(t,s) =
∑
J∈{−1,1}
∫
dx(2) dy ω
(1,j1)
t,s (y;x1)ω
(−1,j2)
t,s (y;x2)a
]j1
x1 a
]j2
x2 ,
UV(t,s)K(1)ϕ(s) U∗V(t,s) =
∑
J∈{−1,1}2
∫
dx(2) dy(2)K
(1)
ϕ(s)(y
(2))ω
(1,j1)
t,s (z1)ω
(−1,j2)
t,s (z2)a
]j1
x1 a
]j2
x2 ,
UV(t,s)K(2)ϕ(s) U∗V(t,s) = 12
∑
J∈{−1,1}2
∫
dx(2) dy(2)K
(2)
ϕ(s)(y
(2))ω
(1,j1)
t,s (z1)ω
(1,j2)
t,s (z2)a
]j1
x1 a
]j2
x2 ,
UV(t,s)K(2)ϕ(s) U∗V(t,s) = 12
∑
J∈{−1,1}2
∫
dx(2) dy(2)K
(2)
ϕ(s)(y
(2))ω
(−1,j1)
t,s (z1)ω
(−1,j2)
t,s (z2)a
]j1
x1 a
]j2
x2 ,
UV(t,s)K(3)ϕ(s) U∗V(t,s) =
∑
J∈{−1,1}3
∫
dx(3) dy(3)K
(3)
ϕ(s)(y
(3))ω
(1,j1)
t,s (z1)ω
(1,j2)
t,s (z2)
× ω(−1,j3)t,s (z3)a
]j1
x1 a
]j2
x2 a
]j3
x3 ,
UV(t,s)K(3)ϕ(s) U∗V(t,s) =
∑
J∈{−1,1}3
∫
dx(3) dy(3)
(
K
(3)
ϕ(s)
)∗
(y(3))ω
(1,j1)
t,s (z1)
× ω(−1,j2)t,s (z2)ω(−1,j3)t,s (z3)a
]j1
x1 a
]j2
x2 a
]j3
x3 ,
UV(t,s)K(4)ϕ(s) U∗V(t,s) = 12
∑
J∈{−1,1}4
∫
dx(4) dy(4)K
(4)
ϕ(s)(y
(4))ω
(1,j1)
t,s (z1)ω
(1,j2)
t,s (z2)
× ω(−1,j3)t,s (z3)ω(−1,j4)t,s (z4)a
]j1
x1 a
]j2
x2 a
]j3
x3 a
]j4
x4 ,
(4.14)
where we abbreviated zj := (yj , xj). Combining these and making use of the identity
UV(t,s1) UV(s1,s2) = UV(t,s2) (4.15)
yields (3.28). Abbreviating
ν(k) :=
⌊
k−2
2
⌋
, (4.16)
the coefficients A
(J)
m,k can be expressed as
A
(J)
3,2 (t, s;x
(2))
=
∫
dy(2)
[
K
(1)
ϕ(s)(y
(2))ω
(1,j1)
t,s (z1)ω
(−1,j2)
t,s (z2) +
1
2K
(2)
ϕ(s)(y
(2))ω
(1,j1)
t,s (z1)ω
(1,j2)
t,s (z2)
+ 12K
(2)
ϕ(s)(y
(2))ω
(−1,j1)
t,s (z1)ω
(−1,j2)
t,s (z2)
]
,
(4.17a)
40
A
(J)
3,4 (t, s;x
(4))
= −
∫
dy(3)
[
ω
(1,j1)
t,s (z1)ω
(−1,j2)
t,s (y1;x2)K
(1)
ϕ(s)(y3, y4)ω
(1,j3)
t,s (z3)ω
(−1,j4)
t,s (z4)
+K
(2)
ϕ(s)(y
(2))ω
(1,j1)
t,s (z1)ω
(1,j2)
t,s (z2)ω
(1,j3)
t,s (z3)ω
(−1,j4)
t,s (y3;x4)
+ ω
(1,j1)
t,s (z1)ω
(−1,j2)
t,s (y1;x2)K
(2)
ϕ(s)(y3, y4)ω
(−1,j3)
t,s (z3)ω
(−1,j4)
t,s (z4)
]
+ 12
∫
dy(4)K
(4)
ϕ(s)(y
(4))ω
(1,j1)
t,s (z1)ω
(1,j2)
t,s (z2)ω
(−1,j3)
t,s (z3)ω
(−1,j4)
t,s (z4) ,
(4.17b)
as well as
A
(J)
2n,k(t, s;x
(k))
= (−1)n−ν(k)−1c(0)n−1
(
n−1
ν(k)
)[ ∫
dy(3)K
(3)
ϕ(s)(y
(3))ω
(1,j1)
t,s (z1)ω
(1,j2)
t,s (z2)ω
(−1,j3)
t,s (z3)
×
(k−1)/2∏
µ=2
(∫
dy2µω
(1,j2µ)
t,s (z2µ)ω
(−1,j2µ+1)
t,s (y2µ;x2µ+1)
)
+
(k−3)/2∏
µ=1
(∫
dy2µ−1ω
(1,j2µ−1)
t,s (z2µ−1)ω
(−1,j2µ)
t,s (y2µ−1;x2µ)
)
×
∫
dyk−2 dyk−1 dyk
(
K
(3)
ϕ(s)
)∗
(y2k+1, y2k+2, y2k+3)
× ω(1,jk−2)t,s (zk−2)ω(−1,jk−1)t,s (zk−1)ω(−1,jk)t,s (zk)
]
(4.17c)
for n ≥ 1 and
A
(J)
2n+1,k(t, s;x
(k))
= 12
n∑
µ=ν(k)
(
(−1)µ−ν(k) dn,µ
( µ
ν(k)
)) [∫
dy(2)K
(2)
ϕ(s)(y
(2))ω
(1,j1)
t,s (z1)ω
(1,j2)
t,s (z2)
×
(k−2)/2∏
µ=1
(∫
dy2µ+1ω
(1,j2µ+1)
t,s (z2µ+1)ω
(−1,j2µ+2)
t,s (y2µ+1;x2µ+2)
)
+
(k−2)/2∏
µ=1
(∫
dy2µ−1ω
(1,j2µ−1)
t,s (z2µ−1)ω
(−1,j2µ)
t,s (y2µ−1;x2µ)
)
×
∫
dyk−1 dykK
(2)
ϕ(s)(y
(2))ω
(1,jk−1)
t,s (zk−1)ω
(−1,k)
t,s (zk)
]
(4.17d)
for n ≥ 2.
Step 2. The statement for ` = 2 follows immediately from (4.18), the formula (3.28) for n = 2
and Assumption 2.
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Step 3. Now we prove the statement (3.33) by induction over ` ≥ 2. Recall that the integral
form (3.23) implies
χ`(t) = UV(t,0)χ`(0)− i
∑`
n=2
t∫
0
ds H˜(n)t,s UV(t,s)χ`−n+1(s) . (4.18)
The first term in (4.18) is by Assumption 2 given as∑
0≤q≤3(`−1)
q+` odd
∑
J∈{−1,1}q
∫
dx(q)a
(J)
`,q (x
(q))a
]j1
x1 ··· a
]jq
xq χ1(t) . (4.19)
For the second term, note that by (3.28) and under the assumption that the induction hy-
pothesis (3.33) holds for 2, 3, ..., `− 1,
∑`
n=2
t∫
0
ds H˜(n)t,s UV(t,s)χ`−n+1(s)
=
∑`
n=2
t∫
0
ds
∑
2≤p≤n+1
p+n odd
∑
0≤q≤3(`−n)
q+`−n even
∑
J∈{−1,1}p+q
∫
dx(p+q)A
(j1,...,jp)
n,p (t, s;x
(p))a
]j1
x1 ···a
]jp
xp
×C(jp+1,...,jp+q)`−n+1,q (s;xp+1, ..., xp+q)UV(t,s)a
]jp+1
xp+1 U∗V(t,s) ··· UV(t,s)a
]jp+q
xp+q U∗V(t,s)χ1(t)
=
∑`
n=2
∑
2≤p≤n+1
p+n odd
∑
0≤q≤3(`−n)
q+`−n even
∑
J∈{−1,1}p+q
∫
dx(p+q)B(J)n;p;q(t;x
(p+q))a
]j1
x1 ···a
]jp+q
xp+q χ1(t) (4.20)
with
B(J)n;p;q(t;x
(p+q))
:=
∑
M∈{−1,1}q
t∫
0
ds
∫
dy(q)A
(j1,...,jp)
n,p (t, s;x
(p))C
(M)
`−n+1,q(s; y
(q))
q∏
µ=1
ω
(mµ,jp+µ)
t,s (yµ, xp+µ),
(4.21)
where we used that
UV(t,s)a
]jp+1
xp+1 U∗V(t,s) ··· UV(t,s)a
]jp+q
xp+q U∗V(t,s)
=
∑
M∈{−1,1}q
∫
dy(q)ω(jp+1,m1)(xp+1, y1) ···ω(jp+q ,m1)(xp+q, yq)a]m1y1 ···a]mqyq
(4.22)
and subsequently renamed the variables xp+1, ..., xp+q ↔ y1, ..., yq as well as the indices
jp+1, ..., jp+q ↔ m1, ...,mq. We now reorder the sums in (4.21). Abbreviating the integrand
for a moment as I
(J)
n;p;q, we find that
∑`
n=2
∑
2≤p≤n+1
p+n odd
∑
0≤q≤3(`−n)
q+`−n even
∑
J∈{−1,1}p+q
∫
dx(p+q)I(J)n;p;q
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=
∑`
n=2
∑
2≤p≤n+1
p+n odd
∑
p≤q≤p+3(`−n)
q+` even
∑
J∈{−1,1}q
∫
dx(q)I
(J)
n;p;q−p
=
∑`
n=2
∑
2≤q≤3`+1−2n
q+` odd
∑
q−3(`−n)≤p≤q
p+n odd
∑
J∈{−1,1}q
∫
dx(q)I
(J)
n;p;q−p
=
∑
2≤q≤3(`−1)
q+` odd
∑
J∈{−1,1}q
(3`+1+q)/2∑
n=2
∑
q−3(`−n)≤p≤q
p+n odd
∫
dx(q)I
(J)
n;p;q−p . (4.23)
Consequently, the second term in (4.18) equals
∑`
n=2
t∫
0
ds H˜(n)t,s UV(t,s)χ`−n+1(s) =
∑
0≤q≤3(`−1)
q+` odd
∑
J∈{−1,1}q
∫
dx(q)B˜
(J)
`,q (t;x
(q))a
]j1
x1 ···a]qxqχ1(t)
(4.24)
with
B˜
(J)
`,q (t;x
(q)) :=

(3`+1+q)/2∑
n=2
∑
q−3(`−n)≤p≤q
p+n odd
B
(J)
n;p;q−p(t;x
(q)) for q ≥ 2
0 for q = 0, 1 .
(4.25)
Finally, adding (4.19) and (4.25) yields
χ`(t) =
∑
0≤q≤3(`−1)
q+` odd
∑
J∈{−1,1}q
∫
dx(q)
(
a
(J)
`,q (x
(q)) + B˜
(J)
`,q (t;x
(q))
)
a
]j1
x1 ···a]qxq χ1(t) , (4.26)
which completes the induction and defines the coefficients C
(J)
`,q (t;x
(q)).
4.3 Proof of Theorem 2
4.3.1 Proof of Lemma 3.7
For the estimates of K(1)ϕ(t), K
(2)
ϕ(t) and K
(4)
ϕ(t), one observes that by Lemma 4.1,
‖K(1)ϕ(t)φ‖F = ‖
∫
dx1 dx2K
(1)
ϕ(t)(x1;x2)a
†
x1ax2φ‖F . ‖K
(1)
ϕ(t)(·, ·)‖H2‖(N + 1)φ‖F
= ‖qϕ(t)K˜(1)ϕ(t)qϕ(t)‖HS‖(N + 1)φ‖F ≤ ‖K˜
(1)
ϕ(t)‖HS‖(N + 1)φ‖F (4.27)
since
‖qϕ(t)K˜(1)ϕ(t)qϕ(t)‖2HS = Tr
(
qϕ(t)K˜
(1)
ϕ(t)q
ϕ(t)
(
K˜
(1)
ϕ(t)
)∗) ≤ Tr ∣∣∣K˜(1)ϕ(t)qϕ(t)(K˜(1)ϕ(t))∗∣∣∣
≤ ‖K˜(1)ϕ(t)
(
K˜
(1)
ϕ(t)
)∗‖HS ≤ ‖K˜(1)ϕ(t)‖2HS . (4.28)
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By definition (2.25a) of K˜
(1)
ϕ(t),
‖K˜(1)ϕ(t)‖2HS =
∫
dx1 dx2|K˜(1)ϕ(t)(x1;x2)|2 ≤ ‖v‖2∞‖ϕ(t)‖42 . 1 , (4.29)
and the proof works analogously for K(2)ϕ(t), if K
(2)
ϕ(t) is understood as integral operator with
kernel K
(2)
ϕ(t)(x, y), and for K
(4)
ϕ(t), where one uses that
‖W (t)‖∞ = sup
x,y∈Ω
∣∣v(x− y)− (v ∗ |ϕ(t)|2)(x)− (v ∗ |ϕ(t)|2)(y) + 2µϕ(t)∣∣ . ‖v‖∞ . 1 . (4.30)
To estimate K(3)ϕ(t), note that(
K(3)ϕ(t)φ
)(k)
(x1, ..., xk) =
1√
k
∑
i,j≤k
i 6=j
∫
Ω
dxK
(3)
ϕ(t)(xi, xj ;x)φ
(k−1)(x, x1, ..., xk \ xi \ xj)
=
k(k − 1)√
k
(
K
(3)
ϕ(t)φ
(k−1)
)
(x1, ..., xk) , (4.31)
hence
‖K(3)ϕ(t)φ‖2F ≤
∑
k≥1
k(k − 1)2‖qϕ(t)1 qϕ(t)2 W (x1, x2)ϕ(t, x1)qϕ(t)2 φ(k−1)‖2Hk−1
≤
∑
k≥1
k(k − 1)2‖W (t)‖∞‖ϕ(t)‖22‖φ(k−1)‖2Hk−1
. ‖(N + 1) 32φ‖2F . (4.32)
4.3.2 Proof of Lemma 3.6
Let φ ∈ F≤N⊥ϕ(t). By definition of R(n) (see Lemma 3.4) and with Lemmas 3.7 and 3.3, one
computes for n ≥ 2
‖R(2n)φ‖F .
∥∥∥K(2)ϕ(t)R(2)n−1(N )φ∥∥∥F +
∥∥∥∥R(2)n−1(N )K(2)ϕ(t)φ∥∥∥∥F
+ λ
1
2
N
(∥∥∥K(3)ϕ(t)R(3)n−1(N )φ∥∥∥F + ∥∥∥R(3)n−1(N )K(3)ϕ(t)φ∥∥∥F
)
. ‖(N + 1)R(2)n−1(N )φ‖F + C(n)
∥∥∥∥(N + 1)nK(2)ϕ(t)φ∥∥∥∥F
+ λ
1
2
N
(∥∥∥(N + 1) 32R(3)n−1(N )φ∥∥∥F + C(n)
∥∥∥∥(N + 1)nK(3)ϕ(t)φ∥∥∥∥F
)
. ‖(N + 1)R(2)n−1(N )φ‖F + C(n)‖(N + 1)n+
3
2φ‖F (4.33)
since [R
(j)
n (N ),N ] = 0 and where we used that K(2)ϕ(t)φ ∈ F≤N−2⊥ϕ(t) and K
(3)
ϕ(t)φ ∈ F≤N−1⊥ϕ(t) , which
implies that we may use the estimate of R(2)(N ) and R(3)(N ) from Lemma 3.3b. Analogously,
one computes that
‖R(2n−1)φ‖F . C(n)‖(N + 1)n+1φ‖F + λ
1
2
N‖(N + 1)R(2)n (N )φ‖F . (4.34)
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Finally, the additional terms in R(1) and R(2) can be bounded by
‖(N + 1) 32φ‖F + λ
1
2
N‖(N + 1)2φ‖F (4.35)
and
‖(N + 1)2φ‖F , (4.36)
respectively, where we estimated
√
N−N
N−1 ≤ 2 as operator on F≤N⊥ϕ(t).
4.3.3 Proof of Lemma 3.8
Proof. Part (a) is known for ` = 1 [61, Proposition 4 (iii)] and we provide it here for the
convenience of the reader. The statement for ` ≥ 2 is then shown by induction.
Proof for ` = 1. Note first that
∂t
〈
χ1(t), (N + 1)bχ1(t)
〉
= i
〈
χ1(t),
[
H(1)ϕ(t) , (N + 1)b
]
χ1(t)
〉
, (4.37)
and it follows by (4.1) that[
H(1)ϕ(t) , (N + 1)b
]
= −
(
(N + 1)b − (N − 1)b
)
K(2)ϕ(t) +
(
(N + 3)b − (N + 1)b
)
K(2)ϕ(t) . (4.38)
Since
(k + 1)b − (k − 1)b ≤ 2b(k + 1)b−1 ≤ C(b)(k + 1)b−1 ,
(k + 3)b − (k + 1)b ≤ 3bb(k + 1)b−1 ≤ C(b)(k + 1)b−1 (4.39)
for any k ≥ 0 and some constant C(b), this yields by Lemma 3.7
∂t
〈
χ1(t), (N + 1)bχ1(t)
〉
= −i
〈(
(N + 1)b − (N − 1)b
) b
2(b−1)
χ1(t),
(
(N + 1)b − (N − 1)b
) b−2
2(b−1) K(2)ϕ(t)χ1(t)
〉
+i
〈(
(N + 3)b − (N + 1)b
) b
2(b−1)
χ1(t),
(
(N + 3)b − (N + 1)b
) b−2
2(b−1) K(2)ϕ(t)χ1(t)
〉
≤
〈
χ1(t), (N + 1)bχ1(t)
〉 1
2
∥∥∥∥(N + 1)((N + 3)b − (N + 1)b) b−22(b−1) χ1(t)∥∥∥∥
+
〈
χ1(t), (N + 1)bχ1(t)
〉 1
2
∥∥∥∥(N + 1)((N + 1)b − (N − 1)b) b−22(b−1) χ1(t)∥∥∥∥
. C(b)
〈
χ1(t), (N + 1)bχ1(t)
〉
. (4.40)
Hence, we conclude by Gronwall’s lemma that〈
χ1(t), (N + 1)bχ1(t)
〉
≤
〈
χ1(0), (N + 1)bχ1(0)
〉
eC(b)t . eC(b)t (4.41)
by Assumption 2 on the initial data.
Proof for ` ≥ 2. We prove by induction the following hypothesis: there exist constants C(b)
such that
αb`(t) .
(
`−1∑
n=0
αb+3n`−n (0)
)
eC(`,b)t , (4.42)
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where
αcm(t) := 〈χm(t), (N + 1)cχm(t)〉 . (4.43)
To prove this, one notes first that by (3.21), it follows that
∂t
〈
χ`(t), (N + 1)bχ`(t)
〉
= i
〈∑`
n=1
H(n)ϕ(t)χ`−n+1(t), (N + 1)bχ`(t)
〉
− i
〈
χ`(t), (N + 1)b
∑`
n=1
H(n)ϕ(t)χ`−n+1(t)
〉
= i
〈
χ`(t),
[
H(1)ϕ(t), (N + 1)b
]
χ`(t)
〉
− 2
∑`
n=2
=
〈
χ`−n+1(t),H
(n)
ϕ(t)(N + 1)bχ`(t)
〉
. (4.44)
Observing that
H(2n)ϕ(t) (N + 1)b = c
(0)
n−1
(
(N − 2)n−1N bK(3)ϕ(t) + (N − 1)n−1(N + 2)bK
(3)
ϕ(t)
)
(4.45a)
for n ≥ 1 and
H(3)ϕ(t)(N + 1)b = −(N − 1)(N + 1)bK
(1)
ϕ(t) − (N − 52)(N − 1)bK
(2)
ϕ(t)
+ (N − 12)(N + 3)bK
(2)
ϕ(t) + (N + 1)bK
(4)
ϕ(t) ,
(4.45b)
H(2n+1)ϕ(t) (N + 1)b =
n∑
ν=0
dn,ν
(
(N − 3)ν(N − 1)bK(2)ϕ(t) + (N − 1)ν(N + 3)bK
(2)
ϕ(t)
)
(4.45c)
for n ≥ 2. We compute the terms in the sum in (4.44) corresponding to n = 3, n ≥ 5 odd,
and n ≥ 2 even separately: for n = 2m and b ≥ 3, we obtain∣∣∣〈χ`−n+1(t),H(n)ϕ(t)(N + 1)bχ`(t)〉∣∣∣
≤ c(0)m−1
∣∣∣〈(N − 2)m−1N b+32 χ`−2m+1,N b−32 K(3)ϕ(t)χ`(t)〉∣∣∣
+ c
(0)
m−1
∣∣∣∣〈(N − 1)m−1(N + 2) b+32 χ`−2m+1, (N + 2) b−32 K(3)ϕ(t)χ`(t)〉∣∣∣∣
. C(n, b)‖(N + 1) b+12 +mχ`−2m+1‖‖(N + 1)
b
2χ`(t)‖
.
〈
χ`−n+1, (N + 1)b+n+1χ`−n+1(t)
〉
+ C(n, b)
〈
χ`(t), (N + 1)bχ`(t)
〉
, (4.46)
where we used that (k − 1)a ≤ (k + 1)a for k ∈ N0 and a ≥ 0, and that
(k + a)b ≤ ab(k + 1)b ≤ C(b)(k + 1)b (4.47)
for any a ≥ 1 and b ≥ 0. Note that b−32 < 0 for b < 3, which implies that the sectors with
k = 0, 1, where (N − 1) ≤ 0, need to be considered separately. Since (H(2m)ϕ(t) φ)(0) = 0 for
m ≥ 1 and (H(2m)ϕ(t) φ)(1) = 0 for m ≥ 2, these sectors do not contribute to the scalar product.
For m = 1, one computes(
H(2)ϕ(t)φ
)(1)
=
√
2
∫
dx2 dx3
(
K
(3)
ϕ(t)
)∗
(x1;x2, x3)φ
(2)(x2, x3) , (4.48)
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hence it follows by Cauchy–Schwarz and Lemma 3.7 that〈
χ
(1)
`−1(t),
(
H(2)ϕ(t)χ`(t)
)(1)〉
H
≤
√
2‖χ(1)`−1‖H
(∫
dx1
∣∣∣∣∫ dx2 dx3(K(3)ϕ(t))∗(x1;x2, x3)χ(2)` (x2, x3)∣∣∣∣2
) 1
2
. ‖χ(1)`−1‖2H + ‖χ(2)` ‖ = 2−(b+n+1)
〈
χ
(1)
`−1, (N + 1)b+n+1χ(1)`−1
〉
H
+ 3−b
〈
χ
(2)
` , (N + 1)bχ(2)`
〉
H2
.
〈
χ`−1(t), (N + 1)b+n+1χ`−1(t)
〉
+
〈
χ`(t), (N + 1)bχ`(t)
〉
. (4.49)
For n = 2m+ 1 with m ≥ 2, we obtain∣∣∣〈χ`−n+1(t),H(n)ϕ(t)(N + 1)bχ`(t)〉∣∣∣
≤
∣∣∣〈(N − 3)m(N − 1) b+22 χ`−2m(t) , (N − 1) b−22 K(2)ϕ(t)χ`(t)〉∣∣∣
+
∣∣∣∣〈(N − 1)m(N + 3) b+22 χ`−2m(t) , (N + 3) b−22 K(2)ϕ(t)χ`(t)〉∣∣∣∣
. (1 + C(b))‖(N + 1) b+2m+22 χ`−2m(t)‖‖(N + 1)
b
2χ`(t)‖
.
〈
χ`−n+1(t), (N + 1)b+n+1χ`−n+1(t)
〉
+ C(b)
〈
χ`(t), (N + 1)bχ`(t)
〉
(4.50)
by (4.47). Finally, for n = 3, the two additional terms corresponding to (N−1)(N+1)bK(1)ϕ(t)+
(N + 1)bK(4)ϕ(t) need to be controlled as∣∣∣〈χ`−2(t), (N + 1)b(N − 1)K(1)ϕ(t)χ`(t)〉∣∣∣+ ∣∣∣〈χ`−2(t), (N + 1)bK(4)ϕ(t)χ`(t)〉∣∣∣
≤
∣∣∣〈(N + 1) b2+1(N − 1)χ`−2(t), (N + 1) b2−1K(1)ϕ(t)χ`(t)〉∣∣∣
+
∣∣∣〈(N + 1) b2+2χ`−2(t), (N + 1) b2−2K(4)ϕ(t)χ`(t)〉∣∣∣
. ‖(N + 1) b+22 χ`−2(t)‖‖(N + 1)
b
2χ`(t)‖+ ‖(N + 1)
b+4
2 χ`−2(t)‖‖(N + 1)
b
2χ`(t)‖ .
(4.51)
In summary, we conclude that for any ` ≥ 2,∣∣∣〈χ`−n+1(t),H(n)ϕ(t)(N + 1)bχ`(t)〉∣∣∣
.
〈
χ`−n+1(t), (N + 1)b+n+1χ`−n+1(t)
〉
+ C(b)
〈
χ`(t), (N + 1)bχ`(t)
〉
.
(4.52)
Inserting (4.52) and (4.38) into (4.44) yields
∂t
〈
χ`(t), (N + 1)bχ`(t)
〉
. C(b)
〈
χ`(t), (N + 1)bχ`(t)
〉
+
∑`
n=2
〈
χ`−n+1(t), (N + 1)b+n+1χ`−n+1(t)
〉
.
(4.53)
Now we prove (4.42) by induction over `. For the base case ` = 2, (4.53) implies that
∂tα
b
2(t) . αb2(t) + αb+31 (t) , (4.54)
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hence we conclude with Gronwall’s lemma and (4.41) that
αb2(t) .
(
αb2(0) + α
b+3
1 (0)
)
eC(b)t . (4.55)
For the induction step, assume that (4.42) holds for ` ≤ L for some L ≥ 2. Then (4.53) implies
that
∂tα
(b)
L+1(t) . C(b)α
(b)
L+1(t) +
L+1∑
n=2
α
(b+n+1)
L−n+2 (t) . (4.56)
Consequently, since L− n+ 2 ∈ {1, ..., L}, it follows by the induction hypothesis (4.42) that
∂tα
(b)
L+1(t) . C(b)α
(b)
L+1(t) +
(
L+1∑
n=2
L−n+1∑
m=0
α
(b+1+n+3m)
L+2−(n+m) (0)
)
eC(b)t . (4.57)
Since αcm(t) ≤ αdm(t) for c ≤ d and any m ≥ 1, one observes that
L+1∑
n=2
L−n+1∑
m=0
α
(b+1+n+3m)
L+2−(n+m) (0) =
L+1∑
n=2
L+1∑
ν=n
α
(b+1+3ν−2n)
L+2−ν (0)
=
(L+1)−1∑
m=1
m+1∑
n=2
α
(b+4+3m−2n)
L+1−m (0)
≤ L
(L+1)−1∑
m=1
α
(b+3m)
L+1−m(0) , (4.58)
which, by Gronwall, leads to the estimate
α
(b)
L+1(t) .
(L+1)−1∑
m=0
α
(b+3m)
(L+1)−m(0)
 eC(b)t , (4.59)
which recovers (4.42) for L+ 1. Part (a) follows from this by Lemma 3.2.
Finally, to prove part (b), note that for any c ≥ 0,〈
1
≥Nχ`(t), (N + 1)b1≥Nχ`(t)
〉
F
≤
〈
1
≥Nχ`(t),
(N + 1)b+c
(N − 1)c 1
≥Nχ`(t)
〉
F
= (N − 1)−c
〈
1
≥Nχ`(t), (N + 1)b+c1≥Nχ`(t)
〉
F
≤ (N − 1)−c
〈
χ`(t), (N + 1)b+cχ`(t)
〉
F
. (N − 1)−c eC(b+c)t (4.60)
by part (a).
Part (c) is a standard result, see, e.g., [72, Proposition 3.3], or [59, Lemma 2.3] (together
with part (b)).
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4.3.4 Proof of Theorem 2.
We abbreviate
χ˜a(t) := χ
≤N (t)−
a∑
`=1
λ
`−1
2
N χ`(t). (4.61)
Note that χ`(t) ∈ F⊥ϕ(t) and χ≤N (t) ∈ F≤N⊥ϕ(t), hence we can equivalently control the norm
on F≤N instead of F≤N⊥ϕ(t). Moreover, we have H≤Nϕ(t)χ≤N = Hϕ(t)χ≤N . Consequently,
d
dt‖1≤N χ˜a(t)‖2F
= −i
〈
χ˜a(t),1
≤N
(
Hϕ(t)χ≤N (t)−
a∑
`=1
λ
`−1
2
N
∑`
n=1
H(n)ϕ(t)χ`−n+1(t)
)〉
F
+ i
〈
Hϕ(t)χ≤N (t)−
a∑
`=1
λ
`−1
2
N
∑`
n=1
H(n)ϕ(t)χ`−n+1(t),1
≤N χ˜a(t)
〉
F
= −i
〈
χ˜a(t),1
≤N
(
Hϕ(t)
(
χ˜a(t) +
a∑
`=1
λ
`−1
2
N χ`(t)
)
−
a∑
`=1
λ
`−1
2
N
∑`
n=1
H(n)ϕ(t)χ`−n+1(t)
)〉
F
+ h.c.
= −i 〈χ˜a(t),1≤NHϕ(t)(1≤N + 1>N )χ˜a(t)〉F + h.c.
− i
a∑
`=1
λ
`−1
2
N
〈
χ˜a(t),1
≤N
(
H≤Nϕ(t)χ`(t)−
∑`
n=1
H(n)ϕ(t)χ`−n+1(t)
)〉
F
+ h.c.
= −i 〈χ˜a(t),1≤NHϕ(t)1≤N χ˜a(t)〉F + h.c.
− i 〈χ˜a(t),1≤NHϕ(t)1>N χ˜a(t)〉F + h.c.
− i
a∑
`=1
λ
`−1
2
N
〈
χ˜a(t),1
≤N
(
Hϕ(t) −
a+1−`∑
n=1
H(n)ϕ(t)
)
χ`(t)
〉
F
+ h.c.
(4.62)
where we used that
a∑
`=1
λ
`−1
2
N
∑`
n=1
H(n)ϕ(t)χ`−n+1 =
a∑
`=1
λ
`−1
2
N
a+1−`∑
n=1
λ
n−1
2
N H
(n)
ϕ(t)χ` (4.63)
and inserted the identity 1 = 1≤N + 1>N , where 1>N denotes the projector on the subspace
F>N := F \F≤N of F . The first term in the last equality vanishes due to the self-adjointness
of 1≤NHϕ(t)1≤N , and the second line equals zero since Hϕ(t) leaves both spaces F≤N and F>N
invariant (Lemma 2.1), hence the scalar product is zero. Consequently, we obtain
d
dt‖1≤N χ˜a(t)‖2F
≤ −i
a∑
`=1
λ
`−1
2
N
〈
χ˜a(t),1
≤N
(
Hϕ(t) −
a+1−`∑
n=1
λ
n−1
2
N H
(n)
ϕ(t)
)
1
≤N−1χ`(t)
〉
F
+ h.c.
−i
a∑
`=1
λ
`−1
2
N
〈
χ˜a(t),1
≤N
(
Hϕ(t) −
a+1−`∑
n=1
λ
n−1
2
N H
(n)
ϕ(t)
)
1
≥Nχ`(t)
〉
F
+ h.c.
49
. ‖1≤N χ˜a(t)‖F
a∑
`=1
λ
`−1
2
N
∥∥∥∥∥
(
H≤Nϕ(t) −
a+1−`∑
n=1
λ
n−1
2
N H
(n)
ϕ(t)
)
1
≤N−1χ`(t)
∥∥∥∥∥
F
(4.64)
+‖1≤N χ˜a(t)‖F
a∑
`=1
λ
`−1
2
N
∥∥∥∥∥
(
Hϕ(t) −
a+1−`∑
n=1
λ
n−1
2
N H
(n)
ϕ(t)
)
1
≥Nχ`(t)
∥∥∥∥∥
F
. (4.65)
Estimate of (4.64). By Lemma 3.4,
H≤Nϕ(t) −
a+1−`∑
n=1
λ
n−1
2
N H
(n)
ϕ(t) = λ
a+1−`
2
N R(a+1−`) (4.66)
on F≤N−1ϕ(t) , hence, by Lemma 3.6,
(4.64) = ‖1≤N χ˜a(t)‖F
a∑
`=1
λ
a
2
N‖R(a+1−`)1≤N−1χ`(t)‖F
. λ
a
2
NC(a)‖1≤N χ˜a(t)‖F‖(N + 1)
a+3
2 1
≤N−1χ`(t)‖F
. λ
a
2
NC(a)‖1≤N χ˜a(t)‖HN ‖(N + 1)
a+3
2 χ`(t)‖F≤N
. ‖1≤N χ˜a(t)‖F λ
a
2
Ne
C(a)t (4.67)
for some constant C(a), where the last step follows from Lemma 3.8a.
Estimate of (4.65). Observe first that
Hϕ(t)1≥N =
(
K(0)ϕ(t) + λNK
(4)
)
1
≥N (4.68)
due to the projections 1≤N in the definition (2.24) of Hϕ(t). Since
H(1)ϕ(t) = K
(0)
ϕ(t) +K
(1)
ϕ(t) +K
(2)
ϕ(t) +K
(2)
ϕ(t) , (4.69)
it follows that (
Hϕ(t) −
a+1−`∑
n=1
λ
n−1
2
N H
(n)
ϕ(t)
)
1
≥N
=
(
K(0)ϕ(t) + λNK
(4)
ϕ(t) −H
(1)
ϕ(t) −
a+1−`∑
n=2
λ
n−1
2
N H
(n)
ϕ(t)
)
1
≥N
=
(
λNK
(4)
ϕ(t) −K
(1)
ϕ(t) −K
(2)
ϕ(t) −K
(2)
ϕ(t) −
a+1−`∑
n=2
λ
n−1
2
N H
(n)
ϕ(t)
)
1
≥N . (4.70)
By Lemma (3.7),
‖H(2n)ϕ(t)φ‖F . C(n)‖(N + 1)n+
1
2φ‖F , n ≥ 1 , (4.71a)
‖H(2n+1)ϕ(t) φ‖F . C(n)‖(N + 1)nφ‖F , n ≥ 2 , (4.71b)
‖H(3)ϕ(t)φ‖F . ‖(N + 1)2φ‖F , (4.71c)
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hence
‖H(n)ϕ(t)φ‖F . C(n)‖(N + 1)
n+1
2 φ‖F (4.72)
for n ≥ 1, which, by Lemma 3.7, leads to the estimate∥∥∥∥∥
(
Hϕ(t) −
a+1−`∑
n=1
λ
n−1
2
N H
(n)
ϕ(t)
)
1
≥Nφ
∥∥∥∥∥
F
. ‖(N + 1)1≥Nφ‖F + λN‖(N + 1)21≥Nφ‖F +
a+1−`∑
n=2
C(n)‖(N + 1)n+12 1≥Nφ‖F .
(4.73)
With Lemma 3.8b, this yields
(4.65) . ‖1≤N χ˜a(t)‖F
a∑
`=1
λ
`−1
2
N
(
‖(N + 1)1≥Nχ`(t)‖F + λN‖(N + 1)21≥Nχ`(t)‖F
+(a− `)C(a+ 1− `)‖(N + 1)a−`+22 ‖F
)
. ‖1≤N χ˜a(t)‖F λ
a
2
Ne
C(a)t (4.74)
for some constant C(a).
Combining the estimates for (4.64) and (4.65), we conclude that
d
dt‖1≤N χ˜a(t)‖2F . λ
a
2
Ne
C(a)t‖1≤N χ˜a(t)‖F . ‖1≤N χ˜a(t)‖2F + λaNeC(a)t , (4.75)
which implies by Gronwall
‖1≤N χ˜a(t)‖2F .
‖1≤N χ˜a(0)‖2F + λaN t∫
0
eC(a)s ds
 eCt . λaNeC(a)t, (4.76)
using Assumption 2 in the last step. Finally, by the definition 2.2 of the symmetric tensor
product and with ΨN` (t) as in (3.39), it follows that
‖ΨN (t)−ΨN` (t)‖2HN =
∥∥∥ N∑
k=0
ϕ(t)(N−k) ⊗s
( (
χ≤N (t)
)(k) − a∑
`=1
λ
`−1
2
N χ
(k)
` (t)
)∥∥∥2
=
N∑
k=0
‖ϕ(t)‖2(N−k)2
∥∥∥ (χ≤N (t))(k) − a∑
`=1
λ
`−1
2
N χ
(k)
` (t)
∥∥∥2
Hk
=
∥∥∥χ≤N (t)− a∑
`=1
λ
`−1
2
N χ`(t)
∥∥∥2
F≤N
. (4.77)
A Derivation of the Excitation Hamiltonian
In [55, Section 4] and [54, Section 4.2], the authors use the transformation rules (2.18) to prove
that
H≤Nϕ(t) = H
(1)
ϕ(t) +R(t) , (A.1)
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where H(1)ϕ(t) is the Bogoliubov Hamiltonian as defined in (3.17a), and, using the notation from
[61, Section 3],
R(t) = 12
5∑
j=1
(Rj +R
∗
j ) (A.2)
with
R1,a = dΓ
(
K
(1)
ϕ(t)
) 1−N⊥ϕ(t)
N − 1 =: R˜1,a
1−N⊥ϕ(t)
N − 1 , (A.3a)
R1,b = dΓ
(
qϕ(t)
(
v ∗ |ϕ(t)|2 − µϕ(t)
)
qϕ(t)
) 1−N⊥ϕ(t)
N − 1 =:
1
N − 1R˜1,b , (A.3b)
R2 = −2
√
N −N⊥ϕ(t)N⊥ϕ(t)
N − 1 a
(
qϕ(t)(v ∗ |ϕ(t)|2)ϕ(t)
)
=:
√
N −N⊥ϕ(t)
N − 1 R˜2 , (A.3c)
R3 =
∫
dx1 dx2K
(2)
ϕ(t)(x, y)a
†
xa
†
y
(√
(N −N )(N −N − 1)
N − 1 − 1
)
=: R˜3
(√
(N −N )(N −N − 1)
N − 1 − 1
)
,
(A.3d)
R4 =
1
2(N − 1)
∫
dx1 ··· dx4
(
qϕ(t) ⊗ qϕ(t)vqϕ(t) ⊗ qϕ(t)
)
(x1, x2;x3, x4)a
†
x1a
†
x2ax3ax4
=:
1
N − 1R˜4 ,
(A.3e)
R5 = 2
√
N −N⊥ϕ(t)
N − 1
∫
dx1 ··· dx4
(
1⊗ qϕ(t)vqϕ(t) ⊗ qϕ(t)
)
(x1, x2;x3, x4)
=:
√
N −N⊥ϕ(t)
N − 1 R˜5 .
(A.3f)
We show now that (A.1) equals our expression (2.24), which can be expressed as
H≤Nϕ(t) = H
(1)
ϕ(t) −
N − 1
N − 1K
(1)
ϕ(t) +
1
N − 1K
(4)
+K(2)ϕ(t)
(√
(N −N )(N −N − 1)
N − 1 − 1
)
+ h.c.
+K(3)ϕ(t)
√
N −N
N − 1 + h.c.
(A.4)
where we used the shorthand notation (2.27). Note first that N = N⊥ϕ(t) = dΓ(qϕ(t)) on
F≤N⊥ϕ(t) and that R1 = R∗1 and R4 = R∗4. It is clear that
K(1)ϕ(t) = R˜1,a , K
(2)
ϕ(t) =
1
2R3 . (A.5)
Recalling the definition (2.26),
W (t, x, y) = v(x− y)− (v ∗ |ϕ(t)|2) (x)− (v ∗ |ϕ(t)|2) (y) + 2µϕ(t) , (A.6)
we obtain
K
(3)
ϕ(t) = q
ϕ(t) ⊗ qϕ(t)W (t) |ϕ(t)〉 ⊗ qϕ(t)
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= qϕ(t) ⊗ qϕ(t) v |ϕ(t)〉 ⊗ qϕ(t) − qϕ(t) (v ∗ |ϕ(t)|2) |ϕ(t)〉 ⊗ qϕ(t)
=: K
(3,a)
ϕ(t) +K
(3,b)
ϕ(t) , (A.7)
and the corresponding operators in K(3)ϕ(t) are given as
K(3,a)ϕ(t) =
1
2R˜
∗
5 (A.8)
and
K(3,b)ϕ(t) = −
∫
dx1 dx2 dx3
(
qϕ(t)
(
v ∗ |ϕ(t)|2) |ϕ(t)〉) (x1)qϕ(t)(x2;x3)a†x1a†x2ax3
= −
∫
dx1
(
qϕ(t)
(
v ∗ |ϕ(t)|2) |ϕ(t)〉) (x1)a†x1 dΓ(qϕ(t))
= −
∫
a†
(
qϕ(t)
(
v ∗ |ϕ(t)|2) |ϕ(t)〉)N⊥ϕ(t) = 12R∗2 . (A.9)
Hence,
K(3)ϕ(t)
√
N −N
N − 1 + h.c. =
1
2 (R2 +R
∗
2 +R5 +R
∗
5) . (A.10)
Next, one decomposes
K
(4)
ϕ(t) = q
ϕ(t) ⊗ qϕ(t)W (t) qϕ(t) ⊗ qϕ(t) = K(4,a)ϕ(t) +K
(4,b)
ϕ(t) , (A.11)
where we defined
K
(4,a)
ϕ(t) := q
ϕ(t) ⊗ qϕ(t) v qϕ(t) ⊗ qϕ(t) , (A.12a)
K
(4,b)
ϕ(t) := −qϕ(t)
(
v ∗ |ϕ(t)|2) qϕ(t) ⊗ qϕ(t) − qϕ(t) ⊗ qϕ(t) (v ∗ |ϕ(t)|2) qϕ(t)
+ 2µϕ(t)q
ϕ(t) ⊗ qϕ(t).
(A.12b)
The corresponding operators in K(4)ϕ(t) yield
K(4,a)ϕ(t) =
1
2R˜4 (A.13)
and, using (4.1),
K(4,b)ϕ(t) = −12
∫
dx1 ··· dx4
(
qϕ(t)
(
v ∗ |ϕ(t)|2) qϕ(t)) (x1;x3)qϕ(t)(x2;x4)a†x1a†x2ax3ax4
−12
∫
dx1 ··· dx4 qϕ(t)(x1;x3)
(
qϕ(t)
(
v ∗ |ϕ(t)|2) qϕ(t)) (x2;x4)a†x1a†x2ax3ax4
+µϕ(t)
∫
dx1 ··· dx4 qϕ(t)(x1;x3)qϕ(t)(x2;x4)a†x1a†x2ax3ax4
= −12
∫
dx1 dx3
(
qϕ(t)
(
v ∗ |ϕ(t)|2) qϕ(t)) (x1;x3)a†x1N⊥ϕ(t)ax3
−12
∫
dx2 dx4
(
qϕ(t)
(
v ∗ |ϕ(t)|2) qϕ(t)) (x2;x4)a†x2N⊥ϕ(t)ax4
+µϕ(t)
∫
dx1 dx3 q
ϕ(t)(x1;x3)a
†
x1N⊥ϕ(t)ax3
= −(N⊥ϕ(t) − 1)
(
dΓ
(
qϕ(t)
(
v ∗ |ϕ(t)|2) qϕ(t))− µϕ(t)N⊥ϕ(t))
53
= R˜1,b , (A.14)
hence
1
N − 1K
(4)
ϕ(t) = R4 + R˜1,b =
1
2
(
R˜1,b + R˜
∗
1,b +R4 +R
∗
4
)
. (A.15)
Finally, (A.5), (A.10) and (A.15) yield (A.1).
B Proof of Lemma 2.8
We first show that Equation (2.74) holds, which, e.g., has also been shown in [4] in a slightly
different framework. We assume that φ(s) ∈ F⊥ϕ(s) is quasi-free, and thus U (1)ϕ (t, s)φ(s) is
quasi-free and satisfies the Bogoliubov equation (1.11). Let us call the corresponding Bo-
goliubov map V(t, s), i.e., U (1)ϕ (t, s) = UV(t,s). We need to prove that the solution V˜(t, s) to
Equation (2.74) is indeed equal to V(t, s). In order to prove this we use that both quasi-free
states UV(t,s)φ(s) and UV˜(t,s)φ(s) are uniquely determined by their generalized one-particle
density matrices Γ (or the corresponding γ and α) [61]. We proceed by showing that ΓUV(t,s)φ(s)
and ΓUV˜(t,s)φ(s) are solutions to the same equation with the same initial condition, and thus
the statement follows from uniqueness [61]. First, we compute
i∂t
〈UV(t,s)φ(s), A(F1)A(F2)UV(t,s)φ(s)〉 = 〈UV(t,s)φ(s), [A(F1)A(F2),HBog(t)]UV(t,s)φ(s)〉
(B.1)
for any F1, F2 ∈ H⊕ H. The crucial step is to observe that[
A(F1),HBog(t)
]
= A(A(t)F1), (B.2)
which follows from a direct computation. Thus,[
A(F1)A(F2),HBog(t)
]
= A(A(t)F1)A(F2) +A(F1)A(A(t)F2), (B.3)
and
i∂t
〈UV(t,s)φ(s), A(F1)A(F2)UV(t,s)φ(s)〉
=
〈
UV(t,s)φ(s),
(
A(A(t)F1)A(F2) +A(F1)A(A(t)F2)
)
UV(t,s)φ(s)
〉
.
(B.4)
Second, using the property (2.51), we find〈
φ(s), U∗V˜(t,s)A(F1)A(F2)UV˜(t,s)φ(s)
〉
=
〈
φ(s), A(V˜−1(t, s)F1)A(V˜−1(t, s)F2)UV˜(t,s)φ(s)
〉
,
(B.5)
and thus
i∂t
〈
UV˜(t,s)φ(s), A(F1)A(F2)UV˜(t,s)φ(s)
〉
=
〈
φ(s),
(
A(−i∂tV˜−1(t, s)F1)A(V˜−1(t, s)F2) +A(V˜−1(t, s)F1)A(−i∂tV˜−1(t, s)F2)
)
φ(s)
〉
=
〈
φ(s),
(
A(V˜−1(t, s)A(t)F1)A(V˜−1(t, s)F2) +A(V˜−1(t, s)F1)A(V˜−1(t, s)A(t)F2)
)
φ(s)
〉
=
〈
UV˜(t,s)φ(s),
(
A(A(t)F1)A(F2) +A(F1)A(A(t)F2)
)
UV˜(t,s)φ(s)
〉
. (B.6)
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Thus, V(t, s) = V˜(t, s) follows.
Let us now prove that not only UV(t,s)φ(s) = U (1)ϕ (t, s)φ(s) for quasi-free φ(s), but also
generally UV(t,s) = U (1)ϕ (t, s). In order to prove this we show that
U (1)ϕ (t, s)A(F1) . . . A(Fn)φ(s) = UV(t,s)A(F1) . . . A(Fn)φ(s) (B.7)
for any F1, . . . , Fn ∈ H⊕H. Then the statement follows from density (note that the quasi-free
states are not dense in F). For ease of notation, let us just show that U (1)ϕ (t, s)A(F )φ(s) =
UV(t,s)A(F )φ(s). Applying the Bogoliubov transformation using (2.42) yields
UV(t,s)A(F )φ(s) = A(V(t, s)F )UV(t,s)φ(s) = A(V(t, s)F )U (1)ϕ (t, s)φ(s). (B.8)
Thus, using the commutator relation (B.2), we find
i∂t
(
UV(t,s)A(F )φ(s)
)
= −A(A(t)V(t, s)F )U (1)ϕ (t, s)φ(s) +A(V(t, s)F )HBog(t)U (1)ϕ (t, s)φ(s)
=
[
HBog(t), A(V(t, s)F )
]
UV(t,s)φ(s) +A(V(t, s)F )HBog(t)UV(t,s)φ(s)
= HBog(t)UV(t,s)A(F )φ(s). (B.9)
We have found that U
(1)
ϕ (t, s)A(F )φ(s) and UV(t,s)A(F )φ(s) are solutions to the same equation
with the same initial conditions, so they are equal by uniqueness.
C Proof of Lemma 3.3.
Let µ ∈ [0, 14), n ≥ 0 and define
f (n)µ : [−1, 1− µ]→ [0,∞) , x 7→ f (n)µ (x) := (1− x− µ)
1
2
−n . (C.1)
The `th derivatives of f
(n)
µ and of f
(0)
µ f
(0)
0 are given by
[
f (n)µ
](`)
(x) =
`! c
(n)
`
(1− x− µ)n+`− 12
(C.2)
[
f (0)µ f
(0)
0
](`)
(x) =
∑`
m=0
(
`
m
)[
f (0)µ
](m)
(x)
[
f
(0)
0
](`−m)
(x)
= `!
∑`
m=0
c(0)m c
(0)
`−m
(
1
1− x− µ
)m− 1
2
(
1
1− x
)`−m− 1
2
(C.3)
for c
(n)
` as in (3.11). Consequently, the a
th order Taylor expansions of f
(n)
µ and f
(0)
µ f
(0)
0 around
x = 0 are
f (n)µ (x) =
a∑
`=0
c
(n)
`
(1− µ)n+`− 12
x` +R(n)a,µ(x) , (C.4)
f (0)µ (x)f
(0)
0 (x) =
a∑
`=0
∑`
m=0
c(0)m c
(0)
`−m
(
1
1− µ
)m− 1
2
x` + R˜a,µ(x) . (C.5)
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Proof of part (a). The remainder R
(0)
a,0(x) is given as
R
(0)
a,0(x) = (a+ 1) c
(0)
a+1
x∫
0
1√
1− t
(
x− t
1− t
)a
dt = c
(0)
a+1
(
1
1− ξ
)a+ 1
2
xa+1 (C.6)
for some ξ ∈ (0, x). For x ∈ [−1, 12 ], this yields the bound
|R(0)a,0(x)| ≤ |c(0)a+1|
(
1
1− ξ
)a+ 1
2
|x|a+1 ≤ 2a+1|c(0)a+1|x|a+1 , (C.7)
where we used that 1− ξ > 12 . For x ∈ (12 , 1], we obtain for some constant C(a) that
|R(0)a,0(x)| ≤ (a+ 1)|c(0)a+1|
1∫
0
1√
1− t dt ≤ C(a)|x|
a+1 (C.8)
since |x|a+1 ≥ 2−(a+1). Hence, it holds for 0 ≤ k ≤ N and φ ∈ F that(√
N −N
N − 1 φ
)(k)
= λ
1
2
Nf
(0)
0 (λN (k − 1)) φ(k)
= λ
1
2
N
(
a∑
`=0
c
(0)
` λ
`
N (N − 1)` +R(0)a,0 (λN (N − 1))φ
)(k)
(C.9)
and
R
(0)
a,0 (λN (N − 1)) ≤ C(a)λa+1N (N + 1)a+1 (C.10)
in the sense of operators on F≤N .
Proof of part (b). Evaluating (C.5) for µ = λN and x = λN (k − 1) yields
f
(0)
λN
(λN (k − 1))f (0)0 (λN (k − 1)) =
a∑
`=0
∑`
n=0
c(0)n c
(0)
`−n (λN (k − 1))` f (n)0 (λN ) + R˜a,λN (λN (k − 1)) .
(C.11)
By (C.4) and (C.6),
f
(n)
0 (λN ) =
a−∑`
ν=0
c(n)ν λ
ν
N + c
(n)
a−`+1(1− ξ)`−a−n−
1
2λa−`+1N (C.12)
for some ξ ∈ (0, λN ). Inserting this formula into (C.11) yields
f
(0)
λN
(λN (k − 1))f (0)0 (λN (k − 1))
=
a∑
`=0
∑`
n=0
a−∑`
ν=0
c(0)n c
(0)
`−nc
(n)
ν (k − 1)`λν+`N
+λa+1N
a∑
`=0
∑`
n=0
c(0)n c
(0)
`−nc
(n)
a−`+1(1− ξ)`−a−n−
1
2 (k − 1)` + R˜a,λN (λN (k − 1))
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=a∑
`=0
λ`N
∑`
m=0
d`,m(k − 1)m + λa+1N r(a) + R˜a,λN (λN (k − 1)) , (C.13)
where we re-ordered the sums in the first line, using that
d`,m :=
m∑
n=0
c(0)n c
(0)
m−nc
(n)
`−m (C.14)
as in (3.14), and called the second double sum r(a). Since ξ ∈ (0, λN ) and 1 − λN ≥ 12 for
sufficiently large N , it follows that (1− ξ)`−a−n− 12 ≤ 2a+n−`− 12 and consequently
|r(a)| ≤ C(a)
a∑
`=0
(k + 1)` ≤ C(a)(k + 1)a (C.15)
for some constant C(a). Finally, the remainder R˜a,µ is for µ ∈ [0, 14) given as
R˜a,µ(x) =
a+1∑
n=0
c(0)n c
(0)
a+1−n
(
1
1− ξ − µ
)n− 1
2
(
1
1− ξ
)a−n+ 1
2
xa+1
= (a+ 1)
a+1∑
n=0
c(0)n c
(0)
a+1−n
x∫
0
(
1
1− t− µ
)n− 1
2
(
1
1− t
)a−n+ 1
2
(x− t)a dt (C.16)
for some ξ ∈ (0, x). For x ∈ [−1, 12 ], this yields
|R˜µ,a(x)| ≤ |c(0)a+1|
√
1− ξ˜ − µ
(
1
1− ξ
)a+ 1
2
|x|a+1
+
a+1∑
n=1
|c(0)n c(0)a+1|
(
1
1− ξ − µ
)n− 1
2
(
1
1− ξ
)a−n+ 1
2
|x|a+1 ≤ C(a)|x|a+1 ,
(C.17)
where we used that that 2 > 1−ξ > 1−ξ−µ > 12−µ > 14 because µ ∈ [0, 14). For x ∈ (12 , 1−µ],
one computes
|R˜a,µ(x)| ≤ (a+ 1)
a∑
n=0
|c(0)n ||c(0)a+1−n|
x∫
0
(
x− t
1− µ− t
)a(1− µ− t
1− t
)a−n+ 1
2
dt
+(a+ 1)|c(0)a+1|
x∫
0
(
x− t
1− µ− t
)a( 1− t
1− µ− t
) 1
2
dt
≤ C(a)||x|+ C(a)|
1−µ∫
0
1√
1− µ− t dt ≤ C(a)|x|
a+1 (C.18)
since |x|a+1 ≥ 2−(a+1). In conclusion, inserting the estimates (C.15), (C.17) and (C.18) into
(C.13) yields for 0 ≤ k ≤ N − 1 that(√
(N −N )(N −N − 1)
N − 1 φ
)(k)
= f
(0)
λN
(λN (k − 1)) f (0)0 (λN (k − 1)) φ(k)
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=(
a∑
`=0
λ`N
∑`
m=0
d`,m(k − 1)m + λa+1N R˜a(k)
)
φ(k) (C.19)
with
R˜a(N ) ≤ C(a)λa+1N (N + 1)a+1 (C.20)
as operator on F≤N−1.
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