Let A and B be two algebraic quantum groups (i.e. multiplier Hopf algebras with integrals). Assume that B is a right A-module algebra and that A is a left B-comodule coalgebra. If the action and coaction are matched, it is possible to define a coproduct ∆ # on the smash product A#B making the pair (A#B, ∆ # ) into an algebraic quantum group. This result is proven in 'Bicrossproducts of multiplier Hopf algebras' (reference [De-VD-W]) where the precise matching conditions are explained in detail, as well as the construction of this bicrossproduct. In this paper, we continue the study of these objects. First, we study the various data of the bicrossproduct A#B, such as the modular automorphisms, the modular elements, ... and obtain formulas in terms of the data of the components A and B. Secondly, we look at the dual of A#B (in the sense of algebraic quantum groups) and we show it is itself a bicrossproduct (of the second type) of the duals A and B. The result is immediate for finite-dimensional Hopf algebras and therefore it is expected also for algebraic quantum groups. However, it turns out that some aspects involve a careful argument, mainly due to the fact that coproducts and coactions have ranges in the multiplier algebras of the tensor products and not in the tensor product itself. Finally, we also treat some examples in this paper. We have included some of the examples that are known for finite-dimensional Hopf algebras and show how they can also be obtained for more general algebraic quantum groups. We also give some examples that are more typical for algebraic quantum groups. In particular, we focus on the extra structure, provided by the integrals and associated objects. In [L-VD] related examples are considered, involving totally disconnected locally compact groups, but as these examples require some analysis, they fall outside the scope of this paper. It should be mentioned however that with examples of bicrossproducts of algebraic quantum groups, we do get examples that are essentially different from those commonly known in Hopf algebra theory. 
Introduction
Let A and B be regular multiplier Hopf algebras. Assume that we have a right action of A on B, denoted by b ⊳ a when a ∈ A and b ∈ B, making B into a right A-module algebra. Also let Γ : A → M (B ⊗ A) be a left coaction of B on A making A into a left B-comodule coalgebra. Finally, assume that the left coaction of B on A and the right action A on B are matched so that the twisted coproduct ∆ # on the smash product A#B is an algebra map. Then the pair (A#B, ∆ # ) is again a regular multiplier Hopf algebra.
The above result has been obtained in our paper entitled Bicrossproducts of multiplier Hopf algebras ( [De-VD-W] ) where all the necessary notions together with the matching conditions have been explained in detail. In particular, see Theorem 2.14 and Theorem 3.1 in [De-VD-W] .
If A and B are algebraic quantum groups, i.e. when they are regular multiplier Hopf algebras with integrals, it is shown in [De-VD-W] that the bicrossproduct (A#B, ∆ # ) is again an algebraic quantum group. A right integral ψ # on A#B is given by
when ψ A and ψ B are right integrals on A and on B respectively and where a ∈ A and b ∈ B. See Theorem 3.3 in [De-VD-W] . In this paper, we continue the previous work with a more detailed study of this last case.
Content of the paper
In Section 1 of this paper, we will see what can already be obtained when we only have integrals on A. We will show that there exist distinguished multipliers y, z ∈ M (B) such that (ι B ⊗ ϕ A )Γ(a) = ϕ A (a)y and (ι B ⊗ ψ A )Γ(a) = ψ A (a)z for all a ∈ A where ϕ A and ψ A are a left and a right integral on A. We will also show that in fact y = z. And we will obtain more properties. We start this section however with the dual case where we assume that B has cointegrals. We finish the section with the * -algebra case and an example to illustrate some of the results obtained here.
In Section 2, we will find formulas for the data, canonically associated with an algebraic quantum group (such as the modular element, the modular automorphisms and the scaling constant), for the bicrossproduct A#B in terms of the data of the components A and B. First we have the formula for the right integral ψ # . It is simple and was already found in [De-VD-W] . The formula for the left integral ϕ # is also given and it involves the multiplier y obtained in the Section 1. From this, we get a nice and simple expression for the modular element δ # . It is proven that δ # = δ A #y −1 δ B where δ A and δ B are the modular elements for A and B respectively and where y is the multiplier in M (B), defined and characterized in Section 1. For the scaling constant τ # we simply have τ # = τ A τ B , where τ A and τ B are the scaling constants for A and B respectively. The formulas for the modular automorphisms σ # and σ ′ # are also found, but are not at all trivial. The main reason for this is that in general, we can not expect that the right integral on B is invariant for the action of A. In some cases it will be relatively invariant (e.g. when B is a right A-module bi-algebra). But in general this need not be the case. As in the first section, also here we will see what happens in the case of * -algebras. We also look at the example given at the end of the previous section. For this example we find the modular automorphisms explicitly and see that they are non-trivial in many cases. In Section 3 we obtain the main result about duality. We show that the right action of A on B can be dualized to a right coaction of the dual A of A on the dual B of B in a natural way. Also the left coaction of B on A is dualized to a left action of B on A. This action and coaction make ( A, B) into a matched pair (of the second type as in Theorem 2.16 of [De-VD-W] ). Moreover, it is shown that the tensor product pairing between the tensor product A ⊗ B on the one hand and the tensor product A ⊗ B on the other hand, induces an isomorphism of the dual of the smash product A#B (in the sense of algebraic quantum groups) with the smash product A# B. This is the main result of this section, found in Theorem 3.7. The difficulties we encounter in this section are not present in the case of the duality for finite-dimensional Hopf algebras. In Section 3, we focus on these problems, rather than on the explicit (and expected) formulas. At the end of this section, we also briefly treat the * -case. In Section 4 we focus on examples and special cases. We begin with the motivating example, coming from a matched pair of (not necessarily finite) groups as it can be found already in [VD-W] . See also the examples at the end of Section 2 and Section 3 in [De-VD-W] . We are very brief here as this example is only included for completeness. We focus on the integrals and the modular data. Next we consider again the example that we considered already at the end of Section 1 and Section 2 of this paper. Here we complete the treatment of this example. In particular, we see how the results of Section 3 apply to this case. We find that, just as in the case of Hopf algebras, the bicrossproduct is isomorphic with the tensor product of the two components. This allows us to verify the (non-trivial) formulas for various data, as well as formulas related with duality. We treat the special case where the right action of A on B is trivial in this section, as well as the dual case where the left coaction of B on A is trivial. In the first case, we find that the coaction Γ must be an algebra map (so that A is a left B-comodule bi-algebra).
In the dual case, we find that B is forced to be a right A-module bi-algebra. There are some more consequences however and later in this section, we also consider generalizations of these special cases where we do no longer assume that the action, resp. the coaction is trivial, but where we have a comodule bi-algebra, resp. a module bi-algebra. In particular, we look again at the case of a matched pair of groups and find such an example in this setting already. Finally, in Section 5 we draw some conclusions and discuss very briefly further research.
Notations, conventions and basic references
An important notion in the theory is that of the multiplier algebra of an algebra (with a non-degenerate product). We refer to the basic works on multiplier Hopf algebras (see further). And an important tool for working with multiplier Hopf algebras is the possibility of extending linear maps from the algebra to the multiplier algebra. This happens in various situations. If e.g. we have a homomorphism γ : A → M (B) for algebras A and B, it has a unique extension to a unital homomorphism, usually still denoted by γ from M (A) to M (B), provided the original homomorphism is non-degenerate (that is when γ(A)B = Bγ(A) = B). This property can e.g. be used to formulate coassociativity of the coproduct. It can also be used to extend the counit and the antipode to the multiplier algebra. In the case of the antipode, one has to consider the algebra with the opposite product. In a similar way, also actions, pairings, etc. can be extended, up to a certain level, to the multiplier algebras. We will mention this clearly when we use these extensions for the first time in this paper, but we refer to the literature (see further) for details. We will freely use Sweedler's notation for multiplier Hopf algebras, not only for coproducts, but also for coactions. But we will not do this for the coproduct on the bicrossproduct, except in a few cases where we will mention this very clearly. This would become very confusing as e.g. the coproduct on A, as a subalgebra of the multiplier algebra M (A#B) of the smash product A#B is not the same as the original copoduct. When A is a multiplier Hopf algebra, we use ∆ A , ε A , and S A to denote the comultiplication, the counit and the antipode of A. Occasionally, and when no confusion is possible, we will drop the index, but most of the time however, we will write the index for clarity. When A and B are regular multiplier Hopf algebras and when ⊳ is a right action of A on B, we will in general write AB for the smash product A#B and consider it as the algebra 'generated' by A and B subject to the commutation rules ba = (a) a (1) (b ⊳ a (2) ). With this convention, the coproduct ∆ # on AB is given by the formula
when a ∈ A and b ∈ B. When A and B are algebraic quantum groups (as will be the case in most of this paper), we will systematically use C for the dual A and D for the dual B. This makes the notations consistent with the ones used in [De-VD-W] . When we have a right action of A on B and a left coaction of B on A that are compatible (in the sense that the conditions of Theorem 2.14 of [De-VD-W] are fulfilled), we call (A, B) a matched pair (of the first type). We will show that for algebraic quantum groups, the adjoints of the action and the coaction, mentioned earlier, make (C, D) into a matched pair of the second type. By this we mean that the dual conditions, as formulated in Theorem 2.16 of [De-VD-W] are fulfilled. In order to avoid the use of too many different notations, we will use mostly the same notations for concepts associated with the pair (A, B) and with the pair (C, D). We refer to Remark 3.4 in Section 3. On the other hand, we will be very systematic in the use of letters a, b, c, d for elements in resp. A, B, C, D so that this practice will not cause too much confusion. There appears to be some confusion about the use of the terms bicrossproduct and double cross product. We use the term bicrossproduct for the construction with a right action of A on B and a left coaction of B on A (in the sense of Majid, see Section 6.2 of [M] ). In this case, both the product and the coproduct is twisted. We would use the term double cross product when we have a right action of A on B and a compatible left action of B on A in which case the product is (double) twisted, but not the coproduct. See Section 7.2 in [M] .
We refer to [VD1] for the theory of multiplier Hopf algebras and to [VD2] for the theory of algebraic quantum groups, see also [VD-Z] . For the use of the Sweedler notation in this setting, we refer to [VD4] . Finally, for pairings of multiplier Hopf algebras, the main reference is [Dr-VD] . In relations between data for (A, ∆) and its dual ( A, ∆) are explicitly given. An important reference for this paper is of course [De-VD-W] where the theory of bicrossproducts of multiplier Hopf algebras is developed. Finally, for some related constructions with multiplier Hopf algebras, see and [Dr-VD] .
Proposition
Assume that h is a left cointegral and that k is a right cointegral in B.
Then there exist homomorphisms ρ, η : A → C such that
Proof: Let a ∈ A and b ∈ B. We have
See a remark following the proof of Theorem 2.14 in [De-VD-W] . So
It follows that h ⊳ a is again a left cointegral (if it is non-zero) and so it is a scalar multiple of h. Therefore there is a linear map ρ : A → C defined by h ⊳ a = ρ(a)h.
A similar argument will work for the right cointegral and we get also a homomorphism η : A → C, defined by k ⊳ a = η(a)k for all a ∈ A.
In the equations above, all expressions can be covered because the action of A on B is assumed to be unital, see e.g. [Dr-VD-Z] .
We want to make a few remarks before we continue.
Remark
This property is obvious when B is a right A-module bi-algebra, i.e. when also
). This special case is treated e.g. in [De1] where the result is obtained in Lemma 1.5. The covering for the right hand side of this equation is illustrated in Definition 1.4 in [De1] .
ii) If (A, B) is a matched pair as explained before, then B will be a right A-module bi-algebra if the coaction Γ of B on A is trivial (see Proposition 4.13 in Section 4). If this is not the case, it is still true that ε B (b ⊳ a) = ε B (b)ε A (a) for all a ∈ A and b ∈ B, but it is more complicated to obtain this result. In any case, it will not be sufficient to require only that B is a right A-module algebra. There is needed some relation between the action of A on B and the coproduct ∆ B on B because we want to say something about the behavior of the counit ε B w.r.t. the action.
Furthermore, still in the case of an A-module bi-algebra B, it is also not so hard to show the following.
Proposition
If A and B are as before and if moreover B is a right A-module bialgebra, then ρ = η where the homomorphisms ρ and η are as defined in Proposition 1.1. Proof: We have that in this case, S B (b ⊳ a) = S B (b) ⊳ a for all a ∈ A and b ∈ B (see again Lemma 1.5 in [De1] ). Then, with b = h where h is a left cointegral in B, we obtain ρ(a)S(h) = S(h) ⊳ a = η(a)S(h) because S(h) is a right cointegral. It follows that ρ(a) = η(a) for all a.
In the general case, when B is not assumed to be an A-module bi-algebra, it is still true that ρ = η. The proof however is far more complicated because there seems to be no simple formula for S B (b ⊳ a) in this case. We will obtain the result later by duality and we will come back to this problem then (see Corollary 3.8 in Section 3).
The case where A has integrals
In this case, we have the following dual version of Proposition 1.1.
Proposition
Assume that ϕ is a left integral on A. Then there is a unique element
for all a ∈ A. Proof: First recall that Γ(a)(b ⊗1) and (b ⊗1)Γ(a) are elements in B ⊗A for all a ∈ A and b ∈ B. Therefore, (ι ⊗ ω)Γ(a) is well-defined in M (B) for all a ∈ A and any linear functional ω on A. Also recall that ∆ # (a) = (a) (a (1) ⊗ 1)Γ(a (2 ). Therefore, we can define a multiplier (ι ⊗ ω)∆ # (a) ∈ M (AB) for all a ∈ A and a linear functional ω on A. Now, take a ∈ A and consider the equality
Recall that this equality is one of the conditions and has been discussed in Section 1 (see Definition 1.9 and the Remark 1.10) of [De-VD-W] . If we apply this equation to the second leg of ∆ A (a), we find the formula
We can cover this formula if we multiply with an element in AB ⊗ AB (or even an element in AB ⊗ A) in the first two factors. Then we can apply ϕ on the third factor of this equality. We get, using the left invariance of ϕ, that
Now, we multiply this equation with ∆ # (p) from the left and q ⊗ 1 from the right where p, q ∈ AB. This yields the equality
From the injectivity of the map
in AB ⊗ AB. We cancel p and q and rewrite this equality as
. Then apply ε A to the first leg. We get
is a left invariant functional on A for all linear functionals ω on B and all elements b ∈ B. By uniqueness of left invariant functionals, we have a number c, dependent on ω and on b, so that (ω(b · ) ⊗ ϕ)Γ(a) = cϕ(a) for all a. It follows easily that the multiplier (ι ⊗ ϕ)Γ(a) has the form ϕ(a)y with y ∈ M (B). This completes the proof of the proposition.
Observe that covering the equations in the proof is non-trivial but no problem as can be seen above, where we multiplied with elements ∆ # (p) and q ⊗ 1 for p, q ∈ AB. Similar coverings have to be used at various other places in the proof.
Remark also that the proof becomes much more easy when the algebras A and B have an identity (i.e. when they are Hopf algebras). Indeed, then we can simply use the injectivity of the map T , defined on A ⊗ B by T (a ⊗ b) = Γ(a)(b ⊗ 1), in an early stage of the proof to get the equation
A similar argument would not work with the right integral. However, the next proposition shows that a similar formula holds for the right integral, actually with the same multiplier y, just as in the dual case, proven in Proposition 1.3 only for a right module bi-algebra.
Assume that ψ is a right integral on A. Then also (ι ⊗ ψ)Γ(a) = ψ(a)y for all a in A where y is the multiplier in M (B) obtained in Proposition 1.4.
Proof:
We start as in the proof of the previous proposition with an element a ∈ A and the equality
Now, we apply the antipode S A on the third factor and multiply to obtain
Replace in this formula a by a (2) and then multiply with a (1) from the left in the first factor to get
Again replace a by a (2) and now multiply with ∆ # (S A (a (1) )). Because we have
Finally, we apply ϕ to the second leg of this formula. When we assume that ϕ•S A = ψ, we find
and because ϕ • S A is right invariant, we find that this last expression is equal to ϕ(S A (a))y = ψ(a)y.
Remark that we obtain a formula for (ι ⊗ S A )Γ(a) in this proof. In the case of a comodule bi-algebra, we find that this formula implies that (1 ⊗ S A )Γ(a) = Γ(S A (a)) as expected. It is the dual version of the equality S B (b ⊳ a) = S B (b) ⊳ a that we used in the proof of Proposition 1.3 for a module bi-algebra. As it can be seen above, in the general case, the formula is more complicated. Also this more general formula has a dual form that could be used to obtain a proof of the equality ρ = η in Proposition 1.3, without the extra assumption that B is an A-module bi-algebra. However, we will wait for later results on duality in order to give a completely rigorous proof of this result (see Corollary 3.8 in Section 3).
We will now prove a few more properties of this distinguished multiplier y satisfying and characterized by the formulas (ι ⊗ ϕ)Γ(a) = ϕ(a)y and (ι ⊗ ψ)Γ(a) = ψ(a)y for all a ∈ A. The first one is easy.
Proposition
The element y is group-like. So we have ∆ B (y) = y ⊗ y, as well as ε B (y) = 1 and S B (y) = y −1 .
Proof: Take any a ∈ A and apply ϕ to the third leg of the equality
Remember that this formula is true because we have a left coaction (see Definition 1.6 in [De-VD-W] ). This gives
The other statements follow easily because y is group-like.
The next result is less obvious. We will show that y commutes with the modular element δ A of A in the multiplier algebra M (AB).
For all b ∈ B we have
Proof: Start with the equality
true for all a ∈ A and b ∈ B. It is one of the basic assumptions for a matched pair (see Section 2, in particular Assumption 2.12 and Proposition 2.3 in [De-VD-W] ). If we apply ι ⊗ ϕ we find
If we replace b by y, we get that δ A and y commute with each other. Because δ A is group-like in A, we should have ∆ # (δ A ) = (δ A ⊗ 1)Γ(δ A ). This last formula can be used to define Γ(δ A ). Observe that we can not extend Γ to M (A) in an obvious way.
Remember that δ A is group-like for the coproduct ∆ A on A but that the coproduct ∆ # does not coincide with ∆ A on A. Still we have the following.
Proof: Take a ∈ A. First, because ϕ is a left integral on A, we get using the formula in Proposition 1.4 that
Similarly, now using that ϕ( · δ A ) is a right integral and the formula in Proposition 1.5 we obtain
and we get by comparing the two results that
for all a ∈ A. Now, it is not hard to see that the map x ⊗a → (x ⊗1)∆ # (a) is bijective from AB ⊗ A to itself. Therefore, multiplying the above equation with elements in AB, we get
for all a. Finally from the faithfulness of ϕ, we arrive at
In the proof, we have used that y and δ A commute.
So we see that δ A is group-like, not only in (A, ∆ A ), but also in (AB, ∆ # ). This is essentially the same as saying that we can write Γ(δ A ) = 1 ⊗ δ A .
At the end of this section, we will give an example to illustrate already some of the results obtained here. Later, in Section 4, we will consider more examples.
The * -algebra case Now we assume that A and B are multiplier Hopf * -algebras. For the right action ⊳ of A on B we have the extra assumption
when a ∈ A and b ∈ B. For the left coaction Γ of B on A we now also require
when a ∈ A. We refer to Theorem 2.15 in [De-VD-W] for these formulas. Look first at the case where cointegrals exist. We know that h * will be a right cointegral if h is a left cointegral. Therefore, if we apply the involution to the formulas in Proposition 1.1, we will find ρ(S(a)
for all a ∈ A. This means that ρ * = η when we define the involution on the dual of A in the standard way. Combined with ρ = η, we would find that ρ is self-adjoint. Next, take the general case again. We then get the following.
The element y, as obtained in Proposition 1.4, is self-adjoint.
Proof: Consider the left integral ϕ and define ϕ by ϕ(a) = ϕ(a * ) − for all a ∈ A. Apply the first formula of Proposition 1.4 to S(a) * and use that ϕ•S is a right integral. We get
proving the result.
One can verify that the self-adjointness of y is in agreement with the equation obtained in Proposition 1.7.
We finally look at some examples. S A (a (1) )ba (2) .
For this example, we will use A#B to denote the smash product (and not AB for obvious reasons). The left coaction Γ of B on A is defined by
We use Sweedler notation (only) for ∆ A . One can verify that, just as in the case of Hopf algebras (see e.g. Example 6.2.8 in [M] ), this gives a matched pair. It is not hard to prove that the action is unital and that B is a right A-module algebra. Similarly, it is relative easy to show that Γ makes A into a left B-comodule coalgebra. It is more complicated in this case to show that the action and the coaction are compatible so that the coproduct ∆ # on A#B is an algebra map. We will consider this case again in Section 4 where we study more examples and see that there is a better way to show this last property (see a remark following the proof of Proposition 4.2). If we started above with a multiplier Hopf * -algebra, one easily verifies that (b⊳a)
* for all a. These are the compatibility conditions with the involutive structure. ii) Now suppose that we have integrals on A. Let ϕ A and ψ A be a left and a right integral. We find
In this calculation, δ = δ A . This nicely illustrates the property y = z. Here we find that this distinguished multiplier in M (A) coincides with the modular element δ as expected. Observe that indeed b ⊳ δ = S(δ)bδ = δ −1 bδ. The formula can be interpreted, not only in A, but also in A#B because
Remark finally that (at least formally)
One might also consider the dual example. Then we start with a regular multiplier Hopf algebra (C, ∆ C ) and we let (D,
Now suppose that we have integrals on C. Let ϕ and ψ be a left and a right integral on C. They are also left and right integrals on
This example can either be obtained from the other one by duality or by the conversion procedure as explained in [De-VD-W] (see a remark in Section 1 of that paper). We will also consider this example again in Section 4.
Integrals on the bicrossproduct (and related objects)
As in the previous section, A and B are regular multiplier Hopf algebras with a right action of A on B and a left coaction of B on A making (A, B) into a matched pair. In this section, we will moreover assume that both A and B have integrals, i.e. that they are algebraic quantum groups. We have shown already in [De-VD-W] that then also the bicrossproduct has integrals. The formula for the right integral was given in Theorem 3.3 of [De-VD-W] . In this section, we will first recall this result. We will however also give the formula for the left integral. And we will find formulas for the data associated with these integrals on the bicrossproduct. We denote a left integral by ϕ and a right integral by ψ. So, we use ϕ A , ϕ B for left integrals on A and B respectively and similarly ψ A , ψ B for right integrals. We will make the convention that ϕ = ψ • S, both for A and for B. Observe that this is different from the rather common convention where it is assumed that ψ = ϕ • S. We also use δ for the modular element and σ and σ ′ for the modular automorphisms associated with ϕ and ψ respectively, again with the appropriate indices if necessary. For the corresponding objects on the smash product AB, we write ϕ # , ψ # , . . . . The formula for the right integral ψ # on the bicrossproduct was already obtained in Theorem 3.3 of [De-VD-W] . We recall it here for completeness.
Proposition If we define
Formally, the argument goes as follows. Take a ∈ A and b ∈ B. Then
Of course, the problem is that Γ(1) is not really defined and moreover it is unclear if we can use that (a) ψ A (a (1) )Γ(a (2) ) = ψ A (a)Γ(1). In the proof of Theorem 3.3 in [De-VD-W] it is shown how this problem can be overcome. The basic idea is to use as a starting point not the previous formula
as this makes perfectly good sense for all a, a ′ ∈ A. Moreover, although we can not talk about Γ(1), we can say that ∆ # (1) = 1 and this should mean precisely that Γ(1) = 1.
There are a few easy properties of the right integral ψ # obtained above.
Proposition
Indeed, as ba = (a) a (1) (b ⊳ a (2) ) we get
We now look for the left integral ϕ # on the bicrossproduct (AB, ∆ # ) and the modular element δ # .
If we define the left integral ϕ # as ψ # • S # , it is given by the formula
where y is the element in M (B), defined in Proposition 1.4 by the equation
The modular element is given by δ # = δ B δ A y −1 .
Proof: As already mentioned before, we let ϕ # = ψ # • S # . We now use the formula for S # as obtained in Theorem 3.1 of [De-VD-W] , recalling also the convention for the
We find
for all a ∈ A and b ∈ B. We have used that ϕ A = ψ A • S A and similarly for B.
In order to find the modular element, we use that
whenever a ∈ A and b ∈ B. We get
As we know that δ A and y commute (see a remark following Proposition 1.7), we get the desired result.
It is instructive to verify some formulas. The modular element δ # should also verify e.g.
To see this, take a ∈ A and b ∈ B. We find (at least formally),
Finally, we know that δ A y −1 commutes with all elements of B (again from Proposition 1.7) and that also y commutes with δ A . So
We see again that δ # = δ B y −1 δ A as asserted.
In the above formal argument we have used Γ(δ A ) = 1 ⊗ δ A , together with the fact that
The problem here is the same as with the formal proof of the right invariance of ψ # as explained in the beginning of this section. Also here the argument can be made precise if in stead we use
, but there is no need to explain this argument in more detail. We also have used that y is group-like in M (B) (see Proposition 1.6).
We want to include the following remark.
Remark i)
In an earlier version of the paper on bicrossproducts for multiplier Hopf algebras (unpublished), a formula for δ # had been obtained under an extra assumption. It was shown that
is assumed for all a ∈ A and b ∈ B. Using our result, this condition simply would mean that yb = b ⊳ δ A and because we have seen in our Proposition 1.7 that b ⊳ δ A = y −1 by, the condition would imply that y = 1. Then the formula δ # = δ A (δ B ⊳ δ A ) gives δ # = δ A δ B . We see from this that the condition is rather artificial (and not needed) for this result. ii) Also in Proposition 5.4 of [B-*], the modular element δ # is found in the case where A and B are Hopf algebras. However, the formula in that paper is also not natural because the multiplier y we obtained here in Proposition 1.4 is missing.
We now get the scaling constant τ # .
Proposition
We have τ # = τ A τ B where τ A and τ B are the scaling constants for A and B respectively.
Proof: Although the result looks quite obvious and simple, this is not true for the proof of it. We use the formula that defines the scaling constant, namely
The difficulty with this is the complexity of the antipode S # . So let x = ab with a ∈ A and b ∈ B. Then we get, using the formula for S # ,
This proves the result.
The reader can verify the necessary coverings. There are other possibilities to obtain this result. One such possibility would be to use that σ
Unfortunately, for this we need the formula for σ ′ # (δ A ) and that will only be obtained later (see a remark following Proposition 2.10).
Finally, we try to find formulas for the modular automorphisms σ # and σ ′ # . Because of the formulas in the Propositions 2.1, 2.2 and 2.3, it is relatively easy to see what the modular automorphisms do on elements of B. This is the content of the next proposition.
Proof: We first prove the last formula. We have for all a ′ ∈ A and b, b
. To obtain the other formula, we use that
We get using the formula for δ # , given in Proposition 2.3 that
and the result follows as we have seen that y −1 δ A commutes with B.
One can also obtain the result directly, using the formula for ϕ # , obtained in Proposition 2.3, in combination with the result of Proposition 1.7. The formulas for σ # (a) and σ ′ # (a) with a ∈ A are more complicated. We first prove two lemmas. The results will be used also later in Section 3.
Lemma Given
Proof: To prove this result, take another element p ∈ A and assume that ψ A (p) = 1. Then, for all b ∈ B, we have
We see that there exists an element z ∈ AB so that
If we write z = i b i a i with a i ∈ A and b i ∈ B, we find that
we have proven the formula in the lemma.
The above result is the same as saying that b → ω(b ⊳ a) belongs to the dual B for all ω ∈ B and a ∈ A. In fact, from the proof we can already see that all elements in B can be obtained as linear combinations of such linear functionals ω(( · ) ⊳ a) with ω ∈ B and a ∈ A. We will give a rigorous proof of this statement in the next section (see Theorem 3.3).
As a consequence, we also get the following, similar properties.
Lemma
Proof: Indeed, in the first case we use
and apply the previous lemma with a (1) and b ′ 1 ⊳ a (2) in the place of a ′ and b ′ . For the second case, we use
and again apply the previous lemma.
These results say that ψ B (( · b) ⊳ a) and ψ B ((b · ) ⊳ a) are elements of B for all a ∈ A and b ∈ B. Now, from the very existence of σ ′ # (a), we obtain the following result. It will be used to give the formula for σ ′ # (a) in Proposition 2.10 below.
Proposition There exists a linear map
Proof: Given a ∈ A, we define the multiplier γ(a) ∈ M (B), using the notations as above, in Lemma 2.8, by
A straightforward calculation gives that
and this proves that γ(a) is indeed well-defined as an element in M (B). Now, we can give the formula for σ ′ # (a) when a ∈ A.
Proposition
For all a ∈ A we have
Proof: Take a, a ′ ∈ A and b ∈ B. Then we have
Now we use the formula
Then we get
and this proves the result.
For σ # (a) we get δ −1 # σ ′ # (a)δ # and if we insert the given formulas for δ # and σ ′ # (a), we get the one for σ # (a). However, we do not seem to get any simpler expressions as we do in the case of σ # on B.
As we promised before, let us consider (and verify formally) the equation σ
From the previous proposition, we know that σ
. Combining all these results we find
and this is precisely what we want.
Before we continue, we need to give a couple of remarks on the results obtained in the Propositions 2.9 and 2.10. B yσ A (a)y −1 δ B and so in general we need not have that also σ # concides with σ A on A or that it even maps A into itself.
ii) If B is a right A-module bi-algebra, that is if
is also right invariant, and so of the form γ 0 (a)ψ B where now γ 0 is a homomorphism of A to C. Then γ(a) = γ 0 (a)1 and we see that
In this case, still σ ′ # will leave A invariant but it no longer coincides with σ ′ A .
At the end of this section, we will also look at the map γ for the example with the adjoint action and the adjoint coaction (Example 1.10 in the previous section).
Before, let us look at the * -algebra case. Not much can be said except for the following important result.
If A and B are multiplier Hopf * -algebras with positive integrals, then also the bicrossproduct has positive integrals.
Proof: For all a, a ′ ∈ A and b, b ′ ∈ B we have, using an earlier result,
and then the result follows.
We know that in this case, the scaling constants are 1 (see e.g. Theorem 3.4 in [DC-VD] ). This is in accordance with the formula of Proposition 2.5.
Also, we know that the modular elements are self-adjoint. We have seen that δ # = δ B y −1 δ A and so self-ajointness of δ # is equivalent with the equality
because we know that also y is self-adjoint (cf. Proposition 1.9). We have seen already that the above equality is satisfied. See some remarks following Proposition 2.3. Now we finish with the examples. We use the notations and conventions of Example 1.10. In particular, we will not use AB but A#B for the smash product. And we use the Sweedler notation for ∆ A .
2.13 Example i) First observe that ψ B = ϕ A and ϕ B = ψ A because (B, ∆ B ) = (A, ∆ cop A ). Then we find that ψ # (a#b) = ψ A (a)ϕ A (b) for a, b ∈ A. As we know that the distinguished multiplier y ∈ M (B) in this case is δ A , we find that
ii) For the modular element δ # , we use the formula δ # = δ A #(y −1 δ B ). And because
A . iii) We now look for the modular automorphisms. First, we calculate and discuss the map γ : A → M (B) as obtained in Proposition 2.9. We will use S for the antipode S A of (A, ∆ A ). We find
and we see that
for all a ∈ A.
If we assume that the fourth power of S equals ι, we can rewrite this as
We have used that in general ∆(σ(a)) = (S 2 ⊗ σ)∆(a). Finally, because also in
One can see that also conversely, if γ(a) = ε A (σ
A (a))1 A for all a, then we must have that
A is the homomorphism on A given by the pairing with the modular element δ A of the dual A of A. This gives an example of the case where ψ B will be relatively invariant under the action of A and not necessarily invariant. iv) Now, no longer assume this extra condition. Then, we get for the modular automorphism σ ′ # the following:
for all a, b ∈ A. In the event that S 4 = ι, we find that σ
(as is the case for discrete quantum groups -see [VD3] ), we will find that σ
Also here, we might consider the dual case where we start with a regular multiplier Hopf algebra (C, ∆ C ) and where (D, ∆ D ) = (C op , ∆ C ) as at the end of the previous section.
We will again say more about these two examples in Section 4.
The dual (AB) of the bicrossproduct AB
In this section, we again take a matched pair (A, B) of algebraic quantum groups as in the previous sections. The main goal is to show that the dual (AB) of AB, in the sense of algebraic quantum groups, is again a bicrossproduct (of the second type) of the duals A and B (see Theorem 3.7 below). At the end of this section, we will also consider the * -algebra case.
Conform with the notations used in [De-VD-W], we will denote A also by C and B by D. For the various pairings we use · , · . We will also use the conventions and notations about the integrals and the related objects for A, B and AB as explained in the beginning of the previous section.
Formally, the left coaction Γ of B on A induces a left action of D on C by the formula
where a ∈ A, c ∈ C and d ∈ D. Similarly, but again formally, the right action of A on B gives a right coaction Γ of C on D by
where a ∈ A, b ∈ B and d ∈ D.
When A and B are finite-dimensional, these formulas will indeed make the pair (C, D) into a matched pair (of the second type) and the bicrossproduct CD of C and D is identified with the dual (AB) by means of the natural pairing obtained from the pairing of A with A and B with B. See e.g. Remark 1.7 in [De-VD-W] .
However, in the more general (possibly non-finite-dimensional) case, even for ordinary Hopf algebras, the result is not so obvious. The problem is that the above formulas define d ⊲ c ∈ A ′ and Γ(d) ∈ (B ⊗ A) ′ , the linear duals of A and B ⊗ A respectively, whereas we need these elements to belong to the (in general) strictly smaller spaces A and B ⊗ A respectively.
We will focus in this section mostly on these problems and not so much on the (expected) formulas.
The identification of the dual (AB) of AB with A ⊗ B as vector spaces First, we want to identify the dual (AB) of AB with the tensor product A ⊗ B as linear spaces. This is the content of the following proposition.
Proposition Let ω
′ ∈ A and ω ′′ ∈ B and define ω on AB by ω(ab) = ω ′ (a)ω ′′ (b). Then ω ∈ (AB) and the map ω ′ ⊗ ω ′′ → ω gives a bijective linear map from A ⊗ B to (AB) .
Proof: Take elements a, a ′ ∈ A and b, b ′ ∈ B and let ω
This proves the first statement. Moreover, because the linear map from A ⊗ B to AB, given by
is bijective, the result is proven.
There is also another possible identification of (AB) with the tensor product A ⊗ B.
for all a ∈ A and b ∈ B. This is of course much simpler but unfortunately, it is not what we need (see the proof of Theorem 3.7 below). The difference between the two identifications lies in the use of the adjoint of the map R, defined from B ⊗ A to A ⊗ B by
As explained earlier, it is far from obvious that this adjoint will map A ⊗ B into B ⊗ A. We will investigate this result in the next item. 
′ . We will begin with showing, among other things, that this last equation does define a map from C ⊗ D to D ⊗ C.
Proposition
The map R : B ⊗ A → A ⊗ B, defined before by
for all a ∈ A, b ∈ B c ∈ C and d ∈ D. The map T is again bijective.
Proof: First, we show that the above equation does define T (c ⊗ d) in D ⊗ C. To do this, take a ′ ∈ A and b ′ ∈ B and let c = ψ A (a ′ · ) and d = ψ B ( · b ′ ). Then we find for all a ∈ A and b ∈ B:
is in AB, we can write it as i p i q i with p i ∈ A and q i ∈ B, and we get
(where we have used the second formula in Proposition 2.2 in the previous section). So we can define
It is clear from the definition and the fact that R is surjective, that T is injective. It is also possible to show that T is surjective. To prove this, one has to go once more through the argument and see that we can obtain all elements in D ⊗ C in this way. One may need to use that
In a completely similar way, one can show that also the map
for a ∈ A and b ∈ B has a bijective adjoint
Here we have to start
Now, we are ready to obtain the first important result in this section.
Theorem
There exists a right coaction Γ :
where a ∈ A, b ∈ B and d ∈ D, making D into a right C-comodule coalgebra.
Proof: As mentioned before, we can define Γ(d) ∈ (B ⊗ A) ′ for d ∈ D using this formula. We see however easily that then
for all a ∈ A, b ∈ B c ∈ C and d ∈ D. And from Proposition 3.2, it follows that
The injectivity of Γ follows from the injectivity of T . Now, we know from (a remark following) Proposition 1.2 in [De-VD-W] that R satisfies the equations
Therefore, the adjoint T will satisfy the adjoint equations
We know that there is a covering difficulty with the interpretation of the last equations in the argument above. This has been discussed in [De-VD-W] . The problem can be overcome if we use the inverses of the maps T ⊗ ι C and ι D ⊗ T as is done in Remark 1.10 in [De-VD-W] . We now make some remarks about notations (in accordance with the notations of [De-VD-W] ).
Remark i)
In general, we sometimes use the same symbols for objects related with the original pair (A, B) and the corresponding ones for the dual pair (C, D). We take into account however that these matched pairs are of a different kind.
ii) There will be no confusion with the action as we use ⊳ for the right action of A on B and we will use ⊲ for the left action of D on C (to be defined later). We use however Γ for the coactions in the two cases. For the first pair (A, B) we have Γ : A → M (B ⊗A) whereas for the second pair (C, D), we have Γ :
iii) We have the twist maps R and R op . For the original pair we have recalled the formulas already (cf. the formulas (3.1) and (3.2). They are maps from B ⊗ A to A ⊗ B. For the new pair we will have maps from D ⊗ C to C ⊗ D, given by
We finally have a similar situation for the cotwist maps T and T op . For the original pair, these are maps from A ⊗ B to B ⊗ A. Recall that they are given by
For the dual pair, we have maps from C ⊗ D to D ⊗ C, given by
Observe that in Proposition 3.2, we first define T on C ⊗ D as the adjoint of the map R on B ⊗ A. Similarly we first define T op on C ⊗ D as the adjoint of the map R op on B ⊗ A. Only after Theorem 3.3, we can argue that these maps satisfy the formulas in (3.6) as expected. We will get a similar situation with the maps R and R op on D ⊗ C. We will first define them as adjoints, use these to get the coaction and then argue that they are precisely given as in (3.3) and (3.4) -see the next item.
Using the same symbols for different maps should not be confusing here as we will be very systematic in the choice of the letters for elements in A, B, C and D.
Before we continue, let us relate the existence of the coaction Γ with a property found in Section 2. Indeed, with the terminology used in the previous section, we showed, (see a remark after) Lemma 2.7, that the map b → b ⊳ a, d will be again in D for all a ∈ A and d ∈ D. This means that we define a left action of A on D by b ⊳ a, d = b, a ⊲ d . Also this action is unital. What we have done here is going one step further in the duality and also dualize with respect to the variable a ∈ A.
The left action of D on C Now, we proceed along the same lines as before to get the left action of D on C that is dual to the left coaction of B on A. We know already that formally
In this item, we show that these elements belong to the right spaces.
In the next proposition, we find the adjoint R op of the map T op . It would of course be more natural to consider T in stead of T op but it turns out that this is more complicated. We will say a bit more after the proof of this property.
Proposition The map
for a ∈ A, b ∈ B, c ∈ C and d ∈ D. This map R op is bijective.
Proof: Take a ′ ∈ A, b ′ ∈ B and put c = ψ A ( · a ′ ) and d = ψ B ( · b ′ ). Also choose a ′′ ∈ A and b ′′ ∈ B so that ψ A (a ′′ ) = 1 and ψ B (b ′′ ) = 1. For all a ∈ A and b ∈ B we have that
) with x i , y i ∈ AB and assume that x i = p i q i with p i ∈ A and q i ∈ B. Then we find
From this last expression, we see that we can define
The injectivity of this map follows from the surjectivity of the map T op . And to prove the surjectivity, we again have to go carefully through the proof and observe that every element in C ⊗ D can be obtained.
As mentioned already, it would have been more natural to look at the map T itself, defined from A ⊗ B to B ⊗ A by T (a ⊗ b) = Γ(a)(b ⊗ 1). Unfortunately, a similar argument as above for the adjoint of this map, does not seem to work. It can be shown however that also the adjoint R : D ⊗ C → C ⊗ D of T exists and is again bijective. One possibility is to use the equality T • R = T op • R op , the fact that both T op and R op are adjointable so that also T • R is adjointable and finally, that R has a bijective adjoint. This will yield the adjoint of T and it will still be bijective. In fact, we do not really need this argument as it will also follow from the second main result we prove now.
Theorem There exists a left action
with a ∈ A, c ∈ C and d ∈ D, making C into a left D-module algebra.
Proof: We have mentioned already that the above formula will define d ⊲ c in A ′ for all c ∈ C and d ∈ D. Now, because we have
it follows from the previous proposition that
for all c ∈ C and d ∈ D. By applying the counit ε D on the last factor, we get d ⊲ c ∈ C for all c ∈ C and d ∈ D. Next, if we dualize the appropriate equations for T op to the necessary equations for its adjoint R op , just as we did in the proof of Theorem 3.3, we see that it will follow that C is a left D-module algebra because A is a left B-comodule coalgebra. This completes the proof.
Again, now that we have obtained the left action of D on C, we can show that the adjoints R and R op of the maps T and T op indeed are given by the formulas (3.3) and (3.4) as claimed in Remark 3.4.iii. We are now ready for the main subsection of this part.
The dual of AB is CD So, given the pair (A, B) of algebraic quantum groups with the right action ⊳ of A on B and the left coaction Γ of B on A, we can associate a right coaction Γ of C on D and a left action ⊲ of D on C by duality. This is proven in Theorem 3.3 and Theorem 3.6 above. We can consider the smash product CD and the smash coproduct ∆ # on CD. The smash product is defined using the map R as given in (3.3) on D ⊗ C. The algebra CD is the algebra generated by C and D with the commutation rules
for c ∈ C and d ∈ D. The coproduct ∆ # on CD is given by the formula
again for c ∈ C and d ∈ D. Remember that the formulas for the pair (C, D) can be found by either using the 'conversion' procedure or by 'duality' (as explained in Section 1 [De-VD-W] ). Then, we have the following main result of this section.
Theorem
The left action of D on C and the right coaction of C on D make (C, D) into a matched pair (of the second type) and the bicrossproduct (CD, ∆ # ) is identified with the dual (AB) of AB as algebraic quantum groups by means of the natural pairing between AB and CD given by ab, cd = a, c b, d .
Proof:
We first have to verify that (C, D) is a matched pair (of the second type). This means that the operator P , defined on D ⊗ C as T op • R op , has to satisfy the equations P = T • R and
of Theorem 2.16 in [De-VD-W] . This follows by duality. Indeed, by assumption, these (or rather similar) equations are satisfied for the map P on B ⊗A as (A, B) is assumed to be a matched pair (as in Theorem 2.14 of [De-VD-W] ). Because both the operators T • R and T op • R op , are self-dual, the equations follow by duality. So, we do get that the smash coproduct ∆ # makes the smash product CD into an algebraic quantum group by Theorem 2.16 of [De-VD-W] . Now, we use the result of Proposition 3.1 of this section, giving the identification of the dual (AB) with CD as linear spaces. This is realized with the pairing ab, cd = a, c b, d
where a ∈ A, b ∈ B, c ∈ C and d ∈ D. We only have to argue that the products and coproducts are dual to each other. But this is again quite obvious as the pairing is just the tensor product pairing of A ⊗ B with C ⊗ D and because e.g. the product on A ⊗ B is given by the formula
(see Proposition 1.3 in [De-VD-W] ) and the coproduct on C ⊗ D is given by
(see Section 2 in [De-VD-W] ). Clearly, these two definitions are dual to each other. This completes the proof.
Before we continue with a brief look at the * -algebra case, we first come back to a result announced in Section 1. In Proposition 1.1 we have the homomorphisms ρ and η. We have shown in Proposition 1.3 that these are equal if B is assumed to be a right A-module bi-algebra. Now, we can use duality and the result of Proposition 1.5 to show that this is also true in general. Proof: We know by applying the results of Proposition 1.4 and 1.5 to the dual case that there exists an element y ∈ M (C) satisfying
Corollary
for all d ∈ D (where we have used the notations as earlier in this section). We have
provided the cointegrals are properly normalized). Then, pairing these equations with any element a ∈ A, we find
and we see that η(a) = y, a for all a ∈ A.
The * -algebra case
We now look briefly at the case where A and B are * -algebras. Then also the duals C and D are * -algebras and the involutions satisfy
The relevant results in this case are given in the following proposition.
Proposition
Assume that the algebras A and B are * -algebras and that the right action of A on B and the left coaction of B on A satisfy
for all a ∈ A, b ∈ B and d ∈ D (as in Theorem 2.15 of [De-VD-W] ). Then also the dual left action of D on C and the dual right coaction of C on D satisfy
for all a ∈ A, c ∈ C and d ∈ D. Moreover, the involution on CD, obtained as the dual of AB coincides with the involution on CD given by (cd)
Proof: The proof is rather straightforward. Take e.g. a ∈ A, c ∈ C and d ∈ D. Then
This proves the first formula in (3.8). The proof of the second one is using completely the same arguments (in the other order and for the dual system).
Finally, to prove the last statement, take elements a, b, c, d. Using the definition of S # as found in Theorem 3.1 of [De-VD-W] , we get
This completes the proof.
If we look at the above proof, we see (again) why the conditions (3.7) and (3.8) are natural. Moreover, from the last argument above, we also see where the formula for S # on AB comes from. Finally, in Proposition 2.12 we have shown that AB has positive integrals if A and B have positive integrals. We know that in this case, also the duals have positive integrals.
We will not consider examples in this section but refer to the next special section on examples for illustrations of various results in this section.
Examples and special cases
In this section, we will try to illustrate as many of the results in this paper as possible, with various examples. At the same time, we look at special cases and consider examples within these cases. It is most natural to start with the simplest example, coming from a matched pair of (discrete, but possibly infinite) groups, as discussed already in detail in the first paper [De-VD-W] . Unfortunately, this is too simple. Most, if not all of the objects discussed in this paper are trivial for that example. The reason is of course that left and right integrals coincide and that the algebras are either abelian or that the integrals are traces. This forces the modular elements, as well as the modular automorphisms, scaling constants, ... for the components to be trivial. Then it is expected that this will also be the case for the bicrossproducts. We will shortly verify this.
The example of a matched pair of groups 4.1 Example Recall that we consider a group G with two subgroups H and K so that G = KH and H ∩ K = {e} where e is the identity in the group. We have a left action ⊲ of H on K and a right action ⊳ of K on H given by hk = (h ⊲ k)(h ⊳ k) whenever h ∈ H and k ∈ K. The algebra A is the group algebra CH and the algebra B is the algebra F (K) of complex functions with finite support on K. The right action of A on B is given by the formula (
The left coaction Γ of B on A is given by Γ(h)(δ k ⊗ 1) = δ k ⊗ (h ⊳ k) when h ∈ H and k ∈ K and where δ k is the function in B that takes the value 1 in the element k and 0 everywhere else. We consider the group H as sitting in the group algebra CH. A left integral ϕ A is given by ϕ A (h) = 0 when h ∈ H and h = e and ϕ A (e) = 1. It is also right invariant (so that δ A = 1) and it is a trace (so that the modular automorphisms are all trivial). A right integral ψ B on B is given ψ B (f ) = k f (k), it is also left invariant (so that also δ B = 1) and as the algebra B is abelian, again the modular automorphisms are trivial. Of course, the two scaling constants are 1 because the square of the antipode is the identity map. Because h ⊳ k = e if and only if h = e, we find that
for all h ∈ H and therefore, the element y, as defined in Proposition 1.4, is equal to 1 in this example. This will give that also δ # = 1. Furthermore
when f ∈ B and h ∈ H. This means that the map γ, from Proposition 2.9, coincides with a → ε A (a)1 and this implies that also the modular automorphisms σ # and σ ′ # are trivial. Because the multiplier y is trivial, we have for the left and right integrals ϕ # and ψ # on the bicrossproduct simply
whenever a ∈ A and b ∈ B. Let us finish this example with a brief look at duality. Of course the dual C of A is the function algebra F (H) whereas the dual D of B is the group algebra CK of K. Moreover, the left action of D on C, as obtained by duality in Theorem 3.6 is given, as expected, by k ⊲ f = f ( · ⊳ k) and the right coaction of C on D, obtained by duality in Theorem 3.3 is given by Γ(k)(1 ⊗ δ h ) = (h ⊲ k) ⊗ δ h . We recover the dual bicrossproduct as given e.g. in Example 2.17 of [De-VD-W] .
We see that indeed this example is far too simple to illustrate our results. Nevertheless, we will come back to this case at the end of the section to illustrate some other phenomena (see Proposition 4.18).
The example with (B, ∆ B ) = (A, ∆ cop A )
Let us now consider once more Example 1.10 that we have used before, throughout the various sections in the paper.
Recall that we have a regular multiplier Hopf algebra (A, ∆ A ) and that we have put (B, ∆ B ) = (A, ∆ cop A ). The action is the adjoint action, defined by
and the coaction is the adjoint coaction given by
Remember that when using the Sweedler notation here, we use it for the original coproduct ∆ A . In what follows, the antipode S is the antipode S A of A. Then S B = S −1 . Just as for ordinary Hopf algebras, we have the following result. The proof is essentially the same, but we include it for completeness. Again, as we did before, we will use again the notation A#B for the bicrossproduct.
Proposition Take (A, ∆
Then θ is an isomorphism from the tensor product of the multiplier Hopf algebras A and B with the bicrossproduct (A#B, ∆ # ).
Proof: Take a, a ′ ∈ A and b, b ′ ∈ B. We have on the one hand
while on the other hand, we have
These two expressions are the same, proving that θ is an algebra map. Because it is clearly bijective, we see that we have an isomorphism of algebras. Next, we show that this isomorphism converts the coproduct ∆ # on A#B to the tensor coproduct on A ⊗ B. First one can verify that
because we use the Sweedler notation for ∆ A . Then we find
and we see that θ is also a coalgebra map.
Because of this result, it is not really necessary to verify that the action and the coaction are matched. It follows because we know from the above proposition that ∆ # is a homomorphism on A#B. We refer to a remark made in Section 1, when treating Example 1.10. It also follows that the bicrossproduct gives nothing really new. On the other hand, precisely because of this result, it is easy and interesting to check the obtained results for this example. This is what we will do next.
Example
We continue the investigation we started in Example 4.2.
Let us e.g. verify the formula for S # . In Theorem 3.1 of [De-VD-W] we find that, in the general case
when writing the smash product as AB. However, in the case of our example, we can not use this notation and we have to be more careful. In this case we consider first
and so
Next we apply the twist map R and get
It follows that
This verifies the formula for S # in this example.
Next, we consider the case where the original multiplier Hopf algebra has integrals. We know that then also the bicrossproduct has integrals and we can consider the various associated data. This is what we do in the next example.
Example i)
When we consider the formulas obtained for ψ # and ϕ # in Section 2, we find for this case
for all a ∈ A and b ∈ B. Similarly
for all a ∈ A and b ∈ B. We have used that y = δ A as we have seen in Example 1.10. ii) Next consider δ # . From the result in Proposition 2.3 (or rather from the remark following it), we find δ # = δ A #δ −1 A δ B . This is the same as θ(δ A ⊗ δ B ) as expected. iii) Finally, look at the modular automorphism σ ′ # . We have seen in Example 2.13 that σ
In the above calculation, we have used that σ
We see that, as it should, all the data that we found for this example convert to the right things under the automorphism θ. Observe that for the scaling constant, we get τ # = τ A τ B and this is also the scaling constant for the tensor product A ⊗ B.
The duality for this example
Consider again the situation discussed in the previous item. So we again start with a regular multiplier Hopf algebra (A, ∆ A ) and with (B, ∆ B ) = (A, ∆ cop A ). We assume that they have integrals and that we can consider the duals. We use (C, ∆ C ) for the dual of (A, ∆ A ) and (D, ∆ D ) for the dual of (B, ∆ B ) as in Section 3 on duality. Then we get that
. In this case, there is no confusion in using the coproduct and the Sweedler notation. For the product however, we systematically use the product in C. When we write the antipode S, we always mean the antipode S C . Then we get the following result.
Proposition
The adjoint of the right action of A on B (as in Theorem 3.3) gives the right coaction Γ of C on D defined by
Similarly, the adjoint of the left coaction of B on A (as in Theorem 3.6) gives the left action of D on C, defined as
for c ∈ C and d ∈ D. Therefore, an application of Theorem 3.7 gives that the dual of A#B is the bicrossproduct C#D, obtained from the matched pair (C, D) as in Theorem 2.16 in [De-VD-W] .
The proof is rather straightforward. For finite-dimensional Hopf algebras, the bicrossproduct construction C#D in Proposition 4.5 is found as Example 6.2.2 of [M] where it is called the mirror construction, denoted by M (C), of the Hopf algebra C. It is interesting to see what happens with the isomorphism θ in Proposition 4.2 in this duality. We get the following expected result. We use the notations as in the foregoing part.
cd (1) #d (2) whenever c ∈ C and d ∈ D. Then η is an isomorphism from the tensor product of the multiplier Hopf algebras C and D with the bicrossproduct C#D. Moreover we have
for all a, b, c, d in A, B, C, D respectively.
Proof: The fact that η is an isomorphism as stated in the proposition can be proven in a completely similar way as was done for the isomorphism θ in the proof of Proposition 4.2. In fact, it also follows from the formula (4.1). So, it is sufficient to prove that this formula holds. It is easy to verify:
This completes the proof as the second equality in (4.1) is true by definition.
The special case where the right action of A on B is trivial Consider a matched pair (A, B) of regular multiplier Hopf algebras. We now moreover assume that the right action ⊳ of A on B is trivial, that is that b ⊳ a = ε A (a)b for all a ∈ A and b ∈ B. This implies A and B commute within the smash product AB (because the twist map is nothing else but the flip map on B ⊗ A). In fact AB is isomorphic with A ⊗ B as an algebra. It is an easy consequence of the axioms that the coaction must satisfy Γ(aa ′ ) = Γ(a)Γ(a ′ ) for all a, a ′ ∈ A. This can be seen e.g. from the fact that the coproduct ∆ # is a homomorphism on A and that A and B commute. See also a remark, following Theorem 2.16 in [De-VD-W] . So, we need to have that A is a left B-comodule bi-algebra. Moreover, as R = R op in this case the basic assumption that
for all a and b. This condition is of course fulfilled if also Γ is trivial (i.e. when Γ(a) = 1 ⊗ a for all a). It is also satisfied if B is abelian. The first case is not interesting as then the bicrossproduct is nothing else but the tensor product of the two multiplier Hopf algebras. It is not difficult to get examples with B abelian. The case where B is abelian is in fact already considered in [De2] . Such examples are typically constructed from a matched pair of groups (H, K) where the left action of H on K is trivial so that on the other hand, K acts from the right on H by means of isomorphisms of H. Then G is a semi-direct product. Let us now show that there are other cases where T = T op . Of course, also this example is not very special, but at least, it shows that we do not need a trivial coaction of B on A or an abelian algebra B in order to get a matched pair with a trivial action of A on B. We are convinced that it should not be too difficult to get similar examples where B is a twisted tensor product of two factors.
Example
Next, we consider this case with integrals. This is an immediate consequence of Proposition 1.7 where it is shown that y
Proposition
It is not completely obvious that there are cases where y = 1. We will give such an example below (see Example 4.12). First we consider the modular automorphisms.
We know from Proposition 2.6 that the modular automorphism σ # and σ ′ # on B always coincide with the original modular automorphisms σ B and σ ′ B . In this special case, this is also true for these modular automorphisms on A as will follow from the next result.
4.9 Proposition Let (A, B) be as in the previous proposition. Then we see that the linear map γ, defined from A to M (B) in Proposition 2.9, is given by γ(a) = ε A (a)1. It follows that also σ # and σ ′ # on A always coincide with the original modular automorphisms σ A and σ ′ A . Proof: It follows from the formula in Proposition 2.10 that the result is true for σ
and because A and B commute, we see that also σ # (a) = σ A (a).
We now look for more concrete examples for this case. The following result is standard.
4.10 Proposition Let (A, ∆ A ) be any multiplier Hopf algebra. Let G be a group and consider an action p → α p of G by automorphisms of (A, ∆ A ). Let B be the algebra K(G) of complex functions on G with finite support and equip B with the natural coproduct, coming from the group multiplication. Define Γ :
where a ∈ A and p ∈ G and where we consider functions from G to A as sitting inside M (B ⊗ A) in the obvious way. Then Γ is a left coaction making A into a left B-comodule bi-algebra.
when δ p is the function on G that is 1 in p and 0 everywhere else.
Because the algebra B is abelian, we get a matched pair when we take the trivial right action of A on B.
We assume the situation as in the previous proposition, but we now also assume that (A, ∆) has integrals. Then there is a homomorphism ν from G to the non-zero complex numbers such that
for all p ∈ G and a ∈ A. In particular, the multiplier y, as obtained in Proposition 1.4 is given by the function p → ν(p −1 ).
Again, this is standard. Indeed, because α p is assumed to be a coalgebra map, we must have that ϕ • α p is again a left integral. By uniqueness of left integrals, there exists a complex number ν(p) so that ϕ • α p = ν(p)ϕ. Because α is an action of G, we have that ν is a homomorphism. Finally, by the uniqueness of the antipode, we need to have that α p • S = S • α p and as S converts the left integral to a right integral, we also get ψ • α p = ν(p)ψ. Compare this result with the one in Proposition 1.5.
Finally, we give an example where y = 1.
4.12 Example Let (A, ∆) be an algebraic quantum group. Let G be the additive group Z of integers. It acts on (A, ∆) by α n (a) = S 2n (a). The scaling constant ν is a complex number such that ϕ • S 2 = νϕ. So the homomorphism in the previous proposition will be the map n → ν n . In particular, if the scaling constant differs from 1, we get an example of a matched pair (A, B) with a trivial right action of A on B and such that the multiplier y is not equal to 1.
By a procedure as in Example 4.7, it is possible to construct cases where not only y is non-trivial but also all the modular data are non-trivial.
The special case where the left coaction of B on A is trivial Before we attack this case, first look again at the situation of the previous item. We assume that we have algebraic quantum groups so that we can look at the dual pair (C, D) of the original pair (A, B) as in Section 3. When the right action of A on B is trivial, then the right coaction of C on D is trivial. Indeed, we have (see Theorem 3.3)
for all a ∈ A and b ∈ B so that Γ(d) = d ⊗ 1 for all d ∈ D. From the fact that A is a left B-comodule bi-algebra here, it follows that the left action of D on C makes C into a left D-module bi-algebra, so that
for all c ∈ C and d ∈ D (to be interpreted with the necessary coverings). Finally, because
for all c, d (see formulas (3.3) and (3.4) in the previous section). This equation will be satisfied if either the action of D on C is trivial (a case that corresponds to the coaction Γ of B on A being trivial) or if D is cocommutative (a case that is fulfilled if B is abelian).
This indicates what will happen when we take the case of multiplier Hopf algebras A and B where we now assume that the coaction Γ of B on A is trivial. We get the dual version of the case of a trivial action.
Let (A, B) be a matched pair and assume that the coaction Γ of B on A is trivial, i.e. that Γ(a) = 1 ⊗ a for all a in A. Then we must have that B is a right A-module bi-algebra and R = R op , i.e.
(a)
for all a, b. Conversely, if we have a right action of A on B making B a right Amodule bi-algebra and satisfying the above equality, then (A, B) is a matched pair with the trivial coaction B on A.
Again, the proof is easy (and the result is stated already in [De-VD-W] , see again the remark following Theorem 2.16 in that paper). Remark that the result follows by duality in the case of algebraic quantum groups, as explained above, but that in general, one still has to give an argument.
We will not look at more concrete examples in this case. Similarly as in Example 4.7, it is possible to construct cases where neither the action of A is also trivial, neither A has to be cocommutative.
The cases of a module and a comodule bi-algebra
We have seen in one of the previous items that in the case of a trivial action of A on B, it follows that Γ will satisfy Γ(aa ′ ) = Γ(a)Γ(a ′ ) for all a, a ′ ∈ A. This is of course also true for a trivial coaction -a case that we considered in a next item. Now we will see what we can say if we (only) assume that Γ is a homomorphism, i.e. when A is assumed to be a B-comodule bi-algebra. We will give examples to show that this case is more general than any of the two previous cases where this happens. Before we start with this investigation, we look again at the general case and we define the fixed point subalgebra in M (B) of the right action of A on B.
Recall that the action of A on B can be extended to the multiplier algebra M (B) so that
for all a ∈ A, b ∈ B and m ∈ M (B). See e.g. Proposition 4.7 in [Dr-VD-Z] . Then, the following definition makes sense (see also Definition 4.10 in [Dr-VD-Z] ).
4.14 Definition The fixed point algebra for the right action of A on B is defined as the set of elements m ∈ M (B) satisfying m ⊳ a = ε(a)m for all a ∈ A.
It is not difficult to show that elements m ∈ M (B) satisfying m ⊳ a = ε(a)m for all a ∈ A form a subalgebra in M (B). One can also show that for these elements, we have that ma = am in the multiplier algebra of the smash product AB for all a ∈ A and that also this property characterizes elements in the fixed point algebra. Finally remark that we define the fixed point algebra as a subalgebra of M (B) and not as a subalgebra of B itself (for obvious reasons). Next we consider the 'left leg' of Γ(A). Because it is assumed that both Γ(a)(b ⊗ 1) and (b ⊗ 1)Γ(a) belong to B ⊗ A for all a ∈ A and b ∈ B, we can define an element (ι ⊗ ω)Γ(a) in M (B) for all a ∈ A and any linear functional ω on A. We can look at the space spanned by such elements in M (B) for various choices of the space of linear functionals. For our purpose, we will consider the full dual space A ′ . We can then show the following.
Proposition
As before, let (A, B) be a matched pair of multiplier Hopf algebras.
Assume moreover that the coaction Γ satisfies Γ(aa ′ ) = Γ(a)Γ(a ′ ) for all a, a ′ ∈ A (so that A is B-comodule bi-algebra). Then the left leg of Γ(A) is a subset of the fixed point algebra in M (B) of the action of A on B.
Proof: Take a, a ′ ∈ A and rewrite the formula ∆ # (aa ′ ) = ∆ # (a)∆ # (a ′ ), using already that Γ is multiplicative. This gives Replace in this formula a by a (2) and multiply from the left in the first factor with S (a (1) ). Then the equation becomes for all a, p ∈ A. This proves the result.
We see that conversely, if (p ⊗ 1)Γ(a) = Γ(a)(p ⊗ 1) holds for all a, p ∈ A, it will follow that ∆ # is an algebra map on A if this is the case also for Γ. It seems that in this case, not much more can be said about the other conditions of a matched pair. Therefore, it is more interesting to consider now an example where the coaction Γ is an algebra map, but where neither the coaction, nor the action are trivial. We construct such an example with matched pairs of groups in the next item. Before we do that, let us first say something about the case where it is assumed that B is a right module-bi-algebra. As we mentioned already in Section 2 (see Remark 2.11), we will have that the integrals are relatively invariant under the action. This simplifies slightly the formulas for the modular automorphisms σ # and σ ′ # on A.
Back to matched pairs of groups
Let us look at Example 6.2.16 in [M] . It is easy to generalize. We take advantage of this to adapt the formulation to get it in accordance with our notations. The starting point is any nilpotent ring R. So for every element r ∈ R there exists an element n ∈ N satisfying r n = 0. Of course, we think here of the ring of n × n upper triangular matrices (say over the real numbers) with 0 on the diagonal. Denote by R the ring obtained from R by adding an identity and consider the subset H of elements of the form 1 + r where r ∈ R. It is not difficult to show that H is a group for the multiplication inherited from R. Next denote K = H op , the group that is obtained by taking again H, but now with the opposite product. We will use γ and γ ′ for the identity maps, from H to K and from K to H respectively. These maps are each others inverses. And they are anti-isomorphisms. Finally define
These maps are isomorphisms. Then we have the following result.
Proposition
Let H, K, θ and θ ′ be as above. Define
for h ∈ H and k ∈ K. Then ⊲ left action of H on K and ⊳ is a right action of K on H, making (H, K) a matched pair of groups (as in the first item of this Section).
Proof: The proof is straightforward. One can e.g. verify that
for all h ∈ H and k ∈ K and if this is applied with kk ′ , k and k ′ , we find
and we see that (h ⊲ (kk
for all h ∈ H and k, k ′ ∈ K.
This matched pair gives rise to a bicrossproduct as explained in Example 4.1. Let us now specialize again and take for R the ring of 3 × 3 upper triangular matrices (say over R) with 0 on the diagonal. We arrive at the following example.
Example i)
The group H is isomorphic with the semi-direct product R 2 × α R of the additive group R 2 with the (left) action α of R on R 2 given by α p (q, r) = (q, r + pq)
where p, q, r ∈ R. The isomorphism is given by (q, r; p) →   1 p r 0 1 q 0 0 1
Similarly, the group K is isomorphic with the semi-direct product R β × R 2 of the additive group R 2 with the action β of R on R 2 given by the same formula as the left action α, but now considered as right action. The isomorphism is now given by (p; q, r) →   1 0 0 p 1 0 r q 1   .
ii) The left action ⊲ of H on K is now given by (q, r; p) ⊲ (p
while the right action ⊳ of K on H is given by (q, r; p) ⊳ (p ′ ; q ′ , r ′ ) = (q, r − q ′ p; p).
This example can again be generalized to more general types of semi-direct products of groups, using the same pattern. We leave this as an exercise for the reader.
In the following result, we see what is peculiar about this example (which is the main reason for including it here).
Proposition
In the previous example, we have
for all h, h ′ ∈ H and k, k ′ ∈ K. In particular, this matched pair of groups gives rise to a matched pair of multiplier Hopf algebras (A, B) (as in Theorem 2.14 and Theorem 3.1 in [De-VD-W] ) so that the right action of A on B makes B into a A-module bi-algebra and the left coaction of B on A makes A into a B-comodule bi-algebra. Still, neither the action, nor the coaction are trivial.
Proof: The proof is again straightforward. If we consider e.g. the left action ⊲ of H on K, we see that it is only the R 2 -component of H that acts non-trivially on K and one verifies that it is actually an action by automorphisms of K.
It is clear that many more interesting examples can be obtained. Because we are working with multiplier Hopf algebras, the setting is less restrictive. In fact, in [L-VD] we obtain some more examples involving the p-adic numbers. Such examples can not be constructed within the setting of Hopf algebras.
Conclusions and further research
In the present paper, we have continued our work on bicrossproducts of multiplier Hopf algebras ( [De-VD-W] ). In stead of working with matched pairs of general multiplier Hopf algebras, we now took multiplier Hopf algebras with integrals (algebraic quantum groups). We showed already in [De-VD-W] that in that case, also the bicrossproduct has integrals. In [De-VD-W] we have given a formula for the right integral on the bicrossproduct in terms a right integrals on the components. In this paper we were able to give also the formula for the left integral, as well as the modular data: the modular element, the modular automorphisms, the scaling constant. This has been done in Section 2, using the preliminary results obtained in Section 1. In Section 3 of this paper, we gave a satisfactory treatment of duality for the bicrossproducts. And in Section 4, we illustrated many of results by the use of examples. Further research on this topic could focus on finding more examples, in particular examples that are typical for multiplier Hopf algebras and that are not obtainable as merely adaptations of known examples with Hopf algebras. We refer to the work in progress on bicrossproducts of totally disconnected groups [L-VD] . In that paper, we consider also so-called non-genuine matched pairs of (locally compact) groups, mostly totally disconnected groups. It seems to be an interesting question if there exists a more general notion of matched pairs ('non-genuine matched pairs of multiplier Hopf algebras') so that the example of non-genuine matched pairs of groups (as studied in [L-VD]) fits into this more general theory. Finally, it would be nice if some applications of our theory could be developed.
