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Abstract
Given a subset E of convex functions from RN+k into R which satisfy growth conditions of order
p > 1 and an open bounded subsetO = Ô×O⊥ ofRN+k , we establish the continuity of a map µ →
Φµ from the set of all Young measures on Ô×E equipped with the narrow topology into a set of suit-
able functionals defined in Lp(Ô,W1,p0 (O⊥)) and equipped with the topology of Γ -convergence.
Some applications are given in the setting of periodic and stochastic homogenization.
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Résumé
Étant donnés un sous-ensemble E de fonctions convexes de RN+k dans R qui satisfont des
conditions de croissance d’ordre p > 1 et un ouvert borné O = Ô × O⊥ de RN+k , nous
établissons la continuité d’une fonctionnelle µ →Φµ définie sur l’ensemble des mesures de Young
sur Ô × E muni de la topologie étroite, à valeurs dans un ensemble de fonctionnelles définies
sur Lp(Ô,W1,p0 (O⊥)) et muni de la topologie de la Γ -convergence. Nous donnons quelques
applications en homogénéisation périodique et stochastique.
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1. Introduction
The first objective of this paper is to describe the Γ -limit of a sequence of integral
functionals in term of the Young measure generated by the sequence of its integrands.
More precisely, given an open bounded subset O = Ô ×O⊥ of RN+k and a sequence of
functions:
fε : Ô×R×Rk →R, fε(xˆ, · , ·) ∈E,
where E is a subset of convex functions satisfying growth conditions of order p > 1 and
equipped with a suitable topology, we assume that the image µε of the Lebesgue measure
L̂ on Ô by the map xˆ → (xˆ, fε(xˆ, · , ·)) possesses a weak limit µ on Ô×E. We then show
that the sequence of integral functionals defined in Lp(Ô,W 1,p0 (O⊥)) by:
Fε(u)=
∫
O
fε
(
xˆ, u(x),D⊥u(x)
)
dx,
Γ -converges to a functional Φµ of the form
Φµ(u)= inf
{ ∫
O×E
Λ
(
U(x,Λ),D⊥U(x,Λ)
)
dµ(xˆ,Λ)dx⊥: U ∈Xu,µ
}
.
The symbol D⊥ denotes the gradient operator with respect to x⊥ ∈ O⊥, the infimum
defining Φµ is taken over the following set Xu,µ of admissible functions U :
Xu,µ =
{
U ∈Lpµ
(Ô×E,W 1,p0 (O⊥)): ∫
E
U(x,Λ)dµxˆ(Λ)
L-a.e.= u(x)
}
,
where µxˆ is a probability measure on E, stemming from a disintegration (µxˆ)xˆ∈Ô of µ. In
the case without gradient, we show that the functional Φµ has an integral representation.
Note that the variable x is split into xˆ ∈RN , the variable in which the sequence of Young
measures captures oscillations and x⊥ ∈Rk , the variable in which the gradients contribute
to the total energy. A more general dependance on the gradient, considering for instance
integral functionals Fε living in W 1,p0 (O), does not seem possible with our approach.
Indeed, the expected sequence (un)n∈N giving the upper bound (i) in Definition 1 of the
Γ -convergence is defined by un(x) = U˜δn(x, fn(xˆ, ·)) where U˜δn is a suitable smooth
function approximating a δn-minimizer of Φµ(u) (see the proof of (5) and expression (12)
with µn
xˆ
= δfn(xˆ,·)). The gradient D̂un with respect to the variable xˆ is then not defined,
even if xˆ → fn(xˆ, ·) is differentiable, because the variable Λ of U˜δn (x,Λ) belongs to the
nonlinear space E.
In Homogenization Theory, the integrands corresponding to Fε are of the form
fε(xˆ, · , ·)= f (xˆ/ε, · , ·) where xˆ → f (xˆ, · , ·) is (0,1)N -periodic in the deterministic case,
or, fε(ω)(xˆ, · , ·)= f (ω)(xˆ/ε, · , ·) where ω → f (ω)(· , · , ·) is a stationary ergodic process
G. Michaille, M. Valadier / J. Math. Pures Appl. 81 (2002) 1277–1312 1279
in the stochastic case. In this context, the limit Young measure µ possesses a constant
disintegration (µxˆ)xˆ∈Ô given respectively by µxˆ = f#L̂Ŷ and µxˆ = E(f (·)#L̂Ŷ ), that
is, with our notations, the probability image on E of the Lebesgue measure on Ŷ = (0,1)N
by the map xˆ → f (xˆ, · , ·) and the expectation of this probability in the stochastic case.
Therefore, one may obtain a more explicit formula for the limit functional Φµ which
is in a non local form living in Lp(Ô,W 1,p0 (O⊥)), deterministic in the stochastic case
(Theorems 5, 6). For problems in a non local form in the framework of Homogenization,
we refer the reader to Bellieud and Bouchitté [4,5] and the references therein.
In the case when Ô is an open bounded subset of R2 and O⊥ = (0,L), the integral
functional Fε is the potential energy of a physical system described by a scalar valued
function x → u(x), where only the orthogonal part of the gradient contributes to the energy.
The potential fε is an oscillating (possibly random) density function in the other direction
Ô. Interpreting x⊥ as a time variable, we obtain the asymptotic behavior of the energy
functional related to ordinary parametric equations studied by Tartar [17], Amirat et al. [1],
Mascharenhas [16], Toader [18]. When N = 1 and k = 2, O is stratified in the direction
O⊥ and only the tangential part of the gradient of x → u(x) contributes to the energy.
Actually, one can show that the previous result establishing the variational convergence
of Fε to Φµ, is a very simple corollary (Corollary 1) of a more general abstract principle:
the map
µ →Φµ(u)= inf
{ ∫
O×E
Λ
(
U(x,Λ),D⊥U(x,Λ)
)
dµ(xˆ,Λ)dx⊥: U ∈Xu,µ
}
is continuous from the set of all Young measure on Ô × E equipped with the narrow
topology into the set F of all the functionals of the form Φµ equipped with the topology
of Γ -convergence. This is our main result (Theorem 3). It is also worth noticing that
Theorem 3 yields the sequential compactness of F for the Γ -convergence.
All our results are valid with obvious modifications when we consider the functionals
Φµ defined in the space Lp(Ô,W 1,pΓ (O⊥)). Classically, we have denoted by W 1,pΓ (O⊥)
the Sobolev space of all the functions u on O⊥ having a trace null on a subset Γ of
∂O⊥ satisfyingHk−1(Γ ) > 0. Our paper does not include the vectorial case of functionals
integrals Fε defined in Lp(Ô,W 1,p0 (O⊥,Rm)) by:
Fε(u)=
∫
O
fε
(
xˆ,D⊥u(x)
)
dx,
where u :RN+k → Rm and S → fε(xˆ, S) is quasiconvex in the sense of Morrey (see
Dacorogna [9]). Nevertheless, by using the same approach, at most in the context of
homogenization, we think that our main result could include the case where E is a
subset of A-quasiconvex functions. We refer to Fonseca and Müller [12] for the theory
of A-quasiconvexity and to Braides et al. [6] for some relaxed results in the framework
of homogenization and A-quasiconvexity. We hope to treat this problem in a forthcoming
paper.
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The paper is organized as follows. The next section contains some notations and a brief
summary of some results related to Young measures and Γ -convergence. In Section 3, we
shall be concerned with our main general result: the continuity of the map µ → Φµ(u).
Section 4 is finally devoted to the application to Homogenization Theory. We finally prove
some technical results in Appendices A and B.
2. Notations and basic notions on Young measures and Γ -convergence
2.1. Basic notions on Γ -convergence (or epiconvergence)
Let (X, τ) be a topological space (for us the space Lp(Ô,W 1,p0 (O⊥)) endowed with
its weak topology), (Fn,F )n∈N a sequence of functionals mapping X into R∪ {+∞}. The
following notion of convergence, equivalent to the convergence of the epigraph of Fn to
the epigraph of F in the Kuratowski–Painlevé sense, was first introduced by De Giorgi and
Franzoni [11] and is of central importance in Calculus of Variation and Homogenization
theory.
Definition 1. The sequence (Fn)n∈N (sequentially) epiconverges (or Γ -converges) to F at
x in X iff both following assertions hold:
(i) there exists a sequence (xn)n∈N of X, converging to x , such that
F(x) lim sup
n→+∞
Fn(xn),
(ii) for every sequence (yn)n∈N, converging to x in X,
F(x) lim inf
n→+∞Fn(yn).
When (i) and (ii) hold for every x in X, we say that (Fn)n epiconverges to F in (X, τ) and
we write F = epilimFn.
The main interest of this concept is its variational nature made precise in item (i) below:
Proposition 1. Assume that (Fn)n epiconverges to F.
(i) Let xn ∈ X be such that Fn(xn)  inf{Fn(x): x ∈ X} + εn, where εn > 0, εn → 0.
Assume furthermore that {xn, n ∈N} is τ -relatively compact, then any cluster point x
of {xn, n ∈N} is a minimizer of F and
lim
n→+∞ inf
{
Fn(x): x ∈X
}= F(x).
(ii) If G :X→R is continuous, then (Fn +G)n epiconverges to F +G.
For more about epiconvergence, we refer the reader to Attouch [2] and Dal Maso [10].
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2.2. Basic notions on Young measures
Let U be an open bounded subset in Rd and E be a Polish space, namely, a topological
space homeomorph to a separable complete metric space. We call Young measure on
U ×E, any positive measure µ on U ×E such that its image by the projection πU on U
is the Lebesgue measure L on U : πU#µ= L. We will denote by Y(U,E) the space of all
Young measures on U ×E.
Let us consider the space Gc(U,E) of all Carathéodory integrands, that is, the space
of all functions ψ :U × E → R, B(U)⊗ B(E) measurable such that ψ(x, ·) is bounded
continuous on E for every x ∈ U , and x → ‖ψ(x, ·)‖ is Lebesgue integrable. We equip
Y(U,E) with the narrow topology, that is the weakest topology which makes the maps
µ →
∫
U×E
ψ dµ
continuous, where ψ runs through Gc(U ;E). A sequence (µn)n∈N in Y(U,E) is said to
be tight if
∀ε > 0, ∃Kε, compact subset of E such that sup
n
µn
(
U ×Kcε
)
< ε.
Tight sequences are compact in the following sense.
Theorem 1. If (µn)n∈N is a tight sequence in Y(U,E), then there exists a subsequence
which narrow converges in Y(U,E).
The theorem below is fundamental for proving our main result. For a proof of item (i),
we refer to Valadier [19,20]. For a proof of item (ii), consult Jacod and Mémin [14].
Theorem 2. (i) For any function ψ :U × E → [0,+∞], B(U)⊗ B(E) measurable and
such that ψ(x, ·) is lower semicontinuous for every x in U , the map
µ →
∫
U×E
ψ dµ
is lower semicontinuous on Y(U,E),
(ii) Let ψ :U × E → R be a B(U)⊗ B(E) measurable function such that ψ(x, ·) is
continuous for every x in U and (µn)n∈N a sequence of Young measure narrow converging
to µ in Y(U,E). We assume that
lim
N→+∞
(
sup
n
∫
{|ψ |N}
|ψ|dµn
)
= 0.
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Then ∫
U×E
ψ dµ= lim
n→+∞
∫
U×E
ψ dµn.
We will often make use of the following slicing property:
Proposition 2. Letµ be any Young measure inY(U,E). There exists a family of probability
measure (µx)x∈U on E, unique up to equality L-a.e. such that
(i) x →
∫
E
ψ(x,Λ)dµx is L-measurable,
(ii)
∫
U×E
ψ(x,Λ)dµ(x,Λ)=
∫
U
(∫
E
ψ(x,Λ)dµx(Λ)
)
dx
for each µ-integrable function ψ . The family (µx)x∈U is called a disintegration of the
Young measure µ.
For a general exposition of the theory of Young measures, we refer the reader to Balder
[3], Valadier [19,20] and the references therein.
3. Hypotheses and main results
Let Ô, respectively O⊥, be an open bounded subset of RN , respectively Rk , and
O = Ô × O⊥. The set O⊥ is assumed to be sufficiently regular in order that Green’s
formula applies. We will denote by η the unit exterior normal vector field to ∂O⊥. The
symbols L̂, L⊥ and L denote the Lebesgue measure on respectively Ô, O⊥ and O.
Throughout the paper, the space Lp(Ô,W 1,p0 (O⊥)), p ∈ (1,+∞), is equipped with its
weak topology, namely, the weakest topology which makes the maps
u →
∫
Ô
〈v,u〉dL̂
continuous, where v runs throughLq(Ô,W−1,q(O⊥)), (1/p+1/q = 1), and 〈· , ·〉 denotes
the duality map between W−1,q (O⊥) and W 1,p0 (O⊥).
3.1. Notations and backgrounds
Let α and β satisfying 0 < α  β <+∞. We denote by Convα,β,p the set of all convex
functions Λ :R1+k →R satisfying the growth conditions
α|S|p Λ(S) β(1+ |S|p), S = (s, S) ∈R×Rk. (1)
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Classically, the functions Λ ∈ Convα,β,p are locally Lipschitz (see Dacorogna [9]). More
precisely: there exists a constant L such that∣∣Λ(S2)−Λ(S1)∣∣L|S2 −S1|(1+ |S1|p−1 + |S2|p−1). (2)
With the topology of uniform convergence on compact subsets, Convα,β,p is compact
metrizable and the evaluation map (Λ,S) → Λ(S) from Convα,β,p × R1+k into R is
continuous.
Let E be a subset of Convα,β,p equipped with a Polish topology for which the
evaluation map (Λ,S) → Λ(S) is continuous (for instance with the induced previous
topology defined on Convα,β,p). For each Young measure µ ∈ Y(Ô,E) and each u ∈
Lp(Ô,W 1,p0 (O⊥)), we consider the subset Xu,µ of Lpµ(Ô×E,W 1,p0 (O⊥)),
Xu,µ =
{
U ∈Lpµ
(Ô×E,W 1,p0 (O⊥)): ∫
E
U(x,Λ)dµxˆ(Λ)
L-a.e.= u(x)
}
,
where (µxˆ)xˆ∈Ô is a disintegration of µ. Consider further the real functional Φµ defined in
Lp(Ô,W 1,p0 (O⊥)) by:
Φµ(u)= inf
{ ∫
O×E
Λ
(
U(x,Λ),D⊥U(x,Λ)
)
dµ(xˆ,Λ)dx⊥: U ∈Xu,µ
}
.
When k = 0 there is no more x⊥ and xˆ = x . Hence the expression of Φµ reduces to
inf
{ ∫
O×E
Λ
(
U(x,Λ)
)
dµ(x,Λ): U ∈Xu,µ
}
with the following simplified expression for the set of admissible functions
Xu,µ =
{
U ∈Lpµ(O×E):
∫
E
U(x,Λ)dµx(Λ)
L-a.e.= u(x)
}
.
It must be noticed that each element u ∈ Lp(Ô,W 1,p0 (O⊥)), respectively U ∈
L
p
µ(Ô×E,W 1,p0 (O⊥)) can be identified to an element j (u) ∈ Lp(Ô×O⊥), respectively
j (U) ∈ Lp
µ⊗L⊥(Ô × E ×O⊥). In the same way, the derivative D⊥u, respectively D⊥U
can be identified to an element J (D⊥u) ∈ Lp(Ô × O⊥,Rk), respectively J (D⊥U) ∈
L
p
µ⊗L⊥(Ô × E × O⊥,Rk). It is easily seen, using a density argument, that L-a.e.
D⊥(ju) = J (D⊥u), respectively µ ⊗ L⊥-a.e. D⊥(jU) = J (D⊥U). Therefore, in the
sequel, we will not distinguish u, respectively U , D⊥u, respectively D⊥U and their
identifications.
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3.2. The main continuity result
We denote by F the family of all the functionals Φµ where µ runs through Y(Ô,E)
and, for every ball B of Lp(Ô,W 1,p0 (O⊥)), by FB the family of all the restrictions to B
of the functionals Φµ. It is easily seen that each functional of F is convex, l.s.c. Moreover
every functional Φµ satisfies the growth conditions
α
∫
O
∣∣(u,D⊥u)∣∣p dx Φµ(u) β ∫
O
(
1+ ∣∣(u,D⊥u)∣∣p)dx. (3)
Indeed, by (1) and Jensen’s inequality
Φµ(u)  α inf
{ ∫
O×E
∣∣(U,D⊥U)∣∣p dµdx⊥: U ∈Xu,µ}
 α inf
{∫
O
∣∣∣∣ ∫
E
(U,D⊥U)dµxˆ
∣∣∣∣p dx: U ∈Xu,µ}
= α
∫
O
∣∣(u,D⊥u)∣∣p dx.
The other inequality is obtained by (1) and by taking U = u as admissible function
in Xu,µ. As a consequence of the above lower bound and because the balls B of
Lp(Ô,W 1,p0 (O⊥)) are metrizable and separable, the Γ -convergence induces a metrizable
topology on each FB (see Attouch [2], Dal Maso [10]). Note also that, when E is a closed
subset of Convα,β,p (thus compact), the space Y(Ô,E) equipped with the narrow topology
is metrizable and compact. Our main result is:
Theorem 3. The map µ →Φµ is sequentially continuous from Y(Ô,E) equipped with the
narrow convergence into F equipped with the Γ -convergence. When E is a closed subset
of Convα,β,p, for every ball B of Lp(Ô,W 1,p0 (O⊥)), the map µ → Φµ|B is continuous
from Y(Ô,E) equipped with the narrow topology into FB equipped with the topology of
Γ -convergence.
Proof. In all the proof, we will write respectively
Jensen
 ,
s.c.i
 , U.I.= or U.I.→, to mean that the
inequality or equality or the convergence is justified thanks to Jensen, to the general lower
semicontinuity Theorem 2(i) or to a uniform integrability argument, Theorem 2(ii). In order
to shorten the proofs, we will give some of these justifications in Appendix A. The second
assertion is a straightforward consequence of the first one because Y(Ô,E) is a second
countable topological space (metrizable) andFB is a topological space. We then only prove
the first assertion.
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Assume µn ⇀µ narrowly in Y(Ô,E). We have to prove two properties:
if un ⇀ u in Lp
(Ô,W 1,p0 (O⊥)), Φµ(u) lim infn→+∞Φµn(un) (4)
and
∀u ∈Lp(Ô,W 1,p0 (O⊥)), ∃un ⇀ u such that Φµ(u) lim sup
n→+∞
Φµn(un). (5)
Proof of (4). We may assume 3 := lim infn→+∞Φµn(un) < +∞. Up to the extraction
of a subsequence one can assume Φµn(un)→ 3. Let Un ∈ Lpµn(Ô × E,W 1,p0 (O⊥)) be
an 1/n-minimizer in the definition of Φµn . According to the lower bound in (1), an easy
calculation gives (see Appendix A, proof of U.I.1)
sup
n
∥∥(Un,D⊥Un)∥∥Lp
µn⊗L⊥ (O×E,R1+k)
 C, (6)
where C is a positive constant independant on n. Consider now the measure νn on
O×E ×R1+k , image of µn ⊗L⊥ by the map:∣∣∣∣O×E→O×E ×R1+k,(x,Λ) → (x,Λ,Un(x,Λ),D⊥Un(x,Λ)).
We claim that (νn)n is tight as sequence of elements in Y(O,E × R1+k). Indeed, by
definition of νn, we have, for any compact subsets K1, K2 respectively of E and R1+k ,
νn
(O× (K1 ×K2)c)
= µn⊗L⊥({(x,Λ): (Λ,Un(x,Λ),D⊥Un(x,Λ)) ∈ (K1 ×K2)c})
 µn ⊗L⊥(O×Kc1)+µn ⊗L⊥({(x,Λ): (Un(x,Λ),D⊥Un(x,λ)) ∈Kc2}).
The first term is equal to L⊥(O⊥)µn(Ô ×Kc1) and is less than ε/2 for a suitable choice
of K1 because of the tightness of the convergent sequence (µn)n. By (6) and Markov’s
inequality, the second term is less than ε/2 when K2 is a ball of R1+k with radius large
enough.
According to Theorem 1, there exists a measure ν ∈ Y(O,E×R1+k) such that, up to the
extraction of a subsequence not relabeled, νn → ν. The projection of ν onO×E is nothing
else but the narrow limit of the projection of νn on O × E, hence the limit of µn ⊗ L⊥,
that is µ⊗L⊥. Now the disintegration of ν on the product (O×E)×R1+k , gives a family
(ν(x,Λ))(x,Λ)∈O×E of probability measures on R1+k . Let (U(x,Λ), V (x,Λ)) denote the
barycenters
U(x,Λ)=
∫
R1+k
s dν(x,Λ)(s, S), (7)
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V (x,Λ)=
∫
R1+k
S dν(x,Λ)(s, S) (8)
and assume for the moment that (7) and (8) are meaningful for µ⊗L⊥-almost all (x,Λ),
that V = D⊥U and U ∈ Xu,µ. The proofs of these assertions are explained in detail in
Lemma 1 below. According to the definition of νn, to Theorem 2(i) and Proposition 2 we
then obtain:
lim inf
n→+∞Φµn(un) = lim infn→+∞
∫
O×E
Λ
(
Un(x,Λ),D
⊥Un(x,Λ)
)
dµn(xˆ,Λ)dx⊥
= lim inf
n→+∞
∫
O×E×R1+k
Λ(s, S)dνn(x,Λ, s, S)
s.c.i

∫
O×E×R1+k
Λ(s, S)dν(x,Λ, s, S)
=
∫
O×E
( ∫
R1+k
Λ(s, S)dνx,Λ(s, S)
)
dµ(xˆ,Λ)dx⊥
Jensen

∫
O×E
Λ
( ∫
R1+k
(s, S)dνx,Λ(s, S)
)
dµ(xˆ,Λ)dx⊥
=
∫
O×E
Λ
(
U(x,Λ),V (x,Λ)
)
dµ(xˆ,Λ)dx⊥
=
∫
O×E
Λ
(
U(x,Λ),D⊥U(x,Λ)
)
dµ(xˆ,Λ)dx⊥
 Φ(u),
which ends our thesis.
It remains to establish that the functionU defined in (7) is an admissible function whose
gradient in the direction O⊥ is the function V defined in (8). More precisely we have:
Lemma 1. Let U and V given by (7) and (8). Then U and V are meaningful for µ⊗L⊥-
almost all (x,Λ). Moreover U ∈Xu,µ, V ∈Lpµ(Ô,Lp(O⊥,Rk) and D⊥U = V µ-a.e.
Proof. Let us first prove that (7) and (8) are meaningful for µ⊗L⊥-almost all (x,Λ) and
that U ∈ Lp
µ⊗L⊥(O×E) and V ∈ L
p
µ⊗L⊥(O×E,Rk). Firstly, the estimate∫
O×E
[ ∫
R1+k
|s|p dν(x,Λ)(s, S)
]
dµ(xˆ,Λ)dx⊥ =
∫
O×E×R1+k
|s|p dν(x,Λ, s, S)
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s.c.i
 lim inf
n→+∞
∫
O×E×R1+k
|s|p dνn(x,Λ, s, S)= lim inf
n→+∞
∫
O
∣∣un(x)∣∣p dx
<+∞
shows that µ⊗L⊥-almost everywhere (7) is meaningful. Moreover,∫
O×E
|U |p dµdx⊥ =
∫
O×E
∣∣∣∣ ∫
R1+k
s dν(x,Λ)(s, S)
∣∣∣∣p dµ(xˆ,Λ)dx⊥
Jensen

∫
O×E
[ ∫
R1+k
|s|p dν(x,Λ)(s, S)
]
dµ(xˆ,Λ)dx⊥
which is finite by the foregoing calculus. By the same calculus, with V instead of U ,
S instead of s and D⊥un instead of un, we show that (8) is meaningful for µ⊗L⊥-almost
all (x,Λ) and that V ∈ Lp
µ⊗L⊥(O×E,Rk).
Now separating xˆ and x⊥, we get the functions still denoted U and V :∣∣∣∣(xˆ,Λ) →U(xˆ,Λ, ·),Ô×E→Lp(O⊥), and
∣∣∣∣(xˆ,Λ) → V (xˆ,Λ, ·),Ô×E→ Lp(O⊥),
which belong respectively toLpµ(Ô×E,Lp(O⊥)) and Lpµ(Ô×E,Lp(O⊥,Rk)). We have
to prove: ∫
E
U(x,Λ)dµxˆ(Λ)
L-a.e.= u(x) (9)
and
U ∈ Lpµ
(Ô×E,W 1,p0 (O⊥)). (10)
Consider the integrand Ψ defined by:
Ψ (x,Λ, s, S)= ϕ(x)s.
Then (9) follows from∫
O
ϕudx = lim
n→+∞
∫
O
ϕun dx = lim
n→+∞
∫
O×E×R1+k
Ψ dνn
U.I.1=
∫
O×E×R1+k
Ψ dν
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=
∫
O×E
ϕ(x)
[ ∫
R1+k
s dν(x,Λ)(s, S)
]
dµ(xˆ,Λ)dx⊥
=
∫
O×E
ϕ(x)U(x,Λ)dµ(xˆ,Λ)dx⊥
=
∫
O
ϕ(x)
[∫
E
U(x,Λ)dµxˆ(Λ)
]
dx.
For establishing (10) we firstly prove that V (x,Λ) µ-a.e.= D⊥U(x,Λ) and secondly that
µ-a.e., the trace γU of x⊥ →U(xˆ, x⊥,Λ) satisfies γU = 0 on ∂O⊥.
Consider ϕ ∈ C1c (O⊥,Rk), ψ ∈ Cc(Ô) and the integrands
Ψ (x,Λ, s, S) :=ψ(xˆ)〈ϕ(x⊥), S〉 and Θ(x,Λ, s, S)=ψ(xˆ)Div⊥ϕ(x⊥)s
where 〈· , ·〉 denotes the scalar product on Rk . One can write:∫
O×E
ψ(xˆ)
〈
ϕ(x⊥),V (x,Λ)
〉
dµ(xˆ,Λ)dx⊥
=
∫
O×E
ψ(xˆ)
〈
ϕ(x⊥),
[ ∫
R1+k
S dν(x,Λ)(s, S)
]〉
dµ(xˆ,Λ)dx⊥
=
∫
O×E×R1+k
Ψ dν U.I.2= lim
n
∫
O×E×R1+k
Ψ dνn
= lim
n→+∞
∫
O
ψ(xˆ)
〈
ϕ(x⊥),D⊥un(x)
〉
dx
=− lim
n→+∞
∫
O
ψ(xˆ)Div⊥ϕ(x⊥)un(x)dx
=− lim
n→+∞
∫
O×E×R1+k
Θ(x,Λ, s, S)dνn(x,Λ, s, S)
U.I.3= −
∫
O×E×R1+k
Θ(x,Λ, s, S)dν(x,Λ, s, S)
=−
∫
O×E
ψ(xˆ)Div⊥ϕ(x⊥)
[ ∫
R1+k
s dν(x,Λ)(s, S)
]
dµ(xˆ,Λ)dx⊥
=−
∫
O×E
ψ(xˆ)Div⊥ϕ(x⊥)U(x,Λ)dµ(xˆ,Λ)dx⊥
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which implies
∫
Ô×E
ψ(xˆ)
[ ∫
O⊥
〈
ϕ(x⊥),V (x,Λ)
〉
dx⊥
]
dµ(xˆ,Λ)
=−
∫
Ô×E
ψ(xˆ)
[ ∫
O⊥
Div⊥ϕ(x⊥)U(x,Λ)dx⊥
]
dµ(xˆ,Λ),
hence V (x,Λ) µ-a.e.= D⊥U(x,Λ).
It remains to establish that µ-a.e. γU = 0 on ∂O⊥. Let ϕ ∈ C1(O⊥,Rk) and ψ ∈
Cc(Ô × E). By Green’s formula applied to U(xˆ,Λ, ·) and to un(xˆ, ·) (which belongs to
W
1,p
0 (O⊥)) the following holds true:
∫
Ô×E
ψ(xˆ,Λ)
[ ∫
O⊥
−[Div⊥ϕ(x⊥)]U(x,Λ)dx⊥
+
∫
∂O⊥
〈
ϕ(x⊥), η(x⊥)
〉
γU(xˆ, x⊥,Λ)dHk−1(x⊥)
]
dµ(xˆ,Λ)
=
∫
Ô×E
ψ(xˆ,Λ)
[ ∫
O⊥
〈
ϕ(x⊥),D⊥U(x,Λ)
〉
dx⊥
]
dµ(xˆ,Λ)
=
∫
O×E
ψ(xˆ,Λ)
〈
ϕ(x⊥),
[ ∫
R1+k
S dν(x,Λ)(s, S)
]〉
dµ(xˆ,Λ)dx⊥
=
∫
O×E×R1+k
ψ(xˆ,Λ)
〈
ϕ(x⊥), S
〉
dν(x,Λ, s, S)
U.I.4= lim
n→+∞
∫
O×E×R1+k
ψ(xˆ,Λ)
〈
ϕ(x⊥), S
〉
dνn(x,Λ, s, S)
= lim
n→+∞
∫
O×E
ψ(xˆ,Λ)
〈
ϕ(x⊥),D⊥un(x)
〉
dµn(xˆ,Λ)dx⊥
=− lim
n→+∞
∫
O
ψ(xˆ,Λ)
[
Div⊥ϕ(x⊥)
]
un(x)dµn(xˆ,Λ)dx⊥
=− lim
n→+∞
∫
O×E×R1+k
ψ(xˆ,Λ)
[
Div⊥ϕ(x⊥)
]
s dνn(x,Λ, s, S)
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U.I.5= −
∫
O×E
ψ(xˆ,Λ)
[
Div⊥ϕ(x⊥)
]
s dν(x,Λ, s, S)
=−
∫
O×E×R1+k
ψ(xˆ,Λ)
[
Div⊥ϕ(x⊥)
][ ∫
R1+k
s dν(x,Λ)(s, S)
]
dµ(xˆ,Λ)dx⊥
=−
∫
Ô×E
ψ(xˆ,Λ)
[ ∫
O⊥
Div⊥ϕ(x⊥)U(x,Λ)dx⊥
]
dµ(xˆ,Λ).
Therefore one gets ∀ϕ ∈ C1(O⊥,Rk), ∀ψ ∈ Cc(Ô×E),∫
Ô×E
ψ(xˆ,Λ)
[ ∫
∂O⊥
〈
ϕ(x⊥), η(x⊥)
〉
γU(xˆ, x⊥,Λ)dHk−1(x⊥)
]
dµ(xˆ,Λ)= 0.
As ψ and ϕ are arbitrary, for µ-almost all (xˆ,Λ), γU(xˆ, · ,Λ) = 0 on ∂O⊥ which
completes the proof of Lemma 1 and (4). ✷
Proof of (5). Let u ∈ Lp(Ô,W 1,p0 (O⊥)). We have to exhibit un from the formula giving
Φµ(u):
Φµ(u)= inf
{ ∫
O×E
Λ
(
U(x,Λ),D⊥U(x,Λ)
)
dµ(xˆ,Λ)dx⊥: U ∈Xu,µ
}
. (11)
Firstly observe that Cc(Ô × E,C1c (O⊥)) is dense in Lpµ(Ô × E,W 1,p0 (O⊥)) because
C1c (O⊥) is dense in W 1,p0 (O⊥) and (Ô × E,µ) is a locally compact measured space.
For δ > 0 fixed and intended to tend to zero, let Uδ be a δ-minimizer in (11) and
U˜δ ∈ Cc(Ô×E,C1c (O⊥)) satisfying∫
O×E
∣∣Uδ − U˜δ∣∣p dµdL⊥  δ and ∫
O×E
∣∣D⊥Uδ −D⊥U˜δ∣∣p dµdL⊥  δ.
We set:
uδ,n(x) :=
∫
E
U˜δ(x,Λ)dµnxˆ(Λ). (12)
As said in Section 3.1, U˜δ(x,Λ) denotes [jU˜δ](xˆ, x⊥,Λ). It is easily seen that uδ,n belongs
to Lp(Ô,W 1,p0 (O⊥)). Indeed, as (x,Λ) → U˜δ(x,Λ) is bounded, uδ,n obviously belongs
to Lp(Ô,Lp(O⊥)). Moreover
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D⊥uδ,n(x)=
∫
E
D⊥U˜δ(x,Λ)dµnxˆ(Λ)
and trivially D⊥uδ,n belongs to Lp(Ô,Lp(O⊥,Rk)).
The map (x,Λ) →Λ(U˜δ(xˆ, x⊥,Λ),D⊥U˜δ(xˆ, x⊥,Λ)) is bounded continuous, so that∫
O×E
Λ
(
U˜δ(x,Λ),D
⊥U˜δ(x,Λ)
)
dµ(xˆ,Λ)dx⊥
U.I.6= lim
n→+∞
∫
O×E
Λ
(
U˜δ(x,Λ),D
⊥U˜δ(x,Λ)
)
dµn(xˆ,Λ)dx⊥
 lim sup
n→+∞
Φµn(uδ,n).
On the other hand, as∫
O×E
Λ
(
U˜δ(x,Λ),D
⊥U˜δ(x,Λ)
)
dµ(xˆ,Λ)dx⊥
Φ(u)+ δ+
∫
O×E
∣∣Λ(Uδ(x,Λ),D⊥Uδ(x,Λ))
−Λ(U˜δ(x,Λ),D⊥U˜δ(x,Λ))∣∣dµ(xˆ,Λ)dx⊥,
one gets:
lim sup
n→+∞
Φµn(uδ,n)Φ(u)+ δ+ Iδ
with
Iδ =
∫
O×E
∣∣Λ(Uδ,D⊥Uδ)−Λ(U˜δ,D⊥U˜δ)∣∣dµdx⊥.
Thanks to the local Lipschitzness of the Λ (cf. (2)) one has limδ→0+ Iδ = 0, and finally
lim sup
δ→0+
lim sup
n→+∞
Φµn(uδ,n)Φ(u). (13)
We are going to prove the weak convergence of uδ,n to u in Lp(Ô,W 1,p0 (O⊥))
when (δ, n) → (0+,+∞). It is equivalent to the two weak convergences in Lp(O) ∼
Lp(Ô,Lp(O⊥)) and Lp(O,Rk)∼ Lp(Ô,Lp(O⊥,Rk)): uδ,n ⇀ u and D⊥uδ,n ⇀ D⊥u.
Let us prove uδ,n ⇀ u in Lp(O) when (δ, n)→ (0+,+∞). For this let ϕ ∈ Lq(O). One
has:
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O
ϕ uδ,n dx =
∫
O×E
ϕ(x) U˜δ(x,Λ)dµn(xˆ,Λ)dx⊥
U.I.7−→
∫
O×E
ϕ(x) U˜δ(x,Λ)dµ(xˆ,Λ)dx⊥
=
∫
O×E
ϕ(x)Uδ(x,Λ)dµ(xˆ,Λ)dx⊥ + Jδ
=
∫
O
ϕ(x)u(x)dx+ Jδ,
where
Jδ =
∫
O×E
ϕ(x)
[
U˜δ(x,Λ)− Uδ(x,Λ)
]
dµ(xˆ,Λ)dx⊥ δ→0
+−→ 0.
Similarly D⊥uδ,n ⇀D⊥u in Lp(O,Rk).
Now we invoke a classical diagonal argument (see Attouch [2]): since
lim sup
δ→0+
lim sup
n→∞
Φµn(uδ,n)Φ(u),
there exists a sequence (δn)n such that δn → 0+, lim
n→∞Φµn(uδn,n)  Φ(u) and of course
the weak convergence uδn,n ⇀ u in Lp(Ô,W 1,p0 (O⊥)) still holds. ✷
We return to the first objective of the paper: the description of the Γ -limit of a sequence
of integral functionals in terms of the Young measures generated by the sequence of its
integrands.
Corollary 1. Let (fε)ε>0 be a sequence of measurable functions fε : Ô × R × Rk → R
such that fε(xˆ, · , ·) ∈ E for a.e. xˆ in Ô. We assume that the sequence (µε)ε>0 of Young
measures associated to (fε)ε>0 narrow converges to a Young measure µ when ε tends to
zero. Then the sequence of integral functionals defined in Lp(Ô,W 1,p0 (O⊥)) by:
Fε(u)=
∫
O
fε
(
xˆ, u(x),D⊥u(x)
)
dx,
Γ -converges to the functional Φµ.
Proof. It suffices to notice that the disintegration of the Young measure µε associated to
fε is (δfε(xˆ,· ,·))ε>0 so that
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Fε(u)= inf
{ ∫
O×E
Λ
(
U(x,Λ),D⊥U(x,Λ)
)
dµε(xˆ,Λ)⊗ dx⊥: U ∈Xu,µε
}
,
and to apply Theorem 3. ✷
3.3. The case without gradient
In this subsection, we assume k = 0 so that the functionals Φµ of F are of the form:
Φµ(u)= inf
{ ∫
O×E
Λ
(
U(x,Λ)
)
dµ(x,Λ): U ∈Xu,µ
}
(14)
with the following simplified expression of the set of admissible functions:
Xu,µ =
{
U ∈Lpµ(O×E):
∫
E
U(x,Λ)dµx(Λ)
L-a.e.= u(x)
}
.
We then show that the functionals of F have an integral representation. More precisely:
Theorem 4. The functional Φµ given by (14) admits the integral representation Φµ(u)=∫
O g(x,u(x))dx where g ∈ Convα,β,p is defined by:
g(x, s)= inf
{∫
E
Λ
(
W(Λ)
)
dµx(Λ): W ∈Lpµx (E),
∫
E
W(Λ)dµx(Λ)= s
}
.
Proof. A “nonconstructive” proof of existence of an integral representation is given in
Appendix B. The necessary and sufficient condition given there may be interesting for
other problems.
The growth conditions (1) satisfied by g are obtained by simple arguments already
used in the proof of (3). Let (µx)x∈O be a fixed family of probabilities on E which is
a disintegration of µ. Set, for x ∈O and s ∈R,
Yx,s :=
{
W ∈ Lpµx (E):
∫
E
W(Λ)dµx(Λ)= s
}
and consider the functional Gx defined on Lpµx (E) by:
Gx(W)=
∫
E
Λ
(
W(Λ)
)
dµx(Λ)=
∫
E
ψ
(
Λ,W(Λ)
)
dµx(Λ),
where ψ denotes the evaluation map (Λ, s) →Λ(s). From its definition,
g(x, s)= inf{Gx(W): W ∈ Yx,s}. (15)
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As ψ(Λ, ·) =Λ is convex, Gx and g(x, ·) are convex (if p was equal to 1, one could say
that g(x, ·) is the integral inf-convolution of the Λ according to µx ). The measurability
of g will follow from formula (16) below. Firstly there exists a sequence (Zn)n of
bounded Borel functions on E which is dense in Lpθ (E) for all bounded measure θ on
(E,B(E)). Indeed there exists a countable algebra A which generates B(E) and the set
of all step functions relatively to A with rational values is countable and dense in all
the Lpθ (E).
First step. We prove:
g(x, s)= sup
k1
[
inf
n
{
Gx(Zn):
∣∣∣∣ ∫
E
Zn(Λ)dµx(Λ)− s
∣∣∣∣ 1k
}]
. (16)
In the following expressions, the norm ‖ · ‖p is related to the measure µx . Thanks to local
Lipschitzness (cf. (2)), if W1 and W2 belong to Lpµx (E),
∣∣Gx(W2)− Gx(W1)∣∣  ∫
E
∣∣Λ(W2)−Λ(W1)∣∣dµx
 L
∫
E
|W2 −W1|
(
1+ |W1|p−1 + |W2|p−1
)
dµx
 L
∥∥W2 −W1∥∥p∥∥1+ |W1|p−1 + |W2|p−1∥∥q
 L
(
1+ (‖W1‖p)p/q + (‖W2‖p)p/q)‖W2 −W1‖p. (17)
Let g¯(x, s) denote the right-hand side of (16). It is the increasing limit of
g¯k(x, s) := inf
n
{
Gx(Zn):
∣∣∣∣ ∫
E
Zn(Λ)dµx(Λ)− s
∣∣∣∣ 1k
}
.
We establish g¯(x, s) g(x, s). Let W realizing the infimum in (15). For all k  1, there
exists nk satisfying ‖Znk −W‖p  1/k. One has:∣∣∣∣∫
E
Znk dµx − s
∣∣∣∣= ∣∣∣∣∫
E
Znk dµx −
∫
E
W dµx
∣∣∣∣ ‖Znk −W‖1  ‖Znk −W‖p  1/k.
Note that all Znk satisfy ‖Znk‖p  ‖W‖p + 1. Let
K := L(1+ (‖W‖p)p/q + (1+ ‖W‖p)p/q).
Thanks to (17), |Gx(W)− Gx(Znk )|K‖W −Znk‖p and g¯k(x, s) g(x, s)+K 1k .
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We establish now the converse inequality. If for fixed k,Znk is a 1/k-minimizer defining
g¯k(x, s), set Wk := Znk + s −
∫
E Znk dµx . Thus Wk ∈ Yx,s . As g¯k(x, s)  g(x, s) and
Λ(s) α|s|p , one has:
‖Znk‖p 
(
g(x, s)+ 1
α
)1/p
.
Moreover ‖Wk −Znk‖p  1/k  1, hence as in the proof of g¯(x, s) g(x, s), there exists
a constant K ′ such that |Gx(Wk)− Gx(Znk )|K ′‖Wk −Znk‖p and
g(x, s) Gx(Wk) g¯k(x, s)+ (K ′ + 1)1
k
.
Second step. Let us prove the measurability of g with respect to the σ -algebra
B(O)⊗ B(R) on O × R. It suffices showing the measurability of g¯k . Now x → Gx(Zn)
and x → ∫E Zn dµx are B(O)-measurable. The function
hn(x, s) →

0 if
∣∣∣∣ ∫
E
Zn(Λ)dµx(Λ)− s
∣∣∣∣ 1k ,
+∞ otherwise,
is then B(O)⊗ B(R)-measurable, and the measurability of
(x, s) → g¯k(x, s)= inf
n
(Gx(Zn)+ hn(x, s))
follows.
Last step. By Fubini’s theorem
Φµ(u)= inf
{∫
O
[∫
E
Λ
(
U(x,Λ)
)
dµx(Λ)
]
dx: U ∈Xu,µ
}
. (18)
Let us justify the inequality ∫
O
g
(
x,u(x)
)
dx Φ(u).
Indeed, if U is a version of an element of Xu,µ, for L-almost all x , U(x, ·) belongs to
L
p
µx (E) and
∫
E
U(x,Λ)dµx(Λ)= u(x), that is U(x, ·) (or rather its µx -class) belongs to
Yx,u(x). Therefore g(x,u(x))
∫
E
Λ(U(x,Λ))dµx(Λ), and, with (18), the inequality.
Conversely, let U ∈Xu,µ a minimizer in (18) (see Lemma 3 in Appendix B), and set:
∆ :=
{
x ∈O: g(x,u(x))< ∫
E
Λ
(
U(x,Λ)
)
dµx(Λ)
}
.
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If ∆ is negligible the expected result holds:
∫
O g(x,u(x))dx Φ(u). Suppose L(∆) > 0.
For any n, set Un(x,Λ)= Zn(Λ)+ u(x)−
∫
E Zn dµx . Let us check that all terms of the
sum belong to Lpµ(O×E). Since Zn is bounded and µ is finite,∫
O×E
∣∣Zn(Λ)∣∣p dµ(x,Λ)= ∫
E
|Zn|p d
[
(πE)#(µ)
]
<+∞.
By the same argument,
∫
O×E
∣∣∣∣ ∫
E
Zn dµx
∣∣∣∣p dµ(x,Λ) = ∫
O
∣∣∣∣ ∫
E
Zn dµx
∣∣∣∣p dx Jensen ∫
O
[∫
E
|Zn|p dµx
]
dx
=
∫
O×E
∣∣Zn(Λ)∣∣p dµ(x,Λ) <+∞.
Lastly, as u belongs to Lp(O),∫
O×E
∣∣u(x)∣∣p dµ(x,Λ)= ∫
O
∣∣u(x)∣∣p dx <+∞.
Thus Un ∈ Lp(O × E,µ) and from its definition, Un ∈ Xu,µ. We will check below
∆⊂⋃n ∆n (the opposite inclusion is obvious), where
∆n =
{
x ∈O:
∫
E
Λ
(
Un(x,Λ)
)
dµx(Λ) <
∫
E
Λ
(
U(x,Λ)
)
dµx(Λ)
}
.
Then at least one of the ∆n is non negligible and setting:
U ′(x,Λ)=
{
Un(x,Λ) if (x,Λ) ∈∆n ×E,
U(x,Λ) if (x,Λ) ∈ (O \∆n)×E,
we get the contradiction: U ′ gives in (18) a strictly less value than the one given by U .
Now we show ∆⊂⋃n ∆n. If x ∈ ∆, there exists W ∈ Yx,u(x) which minimizes Gx . It
is possible to take n such that Zn is sufficiently close to W in order that Un(x, ·) satisfies∫
E
Λ
(
Un(x,Λ)
)
dµx(Λ) <
∫
E
Λ
(
U(x,Λ)
)
dµx(Λ).
Indeed∣∣Gx(Un(x, ·))− Gx(W)∣∣ L(1+ (‖W‖p)p/q + (∥∥Un(x, ·)∥∥p)p/q)∥∥Un(x, ·)−W∥∥p
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and as in the first step
∥∥Un(x, ·)−W∥∥p  ‖Zn −W‖p + ∣∣∣∣u(x)− ∫
E
Zn dµx
∣∣∣∣ 2‖Zn −W‖p.
Hence |Gx(Un(x, ·))− Gx(W)| can be made as small as needed. ✷
As a straightforward consequence of Theorem 4 and Corollary 1, we obtain the
following convergence result:
Corollary 2. Let (fε)ε>0 be a sequence of measurable functions fε :O × R→ R such
that fε(x, ·) ∈E for a.e. x in O. We assume that the sequence (µε)ε>0 of Young measures
associated to (fε)ε>0 narrow converges to a Young measure µ when ε tends to zero. Then
the sequence of integral functionals defined in Lp(O) by:
Fε(u)=
∫
O
fε
(
x,u(x)
)
dx,
Γ -converges to the functional F defined in Lp(O) by:
F(u)=
∫
O
g
(
x,u(x)
)
dx,
where
g(x, s)= inf
{∫
E
Λ
(
W(Λ)
)
dµx(Λ): W ∈Lpµx (E),
∫
E
W(Λ)dµx(Λ)= s
}
.
4. Applications to homogenization
In this section, we would like to give two applications of Corollary 1 in the scope of
homogenization theory.
4.1. Application to periodic homogenization
We deal with integral functionals defined in Lp(Ô,W 1,p0 (O⊥)) by:
Fε(u)=
∫
O
fε
(
xˆ, u(x),D⊥u(x)
)
dx,
where fε(xˆ, · , ·)= f (xˆ/ε, · , ·), f is B(RN)⊗ B(R1+k) measurable and xˆ → f (xˆ, · , ·) is
(0,1)N -periodic from RN into E. To shorten notations, we still denote by fε and f the
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maps xˆ → fε(xˆ, · , ·) and xˆ → f (xˆ, · , ·). The integral functional Fε is the potential energy
of a physical system with a rapidly oscillating potential density energy in the direction Ô.
The small parameter ε is associated to the size of physical heterogeneities of the medium
which are assumed to be periodically distributed. In this context, one can compute the limit
Young measure generated by the sequence (fε)ε>0. More precisely:
Proposition 3. The sequence of Young measure (µε)ε>0 associated to the sequence (fε)ε>0
narrow converges to the homogeneous Young measure µ = L̂ ⊗ f#LŶ where f#L̂ Ŷ
denotes the probability image on E of the Lebesgue measure L̂ Ŷ on Ŷ = (0,1)N by the
map yˆ → f (yˆ, · , ·).
Proof. It is sufficient to establish
lim
ε→0
∫
Ô×E
ψ(xˆ,Λ)dµε(xˆ,Λ)=
∫
Ô×Ŷ
ψ
(
xˆ, f (yˆ, · , ·))dxˆ dyˆ
when ψ has the form ψ(xˆ,Λ)= 1A(xˆ)ϕ(Λ) where A belongs to B(Ô) and ϕ is a bounded
continuous function on E (see Valadier [19,20]).
As classically xˆ → ϕ(f (xˆ/ε, · , ·)) weakly converges to ∫
Ŷ
ϕ(f (yˆ, · , ·))dyˆ in L1(Ô),
we have:
lim
ε→0
∫
Ô×E
ψ(xˆ,Λ)dµε(xˆ,Λ)= lim
ε→0
∫
Ô
ψ
(
xˆ, f
(
xˆ
ε
, · , ·
))
dxˆ
=
∫
Ô
1A(xˆ)
(∫
Ŷ
ϕ
(
f (yˆ, · , ·))dyˆ)dxˆ = ∫
Ô×Ŷ
1A(xˆ)ϕ
(
f (yˆ, · , ·))dxˆ dyˆ
=
∫
Ô×Ŷ
ψ
(
xˆ, f (yˆ, · , ·))dxˆ dyˆ
and the thesis is proved. ✷
According to Proposition 3 and Corollary 1, after a straightforward calculation using a
disintegration argument (Proposition 2), we obtain the following convergence result whose
proof can be obtained by deleting Ω from that of Theorem 6.
Theorem 5. The sequence (Fε)ε of integral functionals defined in the space
Lp(Ô,W 1,p0 (O⊥)) by:
Fε(u)=
∫
O
f
(
xˆ
ε
, u(x),D⊥u(x)
)
dx,
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Γ -converges to the functional F defined in Lp(Ô,W 1,p0 (O⊥)) by:
F(u)= inf
{ ∫
O×Ŷ
f
(
yˆ, V (x, yˆ),D⊥V (x, yˆ)
)
dx dyˆ: V ∈Xhomu
}
,
where
Xhomu :=
{
V ∈ Lp(Ô× Ŷ ,W 1,p0 (O⊥)): ∫
Ŷ
V (x, yˆ)dyˆ L-a.e.= u(x)
}
.
Let L in Lq(O), 1/p+ 1/q = 1. As a consequence of Theorem 5 and Proposition 1, we
obtain that the problem (Pε) given by:
inf
{∫
O
f
(
xˆ
ε
, u(x),D⊥u(x)
)
dx −
∫
O
L(x)u(x)dx: u ∈Lp(Ô,W 1,p0 (O⊥))}
converges in the sense of Proposition 1(i) to the problem
inf
{
F(u)−
∫
O
L(x) u(x)dx: u ∈ Lp(Ô,W 1,p0 (O⊥))}. (P)
Example. For examples with x⊥ considered as a time variable, we refer the reader to [18]
and the references therein. Consider now a density energy f of the form f (xˆ, S) =
a
2 |S|21D̂ + b2 |S|21Ŷ\D̂ where D̂ is a Borel subset of Ŷ with λ := L̂(D̂) ∈ (0,1). Thus
f takes two homogeneous density values: g = a2 | · |2 on D̂ and h= b2 | · |2 on Ŷ \ D̂. We
now take into account the fact that f is piecewise constant in E in order to reduce again
the expression of F .
In the following calculus V1 and V2 belong to Lp(Ô,W 1,20 (O⊥)) and
∮
D̂ U(x, yˆ)dyˆ
denotes the mean over D̂ of U(x, ·). According to Theorem 5:
F(u) = inf
V∈Xhomu
∫
O×Ŷ
(
a
2
1D̂(yˆ)+
b
2
1Ŷ\D̂(yˆ)
)∣∣D⊥V (x, yˆ)∣∣2 dx dyˆ
= inf
V∈Xhomu
∫
O
(
a
2
∫
D̂
|D⊥V |2 dyˆ + b
2
∫
Ŷ\D̂
|D⊥V |2 dyˆ
)
dx
= inf
V∈Xhomu
∫
O
(
λ
a
2
∮
D̂
|D⊥V |2 dyˆ + (1− λ)b
2
∮
Ŷ\D̂
|D⊥V |2 dyˆ
)
dx
Jensen
 inf
V∈Xhomu
∫
O
(
λ
a
2
∣∣∣∣∮
D̂
D⊥V dyˆ
∣∣∣∣2 + (1− λ)b2
∣∣∣∣ ∮
Ŷ\D̂
D⊥V dyˆ
∣∣∣∣2)dx
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 inf
V1,V2
λV1+(1−λ)V2=u
∫
O
(
λ
a
2
|D⊥V1|2 + (1− λ)b2 |D
⊥V2|2
)
dx,
where the last inequality follows from the possibility of choosing V1(x)=
∮
D̂
V (x, yˆ)dyˆ
and V2(x)=
∮
Ŷ\D̂ V (x, yˆ)dyˆ. In fact equalities hold because the last term is greater than
the first: for any couple (V1,V2) satisfying λV1 + (1− λ)V2 = u one can define V ∈Xhomu
by setting:
V (x, yˆ)=
{
V1(x) on D̂,
V2(x) on Ŷ\D̂.
Now since λV1 + (1− λ)V2 = u is equivalent to V2 = (u− λV1)/(1− λ), one has:
F(u)= inf
V1∈Lp(Ô,W 1,p0 (O⊥))
∫
O
(
λ
a
2
|D⊥V1|2 + b2
|D⊥u− λD⊥V1|2
1− λ
)
dx. (19)
This convex minimization problem is equivalent to the following variational formulation
(recall the differentiation calculus leading to Euler’s equation): ∀ϕ ∈ L2(Ô,W 1,20 (O⊥)),∫
O
〈
λaD⊥V1 − λb1− λ(D
⊥u− λD⊥V1),D⊥ϕ
〉
dx = 0.
This is equivalent to:∫
O
〈
D⊥V1 − b
(1− λ)a + λbD
⊥u,D⊥ϕ
〉
dx = 0.
As ϕ = V1 − bu/((1− λ)a + λb) ∈ L2(Ô,W 1,20 (O⊥)) is a possible choice (where V1 is a
solution of (19)), one gets:
D⊥V1 = b
(1− λ)a + λbD
⊥u.
By easy calculus, D⊥V2 = aD⊥u/((1− λ)a + λb), and inserting this in (19),
F(u)=
∫
O
1
2[(1− λ)a + λb]2
(
λab2 + (1− λ)ba2)|D⊥u|2 dx = ∫
O
ρ
2
|D⊥u|2 dx,
where ρ = 1/(λ/a + (1− λ)/b).
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4.2. Application to stochastic homogenization
Here, E is assumed to be a closed subset of Convα,β,p. Let (Ω,T ,P) be a probability
space and f :Ω × RN × R1+k → R, a T ⊗ B(RN)⊗ B(R1+k) measurable function. In
order to emphasizing the role of ω, we write f (ω)(xˆ,S) instead of f (ω, xˆ,S). We assume
that, for all ω ∈Ω and xˆ ∈RN , f (ω)(xˆ, · , ·) belongs to E. When the set ERN is endowed
with the product Borel σ -algebra denoted T˜ , it is easily seen that the map
Ω →ERN , ω → (f (ω)(xˆ, · , ·))
xˆ∈RN
is (T , T˜ ) measurable. We call it an E-random energy density. The image of P by this map
is the probability law on ERN of the E-random energy density. We denote it by f#P.
For every z ∈ ZN , consider the shift map, namely the measurable map τz fromERN into
itself defined for every σ ∈ERN by:(
(τzσ )xˆ
)
xˆ∈RN = (σxˆ+z)xˆ∈RN .
We then assume that the E-random energy density is stationary in the following
sense: ∀z ∈ ZN , f#P = τz#(f#P). Roughly speaking, the law of f is invariant under
the translations of ZN . This also means that the shift is a f#P-measure preserving
transformation on ERN . We moreover make the following so-called ergodic hypothesis:
the σ -algebra of all the invariant sets of T˜ by the family (τz)z∈ZN is trivial, precisely, made
up of sets f#P-negligible or of full f#P-probability. We sum up this probability setting by
saying that (ERN , T˜ , f#P, (τz)z∈ZN ) is an ergodic dynamical system.
For every ε > 0 and every ω ∈ Ω we then define the integral functional in
Lp(Ô,W 1,p0 (O⊥)) by:
Fε(ω)(u)=
∫
O
f (ω)
(
xˆ
ε
, u(x),D⊥u(x)
)
dx.
The integral functional Fε(ω) is a model of a potential energy of a physical system with a
rapidly random oscillating potential density energy in the direction Ô. The small parameter
ε is associated to the size of randomly distributed physical heterogeneities of the medium.
Let us now consider the Young measure µε(ω) ∈ Y(Ô,E) associated to xˆ →
f (ω)(xˆ/ε, · , ·) and let B be any ball in Lp(Ô,W 1,p0 (O⊥)). By classical arguments, we
can easily establish the measurability of the maps
Ω→ Y(Ô,E), Ω→FB,
ω →µε(ω), ω → Fε(ω)|B,
when Y(Ô,E) and FB are equipped with their Borel σ -algebras. The measurability of the
second map is a straightforward consequence of the continuity result Theorem 3.
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We respectively call µε(ω) and Fε(ω) random Young measure associated to xˆ →
f (ω)(xˆ/ε, · , ·) and random integral functional.
Note that there is no restriction to consider the familly FB rather than F . Indeed
according to the lower bound in (3) the admissible functions in the considered infimum
problems (see the problem (Pε) in the previous example or (Pε(ω)) in examples bellow)
can be taken in balls of Lp(Ô,W 1,p0 (O⊥)).
Let
−−−→
f (ω) denote the function yˆ → f (ω)(yˆ, · , ·) from Ŷ into E. For any ω, one can
consider the image on E of L̂ Ŷ by −−−→f (ω) and then the mean of these probabilities
depending on ω. This mean (or expectation): E(−−−→f (ω)#(L̂Ŷ )), is shortly denoted by
E(f#L̂ Ŷ ). Thus for any B ∈ B(E),
E
(
f#L̂ Ŷ
)
(B)=
∫
Ω
[∫
Ŷ
1B
(−−−→
f (ω)(yˆ)
)
dyˆ
]
dP(ω)
and, more generally, for any measurable function ϕ on E which is  0 or E(f#L̂ Ŷ )-
integrable, ∫
E
ϕ(Λ)dE
(
f#L̂ Ŷ
)
(Λ)=
∫
Ω
[∫
Ŷ
ϕ
(−−−→
f (ω)(yˆ)
)
dyˆ
]
dP(ω). (20)
The following proposition generalizes Proposition 3 in a random situation.
Proposition 4. For almost every ω the sequence of Young measures (µε(ω))ε>0 narrow
converges to the homogeneous deterministic Young measure µ= L̂⊗ E(f#L̂Ŷ ).
Proof. It is sufficient to establish the existence of a set Ω ′ of full probability of T such
that, for all ω ∈Ω ′,
lim
ε→0
∫
Ô×E
ψ(xˆ,Λ)dµε(ω)(xˆ,Λ)=
∫
Ô×E
ψ(xˆ,Λ)dxˆ d
(
E
(
f#L̂ Ŷ
))
(Λ),
whenψ has the formψ(xˆ,Λ)= 1A(xˆ)ϕ(Λ),A ∈ B(Ô) and ϕ belongs to a dense countable
subset D of Cc(E) (see Valadier [19,20]).
According to Chabi and Michaille [8], xˆ → ϕ(f (ω)(xˆ/ε, · , ·)) almost surely weakly
converges to E(
∫
Ŷ ϕ(f (·)(yˆ, · , ·))dyˆ) in L1(Ô). Therefore, there exists Nϕ in T with
P(Nϕ)= 0 and such that for all ω in Ncϕ ,
lim
ε→0
∫
Ô×E
ψ(xˆ,Λ)dµε(ω)(xˆ,Λ)= lim
ε→0
∫
Ô
ψ
(
xˆ, f (ω)
(
xˆ
ε
, · , ·
))
dxˆ
=
∫
Ô
1A(xˆ)E
(∫
Ŷ
ϕ
(
f (·)(yˆ, · , ·))dyˆ)dxˆ = ∫
Ô
E
(∫
Ŷ
1A(xˆ)ϕ
(
f (·)(yˆ, · , ·))dyˆ)dxˆ
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=
∫
Ô
E
(∫
Ŷ
ψ
(
xˆ, f (·)(yˆ, · , ·))dyˆ)dxˆ = ∫
Ô×E
ψ(xˆ,Λ)dxˆ d
(
E
(
f#L̂ Ŷ
))
(Λ).
The thesis follows by considering the set of full probability Ω ′ =⋃ϕ∈DNcϕ . ✷
According to Proposition 4 and Corollary 1, we obtain the following convergence result:
Theorem 6. The sequence of integral functionals (Fε(ω))ε>0 defined inLp(Ô,W 1,p0 (O⊥))
by:
Fε(ω)(u)=
∫
O
f (ω)
(
xˆ
ε
, u(x),D⊥u(x)
)
dx,
almost surely Γ -converges to the deterministic integral functional F defined in
Lp(Ô,W 1,p0 (O⊥)) by:
F(u)= inf
{ ∫
Ω×O×Ŷ
f (ω)
(
yˆ, V (ω,x, yˆ),D⊥V (ω,x, yˆ)
)
dx dyˆ dP(ω): V ∈Xhomu
}
,
where
Xhomu :=
{
V ∈Lp(Ω × Ô× Ŷ ,W 1,p0 (O⊥)): ∫
Ω×Ŷ
V (ω,x, yˆ)dyˆ dP(ω) L-a.e.= u(x)
}
.
Proof. By suppression of Ω , ω, dP and E the reader will obtain a proof of Theorem 5. By
Proposition 4 and Corollary 1, Fε(ω) Γ -converges to F =Φµ, where µxˆ = E(f#L̂Ŷ ). To
any U ∈ Lpµ(Ô×E,W 1,p0 (O⊥)) let us associate the function Û defined on Ω ×O× Ŷ by
Û(ω, x, yˆ) :=U(x,f (ω)(yˆ, · , ·))=U(x,−−−→f (ω)(yˆ)). Thanks to formula (20),∫
Ω×O×Ŷ
∣∣Û(ω, x, yˆ)∣∣p dx dyˆ dP(ω)
=
∫
O⊥
[ ∫
Ω×Ô×Ŷ
∣∣U(x,−−−→f (ω)(yˆ))∣∣p dxˆ dyˆ dP(ω)]dx⊥
=
∫
O⊥
[ ∫
Ô
[∫
E
∣∣U(x,Λ)∣∣p dµxˆ(Λ)]dxˆ]dx⊥
=
∫
O×E
∣∣U(x,Λ)∣∣p dµ(x,Λ)dx⊥
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and similarly∫
Ω×O×Ŷ
∣∣D⊥Û(ω, x, yˆ)∣∣p dx dyˆ dP(ω)= ∫
O×E
∣∣D⊥U(x,Λ)∣∣p dµ(x,Λ)dx⊥
so Û ∈Lp(Ω × Ô× Ŷ ,W 1,p0 (O⊥)). Now assume U ∈Xu,µ. Since by (20)∫
E
U(x,Λ)dµxˆ(Λ)
L-a.e.= u(x)
implies ∫
Ω×Ŷ
Û (ω, x, yˆ)dyˆ dP(ω) L-a.e.= u(x),
we get Û ∈Xhomu . Thus, ψ denoting the evaluation map (Λ, s, S) →Λ(s,S),
F(u)=Φµ(u) := inf
U∈Xu,µ
∫
O×E
Λ
(
U(x,Λ),D⊥U(x,Λ)
)
dµ(xˆ,Λ)dx⊥
= inf
U∈Xu,µ
∫
O×E
ψ
(
Λ,U(x,Λ),D⊥U(x,Λ)
)
dµ(xˆ,Λ)dx⊥
= inf
U∈Xu,µ
∫
O
[∫
E
ψ
(
Λ,U(x,Λ),D⊥U(x,Λ)
)
dµxˆ(Λ)
]
dx
by(20)= inf
U∈Xu,µ
∫
O
[ ∫
Ω×Ŷ
ψ
(−−−→
f (ω)(yˆ),U
(
x,
−−−→
f (ω)(yˆ)
)
,D⊥U
(
x,
−−−→
f (ω)(yˆ)
))
dyˆ dP(ω)
]
dx
= inf
U∈Xu,µ
∫
Ω×O×Ŷ
f (ω)
(
yˆ, Û (ω, x, yˆ),D⊥Û (ω, x, yˆ)
)
dx dyˆ dP(ω)
 inf
V∈Xhomu
∫
Ω×O×Ŷ
f (ω)
(
yˆ, V (ω,x, yˆ),D⊥V (ω,x, yˆ)
)
dx dyˆ dP(ω).
Now we will prove that the last inequality is an equality. Let V ∈ Xhomu . We have to
exhibit U ∈ Lpµ(Ô×E,W 1,p0 (O⊥)) satisfying:∫
O×E
ψ
(
Λ,U(x,Λ),D⊥U(x,Λ)
)
dµ(xˆ,Λ)dx⊥
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
∫
Ω×O×Ŷ
f (ω)
(
yˆ, V (x, yˆ),D⊥V (x, yˆ)
)
dx dyˆ dP(ω)
and, for L almost every x in O,∫
E
U(x,Λ)dµxˆ(Λ)=
∫
Ω×Ŷ
V (ω,x, yˆ)dyˆ dP(ω)= u(x).
Let us endow Ω × Ŷ with the measure P ⊗ L̂ Ŷ . The Young measure τ ∈ Y(Ω × Ŷ ,
E) associated to (ω, yˆ) → f (ω)(yˆ, · , ·) = −−−→f (ω)(yˆ) is a probability measure on (Ω × Ŷ )
× E whose marginal are P ⊗ L̂Ŷ and E(f#(L̂ Ŷ )) = µxˆ . It admits a “horizontal”
disintegration (τΛ)Λ∈E which is a family of probability measures on Ω × Ŷ . Now we
set:
U(x,Λ) :=
∫
Ω×Ŷ
V (ω,x, yˆ)dτΛ(ω, yˆ).
This is meaningful for µ⊗ L⊥-a.e. (x,Λ) because of the following easy calculus which
also proves U ∈ Lp
µ⊗L⊥(O×E):∫
O×E
∣∣U(x,Λ)∣∣p dµ(xˆ,Λ)dx⊥
Jensen

∫
O×E
[ ∫
Ω×Ŷ
∣∣V (ω,x, yˆ)∣∣p dτΛ(ω, yˆ)]dµ(xˆ,Λ)dx⊥
=
∫
O
[∫
E
[ ∫
Ω×Ŷ
∣∣V (ω,x, yˆ)∣∣p dτΛ(ω, yˆ)]dµxˆ(Λ)]dx
=
∫
O
[ ∫
Ω×Ŷ×E
∣∣V (ω,x, yˆ)∣∣p dτ (ω, yˆ,Λ)]dx
=
∫
O
[ ∫
Ω×Ŷ
∣∣V (ω,x, yˆ)∣∣p dP(ω)dyˆ]dx
<+∞.
Similarly D⊥U ∈ Lp
µ⊗L⊥(O×E). Hence U ∈ L
p
µ(Ô×E,W 1,p0 (O⊥)).
Then ∫
E
U(x,Λ)dµxˆ(Λ) =
∫
E
[ ∫
Ω×Ŷ
V (ω,x, yˆ)dτΛ(ω, yˆ)
]
dµxˆ(Λ)
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=
∫
Ω×Ŷ×E
V (ω,x, yˆ)dτ (ω, yˆ,Λ)
=
∫
Ω×Ŷ
V (ω,x, yˆ)dP(ω)dyˆ
and, thanks to Jensen’s inequality,∫
O×E
ψ
(
Λ,U(x,Λ),D⊥U(x,Λ)
)
dµ(xˆ,Λ)dx⊥

∫
O×E
[ ∫
Ω×Ŷ
ψ
(
Λ,V (x, yˆ),D⊥V (x, yˆ)
)
dτΛ(ω, yˆ)
]
dµ(xˆ,Λ)dx⊥
=
∫
O
[∫
E
[ ∫
Ω×Ŷ
ψ
(
Λ,V (x, yˆ),D⊥V (x, yˆ)
)
dτΛ(ω, yˆ)
]
dµxˆ(Λ)
]
dx
=
∫
O
[ ∫
Ω×Ŷ×E
ψ
(
Λ,V (x, yˆ),D⊥V (x, yˆ)
)
dτ (ω, yˆ,Λ)
]
dx
=
∫
O
[ ∫
Ω×Ŷ
ψ
(−−−→
f (ω)(yˆ),V (x, yˆ),D⊥V (x, yˆ)
)
dP(ω)dyˆ
]
dx
=
∫
O
[∫
Ŷ
f (ω)
(
yˆ, V (x, yˆ),D⊥V (x, yˆ)
)
dP(ω)dyˆ
]
dx. ✷
Example 1. Assume that f takes two values in E following a random chessboard: g, h
belong to E, ∆ = {g,h}, Ω = ∆ZN , (Ω,T ,P) is the product probability space of the
Bernoulli probability space on ∆ constructed from the probability presence λ and 1 − λ
of g and h. The E-random energy density f is defined as follows:
f (ω)(xˆ, · , ·)= ωz(· , ·) whenever xˆ ∈ Ŷ + z.
It is straightforward to show that (ERN , T˜ , f#P, (τz)z∈ZN ) is an ergodic dynamical system.
If we consider for instance g = a2 | · |2 and h = b2 | · |2, where a, b are two positive
constants, according to Theorem 6, one can show, after an easy calculation similar to that
of previous example (see also Example 2 where some details are given), that the limit
problem (P) of (P(ω)ε)
inf
{∫
O
f (ω)
(
xˆ
ε
, u(x),D⊥u(x)
)
dx −
∫
O
L(x) u(x)dx: u ∈ Lp(Ô,W 1,p0 (O⊥))}
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is local and deterministic. More precisely:
inf
{
ρ
2
∫
O
|D⊥u|2 dx −
∫
O
L(x) u(x)dx: u ∈ Lp(Ô,W 1,p0 (O⊥))}, (P)
where ρ = 1/(λ/a + (1− λ)/b).
Example 2. Let λ > 0, Ω be the set of all locally finite subsets of RN (necessarily they
are countable and we will note them as sequences (ωi)i∈N) andM the set of all countable
sums of locally finite families of Dirac measures, equipped with its standard σ -algebra.
There exists a probability measure P (the law of a point Poisson process) on Ω such that
the random measure
Ω →M, ω →N (ω, ·)=
∑
i∈N
δωi
satisfies:
for every bounded Borel set A in RN
P
({N (· ,A)= k})= [λL̂(A)]k exp(−λL̂(A))
k!
(so that E(N (· ,A)) = λL̂(A)), and for every disjoint bounded Borel sets A, B , N (· ,A)
and N (· ,B) are independant.
Let r > 0 and g and h two elements of E. Let B(ωi, r) denote the open ball in RN with
center ωi ∈RN and radius r . Now consider the random energy density:
f (ω)(xˆ, · , ·)=
g if xˆ ∈
⋃
i∈N
B(ωi, r),
h otherwise,
or equivalently
f (ω)(xˆ, · , ·)= h+ (g − h)min(1,N (ω,B(xˆ, r))).
Then set
fε(ω)(xˆ, · , ·)= f (ω)
(
xˆ
ε
, · , ·
)
= h+ (g− h)min
(
1,N
(
ω,B
(
xˆ
ε
, r
)))
,
where one can easily check
N
(
ω,B
(
xˆ
ε
, r
))
=
∑
i∈N
δεωi
(
B(xˆ, εr)
)
.
1308 G. Michaille, M. Valadier / J. Math. Pures Appl. 81 (2002) 1277–1312
By classical probabilistic arguments, one can show that (ERN , T˜ , f#P, (τz)z∈ZN ) is an
ergodic dynamical system. This probabilistic setting gives a model of an energy density
taking a value g on cylinders with small bases whose density presence in Ô is statistically
of order 1/εN and h elsewhere. We are going to apply Theorem 6.
Now we suppose, as in Example 1, g = a2 | · |2 and h= b2 | · |2. We omit some details in
the following calculus where θ := 1 − exp(−λL̂(B(0, r))) and the last infimum is taken
over the couples (V1,V2) in Lp(Ô,W 1,p0 (O⊥)):
F(u)
Th. 6= inf
{ ∫
Ω×O×Ŷ
f (ω)
(
yˆ,D⊥V (ω,x, yˆ)
)
dx dyˆ dP(ω): V ∈Xhomu
}
Jensen
 inf
V∈Xhomu
{ ∫
O
(
θ
a
2
∣∣∣∣1θ
∫
{N (· ,B(· ,r))1}
D⊥V (ω,x, yˆ)dyˆ dP(ω)
∣∣∣∣2
+ (1− θ)b
2
∣∣∣∣ 11− θ
∫
{N (· ,B(· ,r))=0}
D⊥V (ω,x, yˆ)dyˆ dP(ω)
∣∣∣∣2)dx}
 inf
V1,V2
θV1+(1−θ)V2=u
{∫
O
(
θ
a
2
∣∣D⊥V1(x)∣∣2 + (1− θ)b2 ∣∣D⊥V2(x)∣∣2
)
dx
}
.
The converse inequality is easy: for any couple (V1,V2) of elements in Lp(Ô,W 1,p0 (O⊥))
satisfying θV1 + (1− θ)V2 = u one can define V ∈Xhomu by setting:
V (ω,x, yˆ)=
{
V1(x) if N
(
ω,B(yˆ, r)
)
 1,
V2(x) if N
(
ω,B(yˆ, r)
)= 0.
We then obtain, after a computation similar to that of the example of the periodic case:
the problem (Pε(ω))
inf
{∫
O
f (ω)
(
xˆ
ε
, u(x),D⊥u(x)
)
dx −
∫
O
L(x)u(x)dx: u ∈Lp(Ô,W 1,p0 (O⊥))}
almost surely converges in the sense of Proposition 1(i) to the problem
inf
{
ρ
2
∫
O
|D⊥u|2 dx −
∫
O
L(x) u(x)dx: u ∈ Lp(Ô,W 1,p0 (O⊥))}, (P)
where
ρ =
(
1− exp(−λLˆ(B(0, r)))
a
+ exp(−λL̂(B(0, r)))
b
)−1
.
G. Michaille, M. Valadier / J. Math. Pures Appl. 81 (2002) 1277–1312 1309
Consequently, we also obtain a convergence in probability which even makes sense if
different probability spaces are used for various values of ε (in fact in a real situation
there would be only one “small” ε).
Appendix A
Arguments U.I.1 to U.I.5 of the proof of Lemma 1 are of the type∫
O×E×R1+k
Ψ dνn→
∫
O×E×R1+k
Ψ dν,
where Ψ is a real integrand satisfying: Ψ (x, ·) is continuous (i.e., with respect to the
variables Λ,s,S). In U.I.6 and U.I.7 (proof of (5)), the argument is∫
O×E
L dµn dL⊥ →
∫
O×E
L dµdL⊥,
where L is a real integrand satisfying: L(x, ·) is continuous (i.e., with respect to the
variable Λ). We only prove U.I.1 and U.I.7. The other justifications are similar.
Proof of U.I.1. The integrand is:
ψ(x,Λ, s, S) := ϕ(x)s (ϕ ∈ Cc(O)).
In view of applying Theorem 2(ii), we must estimate from above:∫
{(x,Λ,s,S): |ϕ(x)s|N}
∣∣ϕ(x)s∣∣dνn = ∫
O×E×R1+k
1[N,+∞)
(∣∣ϕ(x)s∣∣)∣∣ϕ(x)s∣∣dνn.
By definition of νn, this expression is also∫
O×E
1[N,+∞)
(∣∣ϕ(x)Un(x,Λ)∣∣)∣∣ϕ(x)Un(x,Λ)∣∣dµn(xˆ,Λ)dx⊥
which is, by Hölder inequality, less than
(
µn⊗L⊥(AN,n)
)1−1/p( ∫
O×E
∣∣ϕ(x)Un(x,Λ)∣∣p dµn(xˆ,Λ)dx⊥)1/p,
where AN,n := {(x,Λ): |ϕ(x)Un(x,Λ)|N}. The conclusion then follows from
AN,n ⊂
{
(x,Λ):
∣∣Un(x,Λ)∣∣ N‖ϕ‖∞ + 1
}
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and
µn ⊗L⊥
({
(x,Λ):
∣∣Un(x,Λ)∣∣ N‖ϕ‖∞ + 1
})
 α
−1C
(N/‖ϕ‖∞ + 1)p ,
where we have used
sup
n
‖Un‖Lp
µn⊗L⊥ (O×E)
 (α−1C)1/p, C := sup
n
(
Φµn(un)+ 1/n
)
<+∞.
Proof of U.I.7. (Similar arguments hold when treating D⊥U˜δ .) We again use Theo-
rem 2(ii). The integrand is L(x,Λ) := ϕ(x)U˜δ(x,Λ), where U˜δ ∈ Cc(Ô × E,C1c (O⊥))
and ϕ ∈ Lq(O). The conclusion then follows from πO#µn = L, ϕ ∈Lq(O) and
{
(x,Λ):
∣∣L(x,Λ)∣∣N}⊂ {x: ∣∣ϕ(x)∣∣ N‖U˜δ‖∞ + 1
}
×E.
Appendix B
We give an alternative proof of a part of Theorem 4 of Section 3.3. It establishes only
the existence of an integral representation.
Theorem 7. The functional Φµ given by (14) admits the integral representation Φµ(u)=∫
O g(x,u(x))dx where g ∈ Convα,β,p.
The proof will be given after three lemmas. We do not reproduce the proofs of Lemmas 2
and 3 which are obtained by classical arguments.
Lemma 2. For all u ∈Lpµ(O×E), the set:
Xu,µ =
{
U ∈ Lpµ(O×E):
∫
E
U(x,Λ)dµx(Λ)
L-a.e.= u(x)
}
is a non empty closed convex subset of Lpµ(O×E).
Lemma 3. The infimum in the definition (14) of Φµ is achieved.
Lemma 4. The functional Φµ is additive in the Klei sense, i.e., for any u and v, A →
Φµ(1Au+ 1O\Av)−Φµ(v) is additive on the Borel field B(O).
Remark 1. If Φµ(0) = 0, additivity in the Klei sense of Φµ coincides with classical
additivity: ∀u ∈ Lp(O), A →Φ(1Au) is additive.
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Proof. Let U and V realizing the infima in Φµ(u) and Φµ(v). Note that if T ∈
X1Au+1O\Av,µ, the set
D :=
{
x ∈A:
∫
E
Λ
(
T (x,Λ)
)
dµx(Λ) <
∫
E
Λ
(
U(x,Λ)
)
dµx(Λ)
}
is L-negligible. Otherwise one could modify U : let
U ′(x,Λ)=
{
T (x,Λ) if (x,Λ) ∈D ×E,
U(x,Λ) if (x,Λ) ∈ (O\D)×E.
This U ′ would strictly improve the infimum giving Φµ(u). Similarly{
x ∈O\A :
∫
E
Λ
(
T (x,Λ)
)
dµx(Λ) <
∫
E
Λ
(
V (x,Λ)
)
dµx(Λ)
}
is L-negligible. One easily checks 1A×EU + 1(O\A)×EV ∈ X1Au+1O\Av,µ. Thanks to the
foregoing
Φ(1Au+ 1O\Av)−Φ(v)=
∫
A
[∫
E
[
Λ
(
U(x,Λ)
)−Λ(V (x,Λ))]dµx(Λ)]dx
and additivity holds. ✷
Proof of Theorem 4. Lemma 4 shows the additivity in Klei sense of ΦµLp → R. This
implies that for any v,
G :u →Φµ(u+ v)−Φµ(v)
is classically additive: for any u, A →G(1Au) is additive. As Φµ is l.s.c. (even continuous
because convex and locally bounded), G admits by a theorem of Hiai [13, Theorem 5.1
p. 308], an integral representation:
G(u)=
∫
O
g0
(
x,u(x)
)
dx.
Consequently
Φµ(u)=G(u− v)+Φµ(v)=
∫
O
g0
(
x,u(x)− v(x))dx +Φµ(v)= ∫
O
g
(
x,u(x)
)
dx,
with g(x, s)= g0(x, s − v(x))+L(O)−1Φµ(v). ✷
1312 G. Michaille, M. Valadier / J. Math. Pures Appl. 81 (2002) 1277–1312
Remark 2. We used Hiai’s result because it is the most ancient and because Klei [15] does
not provide us a convenient justification. Indeed in Klei [15] the functionals are defined on
the set of the measurable selections of a multifunction and not, as in [13], on an Lp space
(and they take their values in R without allowing +∞). For another analysis of additivity
and a notion of locality see Buttazzo [7, Sections 2.4 and 2.5] (observe that if G is as
above, G :Lp × B(O)→R defined by G(u,A)=G(1Au) is obviously local in the sense
of [7], i.e., u1(x)= u2(x) a.e. on A implies G(u1,A)= G(u2,A)). See also Dal Maso [10,
Chapters 14–20].
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