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Some Problems on Products of Random Matrices
Edgardo S. Cureg
ABSTRACT
We consider three problems in this dissertation, all under the unifying theme of random
matrix products. The rst and second problems are concerned with weak convergence in
stochastic matrices and circulant matrices, respectively, and the third is concerned with the
numerical calculation of the Lyapunov exponent associated with some random Fibonacci
sequences.
Stochastic matrices are nonnegative matrices whose row sums are all equal to 1. They
are most commonly encountered as transition matrices of Markov chains. Circulant matri-
ces, on the other hand, are matrices where each row after the rst is just the previous row
cyclically shifted to the right by one position. Like stochastic matrices, circulant matrices
are ubiquitous in the literature.
In the rst problem, we study the weak convergence of the convolution sequence µn,
where µ is a probability measure with support Sµ inside the space S of d × d stochastic
matrices, d ≥ 3. Note that µn is precisely the distribution of the product X1X2 · · ·Xn of
the µ-distributed independent random variables X1, X2, . . . , Xn taking values in S. In [CR]
Santanu Chakraborty and B.V. Rao introduced a cyclicity condition on Sµ and showed that
this condition is necessary and sufcient for µn to not converge weakly when d = 3 and
the minimal rank r of the matrices in the closed semigroup S generated by Sµ is 2. Here,
we extend this result to any d > 3. Moreover, we show that when the minimal rank r is not
2, this result does not always hold.
iii
The second problem is an investigation of weak convergence in another direction,
namely the case when the probability measure µ’s support Sµ consists of d × d circu-
lant matrices, d ≥ 3, which are not necessarily nonnegative. The resulting semigroup S
generated by Sµ now lacking the nice property of compactness in the case of stochastic
matrices, we assume tightness of the sequence µn to analyze the problem. Our approach is
based on the work of Mukherjea and his collaborators, who in [LM] and [DM] presented a
method based on a bookkeeping of the possible structure of the compact kernel K of S.
The third problem considered in this dissertation is the numerical determination of Lya-
punov exponents of some random Fibonacci sequences, which are stochastic versions of the
classical Fibonacci sequence
fn+1 = fn + fn−1, n ≥ 1, and f0 = f1 = 1,
obtained by randomizing one or both signs on the right side of the dening equation and/or
adding a growth parameter. These sequences may be viewed as coming from a sequence
of products of i.i.d. random matrices and their rate of growth measured by the associated
Lyapunov exponent. Following techniques presented by Embree and Trefethen in their
numerical paper [ET], we study the behavior of the Lyapunov exponents as a function of
the probability p of choosing + in the sign randomization.
iv
Chapter 1
Introduction
To set the framework for the problems we consider in this dissertation, we recall the de-
nition of weak convergence in the context of measures on topological semigroups [HMu].
Let S be a locally compact Hausdorff second-countable topological semigroup. Let B be
the class of Borel subsets of S. Let P (S) be the set of all regular probability measures
dened on B, i.e. measures µ that satisfy the condition that for every ² > 0, there exists a
compact set K² ∈ B for which µ(S \K²) < ². The support Sµ of µ ∈ P (S) is given by
Sµ = {x ∈ S : µ(V ) > 0 for any open set V containing x}.
Note that Sµ is closed and µ(Sµ) = 1.
A sequence (µn)n≥1 in P (S) is then said to be weakly convergent to µ ∈ P (S) if
lim
n→∞
∫
f dµn =
∫
f dµ
for every bounded (real) continuous function f on S.
If µ ∈ P (S) and X1, X2, . . . , Xn are µ-distributed independent random variables taking
values in S, then the product X1X2 · · ·Xn has distribution
µ ∗ µ ∗ · · · ∗ µ (n factors) ≡ µn.
Here, the convolution product µ∗ν of µ, ν ∈ P (S) is the unique regular probability measure
on B guaranteed by the Riesz representation theorem to exist and satisfy the equation
∫
f d(µ ∗ ν) =
∫ ∫
f(xy) µ(dx)ν(dy)
1
for every bounded countinuous function f on S with compact support. Or, more conve-
niently,
µ ∗ ν(B) =
∫
µ(Bx−1) ν(dx) =
∫
ν(x−1B) µ(dx) (1. 1)
for B ∈ B. The sets Bx−1 and x−1B in (1. 1) are dened by
Bx−1 ≡ {y ∈ S : yx ∈ B}
and
x−1B ≡ {y ∈ S : xy ∈ B},
respectively.
The rst two problems considered here may then be simply described as the determi-
nation of necessary and sufcient conditions for weak convergence of the convolution se-
quence (µn)n≥1, when µ has support Sµ consisting of either d × d stochastic matrices or
d× d circulant matrices, and
S =
⋃
n≥1
Snµ
is the closed (multiplicative) semigroup generated by Sµ.
Stochastic matrices are nonnegative matrices whose row sums are all equal to one. Ubiq-
uitous in the literature, they are most commonly encountered as transition matrices of
Markov chains.
The motivation for studying weak convergence in stochastic matrices comes from the
work of Mukherjea and his students. In [LM] and [DM], Lo and Mukherjea and Dhar and
Mukherjea present solutions to the problem of weak convergence of convolution powers
µn of a probability measure µ with support Sµ in d × d nonnegative and stochastic matri-
ces, respectively, in terms of easily veriable conditions on Sµ. As Dhar and Mukherjea
note in their paper, the problem of convergence in distribution of products of d × d i.i.d.
stochastic matrices is an old one, reaching as far back as Rosenblatt’s 1965 work [MR2]. A
method that extends to d = 3 Mukherjea’s simple and complete result for d = 2, that weak
2
convergence occurs if and only if the support of µ is not equal to


0 1
1 0




[M1], is presented in their paper. This method is based on a general result giving a neces-
sary and sufcient condition for weak convergence of a tight sequence (µn) of convolution
powers of a probability measure µ (that is, given ² > 0, there exists a compact subset K²
of S such that µn(K²) > 1 − ² for all n ≥ 1) and looks at the possible structure of the
compact kernel K (which, for semigroups of stochastic matrices, is well-known to consist
of matrices with the minimal rank [HMu]) of the closed semigroup S generated by Sµ. The
method works for d > 3 even though calculations are more involved for higher values of
d.
In another paper dealing with the same subject for d = 3, Chakraborty and Rao [CR]
present a different solution, this time based on a division of S into certain subsets according
to the number of recurrent and transient classes. Their method is too cumbersome to be
carried over to higher dimensions, but it succeeded in expressing the same result obtained
by Dhar and Mukherjea in more succint terms using a cyclicity property of Sµ. Accord-
ing to their denition, Sµ is cyclic if there are pairwise disjoint subsets A1, A2, . . . , Ak of
{1, 2, . . . , d} such that for any s, 1 ≤ s ≤ k, and for any i ∈ As,
∑
j∈As+1
xij = 1
for any element x = (xij) ∈ Sµ. Note that Ak+1 = A1 in the sum. Chakraborty and
Rao then proved in [CR] that when d = 3, as long as Sµ is not contained in a group of
permutation matrices, µn does not converge weakly if and only if Sµ is cyclic.
The expansion of the methods presented in [DM] and [CR] to 4× 4 stochastic matrices,
as well as the generalization of Chakraborty and Rao’s result in the case when the rank of
the matrices in the kernel K of the semigroup S generated by Sµ, where Sµ is contained
in a set of d × d stochastic matrices, d ≥ 4, is 2, is essentially the subject of our rst
problem. Part of the ndings in this investigation is that in the general d× d situation, this
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characterization of non-weak convergence of µn in terms of cyclicity of Sµ is no longer
valid when the rank of the matrices in the kernel K of S is bigger than 2.
In obtaining our main results, we followed Dhar and Mukherjea’s approach and used the
general theorem mentioned above. From the proofs presented here, however, it is evident
that the connection between cyclicity and non-weak convergence does not follow easily
from this general result.
Leaving the domain of stochastic matrices and their nonnegativity property, we next
investigate the problem of weak convergence of µn in the context of circulant matrices,
which are not necessarily nonnegative. Circulant matrices are matrices where each row
after the rst is just the previous row cyclically shifted to the right by one position. Familiar
examples are the identity matrix, the zero matrix, and the all 1s matrix. A 3 × 3 circulant
matrix has the form 

a b c
c a b
b c a

 .
These matrices appear in many mathematical problems. A detailed account of this (with
many examples) can be found in the beautiful work of Diaconis[Di]. Take, for example,
Diaconis’ Example 2.1 (p. 40, [Di]). He considers a particle constrained to hop about
on n points arranged in a circle. At each time the particle hops left or right with prob-
ability 1
2
. This is the cyclic version of the classical drunkard’s walk. Index the points as
0, 1, 2, . . . , n− 1. The chance of moving from i to j is thus
Mij =


1
2
, if |i− j| = 1;
0, otherwise.
The matrix M is a circulant matrix with rst row (0, 1
2
, 0, . . . , 0, 1
2
). Diaconis goes on in
his paper discussing problems involving covariance matrices, cyclic codes, etc., where one
encounters circulant matrices.
Circulant matrices have a nice structure, and as far as we know, the problem of conver-
gence in distribution of products of d× d i.i.d. random circulant matrices, or, equivalently,
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the problem of weak convergence of convolution powers µn of a probability measure µ
supported on such matrices, has not been studied so far. Hence this is the second problem
we consider. We clarify that in the circulant case, S, the closed semigroup generated by the
support Sµ of µ, usually is not compact (in the usual topology), so we assume tightness of
the sequence (µn)n≥1. Our main result points to the importance of the special orthogonal
group SO(d) in the characterization of weak convergence of (µn).
The third problem considered in this dissertation is the numerical determination of Lya-
punov exponents of some random Fibonacci sequences. A random Fibonacci sequence is a
stochastic version of the classical Fibonacci sequence
fn+1 = fn + fn−1, n ≥ 1, and f0 = f1 = 1
obtained by randomizing one or both of the signs on the right side of the dening equation.
For example, one version of a random Fibonacci sequence is the one originally consid-
ered by Viswanath in [Vi], given by
xn+1 = ±xn ± xn−1 (n ≥ 1) (1. 2)
with x0 = x1 = 1, and where the signs are chosen independently and with equal proba-
bilities. Viswanath determined the rate of growth of this random sequence. Recall that the
rate of growth of a random sequence coming from a sequence of i.i.d. random matrices is
the exponential of its associated Lyapunov exponent, which, by a result of Furstenberg and
Kesten [FK], is equal to the almost sure limit
lim
n→∞
log |xn|
n
.
In [Vi], Viswanath found the exact value of the rate of growth γf of the random Fibonacci
recurrence (1. 2) to be
lim
n→∞
|xn|1/n = eγf = 1.13198824 . . . (1. 3)
with probability 1. This result was obtained using the theory of random matrix products,
Stern-Brocot division of the real line, a fractal measure, and a rounding error analysis to val-
idate the computer calculation. Observe that the rate of growth of the classical Fibonacci
sequence is given by the golden ratio, 1+
√
5
2
≈ 1.618.
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Viswanath actually used the random recurrence
xn+1 = ±xn + xn−1 (1. 4)
in his calculation, since under the same initial conditions and independence and equal prob-
ability of choosing the signs, (1. 2) and (1. 4) give rise to the same quantity given in (1. 3).
In fact, the recurrence
xn+1 = xn ± xn−1 (1. 5)
could have been used as well.
In his concluding remarks on the subject, Viswanath posed a generalization of the prob-
lem in which each ± sign is still chosen independently in (1. 2) but + and − occur with
probabilities p and q := 1 − p, respectively, where 0 < p < 1. Noting that the techniques
he used to calculate the Lyapunov exponent γf (p) for p = 1/2 do not seem to generalize
easily to arbitrary values of p, Viswanath instead calculated γf (p) numerically for differ-
ent values of p using Ulam’s method [HMi]. The resulting graph of γf (p) vs. p shows a
smooth dependence of γf (p) on p, a result consistent with Peres’ theorem [Pe].
We emphasize that Viswanath’s numerical calculation of γf (p) was done for the random
recurrence (1. 2). Viswanath did not consider the numerical approximation of Lyapunov
exponents for the corresponding generalization to the random recurrences (1. 4) and (1. 5).
Thus, here we investigate this problem. Our numerical results in this case suggest that the
Lyapunov exponent for (1. 5) exhibits symmetry with respect to p = 1/2, whereas for (1.
4) the Lyapunov exponent monotonically increases with p, but not in the same manner as
the Lyapunov exponent for (1. 2) reported by Viswanath.
In a related article [ET], Embree and Trefethen gave a numerical description of what
they called the Lyapunov constant σ(β) = limn→∞ |xn|1/n (with probability 1) for the
random Fibonacci recurrence
xn+1 = xn ± βxn−1, (1. 6)
where β > 0, the signs are chosen independently and with equal probabilities, and x0 =
x1 = 1. They found that for a certain range of values of the parameter β, the Lyapunov
6
constant is less than 1 (resulting in the exponential decay of the solutions to the random
recurrence), and for values of β outside this range, the Lyapunov constant is greater than 1
(hence the solutions grow exponentially). They further observed that σ depends on β in a
non-smooth, fractal way.
In the section on Discussions and Generalizations of the same paper, Embree and Tre-
fethen posed as one of the modications of the random Fibonacci recurrence (1. 6) the
following generalization: The coin might be weighted, so that + is chosen with proba-
bility p and − with probability 1 − p. The other problem we consider here is exactly this
generalization. Our results suggest that for values of β < 1, there appears to exist some
p∗ = p∗(β) for which the Lyapunov exponent for (1. 6) is 0, meaning the random Fibonacci
sequence in this case neither grows nor decays.
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Chapter 2
Weak Convergence in Stochastic Matrices
2.1 Introduction
Stochastic matrices are nonnegative matrices whose row sums are all equal to 1. Ubiquitous
in the literature, these matrices are most commonly encountered as transition matrices of
Markov chains.
We now describe briey the problem of weak convergence in stochastic matrices. Let
µ be a probability measure on B, the Borel sets of d × d stochastic matrices. Here, d is a
positive integer greater than 1. Let Sµ be the support of µ and let
S =
⋃
n≥1
Snµ
be the closed multiplicative semigroup generated by Sµ. Notice that S is then a compact
Hausdorff topological semigroup (with respect to usual matrix topology and matrix multi-
plication). We dene the convolution iterates µn in the usual manner. In other words, for
any B ∈ B,
µn+1(B) =
∫
µn{y : yx ∈ B} µ(dx),
for all n ≥ 1. We then say that the sequence (µn)n≥1 weakly converges to a probability
measure ν if and only if
lim
n→∞
∫
f dµn =
∫
f dν
for every bounded (real) continuous function f on S.
In [DM], Dhar and Mukherjea present a solution to the problem of weak convergence of
µn when the support Sµ of µ is contained in a set of 3×3 stochastic matrices. Their solution
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is expressed in terms of easily veriable conditions on Sµ, similar in spirit to Mukherjea’s
simple and beautiful result that when Sµ is contained in 2 × 2 stochastic matrices, weak
convergence occurs if and only if
Sµ 6=



0 1
1 0




[M1]. Their method is based on a bookkeeping of the possible structure of the compact
kernel K of S which, for semigroups of stochastic matrices, is well-known to consist of all
matrices in S with the minimal rank [HMu].
In another paper dealing with the same problem, Chakraborty and Rao [CR] introduce
a cyclicity property for the support Sµ, calling Sµ cyclic if there are pairwise disjoint
subsets A1, A2, . . . , Ak of {1, 2, . . . , d} such that for any s, 1 ≤ s ≤ k, and for any i ∈ As,∑
j∈As+1
Pij = 1
for any element P = (Pij) ∈ Sµ. Note that Ak+1 = A1 in the sum. For example, the set



1 0 0
0 0 1
0 1 0

 ,


1− a− b a b
0 0 1
0 1 0




where a, b ≥ 0 and 0 < a + b ≤ 1, is cyclic with A1 = {2} and A2 = {3}. Chakraborty
and Rao’s result, that in all cases except when Sµ is contained in a group of permutation
matrices, the cyclicity property of the elements in Sµ is necessary and sufcient for the
sequence µn not to converge weakly, is the same result obtained by Dhar and Mukherjea
expressed in more succint terms.
One motivation for our results in this chapter is to investigate if this connection between
cyclicity and weak convergence continues to hold even for d×d stochastic matrices, where
d > 3. We will show here that, as long as the common rank of the matrices in the kernel
K is 2, the equivalence of cyclicity of the support Sµ and non-weak convergence of µn still
holds when d > 3, but the cyclicity property is not necessary for non-weak convergence of
µn if the rank of the matrices in K is bigger than 2.
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2.2 Preliminaries
We begin with some notations and standard denitions. From now on, unless otherwise
stated, all matrices have real entries and are d× d, with d ≥ 2.
A matrix A is stochastic if its entries are all nonnegative and the sum of the entries in
each row is 1.
A set S of matrices forms a semigroup if it is closed under matrix multiplication. A
semigroup S is said to be left-zero (resp. right-zero) if AB = A (resp. AB = B) for all
A,B ∈ S.
A subset X of a semigroup S is called a right ideal if XS ⊆ X, where (as usual) XS =
{AB : A ∈ X,B ∈ S}. A left ideal is dened similarly. X is a two-sided ideal, or simply
an ideal, if it is simultaneously a left- and right ideal of S. The smallest (relative to set
inclusion) ideal of S is called its kernel. S is called simple if it has no proper ideals.
A matrix A ∈ S is idempotent if A2 = A. If A is idempotent, and, in addition, there is
no other idempotent B ∈ S satisfying AB = BA = B, then A is called primitive. S is
called completely simple if it is simple and it contains a primitive idempotent.
Idempotent stochastic matrices will play a major role in the analysis needed for our
problem, so we next present some results that will be used in the sequel. The rst such
result is the following well-known structure theorem for idempotent stochastic matrices
(see, for example, [M2]).
THEOREM 2.1 Let A be a d×d idempotent stochastic matrix. Let p be the rank of A. Then
there is a partition {T,C1, C2, . . . , Cp} of {1, 2, . . . , d}, called a basis of A, such that the
following hold:
1. j ∈ T means that the jth column of A is a zero column,
2. each Ck × Ck block of A is a strictly positive block with identical rows, and
3. each Cj × Ck, j 6= k, block of A is an all zero block.
Proof. See [M2].
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The set T in a basis {T,C1, C2, . . . , Cp} of A is called its T -class, and the Ck’s are called
its C-classes.
Two d×d idempotent stochastic matrices A and B are called essentially the same if they
have the same rank p and have bases given by:
A : {T,C1, C2, . . . , Cp},
B : {T ′, C ′1, C ′2, . . . , C ′p},
(2. 1)
such that for 1 ≤ j, k ≤ p, the T ×Ck block of A is identical to the T ′×C ′k block of B (for
each k), and the Cj × Ck block of A is identical to the C ′j × C ′k block of B for each pair
(j, k). A and B are of the same type iff their bases as given by (2. 1) above are such that
|T | = |T ′|, |C1| = |C ′1|, |C2| = |C ′2|, . . . , |Cp| = |C ′p|,
and furthermore, for each t ∈ T, there is a unique t′ ∈ T ′ such that for each k, 1 ≤ k ≤ p.
the {t} × Ck block of A is a strictly positive block iff the {t′} × C ′k block of B is also so.
EXAMPLE 1 The matrices

0 1 0
0 1 0
0 0 1

 ,


0 1/2 1/2
0 1 0
0 0 1

 , and


0 1/3 2/3
0 1 0
0 0 1


are essentially different from each other, although the second and the third matrices are of
the same type. The rst matrix, however, has a type different from that of the other two.
The following theorem asserts that as far as idempotent matrices are concerned, the
concepts of similarity and essential sameness are equivalent.
THEOREM 2.2 Two d×d stochastic idempotent matrices A and B are essentially the same
iff there is a d× d permutation matrix P such that PB = AP.
Proof. Suppose A and B are essentially the same. Consider the bases of A and B as given
above in (2. 1). Dene the bijection f from {1, 2, . . . , d} onto itself such that f(T ) = T ′
and f(Ck) = C ′k for each k, and furthermore, for all i, j ∈ {1, 2, . . . , d},
Aij = Bf(i),f(j).
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Note that this is clearly possible since A and B are essentially the same. Now dene the
permutation matrix P such that
Pij =

 1 if j = f(i),0 otherwise.
Then, for all i, j,
(PB)ij =
∑
k
PikBkj = Pi,f(i)Bf(i),j = Bf(i),j . (2. 2)
Write t = f−1(j). Then
(AP )ij =
∑
k
AikPkj = AitPtj = Ait,
which is equal to the right hand side of (2. 2) since f(t) = j. Thus, PB = AP.
Conversely, every permutation matrix P denes a bijection f as above such that for each
i, the element on the ith row and f(i)th column of P is 1. This means that the element on
the ith row and jth column of P is the same as the element on the f(i)th row and f(j)th
column of P−1AP. Thus, if we dene T ′ = f(T ), and C ′k = f(Ck), where A has the basis
{T,C1, C2, . . . , Cp}, then A and B = P−1AP are essentially the same.
COROLLARY 2.0.1 Two d×d idempotent stochastic matrices A and B are of the same type
iff there is a permutation matrix P such that the matrices B and P −1AP have the same
bases.
Proof. Immediate from the proof of Theorem 2.2.
We note that in Corollary 2.0.1, B and P−1AP may not be essentially the same, despite
having the same bases and the same type.
EXAMPLE 2 Let us here exhibit all possible types of idempotent 4× 4 stochastic matrices
of rank 2 or 3.
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Rank 2
i. Basis T = ∅, C1 = {1}, C2 = {2, 3, 4} :

1 0 0 0
0 a b 1− a− b
0 a b 1− a− b
0 a b 1− a− b


where a, b, a+ b ∈ (0, 1). (2. 3)
ii. Basis T = ∅, C1 = {1, 2}, C2 = {3, 4} :

a 1− a 0 0
a 1− a 0 0
0 0 b 1− b
0 0 b 1− b


where a, b ∈ (0, 1). (2. 4)
iii. Basis T = {1}, C1 = {2, 3}, C2 = {4} :

0 0 0 1
0 a 1− a 0
0 a 1− a 0
0 0 0 1


where a ∈ (0, 1). (2. 5)
iv. Basis T = {1, 2}, C1 = {3}, C2 = {4} :

0 0 a 1− a
0 0 b 1− b
0 0 1 0
0 0 0 1


where a, b ∈ [0, 1]. (2. 6)
Note that (2. 6) gives rise to nine different types according to whether a, b ∈ (0, 1),
a = 0 and b ∈ (0, 1), a = 1 and b ∈ (0, 1), b = 0 and a ∈ (0, 1), b = 1 and a ∈ (0, 1),
(a, b) = (0, 0), (a, b) = (1, 0), (a, b) = (0, 1) and (a, b) = (1, 1).
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Rank 3
i. Basis T = ∅, C1 = {1, 2}, C2 = {3}, C3 = {4} :

a 1− a 0 0
a 1− a 0 0
0 0 1 0
0 0 0 1


where a ∈ (0, 1), (2. 7)
ii. Basis T = {1}, C1 = {2}, C2 = {3}, C3 = {4} and none of the T × Cj, j = 1, 2, 3,
block of a matrix of this type is 0 or 1 :

0 a b 1− a− b
0 1 0 0
0 0 1 0
0 0 0 1


where a, b, a+ b ∈ (0, 1), (2. 8)
iii. Same basis as Type (ii), but exactly one of the T ×Cj, j = 1, 2, 3, block of a matrix of
this type is 1; there are three different types:

0 1 0 0
0 1 0 0
0 0 1 0
0 0 0 1


,


0 0 1 0
0 1 0 0
0 0 1 0
0 0 0 1


, or


0 0 0 1
0 1 0 0
0 0 1 0
0 0 0 1


, (2. 9)
iv. Same basis as Type (ii), but exactly one of the T ×Cj, j = 1, 2, 3, block of a matrix of
this type is 0; here also there are three different types:

0 0 a 1−a
0 1 0 0
0 0 1 0
0 0 0 1


,


0 a 0 1−a
0 1 0 0
0 0 1 0
0 0 0 1


, or


0 a 1−a 0
0 1 0 0
0 0 1 0
0 0 0 1


, (2. 10)
where a ∈ (0, 1).
14
EXAMPLE 3 Let us now consider the general form of an idempotent d×d stochastic matrix
e of rank 2. Let {T,C1, C2} be a basis of e. Let k = |T |, c1 = |C1|, and c2 = |C2|, where
k + c1 + c2 = d. According to Theorem 2.1, e must have the block form
e =


0 A′ B′
0 A 0
0 0 B

 , (2. 11)
where the top left zero block is k × k, and A (resp. B) is a c1 × c1 (resp. c2 × c2) strictly
positive stochastic matrix with identical rows, each equal to A1 = (a1, a2, . . . , ac1) (resp.
B1 = (b1, b2, . . . , bc2)). Since e has rank 2, each of the rst k rows of e must be a linear
combination of A1 and B1. In other words, the k × c1 matrix A′ and the k × c2 matrix B′
must have the form
A′ =


r1A1
r2A1
.
.
.
rkA1


(2. 12)
and
B′ =


(1− r1)B1
(1− r2)B1
.
.
.
(1− rk)B1


, (2. 13)
for some constants r1, r2, . . . , rk ∈ [0, 1].
In the sequel, we will also need the following result concerning nite groups of d × d
stochastic matrices of common rank.
THEOREM 2.3 Let G be a nite group of d× d stochastic matrices of common rank p. Let
{T,C1, C2, . . . , Cp} be the basis of the identity of G. Then there an isomorphism from G to
a subgroup of the group Sp of permutations on {1, 2, . . . , p} such that if pi is the isomorphic
image of A ∈ G, then the Cj × Ck block of A is an all-zero block whenever pi(j) 6= k.
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Proof. See [M2].
EXAMPLE 4 In Theorem 2.3, consider the case when p = 2 in the general d× d situation.
The isomorphism from G to S2 has e given by (2. 11) in Example 3 as the isomorphic
preimage of the identity permutation. Here, we calculate the d×d stochastic matrix preim-
age y of the permutation (12) under this isomorphism.
Let us follow the denitions and notations in Example 3. Then, immediately from The-
orem 2.3, we know that the C1×C1 and C2×C2 blocks of y must be zero blocks. Further,
from the equation ye = y, it follows that the rst k columns of y must be zero columns.
Write
y =


0 U V
0 0 W
0 Z 0

 ,
where U is k×c1, V is k×c2, W is c1×c2, and Z is c2×c1, with W and Z both stochastic.
The equations ye = y, ey = y, and y2 = e then translate to the matrix equations
UA = U, V B = V, WB = W, ZA = Z, (2. 14)
B′Z = U, A′W = V, AW = W, BZ = Z, (2. 15)
and
V Z = A′, UW = B′, WZ = A, ZW = B, (2. 16)
respectively. Since both A and B have identical rows, and therefore constant columns, the
last two equations in (2. 15) imply that W and Z do, too. This information, together with
the last two equations in (2. 14), completely determine W and Z :
W =


B1
B1
.
.
.
B1


(c1-many rows) and Z =


A1
A1
.
.
.
A1


(c2-many rows).
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The rst equation in (2. 15) then implies that the entry in the jth row and lth column of U,
where j ∈ T and l ∈ C1, is
∑
s∈C2
(1− rj)bsal = (1− rj)al,
while the second equation in (2. 15) implies that the entry in the jth row and lth column of
V, where j ∈ T and l ∈ C2, is ∑
s∈C1
rjasbl = rjbl.
Thus, y has the block form
y =


0
(1− r1)A1
(1− r2)A1
.
.
.
(1− rk)A1
r1B1
r2B1
.
.
.
rkB1
0 0
B1
B1
.
.
.
B1
0
A1
A1
.
.
.
A1
0


. (2. 17)
Next we present the following general theorem which forms the basis for the method
presented in [DM]:
THEOREM 2.4 Let S be a locally compact second countable Hausdorff semigroup and µ
be a probability measure on the Borel subsets of S. Suppose that
S =
∞⋃
n=1
Snµ ,
where Sµ is the support of µ.
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Suppose that the sequence {µn : n ≥ 1} is a tight sequence; that is, given ε > 0,
there is a compact set Kε such that for all n ≥ 1, µn(Kε) > 1 − ε. Then the sequence
(1/n)
∑n
k=1 µ
k converges weakly to a probability measure ν, where Sν , the support of ν, is
the kernel K of S. The group factor G of K (which is completely simple) is compact. The
sequence µn converges weakly to ν iff there does not exist a subgroup H of K such that the
following conditions hold:
1. H is a normal subgroup of the group eKe ≡ G, where e is the identity of H,
2. Y X ⊂ H, where Y is the set of all idempotents in Ke and X is the set of all idempotent
elements in eK,
3. eSµe ⊂ gH for some g ∈ G \H.
Proof. See Theorem 2.1 in [LM].
We note that when Sµ is contained in a set of d × d stochastic matrices, which is the case
of interest to us, the most important assertion in Theorem 2.4 relevant to our problem is
the following: the sequence µn does not converge weakly if and only if there exists an
idempotent e in the kernel K of S such that
eSµe ⊂ gH, (2. 18)
for some g ∈ eKe \H and some proper normal subgroup H of eKe.
We remark that Dhar and Mukherjea’s solution in [DM] is essentially accomplished by
translating (2. 18) into a set of conditions on Sµ by considering the possibilities for the
kernel K and the proper normal subgroups of the corresponding compact group eKe.
For emphasis, we record the following information which follows when Theorem 2.4 is
applied to the case under investigation. The kernel K, structurewise, is a completely simple
semigroup; in other words, K is topologically isomorphic to (that is, can be identied with)
the product X × G × Y, where G is a nite group and G = eKe, where e is some xed
idempotent matrix in K, X is a left-zero semigroup consisting of all idempotent matrices in
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Ke, Y is a right-zero semigroup consisting of all idempotent matrices in eK, and Y X ⊂ G.
The multiplication in X×G×Y is given by: (x, g, y)(x′, g′, y′) = (x, g(yx′)g′, y′). Details
of these are also given in [HMu].
As mentioned in Section 2.1, it is well-known that K consists of all matrices in S which
have the minimal rank. Moreover, if this minimal rank is one (that is, the matrices in the
kernel K have identical rows), then Lemma 2.1 below says that the sequence µn always
converges weakly.
LEMMA 2.1 Let µ be a probability measure with support Sµ inside a set of d×d stochastic
matrices. Let K be the kernel of the closed semigroup S generated by Sµ. If the common
rank of the matrices in K is equal to 1, then the sequence µn converges weakly.
Proof. It is easy to verify that for any two stochastic matrices A and B in K, AB = B.
Notice that since S is compact, the averaged sequence (1/n)
∑n
k=1 µ
k always converges to
some probability measure ν, whose support Sν is actually equal to K. Further, for any open
set G containing K, µn(G) → 1 as n → ∞. This means that if ν ′ is another weak limit
point of (µn), then its support Sν′ is inside K. Since ν ∗ µ = ν, it follows that ν ∗ (µn) = ν
for each n, so ν ∗ ν ′ = ν. But ν ∗ ν ′ = ν ′ since AB = B for any two matrices A,B ∈ K.
Thus, ν ′ = ν, and so µn converges weakly to ν.
Also, when the rank of the matrices in K is d (that is, when they all have full rank), then
K happens to be a compact group, and in this case, K = S consists of d × d invertible
matrices, and as such, the question of weak convergence of µn can be easily resolved using
well-known classical results. Thus, we will only need to look into the cases when K
consists of matrices with rank r, where r is strictly between 1 and d.
For the special case when Y X = G in Theorem 2.4, we have the following:
COROLLARY 2.1.1 Let µ be a probability measure on the Borel subsets of d× d stochastic
matrices, and let S =
(⋃
n≥1 S
n
µ
)
be the closed (multiplicative) semigroup generated by the
support Sµ of µ. Let K be the kernel of S and let X ×G×Y be the product representation
of K. If Y X = G, then µn converges weakly.
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Proof. Let η be the identity of the group of weak limit points of µn. If Y X = G, then by
Theorem 2.4, the support Sη of η has the product representation X × G × Y, the same as
that of Sν , where ν = (w) limn→∞(1/n)
∑n
k=1 µ
k. We also have
η ∗ ν = ν ∗ η = ν, (2. 19)
since µ ∗ ν = ν ∗ µ = ν. By (2. 19) and Proposition 2.5 (page 74, [HMu]) it follows that
for any Borel set B ⊂ K and any x ∈ K,
ν{y : yx ∈ B} =
∫
η{z : zyx ∈ B} ν(dy)
= η{y : yx ∈ B},
and since ν = ν ∗ η and η = η ∗ η, we also have
ν(B) =
∫
ν{y : yx ∈ B} η(dx)
=
∫
η{y : yx ∈ B} η(dx)
= η ∗ η(B) = η(B).
Thus, ν = η. It follows that
µ ∗ η = η ∗ µ = η. (2. 20)
This means that for any weak limit point ν ′ of µn, ν ′ = ν ′ ∗ η = η ∗ ν ′ = η. In other words,
whenever Y X = G, µn converges weakly to η.
Next we dene cyclicity following [CR] (see page 169, at the end of the paper). Let
A1, A2, . . . , Ak be pairwise disjoint subsets of {1, 2, . . . , d} so that ∪ki=1Ai may or may not
equal {1, 2, . . . , d}. Then Sµ is called cyclic with respect to {A1, A2, . . . , Ak} if, for each
x in Sµ with Ak+i ≡ Ai, 1 ≤ i ≤ k, we have
∑
j∈Am+1
xij = 1, i ∈ Am, 1 ≤ m ≤ k. (2. 21)
This denition immediately gives us the following:
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LEMMA 2.2 Let µ be a probability measure on the Borel subsets of d× d stochastic matri-
ces, and let Sµ be the support of µ. If Sµ is cyclic, then µn does not converge weakly.
Proof. Dene the sets C and D as
C = {x ∈ S :
∑
j∈A1
xij = 1 for each i ∈ A2}
and
D = {x ∈ S :
∑
j∈A2
xij = 1 for each i ∈ A1},
where A1 and A2 are as they appear in the denition of cyclicity above, then C and D are
disjoint compact subsets of S, and furthermore, for each n ≥ 1,
µnk(C) = 1 and µnk+1(D) = 1.
If µn converges weakly to λ as n → ∞, then clearly λ(C) = 1 as well as λ(D) = 1. But
this is impossible. Thus, cyclicity of Sµ implies non-weak convergence of µn.
In the next section, we explicitly solve the problem of weak convergence in 4×4 stochas-
tic matrices following Dhar and Mukherjea’s method in [DM]. As pointed out at the end of
the introduction to the present chapter, one reason for this calculation is to verify whether
Chakraborty and Rao’s characterization, in the 3× 3 case, of non-weak convergence of the
sequence µn in terms of cyclicity of the support Sµ is still valid in the 4× 4 case.
2.3 4× 4 Stochastic Matrices
In this section, µ is a probability measure with support Sµ inside a set of 4 × 4 stochastic
matrices, S is the multiplicative semigroup generated by Sµ, and K is the kernel of S. Our
aim here is to use (2. 18) in Section 2.2 to nd a necessary and sufcient condition on Sµ
in order for the sequence µn not to converge weakly.
Suppose, then, that in everything that follows, µn does not converge weakly.
First, let the common rank of the matrices in K be 2. According to Theorem 2.3, the
compact group eKe of Theorem 2.4 must then be isomorphic to the two-element symmetric
21
group S2 = {(1), (12)}. Here, e is one of the idempotent 4× 4 stochastic matrices of rank
2 given by (2. 3), (2. 4), (2. 5), or (2. 6) in Example 2.
Suppose e has the form displayed in (2. 3). That is,
e =


1 0 0 0
0 a b 1− a− b
0 a b 1− a− b
0 a b 1− a− b


where a, b, a + b ∈ (0, 1). Since the C-classes of e are C1 = {1} and C2 = {2, 3, 4},
the C1 × C1 and C2 × C2 blocks of the stochastic matrix A ∈ eKe corresponding to the
permutation pi = (12) are zero blocks, according to Theorem 2.3. Therefore, A must have
the form 

0 s t 1− s− t
1 0 0 0
1 0 0 0
1 0 0 0


for some s, t ∈ [0, 1]. The equation A2 = e then shows that s = a and t = b, giving
A =


0 a b 1− a− b
1 0 0 0
1 0 0 0
1 0 0 0


. (2. 22)
The only proper normal subgroup of eKe = {e, A} is the trivial subgroup {e}, and conse-
quently its coset is the singleton {A}. Thus, the condition (2. 18) translates to the equation
exe = A, (2. 23)
where
x =


a1 a2 a3 1− a1 − a2 − a3
b1 b2 b3 1− b1 − b2 − b3
c1 c2 c3 1− c1 − c2 − c3
d1 d2 d3 1− d1 − d2 − d3


(2. 24)
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is an arbitrary element of the support Sµ. We note that in (2. 24), all variables are nonneg-
ative and at most equal to 1. (2. 23) then leads to the equations
a1 = 0
and
ab1 + bc1 + (1− a− b)d1 = 1. (2. 25)
It follows from (2. 25) that b1 = c1 = d1 = 1, leading to
x =


0 s t 1− s− t
1 0 0 0
1 0 0 0
1 0 0 0


.
We conclude that under the condition of non-weak convergence of the sequence µn, and
with e given by (2. 3), the support Sµ must satisfy
Sµ ⊂




0 s t 1− s− t
1 0 0 0
1 0 0 0
1 0 0 0


: s, t, s+ t ∈ [0, 1]


. (2. 26)
Recalling Chakraborty and Rao’s denition of cyclicity, we conclude that Sµ in (2. 26)
is cyclic with respect to the disjoint subsets {1} and {2, 3, 4} of {1, 2, 3, 4}.
In the following, when describing a condition of set inclusion that Sµ must satisfy for
non-weak convergence of the sequence µn, as in (2. 26), if doing so will not cause confu-
sion we will omit the description of the variables used, with the understanding that they are
all non-negative and at most 1, and such that the matrix they form is stochastic.
Similar calculations show that if e is given by (2. 4), that is,
e =


a 1− a 0 0
a 1− a 0 0
0 0 b 1− b
0 0 b 1− b


,
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where a, b,∈ (0, 1), then Sµ must satisfy
Sµ ⊂




0 0 s 1− s
0 0 t 1− t
u 1− u 0 0
v 1− v 0 0


: s, t, u, v ∈ [0, 1]


, (2. 27)
in which case Sµ is cyclic with respect to {1, 2} and {3, 4}.
Let us next consider the case when e is given by (2. 5), that is,
e =


0 0 0 1
0 a 1− a 0
0 a 1− a 0
0 0 0 1


,
where a ∈ (0, 1). In this case, the C-classes are C1 = {2, 3} and C2 = {4}, so that if
eKe = {e, A}, then
A =


0 s 1− s 0
0 0 0 1
0 0 0 1
0 a 1− a 0


, (2. 28)
where s ∈ [0, 1]. It then follows that elements in Sµ must be of the form

s1 s2 s3 1−s1−s2−s3
t 0 0 1− t
u 0 0 1− u
0 v 1− v 0


, (2. 29)
which may be simplied further, as follows. Pick an element y of the form given by (2.
29). Then with e as above,
ey2e =


0 0 0 1
0 ∗ ∗ (1− (s2+s3))(at+(1−a)u)
0 ∗ ∗ (1− (s2+s3))(at+(1−a)u)
0 0 0 1


.
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By inspection, this element cannot be A in (2. 28), so it must be e itself, implying that
(1− (s2 + s3)) (at+ (1− a)u) = 0.
Thus, if there exists y ∈ Sµ with at least one of t, u > 0, then s2 + s3 = 1 (since
a ∈ (0, 1)) and accordingly Sµ must satisfy
Sµ ⊂




0 s 1− s 0
t 0 0 1− t
u 0 0 1− u
0 v 1− v 0


:
s, v ∈ [0, 1] and either t
or u or both are positive


, (2. 30)
otherwise t = u = 0 and Sµ must satisfy
Sµ ⊂




s1 s2 s3 1−s1−s2−s3
0 0 0 1
0 0 0 1
0 v 1− v 0




. (2. 31)
Note that in (2. 30), Sµ is cyclic with respect to {1, 4} and {2, 3}, and in (2. 31), Sµ is
cyclic with respect to {2, 3} and {4}.
To nish the rank 2 case, we consider the situation when e is given by (2. 6), that is,
e =


0 0 a 1− a
0 0 b 1− b
0 0 1 0
0 0 0 1


,
where a, b ∈ [0, 1]. Here, the appropriate condition on Sµ depends on a and b. We give all
possibilities below, and the corresponding condition on Sµ.
• a, b ∈ (0, 1) :
Sµ ⊂




s1 s2 s3 1−s1−s2−s3
t1 t2 t3 1−t1−t2−t3
0 0 0 1
0 0 1 0




, (2. 32)
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and Sµ is cyclic with respect to {3}, {4}.
• a = 0 and b ∈ (0, 1) :
Either Sµ satises
Sµ ⊂




0 0 1 0
t1 t2 t3 1−t1−t2−t3
u 0 0 1− u
0 0 1 0




(2. 33)
for some xed u > 0, or else Sµ satises the same condition as (2. 32). Note that Sµ in
(2. 33) is cyclic with respect to {1, 4}, {3}.
• a = 1 and b ∈ (0, 1) :
Either Sµ satises
Sµ ⊂




0 0 0 1
t1 t2 t3 1−t1−t2−t3
0 0 0 1
u 0 1− u 0




(2. 34)
for some xed u > 0, or else Sµ satises the same condition as (2. 32). Note that Sµ in
(2. 34) is cyclic with respect to {1, 3}, {4}.
• a ∈ (0, 1) and b = 0 :
Either Sµ satises
Sµ ⊂




s1 s2 s3 1−s1−s2−s3
0 0 1 0
0 u 0 1− u
0 0 1 0




(2. 35)
for some xed u > 0, or else Sµ satises the same condition as (2. 32). Note that Sµ in
(2. 35) is cyclic with respect to {2, 4}, {3}.
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• a ∈ (0, 1) and b = 1 :
Either Sµ satises
Sµ ⊂




s1 s2 s3 1−s1−s2−s3
0 0 0 1
0 0 0 1
0 u 1− u 0




(2. 36)
for some xed u > 0, or else Sµ satises the same condition as (2. 32). Note that Sµ in
(2. 36) is cyclic with respect to {2, 3}, {4}.
• a = b = 0 :
Either Sµ satises
Sµ ⊂




0 0 1 0
0 0 1 0
u v 0 1− u− v
0 0 1 0




(2. 37)
for some xed u, v > 0, or else Sµ satises the same condition as (2. 32), (2. 33), or
(2. 35). Note that Sµ in (2. 37) is cyclic with respect to {1, 2, 4}, {3}.
• a = 1, b = 0 :
Either Sµ satises
Sµ ⊂




0 s 0 1−s
t 0 1− t 0
0 u 0 1− u
0 0 1 0




(2. 38)
for xed u, t > 0, or Sµ satises
Sµ ⊂




0 s 0 1− s
t 0 1−t 0
0 0 0 1
v 0 1− v 0




(2. 39)
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for xed s, v > 0, or Sµ satises
Sµ ⊂




0 s 0 1− s
t 0 1− t 0
0 u 0 1− u
v 0 1− v 0




. (2. 40)
for xed u, v > 0, or else Sµ satises the same condition as (2. 32), (2. 34), or (2. 35).
Note that Sµ in (2. 38), (2. 39), or (2. 40) is cyclic with respect to {1, 3}, {2, 4}.
• a = 0, b = 1 :
Either Sµ satises
Sµ ⊂




0 s 1− s 0
t 0 0 1−t
u 0 0 1− u
0 0 1 0




(2. 41)
for xed s, u > 0, or Sµ satises
Sµ ⊂




0 s 1−s 0
t 0 0 1− t
0 0 0 1
0 v 1− v 0




(2. 42)
for xed t, v > 0, or Sµ satises
Sµ ⊂




0 s 1− s 0
t 0 0 1− t
u 0 0 1− u
0 v 1− v 0




. (2. 43)
for xed u, v > 0, or else Sµ satises the same condition as (2. 32), (2. 33), or (2. 36).
Note that Sµ in (2. 41), (2. 42), or (2. 43) is cyclic with respect to {1, 4}, {2, 3}.
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• a = b = 1 :
Either Sµ satises
Sµ ⊂




0 0 0 1
0 0 0 1
0 0 0 1
u v 1− u− v 0




, (2. 44)
for some xed u, v > 0, or else Sµ satises the same condition as (2. 32), (2. 34), or
(2. 36). Note that Sµ in (2. 44) is cyclic with respect to {1, 2, 3}, {4}.
This completes the rank 2 case. We point out that in all cases, µn not weakly convergent
implies Sµ is cyclic.
We now assume that the common rank of the matrices in the kernel K is 3. In this case,
the group eKe, where e is a 4× 4 idempotent stochastic matrix of rank 3, is isomorphic to
a subgroup of the symmetric group S3 of permutations on {1, 2, 3}. Note that the nontrivial
proper subgroups of S3 are the three two-element subgroups each consisting of the identity
permutation and a transposition, together with the normal subgroup consisting of the even
permutations. It is therefore clear that the condition which Sµ must satisfy, under the same
assumption that the sequence µn does not converge weakly, is
eSµe ⊂ {M(12),M(13),M(23)} (2. 45)
(assuming eSµe has more than one element), where Mτ is the stochastic matrix pre-image
of the transposition τ ∈ {(12), (13), (23)}, under the isomorphism of Theorem 2.3.
As was done in the rank 2 case, we let
x =


a1 a2 a3 1− a1 − a2 − a3
b1 b2 b3 1− b1 − b2 − b3
c1 c2 c3 1− c1 − c2 − c3
d1 d2 d3 1− d1 − d2 − d3


be an arbitrary element of the support Sµ, and solve the equation
exe = Mτ (2. 46)
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arising from (2. 45), for each of the possibilities for e given by (2. 7), (2. 8), (2. 9), or (2.
10), and the corresponding stochastic matrices Mτ , τ = (12), (13), (23).
We show the details of the calculations involved using one particular type of a 4 × 4
idempotent stochastic matrix e of rank 3, namely the rst matrix displayed in (2. 9). That
is,
e =


0 1 0 0
0 1 0 0
0 0 1 0
0 0 0 1


.
From Theorem 2.3, the stochastic matrices M(12),M(13), and M(23) in this case are given
by 

0 0 1 0
0 0 1 0
0 1 0 0
0 0 0 1


,


0 0 0 1
0 0 0 1
0 0 1 0
0 1 0 0


, and


0 1 0 0
0 1 0 0
0 0 0 1
0 0 1 0


,
respectively.
Then it follows from the equality exe = M(12) (after computations) that x must be of the
form 

s t u v
0 0 1 0
w 1− w 0 0
0 0 0 1


where every entry is nonnegative with each row sum equal to 1. Let us call a typical element
of this form x1. Noting that the element ex21e is an element in eKe, and after computations
looking at its form, it is clear that this element must be the element e, whence it follows
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(after computations) that x1 must be one of the following two possible forms:

s′ t′ u′ v′
0 0 1 0
0 1 0 0
0 0 0 1


or


0 0 1 0
0 0 1 0
c 1− c 0 0
0 0 0 1


,
where again the entries are nonnegative with each row sum 1.
Let us call a typical element of the rst form y and a typical element of the second form
z. Noting that if there exists a z with c > 0, then since e(zy)e must again equal e, it follows
after computations that in y, c′ = 1 if there is a z in Sµ with c > 0. In other words, in
the case when exe = M(12), the form of x must be that of z above where c ≥ 0. By
also considering the equations exe = M(13) and exe = M(23), and going through similar
arguments and computations, we see that Sµ must be contained in the set



0 0 1 0
0 0 1 0
c 1−c 0 0
0 0 0 1


,


0 0 0 1
0 0 0 1
0 0 1 0
d 1−d 0 0


,


a 1−a 0 0
b 1−b 0 0
0 0 0 1
0 0 1 0




. (2. 47)
Note that Sµ in this case cannot be cyclic if it has more than one element.
The corresponding conditions for Sµ when e is given by the other two matrices displayed
in (2. 9) are
Sµ ⊂




0 1 0 0
f 0 1−f 0
0 1 0 0
0 0 0 1


,


u 0 1−u 0
0 0 0 1
g 0 1−g 0
0 1 0 0


,


0 0 0 1
0 1 0 0
0 0 0 1
h 0 1−h 0




(2. 48)
and
Sµ ⊂




r 0 0 1−r
0 0 1 0
0 1 0 0
f 0 0 1−f


,


0 1 0 0
g 0 0 1−g
0 0 1 0
0 1 0 0


,


0 0 1 0
0 1 0 0
h 0 0 1−h
0 0 1 0




, (2. 49)
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respectively.
Next, when e has the form given by (2. 7), that is,
e =


a 1− a 0 0
a 1− a 0 0
0 0 1 0
0 0 0 1


.
where a ∈ (0, 1), then Sµ must satisfy
Sµ ⊂




0 0 1 0
0 0 1 0
u 1−u 0 0
0 0 0 1


,


0 0 0 1
0 0 0 1
0 0 1 0
v 1−v 0 0


,


s 1−s 0 0
t 1−t 0 0
0 0 0 1
0 0 1 0




(2. 50)
and when e is given by (2. 8), that is,
e =


0 a b 1− a− b
0 1 0 0
0 0 1 0
0 0 0 1


where a, b, a+ b ∈ (0, 1), the condition for Sµ is
Sµ ⊂




r s t 1−r−s−t
0 0 1 0
0 1 0 0
0 0 0 1


,


u v w 1−u−v−w
0 0 0 1
0 0 1 0
0 1 0 0


,


x y z 1−x−y−z
0 1 0 0
0 0 0 1
0 0 1 0




. (2. 51)
Finally, when e takes each of the possible values in (2. 10), the same condition given in
(2. 51) is obtained.
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This nishes our analysis of the rank 2 and rank 3 cases. In view of Lemma 2.1 in Section
2.2 and the remarks following its proof, these are the only cases that need to be considered
in studying problem of weak convergence in 4 × 4 stochastic matrices. We therefore have
the following:
THEOREM 2.5 Let µ be a probability measure on the Borel subsets of 4 × 4 stochastic
matrices such that the minimal rank of the matrices in the kernel K of the closed semigroup
generated by the support Sµ of µ is 2. Then the sequence of convolution powers µn does
not converge weakly iff Sµ is cyclic. If the common rank of the matrices in K is 3, then
cyclicity of Sµ is not necessary for non-weak convergence of µn.
Proof. Follows from the preceding discussion.
We now present a couple of examples.
EXAMPLE 5 Consider a probability measure µ with support Sµ given by Sµ = {A,B},
where
A =


0 0 1 0
1
2
0 0 1
2
1
2
0 0 1
2
0 1 0 0


and B =


0 1 0 0
1
2
0 0 1
2
1
2
0 0 1
2
0 0 1 0


. (2. 52)
Then the semigroup S generated by Sµ has 4 elements and is given by
S = {e, A,B,C}
where A and B are given in (2. 52),
e =


1
2
0 0 1
2
0 1
2
1
2
0
0 1
2
1
2
0
1
2
0 0 1
2


and C =


0 1
2
1
2
0
1
2
0 0 1
2
1
2
0 0 1
2
0 1
2
1
2
0


.
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The multiplication table of S is given by
e A B C
e e C C C
A C e e e
B C e e e
C C e e e
It is clear from the multiplication table that the kernel K is {e, C}, which consists precisely
of the matrices of the minimal rank 2. Moreover, K = eKe is a two-element group, and,
as such, only has the trivial subgroup {e} as its normal subgroup. The coset {C} is exactly
the set eSµe, and therefore the sequence µn does not converge weakly. Notice that Sµ is
cyclic with respect to the partition {1, 4} and {2, 3} of {1, 2, 3, 4}.
EXAMPLE 6 Consider a two-point probability measure µ with support Sµ given by Sµ =
{A,B}, where
A =


1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0


and B =


0 0 0 1
0 0 0 1
0 0 1 0
0 1 0 0


. (2. 53)
Then it can be veried that the semigroup S generated by Sµ has 8 elements and is given
by
S = {e, A,B,C,D,E, F, I},
where A and B are given in (2. 53),
e =


0 1 0 0
0 1 0 0
0 0 1 0
0 0 0 1


,
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C =


0 0 1 0
0 0 1 0
0 0 0 1
0 1 0 0


, D =


0 0 0 1
0 0 0 1
0 1 0 0
0 0 1 0


,
E =


0 1 0 0
0 1 0 0
0 0 0 1
0 0 1 0


, F =


0 0 1 0
0 0 1 0
0 1 0 0
0 0 0 1


,
and I is the 4× 4 identity matrix. The multiplication table of S is given by
e A B C D E F I
e e E B C D E F e
A E I D F B e C A
B B C e E F C D B
C C B F D e B E C
D D F E e C F B D
F E e D F B e C E
F F D C B E D e F
I e A B C D E F I
Except for A and I, both of which are of rank 4, all the matrices in S have rank 3. The
kernel K is therefore
K = {e, B,C,D,E, F}.
Notice that K = eKe is a group isomorphic to the symmetric group S3 on {1, 2, 3}, and
the coset {B,E, F} of the normal subgroup {e, C,D} contains
eSµe = {B,E}.
Thus, the sequence µn does not converge weakly. Notice also that Sµ is not cyclic.
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2.4 The d× d case
Let us now attempt to solve the present problem in the general d × d case. Thus, we let µ
be a probability measure with support Sµ inside a set of d × d stochastic matrices, S the
multiplicative semigroup generated by Sµ, and K the kernel of S.
The rst step is to determine what happens when the rank of the matrices in K is 2. In
this case, the group G = eKe, where e is a xed idempotent in K, and X × G × Y is a
product representation of K (as described in the remarks after Theorem 2.4 of Section 2.2),
has one or two elements. In case G has only one element, then since Y X ⊂ G, Y X must
indeed equal G, and by Corollary 2.1.1, the sequence µn must then converge weakly.
Thus, if we assume that µn does not converge weakly, then the group G = eKe has
two elements {e, y}, where e is a d × d idempotent stochastic matrix that has the general
form calculated in Example 3 of Section 2.2, and y is the d× d stochastic matrix satisfying
ey = ye = y and y2 = e. That is, e has basis {T,C1, C2}, where T,C1, and C2 have,
respectively, k, c1, and c2 elements with k + c1 + c2 = d, and
e =


0 A′ B′
0 A 0
0 0 B

 .
In this block form, the top left zero block is k × k, the strictly positive rank one stochastic
matrices A and B are c1 × c1 and c2 × c2, respectively, A′ is k × c1 and B′ is k × c2. If A
has identical rows equal to
A1 = (a1, a2, . . . , ac1)
and B has identical rows equal to
B1 = (b1, b2, . . . , bc2),
36
then A′ and B′ are given by
A′ =


r1A1
r2A1
.
.
.
rkA1


and B′ =


(1− r1)B1
(1− r2)B1
.
.
.
(1− rk)B1


,
for some constants r1, r2, . . . , rk ∈ [0, 1].
We also know from Example 4 of Section 2.2 that y must then have the form
y =


0
(1− r1)A1
(1− r2)A1
.
.
.
(1− rk)A1
r1B1
r2B1
.
.
.
rkB1
0 0
B1
B1
.
.
.
B1
0
A1
A1
.
.
.
A1
0


,
where the diagonal blocks are zero blocks of size k × k, c1 × c1, and c2 × c2, respectively.
We now proceed to determine the block structure of an arbitrary stochastic matrix
x =


X11 X12 X13
X21 X22 X23
X31 X32 X33

 (2. 54)
in Sµ. Here, the diagonal blocks Xjj, j = 1, 2, 3, are of size k × k, c1 × c1, and c2 × c2,
respectively. (The blocks corresponding to x′ in Sµ will accordingly be referred to as X ′ij,
those for x′′ will be referred to as X ′′ij, etc.)
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Since we are assuming non-weak convergence of µn, exe must be equal to the non-
identity element in the group eKe. In other words,
eSµe = {y}, (2. 55)
which implies, in particular, that
A(X21A
′ +X22A) = 0 (2. 56)
and
B(X31B
′ +X33B) = 0. (2. 57)
Since both A and B are strictly positive, it follows from (2. 56) and (2. 57) that
X22 = 0 (2. 58)
and
X33 = 0, (2. 59)
which consequently give
AX21A
′ = 0 (2. 60)
and
BX31B
′ = 0. (2. 61)
Now dene the sets
T1 = {t ∈ T : rt = 0}
T2 = {t ∈ T : rt = 1}
T3 = {t ∈ T : rt ∈ (0, 1)}.


(2. 62)
For s, t ∈ C1, the (s, t)-entry of AX21A′ in (2. 60) is 0. This entry is
(AX21A
′)st =
∑
u∈C1
∑
w∈T
au(X21)uwrwat
= at
∑
u∈C1
∑
w∈T2∪T3
au(X21)uwrw,
38
implying that (X21)uw = 0 for all u ∈ C1 and w ∈ T2 ∪ T3. Thus,
X21|C1×(T2∪T3) = 0. (2. 63)
Similarly, from (2. 61) we obtain
X31|C2×(T1∪T3) = 0. (2. 64)
Next, we know that ex2e must be either e or y. In the 4× 4 rank 2 case, as we saw in the
preceding section, this is easy to determine by looking at the form of ex2e and comparing
with e or y, nding that in all cases, ex2e = e. In the general case, it is still true that
ex2e = e, and, in fact, we have following:
LEMMA 2.3 Let µ be a probability measure with support Sµ inside a set of d×d stochastic
matrices, S the multiplicative semigroup generated by Sµ, and K the kernel of S. Let the
rank of the matrices in K be 2, and let e be a xed idempotent in K. Assume that µn does
not converge weakly. Then
eS2nµ e = {e}, n ≥ 1,
eS2n+1µ e = {y}, n ≥ 0.
(2. 65)
Proof. Let x1, x2 be in Sµ. Then the element ex1 cannot be an idempotent; for if it is, then
ex1, being an element in eK, belongs to Y, which is a right-zero semigroup, and as such,
(ex1)e = e, contradicting (2. 55). Similarly, the element x2e cannot be an idempotent; for
if it is, then e(x2e) = e, since x2e will then be an element in X, a left-zero semigroup. Thus,
considering the product representation X×G×Y of K, where Y X = {e} and G = {e, y},
the elements ex1 and x2e, considered as elements in X×G×Y, have representations given
by
ex1 = (x
′, y, y′), x′ ∈ X, y′ ∈ Y,
x2e = (x
′′, y, y′′), x′′ ∈ X, y′′ ∈ Y.
Notice that an element of the form (x′′′, e, y′′′), where x′′′ ∈ X and y′′′ ∈ Y, is an idempo-
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tent since Y X = {e}. Thus, we have
ex1x2e = (x
′, y, y′)(x′′, y, y′′)
= (x′, y(y′x′′)y, y′′)
= (x′, e, y′′),
which is an idempotent. Since ex1x2e ∈ eKe = G, ex1x2e = e. This proves that eS2µe =
{e}.
Let us now observe that each element in the set S2µe is an idempotent, since for any x1, x2
in Sµ,
(x1x2e)(x1x2e) = x1x2(ex1x2e) = x1x2e,
by the previous step. Also, any element in the set ySµ is an idempotent, since for any
x3 ∈ Sµ,
(yx3)(yx3) = (yex3)(eyx3) = y(ex3e)yx3 = y
3x3 = yx3,
using (2. 55). Thus, yx3 = eyx3 ∈ Y, and x1x2e ∈ X. Since Y X = {e}, it follows that for
x1, x2, x3 ∈ Sµ, we have
(yx3)(x1x2e) = e,
or
ex3x1x2e = y.
Thus, we have proven:
eS3µe = {y}.
Now suppose we have proven: eS2kµ e = e for k ≤ n. Then since (S2nµ e)(S2nµ e) =
S2nµ (eS
2n
µ e) = S
2n
µ e, every element in S2nµ e is an idempotent, and therefore, in X. Also,
since (ySµ)(ySµ) = (ye)Sµ(ey)Sµ = y(eSµe)ySµ = y3Sµ = ySµ, using (2. 55), every
element in ySµ = eySµ is an idempotent, and therefore, in Y. Hence,
(ySµ)(S
2n
µ e) ⊂ Y X = {e},
or
eS2n+1µ e = {y}.
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Similarly, since (eS2µ)(eS2µ) = (eS2µe)S2µ = eS2µ, every element in eS2µ ∈ Y, and this means
that eS2n+2µ e = (eS2µ)(S2nµ e) ⊂ Y X = {e}. This proves (2. 65) completely.
Now we will use the equation exx′e = e for any two arbitrary elements x, x′ ∈ Sµ (see
(2. 65)). This gives us the equations
A(X ′21X11 +X
′
23X31)B
′ + AX ′21X13B = 0 (2. 66)
and
B(X ′31X11 +X
′
32X21)A
′ +BX ′31X12A = 0. (2. 67)
Every term in (2. 66) and (2. 67) is separately zero since we are dealing with stochastic
matrices. Thus, since A and B are strictly positive, we have
X ′21X13 = 0 and X ′31X12 = 0; (2. 68)
AX ′21X11B
′ = 0 and AX ′23X31B′ = 0; (2. 69)
BX ′31X11A
′ and BX ′32X21A′ = 0. (2. 70)
Note that in all the equations above the blocks Xij correspond to the element x and the
blocks X ′ij to x′, where x and x′ are two arbitrary elements in Sµ.
Let us now dene the sets T ∗1 ⊂ T1 and T ∗2 ⊂ T2 as follows:
T ∗1 = {t ∈ T1 : there exists x ∈ Sµ such that (X21)jt > 0 for some j ∈ C1},
T ∗2 = {t ∈ T2 : there exists x ∈ Sµ such that (X31)jt > 0 for some j ∈ C2}.
Note that T ∗1 and T ∗2 are dened independent of any particular element in Sµ. Then it
follows from (2. 68) that
X13|T ∗
1
×C2 = 0; X21|C1×(T1\T ∗1 ) = 0; (2. 71)
also,
X12|T ∗
2
×C1 = 0; X31|C2×(T2\T ∗2 ) = 0. (2. 72)
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It also follows from (2. 69) that
X11|T ∗
1
×(T1∪T3) = 0, (2. 73)
and from (2. 70) that
X11|T ∗
2
×(T2∪T3) = 0. (2. 74)
Now we have some information about the elements x in Sµ with respect to the partition
{C1 ∪ T ∗2 , C2 ∪ T ∗1 } (2. 75)
from equations (2. 59), (2. 71), (2. 72), (2. 73), and (2. 74). If every element of Sµ is not
cyclic with respect to the partition (2. 75), then we can form a new partition from (2. 75)
by the addition of new subsets of T1 and T2 disjoint from T ∗1 and T ∗2 , respectively. This we
do as follows:
We dene T ∗∗1 and T ∗∗2 by
T ∗∗1 = {t ∈ T1 \ T ∗1 : there exists x ∈ Sµ such that (X11)ut > 0 for some u ∈ T ∗2 },
T ∗∗2 = {t ∈ T2 \ T ∗2 : there exists x ∈ Sµ such that (X11)ut > 0 for some u ∈ T ∗1 }.
Then we use (2. 65) again and the equation eS3µe = {y}. Thus, for arbitrary elements x′′,
x′, and x in Sµ, we have
X ′′21X
′
11X12 = 0, X
′′
31X
′
11X13 = 0, (2. 76)
since y|C1×C1 and y|C2×C2 are both zero blocks. It follows from (2. 76) that
X13|T ∗∗
1
×C2 = 0, X12|T ∗∗2 ×C1 = 0. (2. 77)
From the equation eS3µe = {y}, we also have, besides equation (2. 76), the following
equations:
AX ′′21X
′
11X11A
′ = 0, (2. 78)
and
BX ′′31X
′
11X11B
′ = 0. (2. 79)
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Notice that given any w ∈ T ∗∗2 and any t ∈ T2∪T3, thre exist v ∈ T ∗1 , x′ ∈ Smu, x′′ ∈ Smu,
and u ∈ C1, such that
(X ′′21)uv > 0, (X
′
11)vw > 0, and A′ts > 0
for any s in C1. Then (2. 78) implies that
X11|T ∗∗
2
×(T2∪T3) = 0. (2. 80)
Similarly, (2. 79) implies that
X11|T ∗∗
1
×(T1∪T3) = 0. (2. 81)
It is now clear that equations (2. 77), (2. 80), and (2. 81) take us closer to the cyclicity
partition we have been looking for, and this induction process can be continued, if neces-
sary.
Thus, we now consider the partition
{C1 ∪ T ∗2 ∪ T ∗∗2 , C2 ∪ T ∗1 ∪ T ∗∗1 } (2. 82)
If there still remains an element x in Sµ which is not cyclic with respect to the partition (2.
82), we consider (2. 65) again and the equation eS4µe = {e} to continue the process. As
before, for arbitrary elements x′′′, x′′, x′, and x in Sµ, we obtain the following equations:
X ′′′21X
′′
11X
′
11X13 = 0; (2. 83)
X ′′′31X
′′
11X
′
11X12 = 0; (2. 84)
AX ′′′21X
′′
11X
′
11X11B
′ = 0; (2. 85)
BX ′′′31X
′′
11X
′
11X11A
′ = 0. (2. 86)
From (2. 83), (2. 84), (2. 85), and (2. 86), and from the denitions
T ∗∗∗1 ={t ∈ T1\(T ∗1∪T ∗∗1 ) : there exists x ∈ Sµ such that (X11)ut>0 for some u ∈ T ∗∗2 }
and
T ∗∗∗2 ={t ∈ T2\(T ∗2∪T ∗∗2 ) : there exists x ∈ Sµ such that (X11)ut>0 for some u ∈ T ∗∗1 },
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it again follows as before that
X13|T ∗∗∗
1
×C2 = 0, X12|T ∗∗∗2 ×C1 = 0, (2. 87)
X11|T ∗∗∗
1
×(T1∪T3) = 0, X11|T ∗∗∗2 ×(T2∪T3) = 0. (2. 88)
We continue this process if still there remains an element in Sµ which is not cyclic with
respect to the partition
{C1 ∪ T ∗2 ∪ T ∗∗2 ∪ T ∗∗∗2 , C2 ∪ T ∗1 ∪ T ∗∗1 ∪ T ∗∗∗1 }. (2. 89)
This process must terminate after some steps, since both T1 and T2 are nite, and we will
then have a partition with respect to which all the elements in Sµ are cyclic.
Finally, let us comment that if there is an idempotent e in K with no zero columns and
of rank 2, then we will carry out the above analysis using this particular e, and in this case,
the analysis is extremely simple. If we write e in block form as
e =

A 0
0 B

 , (2. 90)
where A is a c1 × c1 strictly positive rank one stochastic matrix indexed by C1, B is a
c2× c2 strictly positive rank one stochastic matrix indexed by C2, c1 = |C1|, c2 = |C2|, and
c1 + c2 = d. Then, the element y is of the form
y =

0 W
Z 0

 , (2. 91)
where W is c1× c2, Z is c2× c1, each row of W is the same as any row of B, and each row
of Z is the same as any row of A.
If we write x ∈ Sµ in the same block form as in (2. 90), that is,
x =

X11 X12
X21 X22

 , (2. 92)
then equation (2. 55), namely that eSµe = {y}, immediately implies that
X11 = 0, X22 = 0. (2. 93)
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This means that Sµ is cyclic with respect to the partition {C1, C2}.
Thus, we have now proven
THEOREM 2.6 Let µ be a probability measure on the Borel subsets of d × d stochastic
matrices such that the minimal rank of the matrices in the closed semigroup generated by
the support of µ is 2. Then the sequence of convolution powers µn does not converge weakly
iff the support of µ is cyclic.
EXAMPLE 7 Consider a two-point probability measure µ on 7×7 stochastic matrices such
that Sµ = {x, y}, where
x =


0 0 0 0 0 1 0
0 0 0 0 0 1 0
0 0 0 0 1
2
1
2
0
0 0 1
2
0 0 0 1
2
0 0 0 0 0 0 1
0 0 1
2
0 0 0 1
2
0 0 0 1
2
0 1
2
0


, y =


0 0 0 0 0 1 0
0 0 0 0 0 1 0
0 0 0 0 0 1 0
0 0 0 0 0 0 1
0 0 0 0 0 0 1
0 0 0 0 0 0 1
0 0 0 0 0 1 0


.
Note that K consists of rank two matrices and K contains an idempotent e given by
e =


0 0 0 0 0 0 1
0 0 0 0 0 0 1
0 0 0 0 0 0 1
0 0 0 0 0 1 0
0 0 0 0 0 1 0
0 0 0 0 0 1 0
0 0 0 0 0 0 1


.
It can be veried easily that eSµe = {y}, where eKe = {e, y}. Obviously the sequence µn
does not converge weakly, and Sµ here is cyclic with respect to the partition given by:
{C1 ∪ T ∗2 ∪ T ∗∗2 , C2 ∪ T ∗1 },
45
where
C1 = {6}, C2 = {7}, T1 = {1, 2, 3}, T2 = {4, 5}, T ∗1 = {3}, T ∗2 = {4}, T ∗∗2 = {5}.
¥
We now continue with the general d × d case, still under the assumption of non-weak
convergence of the sequence µn, but this time we consider the case when the common rank
of the matrices in the kernel K is greater than 2.
Consider Example 6 in Section 2.3. We will use this example to produce a probability
measure µ on d × d stochastic matrices (d is any given integer > 3), where the minimal
rank of the matrices in S is 3, such that µn does not converge weakly, and yet, Sµ is not
cyclic.
First, let A be a 4 × 4 stochastic matrix. Let A4 be the last row of A. Construct the
(d − 4) × 4 stochastic matrix A′ with identical rows, each row being A4 = (a1, a2, a3, a4)
Then the d× d matrix A′′ dened by
A′′ =

 A 0
A′ 0

 (2. 94)
whose last d− 4 columns are all zero columns, is a stochastic matrix with the same rank as
A. If B = (bij) is another 4× 4 stochastic matrix, similarly construct B ′ and
B′′ =

 B 0
B′ 0

 .
Then
A′′B′′ =

 AB 0
A′B 0

 .
Since A′ has identical rows, so does A′B, and each row of A′B has the entry
4∑
s=1
asbsj
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in its jth column, which is the jth entry in the last row of AB. Hence A′B = (AB)′, and
therefore
A′′B′′ = (AB)′′,
which implies that A 7→ A′′ is an isomorphism (into). Thus, Example 6 can be recast,
through the correspondence A→ A′′, to a similar example in the context of d×d stochastic
matrices, d ≥ 4.
Expanding on this notion, let us once again start from a 4×4 stochastic matrix A. Append
d− 4 zeros to each row of A and then add d− 4 identical rows of length d, each with zero
entries except in the 5th position, which is 1, to create a d× d stochastic matrix A∗ of rank
1 more than that of A. That is,
A∗ =


A 0
0
1 0 0 · · · 0
1 0 0 · · · 0
.
.
.
1 0 0 · · · 0


.
If B is another 4× 4 stochastic matrix, similarly construct B∗ and calculate
A∗B∗ =


A 0
0
1 0 0 · · · 0
1 0 0 · · · 0
.
.
.
1 0 0 · · · 0




B 0
0
1 0 0 · · · 0
1 0 0 · · · 0
.
.
.
1 0 0 · · · 0


=


AB 0
0
1 0 0 · · · 0
1 0 0 · · · 0
.
.
.
1 0 0 · · · 0


to deduce that A 7→ A∗ is an isomorphism (into). Thus, we can again recast Example 6 to
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show that when the rank of the matrices in K is 4, non-weak convergence of µn may not
imply that Sµ is cyclic.
More generally, we may consider any rank p, 4 ≤ p < d, by constructing the d × d
stochastic matrix A∗(p) from any 4× 4 stochastic matrix of rank 3 as follows:
A∗(p) =


A 0 0
0 Ip−3 0
0
0 0 0 · · · 1
0 0 0 · · · 1
.
.
.
0 0 0 · · · 1
0


,
where Ip−3 is the (p− 3)× (p− 3) identity matrix, and where the bottom blocks are of size
(d − p − 1) × 4, (d − p − 1) × (p − 3), and (d − p − 1) × (d − p − 1), respectively. It
is not difcult to see that, once again, A 7→ A∗(p) is an isomorphism. Consequently, we
conclude that Sµ need not be cyclic in the case of d× d stochastic matrices when the rank
in case is p, 4 ≤ p < d.
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Chapter 3
Weak Convergence in Circulant Matrices
3.1 d× d Circulant Matrices
By a d× d circulant matrix we mean a matrix of the form

x0 x1 · · · xd−1
xd−1 x0 · · · xd−2
.
.
.
.
.
.
.
.
.
x1 x2 · · · x0


where each row after the rst is just the previous row cyclically shifted to the right by one
position. Thus, a d× d matrix x = (xjk), j, k = 0, 1, . . . , d− 1, is a circulant matrix if and
only if
xjk = x0,k−j , (3. 1)
where the subscripts are taken modulo d, and the entries xjk are all reals. Clearly, a
circulant matrix is determined completely by its rst row (or column), and we shall, for
brevity, denote by circ(x0, x1, . . . , xd−1) the d× d circulant matrix with rst row elements
x0, x1, . . . , xd−1. The permutation matrix circ(0, 1, 0, . . . , 0) is denoted by P.
Circulant matrices are well-studied in the literature (see, for example, [D]). The follow-
ing results are well-known:
1. Let x∗ denote the conjugate transpose of the d × d matrix x. Then the following are
equivalent:
i. x is circulant;
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ii. x∗ is circulant;
iii. Px = xP, where the permutation matrix circ(0, 1, 0, . . . , 0);
iv. x = f(P ) for some polynomial f of degree less than d.
2. Let x = circ(x0, x1, . . . , xd−1). Consider the d × d matrix F whose jth column, 1 ≤
j ≤ d, is the column with entries 1√
d
(1, ωj−1, ω2(j−1), . . . , ω(d−1)(j−1)), where ω =
exp(2pii/d). Dene λj = x0 + x1ωj−1 + x2ω2(j−1) + · · · + xd−1ω(d−1)(j−1). Then the
circulant matrix x has the following spectral representation:
x = FDxF
∗, (3. 2)
where F ∗ is the conjugate transpose of the unitary matrix F, and Dx is the d×d diagonal
matrix diag(λ1, λ2, . . . , λd). Note that the unitary matrix F is independent of x. If the
rank of x is r, then exactly d− r diagonal entries of Dx are zeros.
Let µ be a probability measure on the Borel sets of d× d real circulant matrices and let
S be the closed (multiplicative) semigroup generated by the support Sµ of µ, so that
S =
⋃
n≥1
Snµ . (3. 3)
We are interested in studying the problem of weak convergence of the convolution se-
quence (µn)n≥1, where, as usual,
µn+1(B) =
∫
µn{y : yx ∈ B}µ(dx),
for any Borel set B ⊂ S. Or, equivalently, if X1, X2, . . . are i.i.d. random matrices in S
such that P (X1 ∈ B) = µ(B), then P (X1X2 · · ·Xn ∈ B) = µn(B). The following result
is well-known (see [HMu]).
LEMMA 3.1 Assume that the convolution sequence (µn)n≥1 is tight. That is, given ² > 0,
we can nd a compact subset K² of S such that µn(K²) > 1 − ² for all n ≥ 1. Then,
the sequence µn, dened by µn = (1/n)
∑n
k=1 µ
k, converges weakly to some idempotent
probability measure λ such that
λ = µ ∗ λ = λ ∗ µ.
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The support Sλ is the minimal ideal of S, and as such, consists of all those matrices in S
which have the minimal rank. In other words,
Sλ = {y ∈ S : rank y ≤ rank x for any x ∈ S}.
In what follows, throughout this paper, we assume that the sequence (µn) is tight so that
the assertions in Lemma 3.1 above hold. Since S in (3. 3) is a commutative semigroup, the
minimal ideal Sλ in Lemma 3.1 is a compact abelian group and λ is the Haar measure of
this group (see [HMu]).
LEMMA 3.2 Let K be a compact abelian group of d × d matrices of rank r, where 0 <
r ≤ d. Then K is topologically isomorphic to a compact abelian group of r × r invertible
matrices with determinant ±1.
Proof. Let e be the identity of K. Then there exists an invertible d× d matrix y such that
y−1ey =

0 0
0 Ir

 , (3. 4)
where Ir is the r × r identity matrix.
For x ∈ K, write
y−1xy =

A B
C D

 , (3. 5)
where D is r × r, A is (d− r)× (d− r), B is (d− r)× r, and C is r × (d− r).
Since y−1xy = (y−1ey)(y−1xy) = (y−1xy)(y−1ey), we have
A B
C D

 =

0 0
C D

 =

0 B
0 D


and consequently A = 0, B = 0, and C = 0. It is clear that K is topologically isomorphic
(under the map x 7→ y−1xy) to the group G given by
G =

D : y−1xy =

0 0
0 D

 for some x ∈ K

 . (3. 6)
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Since G is a compact abelian group and the determinant map det : G → R is a continu-
ous homomorphism, the range of this map, being a compact group must be either {1} or
{1,−1}.
We will need our next result, the structure of an idempotent d × d real circulant matrix
e = circ(e0, e1, . . . , ed−1) of rank r, where 0 < r < d, when we discuss the problem of
weak convergence in circulant matrices especially in the next two sections.
Recall that e is idempotent if e2 = e. If λ0, λ1, . . . , λd−1 are the eigenvalues of e, then
from (3. 2), e = FΛF ∗, where Λ = diag(λ0, λ1, . . . , λd−1). Thus, the equation e2 = e
translates to
FΛ2F ∗ = FΛF ∗,
or
diag(λ20, λ21, . . . , λ2d−1) = Λ2 = Λ = diag(λ0, λ1, . . . , λd−1).
In other words, λj = 0 or 1, j = 0, 1, . . . , d− 1.
Moreover, the 0-1 eigenvalues λ0, λ1, . . . , λd−1 satisfy
λj = λd−j, j = 1, 2, . . . , b(d− 1)/2c.
Call a sequence a1, a2, . . . , ad−1 of real numbers palindromic if aj = ad−j, j = 1, 2, . . . ,
b(d− 1)/2c.
LEMMA 3.3 Let e = circ(e0, e1, . . . , ed−1) be a d × d idempotent circulant matrix with
eigenvalues λ0, λ1, . . . , λd−1. Then
i. each λj is either 0 or 1;
ii. If e has rank r, where 0 < r < d, then e0 = r/d, and exactly r of the λjs are equal to
1. In particular, if r = d− 1 and d is even, there are two possible idempotents:
e = circ((d− 1)/d,−1/d,−1/d, . . . ,−1/d). (3. 7)
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or
e = circ((d− 1)/d, 1/d,−1/d, 1/d, . . . ,−1/d, 1/d). (3. 8)
If r = d− 1 and d is odd, then there is only one idempotent and it is given by (3. 7).
If r = 1 and d is even, there are two possible idempotents:
e = circ(1/d, 1/d, . . . , 1/d, 1/d) (3. 9)
or
e = circ(1/d,−1/d, . . . , 1/d,−1/d). (3. 10)
If r = 1 and d is odd, then there is only one idempotent and it is given by (3. 9).
Proof.
i. Clear from the discussion preceeding the lemma.
ii. Recall that the rank of a diagonalizable matrix is precisely the number of its nonzero
eigenvalues, and that the trace of a matrix is the sum of its eigenvalues. Thus, for the
idempotent circulant matrix e, the trace and the rank coincide, leading to the equation
de0 = r.
If r = d − 1 and d is even, then either λ0 = 0 and λ1 = λ2 = · · · = λd−1 = 1, or
λd/2 = 0 and the rest of the λj’s are equal to 1. (3. 7) and (3. 8) now follow from (3.
2).
If r = d − 1 and d is odd, then λ0 = 0 and λ1 = λ2 = · · · = λd−1 = 1, and the
idempotent is uniquely given by (3. 7).
If r = 1 and d is even, then either λ0 = 1 and λj = 0 for j = 1, 2, . . . , d−1, or λd/2 = 1
and the rest of the λj’s are zero. Thus, by (3. 2), these two possibilities correspond to
(3. 9) and (3. 10), respectively.
If r = 1 and d is odd, then λ0 = 1 and λj = 0 for j = 1, 2, . . . , d − 1. So there is a
unique idempotent, and it is given by (3. 9).
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Next, we will characterize the structure of a compact abelian group of d × d circulant
matrices.
LEMMA 3.4 Let K be a compact abelian group of d× d circulant matrices. Suppose that
the rank of the matrices in K is r, 0 < r ≤ d. Then K is isomorphic to a compact group H
of invertible r by r matrices, where each matrix in H has the same diagonal block form as
follows: for any x ∈ H, the rst k1 elements along the diagonal are 1 or −1, and there are
k2 diagonal blocks, where each block is a 2× 2 rotation matrix of the form
 cos θ sin θ
− sin θ cos θ

 ,
where k1 + 2k2 = r, and the numbers k1 and k2 are independent of x ∈ H.
Proof. We use the spectral representation (3. 2) of elements in K. For x ∈ K, write
x = FDxF
∗,
where F and Dx are as in (3. 2). Since x ∈ K has rank r, exactly d− r diagonal entries of
Dx are zeros.
First, we claim that for x ∈ K, if (Dx)ii = 0, then (Dy)ii = 0 for all y ∈ K. In other
words, the zero entries occur in the same diagonal positions for any Dx, x ∈ K. To see
this, note that if this is not true for some x and y in K, then since
xy = (FDxF
∗)(FDyF ∗) = FDxDyF ∗ = FDxyF ∗,
so that DxDy = Dxy, it will follow that the number of zeros on the diagonal of Dxy is
strictly greater than that for either Dx or Dy, which contradicts that x, y, and xy have the
same rank.
Second, if for any x ∈ K, α + iβ is a nonzero entry on the diagonal of Dx, then since
{xk : k ≥ 1} is bounded, |α + iβ|k cannot go to innity or zero, and this means that
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|α + iβ| = 1, or α2 + β2 = 1. Thus, each diagonal entry of Dx is zero or has absolute
value 1. [Notice that if limk→∞ xnk = y, x, y ∈ K, then if 0 < |α+ iβ| < 1, where α+ iβ
is a diagonal entry of x, then Dy = limk→∞Dnkx = limk→∞ F ∗xnkF = F ∗yF, so that the
number of zeros on the diagonal of Dy will exceed that for Dx. This contradicts the fact
that x and y have the same rank.]
Third, let the jth diagonal entry of both Dx and Dy, x, y ∈ K, be nonzero, and be
respectively α + iβ and γ + iδ. Thus,
λj = x0 + x1ω
j−1 + x2ω2(j−1) + · · ·+ xd−1ω(d−1)(j−1)
= α + iβ, j ≥ 2,
so that the (d− j + 2)th diagonal entry of Dx is
λd−j+2 = x0 + x1ωd−j+1 + x2ω2(d−j+1) + · · ·+ xd−1ω(d−1)(d−j+1)
= α− iβ.
It is then clear that the (d−j+2)th diagonal entry of Dy will also be γ−iδ, since ωk(d−j+1)
is the conjugate of ωk(j−1), for 1 ≤ k ≤ d − 1. Since λj = λd−j+2, 1 ≤ j ≤ d, it is clear
that λ1 is real, λ2 and λd are conjugate, λ3 and λd−1 are conjugate, and so on.
It follows from the above analysis that we can nd a nite number of permutation matri-
ces P1, P2, . . . , Pm such that for each x ∈ K, the matrix
P−1m P
−1
m−1 · · ·P−11 DxP1P2 · · ·Pm
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is of the form

0
.
.
.
0
1
.
.
.
1
−1
.
.
.
−1
α1+iβ1 0
0 α1−iβ1
α2+iβ2 0
0 α2−iβ2
.
.
.


where α2j + β2j = 1 for each j, and the conjugate eigenvalues are adjacent entries on the
diagonal. Notice also that the map
α + iβ 0
0 α− iβ

 7→

 α β
−β α


is an isomorphism. The lemma is now clear.
In the next two sections, we consider the special case of 3×3 and 4×4 circulant matrices.
3.2 3× 3 Circulant Matrices
Let K be the kernel of the closed semigroup S generated by the support Sµ of a probability
measure µ on 3 × 3 circulant matrices. As before, we assume that (µn) is tight, so that K
is a compact abelian group. Note that the matrices in K all have the same rank.
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We rst try to determine how the matrices in K look like. We discuss separately the
cases when the matrices in K have rank 1, 2 or 3.
(i) Let the rank of the matrices in K be 1. Then K is topologically isomorphic to a sub-
group of the multiplicative group {1,−1}. Hence, either K = {e} or K = {e,−e},
where e = circ(1/3, 1/3, 1/3) is the unique idempotent of rank 1.
(ii) Suppose the matrices in K all have rank 2. If x = circ(x0, x1, x2) ∈ K, then the
eigenvalues of x are
λ0 = x0 + x1 + x2
λ1 = x0 + x1ω + x2ω
2,
λ2 = x0 + x1ω
2 + x2ω,
where ω = (−1 +√3i)/2.
For x to have rank 2, exactly one of λ0, λ1 and λ2 must be equal to 0. Note that
λ1λ2 = x
2
0 + x
2
1 + x
2
2 − (x0x1 + x0x2 + x1x2)
= ((x0 − x1)2 + (x0 − x2)2 + (x1 − x2)2)/2.
Thus, if either λ1 = 0 or λ2 = 0, then x0 = x1 = x2 and consequently x will have rank
1. Thus, it must be the case that λ0 = 0, and therefore every matrix in K must be of the
form
circ(x0, x1,−(x0 + x1)), (3. 11)
with x0 and x1 not both zero.
We show that if K is innite then K is topologically isomorphic to the circle group T
of complex numbers z = eiθ, θ ∈ [0, 2pi).
By Lemma 3.3, e = circ(2/3,−1/3,−1/3) is the identity of K. From the proof of
Lemma 3.2, we know that there exists an invertible 3× 3 matrix y satisfying (3. 6). In
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the present case, we may take the matrix y to be the orthogonal matrix
y =


1/
√
3 −1/√6 −1/√2
1/
√
3 −1/√6 1/√2
1/
√
3 2/
√
6 0

 . (3. 12)
With y given by (3. 12) and x ∈ K as in (3. 11), we nd that
y−1xy =


0 0 0
0 3
2
x0
√
3
2
(x0 + 2x1)
0 −
√
3
2
(x0 + 2x1)
3
2
x0

 .
Thus, we conclude that the compact abelian group G of Lemma 3.2, to which K is
topologically isomorphic, satises
G ⊆



 32x0
√
3
2
(x0 + 2x1)
−
√
3
2
(x0 + 2x1)
3
2
x0

 : x0, x1 not both 0

 . (3. 13)
Note that the determinant of the matrices in G must be ±1, since G is compact. The
determinant of an element of G is
9
4
x20 +
3
4
(x0 + 2x1)
2 = 3(x20 + x0x1 + x
2
1).
Since this quantity is always positive, we conclude that all matrices in G have determi-
nant 1. This leads to the equation
x20 + x0x1 + x
2
1 = 1/3,
so
x1 =
−3x0 ±
√
12− 27x20
6
(3. 14)
with x0 ∈ [−2/3, 2/3]. In view of (3. 11), we deduce that K is the union of the sets
{circ(x0, f(x0), g(x0)) : x0 ∈ [−2/3, 2/3]} (3. 15)
and
{circ(x0, g(x0), f(x0)) : x0 ∈ [−2/3, 2/3]} (3. 16)
58
where
f(x) =
−3x−√12− 27x2
6
(3. 17)
and
g(x) =
−3x+√12− 27x2
6
. (3. 18)
Also, (3. 14) implies √
3
2
(x0 + 2x1) = ±1
2
√
4− 9x20, (3. 19)
and substituting (3. 19) in (3. 13) gives a clearer description of the compact abelian
group G :
G ⊆



 32x0 12 √4− 9x20
−1
2
√
4− 9x20 32x0

 : x0 ∈ [−2/3, 2/3]


⋃


 32x0 −12 √4− 9x20
1
2
√
4− 9x20 32x0

 : x0 ∈ [−2/3, 2/3]

 .
Now write x0 = 23 cos θ. Then by direct computation, one sees that the map
eiθ ↔

 cos θ sin θ
− sin θ cos θ

↔

 circ(x0, f(x0), g(x0)) if sin θ ≥ 0circ(x0, g(x0), f(x0)) if sin θ < 0 (3. 20)
is a topological isomorphism between the circle group T and K. Here, f and g are
given by (3. 17) and (3. 18), respectively.
(iii) Suppose the matrices in K all have rank 3. Then K must coincide with the whole of S,
since the identity matrix e = circ(1, 0, 0) is in K, and therefore, S = eS ⊆ K. This
means S itself must be a compact abelian group of 3× 3 circulant matrices which have
determinant ±1.
Let H = {x = circ(x0, x1, x2) ∈ S : detx = 1}. If y ∈ S is such that det y = −1,
then S = H ∪ yH.
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Now for all x ∈ H,
detx = x30 + x
3
1 + x
3
2 − 3x0x1x2
= (x0 + x1 + x2)((x0 − x1)2 + (x0 − x2)2 + (x1 − x2)2)/2
= 1, (3. 21)
so x0+x1+x2 > 0. Moreover, it is easy to establish (by induction, say) that the entries
in each row of xn sum to (x0+ x1+ x2)n, for any n ≥ 1. Since H is a closed subgroup
of the compact group S, H, too, is compact. This forces
x0 + x1 + x2 = 1, (3. 22)
so every element of H is of the form
circ(x0, x1, 1− (x0 + x1)). (3. 23)
(3. 21) and (3. 22) then imply
(x0 − x1)2 + (2x0 + x1 − 1)2 + (2x1 + x0 − 1)2 = 2,
or
x20 + x
2
1 + x0x1 = x0 + x1. (3. 24)
Thus,
x1 =
1− x±√(1 + 3x0)(1− x0)
2
(3. 25)
with x0 ∈ [−1/3, 1]. In view of (3. 23), we conclude that H is the union of the sets
{circ(x0, f(x0), g(x0)) : x0 ∈ [−1/3, 1]}
and
{circ(x0, g(x0), f(x0)) : x0 ∈ [−1/3, 1]}
where
f(x) =
1− x−√(1 + 3x)(1− x)
2
(3. 26)
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and
g(x) =
1− x+√(1 + 3x)(1− x)
2
. (3. 27)
Consider now the orthogonal matrix s given by
s =


1/
√
6 1/
√
2 1/
√
3
1/
√
6 −1/√2 1/√3
−2/√6 0 1/√3

 .
For x = circ(x0, x1, 1− (x0 + x1)) ∈ H, we have, using (3. 25),
s−1xs =


1
2
(3x0 − 1) ±
√
3
2
√
(1 + 3x0)(1− x0) 0
∓
√
3
2
√
(1 + 3x0)(1− x0) 12(3x0 − 1) 0
0 0 1

 .
Thus, writing x0 = (2 cos θ + 1)/3, direct computation yields the topological isomor-
phism
eiθ ↔


cos θ sin θ 0
− sin θ cos θ 0
0 0 1

↔

 circ(x0, f(x0), g(x0)) if sin θ ≥ 0circ(x0, g(x0), f(x0)) if sin θ < 0 (3. 28)
between the circle group and H. Here, f and g are given by (3. 26) and (3. 27),
respectively.
It follows that S is topologically isomorphic either to the circle group T or to the direct
product of T and {1,−1}.
Next, we give a well-known characterization of the proper closed (compact) subgroups
of the circle group T.
LEMMA 3.5 Every proper closed subgroup of the circle group T is nite cyclic.
Proof. Observe that T may be identied with U = [0, 1) under addition mod 1 with its
usual topology at every point, except that an open neighborhood of 0 is [0, a) ∪ (b, 1),
where a, b ∈ (0, 1).
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Let H be a proper compact subgroup of U. Then the identity 0 ∈ H, and we claim that
0 and every point in H must be isolated. If 0 is not isolated, then given ε > 0, there must
be x ∈ H such that x ∈ (0, ε). Now given any y ∈ U, there exists an integer n such that
y ≤ nx ≤ y+2ε. Since nx ∈ H, this means that H is dense in U. It follows by compactness
of H that H = U. Therefore, H cannot be proper.
We conclude that the points of a proper compact subgroup H are all isolated, so that such
a subgroup must be nite. Let H = {h0, h1, . . . , hn−1}, where 0 = h0 < h1 < · · · < hn−1
and n is the cardinality of H. Thus h1 is the smallest positive element in H.
We claim that hk = kh1 for all k = 1, 2, . . . , n − 1. If this is not the case, let s > 1 be
the rst integer such that hs 6= sh1. Since (s − 1)h1 = hs−1 < hs and hs is the smallest
element in H greater than hs−1, we have
(s− 1)h1 < hs < sh1.
But this implies
0 < hs − (s− 1)h1 < sh1 − (s− 1)h1 = h1. (3. 29)
Since hs − (s− 1)h1 ∈ H, (3. 29) is a contradiction to the minimality of h1. We conclude
that H is nite cyclic, as desired.
Before we state the main result of this section, we state without proof a well-known nec-
essary and sufcient condition for the convergence of (µn), under the condition of tight-
ness. The version we present here is taken from part (iii) of Theorem 2.13 in [HMu], and
is adapted to our present situation.
LEMMA 3.6 Let µ be a probability measure on a commutative semigroup S of d × d real
matrices such that the support Sµ of µ generates S. Suppose that the sequence (µn)n≥1 is
tight. Then K, the kernel (that is, the smallest ideal) of S, is a compact abelian group.
Furthermore, (µn) converges weakly if and only if there does not exist a closed subgroup
H of the compact abelian group K such that
eSµ ⊂ gH (3. 30)
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for some g ∈ K \H. Here, e is the identity of K.
In view of the above discussion and Lemma 3.6, we have the following
THEOREM 3.1 Let µ be a probability measure on 3 × 3 real circulant matrices. Let S
be the closed commutative semigroup generated by the support Sµ of µ, and let K be the
kernel of S. Suppose (µn)n≥1 is tight. Then
(i) If K consists of rank 1 matrices, then either
(a) K = {e} and µn w→ δe, or
(b) K = {e,−e} and (µn) converges weakly if and only if
Sµ 6⊆ {circ(x0, x1,−1− x0 − x1) : x0, x1 ∈ R}.
Here, e = circ(1/3, 1/3, 1/3) and δe is the point mass at e.
(ii) If K consists of rank 2 matrices, then either
(a) K = {e} and µn w→ δe,
(b) K = {e,−e} and (µn) converges weakly if and only if
Sµ 6⊆ {circ(x0, x0 + 1, x0 + 1) : x0 ∈ R}, or
(c) K is topologically isomorphic to the circle group T (or a nite subgroup T0 of T )
and (µn) converges weakly if and only if the image of Sµ under the topological
isomorphism given by (3. 20) is not contained in a coset of a nite subgroup of T
(respectively, a proper subgroup of T0).
Here, e = circ(2/3,−1/3,−1/3).
(iii) If K consists of rank 3 matrices, then either
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(a) K = {I3} and µn w→ δI3 ,
(b) K = {I3,−I3} and (µn) converges weakly if and only if
Sµ 6= {−I3}, or
(c) K = S is topologically isomorphic to the circle group T or to T × {1,−1} (or
a nite subgroup T0 of T or T × {1,−1}) and (µn) converges weakly if and only
if the image of Sµ under the topological isomorphism given by (3. 28) is not
contained in a coset of a nite subgroup of T or T × {1,−1} (respectively, a
proper subgroup of T0).
Let us consider two examples.
EXAMPLE 8 Suppose that
Sµ ⊂ {circ(x, x− 1, x− 1) : x ∈ R}.
Suppose also that for some positive integer n,
µn(e) > 0,
where e is the idempotent circulant matrix circ(2/3,−1/3,−1/3). It is easily veried that
for any matrix y ∈ Sµ, ye = ey = e. In other words, the kernel K of S = ∪k≥1Skµ is {e}.
By Lemma 2.19 (page 106 in [HMu]), it follows that
lim
n→∞
µn(e) = 1
so that µn converges weakly to δe.
EXAMPLE 9 Suppose that
Sµ ⊂ {circ(x0, x1, x2) : x20 + x21 + x22 − x0x1 − x1x2 − x0x2 = 1}.
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Let us denote the set on the right by M. Suppose also that for some positive integer n0,
µn0(A) > 0,
where the set A is given by
A =
{
circ
(
x0,−1
2
x0 +
√
3
2
√
4
9
− x20,−
1
2
x0 −
√
3
2
√
4
9
− x20
)
: x20 ≤
4
9
}
.
It can also be veried that M is a semigroup. Indeed, if
(x0 − x1)2 + (x1 − x2)2 + (x0 − x2)2 = 2
and
(y0 − y1)2 + (y1 − y2)2 + (y0 − y2)2 = 2,
then
circ(x0, x1, x2) · circ(y0, y1, y2) = circ(z0, z1, z2),
and
(z0 − z1)2 + (z1 − z2)2 + (z0 − z2)2
= [x0(y0 − y1) + x1(y2 − y0) + x2(y1 − y2)]2
+ [x0(y1 − y2) + x1(y0 − y1) + x2(y2 − y0)]2
+ [x0(y0 − y2) + x1(y2 − y1) + x2(y1 − y0)]2
= 2(x20 + x
2
1 + x
2
2)
−2(x0x1 + x0x2 + x1x2)(y20 + y21 + y22 − y0y1 − y1y2 − y0y2)
= 2.
Also, notice that y ∈M and det y = 0 imply that y ∈ A, and all matrices in A have rank
2. It follows that A ∩ S, where S = ∪n≥1Snµ , is a compact abelian group, and the kernel of
S. By Proposition 2.19 (page 106 in [HMu]), it also follows
lim
n→∞
µn(A) = 1
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so that (µn) is tight.
It is also easily seen that if y is the orthogonal matrix given by
y =


1/
√
3 1/
√
6 −1/√2
1/
√
3 1/
√
6 1/
√
2
1/
√
3 −2/√6 0

 ,
then y−1Ay is the circle group.
REMARK 1 (Personal communication from Karl H. Hofmann of Darmstadt, Germany)
Any closed innite abelian subgroup C of SO(3) is a circle group. The reason is, briey,
the following: C is a Lie group, and the identity component C0 of C must, thus, be open
in C. It follows that C0 is a torus. In SO(3), however, each torus is a circle group, and is
maximal abelian, implying that C is the circle group.
In the case of 4× 4 circulant matrices (considered next), we will observe the same type
of behavior with the matrices in the kernel group K.
3.3 4× 4 Circulant Matrices
Let K be the kernel of the closed semigroup S generated by the support Sµ of a probability
measure µ on 4 × 4 circulant matrices. As before, we assume that (µn) is tight, so that K
is a compact abelian group.
We rst try to determine how the matrices in K look like. Note that the eigenvalues of
x = circ(x0, x1, x2, x3) ∈ K are given by
λ0 = x0 + x1 + x2 + x3 (3. 31)
λ1 = (x0 − x2) + (x1 − x3)i, (3. 32)
λ2 = x0 − x1 + x2 − x3, (3. 33)
λ3 = λ1 = (x0 − x2)− (x1 − x3)i. (3. 34)
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Also, if F is the 4×4 Fourier matrix of section 3.1, then we have the spectral representation
(see (3. 2))
x = F diag(λ0, λ1, λ2, λ3)F ∗. (3. 35)
For notational convenience, we will denote by Dx the diagonal matrix on the right side of
(3. 35).
Note from (3. 35) that the rank of x coincides with that of Dx, so it is exactly the number
of nonzero λj.
It is also clear from (3. 35) that for every k ≥ 1,
xk = F Dkx F
∗.
Now let λj 6= 0. Then since (xk)k≥1 is bounded, |λj|k cannot go to innity, as k → ∞.
Thus, |λj| ≤ 1. Suppose |λj| < 1. Take a subsequence (xnk) of (xk) converging to y =
FDyF
∗ ∈ K. Then
y = lim
k→∞
xnk = lim
k→∞
F Dnkx F
∗ = F
(
lim
k→∞
Dnkx
)
F ∗,
so Dy = limk→∞Dnkx . Since |λj| < 1, the (j, j) entry of Dy must be zero. This means Dy
has rank strictly less than that of x, contradicting y ∈ K. We conclude that if λj 6= 0 then
|λj| = 1.
Now we discuss separately the cases when the matrices in K have rank 1, 2, 3 or 4. To
facilitate the discussion, we will make use of the vector
z = (λ0, λ2, |λ1|2) = (x0 + x1 + x2 + x3, x0 − x1 + x2 − x3, (x0 − x2)2 + (x1 − x3)2).
(i) Let the rank of the matrices in K be 1. Then either z = (±1, 0, 0) or z = (0,±1, 0). In
either case we have
(x0 − x2)2 + (x1 − x3)2 = 0,
so
x0 = x2, x1 = x3.
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If z = (±1, 0, 0), then we have
x0 + x1 + x2 + x3 = 2(x0 + x1) = ± 1,
x0 − x1 + x2 − x3 = 2(x0 − x1) = 0.
Hence
±1/2 = x0 + x1, x0 = x1,
so x0 = ±1/4. This gives the circulants
e11 = circ(1/4, 1/4, 1/4, 1/4), − e11 = circ(−1/4,−1/4,−1/4,−1/4).
On the other hand, if z = (0,±1, 0), then we get
±1/2 = x0 − x1, x0 = −x1,
which give the circulants
e12 = circ(1/4,−1/4, 1/4,−1/4), − e12 = circ(−1/4, 1/4,−1/4, 1/4).
Observe that e11 and e12 are idempotent rank 1 circulants.
We conclude that either K = {e11} or K = {e11,−e11}, or K = {e12} or K =
{e12,−e12}.
(ii) Suppose the matrices in K all have rank 2. Then either z = (±1,±1, 0) or z = (0, 0, 1).
The rst possibility forces x0 = x2, x1 = x3. When z = (1, 1, 0), we have the equations
2(x0 + x1) = 1,
2(x0 − x1) = 1,
so x0 = 1/2 and x1 = 0. This gives the idempotent rank 2 circulant
e21 = circ(1/2, 0, 1/2, 0).
Similarly, when z = (−1,−1, 0), we get the circulant
−e21 = circ(−1/2, 0,−1/2, 0).
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When z = (1,−1, 0) we have
f = circ(0, 1/2, 0, 1/2),
and when z = (−1, 1, 0) we have
−f = circ(0,−1/2, 0,−1/2).
A quick calculation tells us that {e21,−e21, f,−f} is isomorphic to the direct product
of the multiplicative group {1,−1} with itself. Thus, in the rst possibility, when
z = (±1,±1, 0), we have that K is a subgroup of {e21,−e21, f,−f}.
The second possibility, when z = (0, 0, 1), leads to
x0 + x2 = x1 + x3 = 0
and
(x0 − x2)2 + (x1 − x3)2 = 1,
so
(2x0)
2 + (2x1)
2 = 1,
so
x1 = ±
√
1/4− x20.
This means K consists of circulants of the form
x = circ(x0, x1,−x0,−x1)
= circ
(
x0,±
√
1/4− x20,−x0,∓
√
1/4− x20
)
, x0 ∈ [−1/2, 1/2].
Note that if
D =
1
2


1 1 −1 −1
1 −1 −1 1
1 −1 1 −1
1 1 1 1


, (3. 36)
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then D is orthogonal and
DxD−1 =


2x0 −2x1 0 0
2x1 2x0 0 0
0 0 0 0
0 0 0 0


=


cos θ − sin θ 0 0
sin θ cos θ 0 0
0 0 0 0
0 0 0 0


where x0 = 12 cos θ and x0 ∈ [−1/2, 1/2]. Thus, in this case
K =
{
circ
(
x0,±
√
1/4− x20,−x0,∓
√
1/4− x20
)
: x0 ∈ [−1/2, 1/2]
}
is a compact group topologically isomorphic to the circle group. Observe that the iden-
tity of K is
e22 = circ(1/2, 0,−1/2, 0),
the other idempotent rank 2 circulant.
(iii) Suppose the matrices in K all have rank 3. Then either z = (±1, 0, 1) or z = (0,±1, 1).
When z = (1, 0, 1), we get the equations
1/2 = x0 + x2 = x1 + x3,
and
(2x0 − 1/2)2 + (2x1 − 1/2)2 = 1.
Thus,
x1 =
1
4
± 1
2
√
(3− 4x0)(1 + 4x0),
and we deduce that K consists of circulants of the form
x = circ(x0, x1, 1/2− x0, 1/2− x1)
= circ
(
x0,
1
4
± 1
2
√
(3− 4x0)(1 + 4x0), 1/2− x0,
1
4
∓ 1
2
√
(3− 4x0)(1 + 4x0)
)
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with x0 ∈ [−1/4, 3/4]. Let D1 be the orthogonal matrix
D1 =
1
2


1 1 −1 −1
1 −1 −1 1
1 1 1 1
1 −1 1 −1


. (3. 37)
Then
D1xD
−1
1 =


2x0 − 1/2 −(2x1 − 1/2) 0 0
2x1 − 1/2 2x0 − 1/2 0 0
0 0 1 0
0 0 0 0


=


cos θ − sin θ 0 0
sin θ cos θ 0 0
0 0 1 0
0 0 0 0


where x0 = 14 +
1
2
cos θ and x0 ∈ [−1/4, 3/4]. Hence, in this case,
K =
{
circ
(
x0,
1
4
± 1
2
√
(3− 4x0)(1 + 4x0), 1/2− x0,
1
4
∓ 1
2
√
(3− 4x0)(1 + 4x0)
)}
,
with x0 ∈ [−1/4, 3/4], is a compact group topologically isomorphic to the circle group.
Note that the identity of K is
e31 = circ(3/4, 1/4,−1/4, 1/4),
one of two idempotent rank 3 circulants.
A similar situation happens when z = (0, 1, 1). We get the equations
1/2 = x0 + x2 = −(x1 + x3),
and
(2x0 − 1/2)2 + (2x1 + 1/2)2 = 1,
so
x1 = −1
4
± 1
2
√
(3− 4x0)(1 + 4x0)
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and K therefore consists of circulants of the form
x = circ(x0, x1, 1/2− x0,−1/2− x1)
= circ
(
x0,−1
4
± 1
2
√
(3− 4x0)(1 + 4x0), 1/2− x0,
− 1
4
∓ 1
2
√
(3− 4x0)(1 + 4x0)
)
with x0 ∈ [−1/4, 3/4]. Let D be the orthogonal matrix given by (3. 36). Then
DxD−1 =


2x0 − 1/2 −(2x1 + 1/2) 0 0
2x1 + 1/2 2x0 − 1/2 0 0
0 0 1 0
0 0 0 0


=


cos θ − sin θ 0 0
sin θ cos θ 0 0
0 0 1 0
0 0 0 0


where x0 = 14 +
1
2
cos θ and x0 ∈ [−1/4, 3/4]. Again, in this case
K =
{
circ
(
x0,−1
4
± 1
2
√
(3− 4x0)(1 + 4x0), 1/2− x0,
−1
4
∓ 1
2
√
(3− 4x0)(1 + 4x0)
)}
,
with x0 ∈ [−1/4, 3/4], is a compact group topologically isomorphic to the circle group.
The identity of K is
e32 = circ(3/4,−1/4,−1/4,−1/4),
the other idempotent rank 3 circulant.
Now note that when z = (−1, 0, 1) we get the equations
−1/2 = x0 + x2 = x1 + x3,
and
(2x0 + 1/2)
2 + (2x1 + 1/2)
2 = 1.
If K is to exist in this case, then its identity must have x0 = 3/4. The last equation,
however, leads to
4 + (2x1 + 1/2)
2 = 1,
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which does not have a real solution for x1. We conclude that we cannot have z =
(−1, 0, 1).
The same argument may be used to show the nonexistence of K when z = (0,−1, 1).
(iv) Suppose the matrices in K all have rank 4. Then z = (±1,±1, 1).
When z = (1, 1, 1), we get the equations
1 = x0 + x2, x3 = −x1,
1 = (2x0 − 1)2 + (2x1)2.
Thus,
x1 = ±
√
x0(1− x0).
Therefore, K consists of circulants of the form
x = circ(x0, x1, 1− x0,−x1)
= circ
(
x0,±
√
x0(1− x0), 1− x0,∓
√
x0(1− x0)
)
, x0 ∈ [0, 1].
Let D be the orthogonal matrix given by (3. 36). Then
DxD−1 =


2x0 − 1 −2x1 0 0
2x1 2x0 − 1 0 0
0 0 1 0
0 0 0 1


=


cos θ − sin θ 0 0
sin θ cos θ 0 0
0 0 1 0
0 0 0 1


where x0 = 1+cos θ2 = cos
2(θ/2) and x0 ∈ [0, 1]. Once again, in this case
K =
{
circ
(
x0,±
√
x0(1− x0), 1− x0,∓
√
x0(1− x0)
)
: x0 ∈ [0, 1]
}
is a compact group topologically isomorphic to the circle group. The identity of K is
I4 = circ(1, 0, 0, 0).
An argument similar to the one given above for the rank 3 case may be used to deduce
that the cases when z is equal to either (1,−1, 1), (−1, 1, 1) or (−1,−1, 1) are not
possible.
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The preceding discussion leads to the following
THEOREM 3.2 Let µ be a probability measure on 4 × 4 real circulant matrices. Let S
be the closed commutative semigroup generated by the support Sµ of µ, and let K be the
kernel of S. Suppose (µn)n≥1 is tight. Then
(i) If K consists of rank 1 matrices, then either
(a) K = {e11} and µn w→ δe11 , or
(b) K = {e11,−e11} and (µn) converges weakly if and only if
Sµ 6⊆ {circ(x0, x1, x2,−1− x0 − x1 − x2) : x0, x1, x2 ∈ R}, or
(c) K = {e2} and µn w→ δe12 , or
(d) K = {e12,−e12} and (µn) converges weakly if and only if
Sµ 6⊆ {circ(x0, x1, x2, 1 + x0 − x1 + x2) : x0, x1, x2 ∈ R}
Here, e11 = circ(1/4, 1/4, 1/4, 1/4) and e12 = circ(1/4,−1/4, 1/4,−1/4). δx is
the point mass at x.
(ii) If K consists of rank 2 matrices, then either
(a) K = {e21} and µn w→ δe21 , or
(b) K is isomorphic to a nontrivial subgroup of {1,−1}2, and (µn) converges weakly
if and only if
Sµ 6⊆ {circ(x0, x1,−1− x0,−x1) : x0, x1 ∈ R} ∪
{circ(x0, x1,−x0,±1− x1) : x0, x1 ∈ R}, or
(c) K is topologically isomorphic to the circle group T (or a nite subgroup T0 of T )
and (µn) converges weakly if and only if e22Sµ is not contained in a proper coset
of a nite subgroup of K.
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Here, e21 = circ(1/2, 0, 1/2, 0) and e22 = circ(1/2, 0,−1/2, 0).
(iii) If K consists of rank 3 matrices, then either
(a) K = {e31} and µn w→ δe31 , or
(b) K = {e31,−e31} and (µn) converges weakly if and only if
Sµ 6⊆ {circ(x0,−1− x0, 1 + x0,−1− x0) : x0 ∈ R}, or
(c) K = {e32} and µn w→ δe32 , or
(d) K = {e32,−e32} and (µn) converges weakly if and only if
Sµ 6⊆ {circ(x0, 1 + x0, 1 + x0, 1 + x0) : x0 ∈ R}, or
(e) K is topologically isomorphic to the circle group T (or a nite subgroup T0 of T )
and (µn) converges weakly if and only if neither e31Sµ nor e32Sµ is contained in
a proper coset of a nite subgroup of K.
Here, e31 = circ(3/4, 1/4,−1/4, 1/4) and e32 = circ(3/4,−1/4,−1/4,−1/4).
(iv) If K consists of rank 4 matrices, then either
(a) K = {I4} and µn w→ δI4 , or
(b) K = {I4,−I4} and (µn) converges weakly if and only if
Sµ 6= {−I4}, or
(c) K = S topologically isomorphic to the circle group T (or a nite subgroup T0 of
T ) and (µn) converges weakly if and only if Sµ is not contained in a proper coset
of a nite subgroup of S.
75
3.4 d× d Toeplitz Matrices
In this section, we extend the investigation of the weak convergence problem to a wider
class of certain Toeplitz matrices, which are matrices whose elements along a diagonal are
constant.
A d × d Toeplitz matrix x = (xij), i, j = 0, 1, . . . , d − 1, is completely determined by
2d− 1 constants xk, k = 0,±1,±2, . . . ,±(d− 1) satisfying
xij = xj−i.
Thus, if we index the diagonals of x, from the lower left to the upper right, using the
integers from −(d− 1) to d− 1, then the common value of the entries in the kth diagonal
is precisely xk, k = −(d− 1), . . . , d− 1.
Here, we consider the class Sd(t) of d× d Toeplitz matrices satisfying
x−k = xd−k t (k = 1, 2, . . . , d− 1)
where t is a xed parameter. That is,
Sd(t) =




x0 x1 x2 · · · xd−2 xd−1
xd−1t x0 x1 · · · xd−3 xd−2
xd−2t xd−1t x0 · · · xd−4 xd−3
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
x2t x3t x4t · · · x0 x1
x1t x2t x3t · · · xd−1t x0


: x0, x1, . . . , xd−1 ∈ R


.
Note that Sd(1) is the class of circulant matrices. Note also that Sd(t) is a commutative
semigroup under ordinary matrix multiplication.
Next we discuss the spectral representation of a matrix x in Sd(t). For brevity, we shall
identify x using its rst row elements, and write
x = toep(x0, x1, . . . , xd−1)
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to mean
x =


x0 x1 x2 · · · xd−2 xd−1
xd−1t x0 x1 · · · xd−3 xd−2
xd−2t xd−1t x0 · · · xd−4 xd−3
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
x2t x3t x4t · · · x0 x1
x1t x2t x3t · · · xd−1t x0


.
Consider the d× d matrix P whose jth column, 1 ≤ j ≤ d, is the column with entries
(1, sωj−1, s2ω2(j−1), . . . , sd−1ω(d−1)(j−1)), (3. 38)
where ω = exp(2pii/d) and s = d
√
t. Observe that the columns of P are linearly indepen-
dent. Now dene
λj =
d−1∑
k=0
xks
kωk(j−1) (j = 1, 2, . . . , d). (3. 39)
Then x has the following spectral representation:
x = PDxP
−1, (3. 40)
where Dx is the d× d diagonal matrix diag(λ1, λ2, . . . , λd).
In what follows, we assume that the sequence (µn), where µ is a probability measure on
the Borel sets of Sd(t), is tight, so that the assertions in Lemma 3.1 again hold. If Sµ is the
support of µ and
S =
⋃
n≥1
Snµ , (3. 41)
then, as before, S is a commutative semigroup, the minimal ideal Sλ in Lemma 3.1 is
a compact abelian group, λ is the Haar measure of this group, and, as before, we have
Lemma 3.2.
We will also need
LEMMA 3.7 Let e = toep(e0, e1, . . . , ed−1) be a d × d idempotent matrix in Sd(t) with
eigenvalues λ0, λ1, . . . , λd−1. Write s = d
√
t. Then
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i. each λj is either 0 or 1;
ii. If e has rank r, where 0 < r < d, then e0 = r/d, and exactly r of the λjs are equal to
1. In particular, if r = d− 1 and d is even, there are two possible idempotents:
e = toep((d− 1)/d,−s−1/d,−s−2/d, . . . ,−s−(d−1)/d). (3. 42)
or
e = toep((d− 1)/d, s−1/d,−s−2/d, s−3/d, . . . , s(d−2)/d,−s−(d−1)/d). (3. 43)
If r = d− 1 and d is odd, then there is only one idempotent and it is given by (3. 42).
If r = 1 and d is even, there are two possible idempotents:
e = toep(1/d, s−1/d, s−2/d, . . . , s−d−2/d, s−(d−1)/d) (3. 44)
or
e = toep(1/d,−s−1/d, s−2/d, . . . , s−(d−2)/d,−s−(d−1)/d). (3. 45)
If r = 1 and d is odd, then there is only one idempotent and it is given by (3. 44).
Using the spectral representation (3. 40), we observe that Lemma 3.4 still holds for a
compact abelian group in Sd(t).
Following the same procedures as in earlier sections, we again will have analogous re-
sults for Sd(t). We omit the details.
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Chapter 4
Numerical Calculation of Lyapunov Exponents
for Some Random Fibonacci Recurrences
4.1 Random Matrix Products and Random Fibonacci Sequences
We introduce here some concepts from the theory of random matrix products that will be
useful in the sequel, specializing in the case of matrices in M = M(2,R), the space of
2× 2 real matrices.
For a (column) vector x =

a
b

 ∈ R2 and Y ∈M we let
‖x‖ =
√
a2 + b2 ,
‖Y ‖ = sup{‖Y x‖ : x ∈ R2, ‖x‖ = 1}.
Let A1, A2, . . . be a sequence of i.i.d. random matrices in M with common distribution
µ such that the expectation E(log+ ‖A1‖), where f+ := sup(f, 0), is nite. It is then clear,
from the subadditivity of the sequence {E(log ‖AnAn−1 · · ·A1‖) : n ≥ 1}, that the limit
lim
n→∞
E(log ‖AnAn−1 · · ·A1‖)
n
exists in R ∪ {−∞}. This limit is called the (upper) Lyapunov exponent associated with µ
(or with the random sequence {An : n ≥ 1}), and is denoted by γ. A well-known result
by Furstenberg and Kesten [FK] gives the stronger result
γ = lim
n→∞
1
n
log ‖AnAn−1 · · ·A1‖ (4. 1)
almost surely.
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As an immediate application of Furstenberg and Kesten’s result, consider the random
sequence 
xn =

an
bn

 : n ≥ 1


of column vectors in R2 such that
xn = Anxn−1, n ≥ 1,
with x0 =

a0
b0


xed, and A1, A2, . . . is a sequence of i.i.d. random matrices in M with
associated Lyapunov exponent γ. Then
xn = AnAn−1 · · ·A1x0,
and therefore, almost surely,
lim sup
n→∞
|an|1/n ≤ lim sup
n→∞
‖xn‖1/n ≤ lim sup
n→∞
‖AnAn−1 · · ·A1‖1/n
(√
a20 + b
2
0
)1/n
= eγ,
so that
lim sup
n→∞
log |an|
n
≤ γ (4. 2)
almost surely. The inequality
γ ≤ lim inf
n→∞
log |an|
n
(4. 3)
holds almost surely as well, although it is not straightforward to prove (see [BL]). Com-
bining (4. 2) and (4. 3) then yields
γ = lim
n→∞
log |an|
n
, (4. 4)
almost surely.
Next, we introduce Furstenberg’s Theorem, one of whose conclusions is a nice integral
formula for the Lyapunov exponent γ associated with certain random matrix sequences.
Two nonzero vectors x, y ∈ R2 have the same direction if for some λ ∈ R, x = λy. This
denes an equivalence relation∼ on R2 \ {0}, and each equivalence class under∼ is called
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a direction. The set of directions is called the projective space, denoted by P = P (R2).
For x ∈ R2 \ {0}, let x ∈ P denote its direction.
Let G = GL(2,R) be the group of nonsingular matrices in M . Observe that G acts
on P via Y · x = Y x, where Y ∈ G and and x ∈ R2 \ {0}. This allows us to dene
a convolution product µ ∗ ν between a probability measure µ on G and a probability
measure ν on P, dened as the distribution on P satisfying∫
P
f(x) d(µ ∗ ν)(x) =
∫
P
∫
G
f(Y · x) dµ(Y ) dν(x)
for any bounded Borel function f on P. ν is said to be µ-invariant if
µ ∗ ν = ν.
ν is said to be continuous if ν({x}) = 0 for all x ∈ P (R2).
We now state without proof Furstenberg’s Theorem (see, for example, [BL], pp. 53-54):
THEOREM 4.1 Let µ be a probability measure on G, the group of 2 × 2 invertible real
matrices. Let Gµ be the smallest closed subgroup of G which contains the support of µ.
Suppose that the following hold:
(i) for Y ∈ Gµ, | detY | = 1,
(ii) Gµ is not compact, and
(iii) for any x ∈ R2 \ {0}, |{Y x : Y ∈ Gµ}| ≥ 2.
Then if {Y1, Y2, . . .} is a sequence of independent µ-distributed random matrices in G with
E(log+ ‖Y1‖) <∞ and γ as its associated Lyapunov exponent,
γ = lim
n→∞
1
n
log ‖Yn · · ·Y1x‖ > 0
for any x ∈ R2 \{0}, Moreover, there exists a unique continuous µ-invariant measure ν on
P = P (R2) such that
γ =
∫
P
∫
Gµ
log
‖Y x‖
‖x‖ dµ(Y ) dν(x). (4. 5)
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Now we recall the three types of random Fibonacci sequences we introduced in Chapter
1:
xn+1 = xn ± xn−1, (4. 6)
xn+1 = ±xn + xn−1, (4. 7)
and
xn+1 = xn ± βxn−1, (4. 8)
where x0 = x1 = 1, each ± sign is chosen independently and + and − occur with prob-
abilities p and q := 1 − p, respectively, with 0 < p < 1. In (4. 8), β > 0 is a xed
growth parameter. We refer to (4. 6) and (4. 7) as Viswanath-type and to (4. 8) as
Embree-Trefethen-type random Fibonacci sequences.
For a xed value of p, let us denote the Lyapunov exponents of the random sequences (4.
6), (4. 7), and (4. 8) by γ1, γ2, and γβ, respectively. It is immediate from Furstenberg and
Kesten’s result, as we shall see below, that, in fact, γ1, γ2, and γβ are equal to the almost
sure limit
lim
n→∞
log |xn|
n
with xn given by (4. 6), (4. 7), and (4. 8), respectively. Our aim in this chapter is to
numerically investigate the behavior of γ1, γ2, and γβ as a function of p. We follow [Vi] for
the theoretical part and [ET] for the numerical part of our solution.
We begin with the Viswanath-type recurrences (4. 6) and (4. 7) and express these equa-
tions using matrices. For (4. 6) we have the matrix equation
 xn
xn+1

 =

 0 1
±1 1



xn−1
xn


= M (1)n M
(1)
n−1 · · ·M (1)1

1
1

 , (4. 9)
where M (1)1 ,M
(1)
2 , . . . in (4. 9) are i.i.d. matrices such that M (1)1 is either
A+ =

0 1
1 1


82
with probability p, or
A− =

 0 1
−1 1


with probability q. For (4. 7), the corresponding matrix formulation is given by
 xn
xn+1

 =

0 1
1 ±1



xn−1
xn


= M (2)n M
(2)
n−1 · · ·M (2)1

1
1

 , (4. 10)
where M (2)1 ,M
(2)
2 , . . . in (4. 10) are i.i.d. matrices such that M (2)1 is either
B+ = A+
with probability p, or
B− =

0 1
1 −1


with probability q.
Since the matrix products appearing in (4. 9) and (4. 10) are products of i.i.d. random
matrices, it follows from Furstenberg and Kesten’s result that γ1 (resp. γ2) is, in fact, equal
to the (upper) Lyapunov exponent associated with the random sequence M (1)1 ,M (1)2 , . . .
(resp. M (2)1 ,M (2)2 , . . .). [BL]. And since Furstenberg’s theorem applies in this case, we
obtain, from equation (4. 5), the integral formulas
γ1 =
∫ ∞
−∞
a(m, p, 1) dν1(m), (4. 11)
and
γ2 =
∫ ∞
−∞
a(m, p, 1) dν2(m), (4. 12)
where
a(m, p, t) =
1
2
(
p log
m2 + (m+ t)2
m2 + (m− t)2 + log
m2 + (m− t)2
1 +m2
)
, (4. 13)
and where ν1 and ν2 are the unique invariant continuous probability measure for the random
walk on directions x in the plane (parametrized either by slopes m ∈ (−∞,∞] or by angles
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θ ∈ (−pi/2, pi/2]) induced respectively by the probability distributions µ1 and µ2 on 2× 2
(real) matrices satisfying
µ1(A+) = p, µ1(A−) = q, (4. 14)
and
µ2(B+) = p, µ2(B−) = q. (4. 15)
The problem, however, is that we do not have a closed form expression for the invariant
measures ν1 and ν2 to evaluate the integrals (4. 11) and (4. 12) when p 6= 1/2. Thus, we
proceed numerically as follows.
Since ν1 and ν2 satisfy
ν1 = µ1 ∗ ν1
and
ν2 = µ2 ∗ ν2,
and both are measures dened on Borel subsets of R (as slopes) or (−pi/2, pi/2] (as angles),
we have the invariance equations
ν1([a, b]) = p ν1
(
1
[a, b]− 1
)
+ q ν1
(
1
−[a, b] + 1
)
, (4. 16)
and
ν2([a, b]) = p ν2
(
1
[a, b]− 1
)
+ q ν2
(
1
[a, b] + 1
)
, (4. 17)
for any slope interval [a, b] with ±1 6∈ (a, b), or the corresponding equations
ν1(I) = p ν1
(
tan−1
1
(tan I)− 1
)
+ q ν1
(
tan−1
1
−(tan I) + 1
)
, (4. 18)
and
ν2(I) = p ν2
(
tan−1
1
(tan I)− 1
)
+ q ν2
(
tan−1
1
(tan I) + 1
)
, (4. 19)
for any angular interval I ⊂ (−pi/2, pi/2] with ± pi
4
6∈ I. The bulk of the numerical calcula-
tion is done by discretizing equations (4. 18) and (4. 19). We describe the details of this
process in the next section.
84
The same theoretical calculations may be done for random recurrences (4. 8) of Embree-
Trefethen type. We skip the details and just present the relevant analogous quantities. With
xn as in (4. 8), and the same assumption of independence of choice of + and − signs with
the same respective probabilities p and q as before, and for xed β > 0, we obtain νβ as
the invariant measure satisfying
νβ(I) = p νβ
(
tan−1
β
(tan I)− 1
)
+ q νβ
(
tan−1
β
−(tan I) + 1
)
(4. 20)
for any angular interval I ⊂ (−pi/2, pi/2] with ± pi
4
6∈ I. As before, we use Furstenberg’s
Theorem to arrive at the integral formula
γβ =
∫ ∞
−∞
a(m, p, β) dνβ(m), (4. 21)
with a(m, p, β) as in (4. 13).
In the next section we describe the numerical approximation of γ1, γ2, and γβ for β > 0.
4.2 Numerical Calculation of the Lyapunov Exponents
The rst step in the numerical calculation of the Lyapunov exponents γ1, γ2, and γβ, is the
numerical approximation of the corresponding invariant measures ν1, ν2, and νβ. We follow
the ideas in [ET] for this numerical approximation.
We subdivide the interval [−pi/2, pi/2] into N = 2n equally spaced angular intervals
I1, I2, . . . , IN , each of length ∆ = pi/N. We then approximate each of the angular in-
variance equations (4. 18), (4. 19), and (4. 20) on the discrete set of intervals Ij =
[−pi
2
+ (j − 1)∆,−pi
2
+ j∆], j = 1, . . . , N, as follows.
Let g be the map
g(x, β) = tan−1
β
tan x− 1 .
Observe g(x, β) is continuous for all x ∈ (−pi/2, pi/2] except at x = pi/4.We can then
write (4. 18), (4. 19), and (4. 20) as
ν1(I) = p ν1(g(I, 1)) + q ν1(−g(I, 1)), (4. 22)
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ν2(I) = p ν2(g(I, 1)) + q ν2(−g(−I, 1)) (4. 23)
and
νβ(I) = p νβ(g(I, β)) + q νβ(−g(I, β)), (4. 24)
respectively. Let `(I) denote the length of the angular interval I ⊂ (−pi/2, pi/2]. Then,
writing ν(j)1 , ν
(j)
2 , and ν
(j)
β to denote the discrete approximations to ν1(Ij), ν2(Ij), and
νβ(Ij), respectively, we have the equations
ν
(j)
1 =
1
∆
N∑
k=1
(
p `
(
Ik ∩ g(Ij, 1)
)
+ q `
(
Ik ∩ −g(Ij, 1)
))
ν
(k)
1 , (4. 25)
ν
(j)
2 =
1
∆
N∑
k=1
(
p `
(
Ik ∩ g(Ij, 1)
)
+ q `
(
Ik ∩ −g(−Ij, 1)
))
ν
(k)
2 , (4. 26)
and
ν
(j)
β =
1
∆
N∑
k=1
(
p `
(
Ik ∩ g(Ij, β)
)
+ q `
(
Ik ∩ −g(Ij, β)
))
ν
(k)
β (4. 27)
for j = 1, 2, . . . , N. In the system (4. 25) of N linear equations in the N unknowns ν (k)1 ,
k = 1, 2, . . . , N, the quantity in parentheses found on the right side of the jth equation,
j = 1, 2, . . . , N, represents the amount of overlap between Ik and g(Ij, 1) and between Ik
and −g(Ij, 1). The corresponding quantities in systems (4. 26) and (4. 27) are explained
similarly.
All three N ×N linear systems (4. 25), (4. 26), and (4. 27) are of rank N−1, which can
be made consistent by replacing the N th equation by the respective conservation conditions
N∑
j=1
ν
(j)
1 = 1,
N∑
j=1
ν
(j)
2 = 1,
N∑
j=1
ν
(j)
β = 1. (4. 28)
We also see that these linear systems are sparse: the length `(g(Ij, β)) of the image of the
jth subinterval Ij is at most ∆ times the maximum value of |g′(x, β)| for x ∈ [−pi/2, pi/2],
which is
2 + β2 +
√
4 + β4
2β
. (4. 29)
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Therefore, the number of nonzero coefcients in (4. 27) is O(β) if β > 1, and O(1/β) if
β < 1. If β = 1, then (4. 29) evaluates to 1 + g, where g = 1+
√
5
2
is the golden ratio, and
consequently there are at most 4 nonzero coefcients in (4. 25) or (4. 26).
Thus, in the end, our numerical approximation to the invariant measures ν1, ν2, and νβ
consists of solving the sparse linear systems (4. 25) to (4. 27) together with their respective
conservation conditions displayed in (4. 28).
We solved these linear systems using Mathematica 5.2’s built-in sparse systems solver,
taking N to 221 when p = 1/2 to compare our results with the numerical values reported
by Embree and Trefethen in [ET]. For this part of the computational process, we would
like to acknowledge the use of the services provided by Research Computing, University
of South Florida.
Once we found that our results were consistent with Embree and Trefethen’s, we lowered
the value of N to 256 for all other values of p in the calculations that produced the gures
we report here.
Figures 1 and 2 show the respective graphs  actually, histograms  of the invariant
measures ν1 and ν2 computed in the manner just described for p = 0.1, 0.2, . . . , 0.9. Figures
3 to 6 display the same information for invariant measures νβ for β = 1/2, 3/4, 2, and
8, respectively. These histograms are based on N = 256 equally sized subdivisions of
[−pi/2, pi/2].
The vertical axis in each graph represents the approximated value of the invariant mea-
sures on the subintervals Ik, k = 1, 2, . . . , N.
Several interesting observations may be derived from these graphs. First, it is evident
from Figure 1 that ν1 exhibits a reection property with respect to p = 1/2 :
ν1(Ik, p) = ν1(−Ik, 1− p). (4. 30)
Also, Figure 2 suggests that the smoothness of the invariant measure ν2 appears to de-
crease as p increases. This behaviour is similarly observed for νβ for a xed β and, more-
over, does not seem to depend on β.
On the other hand, the opposite situation seems to occur when p is xed and β is allowed
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to vary. Figures 7 to 10 show how νβ behaves for different values of β < 1 when p is xed
at 0.2, 0.4, 0.6, and 0.8, respectively. Figures 11 to 14 display the same information, but for
values of β > 1.
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Figure 1: ν1(p) for different values of p
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Figure 2: ν2(p) for different values of p
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Figure 3: νβ(p), where β = 1/2, for different values of p
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Figure 4: νβ(p), where β = 3/4, for different values of p
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Figure 5: νβ(p), where β = 2, for different values of p
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Figure 6: νβ(p), where β = 8, for different values of p
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Figure 7: νβ(p) for xed p = 0.2 and different values of β < 1
94
-1.5-1-0.5 0 0.5 1 1.5
Β = 0.7
0.25
0.5
0.75
1
1.25
1.5
1.75
2
-1.5-1-0.5 0 0.5 1 1.5
Β = 0.8
0.25
0.5
0.75
1
1.25
1.5
1.75
2
-1.5-1-0.5 0 0.5 1 1.5
Β = 0.9
0.25
0.5
0.75
1
1.25
1.5
1.75
2
-1.5-1-0.5 0 0.5 1 1.5
Β = 0.4
0.5
1
1.5
2
2.5
3
3.5
4
-1.5-1-0.5 0 0.5 1 1.5
Β = 0.5
0.5
1
1.5
2
2.5
3
3.5
4
-1.5-1-0.5 0 0.5 1 1.5
Β = 0.6
0.5
1
1.5
2
2.5
3
3.5
4
-1.5-1-0.5 0 0.5 1 1.5
Β = 0.1
1
2
3
4
5
6
7
-1.5-1-0.5 0 0.5 1 1.5
Β = 0.2
1
2
3
4
5
6
7
-1.5-1-0.5 0 0.5 1 1.5
Β = 0.3
1
2
3
4
5
6
7
Figure 8: νβ(p) for xed p = 0.4 and different values of β < 1
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Figure 9: νβ(p) for xed p = 0.6 and different values of β < 1
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Figure 10: νβ(p) for xed p = 0.8 and different values of β < 1
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Figure 11: νβ(p) for xed p = 0.2 and different values of β > 1
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Figure 12: νβ(p) for xed p = 0.4 and different values of β > 1
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Figure 13: νβ(p) for xed p = 0.6 and different values of β > 1
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Figure 14: νβ(p) for xed p = 0.8 and different values of β > 1
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Finally, once we have the approximation to the invariant measures ν1, ν2, and νβ, the cor-
responding Lyapunov exponents γ1, γ2, and γβ may be calculated by numerical integration
applied to (4. 11), (4. 12), and (4. 21), respectively.
Figures 15 and 16 show the Lyapunov exponents γ1 and γ2 vs. p for 200 values of p
between 0 and 1. Note how γ2 increases as p increases, whereas γ1 exhibits symmetry with
respect to p = 1/2.
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Figure 15: γ1 vs. p
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Figure 16: γ2 vs. p
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Figure 17 shows γβ for β = 0.5, 0.75, 2, and 8. In the gure, darker curves correspond
to smaller values of β. It appears that for values of β ≥ 1, γβ > 0 (hence the corresponding
random recurrence (4. 8) grows exponentially) no matter what p is. On the other hand, for
values of β < 1, the phenomenon observed by Embree and Trefethen in [ET] appears to
have an analogue: there exists some p∗ = p∗(β) for which γβ(p∗) = 0, which means the
corresponding random recurrence (4. 8) neither grows nor decays.
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Figure 17: γβ vs. p for β = 0.5, 0.75, 2, and 8
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