Large-scale distributed systems, e.g., Grid or P2P networks, are 
Introduction
In recent years, there has been a substantial increase in the deployment of large-scale distributed systems such as Grid networks [11] , federated testbeds such as PlanetLab [4] , and storage networks such as HP's Federated Array of Bricks (FAB) [14] . However, this increase in the availability of such valuable computing resources has led to a rise in the occurrence of large-scale attacks on these systems. These attacks may come in the form of worms like Code Red [23] or Sapphire [9] , or as explicit hacking, such as the recent Cisco attacks [5] or intrusions of TeraGrid systems [20] .
Although there exist a variety of single-host and cooperative automatic intrusion detection systems [10, 13, 29, 31] , distribution mechanisms for alert data have typically been regarded as secondary to detection capabilities. This lack * This work was supported in part by NSF ITR grant CMS-0427089, in part by NSF CAREER grant CNS-0448246, and in part by the AT&T Labs Fellowship Program. Any opinions, findings, and conclusions are those of the authors and do not necessarily reflect the views of the above agencies. of attention to alert distribution can allow adversaries to insert false alerts into a detection network, resulting in false positives or false negatives.
This paper proposes the ContagAlert protocol, a new technique for automatic, peer-to-peer alert propagation that is tolerant of disruptive alerts. We define a legitimate alert as an alert derived from an event that will be observed everywhere or almost everywhere. An example of such an event would be an Internet worm spreading very quickly throughout the entire network. We define a disruptive alert as an alert related to an event that will not be observed everywhere or almost everywhere. For example, a malicious or faulty node might report a non-existent attack. From the perspective of ContagAlert, this event would be considered a false positive because it will not be observed throughout the entire network and, therefore, does not interest all of the nodes in the network. We assume that ContagAlert will only be used to spread alerts about events that will be observed at almost every node in the network. All other alerts should be suppressed. Due to the design of the ContagAlert protocol, all network peers receive legitimate alerts with high probability and only a small minority of the network receives disruptive alerts. Although we focus this discussion on intrusion alerts, the approaches in this paper can be used for any sort of signal that one might want to propagate throughout a distributed network. Thus, "alert" can be taken to mean "any message or signal propagated using the ContagAlert protocol."
The ContagAlert protocol is based on a variation of signal propagation ideas from contagion theory 1 . Contagion theory studies the spread of influences, such as social fads, power grid failures, biological epidemics, or, in our case, network messages, across interconnected populations. 1 Standard contagion theory employs a fractional threshold model, where a node becomes alerted after a certain fraction of its neighbors are alerted. In order to simplify our implementation and analysis, we use a variation on this model in which a node becomes alerted after some fixed number of its neighbors are alerted.
These populations are modeled as a graph, describing the relationships (edges) between individuals (vertices) in the population. The influence originates in some number of seed individuals in the graph, and spreads across the graph using a threshold-based activation rule [30] . A contagion has occurred if all nodes eventually become infected. Without resorting to central control, the ContagAlert protocol carefully adjusts this alert 2 threshold on individual nodes, thereby changing the critical number of seeds required to trigger a contagion. It sets the threshold to a point that exceeds the expected number of disruptive alerts, while still remaining below the expected number of legitimate alerts.
Related Work
The goal of our work is to provide a protocol that prevents malicious messages and false positives from interfering with the well-behaved nodes in the network. Most systems accomplish this by attempting to keep malicious nodes out of a system entirely using a trust mechanism. There are two basic approaches to instituting trust relationships in a network: certificate authorities [8, 17, 25, 33] , where each node can be held accountable for the messages it sends, and "webs of trust" [1, 18, 21, 27] . Both approaches have problems if a malicious agent is able to attain a trusted status.
The ContagAlert protocol avoids these issues by discarding the idea of trust entirely, and instead relying on the premise that legitimate messages will be generated by a larger fraction of the network than an adversary would be able to subvert to his own uses.
The "friend protocol" described by Nojiri, et al. [24] bears some similarity to the ContagAlert protocol. As in the ContagAlert protocol, each node has some number of neighboring peers, and if the number of alerted neighbors exceeds a certain threshold, the node becomes alerted itself and notifies its neighbors of the new alert. The differences are significant, however. In the Friend Protocol, all nodes use the same, fixed threshold setting. Furthermore, the Nojiri paper does not fully explore or exploit the threshold behavior of the protocol they describe. By comparison, in ContagAlert, the node threshold settings are adaptively set to accommodate any network structure. Additionally, ContagAlert allows for the tolerance level for disruptive messages to be specified, and the threshold behavior is automatically adjusted to meet the specification.
The Vigilante [6] system uses an alternative approach to propagating alert information. In Vigilante, self-certifying alerts (SCAs) are distributed to contain Internet worms. When a host receives an SCA, it is able to inexpensively 2 We use "alerted" instead of "infected" to refer to a node that has adopted an alerted state. We reserve the term "infected" to refer to a node under the influence of a malicious interference such as a worm or other intrusion.
prove to itself that the vulnerability is real and thus take steps to counter it. The detection engines used in Vigilante are assumed to be highly accurate and capable of producing SCAs that can be verified at other hosts. However, many detection engines are less accurate than those assumed by Vigilante, and thus are more susceptible to producing false positives. For example, a detection engine monitoring the incoming traffic on a range of port numbers might mistakenly report a worm attack that it has inferred by observing a port scan unrelated to any actual attack. Networks using such detection engines would benefit from the ContagAlert protocol, which can tolerate such disruptive alerts. Another difference between Vigilante and our work is that while Vigilante requires a small dedicated group of machines to act as the nodes for alert propagation, ContagAlert has more of a true peer-to-peer design, where all individual nodes run detectors.
Protocol Design
The primary purpose of the ContagAlert protocol is to rapidly distribute security alerts of a widespread attack throughout a peer-to-peer network, while suppressing uncommon erroneous messages and messages generated by malicious adversaries. We refer to such messages as disruptive.
The protocol is intended to be used in applications where the sources of legitimate alerts have a high degree of redundancy. We assume that a threshold exists, stated as a fraction of the number of peers in the system, which separates the legitimate alerts from disruptive alerts based on the number of sources of the alert. In other words, disruptive nodes cannot compose an arbitrarily large fraction of the network, and any legitimate message must be generated at multiple peers. Finally, it is important that benign nodes be willing to cooperate in the execution of the protocol. This assumption should be valid for any network where peers have any interest in the survival of the network.
Basic Protocol
The basic approach of the ContagAlert protocol is very simple. Peers in the cooperative network each have a small list of neighbors whose network locations are known. These peer relationships need not be reflexive. At various times, certain peers will observe an event (e.g., an attempted intrusion) and will respond by generating an alert, which is sent to its neighbors (e.g., to warn of the possibility of imminent intrusion). These neighbors each independently decide whether to act on the alert, taking appropriate responsive actions and forwarding the alert to their respective neighbors. This decision procedure of whether or not to act represents the core of the ContagAlert protocol. It should be noted that ContagAlert supports a variety of alert message types. For example, alerts could be simple alert messages with no other payload, or could contain port numbers being attacked in a DoS attack, or could perhaps even contain code that was found to be malicious. The implementation details of such alert messages are beyond the scope of this paper, as our primary concern is focused on the actual propagation characteristics of the alerts themselves.
Each peer in a system using ContagAlert has its own, independent threshold to determine whether or not it will forward an alert message to all of its neighbors. This threshold is expressed as a constant number of messages. For example, if a node has a threshold of 2, it will forward a message to all of its neighbors if it first receives a copy of the message from at least two different nodes. We refer to this piece of the protocol as the basic ContagAlert protocol.
This type of decision procedure results in very clear threshold behavior emerging from the network as a whole, as shown in Figure 1 . This figure shows the probability of a contagion occurring given the fraction of nodes seeding the alert. A 4096-node network with an average of 64 directed edges per node was used for these trials 3 . The X-axis represents the number of instances of a simulated alert that were used to seed the propagation. The Y-axis represents the fraction of the network that accepted the alert as legitimate and forwarded the data to neighboring nodes. Thirty trials were run for each seed value. The trend line in the graph shows the average value of all thirty trials for each seed point. The 'X' points show the results of each individual trial in the data for the threshold of 12.
The frequency of contagion is 0% at the left of the series and 100% at the right. In the middle is a region where, for certain numbers of seeds, a contagion may or may not occur. Note that the single-trial points always occur at the very bottom edge or the very top edge of the plot. This indicates that there is never a "half-contagion" where a cascade spreads to a large number of non-seed nodes but does not complete the contagion. Also, although a contagion is more likely if there are more seed nodes, a contagion starting from few seeds appears identical to a contagion starting from many seeds. We call the steeply sloped region of the average line the threshold region.
It is a crucial observation: given a single set of seed signals, after evaluating the alert propagation it is impossible to assess where the trial lies with regard to the threshold region. The result indicates only whether or not a contagion occurred, but it is the probability of contagion for the number of seeds that is most important. We call this observation "Axiom A".
Other data we collected shows that this type of threshold behavior observed in Figure 1 occurs regardless of the network size, topology, and average node degree. However, these characteristics will cause the network's threshold region to shift to the left or right, or to stretch wider or narrower. In order to shift the threshold region to a specified point, the activation thresholds on individual nodes must be adjusted to account for changes in these traits. Since these traits are difficult to ascertain for a decentralized, peer-topeer system, and since they can change over time, the protocol parameters cannot be specified ahead of time or computed offline. Instead, the protocol must adaptively set the threshold setting for each node in the system at runtime.
Adaptive Protocol
The goal of the ContagAlert protocol as a whole is to generate a network-level threshold behavior, with the threshold region centered on the fraction of nodes that must be seeded for a contagion to be possible. We call this fraction the target tolerance, because it describes the approximate number of disruptive source nodes that can be tolerated by the protocol before the message is propagated throughout the rest of the network. Signals with too few seeds are implicitly assumed to be disruptive and will not spread, while signals with enough seeds are implicitly assumed to be legitimate and will result in contagion. Messages are never explicitly classified as legitimate or disruptive.
The principal difficulty in constructing such a system is the adjustment of the contagion threshold to the target tolerance. Even with an omniscient, centralized controller it is not clear how this would be accomplished. It is difficult to assess how the many network parameters will affect the threshold region, and due to Axiom A, it is not possible to estimate the current position of the threshold region with a single evaluation of the network.
The difficulty is compounded when each node in the system is responsible for adjusting its own threshold based on its limited, local view. Additionally, a node has control only over itself. If it should decide that a neighbor node is incor-Begin round n + 1. Nodes 1 and 5 randomly self-select and spontaneously activate.
End round n + 1 when steady state is attained after completing the basic protocol. Node 2 shows oscillating behavior over the most recent two rounds because it was inactive at the end of round n and it is active at the end of round n + 1. No change to its thresholds.
Node 6 appears to consistently become activated. It increases its threshold by 1 to make activation more difficult. 
The ContagAlert protocol addresses these difficulties by having the network periodically execute "practice" runs of the basic ContagAlert protocol to allow nodes to experiment with different threshold settings. Nodes in the network periodically generate synthetic test messages and attempt to spread these messages as though they were real. 4 Messages are generated at the target tolerance level of the protocol. The goal of the protocol is for each node to adjust its threshold such that a contagion occurs one-half of the time. If this goal is attained, the threshold region is shifted to be approximately centered on the target tolerance fraction. This behavior is illustrated in Figure 2 , and is described in additional detail below.
During the adaptive phase, each node periodically generates a practice message with probability p, where p is the target tolerance fraction for the network. For a network composed of N nodes, this inserts approximately p × N simulated signals into the system. If all node thresholds are set correctly, this is exactly the number of signals that should result in the most uncertain behavior from the protocol. Therefore, the desired behavior is that a contagion occur exactly one-half of the time. Attaining this alternating behavior is the goal of the adaptive aspect of the ContagAlert protocol.
After deciding whether to generate a message, each node adheres to the basic ContagAlert protocol, forwarding the practice messages (or not) according to their own threshold T . This continues for a period of time, until no messages are received for a timeout period and it can be assumed that the contagion would have completed if a contagion were going to occur. Each node decides locally when to time out and end the practice round.
After the time period expires, each node would like to assess whether or not a contagion has occurred in the network. However, since nodes possess only local information, they cannot make such a determination for the network as a whole without layering a consensus protocol on top of the existing ContagAlert system. For now, assume that each node possesses an oracle that can determine whether or not the network has experienced a contagion.
If a contagion has occurred, each node assumes (perhaps incorrectly) that the network as a whole is somewhere to the right of the threshold region of the graph. Otherwise, it assumes the network is left of the threshold region. The node then adjusts its personal threshold to inhibit or facilitate future contagions. Since the node is guessing the most probable state of the threshold region, it will be correct the majority of the time. As a result, the threshold region should approach the target tolerance level after a large number of practice runs.
After each practice round, each node attempts to guess whether the threshold region of the network is left or right of the target tolerance. It examines the contagion history for the previous two rounds to attempt to determine the present network state. This two-round time window allows the node to classify itself into one of three categories:
Both of the last two rounds resulted in contagions.
This suggests that the node's threshold is set too low and that the node is becoming alerted too easily. In this case, the node responds by increasing its threshold by 1.
2. Both of the last two rounds resulted in no contagion. This suggests that the node's threshold is set too high and that the node is having too much difficulty becoming alerted. In this case, the threshold is reduced by 1.
3. The last two rounds have produced differing contagion results. This indicates that the node has attained the desired alternating behavior. No changes are necessary.
Each node that has not been a spontaneously activated seed in the current round adjusts its threshold as dictated by its self-assessed categorization 5 . Over many test rounds, its threshold approaches the point where, when considered with all other nodes in the network, the network's tolerance threshold for malicious nodes is shifted to the specified level. Signals with a number of sources below the threshold will be suppressed, while signals exceeding the threshold will be distributed throughout the network.
Since individual nodes do not actually possess an oracle, there remains the issue of determining whether or not a contagion has occurred. As mentioned previously, peers possess information only about themselves unless they explicitly query neighboring nodes for their states. No individual node has information about the global network state.
However, it is actually very simple for a node to make an accurate guess about the network state based only on its own information. Recalling Figure 1 , when a signal is able to propagate at all it usually results in a complete contagion. As a result, a node can simply look at its own activation state at the conclusion of the practice round and it will be correct with high probability.
Protocol Simulation Results
We implemented a simulator to examine the adaptivity performance of the protocol. The simulator generates a network graph of a specified size and degree. The adaptive protocol is executed for a large number of rounds with a specified target tolerance to allow the node thresholds to stabilize.
Once the adaptive phase is completed, the simulator runs a large number of trials to assess the behavior of the network when subjected to "real" signals with various numbers of starting seeds. The simulation for each seed value was repeated 30 times in order to assess the probability that a contagion would occur for any given number of seeds. The large number of different seed values, combined with the large number of repetitions for each seed value, allows the probability curve of the network's behavior to be closely estimated.
The simulation proceeds in rounds. On each round, each node counts the number of alerts it has received from any neighbors. If this number exceeds its threshold, the node becomes alerted and broadcasts the alert to all of its neighbors. This round procedure repeats until the network state achieves a stable, unchanging state. Figure 3 shows the behavior of simulated networks after the adaptive period has completed. Each trend line represents a different target tolerance. This data indicates that the adaptation and various target tolerance settings definitely have an effect on the network behavior. Although the adaptation is not exactly perfect, each trend line appears in the correct region of the plot. The ordering of the lines is correct, indicating that setting a higher target tolerance for the protocol will result in a higher contagion threshold for the network.
Protocol Analysis
The ContagAlert protocol views a peer-to-peer network as being akin to a cellular automaton on an irregular topology. In particular, the basic form of the protocol bears a close resemblance to bootstrap percolation, a family of deterministic cellular automata using a class of activation rules on an n-dimensional lattice.
Although ContagAlert is inspired by and draws ideas from contagion theory, due to the modification of the decision procedure on a node to use a constant threshold instead of a fractional one, it is more straightforward to analyze the system from the angle of bootstrap percolation. Bootstrap percolation describes a specific deterministic cellular automaton rule on a two-dimensional lattice of cells. Each cell is activated with probability p at time T = 0. On each subsequent time step, inactive cells become active if at least two of their neighbors are active. Cells never deactivate. More general, but less common models of bootstrap percolation allow for d dimensional lattices, and cells activate when l neighbors are active.
The study of bootstrap percolation focuses on determining the probability that the entire lattice will become activated, given the fraction of lattice nodes that are active at the beginning of the process. It has been shown that this probability shows a sharp threshold behavior. The probability shifts from nearly 0 to nearly 1 over a very small increase in the fraction of seed nodes. The ContagAlert protocol leverages this threshold effect to suppress malicious signals and false positives, while allowing legitimate signals to spread normally.
The basic aspect of the ContagAlert protocol maps closely onto this definition of the bootstrap percolation sce- nario.Each peer participating in the protocol corresponds to a cell in bootstrap percolation. The neighbors of the peer correspond to the neighboring cells in the lattice. The threshold number of alert messages that a peer must receive before becoming alerted corresponds to l, the threshold number of activated neighbors required to cause a bootstrap percolation cell to become activated. The fraction of peers acting as the source of an alert or other signal corresponds to the activation probability p. The only difference between the two systems is in the topology of the neighbor relationships. While the ContagAlert protocol can function on any network topology, bootstrap percolation is limited to only d-dimensional lattices.
In both bootstrap percolation and the ContagAlert protocol, it is easy to see that if p is too small, few or no nodes will be initially activated. Any spreading of the activation state that does occur will stall after a small handful of activations, and the remainder of the lattice will remain inactive. Inversely, if p is high, most of the nodes will be initially activated, and the remaining inactive nodes will become active after just a few time steps.
The probability of the active state completely filling the network (a contagion) can be considered as a function of p. Although one might expect this probability to begin at 0 when p is small and gradually increase to 1 as p nears 1, this is not actually the case. In fact, this probability remains close to 0 up to some threshold fraction p, at which point it rapidly increases to 1 as p increases just a small amount. When p exceeds this threshold point, the lattice is almost guaranteed to achieve 100% activation.
It is exactly this threshold behavior in bootstrap percolation systems that the ContagAlert protocol exploits. The nature of this threshold point is the common topic of research regarding bootstrap percolation. If it is assumed that the ContagAlert protocol is running on a d-dimensional lattice topology, the results of bootstrap percolation research can be directly applied to this work.
In bootstrap percolation, it has been proven that for an L × L lattice, as L becomes large, the probability that the entire lattice becomes alerted approaches 1 if the fraction of seed nodes is greater than (π 2 /18)/ ln(L), and it approaches 0 if the fraction of seed nodes is less than this value [16] . Therefore, for a 4096 node network with a 2-dimensional lattice topology and an activation threshold of 2 on every node, we expect the contagion threshold to occur at (π 2 /18)/ ln( (4096)) = 0.1318, or 540 seed nodes. Although the degree 4 trend line in Figure 4 shows that this is not actually the case, this can be attributed to the fact that the convergence to this threshold is extremely slow as the number of nodes increases. In other words, this limit is approached only for extremely large networks. [2] .
A similar result has been proven for n-dimensional bootstrap percolation for n > 2 dimensions with arbitrary activation threshold l [3] . In this case, however, the result is more complex and less precise.
This result is proven by induction, showing how scenarios with arbitrarily large d and l can be reduced down to the 2-dimensional, threshold 2 case, one step at a time. However, they are unable exactly to specify the threshold. Instead, they are able to prove that the threshold exists, and they are able to reduce the uncertainty to the values α + and α − , which are functions of only d and l.
The results presented above correspond only to ndimensional lattices. Obviously, very few peer-to-peer overlays will have this type of topology. As topologies become more irregular, these thresholds will vary in a manner that may be impossible to quantify. The theoretical results above are largely based on the predictable way in which an activation state will propagate across the lattice. This predictability is not shared by networks with any kind of random component, and it can be hard to see even in topologies with regular structures.
However, we can qualitatively consider the behavior we would expect to observe from these more common topologies. We approach the problem by considering the clustering coefficient of each structure. If nodes A and B are neighbors, and if nodes B and C are neighbors, the clustering coefficient of the topology is the probability that node A and C are neighbors. A high clustering coefficientsuggests that large cascades are easier to trigger, because if any one node in a cluster becomes activated it is likely that the others in the cluster will follow. The lattice topology has a clustering coefficient of 0, since there exist no triangular loops of edges in this type of topology.
Application Data
We studied the behavior of the protocol in two applications to assess its effectiveness outside of an entirely abstract environment.
Internet Worm Attack
We modified our existing simulator by replacing the fixed number of seeds with an increasing number of seeds modeling the spreading behavior of a worm. The spreading behavior of the worm is based on a variant of the model presented by Kephart in [19] . Alerted nodes spread warning information to other nodes using the ContagAlert protocol in an attempt to inhibit the further spread of the worm.
The speed of the spread of an alert across the network is primarily dependent on the target tolerance of the network. If the tolerance is set higher, more seeds are required to tip the network past the contagion threshold and the propagation of warnings will be delayed. This allows the worm to attain a stronger foothold in the network before defensive measures are raised. If the target tolerance is set lower, the opposite behavior will occur, but it may open the possibility for disruptive messages to spread.
The simulator generated a network of a size, and average degree. As with the earlier simulations, the network was adapted to a specific target tolerance with interference before testing its performance. After the adaptive period was completed, a simulated worm was released on the network. The initial infection was seeded at a single, randomly selected node. After the initial infection, we used an infection probability of p = .5 and a cure rate of c = .01. A trace of the network state was collected, recording how many nodes were in an infected state and how many nodes were in an alerted state at each time step. Figure 5 compares the number of infected nodes (dashed lines) to the number of alerted nodes (dotted lines) in the network at each time step for a typical simulation run. The figure shows that a target tolerance of 0.05 or 0.10 results in a dramatic reduction in the number of nodes that become infected by the worm. With a large target tolerance of 0.25, however, ContagAlert is of limited effectiveness when trying to compete against a rapidly spreading worm.
DoS Attack Against a P2P Network
We also implemented a P2P application, called DoSAlert, as a testbed for the ContagAlert protocol. In DoSAlert, each peer monitors for attack patterns in the traffic passing through its node. If a node detects that a target destination is being overwhelmed by a particular source, then that node will start dropping messages from that source and will propagate an alert to other nodes identifying that source as an attacker. Also, if a node receives enough distinct alerts identifying a particular source as an attacker, then that node will begin dropping requests from that attacker and will propagate the alert to all of its neighboring nodes.
We evaluated the effectiveness of the ContagAlert protocol in this environment with a trace-based simulation of 100 nodes. Using the FreePastry API, we implemented DoSAlert on top of the Pastry P2P routing substrate [12] , [26] . The application underlying the DoS detection in the simulation was a peer-to-peer cooperative Web caching scheme where each well-behaved peer requests Web objects based on a randomly chosen, single machine trace [7] . Malicious nodes bombard targets with a large number of re-quests and also inject false alerts into the system identifying well-behaved peers as attackers. Figure 6 shows that lower tolerance levels often lead to malicious requests being dropped more aggressively. Unfortunately, lower thresholds also make it easier for attackers to inject false alerts into the system that identify benign nodes as attackers. However, in the above results, when the percentage of malicious nodes is less than or equal to the tolerance level, no legitimate messages are dropped (i.e., false alerts from attackers are completely ineffective) and over 60% of the attackers' requests are dropped.
Conclusion
We introduced the ContagAlert protocol, a new protocol oriented towards disseminating alerts across a peer-topeer network. The protocol leverages the threshold behavior studied in contagion theory to suppress messages of malicious intent while causing legitimate messages to spread. The protocol is able to adaptively set the contagion threshold of the network to specify a target tolerance level for malicious messages. This is accomplished by adjusting the activation threshold of individual nodes using an adaptive distributed algorithm.
