We present an approach to the problem of load balancing on networks of nodes. Our approach is inspired by the phenomenon of negative chemotaxis in living systems. We use a diffusing signal (which is emitted by load, and moves faster than the load) to guide the movement of load towards the balanced state. Our reference system (for comparison) is unguided, diffusing load, moving at the same speed. Our tests show that the chemotaxis system can give large improvements over the reference system in convergence speed, as well as showing much reduced sensitivity to variations in network topology and in initial load distribution.
It is wartime. You can break the enemy's top-secret code if you can quickly sort through 100 databases of intercepted messages, fi nd the crucial clue in each, and put them together. The good news is that an army of 10,000 devoted computers stand by just waiting to help. But while some of these are state-of-the-art supercomputers, others are sluggish relics from the mid1990s. And now here's the bad news: for various reasons, you can only deal out the searching tasks at random. Inevitably, as you can foresee, some of the slow computers will get big tasks and be totally overwhelmed, while others will fi nish their work quickly and stand uselessly idle. If only you could get the computers to share the work intelligently, dividing the load like a team of well-managed workers. But computers, on their own, aren't that smarthow can you help them?
There is one very simple solution to this problem of coordination, based on the phenomenon of diffusion. By random motion alone, molecules from a puff of perfume will diffuse to explore all corners of a room equally. You could programme your computers to follow a similar strategyany overworked device should just send its excess load to some other computer it's linked to, totally at random. In this way, excess load won't get stuck on slow computers, and fast ones won't stay idle for long. But might there be a better way?
In this paper, Canright, Deutsch and Urnes demonstrate that there is. The problem of sharing tasks and computational resources -what they refer to as 'load balancing' -is quite general. It might arise in the context of the Internet as members of some P2P network try to orchestrate 'distributed computing', or even as a group of hospitals tries to cope with an incoming fl ood of disaster victims. In approaching such problems, Canright and colleagues argue that biology is a good source of wisdom. Social bacteria, for example, have developed sophisticated techniques for terri-
Introduction
The problem of load balancing is quite general. Technological applications include balancing processing jobs among parallel processors [1] , balancing processing among distributed computers in a grid processing system -either peer-to-peer [2] or otherwise [3] , and balancing storage among networked storage devices [4] . There are also non-technological instances of load balancing. One of the very simplest may be taken from physics. That is, diffusion is a primitive mechanism which quite reliably seeks to distribute particles so as to move them from non-uniform states to uniform states. Furthermore, this is accomplished in a fully decentralized, even 'unintelligent', manner, using only the random thermal motion of the particles.
One fi nds load balancing also in biological systems. One example is the use of chemical repellents to prevent growth of yeast colonies into one another's space [5] . The fact that bacteria are able to communicate with each other changed our general perception of many single, simple organisms inhabiting our world. As well as releasing the signalling molecules, yeast cells are also able to measure the number (concentration) of the molecules within a population. The term 'quorum sensing' is used to describe the phenomenon whereby the accumulation of signalling molecules enables a single cell to sense the number of bacteria (cell density) and to behave accordingly.
This kind of territorial load balancing also occurs with larger organisms. In most cases, some kind of signal (urine, bird songs) is used to maintain distance between individuals or groups. Hence, in general, load balancing in biological systems is more active than the correspondingly passive, physical mechanism of diffusion. We note also that living systems are distinguished from most non-living ones by being able to perform the opposite of load balancing. That is -again using active mechanisms -living systems can estorial load balancing through the mechanism of chemotaxis. In this way, they manage to coordinate their demands on the environment in such a way that they avoid overtaxing any one region, depleting food sources and so on. Such coordination aids their collective welfare. The authors offer evidence that a relatively simple algorithm for load balancing inspired by this example should enable any generic system of 'processors' -computers, organisms, perhaps machines in a manufacturing plant -to share loads effi ciently.
As the authors point out, the core secret of 'chemotaxis' is the existence of signalling molecules that can diffuse faster than the load itself. In biology, this comes about naturally because molecules carry the signals, while their movements infl uence and direct the movement of much larger and slower-moving organisms. But this separation of time scales translates to the computational setting as well. For example, one might imagine signals being carried by tiny packets of only a few bytes, whereas the computational load to be processed may be much bigger. The quick movement of signals, the authors suggest, can help a system by enabling it to make better decisions on where the load should go.
Hence, the aim of the paper is to compare two different techniques for load balancing -a 'baseline' technique centred on ordinary diffusion and an enhanced 'bioinspired' method based around the use of a signal. The fi rst task the authors tackle is to work up a basic set of equations to model these two processes, and to establish ground rules so that the comparison between them is fair and meaningful (what they refer to as their 'fairness criterion').
To make their analysis general, the authors imagine a network of processors, and represent the 'load' at any particular processor i as i . The processor's capacity at this site is denoted as C i , so that the excess load is i -C i . The idea of the basic diffusion process is simply that some of this excess tends to fl ow away from its current lotablish and maintain highly non-homogeneous states; examples include processes such as aggregation, morphogenesis, and self-repair.
We are interested in the problem of designing distributed, self-managing systems for solving technological problems. Also, as members of the BISON [6] project, we focus on biologically inspired solutions to such problems. In this work, we wish to explore and evaluate a mechanism for load balancing in distributed systems. This mechanism is rather directly inspired by a common biological mechanism for controlling the aggregate behaviour of many small entities, namely, chemotaxis. Chemotaxis means the control of movement (taxis) via diffusive chemical signals. It is used in biology both for bringing about homogeneous distributions (negative or repulsive chemotaxis), and for inducing highly non-homogeneous aggregates (positive chemotaxis) [7, 8] . In particular, chemotaxis is essential for guiding cells in biological development, the process of wound healing, and tumour angiogenesis (a process by which a tumour is able to guide the growth of neighbouring vasculature into its own direction). Here we will implement a form of repulsive chemotaxis on a networked system, with the aim of bringing about time-effi cient load balancing.
An essential aspect of chemotaxis is that the signal can diffuse faster than the bodies which are guided by the signal. In other words, there are two distinct time scales in operation in chemotaxis. This notion of two time scales is central to our thinking. Specifi cally, we assume that the load (which we specify only as an abstract, real-valued quantity at each node of the network) has a natural rate of movement that is signifi cantly lower than that for the signal. We believe that, when this twotime-scale picture is correct, the use of signal can signifi cantly speed up the movement of load towards a uniform (balanced) distribution. To put this picture into more cation toward neighbouring positions. They implement this by stipulating that the fl ow of excess load at each time step, from point
, where c is some constant. This equation defi nes the fl ow in the case of the baseline of pure diffusion.
The authors then introduce several new equations to include a 'signal' into the diffusive, load-balancing process. Their equations 2-4 defi ne three distinct processes. First, equation 2 indicates that the excess capacity i -C i acts as a source for the signal. So, the 'problem' in the networkthe imbalance of load -is also the source of the signal that should help it to be eradicated. Second, equation 3 implies that a difference in the signal between two points in the network will induce a fl ow of load from the position of high signal to that of low signal. Third, in their equation 4, they complete the dynamics with an equation showing how the signal itself moves about -in fact, this equation says that signal simply 'diffuses blindly'. Together, then, these equations show how signal is created, how it moves about, and how it infl uences the (slower) movement of the excess load.
Before comparing these two models, Canright et al. fi rst argue that a fair comparison can only be made if the basic velocity at which load moves is the same in both instances (although it may move more 'intelligently' in one case than in another). They offer a detailed argument that fairness is established when the constant c in equation 1 is set equal to c 3 in equation 3. In very rough terms, if their constant c 2 refl ects how excess load produces signal, and c 3 refl ects how differences in signal lead to the fl ow of load, then, by a crude estimate, the fl ow of load should be proportional to c 2 c 3 , which for fairness should be equal to c . By adjusting units in the equations, it is possible to defi ne c 2 = 1 for simplicity, in which case the fairness criterion becomes c = c 3 . (The authors offer a more detailed assessment leading to the same equation.) relevant technological terms, we might suppose that the load is stored data, on the order of megabytes or gigabytes, while the signal is an indicator requiring only a few bytes. Then -possibly with the addition of prioritized queuing -we can assume that signalling data moves over the network much faster than load.
Given then that signal moves faster than load, we expect the effect of the signal to be a speedup of convergence to the balanced state. That is, we can imagine a system without signal. Repulsion or attraction can still be turned on whenever the bodies come into direct contact with one another. For example, the growing yeast colonies can stop growing when they contact others, or, in the attractive case, the amoebae of slime molds [9, 10] can stick together when they come into contact. Conceivably, this mechanism can also achieve the desired distribution -but on a much longer time scale, since the movement of the amoebae is 'blind' until they actually contact others. In fact, the (load balancing or aggregating) system, without signal, accomplishes redistribution via collisions ; hence it works in much the same way as diffusion, with particle movement being completely 'blind' between collisions.
Based then on our understanding of the utility of chemotaxis in living systems, we will use 'blind' movement of load as our reference system. That is, we will compare a signal-aided load-balancing system on a network with a passive load-balancing process, which simply uses the network equivalent of plain diffusion. Our aim in making this comparison is simple: we wish to test the hypothesis that the mechanism of chemotaxis (with its two time scales) can signifi cantly enhance the speed of convergence of load to the uniform state, with respect to the same system operating without signalling. And we are saying here that the 'same' system, without signals, is plain diffusion.
We will make this comparison more precise below. The principal idea is to ensure that the load has the same time scale, or in other words the same speed of movement, both when it is infl uenced by signal, and when it is not. We call this our 'fairness criterion'. Given a precise prescription for ensuring this kind of fairness, we can then test whether chemotactic signalling does in fact enhance the approach to convergence for load balancing.
We are not aware of other works which have applied the idea of chemotaxis to load balancing. The use of diffusion methods for load balancing on networks has however a considerable history. One of the earliest works is that of Cybenko [11] , who gave constraints for keeping the load strictly positive, and then derived some stability criteria. Cybenko also looked at linear modifi cations of the adjacency matrix as a way of speeding up convergence. There has been considerable subsequent work on diffusion-like mechanisms for load balancing [12] [13] [14] [15] [16] [17] [18] . A recent survey of diffusive load balancing may be found in Elsässer and Monien [19] . It is in fact the simplicity and decentralized nature of diffusion that makes it attractive for handling large and/ or dynamic networks, where optimization based on global information is not practical. Our aim here is to see if chemotaxis can retain the good features of diffusion, while offering signifi cant improvement in performance and fl exibility.
The remainder of this paper is organized as follows. In section 2 we develop equations for our two algorithms -plain diffusion and chemotaxis. Also, we derive a fairness criterion in this section. Then, in section 3, we specify a number of details which are needed to translate our general equations into specifi c implementations for discrete-time, networked systems. Section 3 gives our basic algorithm for plain, slow diffusion, and then goes on to give a detailed discussion of our studies of fast diffusion. This problem merits some attention, since we wish to fi nd a stable method for fast diffusion of signal; and it is known, at least since the work of Cybenko [11] , that such a problem is nontrivial for discretetime systems on a discrete space (network). Finally, in this section, we give the details for the two-component, coupled system that represents chemotactic load balancing. Next, in section 4, we evaluate the performance of chemotactic load balancing with respect to our reference system (unguided diffusion of slow-moving load). Here we fi nd some encouraging confi rmation of our hypothesis -that 'smart' (signal-aided) diffusion can give faster, or even much faster, convergence than 'dumb' diffusion. Section 5 then addresses the question of the adaptivity of the chemotactic system. That is, being both decentralized and 'smart', such a system might be expected to also be adaptive -to variations in network topology, initial load distribution, etc. In section 5 we will offer some limited answers to this question. We also include a section (section 6) on the remarkably complex behaviour over time that we have observed for this simple, twocomponent (chemotactic) system. Its behaviour stands in marked contrast to the smooth, predictable behaviour of slow, single-component diffusion for the same network topology. Finally, in section 7 we offer a summary.
Chemotaxis
First we defi ne our terminology. We let i represent the load at node i . We will normally enforce the constraint that i 6 0 for all i and for all times. We will also assign to each node a capacity C i . Then the loadbalancing problem is to seek to minimize the difference between load and capacity at each node. For this exploratory study, we set all capacities to one, and choose start distributions so that total load equals total capacity for the network. Thus the converged state is a uniform distribution with all i = 1. Now we address plain diffusion. The physical mechanism of diffusion, when mapped onto a discrete (space and time) system, may be expressed quite simply:
Using this constraint, the authors then turned to simulations to explore the relative effectiveness of the two different loadbalancing processes. But to do so, they fi rst had to modify their original defi nitions to avoid some technical problems. For example, nothing in the equations, as initially defi ned, would prevent the load at a particular site from becoming negative, which has no meaning. As they note, however, the signal is not subject to the same kinds of constraints as the load, as it is not taken to be the same 'physical stuff '. In particular, they suppose that the signal doesn't necessarily have to remain positive. They comment on such technical issues in their sections 3.1 and 3.2. Ultimately, they settled on a basic algorithm for the movement of load and two distinct algorithms (version-6 and version-10) for the movement of signal.
As they note, the primary goal of load balancing is 'to reach a state of convergence where nodes in a network receive loads according to their capacities'. But to keep their simulations as simple as possible, they stipulated at the outset that all nodes have the same capacities, C i = 1.0. Hence, the algorithm should try to distribute the load equally across the network. To monitor the progress of an algorithm in achieving this goal, they measured the difference between the largest and smallest loads in the network, which should eventually head to zero. How fast it does so refl ects the success of the algorithm. Because there is no guarantee that this measure will decrease smoothly and monotonically, they defi ne the simulations to be fi nished -indicating that the load has been balanced -if this number becomes very small and stays very small for quite some time.
Finally, before running their simulations, the authors had to specify two other points. First, and inspired by the physical topology of the Internet (and other realworld networks) they chose the topology of their test network to have a 'power-law' degree distribution; this implies that many nodes have a relatively small number of nodes simply send out a fraction of what they have, at each time step, in all 'directions' (to each neighbour). The fraction is then the 'diffusion constant' c , while what the nodes have to send is quantifi ed as i -C i . Hence, for the simplest version of plain diffusion, a node i with load i and capacity C i will send a small fraction c of its excess load ( i -C i ) to each of its neighbours, independent of node, of neighbour, and of time.
Each transfer of load to a neighbour node j can then be captured by the following equation:
(1) This is our basic equation for discrete diffusion. In the next section, we will address a number of modifi cations to this 'most simple' form of diffusion, so as to keep the load at each node positive, to enforce that transferred load is also positive, and also to allow for very fast diffusion without instabilities. Now we introduce the signal. For the signal to be useful, it must (1) move faster than load, and (2) give information to distant nodes about the load distribution. Hence we want the load itself to 'emit' a signal, which then diffuses away, bringing useful information to distant nodes. Let us defi ne S i to be the signal level at node i . Then our emission equation is
This emission event occurs at every time step. In fact, each equation in this section is to be implemented once in each time step.
It is clear from equation 2 that, unless total load equals total capacity, the total signal will grow (in absolute value) steadily over time. Such growth may be useful in dynamic situations where the local signal level (not the gradient) gives information which may guide a decentralized mechanism for deciding how much new load may be accepted. However in this study we focus on the static case; and to avoid diver-links to other nodes, while a few 'hubs' have an extremely large number of links. Second, they chose the initial distribution of load in their network (of 10,000 nodes) by making the load fall like raindrops across the network, achieving a random distribution.
For purposes of illustration -and just to check that things are working correctly -the authors fi rst compared the performance of their algorithms for the movement of load and signal (see their fi g. 1). Clearly, the signal diffuses much more quickly than the load, as the authors intend; this result has no real signifi cance, but only shows that these algorithms are working as intended. One interesting point, however, is that the signal converges to equilibrium far more erratically than does the load, with the difference between maximum and minimum showing violent high frequency fl uctuations. This will become signifi cant later.
The real comparison of the two methods begins in the authors' fi gure 2, showing the convergence times for signal-enhanced diffusion, for different signal speeds, and for ordinary diffusion (far left). The three different coloured curves correspond to different random initial distributions of load. In every case, the general trend is clear -the signal-enhanced process generally outperforms ordinary diffusion, especially for intermediate signal speeds, but loses its advantages if the signal speed is too high or too low. To give some numerical meaning to the comparison, the authors note that in the best case, signal-aided diffusion balanced the load in 1,795 cycles while ordinary diffusion kept on chugging for 13,000 to get a comparable result. (In their fi g. 3 and 4 the authors compare the two techniques in further simulations, but these results do not appear to be particularly illuminating.)
The evidence in fi gure 2 suggests that the chemotaxis-inspired algorithm can offer a signifi cant improvement over ordinary diffusion in balancing loads. In the gence of the average signal level, we set total load equal to total capacity. Now we want the load to be guided by the signal. Specifi cally, we let the load respond to local signal gradients, as follows:
This equation makes the movement of load less blind, and hence (we believe) more smart, than that due to plain diffusion.
Finally, we need to arrange for fast diffusion of signal. The fast versions that we develop for plain diffusion will be used to guide the movement of signal in the twocomponent case. Hence, the signal diffusion equation may be written analogously to equation 1, as follows:
Note that no reference to capacity is needed here; signal in fact diffuses blindly.
Equation 1 thus defi nes our rule for the one-component case -plain diffusion of load. Equations 2-4 give the rules for the two-component case. We require some more work however before we can implement these rules. For one thing, we have, from these four equations, four free parameters. Also, we need a way to ensure that the movement of load is 'equally slow' in both the one-component and the twocomponent case -this is our fairness criterion. Finally, we need to decide how we can implement the notion of two time scales -signal moving faster than load. In physics, we can simply set c 4 o c , but for our wholly discrete system, ensuring stable fast diffusion is more problematic [11] .
In the remainder of this section we will develop a fairness criterion, which will actually pin down two of our four constants. We will then use the next section to develop two stable versions of fast diffusion, involving some modifi cation of equation 4. These two algorithms will in effect defi ne our 'constant' c 4 . Also in that section we will give a simple working defi nition of slow diffusion, thus determining the last constant c .
In order to develop a quantitative fairness criterion, we need a precise expression for the speed of the load in both the one-and the two-component case. Naively, we would take these to be, respectively, c and c 3 ; hence our naive fairness criterion sets c = c 3 .
Let us now test this naive conclusion with more detailed reasoning. For plain diffusion, we defi ne the total load moved out from node i , at a given time, to be
where k i is the degree of node i . We will take this quantity (in some roughly averaged sense) to be a measure of the 'speed' of the load: it tells us (again, roughly) how much load the system, using plain diffusion, can push out in a single time step. Hence, for our fairness criterion, we set (here 'CT' means 'chemotaxis')
The right-hand side (RHS) of this equation incorporates the dynamics of the signal. That is, (7) (8)
where nn ( i ) means 'nearest neighbour of i ', and the last line defi nes the quantity S av,i . Now, at any time t , the signal at node i is the newly emitted signal, plus the signal that was present at time t -1, minus any signal diffused away in the time step from t -1 to t , plus any diffused in from neighbours in that same time step. That is, (11) remainder of the paper the authors briefl y explore several other aspects of its apparent advantages. In some tests, they altered the initial distribution of load, creating a high concentration of load at one poorly connected node. Here the advantage of signal-enhanced diffusion, for intermediate signal speed, comes out even more clearly. They fi nd corresponding results in tests run on networks of different topology (fi g. 6). Most intriguingly, their studies of the time evolution of the signal-enhanced algorithm show that it displays considerable complexity -strong oscillations in time and a highly irregular approach to the fi nal load-balanced state. As the authors note, they have little understanding of the origins of this behaviour; somehow the system follows a complex route to its fi nal state, but still manages to do so in a way that is faster than the ordinary diffusive algorithm.
The authors' arguments and simulations offer a clear demonstration that bioinspired techniques do offer potential advantages. It is important to point out that the mechanism considered here applies specifi cally to the case when a system has two distinct time scales -one for the movement of the load and another for a much faster signal that can inform the movement of such load. Although the current study cannot be said to come to anything like a defi nitive understanding of the signal-enhanced mechanism, it suggests that such a technique may be a promising engineering tool in applications, particularly in distributed computing.
Mark Buchanan
From the work of Cybenko [11] (and also from our own experiments with fast diffusion, see next section), we know that fast, but still stable, diffusion of signal will be defi ned roughly by sending out everything in one time step -but not more! That is, fast stable diffusion involves letting the fraction c 4 sent to each neighbour be (roughly, or even exactly) equal to the inverse node degree. Furthermore, we will choose a signal diffusion rule -again, out of consideration for speed and stabilityso that the node with more to send chooses its own inverse degree for all transfers (out and in) with its neighbours. If we suppose then that node i is in the role of sender (by this defi nition), we set c 4 = 1/ k i everywhere in equation 11, thus obtaining
so that
Next we argue that the last two terms in equation 13 may be of any sign, and have a time average of zero. Hence we will ignore them, in order to fi nd a way of calibrating our chemotaxis rule against simple diffusion. This gives ( 
14) S
hence the RHS of equation 10 of our fairness test becomes
This equation is readily compared with the left-hand side (LHS) of our fairness test (see equation 5). We can then give the same 'speed' (load-moving capacity) to both plain diffusion and our chemotactic system by setting
Now we can eliminate one unnecessary constant by setting c 2 = 1 ; (18) that is, we measure signal in the same units as load and capacity. Our fi nal result for enforcing fairness is then
This is the same result as our naive guess. In fact, even more detailed arguments [20] 
Algorithms
To implement the simple equations for plain and signal-aided diffusion of slowmoving load on a given overlay network topology we must develop corresponding algorithms. We start by presenting our algorithm for plain diffusion. This algorithm is used as a reference for comparison with chemotaxis-inspired load balancing throughout the paper. Next, we turn to the development of our algorithm for signalaided diffusion. We exploit our assumption that signal can move fast, and propose two algorithms for signal diffusion. We also present our simulation model for diffusion and compare the plain diffusion algorithm for load to the fast signal diffusion algorithms. We are then ready to present our algorithm for signal-aided diffusion.
Plain Diffusion
Our equation for plain diffusion, equation 1, exhibits two questionable features: negative load is sent whenever a node's load is less than capacity, and a node's load may become negative. Each of these features is either unrealistic or meaningless; hence we introduce simple modifi cations to equation 1 to address this. To remove the possibility of sending negative load we fi nd the net difference ( i -C i ) -( j -C j ) for each node-neighbour link ij . Then the node with the largest (most positive) difference between load and capacity is chosen as the sending node and only the net,
To prevent a node's load from becoming negative we must ensure that no node sends more load than it has. If a node i has k i neighbours then the total load sent in one time step is at most c
Hence, if c is chosen to be less than 1/ k i for all nodes i then loads will always remain positive.
We recall that we want the load to be slow-moving. Hence we see no reason to implement, for plain diffusion, a 'smart' strategy which chooses a local value for c that still satisfi es c ! 1/ k i . Instead, for this study, plain diffusion is given a global value for c -which we set to be less than 1/ k max , where k max is the highest degree of any node in the system. We will however look at 'smart' strategies (with locally, time-and space-varying diffusion 'constants') for fast diffusion of signal.
Signal Diffusion
Signal and signal diffusion are not restricted in the same ways as load. Specifically, we assume that signal can move quickly, that signal can take on negative values, and that signal diffusion mechanisms need not be mass preserving. After considerable experimentation, exploring a range of algorithms, we came up with two candidate algorithms for fast signal diffusion. The two algorithms are, for historical reasons, named the 'version-6' and 'version-10' algorithms.
The version-6 algorithm is based on the algorithm for plain diffusion presented above. Though employed by us as a signal diffusion algorithm, it is also suitable for diffusing load in systems that do not have restrictions on how quickly load can move. The diffusion constant c is assigned a 'default' value c default . Any node i which discovers that c default 1 1/ k i (where k i is its degree), will adjust its own c value to be precisely 1/ k i in order to avoid negative load values. Hence, two neighbours i and j who have both adjusted their values by this rule will have diffusion constants 1/ k i and 1/ k j , respectively. This gives an asymmetry which can seemingly violate mass conservation. The problem is solved by picking a sending node, and only transferring the net positive difference as in the algorithm for plain diffusion. The effect is that the sending node forces its choice of c on both ends of a given link, making the version-6 algorithm mass conserving. An interesting feature of the version-6 algorithm, that we exploit in our experiments below, is that its speed can be continuously tuned: maximum speed is obtained by setting c default = 1, while decreasing values reduce the speed correspondingly.
The version-10 algorithm is only suitable for signal diffusion because it does not maintain a strictly positive 'load' (in our case, signal). There are similarities between the version-6 and version-10 algorithms, but contrary to version-6, version-10 has each sending node i always choosing 1/ k i as its diffusion constant. Also, the defi nition of sending node is modifi ed to allow for the fact that the sent quantity (signal) can be negative.
As noted in the previous section, we require that the total amount of signal in the network be zero. This enables convergence of the signal to a fi xed point (zero signal on each node). Knowing this fi xed point, we can defi ne the 'sending node' of two nodes i and j to be the node which has its signal value farthest from zero, i.e., farthest from the signal value corresponding to the uniform fi xed point distribution. A sending node i sends its neighbour node j the amount of signal equal to (
We have conducted simulation experiments that compare the performance of our plain diffusion algorithm with that of our version-6 and version-10 signal diffusion algorithms. Before presenting those results, we fi rst briefl y describe the simulation model that we used.
Simulation Model
We used the Peersim simulator framework [21] to conduct all performance evaluations of diffusion algorithms.
We recall that the aim of load balancing is to reach a state of convergence where nodes in a network receive loads according to their capacities. Recall further that, to simplify our simulation model, we require that all nodes have the same capacity, the capacity of 1.0, and that total load equals total capacity. To reach a state of absolute convergence, i.e., when all nodes have load equal to capacity, typically takes a long time since smaller and smaller load amounts are moved as the system under study approaches convergence. Our convergence criterion is therefore more relaxed than absolute convergence.
It is our experience that faster algorithms for diffusion do not approach convergence in a smooth, monotonic fashion. Typically the trend is clearly that of gradually converging smallest and largest load values in the network, but occasionally the trend is broken with small intervals of surges. Taking this jittery behaviour into account, we propose the following defi nition of convergence.
Defi nition: Convergence of Load Balance Protocol. At the end of each simulation cycle, let min be the smallest load value in the network and max be the largest. Also, let threshold be a small number. For each simulation cycle where (max -min) ! threshold holds, a convergence counter is incremented by one. Also, for each simulation cycle where (max -min) 6 threshold holds, the convergence counter is decreased by 10 or set to zero if a negative value would result. A load balance protocol simulation is then said to converge when the convergence counter reaches the value of 100. All experiments presented in this paper used a threshold value of 0.1.
Important simulation model parameters are the choice of overlay network topology and start distribution for load on nodes. Unless otherwise specifi ed, all sim-ulation runs reported in this paper used the same power-law network topology and random start distribution. We feel that the power-law topology and the random start distribution offer a fairly realistic context for simulations. Our power-law topology consists of 10,000 nodes, with the most connected node having 2,200 neighbours. The power-law topology was generated by the topology generator described in Jesi [22] . To generate our random start distribution we simply divide the total load into 10,000 units, and place one unit at a time on a randomly selected node until all units have been placed. This procedure gives a distribution of initial loads over nodes varying from 0 to about 6.
We have used our simulation model to conduct numerous experiments of plain diffusion using multiple instances of both power-law topology and random start distribution. We choose the value c = c 3 = 1/2,500 as our diffusion constant. Figure 1 illustrates the differences in speed and behaviour between our plain diffusion algorithm and our two algorithms for signal diffusion. For the sample runs shown in fi gure 1 , plain diffusion took 15,816 cycles to reach convergence, while the version-6 and version-10 algorithms took 486 and 361 cycles, respectively. The instabilities that are characteristic of fast diffusion algorithms are evident from the sample runs in fi gure 1 . The largest and smallest values of the random start distribution were six and zero, respectively; the version-6 algorithm exhibited maximum load values as high as 370, while the version-10 algorithms saw an extreme maximum value of 160 and an extreme minimum value of -180. We also note that the largest amount of load transferred over a link was 0.0024 for the plain diffusion algorithm; for each of the two signal diffusion algorithms, the largest value transferred over a link was about 3. Thus we see a difference in this quantity by a factor of about 1,000. In short, the 'fast' one-component diffusion algorithms have oscillations, sometimes very high load/signal values at nodes, and sometimes very high transfers over the links.
Signal-Aided Diffusion
So far we have developed a single algorithm for slow diffusion of load (the plain diffusion algorithm) and two algorithms for the fast diffusion of signal (the version-6 and version-10 algorithms). We now present the practical details of our chemotaxis-inspired algorithm for load balancing: the signal-aided diffusion algorithm. We recall our basic assumption that signal speed can be very high. Thus, for the signal, we are free to choose the fastest stable algorithm that we can fi nd. After experimenting with half a dozen candidate algorithms, we arrived at the version-6 and the version-10 algorithms as our preferred candidates for fast signal diffusion algorithms.
Early experiments with signal-aided diffusion showed that when diffusion of load responds to signal gradients according to equation 3, instabilities often resulted. A closer inspection of those early results in addition to insights offered by the work of Cybenko [11] led us to believe that chemotaxis can be made less prone to instabilities if nodes that contain less load are more constrained in their response to signal gradients. Our algorithm for equation 3 therefore incorporates the following two constraints. First, only nodes with more load than capacity are allowed to send to neighbours. Second, the total load sent must be less or equal to the difference between load and capacity of the sending node. The effect of these constraints is that once a node receives more load than capacity, it will maintain a load of at least capacity.
The main focus of our simulation experiments is to compare plain diffusion with signal-aided diffusion. It is therefore important to ensure that comparisons between the two be fair. We showed in section 2 that fairness means that the diffusion coeffi cient for load must be the same for both plain and signal-aided diffusion, i.e., we choose the same value for c and c 3 . Hence, c and c 3 must be networkwide constants. We also recall that c must be smaller than the inverse degree of the most connected node in the topology.
We now have two load-balancing algorithms for load that is restricted to move slowly. Plain diffusion simply sends out load in all directions independent of the current load distribution. Signal-aided diffusion, on the other hand, employs a fastmoving signal to guide load in directions that contain less load.
Performance
In this section we report on results from simulations using the simulation model defi ned in the previous section. We start by presenting our results regarding time to reach convergence, then we look at the quantities of load that were moved between nodes.
Our convergence time experiments aim at both comparing plain diffusion with sig- nal-aided diffusion, and exploring the effect of different signal speeds on signalaided diffusion performance. Recall that the version-6 signal diffusion algorithm allows its speed to be altered by choosing different values for the diffusion constant c default . The fastest signal diffusion speed is always obtained by our version-10 algorithm. Version 6 with c default = 1 gives the second fastest signal speed. Progressively slower signal speeds are then obtained by halving the value of c default . We chose version 6 with c default = 1/2,048 as our slowest signal diffusion algorithm. Figure 2 plots the time to reach convergence for a few sample runs, both for plain diffusion and for signal-aided diffusion with different signal speeds. Each of the three graphs in fi gure 2 represents a set of sample runs sharing a particular instance of the random start distribution. Signal speed increases along the horizontal axis. Convergence times for plain diffusion are shown as the leftmost plot of each graph. Note that, for this graph and for all subsequent plots showing performance, our results are based on only a small number of typical sample runs, and not on a statistical average over many runs, for each load speed. Also note that with respect to classes of topologies and start distributions, our experiments focus on only scale-free topologies and random start distributions. We revisit these issues in the future work section below and suggest that a wider range of experiment confi gurations is needed to provide stronger evidence that our algorithm behaves well in most situations.
As can be seen from fi gure 2 , convergence to a balanced load was achieved for all runs, even when signal diffused very quickly compared to the load. It is also evident that signal-aided diffusion exhibited shorter time to reach convergence than did plain diffusion for most simulation runs. Several signal speeds produced reductions in convergence times of about 80%. (The shortest time to reach convergence for signal-aided diffusion was 1,795 cycles; plain diffusion took about 13,000 cycles to reach convergence.) Interestingly, the shortest convergence times were obtained when signal diffused at medium speeds. Signalaided diffusion performed worse than plain diffusion when using our slowest signal speed (version 6 with c default = 1/2,048). Figure 3 shows the total load moved for the simulation runs depicted in fi gure 2 . It is interesting to see if the use of a guiding signal not only reduces the time to reach convergence but also leads to a reduction in the total load moved. Figure 3 tells us that most signal-aided runs appear to move more load in total than does plain diffusion. Also, we can observe a clear indication of an increase in total load moved with increasing signal speed. Only signalaided runs with slower signal speeds, i.e., those using the version-6 algorithm with c default ! 1/128, resulted in less load moved, and even then the reduction was modest compared to the increases experienced when using faster signal speeds. Chemotaxis-inspired load balancing addresses systems where the ability to move load is limited. Therefore, a key metric is the amount of load that is moved during a short interval, e.g., during a single cycle. Figure 4 shows the largest amount of load that was moved in a single cycle during each experiment. From fi gure 4 we observe that loads guided by the speedier instances of the version-6 signal diffusion algorithm produced smaller values for the largest single-step load amount moved. The smallest maximum is 0.014. It is interesting to note the relatively poor performance resulting from using the version-10 algorithm to diffuse signal: the maximum load amount moved in a single cycle is about 50 times higher than for the best cases. Relative differences among different instances of the version-6 algorithm are also rather big (up to a factor of seven).
Though the results for largest singlestep load amount moved are not as clear as the convergence time results, our tests suggest that performance gains are possible while still maintaining slow load movement. Also, it is worth noting that best results for the two-component algorithm, with version 6 for the signal, had a maximum link load moved that exceeded that for plain diffusion by a factor of only about 7. This may be contrasted with the factor 1,000 increase for this same cost fi gure that we observed in the previous section ( fi g. 1 ), by increasing the single-component speed to the same value that signal uses in fi gure 4 . In other words (very roughly), by using chemotaxis instead of brute load speed, we obtain the same speed increase, but with much less penalty in maximum link load moved.
Nice Properties
One of the main motivations for studying mechanisms from biology is that living systems exhibit 'nice properties': they are self-organizing, self-repairing, adaptive, etc. It is of course of great interest to inquire whether engineered systems also have these nice properties. In this section we offer a limited discussion of this kind of question for our chemotactic load-balancing system. We note that both our reference diffusion algorithm and our chemotaxis algorithm are self-organizing systems, in that they make little reliance on global information -nodes only need updated information about their neighbours' load and signal values to carry out the algorithms. Our favoured chemotaxis rule -i.e., the one based on version-6 diffusion for signaldoes rely on one global parameter, namely the value for c default . On the other hand, fi gures 2 and 4 show that these two performance measures are rather insensitive to the value of c default . (The total load moved is somewhat more sensitive.) In fact, we would argue that this type of insensitivity is in itself a kind of nice property. That is, insensitivity of performance to parameter values allows a self-organized system to fi nd parameters giving good performance, without the necessity of fi ne tuning. Nevertheless we retain, as a goal for future work, the task of fi nding a satisfactory, decentralized method for tuning to a good value for c default . Figure 2 also shows, in a limited way, another type of insensitivity. In this fi gure, it is clear that version-6 chemotaxis (for most speeds) and plain diffusion are each less sensitive to the particular random start distribution than is version-10 chemotaxis. Figure 5 gives us more insight into the question of this type of sensitivity. In the blue curve of this fi gure, the initial distribution consists of all the load (10,000 units) being placed at a very poorly connected node (node 100). The red curve is generated from a start distribution with all load placed at the best-connected node (node 0). Finally, the yellow curve comes from a random start distribution, like that used in fi gure 2 .
Hence fi gure 5 shows results for a considerably larger variation of initial distribution than fi gure 2 . We make three observations from fi gure 5 . First, version-10 chemotaxis is again more sensitive to initial distribution than is version-6 chemotaxis. Second, plain diffusion is highly sensitive to the initial load distribution. We see that the insensitivity and relatively good convergence times shown by plain diffusion for a random initial distribution are lost when we examine more extremely skewed start distributions. Finally, we feel that the insensitivity shown by the 'good' range of version-6 chemotaxis is remarkable: its convergence time is virtually independent of start distribution, even in the face of such extreme variations. While we do not have a detailed explanation for this nice property, we would claim that it merits the term 'adaptivity'. In these words, we would say that (at least for this performance measure) version-6 chemotaxis is by far the most adaptive of the three systems studied.
Although most of our test runs have been done using a power-law topology, we have performed a limited series of tests with a random topology. This topology was generated using the Peersim platform [22] , with a constant node degree ( k = 20). Figure 6 shows some results for convergence time, comparing the random topology with the power-law topology. This fi gure thus shows sensitivity (or its inverse, adaptivity) to (rather large) topology variation. The two upper curves are for two distinct instances of the power-law topology, while the bottom (yellow) curve is for the random topology. Start distributions were random, generated for both topologies in the same way as outlined in section 4.
Our observations from this fi gure are roughly like those from fi gure 5 , that is large sensitivity (poor adaptivity) for plain diffusion, and also for version-10 chemotaxis, and relatively low sensitivity for version-6 chemotaxis.
It is not so surprising that plain diffusion adapts poorly to changes in topology or initial distribution. Plain diffusion is after all blind: it treats every 'direction' on the network as equal. Intuition says that this blind approach should work best for (1) fairly uniform initial distributions and (2) a highly mixed topology such as the random topology, and fi gures 5 and 6 are consistent with this. The news from these fi gures is then that our 'smart' system is (at least, based on these tests) truly more adaptive than the blind system: it is only relatively weakly affected by the change from a random to a power-law topology, and virtually unaffected (in its best range) by changing from a fairly uniform start distribution to a highly skewed one.
Complex Behaviour
We devote this section to the illustration of a number of striking behaviours exhibited by our chemotaxis system. These behaviours are not adequately (or at all) revealed by our fi gures showing performance in sections 4 and 5. We do however see some signs of complex behaviour in fi gure 1 . This fi gure supports the intuitive notions that we extract from the work of Cybenko [11] . We see that slow systems (plain diffusion in the fi gure) are stable, while the fastest stable one-component systems (version 10 in the fi gure) are close to instability. Version-6 one-component behaviour. Finally, moving to the fastest signal diffusion rule (version 10), we see in the fourth plot that the oscillations have returned. This section is purely descriptive -we do not try to explain (yet) the complex behaviours seen here. The main points from this section are then that (1) the coupled system (even leaving out the unstable cases!) can exhibit highly complex behaviour over time, on the way to convergence, and (2) the nature of this complex behaviour varies, as a function of signal speed, in a way that is in itself highly complex.
Discussion and Conclusions
In this paper, we have presented a biology-inspired mechanism for improving the performance of basic diffusion in load balancing. Diffusion is a widely studied approach that offers advantages of being simple, decentralized, and fl exible. Our goal has then been to see if a more active mechanism, taken from biology, could give better results than the passive physics-inspired diffusion approach.
The mechanism that we borrow from biology is chemotaxis -a system in which diffusing chemical signals guide the movement of the bodies emitting them. We have allowed the load at nodes on a network to emit a signal, which follows a fast diffusion law for its motion. The motion of the load itself is then guided by gradients of signal. We have used repulsive chemotaxis -load moving down the gradient -to drive the load towards a uniform distribution. We have emphasized that chemotaxis makes sense when there are two time scales present: the slow movement of the emitting bodies, coupled to the fast movement of the load. This idea may be technically useful when bandwidth constraints prevent the load from diffusing rapidly, while signal (a few bytes) may not be subject to such constraints.
We have implemented a reference (plain diffusion) algorithm, and (after some experimentation) settled on two algorithms for fast diffusion of signal. One of our fast algorithms in fact allows for the continuous tuning of signal speed; hence we have been able to sample a wide range of signal speeds, always holding the load speed to a fi xed (low) value.
Results of our tests show that chemotaxis can give a large improvement in rate of convergence over plain diffusion. These tests were performed on a scale-free topology with a random start distribution. The same tests show that the total load moved by chemotaxis is typically somewhat higher than that for plain diffusion (lower for some signal speeds, but up to a factor of two higher for others). Note that our results, though covering a wide range of signal speed values, are only based on a small number of runs. More work is needed to increase the number runs, each with a distinct instance of scale-free topology and random start distribution.
We have also looked at the maximum value (over a run, and over all links) of the load moved over a single link. This quantity is also higher for chemotaxis, for all signal speeds. Hence, it is not clear that the advantages of chemotaxis will persist in a system with hard quotas on load movement over the links. We intend to examine this question in future work. (In fact, we have begun such studies, but cannot yet draw any defi nite conclusions.)
Our best algorithm for chemotaxis ('version 6') has a tunable parameter ( c default ) which controls the signal speed. This is a global parameter. Hence another item for future work is to fi nd satisfactory ways for the system itself to tune c default to a good working value.
We note in this context that our version-6 chemotaxis rule gives good performance over a rather wide range of c default values. This kind of insensitivity is encouraging -it should make the task of decentralized self-tuning easier. Furthermore, we have observed other kinds of insensitivities for version 6: insensitivity to wide variations in start distribution, and to large differences in network topology. In fact, version-6 chemotaxis is clearly and unambiguously the best choice if this kind of insensitivity (or adaptivity) is important; both plain diffusion and version-10 chemotaxis showed much higher sensitivity to these two environmental perturbations.
The adaptivity that we see for version 6 is the kind of 'nice property' that one hopes to achieve from decentralized, bio-inspired technological systems. We have noted the high adaptivity of version-6 chemotaxis. In particular, we fi nd it remarkable that the convergence time for this rule, in the good range of c default values, is virtually unaffected by extreme variations in start distribution ( fi g. 5 ) -from fairly uniform to the most disadvantageously skewed distribution possible. We note here that all three systems compared in this fi gure (plain diffusion, version 6, and version 10) are decentralized, fl exible, 'swarm-intelligencelike' systems. Hence, the argument that nice properties 'simply arise' in such systems cannot help to explain the clear difference in adaptivity between these three. We leave the understanding of this also to future work.
Our chemotaxis system involves the coupling of two discrete dynamical systems, each with its own natural time scale (speed), and typically with a large difference between these two time scales. One does not expect smooth behaviour from such systems. In fact, even the one-component (diffusive) system, because it is discrete, is subject to instabilities if it is too fast, and to oscillations when it is stable but near the instability threshold ( fi g. 1 ). The two-component system shows highly complex behaviour ( fi g. 7 ). The good news is that simple precautionary rules, as reported in section 3, can ensure that stable convergence can be reliably achieved, in spite of the complexity. However, an understanding of the complex behaviour exhibited by our two-component system is lacking.
We have mentioned several topics for future work. Besides those mentioned, we plan on exploring other topologies, on collecting more systematic and quantitative results on nice properties such as adaptivity, and on seeking an understanding of the variations in adaptivity that we observe.
One further, outstanding, direction to take is to move the present approach towards practical application. The present work represents a proof of principle: that signalling can strongly enhance the convergence speed of a diffusive load-balancing approach. We are interested in seeing whether this principle will survive in practice -for example, in large, dynamic systems such as peer-to-peer, where adaptivity is important, and central control is not practical.
Finally, we note that we have thus far only dealt with repulsive chemotaxis. The idea of using attractive chemotaxis should also be explored for possible technological applications. We mention one, speculative, example. Suppose that a distributed fi lesharing system could benefi t (achieving more effi cient searching) if the documents in the system were clustered, meaning that similar fi les were located close to one another in the network sense. One might then use attractive chemotaxis to bring about this clustering. Of course, since information is multidimensional, one would need several types of signals. In any case, we suggest that attractive chemotaxis is also worth looking into for accomplishing technological ends.
