By using averaging functions, some interval oscillation criteria are established for the second order neutral differential equation with disturbed deviating argument
Introduction and Preliminaries
This paper is concerned with oscillation of the second order neutral differential equation with distributed deviating argument (r(t)ψ(x(t))Z (t)) + We restrict our attention to those solutions x of (1.1) which exist on some halfline [t x , ∞) with sup{x(t) : t ≥ T } > 0 for any T ≥ t x , and satisfy (1.1). As usual, a solution x of (1.1) is called oscillatory if the set of its zero is unbounded from above, otherwise, it is called nonoscillatory. (1.1) is called oscillatory if all solutions are oscillatory.
We note that second order neutral delay differential equations have various applications in problems dealing with vibrating masses attached to an elastic bar in some variational problems. For further applications and questions concerning existence and uniqueness of solutions of neutral delay differential equations, see [7] .
The oscillation problem for (1.1) and for less general equations has been studied by numerous authors. For recent contribution, we refer the reader to [4, 10, 13, 15, 17] and references therein. In all of these works, conditions in terms of the coefficients involving integral averages over the whole half-line [t 0 , ∞) are used.
However, from the Sturmian separation theorem, oscillation is an interval property, i.e., for each given solution of (1.1), if we can find a sequence of intervals
such that the given solution has at least one zero in (a i , b i ), then the solution is oscillatory. Using the thoughts mentioned above, Kong [9] gave some interval oscillation criteria for the second order linear differential equation
Recently, Yang et al. [16] extended Kong's results and presented several interval criteria for the neutral delay differential equation
For other oscillation results of various neutral functional differential equation, we refer the reader to the monographs [1] [2] [3] [4] [5] [6] .
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Motivated by the ideas in [8, 9, 11, 14] , by employing the Riccati technique and the integral averaging method, we shall establish several interval criteria for oscillation of (1.1), that is, criteria given by the behavior of (1.1) only on a sequence of subintervals of [t 0 , ∞). Since (1.1) includes as special cases quite a large class of equations in literature, the results of this paper extend and improve many oscillation criteria previously obtained. Finally, several interesting examples that point out the importance of our results are also included.
Following Kong [9] and Philos [11] , we introduce a class of functions as follows.
Now, we define two integral operators A and B as in [14] in terms of k(t, s) as
where θ ∈ C(I, R). Let us state three sets of conditions used in [12, 15] which we rely on.
where
In addition, we will use the following conditions as in [12, 15] .
In order to prove our theorems, we shall need the following three lemmas whose proofs can be found in [15] . Lemma 1.1. Suppose that (S1) and (N1) are satisfied. Let x be an eventually positive solution of (1.1). Then there exists a T 0 ≥ t 0 such that
Moreover,
( 
Main Results
In this section, we shall state and prove the main results of this paper.
Theorem 2.1. Let (S1) and (N1) hold. Suppose that there exist k ∈ , ϕ ∈ C
1) where
Then every solution of (1.1) has a zero in (a, b).
Then, differentiating (2.2) and using (1.3), it follows that
Since g(t, a) ≤ t and (r(t)ψ(x(t))Z (t)) ≤ 0, we have
Therefore,
Applying the operator A to (2.3) on the interval (t, c], t ∈ (a, c], we get
Letting t → a + above, and dividing by k(c, a), we obtain
Similar to the proof of (2.4), we have
Adding (2.4) and (2.5), we have that
which contradicts (2.1), and complete the proof.
If the conditions of Theorem 2.1 hold for a sequence {(a n , b n )} of intervals such that lim n→∞ a n = ∞, then we may conclude that (1.1) is oscillatory. That is, we have the following corollary. The following theorem is also a consequence of Theorem 2.1.
Theorem 2.3. Let (S1) and (N1) hold. Suppose that there exist
where Θ 1 , l 1 and h 1 are defined as in Theorem 2.1. Then (1.1) is oscillatory.
Proof. In (2.6) we choose l = a. Then there exists c > a such that
In (2.7) we choose l = c. Then there exists b > c such that
Combining (2.8) and (2.9), we obtain that (2.1) holds. The conclusion thus comes from Theorem 2.1, and the proof is completed.
For the case where k =: k(t − s) ∈ , we have that λ 1 (t − s) = λ 2 (t − s) and denote them by λ(t − s). The subclass of containing k(t − s) is denoted by 0 . Based on the above results we obtain the following theorem. Theorem 2.4. Let (S1) and (N1) hold. Suppose that for each T ≥ t 0 , there exist k ∈ 0 , R ∈ C 1 (I, R), and a, c ∈ R + such that T ≤ a < c and
and Θ 1 , h 1 are defined as in Theorem 2.1. Then (1.1) is oscillatory. From the above oscillation criteria, we can obtain different sufficient conditions for the oscillation of (1.1) by suitable choice of k(t, s). Let
Corollary 2.5. Let (S1) and (N1) hold. Suppose that there exists a constant µ > 1 such that for all l ≥ t 0 , lim sup
ds > 0
(g(t, ξ))]dσ(ξ).
Then (1.1) is oscillatory.
Proof. In Theorem 2.3, let ϕ(t) = 1 and R(t) = 0. Then
The rest of the proof is similar to that of Theorem 2.3.
Corollary 2.6. Let (S1) and (N1) hold. Suppose that there exists a constant µ > 1 such that for all l ≥ t 0 ,
and lim sup
where Γ 1 (t) is defined as in Corollary 2.5. Then (1.1) is oscillatory.
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From (2.11), we have that 
Then every solution of (1.1) has a zero in (a, b) .
Proof. Otherwise, x(t) = 0 for all t ∈ (a, b). Hence, by Lemma 1.2, (1.2) and (1.3) hold for t ∈ (a, b). We consider the function v defined by (2.2), and obtain
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Now we use x[g(t, a)] ≤ Z[g(t, a)] and (S2) to get
That is,
The rest of the proof runs as in Theorem 2.1. 
where Θ 2 , l 2 and h 2 are defined as in Theorem 2.7. Then (1.1) is oscillatory.
Theorem 2.10. Let (S2), (N1) and (N2) hold. Suppose that for each T ≥ t 0 , there exist k ∈ 0 , R ∈ C 1 (I, R), and a, c ∈ R + such that T ≤ a < c and Differentiating (2.14) and using (1.4), we obtain
q(t, ξ)[1 − p(g(t, ξ))]dσ(ξ) − R (t) − ϕ(t)g (t, a) r[g(t, a)]ψ[x(g(t, a))] r(t)ψ(x(t))Z (t)
Z(g(t, a))
q(t, ξ)[1 − p(g(t, ξ))]dσ(ξ) − R (t)
−
Lϕ(t)g (t, a) r[g(t, a)] v(t) ϕ(t) − R(t)
2 .
The rest of the proof follows the same line as that of Theorem 2.1. 
