A novel parallelization method of genetic algorithm (GA) solution of the Traveling Salesman Problem (TSP) is presented. The proposed method can considerably accelerate the solution of the equivalent TSP of many complex vehicle routing problems (VRPs) in the cloud implementation of intelligent transportation systems. The solution provides routing information besides all the services required by the autonomous vehicles in vehicular clouds. GA is considered as an important class of evolutionary algorithms that can solve optimization problems in growing intelligent transport systems. But, to meet time criteria in time-constrained problems of intelligent transportation systems like routing and controlling the autonomous vehicles, a highly parallelizable GA is needed. The proposed method parallelizes the GA by designing three concurrent kernels, each of which running some dependent effective operators of GA. It can be straightforwardly adapted to run on many-core and multi-core processors. To best use the valuable resources of such processors in parallel execution of the GA, threads that run any of the triple kernels are synchronized by a low-cost switching mechanism. The proposed method was experimented for parallelizing a GA-based solution of TSP over multi-core and many-core systems. The results confirm the efficiency of the proposed method for parallelizing GAs on many-core as well as on multi-core systems.
Introduction
Vehicle routing problems have been the focus of extensive research over the past 60 years, driven by their economic importance and their theoretical interest. The diversity of applications has motivated the study of an innumerable problem variants with different attributes in transportation literature [1, 2] .
Using efficient vehicle routes provides a direct competitive advantage to transportation companies, which usually operate with limited profitability margins. Moreover, the fact that these problems share a simple yet rich structure, generalizing the traveling salesman problem, has helped to elevate the VRP family into one of the main testbed for studies in optimization and heuristics [3, 4] . Recently, integration of the traffic management systems (TMSs) with cloud computing paradigm has brought the extensibility and scalability for these systems [5] . Recently, many researches seek VRP solutions which can be easily exploited on vehicular cloud computing (VCC) platforms [6] [7] [8] .
This research paper proposes an optimally parallizable Genetic Algorithm solution to TSP problem in VRPs. Approximate solutions have been widely used in science and engineering problems. Genetic Algorithm is a class of evolutionary algorithms which is used for finding approximate solutions for search and optimization problems.
A challenging issue in solving problems using GA is the considerable iterations of the genetic algorithm. In such cases, with the increase in the number of generations, the populations and their required crossovers and mutations will increase. These, in turn, significantly increase the time complexity of the deployed algorithm. This computational disadvantage of GA is considered as a major problem in deploying GA-based solution to time-constrained problems like vehicle routing and controlling navigation of autonomous vehicles in intelligent transportation systems [9] .
Computational bottlenecks of the GA are fitness, mutation, crossover and selection functions. A common solution to this challenge is to migrate the computation of these functions to parallel machines [10, 11] . Therefore, regarding the wide use of GA in a variety of problems such as optimization [12] , image processing [13] artificial neural networks training [14] and rulebased systems [15] many researchers try to investigate parallelization methods for GAs on multi-core systems as well as many-core systems.
This paper presents a method for parallelizing the main operators of the genetic algorithm. The proposed parallelism is based on the structure of multi-core Central Processing Units (CPUs) and many-core Graphics Processing Units (GPUs) and tries to compare the power of the two processors in parallelizing genetic algorithms. Our methodology for evaluating the performance of these two different types of processors is based on the results of executing parallel GAs which solve a well-known complex problem in computer science, i.e. TSP problem. TSP is an NP-complete problem with high complexity. The main idea of TSP is finding the shortest route among a set of cities, provided that each city is visited only once, and at the end the city of origin should be visited again.
Specifically, the contributions of the paper are as follows:
1-Usually, in comparisons between multi-core CPU and many-core GPU, the CPU is illustrated weaker than GPU in certain cases. In this article, by comparing the performance of Threading Building Blocks (TBB) and Compute Unified Device Architecture (CUDA) platforms in solving TSP problem with a parallel GA, we show that by optimally exploiting the parallel resources of a multi-core CPU, a higher level of performance could be obtained. 2-In our multi-core parallelization, all working threads should be synchronized. But, in GPU-based parallelization only threads of one block could be synchronized with each other. Hence, in order to best utilize the resources of GPU in parallelization of GA, we use three distinct kernels which let us synchronize threads in different blocks of GPU. This setting makes it possible to synchronize all of the working threads but, meanwhile, imposes the cost of switching among kernels. We investigate this cost in our parallel kernels. 3-The investigated TBB-based and CUDA-based methods are evaluated on different data sets, according to the variations of GA operators including length of chromosomes, number of generations, and size of populations.
The rest of the paper is structured as follows. In the next section, a brief overview of the related works is presented. Section three reviews the structure of CUDA and TBB platforms. In addition, the method of solving TSP with genetic algorithm is explained next. The proposed approach to parallel implementation of a GA problem is discussed in the fourth section. Experiments and their corresponding analyses are extensively explored in the following section. Section six concludes the paper and suggests some future directions.
Related work
In this section, we review the related works in parallel implementation of GA algorithms for solving TSP. For this purpose, first we review the studies that have parallelized their algorithm on multi-core CPUs or many-core GPUs. Next, we review the works that have compared the performance of different parallel GAbased TSP solutions.
J. Zhu et al. [16] combine TBB and MPI platforms to parallelize a GA-based solution of TSP. In their parallelization model which is named Island Model, the original population is divided into a series of subpopulations called islands or demes. Such demes could evolve in parallel but are mostly isolated from each other. Interaction between demes is done by an operator known as migration. Each island is a process which is connected to other ones via MPI ring topology. After running five generations of each process, it sends 5% of its best population to another process. Initially, each process individually generates the first population randomly, which increases the probability that the population will be uniform in the process. According to the results obtained from implementation on different datasets in 100 generations, the acceleration rate achieved on four processing cores in 144 and 1889 cities is 2.1 and 2.55, respectively.
Studies conducted by Fujimoto et al. [17] and Chen et al. [18] can be considered as preliminary studies which introduce two different methods for Parallelizing GA computations on CUDA platform. The former exploits all threads of a CUDA block for performing the computations of each GA chromosome and the latter exploits only one thread for this purpose. Both of these methods use only one CUDA block for parallelization. Moreover, due to the need for synchronizing threads in both of these methods, none of them can fully utilize the computational resources of the GPU.
Sánchez et al. [19] consider this issue and propose two parallel models for GAs on GPU, namely, PGAIM and PGAEI which stand for a Parallel Genetic Algorithm with Islands Model and a Parallel Genetic Algorithm with Elite Island, respectively. In both models, each individual is represented by a thread, and each island is represented by a CUDA block. Their results show that PGAEI model outperforms PGAIM model. PGAEI does not let any migration between islands and, instead, creates an elite island with the best individuals from each island. Despite its better results, PGAEI model is unable to produce the intended solution in a shorter time as compared to PGAIM model.
The work of Kang et al. [20] proposes a parallel solution to genetic TSP. In their method, a single gene corresponds to a tour visiting all the cities. For large problem spaces, they propose an improved crossover that maintains a diversity of genes. However, by increasing the problem size, the size and number of genes increases and, consequently, the necessary computation tasks increase. Although they propose a parallel implementation for their proposed GA which can be executed on GPU-like many-core machines, experimental results show the inefficiency of this method in achieving a high level of parallelism on GPUs. Other researches like [21] [22] [23] [24] have obscurely implemented parallel kernels for GA-based solutions of TSP.
Up to now, few studies have been carried out to quantitatively compare the efficiency of parallel kernels on multi-core machines with that of GPU-like many-core machines.
The most prominent example is the study conducted by Saxena et al. [25] which compares the efficiency of Open Multi-Processing (OpenMP) and CUDA via execution of parallel GA-based optimization kernels on multi-core CPUs and many-core GPUs. Unfortunately, this study does not provide a common experimental setting for all parallel kernels. As a result, the effect of different parameters of GA on the performance of both parallel kernels which run over OpenMP and CUDA platforms has not been assessed. For example, they have provided plots which represent the effect of the number of cities on the processing time of OpenMP kernel while providing plots which demonstrate the effect of the size of initial population on the processing time of CUDA kernel. Such superficial results cannot be used for any judgment and comparison as to the efficiency of those parallelization platforms.
These studies clearly indicate that research in the field of GA parallelization has tended only to focus on obscure design of parallel programs. None of the presented studies have investigated the efficient parallelization of GA operators on multi-core platforms like TBB and many-core platforms like CUDA. Specifically, the parallel processing models of the threads and different approaches of synchronization of threads in different blocks of GPU have not been exactly studied in any of them.
In this paper, we investigate the effect of different parameters of GA-based solutions of TSP on the performance of parallel kernel on both multi-core systems as well as many-core systems. For this purpose, we provide parallel kernels for multi-core systems using TBB and for many-core GPUs using CUDA. The results of running this kernels with identical GA settings are used to provide an in-depth comparison of the efficiency of the kernels as well as to assess the effect of each GA parameter on the overall efficiency of each kernel.
Background
This section gives a brief overview of the related concepts including the architecture of GPU in the CUDA platform and the main ingredients of TBB architecture.
CUDA
Graphics processing unit is a tool assigned to display graphic images in workstations, game consoles, or personal computers. Due to its high processing power in non-graphic applications, a new branch has been developed in computer science called GPGPU (General-Purpose computing on Graphics Processing Unit). Nvidia's graphics cards include one of the Femi, Tesla, and Kepler structures. Each structure has specific characteristics such as the maximum number of threads in blocks, the size of shared memory, etc. However, in order to facilitate programming, the programming interface has been developed. The programming of GPU is of course a difficult task. Therefore, Nvidia company presented a software platform called CUDA in 2006 to implement non-graphic computation on the graphics processor [26] [27] [28] .
CUDA provides features for developers to use the hardware capabilities of Nvidia graphics cards in non-graphic programs and to increase the implementation rate of sophisticated algorithms using GPU capabilities. CUDA supports the main factors involved in the computation from two different points of view: host and device. Host runs the main program while device is a help with the processing. A typical scenario is that CPU is considered as the host and GPU is considered as an aid to the processor [29] .
Any program that is written in CUDA may consist of several kernels. Each kernel is executed by a grid which consists of several blocks. Each block consists of multiple threads. These threads are responsible for implementing the program. In Fig. 1 , the concepts of thread, block and grid are depicted [30] .
TBB TBB was first introduced by Intel in 2006 as a parallel programming library. Figure 2 illustrates the general structure of TBB and how it works to create threads and balance their workloads. This library allows parallelization to be interpreted both explicitly and implicitly. In explicit mode, spawning provides the programmer with full control over the work of each task. The implicit state can be achieved using patterns such as parallel_for or parallel_reduce that accelerate code-writing. Tasks created explicitly or implicitly are added to the queue of thread tasks in an abstract space called Threads Arena. These tasks are carried out by the master thread or by other workers through a mechanism called theft. In what follows, we shall have a look at this concept [31] .
TBB's master thread represented by MT in this figure is a software thread that instantiates the TBB::task_ scheduler_init object. All threads that are created by MT and are used to complete MT's task are referred to as worker threads. The resource management layer (RML) is the host of a pool of worker threads. The role of the Market is to distribute the workloads of master threads as well as to assign workers to the arenas of master threads for carrying out the allocated workloads. The number of available worker threads is always one less than the maximum of tbb::task_scheduler_ init argument and the total number of logical cores on the system CPU. The next structure is the arena of each MT that encapsulates all the tasks and resources available (worker threads) to execute a master thread. A number of slots are assigned to each arena that represent the number of worker threads which are needed to complete the parallel tasks of the MT. If the total number of slots needed for all master threads exceeds the number of workers in the RML pool, allocation of slots to the arena of MTs will be tailored to the needs. When the task of the master thread ends, the threads produced at the time of creating each arena are either destroyed or assigned by RML to active arenas. Each working thread, when run in an arena, executes a scheduling procedure called wait_for_all() which consists of three nested loops. The inner loop executes the current task by calling the execute() method. Upon completion of this task, if no further task is called, the program exits the inner loop. In the middle loop, the get_task() method attempts to dequeue local tasks in a Last-In-First-Out (LIFO) order. If successful, the inner loop will be called again. Otherwise, the thread exits the middle loop and the outer loop activates the stealing mechanism by calling the receive_or_steal_task() method. This method searches for all tasks on this level. The search includes sending tasks through the taskthread dependency mechanism, reloading tasks without uploading priority, or reloading tasks left by other workers. If the search does not return a task to run, this method steals from a victim thread that is randomly selected at the current location. If the failures of a worker thread to steal exceed a certain threshold (a default value of 100) and the arena of the MT is empty, the failed worker is released and returned to the pool of RML. The details of how tasks are stolen can be found in many sources such as [31, 32] .
The proposed approach
Parallel GA for TSP
The general method of solving TSP with genetic algorithm, which is discussed in this section, is presented in a flowchart in Fig. 3 . It has a lot of applications in different areas of engineering such as timing, routing, etc. [33] .
Population: each chromosome consists of a fixed number of genes. In this case, each gene is a city and every permutation of cities can be considered as a chromosome.
Fitness function of the initial population: for each chromosome, the function gives a non-negative integer which indicates competence and individual ability of each chromosome. To calculate the fitness of each chromosome in TSP, we consider the matrix of coordinates of cities. With respect to the coordinates matrix, the distance between the cities of a chromosome is obtained from the following equation [34] :
Crossover: this operator is responsible for mating process (exchange of information between paired chromosomes) and also the convergence speed of genetic algorithm. It usually acts with high probability, i.e. 0.6 to 0.9. This value is called crossover rate and is denoted by P c. In this case, a parent and a random position between the parent's genes are considered. Then all the genes which were at the right side of the position of the parent chromosome will be moved so that the new chromosome is obtained. Mutation: it is another operator which is responsible for the new information. This operator with the low probability of 0.01 accidentally changes one of the resulted genes. The overall probability of mutation on a chromosome is called mutation rate which is denoted by P m. In this paper, two genes of a chromosome are randomly displaced.
Calculation of the fitness of new generation: the fitness function of the population is calculated using crossover and mutation operators just as the calculation of initial population.
Selection: there are different methods for selecting the best chromosome and its transfer to the next generation. In parallel implementation, it is better to use tournament selection. In this method, two chromosomes are randomly selected from the population. Then a random number between zero and one is chosen as r. if r < k (k is a parameter for the case of 0.8) then a fitted person or the one which is less adapted is selected as the parents. These two are then returned to the initial population and again participated in the selection process. Finally, the selected chromosomes are recognized as the next generation and are sent to the next round of algorithm implementation [10] . The statistical analysis of the methods of selection in genetic algorithms, as well as other operators, is already studied in many researches including [35] . This issue has a significant effect in designing efficient GAs [36] .
The general structure of the sequential and parallel genetic algorithm is illustrated in Fig. 4 . In all of the proposed parallel kernels, the initial population is same. The aim of the proposed kernels for parallel GA is to compare the parallelization power of CUDA and TBB. In the sequential method, all the operations of the genetic algorithm are performed sequentially. However, in the parallel method, the important operations of the GA are implemented in parallel, which reduces the runtime of the genetic algorithm. These operators are fitness, crossover, mutation and selection. Figure 4 shows the flowchart of the proposed method for parallelizing GA. According to the structure of GPUs, only the threads of one block can be synchronized. The synchronization is very important in the genetic algorithm where some operators need to execute in sequence. The most important advantage of our method over recent methods like [18] is proposing a trick for solving the problem of synchronizing threads and using the threads of more than one block. For this purpose, we organize three different kernels, each of which corresponds to a distinct function of GA. These kernels would be replicated on different CUDA blocks simultaneously. By switching between kernels, all threads coincide. The main challenge in switching among kernels is to minimize the related cost. Given that, the result of the computations of each kernel are stored in the global memory of GPU, and no data would be exchanged at each switching step between the host and the device. Therefore, the time required for switching among kernels is very small. The operation of each kernel is described below.
In the proposed parallelism, first the primary population fitness is calculated in parallel by the first kernel. In this kernel, each thread is responsible for calculating the fitness of a chromosome. Then, in order to create a new generation, the operators of crossover, mutation, and fitness functions are implemented in parallel by the second kernel. In this kernel, each thread is responsible for creating a new child using different operators of the GA. The next operator, which is the selection, is also executed in parallel by the third kernel and selects the best chromosomes of current generation to be passed to the next generation. In this kernel, each thread is responsible for choosing a chromosome. In the end, the condition of the end of the generation is checked. If the condition of the completion of the generation is established, this operation stops and the best answer is returned from the populations as a result. Otherwise, the second and third kernel that perform the creation of a new generation as well as the selections will run to the end of the pre-defined number of generations. In the next section, we examine the performance of parallel methods on TSP.
Integration to vehicular cloud
Vehicles and sensors in a local area produce the vehicle content. These contents are processed and used by neighbourhood vehicles. Vehicles can access these resources by means of vehicular cloud computing (VCC) [6, 37] . VCC lets vehicles to compute, process, store, and communicate with each other. The corresponding resources provide the feasibility of management of traffic and safety of the roads. Indeed, VCC opens new possibilities for traffic management via efficient vehicle routing [8] . Our proposed routing system is exploitable on VCCs. In this case, the systems can offer a new direction for the development of traffic management systems. Note that, the integration of VCC with other commercial and roadside clouds can expand the capabilities of VCC. The different types of cloud generated by vehicles and distinctions between them depend on the underlying network infrastructure and the nature of merging between the clouds. Here, we only focus on the overall structure of the VCC platform which is best suited for our method and skip issues and challenges that it brings [7, 8, 37] . Figure 5 shows the proposed VCC structure for implementing the proposed method for routing in smart vehicular networks. In the bottom of the diagram, a vehicular ad-hoc network (VANET) infrastructure is presented. The cloud shows the connections of the participating vehicles. One vehicle acts as a cloud leader or cloud controller. The cloud controller also links to the Internet for additional services. Through the internet, the leader communicates with traffic management officials which runs the proposed algorithm on received vehicular positional information thus providing required routing information (information or event -related instructions) about optimum routs for the entire road network of a vehicles over the city.
Each vehicle have a collection of resources and knows the main service provider which can provide routing information. The abstraction of the vehicle, as shown in 
Implementation and performance evaluation
In this section, first the characteristics of the used CPU and GPU as well as the values of the different parameters of the GA are described. Next, the performance of the proposed parallelization method is investigated based on different metrics.
Experimental setup and methodology
The experiments were conducted on an Intel (R) Core i5-7600 3.50GHz personal computer with 8 GB of main memory that was equipped with NVIDIA GeForce GTX 1060 graphics card. This GPU has 1280 cores, and its base and boost clocks are 1506 MHz, and 1708 MHz, respectively. The frameworks used in this implementation are based on C++ CUDA 8.0 (V8.0.61) for many-core GPU and TBB version 2018 for multi-core CPU. The number of threads in the CUDA platform was set equal to the number of chromosomes while the number of threads on multi-core CPUs was set equal to the number of cores. Therefore, in the TBB-based parallel code, the number of cores is impressive. To investigate this effect, we run the TBB-based parallel code on dual-core and quad-core CPUs. Crossover operator probability is 0.8 and mutation probability is 0.02. The probability of selection operator, providing that the operator may choose a sample with less fitness, is equal to 0.8. The crossover operator is a single-parent and single-point one and the mutation operator are of the movement type.
The standard data of BCL380, RBU737, PBD984 derived from VLSI data were used to implement TSP. The datasets consisted of 380, 737 and 984 geographical regions of cities [38] . TSP was solved with 1024 to 16,384 populations by applying 100, 200 to 3000 generations on each. The number of offsprings produced in the crossover was between 10%-50% of the size of the initial population. In the next section, we review the results which were acquired from the experiments that were repeated 10 times.
Performance evaluation
To evaluate the proposed methods and compare their performances, we reviewed the influence of parameters such as population size, number of generations, number of crossover-mutation and chromosomes size on the performance of each method.
Evaluation criteria are the implementation time of the GA in the proposed methods and accelerating the parallel versions of the serial method. First, we investigate the cost of switching between the proposed kernels over CUDA platform in different scenarios. Table 1 shows the time required for solving TSP with 380 cities using the proposed set of tertiary kernels with different sizes of population and different numbers of generations. For each case, the time required for switching among kernels as well as their execution time is reported. Table 2 shows the switching and execution time of the kernels in 100 generations, with different numbers of cities and different sizes of population. In Tables 1 and 2, the number of offsprings is 40% and 30% of the population, respectively. As explained in Section 4, since there is no data transmission between kernels and generations (from GPU to CPU and vice versa), increasing the number of generations has not any effect on the switching time. But by increasing the number of cities and the size of population, switching time increases due to the transfer of the initial population from CPU to GPU. However, the switching time is negligible compared with the kernel running time. The total computation time for any CUDA kernel is actually the sum of the switching time and the time of kernel computation.
The plots in Fig. 6 shows the effect of increasing the size of the initial population and the number of generations on the execution time of the serial method, the parallel method on CUDA platform, and the parallel methods formed by exploiting TBB on two/four CPU cores. In this experiment, the size of the new population generated from the crossover operation is 40% of the initial population. By increasing the number of generations, the running time of TSP has increased in all methods.
A remarkable point in this experiment is the impact of the size of population on the running time of CUDA-based parallel code as compared to TBB-based parallel codes running on dual-core and quad-core CPUs. As shown in Fig. 6 -a, the execution time of CUDA-based parallel TSP code is worse than TBBbased parallel code on dual-core and quad-core CPUs. In this experiment, all resources of CPUs have been used while in the GPU only up to 1024 threads have been used. Increasing the size of populations increases the level of parallelism and consequently the performance of GPU code is improved. For example, in the case of having a population of size 4096, CUDA-based parallel TSP has been better than TBBbased TSP. The degree of this superiority reaches a maximum when the size of population hits 16,384. In this state, the GPU resources has been well used. Figure 7 shows the speedup of three parallelization methods, namely TBB-based TSP kernel on dual-core and Quad-core CPUs and CUDA-based GPU kernel with respect to the sequential code in different sizes of population and offsprings created by crossover. As a common setting in this experiment, the maximum number of generations of the GA is set to 100. In all cases, the speedup of TBB on four cores is more than the speedup of TBB on two cores. In addition, the overall rate of the speedup has not changed with the size of population and the number of offsprings. This is while in the CUDA-based TSP kernel the speedup has changed with both of these parameters. The reason is that both parameters affect the utilization of the resources of GPU.
The effect of the number of chromosomes on the execution time of parallel TSP codes is illustrated in the plots in Fig. 8 . In the corresponding experiment, the number of generations and the number of offsprings resulting from each crossover process are kept constant while the size of the population is allowed to be varied. For this experiment, three different datasets with 380, 737 and 984 cities have been used. The size of offsprings is set to be 40% of the initial population during 100 generations. As shown in Fig. 8 , TBB-based code on four cores in the population of less than or equal to 4096 has the least running time and the highest speedup as compared to other methods. But when the population is more than 4096, CUDA has the best performance compared to other methods. This state hits when CUDA computes the GA solution of TSP with 20,480 population; in this case, each thread calculates a chromosome. As the population grows, each thread should examine more than one chromosome, which increases the running time. This is illustrated in the speedup plots of Fig. 8 .
According to the GPU specifications used in this study, the maximum number of threads to run simultaneously is 20,480 threads. Thus, when the initial population exceeds 20,480, the computational load per thread increases, which reduces the acceleration. Another remarkable point in this experiment is the ineffectiveness of changes in chromosome length (number of cities) in the overall running time of the three parallel methods provided by the GA. The maximum speedup values obtained in experimentation of TBB-based TSP on dual-core and quad-core CPUs are 1.99 and 3.99, respectively, while the maximum speedup of CUDA-based TSP on 1280 cores is 13.73. Finally, according to the experiments, it can be stated that when a genetic algorithm is applied on a small population, the TBB-based method has the best performance. Otherwise, considering the ability of CUDA to define the maximum required number of threads for calculations, the use of CUDA is more efficient.
Efficiency evaluation and comparison
To provide a more intuitive illustration of the efficiency of the proposed parallelization method, the efficiency of the proposed parallelization of the GA solution of TSP on TBB platform is computed and compared in Table 3 with the state-of-the-art methods. As shown in Table 3 , the efficiency of the proposed parallel GA on a quad-core system using TBB platform is the highest as compared to the other parallel GA solutions of TSP on multi-core systems. Moreover, the efficiency of multi-core parallelization of GA solution of TSP using TBB platform is 0.9975, which is considerably higher than that of the OpenMP-based parallelization as well as TBB-based parallelization done by Zhu [16] . This result shows that the proposed parallelization method could more optimally exploit the parallel resources of the multicore CPUs and consequently achieve higher efficiency. 
Conclusion
Using efficiently parallelizable optimization algorithms for solving equivalent TSPs of vehicle routing problems is a key in minimizing the costs of any intelligent transportation system with limited profitability margins. Especially, providing a solution exploitable on vehicular cloud computing platform has been recently attracted many interests. In this paper we presented an enhanced GA solution to TSP problem in VRPs which could be easily and highly parallelized on multi-core and many-core machines of suitable VCC platforms. We show that the efficient parallelization of genetic algorithms (GAs) on multi-core or many-core systems is affected by the efficiency of the schedulation of hardware resources regarding the concurrency of threads. We proposed a method for efficient parallelization of genetic algorithms on multicore and many-core systems. In the proposed method, the fitness functions, crossover, mutation and selection functions are implemented in parallel. Next, the proposed method is implementable on many-core and multi-core processors. The second aim of this study was to arrange synchronizable kernels which can use the maximum resources of many-core processors for accelerating the computations. In this regard, three separate kernels were designed to compute the various functions of the genetic algorithm concurrently. These kernels can be replicated on different CUDA blocks on GPU. To synchronize the threads of these blocks, a switching mechanism is used.
The time taken to switch between the kernels of different blocks is negligible with regard to the running time of the genetic algorithm. Therefore, the proposed method is highly efficient in synchronizing collaborative threads in the processing of genetic algorithms. The proposed method was tested for parallelizing a GA-based solution of Traveling Salesman Problem (TSP) on CUDA and TBB platforms with the same settings including the same number of primary population and generations as well as the same ratio of children created by crossover and mutation operators on the same data set. The performance of these two platforms were evaluated based on different criteria such as the running time and speedup of the parallel GA over each of them.
According to the results, the highest speedup of the parallel algorithm on the GPU, the dual-core processor, and the quad-core processor is 13.73, 1.99, and 3.99, respectively. Another significant finding of this study is that the performance of a parallel algorithm on a GPUlike many-core processor, when the initial number of population in the genetic algorithm is low, is much lower than that of a multi-core processor. The reason is that, in a low initial population, parallelization resources in multi-core processors are more efficiently utilized than in the GPU-like many-core system.
The CPU/GPU clusters have recently evolved to become high-performance accelerators for computation-intensive programs [39, 40] . Therefore, future studies should investigate how to extend the proposed method to best use the resources of GPU cluster for GA computations.
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