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Abstract
This thesis is concerned with the problem of motion estimation and segmentation, mainly related 
to planar motion in the image plane. The emphasis is placed on several important issues, namely; 
the study of different motion models and their performance, the benefits resulting from the use of 
contextual information, the application of multiresolution strategies, and the use of Robust methods 
and confidence measures. The thesis investigates the application of global motion models, in 
particular the affine model, in different estimation and segmentation approaches. It is shown that 
the use of such models, which globally constrain the estimate, results in improved accuracy and 
robustness. Robust techniques, which can cope with outliers often present when larger data sets are 
used, are adopted and tested here. The performance is further improved by the use of confidence 
measures, and of contextual information such as intensity edges or moving feature information.
Two broad classes of approach are developed and investigated. The first one is based on the 
theory of Markov Random Fields. Novel elements in this approach include the introduction of 
a complex motion model - capable of describing translation, rotation and change of scale - and 
confidence factors describing the reliability of the data. The application of the Supercoupling 
approach for multiresolution optimisation speeds up convergence and further improves the quality 
of the estimate.
The second class of algorithms is based on the Hough Transform. An in-depth investigation 
of the behaviour of the standard Hough Transform is conducted. This leads to the adoption of 
a robust statistics method providing a better estimate accuracy, better motion segmentation and 
guaranteed convergence. The use of multiresolution representation in the image plane, in addition 
to multiresolution in the parameter space, brings the advantage of robust and fast convergence 
even for large displacements. An important contribution of the research is the evaluation of 
different kernel functions from the point of view of robustness to noise and change in illumination 
conditions. Two algorithms from this group have been developed. The first one processes an entire 
image and provides parallel motion segmentation and estimation. The other is used as a local and 
robust method for the estimation of optic flow, with the ability to detect multimodal motions. A 
comparative study with other state-of-the-art methods is conducted, and the results are strongly in 
favour of the new algorithms.
In summary, all stages of motion estimation and segmentation have been investigated. A t 
the low-level, a robust algorithm for optic flow estimation has been developed. It can cope 
with multiple moving objects, and detects motion boundaries and occluded/uncovered regions. 
The spatial coherence of motion is enforced here very strongly, resulting in an accurate estimate 
and reliable confidence measures. This low-level estimate may be globally interpreted, together 
with other clues and a priori knowledge of the world using a multi-scale Markov Random Field 
approach. Alternatively, motion estimation and segmentation my be performed in parallel globally 
using the Robust Hough Transform approach. A t this stage meaningful objects can be segmented, 
thus providing a high-level description of the scene.

Acknowledgements
I would like to express my gratitude to all the members of the Vision, Speech and Signal 
Processing Group, with whom it has been a pleasure to work, and all of whom have contributed, 
in one way or another, to this thesis.
I am especially grateful to my supervisor, Professor Josef Kittler, for his continuous help and 
support. Josef has been a valuable source of ideas, and his advice has been extremely helpful 
during the course of the research. Many thanks are due to Maria Petrou, for her contribution to the 
work on multiresolution Markov Random Fields. I am also indebted to John Illingworth and B ill 
Christmas for reading and checking some of the chapters.
The financial support of Canon and the Overseas Research Council is gratefully acknowledged.
Finally, I would like to thank my wife Amaia and my family, for their understanding and 
support provided throughout the research.

Contents
1 Introduction 1
1.1 Human visual system and motion perception.........................................................  2
1.2 Applications of motion estimation .......................................................................  3
1.3 Contributions of the T h e s is ..................................................................................  5
1.4 Thesis outline.........................................................................................................  6
2 State of the art 9
2.1 Motion analysis: Basic terms and relations...........................................................  9
2.2 Finding the pixel correspondence.........................................................................  10
2.2.1 Definitions................................................................................................. 10
2.2.2 Gradient-based approach..........................................................................  11
2.2.3 Correlation-based approach........................................................................ 15
2.2.4 Approaches based on spatiotemporal filte rin g ...........................................  16
2.3 Detecting motion boundaries................................................................................ 18
2.3.1 Motion boundary detection prior to optic flow estimation........................... 18
2.3.2 Motion edges recovered from the optical flo w ...........................................  18
2.3.3 Simultaneous optic flow estimation and motion boundaries detection . . .  20
2.4 Regularization of the optical flo w ..........................................................................  21
2.5 Conclusion............................................................................................................  22
3 Markov Random Fields and Motion Analysis 29
3.1 Introduction .........................................................................................................  29
3.2 Problem form ulation..............................................................................................  31
3.2.1 Terminology..............................................................................................  31
3.2.2 The Bayes ru le ...........................................................................................  32
3.2.3 Motion clues..............................................................................................  33
3.2.4 Segmentation c lu e s ...................................................................................  34
3.2.5 Regularising Constraints........................................................................... 35
i
ii CONTENTS
3.3 Modelling frame sequences using Markov Random F ie ld ..................................... 36
3.4 Search for the optimal estimate using the Mean Field techn ique..........................  41
3.5 Application of the Supercoupling Approach.........................................................  41
3.5.1 Multiresolution optim ization..................................................................... 41
3.5.2 Recasting the cost function .......................................................................  43
3.5.3 Potential based coarsening.......................................................................  44
3.6 Experimental Results for M ultiresolution............................................................... 48
3.7 Conclusions ......................................................................................................... 54
4 Hough Transform and Robust Statistics 57
4.1 Introduction .........................................................................................................  57
4.2 Hough Transform and motion analysis.................................................................. 58
4.3 Hough Transform Motion Estimation and Segmentation with a Robust Statistical
Kernel.................................................................................................................... 64
4.3.1 Details of the implementation..................................................................... 69
4.4 R esu lts ..........................................................................................    73
4.5 Conclusions .........................................................................................................  82
5 Robust local extraction of motion information 85
5.1 Premises behind our approach....................................................................  86
5.1.1 The benefits arising from the local form ula tion ......................................... 87
5.1.2 Relation to other approaches..................................................................... 88
5.2 Robust Estimation based on regions.......................................................................  89
5.2.1 Preliminary considerations........................................................................ 89
5.2.2 Application of the Hough Transform.......................................................... 90
5.2.3 A  measure of the estimate accuracy ..........................................................  94
5.3 Experimental evaluation of performance...............................................................  97
5.3.1 Angular measure of the estimate accuracy.................................................  97
5.3.2 The accuracy of optic flow estimated by L R H T .........................................  98
5.3.3 Estimate quality measure............................................................................. 102
5.3.4 Robustness to n o ise ......................................................................................103
5.3.5 Parallel segmentation and estimation.............................................................110
5.3.6 Preservation of motion discontinuities..........................................................112
5.3.7 Computational com plexity ...........................................................................113
5.3.8 Real image sequences................................................................................... 113
5.4 Conclusion............................................................................................................... 117
CONTENTS iii
6 Conclusions 121
6.1 How was the state-of-art advanced?..........................................................................121
6.2 Analogy with the human visual system .................................................................... 123
6.3 L im itations...............................................................................................................125
6.4 Further Research...................................................................................................... 125
iv  CONTENTS
List of Figures
2.1 Example of the aperture problem resulting from the problem fo rm u la tion   13
3.1 Motion segmentation is difficult due to missing motion information in uncovered
and occluded background regions........................................................................... 35
3.2 First order neighbour system ..............................................................................  37
3.3 The discontinuity factor t; as a function of parameters /3, y and p .........................  40
3.4 Coarsening an image by replacing every four pixels by a new one. Open circles:
pixels of the coarse lattice. Filled circles: pixels of the fine lattice.......................... 44
3.5 The pixels at the fine level and their grouping into blocks that form the pixels of
the coarse level. In the left panel the indexing of top (t), bottom (b), left (1) and 
right ( lj neighbours is shown. In the right panel the indexing within a block i is 
shown..................................................................................................................... 46
3.6 Reference frame for the artificially generated sequence Gen2 and the in itia l esti­
mate confidence m ap............................................................................................. 48
3.7 Comparison of the segmentation and estimate quality (single versus multiresolu­
tion) computed in equal tim es............................................................................... 49
3.8 Comparison of the segmentation and estimate quality (single versus multiresolu­
tion) for a small number of updates......................................................................  50
3.9 Comparison of the convergence rate (single versus m ultiresolution)...................  51
3.10 Results for a complex sequence with multiple non-rigid m otions......................... 52
3.11 Lab sequence: two rigid objects moving past stationary background...................  53
4.1 Gen2 sequence -'two objects moving in opposite directions: the reference frame
and the Hough space............................................................................................... 67
4.2 Robust error norms and corresponding Influence and Weighting functions  68
4.3 False minima in the Hough space are removed.....................................................  71
4.4 Comparison of the Hough space shape for non-robust (a) and redescending robust
(b) k e rn e ls ........................................................................................................... 74
v
vi LIST OF FIGURES
4.5 Contour plots of the Hough space for different error norm s..................................  76
4.6 Two Objects sequence..........................................................................................  77
4.7 Likelihood maps for the Two objects sequence ................................................... 79
4.8 Motion segmentation and model parameters for the Highway sequence..............  81
5.1 Rectangular patches and the position of the local coordinate system ....................  91
5.2 Examples of regions exhibiting different aperture problems and corresponding 
support functions................................................................................................... 96
5.3 Visualisation of the angular error measure...........................................................  98
5.4 Reference frame and true optic flows for Translating and Diverging T ree  99
5.5 Reference frame and the true optic flow for the Yosemite sequence.......................... 100
5.6 Estimate accuracy as a function of estimate de n s ity .................................................103
5.7 Estimate accuracy as a function of noise for the Translating Tree sequence . . . .  104
5.8 Estimate accuracy as a function of noise for the Diverging Tree sequence 105
5.9 Optic flow extracted from the noisy sequence (1) - Translating Tree...................... 106
5.10 Optic flow extracted from the noisy sequence (2) - Translating T re e ...................... 107
5.11 Optic flow extracted from the noisy sequence (1) - Diverging Tree......................... 108
5.12 Optic flow extracted from the noisy sequence (2) - Diverging Tree......................... 109
5.13 A block of interest (70 x 70 pixels)(b) placed on a motion boundary ( a ) .................110
5.14 Simultaneous Estimation and Outliers Rejection......................................................I l l
5.15 Estimate of the optic flow on motion boundary........................................................ 112
5.16 Flows computed for the NASA sequence (1 ) ........................................................... 114
5.17 Flows computed for the NASA sequence ( 2 ) ........................................................... 115
5.18 Flow computed for the SRI sequence...................................................................... 116
List of Tables
4.1 Comparison of the Hough Transform based techniques........................................  65
4.2 Resolution in the Hough Space............................................................................. 72
4.3 A comparison of the estimate accuracy for different kernels - Gen2 sequence . . .  75
4.4 Ground truth and estimate of motion parameters.................................................... 78
4.5 Maximal estimate errors for the Two Objects sequence........................................  78
5.1 Coefficients of the confidence matrices, eigenvalues and eigenvectors..................  97
5.2 A comparison of the estimate accuracy for the Translating Tree sequence . . . .  101
5.3 A comparison of the estimate accuracy for the Diverging Tree sequence................. 101
5.4 A comparison of the estimate accuracy for the Yosemite sequence.......................... 102
5.5 Sample execution times for the Translating Tree sequence (150x150 pixels). . . .  113
vii
1
C h a p t e r  1
Introduction
As has been said before by Heraclitus (350 BC), "The world is constantly in motion". In order to 
live and survive in this highly dynamic environment, most living creatures (including humans) had 
to develop the ability to perceive and quantify motion. The level of performance achieved by some 
species may surprise and impress. The problem of motion perception has drawn the attention of 
researchers from a number of disciplines including psychology, physiology and neurophysiology. 
Today this interest in human motion perception capabilities is motivated not only by natural 
curiosity to understand their mechanisms, but also to facilitate their emulation by computer vision 
systems. This latter objective has been steadily gaining in importance as a consequence of the recent 
advances in technology in general and information technology in particular. This rapid evolution 
in technology has created a range of important applications for image processing and, within it, for 
motion analysis. Nearly two decades of active research have advanced the understanding and the 
methodology of motion perception. However the state-of-the-art algorithms still exhibit significant 
drawbacks that lim it the range of feasible applications.
Before one attempts to address the problems of motion estimation and segmentation from a 
sequence of images, some important background information and inter-disciplinary relations have 
to be considered. The following section briefly outlines the importance of motion-perception 
for the human visual system and the state of knowledge about it. Human vision system in many 
respects greatly outperforms what can be offered today by computer vision, hence some approaches 
are looking to it for inspiration. In the following section some experiments involving human vision 
system are described and theories explaining the basic mechanisms of motion perception are briefly 
outlined. We state a hypothesis that tries to explain the origin of the excellent performance of 
the human visual system. This hypothesis has been positively verified by our research, and the 
conclusions are presented in the following chapters. In the next section a range of applications 
of motion analysis is presented. It is followed by the definition of the problem domain and a
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discussion regarding the formalism used to model the motion in the image sequences. Next the 
contributions of the thesis are briefly summarised, and an outline of the thesis is presented in the 
final section of this chapter.
1.1 Human visual system and motion perception
The biological visual systems are still, to a great extent, an unknown black box that fascinates us 
with its excellent performance. Extensive experimental work of the last decade, within a number of 
diverse disciplines, has yielded valuable insights concerning the basic mechanisms that the visual 
system employs [1,4,10]. However there is still much more to be discovered. In order to provide 
the context for our later discussion, let us have a closer look at some interesting properties and 
features of the human visual system, with the emphasis on motion perception and processing.
We shall commence with the function of motion perception in the visual system. The first 
observation regarding its motion detection and measurement capabilities is that we perceive motion 
effortlessly and subconsciously. In particular, the object does not have to be identified before we 
detect its motion. Each of us has experienced situations, where we knew that something had 
moved, but we could not say what it was. For example to find a notorious fly, one may have to 
wait until it moves. The ability to detect motion events without recognition strongly suggests that 
the human system employs fast and local (low level) processing. In that case not much knowledge 
about the world structure and meaning is required. In the above example, motion segmentation 
and estimation served the purpose of focusing of attention on the object of interest. Objects that 
are dynamic may pose a danger or be interesting for the viewer for some other reasons. But 
motion also provides some other important visual information. I f  we cover one eye, (so that our 
stereo vision is impaired) and move our head, we can recover depth from motion. When fast 
ego-motion is involved (e.g. driving a car), motion is providing more depth-related information 
than the binocular vision.
The human visual system can deal with continuous motions of the natural world, but it can 
also cope with a sequence of discrete images, displayed one at a time. I f  only the frame-rate is 
fast enough, the motion perceived by the observer is smooth. This phenomenon is called apparent 
motion [6, 3,5]. It is not surprising - one would expect that the sensor (retina) exhibits inertia 
and that the processing of collected information introduces certain delay. Braddick [3] concluded 
that motion perception should be modelled by two separate mechanisms, the short and long range 
process. The short-range motion process is interpreted as operating over short temporal and spatial 
variations in the grey-level content of the image (retina). Long-range processes are associated with 
a cognitive level of perception, and operate on the basis of the preservation of the features over time.
Applications of motion estimation 3
The experiments show that for the short-range processes at least ten frames per second have to be 
presented to the viewer for the motion to be perceived as smooth. Also, the visual angle velocity 
should not exceed fifteen minutes of arc per frame. The feature-based long-range mechanism 
requires only two frames per second, and visual angle velocity can be as high as ten degrees per 
frame. Another feature of human vision is that we tend to perceive objects as moving together. I f  
we look at an image filled with randomly moving dots, a slight bias in the motion direction of the 
dots leads to a perception of motion in the bias direction. This phenomenon is known as motion 
cooperativity [9, 8], Another example of the tendency for coherence is the phenomenon of motion 
capture [2]; where randomly moving dots surrounded by a moving contour appear to move with it. 
Motion coherence is not limited to spatial extent, it also occurs in the time domain. In reality an 
object motion tends to be coherent in time, which is a consequence of the inertia of actual physical 
objects. The accelerations of an object is limited by its mass and applied forces.
What conclusions regarding motion processing can be drawn from the above observations? 
For a start, it should be noted that the human visual system has some a priori knowledge of the 
world. This experience is gained during childhood when the child plays and experiments with 
different objects in motion. For example he or she learns that object acceleration is limited and 
usually constant in time. The experiment with dots moving randomly with a bias shows that spatial 
coherence is also used. The homogeneous intensity (or color) properties of the regions in motion 
facilitate motion segmentation, even though motion clues are not available inside such regions.
h i this section, some of the properties of the human visual system were discussed. A number of 
computational theories exist which try to explain how the system works and imitate its behaviour
[7]. For the puipose of this research, one aspect is of particular interest; is there something 
we could leam to improve the performance of algorithms for motion analysis? In the thesis 
three elements are investigated: multiresolution, a priori knowledge of the world and contextual 
information. These three elements are incorporated into the proposed computational frameworks, 
and their benefits are carefully examined.
1.2 Applications of motion estimation
Although motion analysis research is relatively new, the range of potential applications is extensive. 
The importance of this topic is reflected in the magnitude of research effort that has been directed 
towards solving the motion analysis problem. Despite this enormous effort, which has resulted in 
a large number of algorithms, the problem has yet to be solved satisfactorily. One reason for this 
(although not always appreciated) is the diversity of applications, which sets different objectives 
and requirements on the algorithm performance. It is therefore helpful to examine the potential
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applications before attempting to define the objectives of the work.
The industrial sectors interested in motion applications include communication and television, 
robotics, autonomous navigation, medicine, meteorology and computer graphics.
In the communication domain, motion estimation and compensation is used in order to reduce 
the bandwidth necessary to transmit the sequence of images. This may enable the transmission 
of certain classes of television images through low-bandwidth channels. Teleconferencing and 
videophones are other applications receiving much attention. The aim here is to find efficient coding 
algorithms, that would enable the transmission of image sequences through ordinary (possibly 
digital) telephone networks. Where large number of image sequences have to be stored, by 
removing the redundancy of information related to motion, one w ill benefit in reducing the storage 
costs and improving access times.
In the television and film  industry it is often essential to convert one recording standard to 
another. For instance video material recorded at 30 frames per second for the American standard 
must be transcoded to 25 frames per second for broadcasting in Europe. Such conversion cannot 
be achieved without undesirable artifacts unless image motion is compensated for correctly.
Image restoration and enhancement also benefit from motion estimation techniques. Motion 
of the camera is often one of the reasons for image blurring, which can be removed if  the motion 
is known. Also, motion compensation can be used to remove noise or other kind of sequence 
degradation.
As far as medical applications are concerned, motion analysis may be used, for example, to 
automatically measure the motion pattern of the human heart from its scintigraphic sequences, 
or to monitor patients after heart operations. The understanding and characterisation of human 
motion in the context of athletics or dance may provide interesting and educational insights which 
could have a beneficial impact on the training of future generations of athletes and artists. The 
problems of monitoring the transportation of chemicals within cells or of observing the behaviour 
of microorganisms require techniques for motion estimation.
The reconstruction of a three dimensional scene structure and egomotion is of a particular 
importance to robotic applications. In addition, motion can be an important clue used for scene 
interpretation and learning. We present some examples of such applications later in this thesis. In 
the industrial robot area, the ability of a robotic agent to segment motion, and track moving objects 
is essential to performing certain basic tasks.
In meteorology, image sequences of clouds acquired by satellites provide valuable information 
on the nature of atmospheric conditions. Such measurements, in turn, constitute important input 
parameters for the weather prediction.
In this section some examples of applications of motion analysis have been presented. They
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show not only how important the problem is but also illustrate how different are the requirements 
set by various tasks.
1.3 Contributions of the Thesis
The thesis investigates the application of global motion models, in particular the affine model, in 
various estimation and segmentation approaches. It is shown that the use of such models, which 
globally constrain the estimate, results in improved accuracy and robustness. However, complex 
models require more motion clues to estimate the model parameters. Thus robust techniques that 
can cope with outliers (which are likely to be present when larger data sets are used for estimation) 
are needed. Such techniques are adopted here and tested. The performance of the estimator may 
be further improved by the use of contextual information such as intensity edges, moving feature 
information, and texture properties of the surface. Special attention is directed towards the use of 
confidence measures associated with the data (motion clues) in order to balance the influence of 
data on the final estimate.
Two distinct classes of approach are developed and investigated in the thesis. The first one 
is based on the theory of Markov Random Fields, which has been previously used for motion 
estimation. Novel elements in our approach include the application of complex motion models 
- capable of describing translation, rotation and change of scale - and the use of confidence 
factors describing the reliability of the data. The application of the Supercoupling approach in 
multiresolution optimisation speeds up convergence and further improves the quality of the motion 
estimate. The strength of this algorithm stems from the fact that a well-established mathematical 
theory can be used to predict its behaviour. From the practical point of view, it is very important 
that many sources of motion-relevant information and constraints can be easily incorporated in 
this model by modifying the energy terms. A disadvantage is the lack of other than empirical 
methods to select the Markov Random Field parameters balancing the terms of Gibbs energies. 
The high computational load of the algorithm may not be a problem, since parallel implementation 
is possible.
The second group of approaches is based on the Hough Transform. An in-depth investigation of 
the behaviour of the standard Hough Transform algorithm is conducted. This leads to the adoption 
of a robust statistics method providing a better estimate accuracy, better motion segmentation 
and guaranteed convergence. The use of a multiresolution representation in the image plane, in 
addition to multiresolution in the parameter space, is also introduced. This brings the advantage of 
robust and fast convergence even for large displacements. Multiresolution processing also helps to 
achieve a better motion segmentation. A t each pixel the likelihood of belonging to different motion
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regions is computed and the region with maximum posteriori likelihood is selected. An important 
contribution of the presented research is the evaluation of different kernel functions from the point 
of view of robustness to noise and change in illumination conditions. Two algorithms belong to 
this group. The first one is applied to the whole image and provides parallel motion segmentation 
and estimation. The other is used as a local and robust method for the estimation of optic flow, with 
the ability to detect multimodal motions. A comparative study with other state-of-the-art methods 
for optic flow estimation is conducted, and the results are strongly in favour of the new algorithm.
In summary, all stages of motion estimation and segmentation have been investigated. A t 
the low-level, a robust algorithm for optic flow estimation has been developed. It can cope with 
multiple moving objects, and detects motion boundaries and occluded/uncovered regions. The 
spatial coherence of motion is enforced here very strongly, resulting in an accurate estimate and 
reliable confidence measures. Illumination changes are incorporated into the model. This low- 
level estimate may be globally interpreted, together with other clues and a priori knowledge of the 
world using a multi-scale Markov Random Field approach. Alternatively, motion estimation and 
segmentation my be performed in parallel globally using the Robust Hough Transform approach. 
At this stage meaningful objects can be segmented, thus providing a high-level description of the 
scene.
1.4 Thesis outline
The thesis follows a structure that corresponds to a natural and logical course of research. So far, 
in Section 1.2 we have examined the range of potential applications - thus setting the scene for the 
problem we would like to solve. We have also concluded that since in most cases the task has been 
successfully solved by biological systems (e.g. human vision system), one can assume the existence 
of a solution and the feasibility of a computational implementation. The next chapter examines 
the existing approaches to motion analysis and tries to identify their benefits and drawbacks. In 
some cases experiments are performed in order to illustrate and compare their performance, and 
also to understand the underlying causes of their weaknesses or strengths. We examine different 
representations of motion (motion models) and some underlying assumptions. Since human vision 
can cope efficiently with complex situations, we shall consider what mechanisms are at play 
in certain situations. We then develop and test three new methods for motion estimation and 
segmentation. A method based on Markov Random Field (MRF) theory employing an advanced 
motion model, multiresolution optimisation and confidence measures is introduced in Chapter 
3. Chapter 4 deals with a global approach to parallel motion estimation and segmentation, 
which originates from the Hough Transform and employs Robust Statistics techniques. A Local
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Robust Hough Transform (LRHT) algorithm developed for the estimation of optic flow and a 
comprehensive evaluation of its robustness and accuracy, are presented in Chapter 5. Finally, 
conclusions are presented in Chapter 6.
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C h a p t e r  2
State of the art
The aim of this chapter is to present the current state of the art in motion analysis. In the first section 
some basic terms are defined and explained. The following section includes a brief description 
and critical analysis of a number of existing approaches. The reviewed algorithms are classified 
according to a number of criteria. The first is the method used to determine the inter-frame pixel 
correspondence. Other criteria used for algorithms grouping include: i) the approach adopted for 
image segmentation into groups of pixels moving with coherent motions, and ii)  the regularization 
technique employed.
In the discussion, particular emphasis is placed on the origins of the strength and weaknesses of 
different approaches. This involves an examination of the validity of the underlying assumptions for 
real-world sequences, where large pixel displacements, multiple and complex motions, occlusions 
and noise are often present. The robustness of each method to the violation of the assumptions is 
assessed.
The concluding section summarises the observations made and draws some general conclusions 
as to what combination of techniques could offer a better performance. Thus it sets the scene for 
the development of new approaches later in the thesis.
2.1 Motion analysis: Basic terms and relations
Let us introduce some terminology that is central to the problem studied in the thesis. The basic 
terms that need to be defined are that of an image and a sequence of images. A grey-level image is 
constructed by sampling the luminance function projected from the imaged portion of a 3D scene 
onto the 2D surface of the imaging sensor (imaging surface). For technical reasons the sampling 
is usually performed on a square grid. In general, any function (corresponding to some physical 
properties of any N-dimensional space) may be sampled to obtain an image. For example it could 
be an X-ray radiation. However, the thesis is concerned with standard grey-level images as defined
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above. Note that, before sampling, the imaging process involves a projective transformation, 
mapping the 3-dimensional scene space onto a 2D image. This transformation is never a one- 
to-one mapping and therefore even when a 2D correspondence is established there may exist a 
number of 3D motions that could give rise to it.
It is now pertinent to answer the question: what is a sequence of images. We shall define 
an image sequence as a set of ordered images, each acquired at a different time instance usually 
uniformly spaced in time.
Finally, the term motion analysis in the image sequence should be explained. In fact, it covers 
a very broad range of image processing algorithms with quite diverse aims and applications. 
Therefore no precise definition of motion analysis can be given. There is however a common 
element, which is the extraction and interpretation of temporal changes in the analysed sequence. 
Such changes are usually caused by a 3D motion of object(s) in the imaged scene. Probably the 
most common example of motion analysis is the extraction of optical flow, which is computing 
the apparent motion of pixels on the imaging plane. The existing approaches to this problem, and 
their analysis are presented in the next section.
Other aspect of motion analysis involves the detection of motion boundaries that mark abrupt 
changes in the motion of adjacent pixels. A more complex task is motion segmentation, where all 
pixels moving with coherent motions are grouped into objects. Section 2.3 discusses further these 
two problems, and existing solutions. Since motion analysis is an ill-posed problem, in the sense 
of the uniqueness and stability of the solutions, it requires the use of regularization techniques. We 
w ill expand on this issue in Section 2.4 entitled "Regularization".
Some other examples of motion analysis, such as object tracking and change detection, are not 
discussed here, since they usually employ a variant of one of the standard techniques.
To recapitulate, in this thesis we partition the problem of motion analysis into three tasks, 
which aim to i) establish the pixel correspondences, ii) segment distinct motions and detect motion 
boundaries and iii)  regularize the solution. These three issues w ill be discussed, one at a time, in 
the following sections.
2.2 Finding the pixel correspondence
2.2.1 D efin itions
Two important terms should be defined at this stage: the image-flow field and the optic flow field.
An image-flow field depicts, at each point of the imaging surface, a 2-dimensional projection 
of the instantaneous 3-dimensional velocity of the corresponding point in the scene [30].
An optic flow field is a 2-dimensional vector field, where each vector corresponds to the
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apparent velocity of the pixel that it is attached to. Optic flow is induced by variations of the 
brightness of the image. Such variations may arise as a result of a 3D motion in the scene, but 
may also be caused by changes in the illumination or by some other factors, for example specular 
reflections.
The essence of the difference between the two fields is that while image-flow corresponds 
to the projection of the "real" motion of a pixel onto the imaging surface, the optic flow depicts 
only the motion that is apparent (and can be recovered) from the temporal changes in the intensity 
patterns. There is no doubt that the image-flow field is more useful for many applications than 
optic flow. However, since the motion clues are based on pixel grey-levels, in majority cases only 
the latter field can be recovered. How good an approximation the optic flow is of the image-flow 
field depends on the greylevel distribution of the object and the lighting conditions. Some results 
quantifying the differences between these two fields have been reported by Verri and Poggio [34].
The problem of the optic flow estimation can be viewed as the one of finding a correspondence 
between pixels in two or more consecutive frames. This correspondence is based on the greylevel 
distributions, since this is the only measurement that can be made on pixels to identify them. From 
this perspective, two situations may give rise to differences between the image-flow field and the 
optic flow field: i) the spatial variations of the pixel greylevels are not sufficient to establish the 
real correspondence and ii) the luminance function of the surface of a moving object changes in 
time and consequently no pixel correspondence, or a wrong one, can be found between two time 
frames.
Most of the algorithms for the optic-flow estimation suggested in the literature can be classified 
into three broad groups: gradient-based, feature based (matching) and spatiotemporal energy- 
based. To which group a particular- algorithm is classified depends on the technique it employs to 
establish the pixel correspondence. Since this thesis advocates the use of a simultaneous motion 
segmentation and estimation, an alternative criterion for the algorithm classification considers how 
these two processes are related in the time domain [37]. There are three possible scenarios: two in 
which one process precedes the other and one where both are executed simultaneously.
Below, we briefly summarize the principles and properties of some algorithms from each 
group. This should illustrate many problems that are central to motion estimation, thus providing 
a background and motivation for the development of novel approaches later in the thesis.
2.2.2 Gradient-based approach
In most cases, the gradient based approach relies on the assumption that the pixel intensity values 
are conserved in time [18, 16, 22, 29]. I f  a pixel p(x,y) from the reference frame 70, acquired at 
time t - t 0 corresponds to pixel p'(x+dx,y+dy) in the consecutive frame I x (acquired at time t - t f
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than the following equation should hold.
7i (x + dx,y + dy) = I0(x, y) (2.1)
The left-hand side of the above equation can be expanded into a Taylor series, and after truncating 
the second and higher order terms we obtain:
where subscripts x, y, t denote the spatial and temporal derivatives of the intensity function 7 and 
y = (vr, vv) is the local velocity vector. Most of the gradient-based approaches are developed from 
equation (2.5). Since it contains two unknowns vx, v3, their values cannot be uniquely determined 
without the application of some additional constraints. This is the essence of the so called aperture 
problem - the optic flow equation applied to a single pixel can only provide a component velocity 
v„ in the direction of the intensity gradient.
The aperture problem is a direct consequence of the problem formulation and w ill exist even 
for pixels where the exact displacement can be computed, e.g. comers. This is illustrated in 
Figure 2.1. Subfigures (a) and (b) show the region of interest in the reference and consecutive 
frames respectively. The pixel of interest is located on the comer of a region of brighter pixels, so 
that an exact correspondence can be established (c). The Taylor approximations of the intensity 
distributions for both frames are depicted in (d). It is immediately clear, that because the intensities 
here are approximated by greylevel planes, only a component of the tme displacement can be 
computed. This example also shows that the Taylor approximation may be poor for long-range 
displacements. The intensity approximation "saturates" for the pixels in the lower right comers of 
(d). Figure (e) shows the match computed from the optic flow equation.
Ii (x + dx, y + dy) = I0(x,y) + dx— + dy— + dt—
dx dy dt
dt = t\ —  tQ
(2.2)
(2.3)
Combining the two equations gives the following expression:
dxlx +  dyly +  dtl, -  0 (2.4)
After dividing by dt, we get
VXIX + Vyly +1, = 0 (2.5)
- I t (2.6)v
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(d) Intensity distribution approximation (e) Computed 
for the reference and consequtive frames match
Figure 2.1: Example of the aperture problem resulting from the problem formulation
Below, several formulations that employ the optic flow equation and its variants are cited. They 
primarily differ in the regularization constraints as w ill be discussed later.
Horn and Schunck [18] proposed the minimization of the error function ED over the entire 
visual field.
Ed = VxE + Vyly + 1, (2.7)
The error function is the left-hand side of the optic flow equation (2.5). It is usually different from 
zero due to quantization errors, noise and Taylor approximation errors. To overcome the aperture 
problem they assumed that the optic flow varies smoothly. Clearly, this assumption is violated 
on the motion boundaries, and consequently the flow is distorted (blurred) in those regions. This 
makes the subsequent motion segmentation difficult, if  not impossible.
One should note, that here the aperture problem results from the problem formulation, and 
does not originate from the intensity distribution within the image. Aperture ambiguity may also 
arise in regions where image intensity variations are small or not present. Whatever the reason, if  
flow cannot be recovered locally it must be propagated from the neighbouring regions.
Nagel [16] addressed the drawbacks of Horn and Schunck method by modelling the image 
intensity surface using second order spatial derivatives. This extension made it possible to estimate 
the optic flow directly in the regions that exhibit sufficient intensity variations (for example
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at corners). Nagel also introduced the oriented smoothness constraint. It strongly enforces 
smoothness of the field along the directions of contours, and inhibits it across the contours. Thus 
the effect of smoothing-out the motion boundaries is reduced. Although Nagel’s approach gives a 
better flow estimate, it has several important limitations. One is related to the fact that it relies on 
second order derivatives, which are usually not stable in real image sequences. The other is that 
smoothness is not enforced across intensity edges that are not motion boundaries. In the case of 
significant displacements the Taylor expansion of gray-level function does not hold, resulting in 
gross flow errors.
A hierarchical implementation used by Enkelmann [10] overcomes the displacement limitation. 
It uses a coarse-to-fine control strategy, where the estimate from coarser resolution is used as 
initialisation at finer resolution. A smoothness constraint, similar in formulation and drawbacks to 
one used by Nagel, is applied at each resolution.
Buxton and Buxton [8] postulated that spatiotemporal d’Alembertian of Gaussian-smoothed 
intensity is more likely to be conserved then intensity itself. They obtain a robust estimate, but 
only in the vicinity of edges. As the approach uses 17 x 17 x 17 spatiotemporal neighborhood it 
requires long sequences and is computationally demanding.
Waxman, Wu and Bergholm [35] argued that even spatiotemporal intensity derivatives are 
not truly conserved. They postulated the use of so-called activation profiles instead. They apply 
the Man* and Hildreth’s edge detector to convert the gray-level image into a binary one, which 
contains edge features (feature-map sequence). Then, they convolve it with a spatiotemporal 
Gaussian mask, to obtain the activation profiles. In order to recover the optic-flow the original 
optic-flow equation is applied to the activation sequence. One of the drawbacks of this method is 
that edges cannot always be localized accurately and consistently, particularly in the presence of 
noise. This formulation gives optic flow at edge locations only.
In [4] Bergen and Burt noticed that the assumption of a single motion at any point in the image 
is often violated in practice. A perfect example is transparent motion, which is quite common 
in real world sequences. To cope with such situations, they assume that within a local region R 
there may be two distinct patterns, P and Q, undergoing translations with vectors tp_ = (tPx, tPy) and 
tQ = (tQx, tQy) respectively. The image is a combination 0  (sum or product) of the two patterns.
The key idea used here is that if  one of the motion vectors and the combination rule are known, it 
is possible to remove the known motion by means of motion compensation. Two partially motion- 
compensated frames DUD2 are computed from three original frames /0, I \ , h  in the following
h(x,y) = P(x,y) © Q(x,y) 
h (x, y) = P(x + tPx, y + tPy) 0  Q(x + tQx, y + tQy)
(2.8)
(2.9)
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way
d ,  = h  -  /f = (p2P + g2S) e ( p 1F ® q q*f )  =  (e2^ e q ^ )  = (ge e q p) °  (2 .9 ) 
d2 = = (p’1'+2s8) e (P11 e e2°*f) = (fi58 e = (e8 e 67e (2.10)
The sequence {D „} can be considered as a new pattern = (2®6 moving with a translation ta.
Since in practice none of motions P, Q are known, a two component, iterative refinement procedure 
is used to recover them. The procedure starts with a crude estimate of motions. Next, they are 
iteratively improved, one at a time, using the latest value of the other to construct the partially 
compensated sequence {£>„}. In principle, such approach can also work in regions where two 
non-transparent motions are present (e.g. on the region including motion boundaries). However, it 
is inherently limited to two motions. Other important issue that has not been addressed by authors 
is the algorithm’s convergence.
Up to this point, all the algorithms mentioned employ the constant motion model. In other 
words, it is assumed that unless there is a motion boundary, neighbouring pixels should have 
similar velocities. In real sequences, however, we encounter more complex motions incoiporating 
zoom, rotation, and translation which justify the use of a more complex model. It can be shown 
that these types of motion give rise to the optic flow described by the affine transformation. We 
w ill show later that the use of such a model, as part of our estimation framework, offers benefits in 
terms of better segmentation and estimation performance.
Campani and Verri [9] proposed to compute the optic flow from an over-constrained system 
of linear algebraic equations. They used the affine motion model and assumed that the motion 
within the window is a coherent one. This assumption corresponds to the strong smoothness 
constraint within the window and is violated if  the window covers more than one moving object. 
This causes the estimate to be blurred and distorted on the motion boundaries. The method is not 
suitable for scenes containing multiple moving objects. The problems may also arise in regions of 
uniform grey levels where the motion cannot be recovered, as there is no mechanism to detect such 
ill-conditioned regions nor to propagate the motion information between neighbouring blocks.
2.2.3 Correlation-based approach
Correlation-based approaches usually assume the conservation of the local intensity distribution. A 
similarity (error) function H(a) is defined for the pixel intensity distributions within two windows: 
one in the reference frame, and the other in the consecutive one. The position of the window in the 
consecutive frame is defined by a motion transformation Tl±. The objective is to find the motion 
parameter vector a that maximizes the similarity measure, or minimizes the error function, H(a). 
In other words, such a vector corresponds to the best match. The various approaches differ in the
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definition of the similarity (error) function H(a), the motion model T and the technique used to 
search for the extremum. Some commonly used similarity measures include correlation, mean- 
normalised correlation and variance normalised correlation. An example of the error measure is 
the sum of squared frame-differences (SSD).
Wong and Hall [36] constructed a pyramid of sequences by low-pass filtering and subsampling 
the original sequence. Then they used direct correlation to find the displacement of the n x n  block 
formed around the pixel of interest. A coarse-to-fine strategy was used, and they exhaustively 
searched in the (N x N) window. Both n and N were increased by a factor of two each time 
the resolution was changed to a finer one. The displacement with a highest match measure was 
selected as a motion vector.
Anandan [3] used Burt’s Laplacian pyramid and assumed conservation of the local intensity 
distribution. The mismatch measure S between a window centered around a pixel of interest in 
the original frame and a window displaced by (Sx, 8y) in a consecutive frame is defined as a sum 
of the squared differences. The displacement corresponding to the lowest value of the mis-match 
is selected as a true motion vector. Anandan also suggested that the principal curvatures of the 
match function f f  can be used as two directional confidence measures of the estimate. Also here a 
coarse-to-fine strategy is used.
Similar approach was used in a framework developed by Singh [30]. This is a block matching 
method, in which confidence factors are associated with each estimate. The confidence measures 
have the form of covariance matrices and are derived from the shape of the error function. An 
error function that has a single sharp minimum results in a high confidence measure value. The 
information provided by neighbours has also a confidence measure associated with it. Its value 
depends on the distribution of neighbours velocity in the velocity space. A narrow distribution votes 
for a single object (strong confidence in neighbouring information), whereas a broad one signals the 
presence of motion boundaries (low confidence). Image flow is recovered by optimal combination 
of these two types of information. However, this approach has some important limitations. One is 
that, during the velocity propagation the method uses only the estimate of velocity at neighbouring 
pixels and not the confidence of this estimate. Consequently, all neighbouring points are influencing 
the estimate with the same strength. It means that a point lying on the motion boundary (and is thus 
associated with low level of neighbourhood confidence) is not coupled with any of its neighbours.
2.2.4 Approaches based on spatiotem poral filte rin g
The main difference between frequency-based approaches an other groups of approaches is the 
representation of the raw image sequence. Rather than working with image greylevel distributions, 
frequency based methods compute the 2D motion from the responses of collection of velocity-
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tuned, scale-specific (directional) filters [1, 14, 11].
In the framework presented by Heeger [14] a set of Gabor filters is used to sample the motion 
energy in several spatiotemporal frequency channels. A typical Gabor filter, with the center 
frequency cd = (coXo, a)y0, cot0) and the spread of the Gaussian spatiotemporal window (cr*, <jy, a t), can 
be expressed as:
***0 = v P e w  CXP (“ (^ '+ i  + 4 )) ^  ^  + ^  + ^  (2'!!>
Optic flow estimation is then reduced to the identification of a plane in the spatio-temporal frequency 
space { gj} which has a minimum energy associated with it. Heeger used 12 Gabor filters with the 
center frequencies tuned in such a way that they lie along a cylinder in the co space. The underlying 
velocity field is estimated by the least-square plane fit to values at the outputs of the filters (e.g. 
filter responses)
G(cox, (oy, (Of) = i  exp (-4 tc2 (a_x(cox -  m^)2 + ofay -  0yO)2 + o?(cot -  G)/0)2) ) +
1
-  exp (-4tc2 ('a 2x ((ox -f (ox<}) 2 + Oy(coy + coy0)2 + <ff(cot -f <o;0)2) ) (2.12)
Object velocity (vx, v3,) can be determined from the coefficients of the plane
0)t = (DXVX + COyVy (2.13)
The above equation holds for a textured surface moving with a purely translational motion.
Fleet at al. argue [11], that the temporal evolution of a spatial contour of constant phase 
provides a better approximation to the motion field than contours of constant amplitude [11]. The 
component velocity is defined here in terms of surfaces of a constant phase. They show that phase 
is more robust than amplitude to factors such as deviations from the translational motion model, 
occlusions, multiple motions and noise. This method represents a considerable improvement over 
other techniques based on the phase-difference. Phase-difference techniques usually require a 
linear approximation of the phase gradient, which has a large contributions to the estimation errors 
[11].
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2.3 Detecting motion boundaries
Up to this point, we have presented some algorithms for the optic flow estimation and categorised 
them depending on the techniques they use to establish the pixel correspondence. However, motion 
analysis also involves the recovery of motion discontinuities and, possibly, the detection of other 
phenomena like occlusion or transparency. We argue that in order to obtain a reliable and accurate 
motion estimate, both the motion estimation and segmentation should be performed simultaneously. 
This section continues the survey of existing approaches. However only the methods that produce 
motion segmentation are considered. Each of the methods can still be classified according to the 
previously-used criteria, but here the emphasis is on whether the boundary detection is performed 
prior to, simultaneously with, or following the flow computation.
2.3.1 M o tion  boundary detection p rio r to optic flow  estim ation
A few approaches exist, in which segmentation is performed on the basis of motion information 
alone, prior to the computation of the fu ll image flow field [17, 31].
Hildreth [17] proposed using the normal flow component to detect motion boundaries. The 
method is based on the observation that for any two neighbouring objects moving with different 
motions, the normal flow components may change either sign or magnitude or both. Thus, some 
of the motion boundaries may be detected by the analysis of the normal flow component.
Spoerri and Ulman [31] extended the work by Hildreth and proposed three approaches for 
motion segmentation: the bimodality method, the Kolmogorov-Smimov method and the dynamic 
occlusion method. The first two methods build a local histogram of normal velocities, and detect 
motion boundaries by finding regions with multiple peaks in the histogram. The bimodality method 
computes the degree of bimodality in the histogram, whereas the Kolmogorov-Smimov method 
employs a non-parametric statistical test. The dynamic occlusion is based on the fact that motion 
boundaries are usually associated with stripes of uncovered/occluded regions.
2.3.2 M o tion  edges recovered from  the optica l flow
This is probably the most common approach to motion segmentation [13, 2, 32, 25, 26]
Hartley [13] proposes to adapt the segmentation procedure known as pyramid linking for the 
segmentation of optical flow. The algorithm uses a hierarchical data structure called a pyramid. 
Each node contains a model of the image flow for a given region. It is acquired by a least-square 
fit to input flow data. A pyramid-linking algorithm is used, in conjunction with a split-and-merge 
procedure. Regions are combined if  a model can be found that describes the motion of the union 
of two regions with a sufficient degree of accuracy.
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Adiv [2] generalised the Hough Transform for the segmentation o f the precomputed optic flow. 
His approach comprises two stages. In the first stage, the flow field is partitioned into connected 
segments o f flow vectors, each segment containing vectors consistent with the rigid motion o f a 
planar surface. In the second stage, the hypothesis is generated and tested that motions o f different 
segments are induced by a single rigidly moving object. The test is performed by searching 
for three-dimensional (3D) motion parameters that are compatible with all the segments in the 
corresponding group.
In the work on the regularization o f inverse visual problems [33], Terzopoulos proposes a 
method which can detect discontinuities in sparsely-represented surfaces. His approach is to mark 
locations where the thin plate interpolating sparse data points has an inflection point and its gradient 
is above some threshold. In order to avoid boundaries being located everywhere, a cost is associated 
with their placement leading to a non-convex cost functional that has to be minimised. He refers 
to his regularization as controlled-continuity stabilisers. It can be used for visual reconstruction 
o f functions o f arbitrary dimensionality and can accommodate visual discontinuities involving 
derivatives o f any order. Thus, in principle, motion models o f higher orders can be used.
Murray and Buxton [25] proposed a method o f optic flow segmentation using a global opti­
mization o f the M AP criterion. They look for the globally optimal segmentation using a simulated 
annealing method. The optimality criterion is based on the measurement o f the fit o f segmented 
flow to data (that is the actual measured field) and to the model. They effectively use the gradient- 
based approach. The model assumes that the scene consists of moving planar facets to which a 
complex motion model is applied. This approach is however computationally demanding. An 
other disadvantage is that the propagation o f the motion information along the Markov Random 
field (M RF) is not controlled by its local quality (confidence).
A  local and parallel segmentation method has been devised by Murray and Williams [26]. It is 
assumed that the optic flow results from different planar facets moving in the scene. An input flow 
is convolved with a mask, and the response depends on whether all flow vectors within the mask 
arise from a single facet. The flow boundaries are finally determined by applying a conventional 
image analysis technique to the output o f the convolution.
Bouthemy and Rivero [6] proposed a region segmentation method based on a split-and-merge 
procedure in which a region motion homogeneity criterion is evaluated. The criterion for a 
split/merge decision reduces to computing a likelihood ratio. They implemented a hierarchy o f 
motion models - starting with a simple translational one and, if necessary, upgrading to more 
complex models.
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2.3.3 Simultaneous optic flow estimation and motion boundaries detection
This class o f algorithms is o f a particular interest since the thesis advocates that the two problems 
- motion estimation and boundary detection - should be solved simultaneously. The majority o f 
approaches from this group, except for [7], model the motion in the sequence by means o f the 
Markov Random Field.
Konrad and Dubois [23] formulated a multigrid algorithm for Maximum A Posteriori motion 
estimation. Their method uses M RF’s and a binary line process [12] to model the flow field and the 
flow discontinuities. They use a smoothness constraint that is inhibited across the active motion 
boundary. The estimation problem effectively reduces to the task o f minimising a non-convex cost 
functional. They use simulated annealing, which involves huge computational expense.
Bouthemy and Lalande [5] used a similar formulation, but solved the optimisation problem 
using Besag’s ICM method.
Heitz and Bouthemy [15] proposed the multimodal approach in which two methods, gradient- 
based and feature-based, cooperate in a MRF framework. This is an interesting example o f the 
use o f MRF as a mechanism to combine two independent estimators together with some additional 
constraints. They use a constant motion model, and good results are obtained for the translational 
flows, however their approach cannot cope with complex motions. It also suffers from slow 
convergence in non-textured regions, where features (edges) are not present.
The latter problem has been successfully addressed by Boyce et al. [7]. They introduced the 
spatial and temporal cooccurrence matrices and applied it to obtain an initial estimate o f the optic 
flow, which is subsequently improved by a probabilistic relaxation procedure. They assumed that 
the initial estimate is only reliable in the vicinity o f intensity edges, and that flow within uniform 
regions vary smoothly. Thus, initial values o f flow within regions can be interpolated from the 
values at the boundary. Consequently, the adjustments made by relaxation are significantly reduced 
with the benefit o f fast convergence. Another important feature o f this approach is the use o f data 
reliability factors. The probability distribution o f the initial velocity estimate is modelled as 
Gaussian, with standard deviation inversely proportional to the intensity gradient magnitude.
An interesting comparison o f the performance o f stochastic and deterministic methods is 
presented in [24].
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2.4 Regularization of the optical flow
Optic flow estimation belongs to a class o f reconstruction problems in early vision. As is generally 
the case for inverse mathematical problems, it is ill-posed in that existence, uniqueness and stability 
o f solutions cannot be guaranteed in the absence o f additional constraints. It is therefore necessary 
to incorporate some additional, a priori information to restrict the space o f admissible solutions. 
Examples o f regularization are examined in this section, which should be considered as a critical 
evaluation o f existing approaches rather than a complete review.
The most common approach to regularization involves imposing the smoothness constraint on 
the computed optic flow.
Horn and Schunck [18] proposed using the square o f the magnitude o f the Laplacian o f the 
optic flow as a measure ER o f the deviation from the smooth flow:
( 7 £ \ \  ( 7 i \ \  t  T z b
r f a r i  + U J  + U U  ' <2'14)
In order to estimate the optic flow, the sum of the optic flow error function ED in 2.6 and the 
regularization cost function ER is minimised over the visual field.
E =  j  a2ED + (1 -  a2)ERdxdy (2.15)
J Over visual field
The coefficient a s  [0,1] plays the role o f a smoothing factor. Large values o f alpha will encourage 
the optic flow to adhere closely to the motion constraint; small alpha w ill produce smooth fields. 
The major drawback o f Horn’s formulation is that it tends to smooth out motion discontinuities.
This deficiency has been addressed by Hildreth [17]. She modified the original constraint so 
that the velocity field is smoothed along intensity contours but not across them. Intensity edges 
are extracted using Marr and Hildreth edge detector. The cost associated with the smoothness o f 
the field along a contour S is defined as:
<21®
The objective function that is minimised is:
E  = J E CR + /3(y- n -  vn)ds (2.17)
where n is a unit vector normal to the contour S, Vn is the normal velocity estimated at a contour 
pixel and j3 is the confidence factor. Hildreth’s formulation does not blur the flow field at motion 
discontinuities but the estimated velocity field is sparse because it is only defined on edges. Also, 
the underlying assumption that all intensity edges correspond to motion boundaries is not always 
true.
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The oriented smoothness constraint was introduced by Nagei [16, 27], in order to cope with
the fact that a general isotropic smoothness requirement for the optical flow should not be applied
across the motion discontinuities. The original smoothness error term has been rewritten as
Er = trace ((Vy)r W (Vy)) (2.18)
where the Vv term expresses the partial derivatives o f the velocity components in a matrix form
_  (2-19)
ay ay .
W  is a 2 x 2 positive-definite matrix defined as:
F
dvx dVy
_ dX dx
dvx dVy
.  9 d  .
W =
trace(F) 
- I J , - a 2(Iv  + Iyy)
-IxIy -  a \ lxy+ l „ )  
£ + + ( £ + 4 ,)
(2.20)
(2.21)
Note, that by setting the matrix W to identity, one obtains the original smoothness constraint 
2.14. Matrix W controls the strength o f smoothing depending on the local behaviour o f the image 
intensity. In regions with strong second-order intensity variations, such as comers, the smoothness 
constraint is enforced very weakly. In the vicinity o f edges, it is enforced strongly along the 
direction o f contour, but weakly across it. Nagel’s formulation improves the flow estimate on the 
motion boundaries; however it still has practical limitations. Firstly it is based on second order 
spatial intensity derivatives, which are error-prone. Secondly, it does not enforce smoothness 
across intensity edges that are not motion boundaries.
Rather than imposing a general smoothness constraint, the nature o f the spatial variations in 
the optic flow can be predicted using projective transformations [28]. Such formulations make 
some assumptions concerning the scene geometry, type and number o f objects in motion and type 
o f motion o f the sensor. This leads to a motion model which restricts the analytic stmcture o f 
flow. Such formulations can be very efficient, provided that assumptions are not too restrictive. 
Different types o f motion models will be discussed in details later in the thesis.
2.5 Conclusion
In this chapter, a number o f existing approaches to motion analysis has been reviewed, revealing 
the present state-of-the-art in the field. Each method consists o f several conceptually different 
stages, although some o f them may be merged during the actual processing. The stages are: 
extraction o f motion information from grey-level images, regularization o f the estimate and finally
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its interpretation; however the boundaries between these tasks are not clearly set. The algorithms 
employed at each o f this stages determine the properties and the final performance o f the approach. 
Let us summarise the observations and draw some conclusions as to what combination may offer 
the optimal performance. In what follows the different stages and relations between them are 
considered one at a time.
The extraction of low-level motion information from the grey-level sequence
The optic flow equation is commonly used at this stage but it suffers from numerous problems. 
The major one is that it uses image brightness derivatives, the computation o f which is an ill-posed 
problem (in the stability sense) in its own right. For this reason, and also because the estimate is 
derived from a small spatio-temporal neighbourhood, it is very sensitive to noise and changes o f 
illumination. Moreover, such formulation introduces the aperture problem even in regions where 
it does not exist and introduces additional errors for large displacements (although the latter can 
be remedied by a multi-resolution implementation). The motion information obtained is very 
difficult, or even impossible, to regularize mainly because the true motion discontinuities tend to 
get lost in a noisy field.
The common solution is to use an algorithm that derives motion information from a larger 
spatio-temporal neighbourhood. In order to do this, the algorithm must be able to segment 
multiple motions and to identify regions that are occluded or uncovered. In other words, a part 
o f the regularization task has to be moved into the estimation stage. One could argue, however, 
that this represents some assumptions on which the estimation is based, rather then regularization 
itself. The algorithm employed at this stage could conceptually originate from the block-based 
or spatiotemporal energy based methods, but modifications are necessary so that it can cope with 
multiple motions. From the estimation point o f view, in the ideal case the motion estimate o f 
the object should be derived from all pixels in the object. Later in the thesis we develop a novel 
region-based approach, employing the Hough Transform and Robust Statistics, that can reliably 
extract motion directly from the grey-level frames.
Regularization
Even when low-level motion is extracted reliably, global regularization can still improve the 
accuracy o f the estimate. A  question that should be answered concerns the optimal intermediate 
representation o f motion, which forms an input into the regularization procedure. We argue 
that optic flow is too restrictive a representation for this purpose. It cannot describe common and 
important motion events like occlusion. It also does not convey the estimate reliability information, 
which can be very useful during the regularization. We will therefore propose a better description
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that could be used at this stage.
Another important observation is that some other image features, such as edges, can be used 
during the regularization.
Finally, one should realise that regularization is a trade-off between the generality and perfor­
mance. It is essentially a procedure in which by restricting the space o f acceptable solutions (based 
on the knowledge o f a problem), one improves the chances o f obtaining the right one. But by no 
means does it guarantee that the correct solution w ill be found.
The issue of robustness
The problem with many algorithms for motion analysis originates from the fact that many assump­
tions about the world are violated in practice. The data conservation assumption, which explores 
the fact that the intensity structure o f most regions is preserved in time, is violated on motion 
boundaries (occluded or uncovered regions) and when shadows or specular reflections are present. 
Also, noise with various and sometimes unknown distributions is often present in the digitised 
sequence. The assumption o f spatial coherence assumes that neighbouring pixels are likely to 
belong to the same object and should therefore undergo similar displacements. It is violated when 
multiple motions are present (on the motion boundaries) and when the motion involved cannot 
be described by the model used (for example when rotation is modelled as translation). These 
violations cause significant errors in the optic flow estimate. It is therefore important to design 
the algorithm so that the maximal robustness is achieved. The problem o f robustness has been 
addressed in our research and the algorithms developed out-performed most other approaches.
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C h a p t e r  3
M a r k o v  R a n d o m  F i e l d s  a n d  M o t i o n  
A n a l y s i s
3.1 Introduction
In the last chapter we presented the state-of-the-art in the field o f motion analysis. The problem 
has proved to be difficult for three main reasons: ill-posedness, the violation of assumptions and 
complexity.
Ill-posedness. In order to find pixel displacements in the image plane, a correspondence 
between pixels in the reference and consecutive frames has to be established. An assumption 
that the image intensity function is preserved is usually made at this stage, and correspondence 
is based on it. However, in regions with small grey-level variations there may be many pixels in 
the consecutive frame that match the grey-level o f the pixel o f interest from the reference frame. 
This leads to ambiguities, that is a number o f plausible displacements. On the other hand, no 
correspondence can be established for pixels belonging to the occluded or uncovered regions of 
the image. It should be stressed, that these difficulties do not result from the problem formulation, 
but are inherently present in the task at hand. Even when the correspondence is based on some 
other image properties, for example intensity derivatives, ambiguities w ill still be present.
Violation of the assumptions. Many models used for estimation are only an approximation o f 
the real world. For example the intensity conservation assumption is rarely satisfied in practice, 
due to noise, changes o f illumination conditions and specular reflections. When more complex 
transformations are involved (e.g. rotation or change o f scale), the size and orientation o f pixels 
may change. Another example is the Taylor expansion o f the image intensity function, used with 
the optic flow equation, which often does not hold for large pixel displacements. Consequently, 
algorithms which perform well on a set o f images fulfilling such assumptions often break down 
when applied to complex real-world sequences. A  search for new, more exact (and therefore more
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complex) models sometimes resembles the gymnastics o f a cat trying to catch his own tail. More 
complex models require more assumptions and more data to determine the model parameters.
Problem complexity. The problem complexity is enormous and can be illustrated on the 
following example. For a sequence o f 512x512 pixel frames and pixel displacements restricted to 
10 pixels in each direction (only integer displacements allowed) there are 1.15 x 108 solutions for 
the displacement field only! When one uses more complex motion descriptors (line process, object 
labelling) and allows for fractional displacements the space o f solutions expands even further. A  
consequence o f this problem is that one has to rule out the possibility o f finding a solution by an 
exhaustive search o f the entire space or even large parts o f it.
In this chapter we develop a new approach to motion analysis and propose several novel 
solutions which address the problems mentioned above. Our approach builds on many years o f 
research into the use o f Markov Random fields (MRF) for vision in general [9, 5, 25], and for 
motion estimation in particular [19, 15, 4, 17]. We use MRFs to model the displacement field, 
motion discontinuities and additional object labels. A  number o f a priori expectations regarding 
the estimate are incorporated in our model, by suitably defined Gibbs potentials. The maximum a 
posteriori (M A P ) criterion is used to determine the best estimate, and the search for the optimal 
solution is performed using the mean-field technique.
Several important extensions are introduced in our framework. Firstly, the responsibility for a 
part o f the estimation and regularization process is delegated to an independent (from the Markov 
Random Field model point o f view) low-level estimator. This estimation module is based on the 
Hough Transform and Robust statistics [2] and will be explained later. It provides a robust local 
estimate o f displacement and its reliability factors. A  robustness to noise, changes o f illumination 
and multiple motions is built in by design. Consequently, the Markov Random Field that models 
the optic flow is initialised much closer to the final, optimal solution. The motion data is less noisy 
and less sensitive to sequence degradation, in contrast to the great majority o f existing approaches 
in which the motion estimate is derived from the optic-flow equation. Benefits include more 
accurate final estimate, faster convergence, and lower probability o f the optimisation process being 
trapped in a local minimum.
Secondly, in the approach developed here we advocate the use o f complex motion models, 
namely the affine model and its valiants. Such models can cope with translation, rotation and 
change o f scale. Is is shown that for most real-world sequences the performance benefits from 
more flexible motion models.
Thirdly, we address the important issue o f computational complexity by means o f adopting 
a multiresolution relaxation procedure. However, unlike most o f the algorithms reported in the 
literature that use heuristics [15,17], we develop a method with a theoretical basis and justification
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[22]. It employs the Supercoupling Approach [20, 21]. We show that this is the proper way of 
transforming the data and the model from fine to coarse resolution (e.g. without changing the 
position o f the global minimum of the functional under optimisation).
3.2 Problem formulation
It is assumed that we are given a sequence o f images depicting a scene where various objects move 
in different ways. Our objective is to segment the scene into regions moving with coherent motion, 
and to estimate the motion parameters. Ideally, we would like to identify the static or moving 
background as one region and each o f the moving objects as separate entities. In what follows, 
we introduce the basic terminology and present important details o f our approach: the Bayesian 
framework, motion and segmentation clues, and how to encode regularising constraints in terms 
o f Gibbs potentials.
The Bayesian estimation framework is used to combine different motion-relevant clues and 
their confidences with the a priori expectations. A  set o f structural motion models is employed, 
including complex affine model. The registration process and the motion field are described 
as random stochastic processes. The Markovian property o f the Random field is assumed, and 
probability distributions are modelled as Gibbs distributions. The optimal solution is computed 
using the mean-field approach. In the section below we expand on each o f the important elements 
o f our framework.
3.2.1 Terminology
Let us assume here that time varying images (frames) are sampled on a lattice A  in R?. Each frame 
contains M  pixels distributed uniformly on a square grid with M\ columns and M2 rows. Obviously 
M  -  Mi x M2. Consecutive frames are spaced by dt in time. Digitised frames f(x , t) are considered 
to be a realisation from a random field F(x, t) which is related to a true underlying image via some 
random transformation. The motion estimate e should contain as complete a description o f scene 
changes (in 2D) as is practicably possible. In general, it consists o f the following elements: a 
displacement vector field d, motion discontinuities field I and a field o f auxiliary labels o.
A  low-level description o f pixel motion in the image plane is given by the displacement field 
d(x, t), and it is often referred to as the optic flow. In our approach it is defined in such a way that 
a pixel located at position x at time t has moved to position x + d(x, t) at time t + dt. This definition 
corresponds to motion-compensated forward prediction. Konrad and Dubois [17] considered a 
more general case, where the displacement field is defined at arbitrary time instance t. Our approach 
can be easily extended in a similar way, however, for simplicity o f notation we shall confine our
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description to the forward prediction case here. The estimated vector field d can be viewed as a 
sample from the displacement random vector field D(x, t).
Another important part o f motion description are motion boundaries I. Motion discontinuities 
are located in-between pixels, and are often referred to (in the context o f random fields) as line 
process. In the majority o f scenes, 2D motion is the result o f a change in the position or orientation 
o f objects in the scene. The great majority o f objects can be treated as rigid or near-rigid. Their 
motion gives rise to optic flows with some spatial properties, which depend on the type o f 3D 
motion involved and the shape o f the object. This auxiliary information constraints our expectations 
regarding the structure o f the flow, and its boundaries. Here we define motion boundaries as lines 
separating regions with coherent but quantitatively different motions. Given an optic flow one may 
recover motion boundaries, though not always in a unique way. This is the most common approach 
to motion segmentation. However it is preferable to recover motion boundaries explicitly during 
estimation [11] [17], since such an approach facilitates the estimation process.
For some image locations, namely for the occluded or uncovered regions, displacement vectors 
cannot be determined. At others, the likelihood o f the vectors corresponding to real displacement 
may be low. hi addition, there may be regions requiring special treatment - for example exhibiting 
the transparency effect or random motion (leafs in the wind, waves on the sea?). It may be 
sometimes beneficial to recover and mark explicitly such regions. For that purpose, we introduce 
an additional field o f binary labels o.
To summarise, a complete image motion descriptor e consists o f the displacement vector field 
d(x, t), motion discontinuity field I and a field o f auxiliary labels o.
3.2.2 The Bayes rule
Our aim is to estimate the most likely motion estimate §£_ given the observations, that is a set o f 
captured frames {/ ,}. In what follows we use index t to denote a time instance o f a random field 
(e.g. its realisation). Let us assume that the estimation process is based on two consecutive frames: 
fo (the reference frame) and f\ (the consecutive frame). It is also convenient to assume, that the 
estimate e is defined over a discrete solution space, S. The following equation will hold for e*_.
P(Eo = K\Fo = fo ,F l = / 0  > P(Eo = efi|F0 = /0,F 1 = / 0  Veo e 5 (3.1)
where P  is a probability measure. Bayes rule can be applied to compute the posterior distribution 
o f £o- For the puipose o f simplifying the notation, the sample fields are omitted in the following 
expressions.
(3 .2 )
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In the above expression the probabilities P (F 0) and P (F \, F f) are not known, but their knowledge 
is not required to find a motion estimate that will maximise P (E q\F0, F f .
The term P(F\ |Eq, F0) expresses the probability o f occurrence o f the consecutive frame /i 
given the realisation /0 o f the reference frame and motion descriptor eg.. In order to estimate 
this probability, one has to assume a certain structural model between the intensity data and 
motion descriptors. This will be discussed in Subsection 3.2.3 concerned with motion clues. The 
conditional probability P(Eg\Fo) expresses the dependence o f the estimate on the reference frame. 
We expand on this in Subsection 3.2.4 describing segmentation clues. Finally, the computations 
o f prior expectations concerning the flow field and line process are considered in Subsection 3.2.5 
entitled regularising constraints.
3.2.3 Motion dues
The structural model o f motion relates observations f 0, f  i and the unknown motion field d. Its 
definition has a large impact on the performance o f the estimator. The majority o f existing 
approaches assume conservation o f the pixel intensity and are based on the optic flow equation 
[11, 16, 17]. Unfortunately, the optic-flow equation is highly sensitive to noise and other forms 
o f image degradation. Experimentation shows that in most cases it gives unreliable and noisy 
estimates particularly for large pixels displacements. In addition, the estimate is only partial, due 
to the aperture problem.
This poor performance o f techniques based on the optic flow equation can be explained on 
theoretical grounds. Let us consider the error distribution o f the velocity component along the 
image intensity gradient. The component displacement dCoMp(f) is expressed as a ratio between 
the frame difference FD  = f f x )  — f 0(x) and the modulus o f the spatial intensity gradient ||V/0||.
The analysis o f the above equation shows that for regions with small intensity gradients, its changes 
may significantly disturb the component velocity dCo\tp- Moreover, for regions with large gradients 
the Taylor expansion o f the image intensity function does not hold.
Errors in optic flow have a serious deteriorating effect on the overall performance o f the method. 
It is left to the regularization process to "average out" these errors, but also to detect discontinuities 
in the flow. These two demands are somehow contradictory: if errors in measurements are high, 
one has to lower the sensitivity to flow discontinuities and risk merging disparate motions. In order 
to overcome these conflicting demands, we propose to incorporate some aspects o f regularization 
into low-level robust motion processing. The term "low-level estimate" is used to emphasize that
f i (x )  -  f 0(x)
(3.3)
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its values are extracted directly from image grey-level distribution functions. The aim o f this novel 
approach is to devise a method which will extract a coherent local motion estimate for any patch o f 
pixels o f suitable size. Its specification includes a number o f requirements: robustness to outliers, 
coping with multiple objects (e.g. patches including motion boundaries) and complex motions. A  
further need is to provide an estimate accuracy measure, so that the global regularization process 
can reflect the degree o f reliability o f local estimates.
Such a method is developed in this thesis. It is based on the Hough Transform and Robust 
Statistics Theory. Experimental evaluation will show that it is significantly more robust than the 
majority o f existing approaches. It also exhibits all the features that are specified above. Chapter 
5 entitled "Robust local local extraction o f motion information" presents this method in detail, 
together with an evaluation o f its performance and extensive comparison with existing methods. 
For the moment we shall assume that estimates o f pixel displacements and their reliability factors 
are available.
Apart from pixel intensity values, image features such as edge segments, comers, curves or 
lines, may also be used as motion clues, i f  a correspondence can be established. However, we 
view them differently for a number o f reasons. Firstly, i f  complex features are used, a complex 
motion model should be applied to characterise the feature motion. Secondly, they often provide 
only a very sparse set o f motion clues and in extreme cases no features at all may be present in 
image sequences. Their applicability may be restricted to limited domains. For example scenes 
depicting man-made environment are more likely to contain straight lines or comers than outdoor 
natural scenes. However, whenever feature can be used for motion estimation, frame-to-frame 
correspondence based on features is usually very reliable, since it concerns well stmctured regions. 
In our implementation we use a simple estimator based on short edge segments [4].
3.2.4 Segmentation clues
Motion boundaries may be detected as abrupt changes in the optical flow. In some situations, 
however, it may prove difficult to localise the boundary precisely because occlusion gives rise to 
regions where no correspondence can be established [see Fig. 3.1] and such regions are adjacent 
to motion boundaries. An additional important clue for segmentation can be provided by the 
intensity edges. One may exploit the fact that boundaries between objects usually coincide with 
rapid intensity changes, i.e. edges. [11, 17, 1]. The latter are easy to detect and are usually well 
localised. One should note, that the presence o f an edge does not imply the presence o f a motion 
boundary. Conversely, it is unlikely to find motion boundaries in regions containing no segment 
boundaries at all. Thus, the presence o f a motion boundary without the support o f an intensity edge 
is less probable. This suggests that by combining edge and optical flow information we should be
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(a) Single object 
in motion
Uncovered
background
(b) Missing motion 
information due to 
uncovered background
Occluded
background
(c) Missing motion 
information due to 
occluded background
Figure 3.1: Motion segmentation is difficult due to missing motion information in uncovered and 
occluded background regions.
in a better position to find motion boundaries.
3.2.5 Regularising Constraints 
Displacement field
One o f the conclusions drawn from the review o f existing approaches is that most o f the methods 
use some sort o f regularising constraint. The necessity o f additional constraints stems not only from 
the aperture problem (this reason is most often cited [23]), but mainly to remove the ill-posedness 
o f the problem by restricting the space o f feasible solutions. Regularization incorporates our a 
priori knowledge about the world P(E).
Very commonly, the moving objects present in the scene are subjected to rigid motion or 
deformation. It is therefore reasonable to assume, that neighbouring points on the same object 
have similar velocities. This assumption is referred to as a smoothness constraint and was initially 
proposed by Horn and Schunck [12].
Alternatively, one may assume some analytic structure o f the optic flow. I f the geometry o f the 
surface in motion is known, projective transformations can be used to predict the nature o f spatial 
variations in the local optic flow measurements. A  great majority o f possible motions o f a rigid
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object in 3D space gives rise to an optic flow that can be described by an affine equation:
y = (a\x + a2y + a3, a4x + a5y + a6) (3.4)
Second order description o f the optic field is not practical for several reasons. Firstly, since optic 
flow is usually very noisy, large patches moving coherently would have to be analysed, in order 
to extract higher order information reliably. Secondly, as was pointed out in [6], the first order 
description o f the optic flow can be sufficient for motion interpretation. In fact, i f  the motion o f 
the objects in the image plane consists only o f rotation, zoom and translation, the motion model 
can be restricted to the four parameter case:
y = (a ix  + a2y + a3, — a2x + aiy + af) (3.5)
In our research we used three motion models: translational, the four parameter one, and the full 
affine (sometimes referred to as the six parameter motion model).
Motion discontinuities
The motion discontinuities map have some spatial properties. Motion edges tend to form closed 
contours and, thick edges are unlikely. These properties help us to constrain the discontinuities 
field I
3.3 Modelling frame sequences using Markov Random Field
A  motion estimate can be viewed as a vector attached to each pixel o f the image, thus it forms a 
vector field. In order to find the most suitable field model let us examine its properties. Optical flow 
is likely to form continuous and coherent patches, with discontinuities marked as abrupt changes. 
Motion estimates attached to direct neighbours are likely to be highly correlated, unless there is 
a motion boundary between them. On the other hand, estimates for pixels that are not adjacent 
correlate in a much weaker way. In other words, when estimating the displacement o f a pixel, 
one may benefit from considering the estimates attached to its neighbours, but only a little from 
pixels located further away. We therefore opt to model motion estimate e as a Markov random 
vector field E. The Markovian property requires that the conditional probability distribution P c(E ) 
at any given pixel location x  depends only on the data and estimates attached to sites in some finite 
neighbourhood o f x. This requirement seems to be fulfilled in practice, for each component o f the 
estimate e.
A  first-order neighbourhood system is employed for site locations - Fig. 3.2. It consists o f five 
pixel sites (a centre site and four direct neighbours) and four edge sites (located in-between pixels).
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Both, the initial displacement estimate wy and the final motion estimate as are attached to each site 
location i. A  local coordinate system is used, with axes parallel to the image axes and the origin 
placed in the site centre. In this system, the neighbours o f the centre pixel site have coordinates 
(— 1,0), (1,0), (0,1) and (0, — 1). The suffices /, r, t and b used next to the indices o f a pixel stand 
for left, right, top and bottom and denote the above four neighbours respectively.
A  set o f motion models is used including a translational, four-parameter and affine models. 
Without loosing any generality, in the following discussion we assume the four parameter motion 
model. During experiments we found this model sufficiently flexible for most real-life situations.
Thus a four dimensional vector a = (ax, a2, a3, a4) characterises the motion o f a pixel under
consideration and the segmentation o f the scene will effectively be achieved by delineating regions 
o f similar motion parameters.
The data and the motion model assumed impose various constraints on a motion estimate allo­
cated to each pixel and its relationship with motion estimates assigned to four directly neighbouring 
pixels. Our objective is to assign a set of parameters (labels) to each pixel in the image satisfying 
all these constraints. The Clifford-Hammersley theorem states that any Markov random field, say 
A , can be described by a probability distribution o f the Gibbs or Boltzman form:
= (3.6)
where the normalising constant Z  is the partition function and parameter T  is the “temperature” 
constant. The partition function Z (T )  is defined as:
Z (T ) = J 2 e~ ^ Ak) (3-7)
k
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where the summation runs over all possible configurations. The cost function U (A )  can be 
computed as a sum o f local contributions V* from each lattice site i:
t/(-4) = E W >  (3-8)
i
Thus, our problem can be formulated as one o f minimizing a cost function where all these 
constraints have been incorporated, or choosing the most probable parameter assignment given all 
the constraints. I f  we denote by A  the configuration o f a motion parameters assignment, by U (A )  
the cost function o f the configuration and by p (A )  the probability o f this configuration to exist, 
then we have:
p (A ) =  I e - M A'(3.9)
where the parameter fi is the inverse o f the “temperature” constant. The cost function U (A )  is the 
sum o f various terms, each one expressing a different constraint o f the problem:
U (A ) = a, U J A )  + 02f/2(A ) + a3U3(A ), (3.10)
where a ]t a2, and a3 are the model parameters chosen to give the appropriate relative weight to 
the contribution from each individual term. The separate energy terms are:
• The low-level module constraint. This term expresses the requirement for the estimated 
values o f the velocity parameters to agree with the local estimate o f the velocity field as 
computed grossly by a Hough transform motion estimator [2, 23]:
( « 3,.v -  wxs, a4iS -  wys)T (3.11)
where T  here stands for transpose and wxs and wys are the components o f the local velocity 
field in the x and y directions respectively, estimated by the Hough module. The matrix with 
elements cnA, c (2a, c 2 i „v and c22>A. expresses the confidence given to the values o f the local 
velocity as estimated by the Hough method. The subscript s here, and in what follows, will 
be used to indicate the values o f the corresponding quantities at the particular site s.
• The constraint o f the intensity discontinuity. This term expresses the idea that moving edges 
should coincide with intensity edges.
U2( A )=  E  [(1 - « » ) &  + ( !  - « * ) « * + < l - f c l ) & l  + ( l - & r )& r ]  (3-12)
all sites s
where if  * stands for t, b, I, or r, gsif is computed by an edge detection module. is a
function computed from the values o f the assigned parameters aXtS, a2<s, a3s, a4 y and indicating 
the presence or absence o f a motion discontinuity at the corresponding inter-pixel location.
U \ (A )=  a4.s -  wy*)
all sites s
cllj C\2,s 
c2\,s c22,s
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• The smoothness constraint. This prejudices the solution towards neighbouring pixels having 
similar motion parameters.
U f A )  = { ( s  “  [(«i,v -  aU tf  + (fl2,.v -  a2M)2
all sites s
+k(a^ s - aXst)2 +  k(a4'S -  a4.st)2}
“Le1—* Qfo) [(^ 1 ,.v jtb) + (a2 s a2
+k(ax, -  aXsh)2 + k(a4j  -  a4iSb)2]
+ ( S  —  4 r f )  [ ( « ! „ «  —  « l „ v / ) 2  +  (<32,.v —  f l2 , .v / ) 2
+k(a^tS — „v/)2 + /c(fl4i, — <34i>s.;)2]
+ (l—1 4vr) [(<3,., Uj rr) + (<32,,v 1 02sr)
+k(a2iS -  a3iir)2 + k(a4s -  a4fSr)2} }  (3.13)
where S is another constant defined to be equal to the maximum possible value o f £v* . k is a 
constant scaling parameter, introduced in order to take into consideration the different nature 
o f the two sets, { « lr„  a2s}and {a 3,.y, a4s} o f the motion parameters. (Note that parameters <2i„v, 
a2<x have dimensions o f linear velocity, and parameters a^s, « 4i,v have dimensions o f angular 
velocity.). With the understanding that this scaling does not have to be shown explicitly, the 
above formula can be written in a more compact way, as follows:
U M ) =  £  { (3  -  £«)|A, -  A.„|2+
all sites s
(S  -  U )| A , -  A sl)|2 + (S  -  £„)|AS -  A.,,|2 +  (S  -  4,.)|AS -  A.,,.|2}  (3.14)
where A.v is the vector o f the unknown velocity parameters assigned to site s.
The motion discontinuity functions £v* are computed by using the formula:
1 1
<a?* “  i  + eP(r-n\As-A s.\2) ~  \ + e pr (3.15)
where the parameters v and /i play the role o f “soft thresholds” in the line process and are chosen 
empirically. Clearly then
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P=par; y=20.0; p= l .0
0.0 2.0 4.0 6.0 8.0 10.0
(a)
(3=0.5; 7 =^20.0; |i=par
(b)
p=par; y=20; |i=4.0
(c) (d)
Figure 3.3: The discontinuity factor £ as a function of parameters (3, y and p
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3.4 Search for the optimal estimate using the Mean Field technique
The use o f the MRF formulation has the important advantage that features o f the system can be 
easily incorporated into a model by simply adding appropriate energy terms to the cost function. 
There is however a price to pay: the computational complexity and difficulties in the selection 
o f model parameters. The combinatorial optimization problem can be solved by using Monte 
Carlo techniques such as the Metropolis algorithm [18] or simulated annealing [14], however the 
computational burden is very heavy.
We therefore opt to use the mean field (MF) technique from statistical mechanics [7]. Mean 
field technique gives deterministic equations whose solution approximates the M AP or M PM  
estimators. A  justification for using the mean field as a measure o f the field A  follows the fact that 
it represents the minimum variance Bayes estimator. The variance o f the field A , when A*  is a 
given estimate o f the field, is expressed by:
where summation is over all possible configurations o f A. Minimising Var(A*) with respect to all 
possible values o f A* gives:
The equation for A * defines the deterministic M F equations.
3.5 Application of the Supercoupling Approach
3.5.1 Multiresolution optimization
Multiresolution has been shown to be a very powerful way o f lattice processing and analysis. The 
word “ lattice” has been used intentionally, in order to stress the fact that the approach has been 
shown to be very successful across different disciplines, ranging from Physics to Mathematics and 
Image Processing (e.g. [10, 24] and references therein).
In effect, when one performs a coarsening o f a configuration, one is interested in preserving 
intact the basic characteristics o f it which are encoded in its partition function. The partition 
function reflects the posterior probability distribution o f the possible configurations o f a specific 
size. It is known that the correct way o f using a multiresolution approach is via the Renormalization 
Group Transformation (RGT for short). Although this approach has been known to preserve the 
structure o f the probability distribution in the configuration space in which the lattice one is 
interested in resides, it is also known to be very difficult in its implementation [10, 8].
Var(A*) = Y , (A  -  A * )1 ■ P (A ). (3.17)
A
(3.18)
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Most o f the time, however, one is not interested in preserving the full structure o f the configu­
ration space, but only the global maximum o f the probability distribution. This is the case i f  one 
is only concerned with optimization, i.e. the choice o f the most probable configuration among all 
possible configurations consistent with the data and the model adopted. In that case, it has been 
shown, that a potential based transformation is order preserving, in the sense that the inequalities 
obeyed by the values o f the untransformed probability distribution function are still valid i f  the 
values o f the untransformed probability distribution function are replaced by the corresponding 
values o f the transformed probability distribution function [20]. The immediate implication o f this 
property is that the maximum of the untransformed probability distribution maps to the maximum 
o f the transformed probability distribution and vice versa.
To define the potential based transformation, we need to consider first the problem o f how to 
use the solution obtained for the coarse lattice. The theory o f RGT says that this solution should be 
used to restrict the search space in the fine configuration space: In the process o f choosing the most 
probable configuration only those configurations should be considered that are consistent with the 
solution found for the coarse configuration. How to do that in practice is not clear. In effect this 
is an inverse problem where we know a fact and we have to decide about all possible situations 
which could have given rise to that fact. It is common practice to assign to all lattice points o f 
the fine configuration the same value, i.e. that o f the lattice point o f the coarse configuration that 
replaced them. This is by no means the only option, but it is a plausible one and it has been shown 
to work well [3, 20]. In particular, this heuristic tends to favour configurations which are block 
flat, i.e. configurations which indeed have constant values over large patches o f the lattice. The 
reason such configurations are favoured is because the thus generated fine configuration is used 
as a starting point for the optimization in the fine level o f resolution. Whatever the optimization 
method used, stochastic or deterministic, the nearest local or “pseudo global”  optimum will be 
reached, which will be bound to be in that part o f the configuration space that favours uniform 
patches in the lattice. The local optimum will be reached if  deterministic optimization is used, and 
the “pseudo global” optimum will be reached i f  a stochastic approach like simulated annealing is 
used, since the cooling schedule for the genuine global optimum to be found is usually so slow 
that no realistic implementation ever uses it. Such configurations o f a block flat nature arise in 
problems in which we are interested in labelling the lattice sites as opposed to restoring their 
values. That is, in segmentation problems, like the application we shall consider here, one expects 
to give the same label to a large group o f pixels which belong to the same object or structure which 
moves like a solid body. This is in contrast to problems o f image restoration where one does not 
expect the block flat assumption to be valid due to the natural variation and textural characteristics 
o f materials and surfaces depicted in the image.
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Having accepted the heuristic o f block flat propagation o f the coarse solution to the fine levels, 
the potential based transform in effect says that the transformation o f the cost function from one 
level o f resolution to the other should be such that the value o f the cost function at the coarse level 
should be identically the same as the value o f the cost function at the fine level computed under the 
block flat assumption [20]. It has been shown that in the limit o f the interactions between the pixels 
becoming infinitely strong (i.e. the temperature parameter o f the transformation tending to zero) 
this transformation is identical to the Renormalization Group Transform [20]. This is plausible 
as the values o f the pixels get more and more interlocked as we approach the optimum (and we 
are talking about a transform that preserves the optimum only) and the block flat configurations in 
effect imply maximum interlocking o f pixel values.
In what follows, we shall apply these ideas to the problem o f motion segmentation and 
estimation.
3.5.2 Recasting the cost function
For the purpose o f applying the theory o f multiresolution computation we must rewrite the cost 
function introduced in the previous section in a more convenient form. As far as the multiresolution 
approach is concerned, the way in which the various factors that multiply the unknown vectors A s 
or their components are derived from the data is o f no interest. Thus, the above cost function can 
be rewritten as:
where the model parameters a i, and a3 and the various quantities computed from the data have 
been incorporated to form the site dependent parameters 0i,.y, d2iS, ...,0i3lJf that appear in the new 
form o f the cost function. Functions V\( {A,y — A y*|) and V 2(\AS — A.y* |) are given by:
all sites s
+06,^1 (| A >y — A.yf|) + 0ltXV\(\As — A,y/; |) 
+08,^1 (I A lV — A,./1) + 69ifD\(\Ax — A.yr|) 
+0io,/£)2(|Ay — A.y,|) + elu V 2(\As — A.y/;|) 
5~0[2tfD2 ( j A  v — A y/1) + 013,/P2(|A.y — A yr|)} (3.19)
£>i(|A, — A.v*|) -
1 1
(3.20)
1 +  e/3(y— Aj*|2) 1 +  gPr’
^2(i A >y — A y*| —
\AS -  A,y»| V (y-riA*-A'ri2>
(3.21)1 .j. gpCr-jjlAj-Aj,!2)
Note that V 2(0) = 0, and V fO ) = 0.
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Figure 3.4: Coarsening an image by replacing every four pixels by a new one. Open circles: pixels 
o f the coarse lattice. Filled circles: pixels o f the fine lattice.
3.5.3 Potential based coarsening
We are ready now to apply the multiresolution ideas. For simplicity we shall consider two levels 
o f resolution only, and we shall refer to them as the fine and the coarse level. Everything that 
follows can be generalised to more levels o f resolution if  the two levels we consider here are taken 
to be two successive levels anywhere in the lattice pyramid. We assume that we are dealing with 
a lattice o f size N  x N  with N  being a power o f 2. We represent the lattice by A, and we coarsen 
it to form lattice A  ' by replacing every four pixels by one. We enumerate the sites o f the coarse 
lattice consecutively, in a raster scan fashion, x\, x2, . ..,x'(N/2)2. Pixel x] o f the coarse level represents 
a block o f four pixels o f the fine level which we label xii,Xi2,xi3,x i4 as shown in Figure 3.4. Thus, 
the pixels at the fine level bear two indices, one indicating to which block they belong, and one 
indicating the position they have in that block. When the cost function 3.19 refers to the fine level 
o f resolution, subscript s is replaced by the appropriate type o f indexing to each site, and when the 
cost function refers to the coarse level, all quantities involved will be primed and subscript s will 
be replaced by a single index.
Let us use the symbol A  to denote the block flat configuration o f the fine level that can be 
produced from an A ' configuration o f the coarse level. The theory on potential based coarsenings 
then tells us that the parameters o f the cost function that applies to the coarse level should be 
chosen in such a way that
U(A) = I f  (A ) (3.22)
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This equation will hold as an identity if the terms in which the value o f a certain site appears on the 
left hand side o f the equation, balance the terms in which the same value appears on the right hand 
side o f the equation. Let us consider one such site i in the coarse level. Its value will be transferred
to four sites in the fine level with indices i l ,  i2, i3, t'4. Thus, the following equation must hold:
&\,ia 3,i +  d2,ia l i  +  d3,ia 3,i +  Q4,ia 4,i +  e5,ia 3Ja 4,i
+e6p i(|a; -  a*|) + e 'p / lA ]  -  A ]h\)
+08,/??i(l A/ — A f/|) + 09fD x(\Ai — A (V|)
+eiop2(\Aj -  A-(|) + 0XX iT>2(IA,- -  A J )
+9l2JV 2( |A]- -  A i| ) + 0np 2(\A] -  A],.|) =
=  ® i,n «3,n +  02,iXa\iX +  03j\d3iX +  04jXa4tiX +  05,n «3,/i^4,<i 
+06,il??l(SA/i — A,i/I) + ©7,fl'Z^ l(| A ;i — A/i/,|)
+08,/i??i(|A/i — An/1) + 09j iV x(\AiX — A/i,.|)
+ 0io,ii??2(|A/i — A/i,|) + 6xx,i\Di(\AiX — A/i/,j)
+di2,/iT>2(| A/i — A/i/J) + 013.11^ 2(1^ ,1 -  A/ir|)
+01.12^ 3,/2 + 2^,/2«4.i2 + ®3,i2«3.i2 + 04,i2<a4,i2 + 05,12^ 3,/2«4.(2
+06,i2??l(| A/2 — A/2,|) + 07,12?? 1 (| A/2 — A/2/,|)
+08,i2??l(| A /2 — A/2/|) + 09,/2??l(| A /2 — A/2r|)
+0Xoj2V 2(\A /2 — A/2,1) + 0ll,/2??2(| A /2 “  A/2/,|) 
+9X2ti2D2(\ A q  — A/2/D + 0l3.i2??2(| A/2 — A/2r|)
+01,(3a3,/3 + ®2.i3a4,i3 + ffi,(3^ 3,13 + 04,13^ 4,13 + 05,/3«3,(3«4,i3 
+06,i3??l(|A/3 — A/3f|) + 07</3X>i(|A/3 -  A(3b\)
+ 08.i3??l(| A /3 — A/3/1) + 09,/3??l(|A/3 — A/3,.|) 
+01O,i3??2(|A/3 — A/3,|) + 0ll,/3??2(lA/3 — A/3/,|) 
+®12,i3??2(|A/3 — A/3/j) + 0l3,i3??2(|A/3 — A/3r|)
+01,(4^ 3,/4 + ^2,i4^ 4,/4 + 03,/4«3,i4 + 04,r'4«4,/4 + 05,i4^ 3,r4«4,i4 
+06,i4??l(| A /4 — A/4,|) + 07,/4??l(| A /4 — A/4/,|)
+08,(4?? 1 (| A /4 — A/4/|) + 09,/4??l (| A /4 — A/4r|)
+01O,/4??2(|A/4 — A/4,|) + 01 l,i4??2(| A /4 — A/4/;|)
+012,/4??2( | A /4 — A/4/D + 013,i4??2(|A/4 — A/4r|) (3.23)
where A's is the vector o f the velocity parameters assigned to pixel s at the coarse level and A , is
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Figure 3.5: The pixels at the fine level and their grouping into blocks that form the pixels o f the 
coarse level. In the left panel the indexing o f top (t), bottom (b), left (1) and right (r) neighbours is 
shown. In the right panel the indexing within a block i is shown.
the vector o f the velocity parameters assigned to site s o f the corresponding fine level under the 
block flat assumption.
From the geometry o f the relative positions o f these pixels shown in Figure 3.5, it is clear that:
A/i -  A/2 -  A,3 ll >1 II
An/ = A,/, >
\ ii A ,ir A  jt, u >
A  (2/ = a ;, A  i2r — A  jr, A  at = A it, A q,b — A t,
A/3/ = A,/, A ftr = A,-,
<II
\< A,’3 b = A jh,
II = a ;. A|4r = A  jr, II
\< A[4b — A jh
In view o f the above equations and the fact that X>i(0) = 0 and V 2(0) = 0, the terms on the 
right-hand-side o f equation 3.23 significantly simplify and by comparing the coefficients o f the 
corresponding terms in the variables A 'h , we get the following transformation equations for the 
parameters o f the cost function:
#1,/ =  0 i,n  +  0 i,  a  +  0i,/3 +  0i,/4
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02,/ =  02,/1 +  02,/2 +  02,/3 +  02,,/4
03,/ =  03, il +  03,/2 +  03, Z3 +  03,/4
04,/ =  04, <1 +  04, i l  +  04,3 +  04,/4
05,/ = 05,/I + 05,/2 + 05,/3 + 05,/4
06,/I +  06,/3
07,/ =  07,/2 +  07,/4
08,r =  08, il +  08, il
09,/ =  09,/3 +  09,/4 
010,/ =  010,/I +  01O./3
0 ,1 /  =  0} i,/2 +  0U./4
012,/ =  012, il +  012./2
013,/ =  013,/3 +  013./4 ( 3 .2 5 )
These expressions seem counter-intuitive: The coarse parameters, which somehow express long 
range interactions that are expected to be weaker than the short range interactions expressed in the 
fine grid, are multiples o f the fine grid parameters! One would expect, actually, their values to be a 
fraction o f the values o f the parameters that appear in the fine grid cost function. There are various 
misunderstandings involved in this intuitive understanding:
(a). For a start, the multiresolution approach we adopt is only a mathematical trick with which we 
hope to solve the optimization problem faster; the coarse grid we create does not correspond 
to a coarse grid version o f the data in any physical way. It is a coarse grid where data and 
model have been mixed and modified in such a way that its optimal solution coincides with 
the optimal solution o f the fine grid.
(b). The explicit interactions in the coarse grid are not just the long range interactions between 
individual pixels in the fine grid; they rather are interactions between groups o f pixels o f the 
fine grid with identical values. The effect o f one group o f pixels, all with identical values, on 
the values of a neighbouring group, is expected to be stronger than the effect o f an individual 
pixel since a group o f pixels with identical values is already an established entity that much 
more reliable than an individual pixel.
(c). The trick o f multiresolution is designed to home in directly to the solution o f the fine cost 
function, assuming that it is the correct cost function for the system. I f  the models we have 
adopted are a little shaky or unreliable, then the emphasis put on them by this multiresolution 
trick will lead to the wrong solution.
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3.6 Experimental Results for Multiresolution
We show here the application o f the above approach to three motion sequences. One was simu­
lated and the other two were real. The optimization method we adapted was that o f mean field 
approximation [7] which has been shown in the past to produce good results for the optimization 
problem at hand [1].
(a) Reference frame (b) Initial estimate confidence map
Figure 3.6: Reference frame for the artificially generated sequence Gen2 and the initial estimate 
confidence map
The simulated image sequence consisted o f two complex scenes moving towards each other 
from top left to bottom right and from top right to bottom left (Figure 3.6(a)). As a result o f this 
motion, a strip o f the image in the centre did not contain any motion information from one frame to 
the next because o f occlusion. Figure 3.6(b) shows the confidence map o f the data, with the dark 
regions representing non-existing or very low confidence data. Figures 3.7(b) and 3.7(c) show 
the initial estimates o f the two components o f the velocities. Panels d,e and f  show the results o f 
the single resolution algorithm and panels g, h and i the result o f the multiresolution algorithm 
when the cost function had reached the same value as the cost function for the full resolution 
approach. Notice that the results o f the multiresolution approach are better than the results o f the 
single resolution approach and they have been achieved in almost a third o f the time (see panel 
a for CPU times and values o f the cost function; the image size is 256 x 256). Both algorithms 
have problems with the strip in the middle where there is no motion information available due to 
occlusion.
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CPU
time^
Final
Energy
SR 553[s] 5442
MR 198[s] 5442
* SPARC 10 Processor 
(a) Relaxation time
(d) Discontinuities 
Single resolution 
after 9x10 updates
Multiple resolution 
after 2.5x10 updates
(e) Final vx 
Single resolution 
after 9x10 updates
(h) Final vx 
Multiple resolution
after 2.5x10 updates
f
f
*
*
(c) Initial vy
(f) Final vy 
Single resolution 
after 9x10 updates
(i) Final vx 
Multiple resolution 
after 2.5x10 updates
Figure 3.7: Comparison o f the segmentation and estimate quality (single versus multiresolution) 
for the equal final values o f the cost function.
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CPU
tim^
Final
Energy
SR 184[s] 9042
MR 198[s] 5442
SPARC 10 Processor
(a) Relaxation time (b) Initial vx (c) Initial vy
Single resolution 
after 2.5x10 updates
(g ) Discontinuities 
Multiple resolution 
after 2.5x10 ^updates
(e) Final vx 
Single resolution 
after 2.5x10 6updates
(h) Final vx 
Multiple resolution 
after 2.5x10 ^updates
(f) Final vy 
Single resolution 
after 2.5x10 6updates
(i) Final vx 
Multiple resolution 
after 2.5x10 ^updates
Figure 3.8: Comparison of the segmentation and estimate quality (single versus multiresolution) 
for a small number o f updates
Experimental Results for Multiresolution 51
Figure 3.8 shows results on the same sequence, with the two approaches stopped at the same 
number o f site updates, which is actually rather small. The multiresolution approach produces 
noticeably superior results for a very small overhead, namely the time required for the coarsening 
transformation. This is better demonstrated in figure 3.9 which shows the value o f the cost function 
plotted versus the log o f the number o f site updates. The bottom curve with the fastest convergence 
corresponds to the multiresolution approach.
Convergence rate for gen2 sequence
log (Number of updates)
Figure 3.9: Comparison o f the convergence rate (single versus multiresolution)
Figure 3.10 shows the results o f applying these algorithms on a particularly difficult sequence 
captured from television. The men was moving to the right and the woman was nodding. Notice 
that because o f the woman’s hair, the region corresponding to her head in the image contains 
data with very low confidence. Both algorithms have difficulty there, but the multiresolution one 
produces superior results elsewhere for the same number o f updates.
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(a) Reference frame (b) Initial estimate confidence map
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(c) Discontinuity map - single resolution (d) Discontinuity map - multiresolution
7 x 105 updates 7 x 105 updates
Figure 3.10: Results for a complex sequence with multiple non-rigid motions
Finally, figure 3.11 shows a sequence o f a static background and two objects moving towards 
each other. We can see that the multiresolution algorithm produces better results than those o f the 
full resolution in less than half o f the time.
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(a ) Lab sequence - ref. frame
(c ) Confidence Map
(e ) Discontinuity map 
Single resolution
(d ) Horizontal displacement
(f )  Horizontal displacement 
-a fter lx lO 6 updates
(g ) Discontinuity map (h) Horizontal displacement
Multiple resolution - after 0.4x10 6 updates
Figure 3.11: L a b  sequence: tw o rigid  objects m oving past stationary background
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3.7 Conclusions
We presented here a novel approach o f using multiresolution optimization to motion segmentation. 
This approach, although counterintuitive in the way it transforms the Gibbs parameters from one 
level o f resolution to the next, is particularly suited to the problem o f motion segmentation where 
whole patches o f the image have the same label assignment. The results presented in the previous 
section were particularly encouraging as they show big gains in computing time for comparable 
results, by a factor o f 3 just for one level o f coarsening applied. There is no reason for not 
applying more levels o f resolution which will improve the computation time even more. Further, 
as the method converges very fast, for the same time consumed (measured in terms o f number o f 
site updates performed, which is the most time consuming operation) the results obtained by the 
proposed method are significantly better than the full resolution approach.
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C h a p t e r  4
H o u g h  T r a n s f o r m  a n d  R o b u s t  S t a t i s t i c s
4.1 Introduction
This chapter presents a new robust motion estimation and segmentation algorithm conceptually 
based on the Hough Transform. The algorithm developed in the last chapter involved the relaxation 
o f sparse motion information, derived locally, under a set o f regularising constraints. Such an 
approach has two disadvantages. Firstly, it is computationally demanding and model parameters 
are difficult to select. Secondly, the regions used for the derivation o f the local estimate have to 
be small, in order to avoid multiple motions within regions. Consequently, the initial estimate is 
noisy and inaccurate, and even the regularization process may not help to recover the true motion.
We stated before that the main problem with motion analysis originates from the deadlock 
between estimation and segmentation. Ideally, these two processes should progress simultaneously. 
In the search for such an algorithm, we focused on the relatively old and widely used technique: the 
Hough Transform. Several approaches based on this technique, quite different in implementation 
details and performance, are analysed. In particular, an approach developed by Wu and Kittler 
[20] is attractive because it is fast and provides quasi-concurrent estimation and segmentation. 
However an extensive evaluation shows that it has several significant drawbacks such as: i) biased 
estimates in cases when several moving objects are present in the scene, ii) slow convergence, 
particularly when complex motion models are employed or when large displacements are involved 
and iii) poor final segmentation.
A  substantial part o f our research has been devoted to understand the sources o f these problems 
and to find appropriate solutions. We endeavour to draw on robust statistics theory and design a new 
algorithm providing significantly improved accuracy and robustness. This radical improvement 
stems from the fact that segmentation and estimation are performed truly simultaneously, within a 
framework that is robust to the violation o f assumptions. An important element in this new approach 
is the use o f multiresolution representation in the image space, in addition to multiresolution in the
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parameter space. We also propose a new approach to motion segmentation, based on probability 
theory.
The structure o f this chapter is as follows. We begin with the analysis o f several algorithms 
based on the Hough Transform. They differ in the way that the HT is implemented, and conse­
quently in their performance. This section also provides discussion o f experimental results obtained 
from a comparative study o f existing methods. The emphasis is placed on the segmentation and 
estimation problems mentioned above and an in-depth analysis o f their causes is carried out. In 
the following section we set out and elaborate our approach. It draws on existing techniques 
and introduces three new key elements in the context o f the HT: robust statistics, multiresolu­
tion and probability based segmentation. The new approach is thoroughly tested to evaluate the 
improvements made. The chapter closes with conclusions.
4.2 Hough Transform and motion analysis
The Hough Transform was originally proposed for the detection o f parametric curves, e.g. lines, 
circles or ellipses. Subsequently it was applied to a large range o f machine vision problems 
including motion extraction [16,1, 20, 12]. For a comprehensive review o f the HT techniques in 
the wider context o f image processing refer to [15].
The Hough Transform is essentially a method for segmenting feature points into groups 
satisfying some parametric constraints. In this technique, the set o f relevant transformations is 
represented by a discrete, multidimensional parameter space, where each dimension corresponds 
to one o f the transformation parameters. The Hough Transform method can be considered as 
an estimation procedure in which parameter estimates are defined through the positions o f the 
extrema o f a certain function H  (the Hough Transform). The function H  is computed by summing 
up the votes from each element (pixel), where each element may vote for one or more sets o f 
transformation parameters. The amount o f support from a pixel may be binary (that is a pixel 
votes only "yes" or "no") or may depend on the strength o f the evidence supporting a given set o f 
parameters.
Before we develop our approach, we shall examine existing implementations o f the Hough 
Transform for motion estimation, segmentation and interpretation. Fennema and Thompson [12] 
suggested that the Hough Transform could be used to cluster pixels moving coherently and to 
estimate their velocities. Purely translational motion was assumed and the optic-flow equation, 
expressed in a polar coordinate system, was used. Let D p = (RD, 0©) denote a pixel’s displacement 
and Gp =  (Rf , Q f) the image intensity gradient, both expressed in polar coordinates. The temporal
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derivative o f the image brightness function f t can be expressed in terms o f D p and Gp as:
ft = —Rf Rd cos(Of — ©0) (4.1)
Let D g be the projection o f a pixel displacement D  onto the intensity gradient vector, Rf :
D g = - R d cos(Of -  0£>) (4.2)
which is in fact eqn. (2.5) expressed in a polar coordinate system. Fennema and Thompson noticed 
that D g plotted as a function o f the image intensity gradient angle 0 f lies along a cosine curve with 
amplitude RD and phase — 0 D. I f  sufficient variability in Qf exists within a translating region, the 
relationship between 0 / and D G uniquely defines RD, ©D and therefore the velocity D. They use 
a modified Hough Transform in order to estimate D. The Hough Space has two dimensions: RD 
and ©£>. For each pixel in the image, a curve in the Hough Space is computed using equation 4.2 
and corresponding accumulators are incremented. Gradients are estimated using a Sobel operator, 
which provides gradient direction as well as magnitude. Only pixels where the intensity gradient 
is stable during the inter-frame time interval, and where the intensity change between the frames 
is sufficiently large, are considered.
In cases when more than one moving object is present in the scene, a multipass strategy is 
employed. The basic idea behind this strategy is that objects are processed one at a time: first 
the translation parameters are estimated from the position o f the most prominent peak in the 
Hough Space and then pixels supporting the recovered motion are segmented out. This procedure 
continues until there are no significant peaks left in the Hough Space or most pixels are assigned 
to a region.
This approach is, as far as we are aware, the first application o f the Hough Transform for 
motion analysis. The aperture problem (inherently present in the optic-flow equation) applies only 
to one component o f the motion estimate (e.g. direction). A  multipass strategy is also proposed 
here - a similar one is used in most o f the methods developed later. Another clear advantage o f this 
algorithm is that the aperture problem is resolved at the Hough Transform stage. Consequently, 
the integration o f the motion information from pixels with different intensity gradient directions is 
performed independently for each object.
Adiv [1] proposed using the Hough Transform to segment precomputed optic flow fields. His 
approach consists o f two main stages. In the first stage, the flow field is partitioned into connected 
segments o f flow vectors, where the motion o f each segment is constrained by an affine motion 
model. In the second stage, segments are grouped by testing the hypothesis that the motion is 
induced by a single, rigid object. Let us examine how three mechanisms, namely the voting 
scheme, search for maxima in the Hough Space H, and the segmentation procedure operate in 
Ad iv ’s algorithm.
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We begin with the definition o f the voting procedure. The amount o f support from the optic 
flow vector v = (v*, v3.) at image location (x, y) is defined as:
0 755
F(au ..,a6,x,y) = 1 -----—  (4.3)
where {ax,.., a6} are the affine motion parameters and e is a certain threshold termed as error limit. 
A  pixel is allowed to vote only if  the error term 8 satisfies the following condition:
8 =def \ j8) + 52 <  e (4.4)
Sx = \\vx -  (g ix  + a2y + a3)\\ (4.5)
Sy = 1 vy -  (a4x + a5y + a6)|| (4.6)
The support from pixels varies in the range (0 .2 5 -1 )  depending on the error 8 and the error 
limit €. The error limit is a function o f the resolution in the parameter space and o f the noise level 
in the flow field. According to [1] it is typically set to one pixel. Note that this error threshold 
determines the ability o f the approach to separate different motions. For example with the error 
value set to one pixel, the approach will only separate two translatory motions in the image plane 
i f  their displacements differ by more than one pixel. Finally, the support for a motion vector a 
from all pixels is equal to:
H (a )  =  E  W(x, y ) (4.7)
x.y
The weighting function W(x, y) reflects the a priori probability that a pixel at location (x, y) belongs 
to the object. For example pixels known to belong to the already segmented object are given a low 
(possibly zero) weighting.
Now we examine the solution to the problem of searching for maxima in the Hough Space. 
Since the parameter space is 6-dimensional, it is not feasible to perform an exhaustive search. 
This problem is alleviated by using two techniques: i) multiresolution in the parameter space and 
ii) decomposition o f the parameter space. In the multiresolution approach, the exhaustive search 
is iteratively used, where in each iteration the parameter space is quantized around the values 
estimated in the previous iteration, but using a finer resolution. In the second technique, the set of 
parameters ay, i s  {1 ,.. 6 } is decomposed into two disjoint subsets: {aua2,a3} and {a4,a5,a6}. 
The Hough technique is then separately applied to each o f the 3-D subspaces. The solution is 
selected from the Cartesian product o f N  highly supported parameter sets from each subspace. 
Note that such a solution could be a suboptimal one.
The segmentation technique consists o f two stages: i) estimation and segmentation and ii) 
merging. In the first stage, a multipass strategy is used: motion parameters o f objects are
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iteratively estimated (by finding peaks in the Hough Transform), and pixels supporting these 
motions are segmented out. The segmentation procedure is quite complicated, since many affine 
transform candidates have to be examined. Note that for standard values o f parameters used in [1] 
up to 100 o f affine motion hypothesis may be generated for each region. The one that generates 
the largest support from a spatially-connected region is accepted. The estimation is then repeated 
(next pass) for the next connected region from the remaining (unsegmented) pixels. The procedure 
may involve many iterations, since pixels may be reclassified between regions, thus changing the 
optimal solution for one or more o f the previous passes. In the merging stage all regions consistent 
with the same transformation are merged, and the parameters o f the global transformation are 
computed using a least-square approach.
The advantage o f the approach presented by Adiv is that it employs a complex motion model. 
The problem o f searching in a 6 dimensional Hough Space is resolved by splitting the space into 
two disjoint subsets. However, the search task is still computationally expensive and the solutions 
found may be suboptimal. Moreover, since the algorithm takes as input a precomputed optic flow," 
a regularising constraint has to be used in its computation. This constraint usually distorts the 
optic flow on motion boundaries, thus deteriorating the quality o f motion segmentation. Thus the 
benefit o f parallel estimation and segmentation offered by the Hough Transform has been lost.
Wu and Kittler [20, 21] assumed that, in order to improve the quality o f the segmentation and 
estimation, the processing must be applied directly to grey-level frames, withoutusing optic-flow as 
an intermediate descriptor. Their approach also originates from the Hough Transform, but viewed 
as an optimisation procedure. Let us assume for the moment that pixel intensity is preserved, i.e.:
where I0(p ) and I f p  ')  are the grey-level intensities at pixel location p and p ' in the reference and 
consecutive frame respectively. Pixel positions p and p ' are constrained by the motion model 7+ 
The displaced pixel difference is defined as:
In the standard Hough Transform a pixel p votes for a particular motion parameter vector a i f  it 
satisfies the condition: \e(a,p)\ < T  where T  is a predetermined threshold. They proposed the 
‘Hough Transform by optimisation’ approach [20] in which the support h from pixel p  is computed 
using one o f the formulae below:
io(p) = h (p ') ; (4.8)
e(a,p) = I0(p) -  h (T 3(p )) (4.9)
hquadratic(.U, p ) — € (a, p j) (4.10)
habsolute(a,p) =  \e(d,p)\ (4.11)
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Note that the above definitions imply that large support corresponds to small values o f h. The total 
amount o f support H (91, a) received by the motion vector a from a region 91 can be expressed as:
H (% a )  = Y hi(P>a)-, (4.12)
ps 9t
In order to minimise the function H (a) (or maximise support) a steepest descent method is used. 
This approach also benefits from the application o f multiresolution in the parameter space. In 
principle, any motion model can be used with this approach; however the experiments presented in
[20] are restricted to motions involving translation and rotation or translation and change o f scale. 
It is also reported that for complex motion models convergence is slow.
The contribution o f this approach is important. It shows that optimisation techniques can be 
used to search for the minima in the Hough Space, dramatically reducing computational costs. 
This is particularly important when complex motion models are used and the dimension o f the 
Hough Space is high. However, there is a price to pay: convergence is not assured. In [20] it 
is suggested that image smoothing should be used, as a preprocessing, to facilitate convergence. 
It was also noted that application o f the absolute error norm (4.11) results in better convergence 
when compared to the squared error norm (4.10).
Motion Detection using the Randomised Hough Transform has been proposed by Kalviainen, 
Oja and Xu [17, 18]. The method is applied to binary edge sequences extracted from grey-level 
frames. A  pair o f feature points is randomly selected from the reference frame and a corresponding 
pair is sought in the consecutive frame. Two pairs are considered as corresponding i f  the distances 
between pixels are equal for each pair. When a matching pair is found, the translation is calculated 
between them, and a corresponding cell in the Hough Space is updated. Random picking is 
continued until a global maximum can be determined. A  modification o f the algorithm, where 
matching o f N  pixels (rather then a pair) is performed, was also proposed. The benefit here is that 
there are less false matches, because more pixels are matched. The price to pay is a computation 
time that grows exponentially with N.
An interesting idea used in this method is that the motion o f an object can be determined using 
only a subset o f its pixels. However, the method has several serious drawbacks. Firstly, it is very 
expensive computationally because the computation burden is proportional to the square o f the 
number o f edge pixels. The edge images used for the experiments presented in [18] contained only 
a hundred non-stationary edge pixels at most while the execution time on the SPARC 1 station 
was in the range o f 5 seconds. For a real 255 x 255 pixels image it is not uncommon to have 
50 times more edge pixels than the examples (the reference frame from the Gen2 sequence used 
later in this thesis contains 8294 edge pixels). For such sequences the motion estimation would 
take 2500 times longer, that is more then 3 hours! Computations become even more complex
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i f  there is more than one moving object in the scene, because if  a pair contains pixels from two 
different objects, no match can be found. For N 0 objects o f roughly similar size (in tenns o f 
number o f edge pixels), the probability that a randomly selected pair belongs to a single object 
can be approximated by p = j/t , so the execution time will be further extended N 0 times. Apart 
from the large computational expense, some other issues should also be considered. Image noise 
may not only introduce more apparent edge pixels, but may also displace or remove the existing 
edges. This problem was not considered by the authors. The final argument is that the grey-level 
image contains more information than the edge one, and therefore is more likely to deliver robust 
estimates.
In this section four different approaches employing the Hough Transform have been presented. 
They can be classified based on five different criteria:
• Input Data:
-  grey-level sequence
-  feature-map sequence (edges, corners)
-  precomputed optic flow
• Motion Model:
-  translational (2 parameters)
-  quasi-affine (4 parameters)
-  affine (6 parameters)
-  perspective
• Construction of the Hough space (vote values):
-  binary (0/1)
-  continuous (from an interval)
• Search for extrema in Hough space:
-  exhaustive search
-  suboptimal search (steepest gradient, conjugate gradient)
-  Hough space decomposition and independent search in each part
• Object Segmentation:
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-  multipass strategy
-  outlier rejection + multipass strategy
Table 4.1 presents a comparison o f techniques for motion estimation and segmentation based on 
the Hough Transform. The approach developed later in this chapter is also presented in the table.
In the development o f the new approach presented in the next section, we draw on the above 
presented algorithms, and add new elements to radically improve performance. Let us summarise 
the conclusions drawn from the above analysis. Firstly, to benefit fully from parallel segmentation 
and estimation, the algorithm has to take gray-level frames as input as opposed to some other 
intermediate representation such as optic flow. Secondly, when constructing the Hough Space, 
pixels should be able to vote with different weights, depending on the strength o f evidence sup­
porting their vote. Thirdly, the Optimisation Approach seems to offer the best tradeoff between 
complexity and performance. However, convergence and bias problems have to be addressed first. 
When object segmentation is concerned, the Multipass Strategy offers only quasi-parallel segmen­
tation and estimation; therefore some modifications are needed i f  all benefits from simultaneous 
segmentation and estimation are to be reaped.
4.3 Hough Transform Motion Estimation and Segmentation with a 
Robust Statistical Kernel
In the design o f our algorithm [5, 8, 7] we address the following issues:
• convergence problems,
• estimator accuracy,
• fully parallel motion estimation and segmentation,
• robustness to noise and illumination changes and,
• improved segmentation.
The algorithms analysed in the previous section [1, 20, 6], as well as some other algorithms 
presented elsewhere [4], use a least-square technique to estimate the parameters o f the motion. 
However experiments show that they tend to perform poorly or fail to converge on sequences 
containing more than one moving object. Investigation o f the reason underlying this sporadic 
failure o f the algorithms revealed that the minima o f the support function H  are sometimes 
displaced from the position corresponding to true motion. As an illustration, Figure 4.1 presents 
some results for an artificially generated sequence (using natural textures) involving two objects
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moving in opposite directions. Figure 4.1(a) shows the reference frame with the motion boundary 
(white vertical line) and the direction o f displacement vectors (white arrows) superimposed on the 
image. The true displacement vector is (-3 .0 , -1 .5 ) for the right object and (3.0,1.0) for the left 
object. The shape o f the Hough Space, defined by a quadratic kernel similar to the one used in
[20], is shown in 4.1(b). Clearly only one significant extremum is visible, corresponding to the 
motion parameters o f the right object. However, the estimate based on this extremum is biased 
because o f the influence o f the pixels from the left object. Figures 4.1(c-d) show contour plots o f 
the portion o f the Hough Space centred around the true motion parameters o f the right object. Two 
kernels: the quadratic (c) and absolute (d) were used here. Estimates derived with both kernels 
are biased, but it has been observed that the bias is reduced when the absolute value kernel is used 
instead o f the quadratic.
Such behaviour can be explained on the grounds o f estimation theory. When a quadratic error 
function is used, minimisation o f the support function (eq. 4.12) effectively corresponds to the 
Least Square (LS) or mean estimator. The LS estimator has a number o f limitations, the most 
important being its sensitivity to outliers. When objects are o f comparable size, outliers (pixels 
belonging to the object whose motion parameters differ from those o f the object currently being 
estimated) may constitute half o f the pixels. The use o f an absolute value as error norm produces 
the median estimator which is known to be more robust than the mean one. This fact is confirmed 
by experiments; however in some cases it is not robust enough. To overcome these problems we 
propose a robust estimator employing a redescending kernel, and experimentally demonstrate its 
dramatically improved properties.
Robust Statistics is a branch o f statistics concerned with the sensitivity o f statistical procedures 
to the violation o f the underlying assumptions. The term ‘robust’ was first introduced by Box [9] 
in the fifties. In the sixties Tukey summarised earlier work in the field and demonstrated the drastic 
non-robustness o f the least-square estimators. Solid mathematical foundations were introduced by 
Huber [14] and Hampel [13]. Here we define some basic terms used in robust statistics theory and 
summarise the most important properties. More details can be found in textbooks (e.g. by Hampel 
etal. [11]).
Two important terms concerning the performance o f the estimator should be explained here: 
efficiency and robustness. Efficiency refers to the ability o f a procedure to provide optimal estimates 
from data that fulfills the underlying assumptions (e.g assumptions made during the design o f the 
method). Robustness reflects insensitivity to the assumptions being violated. The Least Square 
Estimator is efficient but non-robust. In this method the quadratic error term weigh s heavily 
contributions to the ‘optimal’ solution from those data points which have large residual errors (i.e. 
outliers).
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H o u g h  S p a c e  f o r  q u a d r a t i c  k e r n e l
(a ) R e fe ren ce fram e (b ) 3D  plot o f  the H ough Space
Right object (in the presence of outliers) Right object (in the presence of outliers)
(c ) Quadratic error norm (d ) A bso lu te error norm
Figure 4.1: Gen2 sequence - two objects moving in opposite directions: the reference frame and 
the Hough space.
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Figure 4.2: Robust error norms and corresponding Influence and Weighting functions
Huber’s class o f ‘M-estimators’ are a generalisation o f the Maximum Likelihood estimators. 
Given a set o f N  data samples {d„ z (d f )  and a function constraining the structure o f the data 
z = f (a ,d ) the optimal parameter vector a that minimises an error metric H (a) is estimated. 
The error metric H is usually the sum o f the error norm (i.e. kernel) p ( )  o f the residual errors 
e(di) -  z(dj) -  f(a ,d i):
ff (3 ) = £ p ( — ) (4.13)
/= 1 5
where s is a scale estimate. While scale s does not influence estimators employing quadratic 
or absolute value kernels, most robust kernels are not scale-invariant. This property is a direct 
consequence o f the fact that robust kernels must ’decide’ which data points constitute outliers, so 
it must know what is the ’spread’ or scale o f the inliers.
The robustness o f the estimator is increased by choosing the kernel function p (e(dj) / s) so 
that the influence o f the outliers (for which values o f e(d j / s are significant) is scaled down. 
Figure 4.2 illustrates examples o f such designs, namely the Huber Minimax (a), Hampel (1,1,2)
(b) and Tukey Biweight (c) error norms. Hampel [11] introduced the influence functions (IF) 
6(e) -  dp/ de as a convenient tool for analysing the behaviour o f the variety o f robust estimators. 
The influence functions for the kernels mentioned above are not scale-invariant and the spread 
o f the data distribution has to be computed. A  Median Absolute Deviation (M AD ) robust scale 
estimator can be used for that purpose [11]:
s(a) = 1.4826 median ( | e(dj) — median(e(df) |) (4.14)
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The scale is based on the median o f the absolute errors between the data points and the initial 
parameter estimate. The coefficient 1.4826 derives from the assumption that the model error terms 
are normally distributed random variables. Its value is equal to the ratio o f the standard deviation 
to the median o f absolute deviations from the mean o f a Gaussian distribution.
4.3.1 Details o f the implementation
In this section the important details o f the implementation are explained, namely the use of robust 
kernels, hierarchical strategy, multiresolution in parameter space and the segmentation algorithm.
Implementation of robust kernels
The robust approach is implemented by modifying the support function (4.10), to yield
h(a,p) = p(e(a ,p )) (4.15)
where p(-) is one o f the robust kernel functions. For statistical efficiency and robustness the 
kernel p should be a redescending function which ideally reflects near the origin the properties o f 
noise. The redescending property plays an important role in the estimation process. It effectively 
removes from the estimation process pixels for which a transformed frame difference e is large. In 
the experimental part it w ill be shown that optimal results are obtained for the Tukey redescending 
kernel.
The motion parameter vector is estimated by finding a minimum in function H, now redefined
as:
H (% a) = J2pfi(p ,a )) (4.16)
/ ;s 9 t
Solving the optimisation problem
Two iterative methods were employed to find the minimum in the Hough Space H: the steepest 
descent and conjugate gradient [6], Both methods require computation o f partial derivatives o f 
the support function H  in the parameter space, which from 4.9 can be expressed in terms o f the 
spatial gradients o f the image intensity functions 70 and 7p
(4, 7)
oat dc da{
d h (x ',y ')  _  d l f x ' , y ' ) d x '  d h (x ',y ')d y '
dat d x ' dai d y ' da-t K ' '
where i e {1 ,2 ,. . ,6 }.  When methods like steepest descent are used to solve optimisation
problems, two issues become o f a primary concern: the initial (starting) point and the convexity
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o f the minimised function in the region between the starting point and the global minimum. It can 
be shown [20] that the support function H (eq. 4.16) is a well behaved function in the vicinity o f 
the optimal motion vector oq provided that the Taylor expansion is valid within the region.
During experimentation with sequences involving translational motion, we found that steepest 
descent on a discrete grid, proposed initially by Wu [20], delivers better and faster convergence. It 
is also simpler in implementation, which may be o f importance if  the approach is to be implemented 
in hardware. Therefore the extension o f our framework to more complex motion models uses a 
variant o f the steepest descent approach.
I f  long-range motion is present, aliasing o f high spatial frequencies may cause the algorithm 
to fail. This problem can be reduced by low-pass filtering the input sequence [20]. However, we 
propose a solution employing hierarchical estimation [19], which is explained later in this section.
Multiresolution in the image space
Hierarchical approaches (in the image domain) have been used for a long time by various re­
searchers [10, 3], although not in the context o f the Hough Transform for motion analysis. Only 
multiresolution in the Hough Space has been used by Wu [20] and Adiv [2].
The principle is to start estimation at low (coarse) resolution in the image pyramid and then 
refine the estimate on subsequent, finer levels. Such a strategy improves the computational 
efficiency and, even more importantly, helps convergence. This is particularly important i f  large 
displacements are involved. In Hough space, aliasing effects give rise to local minima that are 
not related to any real motion. We will refer to them as false minima. Figure 4.3 shows two 
contour plots o f the Hough Space computed for a real sequence involving a pattern moving with 
translational motion (the estimated displacement is 5 pixels/frame). Numerous local minima can 
be observed in the left graph (a). In the right graph (b) we show the contour plot for the same 
sequence, but low-pass filtered and subsampled by a factor o f 8. The axes o f the parameter space 
are expanded 8 times to obtain a graph o f the same size. Clearly all o f the false minima disappeared. 
However the minimum related to motion and its position is preserved. This effect can be explained 
on the grounds o f signal processing. When large displacements are involved, aliasing o f high 
spatial frequencies (corresponding to the fine structure o f the image) produces local, false minima 
in the support function H.
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(a) False minima in the Hough space may trap the (b) The Hough space defined on the coarse level -
walk to the solution local traps have been removed
Figure 4.3: False minima in the Hough space are removed
In the subsampled image, high spatial frequency components are removed and the motion range 
is scaled down causing the false minima to disappear. Also the image noise is suppressed which 
helps to obtain more prominent, and thus easier to localise, the global minimum. The penalty is the 
lower accuracy o f the estimate computed from the coarsened sequence. However, only a coarse 
estimate is needed - it is then used as a starting point and it is iteratively refined at subsequent, 
finer resolutions. Once the full resolution is reached, the initial estimate is sufficiently close to the 
true minimum to avoid being trapped in one o f the false minima.
In our algorithm the hierarchical approach is combined with a multipass strategy. Once a 
moving object is detected at the low resolution the estimate and motion segmentation are passed 
to the next level in the hierarchy. In several iterative steps the final motion estimate is recovered 
and all pixels conforming with this motion are marked as ‘segmented’ . The above procedure is 
repeated for pixels not labelled as ‘segmented’ until the majority o f pixels have a motion parameter 
vector assigned to them.
Steepest descent on a discrete grid and multiresolution in the Hough Space
Searching for a minimum in Hough space is a multiresolution procedure that iteratively improves 
the motion estimate while removing outliers. It can be visualised as a walk in the multidimensional 
Hough space, where the objective is to find an extremum, that is a point that receives the strongest 
support. The walk starts from the point a = 0 in the parameter space and at a coarse resolution
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in the image space. In each iteration, every pixel from the region except for pixels that are 
considered as outliers, votes for the direction in which to move in the parameter space in order 
to increase support (or decrease the value o f H). The next position is therefore determined by 
the values o f the partial derivatives o f H. After each step, the algorithm updates the scale, thus 
updating the criterion which defines those pixels that constitute outliers.
The search for a minimum is performed on a discrete grid rather than in continuous space. This 
approach has two advantages. Firstly, it facilitates the detection o f the local minima without the 
need for the computation o f the support function values after each step. Secondly, computations 
are simplified because the step size need not be computed. In order to make the search process 
more efficient, the parameter space resolution has several levels. Minimisation starts on a coarse 
grid and explores subsequently higher resolutions to obtain the desired accuracy. The algorithm 
records the path, and when oscillations are detected (that is the path is retraced) it switches to a 
finer resolution in the parameter space. The search terminates when the finest resolution required 
is reached.
The size o f the grid at different resolutions in the Hough Space is shown in Table 4.2. Since the 
units o f the grid size are expressed either in pixels (for a3, af) or are dimensionless (for ax, a2, a4> a5) 
they do not depend on the current resolution in the image space. Thirty to two hundred iterations 
are typically needed to recover the motion parameters o f a single object. In general, when simple 
motions (pure translation) are involved, less iteration steps are required. Also, when sub-pixel 
accuracy is not required, the number o f steps could be significantly reduced.
Hough Space Parameter 
Unit
a3,a^ 
[pixel size]
ai,a2, a4, a3 
dimensionless
Resolution
1 (coarse) 1.00 0.040
2 (medium-coarse) 0.40 0.010
3 (medium-fine) 0.05 0.004
4 (fine) 0.02 0.001
Table 4.2: Resolution in the Hough Space
The segmentation procedure
The final motion segmentation takes place when motion vectors o f all objects present in the scene 
are recovered. For each motion vector ak the corresponding transformed frame difference image 
K* is computed. Its value at a pixel location p is defined as
K*(p) = /oO>)-/i(fi(P» (4.19)
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Each transformed frame difference image Xk is then smoothed with a Gaussian-shaped kernel and 
used to compute a ‘likelihood’ image Lk:
- Lkip) = exp[—0.5(X*(p) / a*)2]; (4.20)
The estimate o f noise standard deviation ok is computed from the robust estimate o f the scale 5 
(eq. 4.14). An additional region k = 0 corresponds to unknown motion parameters (e.g. occluded 
or uncovered background) and has a constant likelihood assigned to all pixels.
Lo(p) =  exp[—0.5(/2)] (4.21)
The selection o f a parameter value I determines the threshold on the values o f transformed frame 
difference above which a pixel will be allocated to the ’unknown’ region.
The assumption is made that each pixel belongs to one o f the regions, and the likelihood
functions Lk are normalised so that the following equation holds for each pixel py.
Y  Lk(Pi) = L  (4.22)
The probability maps, P k, are computed using the formula:
P»(p,)= Lt(Pi) n\ (423)
Z+e{0...,n} Pi)
Finally, each pixel p is assigned to the region r such that the probability P,(p ) = maxv{P ;(p ) } .
4.4 Results
In this section we present some experimental results. The first experiment illustrates how the 
application o f the robust redescending kernels eliminates the bias in the motion estimate when 
multiple motions are present in the sequence. We use the same sequence as in the previous section, 
where it was shown that bias problems that may occur when quadratic or absolute kernels are used.
Just to recall, in the sequence two objects o f a similar size are moving with purely translational 
motion in opposite directions (see Fig.4,l(a) for a reference frame). Translational motion was 
selected for the sake o f easy visualisation. The comparable size o f the objects (the actual ratio o f 
the object areas is 1:1.3) simulates the worst-case scenario when the number o f outliers is close to 
50%. Objects are referred to as the left and right one. Five kernels were compared: the Quadratic, 
Absolute, Huber, Hampel (1-2-2) and Tukey. Figures 4.4(a) and (b) show the shape o f Hough 
Space for quadratic and Tukey kernels respectively.
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(a) Hough space defined by quadratic kernel (b) Hough space defined by Tfikey redescending kernel
Figure 4.4: Comparison o f the Hough space shape for non-robust (a) and redescending robust (b) 
kernels
H o u g h  S p a c e  f o r  r e d e s c e n d i n g  k e r n e lH o u g h  S p a c e  f o r  q u a d r a t i c  k e r n e l
For the quadratic kernel only one prominent peak is visible, corresponding to the left object. 
The peak associated with the right object is suppressed by the influence (votes) from pixels 
belonging to the left one. Motion o f the right object may be still be recovered if contributions from 
pixels belonging to the left object are inhibited, i.e. by the multipass strategy [20]. However, in 
such a case, segmentation takes place de facto after the estimation, because all pixels contribute 
to the estimates o f the motion that is recovered first. That is why we referred to this approach as 
quasi-parallel. I f  a redescending kernel is employed, both peaks are clearly visible 4.4(b). Here, 
the segmentation takes place during the estimation, in a fully parallel fashion. Let us examine now 
what influence this has on the estimate accuracy.
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True Motion
Estimate o f the object motion
Quadratic
T
Absolute
ype o f K< 
Huber
jrnel 
Hampel (1-2-2) Tukey
left
object
Y x 3.00 2.68 3.00 2.85 3.0 3.0
Vy 1.00 1.30 0.96 1.26 1.00 1.0
right
object
Vx -3.00 -2.89 -2.86 -2.73 -3.00 -2.97
Vy -1.50 -1.47* -1.50 -1.48 -1.51 -1.49
Table 4.3: A  comparison o f the estimate accuracy for different kernels - Gen2 sequence
The real motion parameters and the estimate based on each error normal presented in Table 4.3. 
The estimates based on Quadratic and Absolute error norm are strongly biased by the presence o f 
outliers. The Huber Minimax kernel also gives an inaccurate estimate. In the multipass procedure 
a biased estimate o f the motion o f one object propagates on segmentation (e.g. not all pixels 
belonging to the object are segmented out) and the algorithm may fail to recover the remaining 
objects. Indeed, such behaviour was observed during the experiment (marked as (* )  in Table 3.6). 
The Hampel (1-2-2) and Tukey Biweight redescending error function proved sufficiently robust to 
recover exact motion parameters even in this worst-case experiment.
Figures 4.5(a-f) depict the contour plots o f the Hough function obtained with the above- 
mentioned error norms. The three plots in the left-hand side column (a,c,e) focus around the 
minimum related to the left object, with the right-hand side ones (b,d,f) corresponding to the right 
object. The crossing point o f the two grid lines near the centre o f each plot shows the position 
corresponding to the true motion parameters. It can be readily seen that for the robust Hampel (1- 
2-2) kernel ((c ),(f)) the Hough space exhibits a nicely-shaped unbiased minimum, corresponding 
to the true motion. The application o f non-robust error norms, not only biases the estimate (small 
crosses on panels (a,b,d,e) displaced from the centre) but also creates local minima for the left 
object (panels (b) and (d)).
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Left object (in the presence of outliers)
(a) Quadratic error norm
Left Object (in the presence of outliers)
(c) Absolute error norm 
Left Object (in the presence of outliers)
(e) Hampel error, norm 
Figure 4.5: Contour plots o f the
Right object (in the presence of outliers)
(b) Quadratic error norm
Right object (in the presence of outliers)
(d) Absolute error norm
Right object (in the presence of outliers)
(f) Hampel error norm
space for different error norms
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(b) True Segmentation (c) Motion Segmentation
Figure 4.6: Two Objects sequence
For our next example we consider a sequence with two objects moving past a non-stationary 
background (Figure 4.6 (a)). The motion was artificially generated so that the exact motion 
parameters are known (Table 4.4). The background was subject to a change o f scale with the 
focus o f expansion FOE at (120,120) and scaling factor o f 0.98 and subsequently a translation 
by a vector (2.8,3.2). The first object was rotated (angle of rotation 0  = 10 degrees and centre 
o f rotation Rc = (150,114)) and translated (Tv = (0.4,1.2)). The second object was scaled 
(FO E  = (132,150), z = 0.92) and translated (Tv = (0.25,0.33)). An affine motion model was 
used. The motion segmentation was satisfactorily recovered (Fig. 4.6(c)) and motion parameters 
accurately estimated for each object (Table 4.4). An indirect proof for a good accuracy o f
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the recovered motion parameters is the successful motion segmentation. Alternatively, one may 
compute the ground truth displacement for each pixel and compare it to the displacement calculated 
using the recovered general motion parameters. The value o f the maximal displacement error for 
each object gives a good indication o f the estimate accuracy (Table 4.5).
/
Object Motion parameters
al a2 a3 a4 a5 a6
Background
Region
True Motion -0.020 0.000 5.00 0.0 -0.020 5.40
Estimate -0.020 0.000 5.00 0.0 -0.020 5.41
First
Region
True Motion -0.015 -0.173 20.57 0.173 -0.0151 -21.55
Estimate -0.014 -0.170 19.96 0.170 -0.014 -20.98
Second
Region
True Motion -0.080 -0.0 10.01 0.0 -0.080 11.53
Estimate -0.080 -0.000 10.05 -0.00 -0.080 11.60
Table 4.4: Ground truth and estimate o f motion parameters
Object Largest error at pixel location
Vx x y
Background 0.00 0.01 any from region
First region 0.26 -0.26 145 94
Second region -0.04 -0.07 any from region
Table 4.5: Maximal estimate errors for the Two Objects sequence
Figure 4.7(a-d) presents the segmentation probability maps. The probability values for each 
pixel are scaled by a factor o f 255 and are represented as greylevels; white regions correspond to 
high and dark regions to low probability values. Region with index zero has a special function - it 
corresponds to pixels that belong to uncovered or occluded parts o f the reference frame, or to pixels 
for which the motion estimate could not be recovered. This is a very useful piece o f information 
and it can be used, for example, to monitor the convergence o f the algorithm.
The results for the Two Objects sequence demonstrate that our algorithm can successfully cope 
with and accurately estimate complex, multiple motions.
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*• ^  *"*1 * % ei
(a) Confidence map tor unknown ^  Confidence map for Background 
region
(c) Confidence map for Region 1 (d) Confidence map for Region 2
Figure 4.7: Likelihood maps for the Two objects sequence
Finally we present an example o f motion estimation and segmentation from a complex real 
sequence. The sequence was acquired using a hand-held camera from a bridge over the A3 
highway. There are 11 objects (cars) in motion, and the background is not stationary due to the 
movements o f the camera. The frame size is 384 x 287 pixels. This sequence is relatively difficult 
because moving objects are small in size and exhibit small grey-level variations. In addition their 
motions are very similar (except for the car that travels in the opposite direction to the others). 
There are also some reflections from the car windscreens and, for unknown reasons, the greylevel 
o f the road lines is not preserved.
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Figure 4.8(b) shows the motion segmentation obtained by the algorithm employing the four 
parameter motion model. Estimated motion parameters, presented in table 4.8(c), are expressed 
with respect to a coordinate system placed in the top left comer o f the region o f interest (10,10) 
(here the region o f interest is defined as the entire frame less 10 pixels wide strip along edges). A  
van and a car in the front row are segmented as regions 3 and 5 respectively; however the four cars 
in the second row are all assigned to region 2. One plausible, but incorrect, interpretation o f this 
result is that vehicle velocities are similar, and it is therefore impossible (given the accuracy o f the 
method) to segment them as separate objects. A  careful examination o f the motion parameters o f 
the region 2, shows that motion parameters ax,a2 are different from zero, implying that there is 
an element o f rotation. Indeed, since the cars in the right lane (front view) drive faster, it appears 
that all four cars constitute one object that translates and simultaneously rotates slightly. Our 
algorithm, which uses complex motion model, exploits two extra degrees o f freedom (over the one 
using translational motion model) to describe the motions o f all four cars with one set o f general 
motion parameters.
To show this more clearly we applied a variant o f our algorithm employing purely translational 
motion model and we estimated the translational velocities o f each car (Figure 4.8(e) - right 
column). Then the translational velocity o f the centre o f gravity o f each vehicle w4s computed, 
using the general motion parameters from Figure 4.8(c). The values are placed in the left column 
in Figure 4.8(e). The comparison o f corresponding displacement values shows that the differences 
are very small. This confirms the thesis that algorithm found a good approximation o f multiple 
motions with a single global motion. Naturally, the algorithm cannot distinguish between objects 
as long as their motion is coherent with respect to the motion model employed. I f  segmentation 
is an important issue and some assumptions as to the type o f motions involved can be made the 
simplest suitable motion model should be used.
Arrows depicted on the image 4.8(d) show the displacement o f each vehicle. The analysis o f 
the displacement directions and values confirms the correct functioning o f the algorithm on this 
complex sequence.
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Region 4
i f
Region 6
Region 3
Region 2
Region 5
(a ) A3 Highway sequence 
reference frame
(b ) Motion segmentation for 
four parameter motion model
Region no al a2 a3 a4 Comments
1 0.000 0.000 -0.33 0.97 Background
2 0.008 -0.004 -2.80 1.83 Second row o f cars
3 0.012 0.000 -3.87 1.63 First row - van on the left
4 -0.004 0.004 1.18 0.32 Car driving in the oposite direction
5 0.010 0.001 -2.84 0.90 First row - car on the right
(c) Motion parameters recovered using four parameter general motion model
C ar
□
C a r  1
m
■  C a r  4
C a r  2
■  r
C a r  5
Car no
4 par am 
model
2param
model
1 vxvy
-3.38
4.33
-3.46
4.41
2
vx
vy
-1.48
3.62
-1.55
3.12
3 vxv y
-1.44
1.09
-1.73
1.62
4 V Xvy
-1.24
1.90
-0.88
1.83
5 vxv y
-0.59
1.50
-0.48
1.39
6 vxvy
1.02
0.43
1.22
0.22
(d ) Object segmentation based on
connected component analysis and (e) Comparison o f car displacements
motion estimation within region of interest estimated using 4 parameter motion
model and 2 parameter model.
Figure 4.8: Motion segmentation and model parameters for the Highway sequence
82 References
4 . 5  C o n c l u s i o n s
An approach to motion estimation and segmentation with dramatically improved robustness and 
accuracy has been proposed. This performance, which is significantly superior to methods em­
ploying least square estimators, is mainly due to the application of robust redescending kernels 
within the Hough Transform technique. Such a combination offers truly parallel segmentation and 
estimation. Consequently, the motion estimate can be based on all the coherently moving pixels 
belonging to an object, and yet remain unbiased by the motions of other objects. The algorithm 
can cope with multiple objects moving past a non-stationary background.
The algorithm is fast due to the use of multiresolution in both the parameter and image spaces. 
Moreover, the use of a multiresolution representation in image space increases the ability of the 
algorithm to cope with complex motions even when large displacements are involved and help 
the convergence. Any appropriate motion model can be used, depending on the application. Finally, 
a new segmentation strategy based on probabilistic decision theory is proposed. Experiments on 
both generated and real sequences shown significantly improved performance when compared to 
other existing approaches.
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Chapter 5
Robust local extraction of motion 
information
So far we have presented two distinct approaches to the motion analysis problem. The Robust 
Hough Transform approach performs parallel segmentation and estimation of motion within the 
entire image at one time. The second approach involves relaxation of the sparse and possibly 
incomplete local motion information, usually consisting of optic flow, within a multiresolution 
Markov random field based framework.
In the majority of existing approaches an optic flow field is computed from the optic-flow 
equation. However, it has been shown that such flows are very noisy and often exhibit gross errors 
in the vicinity of motion boundaries. Moreover, many algorithms are sensitive to deterioration of 
the input sequence quality and may fail on real-world sequences. In addition, optic flow alone 
is a very poor representation of the local (pixel) motion - it can not describe many common 
situations such as motion occlusion or transparency. Thus a better framework for the estimation 
of local motion and a better representation of motion are needed. This is particularly important 
for the success of "higher level algorithms" that use local motion as input, including the technique 
employing Markov Random field presented earlier.
In this chapter we develop a robust, low level motion estimator for the computation of local 
motion. The approach uses similar techniques as the global Robust Hough Transform, however, it 
is applied to small patches (blocks) of pixels. The locality of computations has several important 
implications and benefits the algorithm performance. In particular it allows us to extend the frame­
work so that other common events, such as change of illumination, occlusion, and transparency 
can be properly handled.
We perform extensive testing of the performance of the new framework and compare it with 
other commonly used methods. An interesting quantitative evaluation of existing methods on a set 
of artificial and real sequences was presented by Barron at al. [3], Although their work provides a
8 5
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direct comparison of several common algorithms, it does not give any indication of their robustness. 
By robustness we mean the resistance of the algorithms against the degradation in performance 
due to noise, multiple or complex motions or changes of illumination conditions. In this chapter 
we fill the information gap concerning the robustness of existing methods, by evaluating their 
performance on degraded or difficult sequences. This is important information, since it may be 
better to select a method with slightly worse but stable performance rather than a very good one 
which degrades quickly.
This chapter is organized as follows. The next section discusses the major premises behind the 
approach. The Local Robust-Hough Transform (LRHT) is developed in the following section. We 
also explain in more detail some important features of our method and illustrate how it copes with 
illumination changes, multiple motions and transparency. Different motion models are considered 
and algorithms are presented for each of them. Also, a confidence measure of the estimate is 
developed. Experimental results are presented in Section 5.3. We propose a set of benchmarks, 
which test robustness to noise, changes of illumination and behaviour on the motion boundaries. 
Several widely cited algorithms are tested including our Robust Hough Estimator. We selected 
the same set of algorithms that were examined by Barron, Fleet, Beauchemin and Burkitt [3], 
but we apply different tests. Our experiments complement their research by evaluating the effect 
on performance caused by noise and other factors. This piece of information is crucial, since the 
robustness of the algorithm is equally important to its "ideal case" performance. The chapter closes 
with a section offering concluding remarks.
5 . 1  P r e m i s e s  b e h i n d  o u r  a p p r o a c h
Let us recapitulate the conclusions drawn in the previous chapters. The problem with optic flow 
estimation originates from the fact that many assumptions about the world are violated in practice. 
Two main constraints are usually (explicitly or implicitly) used: data conservation and spatial 
consistency. The first one exploits the fact that the intensity structure of most regions is preserved 
in time. This assumption is clearly violated on motion boundaries and when shadows or specular 
reflections are present. It does not hold for occlusions and transparency effects. Camera noise or 
saturation are other examples of possible sequence distortions. Spatial coherence assumes that 
neighbouring pixels are likely to belong to the same object and should therefore undergo similar 
displacements. It is violated when multiple motions are present (on the motion boundaries) and 
when the motion involved cannot be described by the model used (for example when rotation is 
modelled as translation). The consequence of these violations are significant errors in the optic 
flow estimate.
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The major premise behind our approach is that in order to obtain a robust and accurate estimate, 
it has to be based on a patch of image. In principle there may be several motions present within a 
patch and motion of the patch may be complex (i.e. different from pure translation). We approach 
the problem from a classification point of view - we use the Hough Transform to segment the 
patch in parallel with estimation. Spatial coherence is therefore introduced on the lowest level in 
parallel to estimation. Also, an affine motion model and a four parameter one are applied instead of 
the purely translational one usually underpinning the optic flow computation. The four parameter 
model is capable of modelling rotation and change of scale in addition to translation. An affine 
model can also cope with some non-rigid body motions such as shear motion and rotation around 
the axis parallel to the image plane. Similarly as in the global Hough Transform method presented 
earlier, the robustness of the Local Hough Transform is further enhanced by the application of 
redescending error functions. Thus an outlier process rejects pixels where assumptions are violated.
An optic flow model is too simple to describe common situations like occlusions or trans­
parency. Yet these image events can and should be detected at the lowest level - directly from 
grey-level structure. Our algorithm can easily extract such information. In addition clues concern­
ing motion discontinuities can be extracted. That is why we propose to enhance the optic flow 
model by adding an auxiliary image with labels for occluded/uncovered regions or regions where 
a motion boundary may be present. This can substantially simplify and improve the higher level 
motion interpretation if attempted.
5.1.1 The benefits arising from  the local form ulation
It has been demonstrated before that the algorithm employing the globally Robust Hough Transform 
can successfully perform motion estimation and segmentation even for complex sequences. The 
question that arises is why should one use local formulation then? There are two important 
reasons. Firstly, in a global method it is impossible to model some local effects, for example 
changes of illumination. It is also difficult to benefit from spatial coherence that is present in the 
image. Secondly, when large regions are involved (e.g. comparable with the size of the image), 
the majority of pixels may ’over-vote’ a fraction of ’better informed’ pixels. For example, pixels 
in the middle of a region undergoing change of scale may deliver a sufficient support for motion 
parameters very close to the true one, by over-voting the pixels located on the boundaries. Pixels 
on the boundaries are in better position to vote, but the strength of their vote is the same as that of 
pixels in the middle and their population is smaller.
The local formulation does not suffer from these disadvantages. By extracting the estimate 
from a patch, we can model local effects including the changes of illumination. The number of 
objects present in the patch is likely to be small, so motion segmentation becomes easier and
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faster. The low-level motion information can be then postprocessed, for example by the MRF  
algorithm developed in Chapter 4. The anticipated benefits result from the fact that in such a 
paradigm it is possible to incorporate additional a priori knowledge into a postprocessing stage. 
The algorithm may utilise not only the local motion information, but also its quality measure 
and other important motion-related events (occlusion, motion boundary). These latter classes of 
information are essential to the success of postprocessing.
5.1.2 Relation to other approaches
The idea of motion estimation based on patches of image (blocks) is relatively old. A ll block- 
matching techniques and correlation based approaches employ it. In the majority of algorithms, a 
simple translational motion model is used. Below we briefly comment on several recent approaches 
that are of relevance to our method.
Szeliski and Coughlan [17, 16] have recently extended the standard correlation technique 
to complex flows. A  spline representation of flows is used, allowing for the estimation of the 
global affine flows and the flows resulting from perspective projection. The match (or correlation) 
criterion minimised here is SSD (Sum of Squared Differences). It was shown that such a formulation 
gives reliable estimates, especially when based on several consecutive frames. However, since 
minimisation of SSD corresponds to the LS estimation, it is non-robust and behaves poorly where 
multiple motions are present. This problem has been addressed in our method.
The use of Robust Estimators instead of the common least square estimator has been advocated 
by several authors [15, 4, 2]. An algorithm called constraint-line clustering for the estimation of 
the image flow velocity field has been presented by Schunck [15]. The algorithm is based on the 
image flow constraint equation 5.1 which relates the measurements of the normal component VN 
of the velocity field along a gradient line at an angle a to the local velocity field:
VN = £cos(a -  /3) (5.1)
where £(*, y) and /3(jc, y) are the speed and direction of motion. Constraint line clustering is based on 
the assumption that the motion within a block is translational. For every pixel in a neighbourhood, 
the intersection point fonned by the crossing of two constraint lines (one generated by the point and 
other by the centre pixel) is computed. The algorithm then finds the tightest interval that contains 
half of the intersection points. The algorithm informally uses several ideas from robust statistics. 
The criterion for selecting the interval containing 50% of intersections is like a 25% trimmed order 
statistics. The limitation of this approach is that it cannot be extended to more complex motions. 
It is also sensitive (non-robust) to errors in the coefficients of the constraint line defined by the 
center of the neighbourhood.
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Black and Anandan [4] proposed a robust formulation combined with a deterministic optimi­
sation scheme. They fit a piecewise continuous surface to local motion data (computed from the 
optic flow equation), by minimising a cost function that uses a robust kernel p for both the data 
conservation and spatial coherence terms:
+ v > '+ b) + A p(Wye -  LlII)] (5.2)
h N fl
In the above equation v* and vy denote the components of a pixel velocity y, Ix, Iy, It are partial 
derivatives of the image intensity function I with respect to x, y, t respectively, and Np is a neigh­
bourhood system centered at pixel/?. Unlike in the standard approach, where a quadratic function 
is applied, here the cost function p saturates, reducing or eliminating the influence of outliers. 
The line process is replaced by the detection of outliers in the spatial coherence term. Also the 
contribution to the estimate from pixels where the optic flow equation does not hold (occlusion, 
transparency, illumination changes) is reduced. Our approach is conceptually different. By adopt­
ing in our approach a majority voting approach, pixels interact with each other even when they are 
not direct neighbours. Thus coherence is imposed in a much stronger yet selective manner. Also 
our models explicitly incorporate complex motion model and changes of illumination conditions.
5 . 2  R o b u s t  E s t i m a t i o n  b a s e d  o n  r e g i o n s
Following the strategy outlined in the introduction, our aim is to develop a low-level module 
that can robustly extract the motion measurements from two grey-level frames. In addition to 
computation of the displacement estimate and its confidence, we would like to detect occlusion 
and have some initial warnings about the motion discontinuities. Most importantly the estimate 
should be robust to noise and changes of illumination. This section describes our approach in 
detail.
5.2.1 P re lim inary considerations
Let us examine the implications of the performance requirements that we preset. The most 
important feature of the estimator is its robustness to noise and illumination changes. It is clear 
that to achieve that, our estimate has to be region based. This creates three problems: 1) what is 
the optimal region size ?; 2) how to deal with several objects within the region ?; 3) what motion 
model should be used? In principle, the larger the block size, the greater the estimate robustness. 
The disadvantage of having a large block size is that it is more likely to have several moving 
objects within the block. Therefore we have to adopt an approach which will explicitly cope with 
multiple objects, preferably by performing segmentation and estimation in parallel. Also a larger
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block size increases the probability of motions more complex than pure translation being present 
in the patch, and this fact has to be reflected in the motion model used. In Chapter 4 and in [5, 6] 
we have presented a global algorithm for parallel motion estimation and segmentation. Here we 
develop a region (block) based estimator, employing similar techniques [7].
5.2.2 Application  o f the H ou gh  Transform
The theory behind the Local Hough Transform is very similar to the one employed in the global 
approach, the major difference being that the votes are accumulated from a patch (block) 91 in the 
image, rather than from the entire reference frame. Since the estimate is based on a relatively small 
region, it has become possible to explicitly model changes of illumination. It is assumed that the 
illumination change is uniform within the patch 91. The transformed pixel difference can be now 
expressed as:
e(a,p) = Il(p)-(I0(p') + IA) (5.3)
where I0(p) and Ix(p ') are the grey-level intensities at pixel location p and p ' in the reference 
and consecutive frame respectively and IA is the change of pixel grey-level due to illumination 
changes. IA is constant for a given patch 91 but may differ between patches. Pixel positions p and 
p ' are constrained by the motion model Tc±: p TJp). For each pixel p (except for uncovered 
or occluded pixels) one can find a displacement vector dp = (dx, dy) such that p'-p + dp. For the
translational model, displacement dp is constant for all pixels (does not depend on pixel location
in the image (x, y))
dp = (ax,a2) (5.4)
Li case of a four parameter motion model (eq. 5.5) or a full affine motion model (eq. 5.6) it is a 
function of the position of a pixel in the region 91.
dp = (axx — a2y + a3, a2x + axy + a4) (5.5)
dp =  (ax x + a2y + a3, a4x + a5y + a6) (5.6)
In our implementation regions of rectangular shape are used, and the reference coordinate system 
is placed in the center of each block (Figure 5.1). However regions may have any arbitrary shape 
and may partially overlap.
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As in the Global Hough Transform, the support h from pixel p for a motion vector a is defined 
by a redescending kernel function p( ):
h(a,p) - p(e(a,p)) (5.7)
H(%s) = £p(f(£.j6>)) (5.8)
/>e9!
Eq. (5.8) expresses the total amount of support H(% a) received by the motion vector a from the 
region The estimate of the block motion(s) is recovered from the position of the maximum in 
the multidimensional motion parameter space H.
The values of motion parameters are computed using the steepest descent technique on a 
discrete grid. As the algorithm was explained in Chapter 4, we just briefly recall the main ideas 
below. The iteration process starts with the motion parameters set to values corresponding to a 
stationary state. For a translational or affine motion model, that corresponds to all the components 
of the motion vector being set to zero. Next, the components of the motion vector are updated 
depending on the value of partial derivatives and current resolution in the parameter space, i.e.
dH(%a) _ v  ^dp(e) de(a,p)
da{ y  de dat { }1 />e9l '
Let us explicitly show the solution to the above equation for two different motion models and 
two kernels. Partial derivatives of the kernel function dp(e)/de specify (by definition) the influence 
function VF. We also express de(a,p) / dat in terms of image intensity gradients as
de(a,p) 
d a i  
d h i T f p ) )  
d a j
d h i T J p ) )
dat
dhjpfdx' | dlx(pf)dyf 
dx' dai dy' dai
(5.10)
(5.11)
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First we consider the translational motion model and a quadratic kernel p ( ). This kernel 
corresponds to the Least Square (LS ) estimate. The following equations hold:
(5.12)
(5.13)
¥ (€ ) = 2e
dh(p') dh(p ')
dax dx
dh(p') dll ip ')
da2 dy (5.14)
Thus we obtain:
«  =  e _ 2 £ ^ i i  ( 5 . 1 5 )
da\ dx
a m M  =  E _ 2 e ^ L >  ( 5 . 1 6 )
For the four parameter motion model (eq.5.5) partial derivatives dl\(p ') / da, may be expressed as 
follows:
+ (5,17)
oCL\ dx dy
dl\(p ') 0 / iO ') dL(p ')w  w  -y + (5.18)da2 dx dy
d l \ ( p  ) =  d h ( p  0  
da3 dx
dix(p o a/,(pO
< 9 a 4  d y
And the derivatives of the support function H are:
(5.19)
(5.20)
dH(% g ) ^  ^ i (P  0 , dhip') \ /e ^  x
=  g - * e ) N r l + - * v  ( 5 -2 1 )
■ =  S - , r t £ ) r - a r y + - * r - x j  ( 5 -2 2 )
»  =  E W ^ t i  ( 5 . 2 3 )
da3 £ *
=  E - « t ) ( ^ )  ( 5 . 2 4 )0«4 ££ \  dy J
Let us assume for the moment that illumination is constant and therefore gray level values I0(p) 
and l\(p ') should be similar (they will not be equal because of noise, quantization errors etc.). 
Error measure H is defined as the sum of the pixel contributions, each contribution being a function 
p(e) of a residual error e. If there is more than one moving object within the block, or there are
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occluded 01* uncovered pixels, the residual errors for such pixels are large. The idea here is to 
"estimate" the spread of the errors (so called scale) and scale down (or reject) contributions from 
pixels with larger residual errors. A  median absolute deviation (M A D ) scale estimate is commonly 
used:
s(a) =  1.4826 median (|e(dj) — median(e(dj))|) . (5.25)
Several robust redescending functions were proposed in the literature [9], and their choice is 
not critical. In our experiments we used Hampel (1,2,2) kernel. Naturally, the scale estimate s 
has to be recomputed after each update of estimate a. Below we present our Single Resolution 
Robust Estimation algorithm and a complete Multiresolution Robust Algorithm. Both algorithms 
use mask M  as input; by setting the mask elements we can exclude some pixels from estimation. 
This is useful when multiple motions are present and the motion parameters of all objects are to 
be recovered within a block. The most prominent object is recovered in the first pass, then the 
estimation can be repeated just for outliers, to recover the motion of remaining object(s).
Single Resolution Robust Estimation__________________________________________________
Inp u t: G au ss -sm o o th ed  p a i r  o f  fra m e s  F q,F \
B in a r y  mask M
I n i t i a l  m o tio n  e s t im a te  a0
H o u g h -s p a c e  g r i d  r e s o lu t i o n
Output: M o tio n  p a ra m e te rs  o f  th e  m a jo r  o b je c t
M o tio n  s e g m e n ta t io n  map 
O u t l i e r  map
M ethod:
I n i t i a l i s e  t r a n s f o r m a t io n  v e c t o r  a - oq 
repeat
Com pute p a r t i a l  d e r iv a t iv e s  d H  / dat f o r  unm asked p ix e l s  
Com pute r e s i d u a l  e r r o r s  and  s c a le  e s t im a te  s 
U p d a te  th e  v a lu e  o f  a  i n  th e  d i r e c t i o n  o f  g r a d ie n t  
R e c o rd  v e c t o r  a  and  c o r re s p o n d in g  s u p p o rt  
until p a th  r e t r a c e s
Scan re c o rd s  and s e le c t  th e  m o tio n  v e c t o r  a  t h a t  e n jo y s  
th e  s t r o n g e s t  s u p p o r t
Com pute and o u tp u t  m o tio n  s e g m e n ta t io n  map 
O u tp u t o u t l i e r  map
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Multiresolution Robust Algorithm____________________________________________________
Input: Gauss P y ra m id  o f  sequen ces
M ask im age M  (c o r r e s p o n d in g  to  f i n e r  r e s o lu t i o n )
Output: M o t io n  p a ra m e te r s  ( t r a n s f o r m a t io n  v e c t o r )  a
P ix e ls  n o t  s u p p o r t in g  m o tio n  w i t h  p a ra m e te r  a
M ethod:
S e t t r a n s f o r m a t io n  v e c t o r  to  z e ro  a = 0 
S e t im age r e s o lu t i o n  to  c o a rs e
w hile  im age r e s o lu t i o n  i s  c o a r s e r  o r  e q u a l t o  f i n e  r e s o lu t i o n  repeat 
S e t c o a r s e r  g r i d  f o r  c u r r e n t  im age r e s o lu t i o n
w hile  g r i d  i s  c o a r s e r  th a n  f i n e  g r i d  a t  c u r r e n t  im age r e s o lu t i o n  repeat 
Do ROBUST ESTIM ATION and u p d a te  a  
S e le c t  f i n e r  g r i d  
end w hile
S e le c t  f i n e r  im a g e _ r e s o lu t io n
T ra n s fo rm  c u r r e n t  t r a n s f o r m a t io n  v e c t o r  a  to  f i n e r  r e s o lu t i o n  
end w hile
Segm ent p i x e l s  t h a t  do n o t  s u p p o r t  e s t im a te d  m o tio n
The Multiresolution Robust Algorithm outlined above can cope with multiple objects within 
the block of interest.
Let us consider now what happens when the illumination changes. Since the block size is 
relatively small (in practice we used blocks of sizes between 3 and 21 pixels) the assumption that 
the change of illumination within a block is uniform seems reasonable. Its value, /A, is unknown 
and has to be computed during the estimation. It is estimated as the median of transformed frame 
difference, computed only for pixels that are considered inliers, at a given iteration. /A is updated 
after eveiy iteration.
/A = median{Ix(p) -  Io(p')} (5.26)
The scale is computed from the illumination-change compensated residual errors and therefore it 
remains unaffected by such changes.
h(a,p) - p (e(a,p)). (5.27)
Experiments proved that such a formulation is robust to illumination changes.
5.2.3 A  m easure o f the estimate accuracy
It is important, for a number of reasons, to define an estimate quality measure. Firstly, such a confi­
dence measure is useful at a postprocessing stage, where estimates with higher confidence measures 
should influence regularization (interpretation) more than the uncertain ones. The postprocessing 
may consist of a simple thresholding, or more complex analysis. Secondly, a confidence measure
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provides a means for monitoring experimental results and therefore can confirm that the framework 
describes the phenomena sufficiently well.
In our formulation two different confidence measures are defined. The first one reflects the 
properties of the region under estimation, that is how much greylevel structure the region exhibits. 
It is computed before the estimation process, solely from the reference frame. At this stage, 
aperture problems are detected and some regions may be excluded from further processing on the 
grounds that the greylevel structure is too uniform to estimate motion reliably. This confidence 
factor is based on the assumption that the accuracy of the estimate depends on how sharp and high 
is the maximum of the support function H. The sharpness of the function H may be expressed by 
partial derivatives of function H. For an n-dimensional motion model the confidence measure C  is 
an n x n matrix with elements cy defined as:
dH dH
c »  =  ^  ( 5 -2 8 )
Please note that here we are matching region 91 with itself (just one frame is needed) so there is 
no need to reject outliers and the absolute value function can be used as a kernel p. If there is a 
motion boundary within a block (this fact is detected during estimation) two confidence matrices 
should be computed, each for one region.
Figure 5.2 shows three examples of regions and the corresponding support functions for the 
translational motion model. In the first case, the reference block (see Figure 5.2(a)) hardly shows 
any grey-level structure thus exhibiting an aperture problem. Naturally, the estimate for this region 
is very unsure, and this is reflected in the confidence matrix C\ (see Table 5.1). Both eigenvalues 
computed for C { have relatively small values: el\ =114 and e2, = 37.
The image block shown in Figure 5.2(c) contains an intensity ridge and is an example of 
a one dimensional aperture problem. Our expectation is that the estimate of the displacement 
perpendicular to the ridge has high confidence, whereas displacement along the ridge has low one. 
This is reflected in the eigenvalues: el x = 57770 and e2x = 1053. The relatively large value of el / 
means that the estimate of displacement in the corresponding direction (defined by the eigenvector 
vl i , perpendicular the the ridge) has high confidence. As anticipated, the estimate of displacement 
in the direction defined by the second eigenvector v2j is not reliable.
Finally, region 5.2(e) exhibits a complex grey-level structure. The support function has 
one nicely shaped maximum. The confidence matrix C3 and its eigenvalues (el3 =  98146 and 
e2x =  27553) show that the estimate derived from this region should be reliable.
96 Chapter 5: Robust local extraction of motion information
(b ) Support Function
(c )  R e fe ren ce  b lock (d ) Support Function
(e )  R e fe ren ce b lock ( f )  Support Function
Figure 5.2: Examples of regions exhibiting different aperture problems and corresponding support 
functions
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C o n f i d e n c e  M a t r i x E i g e n v a l u e s E i g e n v e c t o r s
R e g i o n c n C l 2 c 2 2 e i e 2 V l v 2
F i r s t 0 . 1 6 0 . 0 1 0 . 5 1 1 1 4 3 7 ( 0 . 9 9 ,  - 0 . 0 1 ) ( 0 . 0 1 ,  0 . 9 9 )
S e c o n d 2 1 2 . 6 5 - 9 5 . 7 7 4 8 . 7 8 5 7 7 7 0 1 0 5 3 ( 0 . 4 1 ,  0 . 9 0 ) ( 0 . 9 0  , - 0 . 4 1 )
T h i r d 4 2 6 . 3 4 - 5 4 . 7 5 1 3 2 . 3 2 2 7 5 5 3 9 8 1 4 6 ( 0 . 1 7 , 0 . 9 8 ) ( 0 . 9 8 , - 0 . 1 7 )
T a b l e  5 . 1 :  C o e f f i c i e n t s  o f  t h e  c o n f i d e n c e  m a t r i c e s ,  e i g e n v a l u e s  a n d  e i g e n v e c t o r s
A  s e c o n d ,  s c a l a r  c o n f i d e n c e  m e a s u r e  i s  d e r i v e d  f r o m  t h e  v a l u e  o f  t h e  s u p p o r t  f o r  e s t i m a t e  a  
( o r  t h e  m i n i m a l  v a l u e  o f  t h e  f u n c t i o n  t h a t  t h e  a l g o r i t h m  m i n i m i s e s ) .  W e a k  s u p p o r t  s u g g e s t s  t h a t  
e i t h e r  t h e  a l g o r i t h m  f a i l e d  t o  c o n v e r g e  ( f o r  e x a m p l e  t h e  r a n g e  o f  m o t i o n  w a s  t o o  l a r g e ) ,  o r  t h e  
r e g i o n  i s  o c c l u d e d  o r  u n c o v e r e d .  T h e  t h r e s h o l d  d i v i d i n g  s t r o n g  a n d  w e a k  s u p p o r t  m a y  d e p e n d  o n  
t h e  s e q u e n c e ,  p a r t i c u l a r l y  o n  t h e  l e v e l  o f  n o i s e .  H o w e v e r ,  s i n c e  t h e  a l g o r i t h m  i s  a p p l i e d  t o  a  l a r g e  
n u m b e r  o f  b l o c k s ,  o n e  c a n  u s e  s t a t i s t i c a l  m e t h o d s  t o  d e c i d e  w h a t  s u p p o r t  i s  " a v e r a g e "  a n d  w h i c h  
i s  w e a k .
5 . 3  E x p e r i m e n t a l  e v a l u a t i o n  o f  p e r f o r m a n c e
T h e  f o l l o w i n g  a s p e c t s  o f  t h e  a l g o r i t h m  p e r f o r m a n c e  h a v e  b e e n  e v a l u a t e d :
( a ) ,  t h e  e s t i m a t e  a c c u r a c y  f o r  d i f f e r e n t  t y p e s  o f  m o t i o n  ( t r a n s l a t i o n ,  r o t a t i o n )
( b ) .  t h e  e s t i m a t e  r o b u s t n e s s  t o  n o i s e ;
( c ) .  t h e  r o b u s t n e s s  t o  m u l t i p l e  m o t i o n s  w i t h i n  a  w i n d o w .
5.3.1 A n g u la r  m easure o f  the estimate accuracy
F o l l o w i n g  [ 1 0 ]  w e  u s e  a n  a n g u l a r  m e a s u r e  o f  e r r o r .  I f  t h e  t r u e  p i x e l  d i s p l a c e m e n t  v e c t o r  a n d  i t s  
e s t i m a t e  a r e  rf =  (ex, ey) a n d  rf =  (tx, ty) r e s p e c t i v e l y  t h e n  t h e  a n g u l a r  m e a s u r e  o f  t h e  e s t i m a t e  e r r o r  
t ; ( d c , d t )  i s  d e f i n e d  a s  a n  a n g l e  b e t w e e n  t w o  3 D  v e c t o r s :  yj_ =  (tx,ty, 1 )  a n d  V 2 =  (cx,ey, 1 ) .  T h i s  
a n g l e  i s  e x p r e s s e d  i n  d e g r e e s  a n d  c a n  b e  c o m p u t e d  u s i n g  a  s i m p l e  f o r m u l a :
C tyCx + tvev +  1
£  =  a r c c o s  — =  y .- ...- ...... =. ( 5 . 2 9 )y/t*+t* + ly/4 + e* + l
I n  o r d e r  t o  v i s u a l i s e  h o w  s e n s i t i v e  t h i s  e r r o r  m e a s u r e  i s  t o  t h e  m a g n i t u d e  a n d  a n g l e  e s t i m a t e  e r r o r s ,  
t w o  g r a p h s  a r e  p r e s e n t e d  i n  F i g u r e  5 . 3 .  T h e  l e f t  o n e  ( a )  s h o w s  t h e  s h a p e  o f  t h e  a n g u l a r '  e r r o r  
s u r f a c e ;  t h e  a r g u m e n t s  h e r e  a r e :  t h e  a n g l e  b e t w e e n  t h e  t r u e  a n d  e s t i m a t e d  d i s p l a c e m e n t  v e c t o r s  
d g ,  J  ( x - a x i s ) ;  a n d  t h e  r e l a t i v e  m a g n i t u d e  e r r o r  o f  t h e  e s t i m a t e  ( | \ d f \  \ —  \\df\ |) / 1 \ d f  | ( y - a x i s ) .  M o s t
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algorithms can estimate optic flow with an average angular error below 8 degrees; the right graph 
depicts the contour plot of the angular error surface for error values below that level. The first 
circular contour in the centre corresponds to an angular error of 0.3 degree with each next concentric 
contour increasing the error value by 0.3 degree. Each tick on the x-axis corresponds to relative 
magnitude error of 0.05 (that is an error of 0.05 pixel in magnitude for the true displacement of 1 
pixel) and each tick on the y-axis corresponds to an angular error of 1 degree. Examination of this 
graph shows that in order to reduce the angular error below a value of 0.3 degree, the magnitudes 
of pixel displacements must be estimated to a relative accuracy of 0.025 and the displacement 
directions to an accuracy greater than 1 degree!
(a ) Surface dep icting  the angular error measure
(b ) Contour p lo t o f  the angular error measure fo r  
sm all errors
Figure 5.3: Visualisation of the angular error measure
5.3.2 The accuracy o f optic flow  estimated by  L R H T
To evaluate the accuracy of the estimate we tested the performance of the method on standard test 
sequences used by Barron at al. 1 Other common techniques were also tested, the set included 
instances of differential methods (Horn and Schunck [12]), region-based matching (Lucas and 
Kanade [14], Anandan [1], Uras [18]) and phase-based matching (Heeger [11], Fleet [10]). The 
algorithms were implemented by Barron, Fleet, Beauchemin and Burkitt.
'T h e  help o f  J. F lee t in obtaining testing sequences and im plem entation o f  the algorithm s is gratefu lly  ackn ow ledged .
A n g u l a r  e r r o r  m e a s u r e
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The sequences Translating Tree and Diverging Tree simulate translational camera motion 
with respect to a textured planar surface (Figure 5.4(a)). In the Translating Tree sequence, the 
camera moves normal to its line of sight (Figure 5.4(b)). Velocities in the image plane are 
(1.73,0.0) to (2.3,0.0). In the Diverging Tree sequence, the camera moves along its line of sight 
(Figure 5.4(c)) and the focus of expansion is located in the center of image.
(a ) R e fe ren ce fram e from  the Translating 
and D iverg in g  T ree sequences
(b ) True optical flow  fo r  Translating T ree  (c ) True optical flow  fo r  D iverg in g  T ree
Figure 5.4: Reference frame and true optic flows for Translating and Diverging Tree
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The Yosemite is a more complex test sequence generated by Lynn Quam using his texture- 
mapping algorithm applied to an aerial photograph (Figure 5.5(a-b)). There is significant occlusion 
and temporal aliasing. The clouds move independently from the terrain.
(a ) R e fe ren ce  fram e - the Yosem ite sequence (b ) True optical flow  fo r  the Yosem ite  sequence
Figure 5.5: Reference frame and the true optic flow for the Yosemite sequence
Tables 5.2, 5.3 and 5.4 give the quantitative results for three sequences: the Translating Tree, 
the Diverging Tree and the Yosemite respectively. Each table is split into two parts - the upper one 
shows performance for a set of algorithms that provided dense optic flows (100%) and the lower 
one compares sparse flows, obtained by removing estimates with low confidence. Our algorithm is 
referenced as LRHT for Local Robust Hough Transform. The following set of run-time parameters 
was used:
• input frames are smoothed with a Gaussian filter - spatial extent c  = 2
• block size used for estimation has bs = 15 pixels, (255 pixels in patch)
• blocks overlap:
-  non-overlapping blocks (N O B )
-  partially overlapping blocks (POB) - in this particular experiment block centres are 
displaced by 3 pixels.
• optic flow thresholding based on confidence measure
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-  no thresholding
-  thresholding
Technique Average Error Standard Deviation Density
Horn and Schunck 33.40 16.46 100%
Uras (unthresholded) 12.48 17.52 100%
Anandan 4.54 2.98 100%
~ L R H T  (unthresholded) 0.31 0.22 100%
Heeger 4.79 2.39 13.8%
Lucas and Kanade (/L > 1.0) 1.75 1.43 40.8%
Fleet and Jepson (t = 1.25) 0.36 0.41 76%
L R H T  (unthresholded,NOB) 0.31 0.22 100%
LR H T  (thresholded,NOB) 0.27 0.17 79.1%
Table 5.2: A  comparison of the estimate accuracy for the Translating Tree sequence
j Technique Average Error Standard Deviation Density
i Horn and Schunck 9.85 8.86 100%
} Anandan 8.23 6.17 100%
| Uras (unthresholded) 6.51 7.00 100%
| L R H T  (unthresholded,NOB) 2.76 2.49 100%
Heeger 4.95 3.09 73.8%
Lucas and Kanade (Aa >  1.0) 3.05 2.53 49.4%
Fleet and Jepson ( t =  2.50) 1.24 0.72 63.4%
Fleet and Jepson ( t = 1.25) 1.08 0.52 49.4%
LRHT(thresholded,NOB) 2.08 1.31 65.4%
Table 5.3: A  comparison of the estimate accuracy for the Diverging Tree sequence
As the tables show, the estimate provided by the LRHT is very accurate. On the Translating 
Tree sequence our algorithm outperforms all other techniques, even though we just use two frames 
from the sequence. LRHT rated as the second best for the Diverging Tree sequence, slightly after 
Fleet and Jepson, however LRHT was the best from a sub-group providing 100% dense flows. 
Finally, on the most complex Yosemite sequence, LRHT works particularly well, outperforming all 
other techniques by a large margin. Note that LRHT provides a raw low-level estimate without any 
post-processing and results could be improved even further by postprocessing (e.g. smoothing). 
An important fact is that LRHT provides reliable estimates even when the required flow density is
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equal to 100%, whereas some other techniques are forced to reject some less reliable estimates in 
order to achieve good performance.
Technique Average Error Standard Deviation Density
Horn and Schunck (original) 31.69 31.18 100%
Singh (Step 1, n=2, w=2) 15.28 19.61 100%
Anandan 13.36 15.64 100%
Singh (Step 2, n=2, w=2) 10.44 13.94 100%
Horn and Schunck (modified) 9.78 16.19 100%
Uras (unthresholded) 8.94 15.61 100%
L R H T  (unthresholded) 7.74 14.73 100%
Heeger 11.93 23.16 44.8%
Nagel (|| V/|| > =  5.0) 6.06 12.02 32.9%
Horn and Schunck (modified,11V 7|| > =  5.0) 5.59 11.52 32.9%
Lucas and Kanade (A2 >  1.0) 4.28 11.41 35.1%
Fleet and Jepson (t = 1.25) 5.28 14.34 30.6%
LRHT(thresholded, NO B ) 3.54 6.39 31.4%
LRHT(thresholded, POB) 2.88 6.17 32.6%
Table 5 . 4 :  A  comparison of the estimate accuracy for the Y o s e m i t e  sequence
5.3.3 Estim ate quality m easure
In order to verify the estimate quality measure, the following simple experiment has been per­
formed. Optic flow computed from the Translating Tree sequence has been thresholded using 
several threshold values. The estimate accuracy has been plotted versus corresponding estimate 
density (Figure 5.6). As expected, the decrease in flow density is accompanied by improving 
estimate accuracy.
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Estimate accuracy
Translating Tree sequence
Figure 5.6: Estimate accuracy as a function of estimate density 
5.3.4 Robustness to noise
Many real-word sequences, acquired outdoors with standard video equipment, have a substantial 
amount of additive noise present. Noise levels with peak-to-peak amplitudes of 15 grey levels or 
more are not uncommon. It is therefore reasonable to expect algorithms to cope with such image 
degradation. Despite that, no comprehensive evaluation of the robustness of various algorithms 
has been reported. The tests reported here fill this information gap.
To test the robustness we add zero mean Gaussian noise with standard deviation of one to nine 
greylevels. Naturally, the tails of the distribution are truncated due to a limited range of greylevels 
(255). Then we evaluate the degradation of the performance caused by noise. Graphs 5.7 and 
5.8 present the optic flow accuracy as a function of noise for a set of algorithms. A  Gaussian 
smoothing filter of similar spatial extent is used for each algorithm.
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Robustness to noise
A ngu la r e rro r as a function  o f no ise
Noise S T D
(a ) Translating T re e  sequence 
Figure 5.7: Estimate accuracy as a function of noise for the Translating Tree sequence
The graphs show that the performance of the group of algorithms (Anandan, Singh, Fleet) 
rapidly deteriorates with noise. A  more robust group consists of Lucas, Horn, Uras and Robust 
Hough. In the presence of noise the LRHT algorithm out-performs other algorithms on the 
Translating Tree sequence and is second best (slightly after Lucas) on the Diverging Tree sequence. 
It is noteworthy that unlike other algorithms LRHT has spatial support of two frames only and that 
no post-processing was used.
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Robustness to noise
A ng u la r e rro r as a function  of noise
Noise S T D
(a ) D iverg in g  T re e  sequence
Figure 5.8: Estimate accuracy as a function of noise for the D i v e r g i n g  T r e e  sequence
Optic flows estimated for the Translating Tree sequence, with noise added to each frame (zero 
mean and standard deviation equal 9), are presented in Figures 5.9(a-d) and 5.10(a-d). A ll flows 
shown in Figure 5.9 have 100% density while ones depicted in Fig. 5.10 convey only a subset 
of vectors with higher confidence. The densities of thresholded flows are 74% for LRHT and 
43%, 53%, 56% for Lucas, Fleet and Horn respectively. A  similar comparison for the sequence 
involving diverging patterns is displayed in Figures 5.11 and 5.12. A  subjective examination of the 
flow fields confirms that the LRHT method provides dense and accurate estimates, significantly 
superior to other examined methods.
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(a) Local Robust Hough Transf. (LRHT) (b) Anandan
(c) Uras (d) Singh
Figure 5.9: Optic flow extracted from the noisy sequence (1) - Translating Tree
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(a) Local Robust Hough Transf. (LRHT) 
thresholded (b) Lucas
(c) Fleet (d) Horn
Figure 5.9: Optic flow extracted from the noisy sequence (2) - Translating Tree
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(a) Local Robust Hough Transf. (LRHT) (b) Anandan
(c) Uras (d) Singh
F i g u r e  5.10: O p t i c  f l o w  e x t r a c t e d  f r o m  t h e  n o i s y  s e q u e n c e  (1) - Diverging Tree
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(a) Local Robust Hough Transf. (LRHT) (b) Lucas
(c) Fleet (d) Horn
Figure 5.11: Optic flow extracted from the noisy sequence (2) - Diverging Tree
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5.3.5 Para lle l segmentation and estimation
Since our estimate is derived from a region, it is essential that the algorithm can cope with multiple 
motions. This is achieved by segmentation of outliers simultaneously with estimation. Outliers 
also include pixels that potentially belong to object(s) moving with different motion parameters 
to the ones the algorithm is converging to. To show in detail how the algorithm works in such a 
case, a region of interest was placed on a motion boundary (Figure 5.12(a-b)). Thus, there are two 
objects moving with different translations within the block where the estimation takes place. They 
are referred to as left and right object, depending on the location with respect to the vertical motion 
boundary. Figure 5.3.5 shows how the absolute transformed frame difference (TFD ) image and the 
outlier map changes as a function of iteration number. The outlier process marks in black colour 
all pixels that are considered as outliers at a given iteration. The values of the scale parameter are 
also displayed. During the iteration process (as we move from top to bottom) more pixels from 
the right object are excluded from the estimation, whereas a substantial majority from the left one 
contribute to the estimation. At the same time, the absolute values of the TFD image approach zero 
for the left object, which signifies that the algorithm is converging to the moving parameters of the 
left object. The scale parameter is monotonically decreasing, causing more pixels to be rejected. 
Finally, in iteration number 15, nearly all pixels from the right object were excluded from voting, 
thus ensuring an unbiased estimate for the left region.
(a) (b)
Figure 5.12: A  block of interest (70 x 70 pixels)(b) placed on a motion boundary (a)
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T r a n s f o r m e d  
F r a m e  D i f f .
O u t l i e r
P r o c e s s
I t e r a t i o n  S c a l e
1 = 1  s = 1 6 . 7
1  =  2  s = 1 4 . 7
1  =  3  s = 1 2 . 8
I  =  5  s = 6 . 8
I  =  8  s = 5 . 9
I  =  9  s = 4 . 0
1 = 1 5  s = 3 . 1
Figure 5.13: Simultaneous Estimation and Outliers Rejection
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5.3.6 Preservation o f motion discontinuities
Figure 5.14 shows optic flows recovered from a region placed on motion boundary (c-h) from 
the Yosemite sequence. A  motion boundary crosses the block of interest (marked white on the 
reference frame (a)) horizontally, roughly in the middle. In the block, clouds are moving to the 
right and mountains to the left. Only the flow estimates recovered by Uras and LRHT algorithms 
suggest that there is a motion boundary.
(a )  R e f  fram e (b )  Correct f lo w
(0  Anandan (g ) Horn (h ) L R H T
Figure 5.14: Estimate of the optic flow on motion boundary
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5.3.7 Com putational complexity
Low computational complexity may not be the most important feature of an algorithm, but given 
two algorithms with equal performance one would select the faster one. In some cases, when real 
or near-to-real time performance is required, this feature may become as important as performance. 
Below we present a sample of execution times for the tested algorithms in Table 5.5. It is clear that 
the LRHT algorithm is the fastest one. When non-overlapping window is used, the LRHT is more 
then 3 times faster then the second best (Lucas and Kanade) and over 250 times faster then Fleet 
and Jepson. If partially overlapping window is used, LRHT is still relatively fast. However, since 
this variant does not produce significantly better accuracy, a non-overlapping window should be 
used in most applications.
L R H T
NOB
Lucas
and
Kanade
Uras L R H T
POB
Horn
and
Schunck
Anandan
Fleet
and
Jepson
0 : 0 7 0:23 0:38 3:02 8:00 8:12 30:02
Execution time [minutes:seconds] on SPARC 5 
Table 5.5: Sample execution times for the T r a n s l a t i n g  T r e e  sequence (150x150 pixels).
The conclusion is that, when low computational complexity is an issue, the LRHT beats other 
algorithms by a wide margin. There are three main reasons for this computational efficiency. 
Firstly, the application of a multiresolution, grid-based search technique renders the search in 
multidimensional Hough space extremely efficient. Secondly, the use of a complex motion model 
makes it possible to use a non-overlapping window without compromising the estimate accuracy. 
Finally, the application of robust kernels helps fast convergence.
5.3.8 R eal im age sequences
The algorithm was also tested on real sequences where exact motion is unknown. In the N A SA  
sequence the camera moves forward in a rigid scene (Figure 5.15(a)). There is significant aliasing 
effect present in the scene. The recovered optic flow, depicted in Figure 5.17(b), seems quite 
reasonable. For the purpose of comparison, the optic flows computed using other techniques are 
depicted in Figures 5.15(c-d) and 5.15(b-d). In Figure 5.17(a-b) we show the reference frame and 
optic flow estimates (LRHT) for the SRI sequence.
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(a) Reference frame - NASA (b) Local Robust Hough Trans.
/
/
-
* » - \ *•
r ' '  '  1 ; • - . « \
/ • • • . v ✓ « ✓ /
/ '  4 4 1 * ✓ / "
i / *11 I t i \ * / / ' v \
J 1
\
\
/  /
/
\
(c) Horn (d) Lucas
Figure 5.15: Flows computed for the NASA sequence (1)
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(a) Local Robust Hough Trans. (b) Horn
(c) Lucas (d) Uras
Figure 5.16: Flows computed for the NASA sequence (2)
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(b ) O ptic flow  - SR I 
Figure 5.17: Flow computed for the SRI sequence
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5 . 4  C o n c l u s i o n
This chapter presented a novel method for the extraction of local motion information from image 
sequences. Our approach delivers excellent estimate accuracy, when compared to other existing 
methods. Moreover, it offers a substantial reduction in computational expense and thus is well 
suited for near-real or real-time applications. A  special emphasis was placed on the robustness 
to effects common to real-world sequences, such as noise, changes of illumination and multiple 
complex motions. It was shown that for some existing algorithms estimate accuracy deteriorates 
very fast with image degradation. However, the proposed algorithm proved to be very robust. 
A  family of motion models was implemented, from a pure translational one to an affine model. 
The main objective for the algorithm presented here is to provide local motion information for a 
complex post-processing algorithm. Such postprocessing stage should also incorporate a priori 
knowledge about scene and motion and other motion-relevant image clues. The LRHT algorithm 
provides additional information that may be crucial for the success of such post-processing. It 
includes clues relating to the possible existence of motion boundaries and the accuracy of estimate. 
The algorithm can also facilitate the detection of occluded and uncovered regions. To recapitulate, 
the Local Random Hough Transform (LRHT) algorithm seems to be well- suited for applications 
requiring fast and robust estimation of local motion. However, in order to benefit fully from 
this design, further research on real-time implementation (perhaps in the form of a VLSI chip) is 
needed.
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Chapter 6
Conclusions
T h i s  c h a p t e r  a t t e m p t s  t o  r e c a p i t u l a t e  t h e  a d v a n c e s  i n  t h e  s t a t e - o f - t h e - a r t  i n  2 D  m o t i o n  e s t i m a t i o n  
a n d  s e g m e n t a t i o n  t h a t  h a v e  b e e n  m a d e  d u r i n g  t h e  c o u r s e  o f  r e s e a r c h .  M a n y  a s p e c t s  o f  t h e  
m o t i o n  a n a l y s i s  p r o b l e m  h a v e  b e e n  e x a m i n e d  h e r e ,  i n c l u d i n g  l o w - l e v e l  e x t r a c t i o n  o f  m o t i o n  
f e a t u r e s ,  g l o b a l  p a r a l l e l  m o t i o n  e s t i m a t i o n  a n d  s e g m e n t a t i o n  a n d  h i g h e r - l e v e l ,  m u l t i - r e s o l u t i o n  
p o s t p r o c e s s i n g  w i t h  f u s i o n  o f  l o c a l  m o t i o n  i n f o r m a t i o n .  I n  t h i s  t h e s i s  s e v e r a l  n o v e l  a p p r o a c h e s  
a n d  a l g o r i t h m s  h a v e  b e e n  p r o p o s e d .  T h e y  c o m p l e m e n t  e a c h  o t h e r  i n  t h e  t y p e  o f  m o t i o n  e s t i m a t i o n  
p r o b l e m s  t h e y  c a n  b e  a p p l i e d  t o  a n d  s h o u l d  b e  a n a l y s e d  i n  a  w i d e r  c o n t e x t  o f  a  c o m p l e t e  v i s i o n  
s y s t e m .  N a t u r a l l y ,  s u c h  a  s y s t e m  s h o u l d  s u c c e s s f u l l y  c o p e  w i t h  r e a l - w o r l d  i m a g e s  a n d  t h e r e f o r e  
b e  r o b u s t  t o  a  w i d e  r a n g e  o f  i m a g e  d e t e r i o r a t i o n .  I n  t h i s  C h a p t e r  w e  r e v i e w  i n  s u c h  a  c o n t e x t  a l l  t h e  
b u i l d i n g  b l o c k s  t h a t  h a v e  b e e n  d e v e l o p e d  h e r e  a n d  s e e  w h a t  a d v a n t a g e s  o v e r  t h e  e x i s t i n g  m e t h o d s  
t h e y  o f f e r  a n d  h o w  t h e y  c a n  b e  c o m b i n e d  t o g e t h e r  t o  f o r m  a  s y s t e m .  W e  a l s o  w i s h  t o  c o m m e n t  
o n  t h e  e x i s t i n g  r e l a t i o n s h i p  b e t w e e n  a r t i f i c i a l  a n d  h u m a n  v i s i o n  s y s t e m s .  S u c h  c o m p a r i s o n  s e r v e s  
a s  a  u s e f u l  g u i d e  i n  c h o o s i n g  t h e  d i r e c t i o n s  o f  o u r  r e s e a r c h .  A l t h o u g h  w e  b e l i e v e  t h a t  t h e  s t a t e -  
o f - t h e - a r t  h a s  b e e n  a d v a n c e d ,  t h e  p r o b l e m  h a s  b y  n o  m e a n s  b e e n  c o m p l e t e l y  s o l v e d .  L i m i t a t i o n s  
e x i s t  i n  t h e  p r e s e n t e d  s o l u t i o n s  a n d  w i l l  b e  a n a l y s e d  h e r e .  F i n a l l y ,  d i r e c t i o n s  o f  f u r t h e r  r e s e a r c h  
w i l l  b e  p r o p o s e d .
6 . 1  H o w  w a s  t h e  s t a t e - o f - a r t  a d v a n c e d ?
A  g r e a t  v a r i e t y  o f  a l g o r i t h m s  f o r  t h e  e s t i m a t i o n  o f  2 D  m o t i o n  e x i s t .  S o m e  o f  t h e m ,  p a r t i c u l a r l y  t h e  
o n e s  t h a t  a r e  c o m m o n l y  c o n s i d e r e d  a s  p e r f o r m i n g  r e l a t i v e l y  w e l l ,  h a v e  b e e n  t e s t e d  i n  o r d e r  t o  g a i n  
a  b e t t e r  i n s i g h t  i n t o  t h e i r  p e r f o r m a n c e  o n  r e a l - w o r l d  s e q u e n c e s .  A  g e n e r a l  c o n c l u s i o n  d r a w n  f r o m  
t h i s  e v a l u a t i o n  i s  t h a t  a  g r e a t  m a j o r i t y  o f  t h e  t e c h n i q u e s  a r e  s e n s i t i v e  t o  e v e n  m o d e r a t e  d e g r a d a t i o n  
i n  t h e  i n p u t  s e q u e n c e  q u a l i t y  ( e . g .  g r e y - l e v e l  n o i s e  a n d  s a t u r a t i o n )  a n d  t o  e f f e c t s  s u c h  a s  s p e c u l a r  
r e f l e c t i o n s  o r  c h a n g e s  i n  s c e n e  i l l u m i n a t i o n .  A l s o ,  s o m e  t e c h n i q u e s  p e r f o r m e d  p o o r l y  o n  r e g i o n s
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where multiple motions or uncovered background was present.
In our research, two novel techniques for the robust estimation of multiple motions were 
developed, implemented and tested. They have been shown to out-perform existing techniques on 
all counts: accuracy, robustness and computational efficiency.
The first technique is termed the Robust Hough Transform (RHT). It is a global technique in the 
sense that it processes an entire image at a time by performing fully parallel motion estimation and 
Segmentation. As the name suggests, the technique is conceptually based on the Hough Transform, 
but an important new element has been introduced: robust statistics. Such formulation allows for 
simultaneous motion segmentation and estimation and results in an accurate and unbiased estimate 
even for complex multiple motions. The application of Robust Statistics rendered the method 
robust to many distortions commonly present in real sequences. A  comparison with the S t a n d a r d  
H o u g h  T r a n s f o r m  method shows a dramatic improvement in the estimate accuracy, the quality of 
motion segmentation and robustness. A  family of algorithms has been developed, each employing 
a different motion model (translational, four parameter and full affine one). The method is 
computationally efficient due to the application of multiresolution both in the parameter and in the 
image space. It has been also shown that multiresolution in the image space aids the convergence 
process by removing the local maxima in the Hough Space. This is particularly important when 
complex motion models are used. In such cases the Hough Space has large-dimensionality and 
one is forced to use methods that are more efficient than exhaustive search. Such methods are 
usually gradient based and are sensitive to local maxima. It was shown that convergence benefits 
arise from both the multiresolution and the use of robust redescending kernels.
The L o c a l  R o b u s t  H o u g h  T r a n s f o r m  approach can be applied when motion of a local region 
(patch) is to be estimated and (or) when motion features (motion boundaries) are to be extracted. 
This algorithm is basically designed to replace existing algorithms for optic-flow estimation. It 
has been shown that the estimate delivered by the LRHT is more accurate and more robust than 
any of the estimates computed by the algorithms tested. The premise behind this approach is that 
the estimate derived from a large region moving coherently is more accurate and less sensitive to 
sequence deterioration then that from a small region. While such an assumption is obvious, it is 
difficult to implement a method that would benefit from its use. The major problem here is that the 
segmentation of an image into regions exhibiting coherent motion is unknown before successful 
motion estimation is completed. It is therefore difficult to ensure that the motion within a region 
is a coherent one. This fact poses a problem for most of the existing methods, because the motion 
estimates for regions covering motion boundaries or occluded or uncovered areas are usually 
strongly biased or random. In our method, this problem was aleviated by the application of robust, 
redescending kernels. Such a formulation gives our algorithm the ability to cope efficiently with
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m u l t i p l e  c o m p l e x  m o t i o n s  b y  m e a n s  o f  f u l l y  p a r a l l e l  m o t i o n  s e g m e n t a t i o n  a n d  e s t i m a t i o n .  I t  a l s o  
r e n d e r s  t h e  a l g o r i t h m  r o b u s t  t o  G a u s s i a n  n o i s e ,  p e p p e r  a n d  s a l t  n o i s e  a n d  o t h e r  d e t e r i o r a t i o n .  O u r  
m e t h o d  c a n  a l s o  e x t r a c t  s o m e  o t h e r  m o t i o n - r e l e v a n t  i n f o r m a t i o n  l i k e  i n d i c a t i o n  o f  p o s s i b l e  m o t i o n  
b o u n d a r i e s ,  t r a n s p a r e n c y  o r  o c c l u s i o n  d i r e c t l y  f r o m  t h e  g r e y - l e v e l  s e q u e n c e ,  r a t h e r  t h a n  d u r i n g  t h e  
r e g u l a r i s a t i o n  p r o c e s s .  I n  o u r  a p p r o a c h  p i x e l s  c a n  c o o p e r a t e  ( e . g .  e n f o r c e  e a c h - o t h e r s  v o t e )  e v e n  
w h e n  t h e y  a r e  n o t  d i r e c t  n e i g h b o u r s ,  t h u s  t h e  n e i g h b o u r h o o d  c o n s t r a i n t  i s  e n f o r c e d  i n  a  s t r o n g e r  
w a y  t h a n  i n  t h e  c a s e  o f  t h e  u s u a l  s m o o t h n e s s  c o n s t r a i n t .  T h e  p r o p o s e d  a c c u r a c y  a n d  c o n f i d e n c e  
m e a s u r e s ,  a s s o c i a t e d  w i t h  t h e  m o t i o n  e s t i m a t e ,  c a n  i m p r o v e  t h e  r e s u l t s  o f  t h e  p o s t p r o c e s s i n g  o r  
m o t i o n  i n t e r p r e t a t i o n  s t a g e ,  w h i c h  w i l l  u s u a l l y  f o l l o w  t h e  L R H T .
F o r  t h e  m a j o r i t y  o f  p r a c t i c a l  v i s i o n  p r o b l e m s ,  l o c a l  m o t i o n  e s t i m a t i o n  u s u a l l y  c o n s t i t u t e s  
o n l y  a  p a r t i a l  g o a l  o f  t h e  f i n a l  a i m  w h i c h  i s  t o  s e e k  s o m e  s o r t  o f  h i g h  l e v e l  i n t e r p r e t a t i o n  o f  t h e  
s c e n e  d y n a m i c s .  S u c h  i n t e r p r e t a t i o n  m a y  i n c l u d e  m e a n i n g f u l  m o t i o n  s e g m e n t a t i o n ,  l e a r n i n g  a b o u t  
t h e  o b j e c t  d y n a m i c s  a n d  f o r e c a s t i n g  o b j e c t  b e h a v i o u r  u s i n g  s p a t i o - t e m p o r a l  m o d e l s  ( g r a m m a r s ) .  
W h i l e  s o m e  p r e l i m i n a r y  e x p e r i m e n t s  o n  o b j e c t  r e c o g n i t i o n  f r o m  m o t i o n  h a s  b e e n  m a d e  [ 2 , 1 ] ,  m o r e  
r e s e a r c h  i s  n e e d e d  a n d  t h i s  w i l l  b e  d i s c u s s e d  i n  S e c t i o n  6 . 4 .  F o r  t h e  s p a t i a l  a n d  t e m p o r a l  i n t e g r a t i o n  
o f  l o c a l  m o t i o n  c l u e s  a n d  o t h e r  r e l e v a n t  f e a t u r e s  w e  a d v o c a t e  t h e  u s e  o f  M a r k o v  R a n d o m  F i e l d  
m o d e l s .  M R F  h a v e  b e e n  u s e d  f o r  m a n y  p r o b l e m s  i n  v i s i o n ,  i n c l u d i n g  m o t i o n  e s t i m a t i o n .  H e r e  t h e  
c o n t r i b u t i o n  o f  o u r  r e s e a r c h  i s  t w o f o l d .  F i r s t l y ,  w e  e x t e n d e d  t h e  f r a m e w o r k  t o  i n c o r p o r a t e  c o m p l e x  
m o t i o n  m o d e l s .  I t  w a s  s h o w n  t h a t  t h e  u s e  o f  t h e  o p t i c - f l o w  e q u a t i o n  t o  c o m p u t e  t h e  i n i t i a l i s a t i o n  
o f  t h e  M R F  i s  n o t  s u f f i c i e n t l y  s t a b l e  a n d  w e  p r o p o s e d  t o  u s e  r o b u s t  a l g o r i t h m s  l i k e  L R H T  f o r  t h a t  
p u r p o s e .  S e c o n d l y  w e  a p p l i e d  R e n o r m a l i s a t i o n  G r o u p  T h e o r y  ( R G T )  t o  d e v i s e  a  w e l l - f o u n d e d  
s o l u t i o n  t o  t h e  m u l t i r e s o l u t i o n  a p p r o a c h .
T o  r e c a p i t u l a t e ,  i n  o u r  r e s e a r c h  a l l  s t a g e s  o f  m o t i o n  a n a l y s i s  h a v e  b e e n  i n v e s t i g a t e d  a n d  n o v e l  
s o l u t i o n s  a n d  a l g o r i t h m s  h a v e  b e e n  p r o p o s e d  f o r  t h e  l o w - l e v e l  p r o c e s s i n g ,  s p a t i a l  i n t e g r a t i o n  
o f  s p a r s e  m o t i o n  i n f o r m a t i o n  a n d  g l o b a l ,  p a r a l l e l  m o t i o n  e s t i m a t i o n  a n d  s e g m e n t a t i o n .  T h e  
p h i l o s o p h y  d e v i s e d  h e r e  i s  t h a t  s i n c e  it i s  n o t  f e a s i b l e  t o  m o d e l  a l l  p h e n o m e n a ,  r o b u s t  m e t h o d s  
s h o u l d  b e  u s e d  t o  c o p e  w i t h  t h e m .  T h e  c o r r e c t n e s s  o f  s u c h  a n  a p p r o a c h  w a s  c o n f i r m e d  i n  
e x p e r i m e n t s .
6 . 2  A n a l o g y  w i t h  t h e  h u m a n  v i s u a l  s y s t e m
A  b r i e f  a n a l y s i s  o f  t h e  p e r f o r m a n c e  o f  t h e  h u m a n  v i s u a l  s y s t e m  a n d  t h e  c o m p u t a t i o n a l  t h e o r i e s  
t h a t  a t t e m p t  t o  m o d e l  i t s  p r o c e s s i n g  h a v e  b e e n  p r e s e n t e d  i n  t h e  I n t r o d u c t i o n .  W e  h y p o t h e s i s e d  
t h a t  o n e  c o u l d  b e n e f i t  f r o m  t h e  e x p l o i t a t i o n  o f  s i m i l a r  m e c h a n i s m s  i n  m o t i o n  a n a l y s i s  a l g o r i t h m s .  
O n e  h a s  t o  b e a r  i n  m i n d  t h a t  a l l  w e  k n o w  a b o u t  t h e  p r o c e s s i n g  t a k i n g  p l a c e  i n  t h e  h u m a n  b r a i n
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is a set of observations relating to its functionality, rather than the mechanisms involved in the 
processing itself. Also, the brain is more suited to hugely parallel processing, while most of the 
algorithms developed are sequential. Nevertheless some of the algorithms developed in this thesis 
were inspired by biological systems and exhibit similar behaviour.
The Hough Transform and theory of Robust Statistics played a central role in the development 
of the RHT and LRHT algorithms presented here. The essence of the HT is the voting process, 
and algorithms employing it exhibit similar properties to the motion cooperativity phenomenon 
mentioned earlier. Unlike the conventional smoothness constraint that spatially integrates only the 
motion information from direct neighbours, our implementation of the HT combines motion from 
the entire region. Let us present an example here. When looking at a train in motion (side view) 
from a platform, even if there are stationary people and pylons obstructing the view, one would still 
perceive the train as a single coherently moving object. This is precisely how the RHT algorithm 
"sees" such scenes.
Human vision is very successful at motion segmentation and copes effectively with occluded 
and uncovered regions. The key to this performance lies in simultaneous motion segmentation 
and estimation. In an attempt to achieve a similar behaviour, the theory of robust statistics was 
employed in our algorithm. At the same time the additional benefit of significantly increased 
robustness was achieved.
Finally, recall that the human perception of motion is divided into long and short range 
processes, each employing different mechanisms. For the short-range process there exists an upper- 
bound for the. spatial displacement and the inter-stimulus interval. The processing is probably 
performed locally and directly on the grey-levels perceived. There exists a strong similarity 
between the short-range motion perception and the LRHT algorithm developed here. The maximal 
displacement that LRHT can cope with is equal to half of the region size. LRHT is fast, local 
and performs motion segmentation. Its performance can be significantly improved by using more 
than two frames. It was suggested [3] that biological systems may use a ’hardwired’ similarity 
measure like autocorrelation. The LRHT is, in fact, a generalisation of autocorrelation with ’robust’ 
processing.
The human interpretation of scene motion and integration of local motion clues for that purpose 
has an equivalent in our M RF’s framework. However, more advanced rules and the notion of 
learning is needed to provide the elements for understanding of scene dynamics. Current research 
in the use of temporal models (employing grammars) is hoped to fill this gap.
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6 . 3  L i m i t a t i o n s
In the design of the approaches presented here particular attention was given to the accuracy and 
robustness of the motion estimate. The simultaneous motion estimation and segmentation, based 
on outlier rejection does not always provide optimal results. Temporal integration over several 
frames could provide better defined motion boundaries. Other ways of improving the segmentation 
are discussed in the section concerning future research.
Most vision systems are supposed to work in real time and, given such a constraint, the solutions 
presented here are too slow (although significantly faster than other approaches).
6 . 4  F u r t h e r  R e s e a r c h
The research has solved some of the existing problems, but it has posed a number of new and 
interesting questions. Several problems to be studied and explored have emerged. Let us discuss 
here a subset that seems the most promising.
Some preliminary studies have shown that the performance of the LRHT and RHT may be 
still further improved by expanding the approach to colour sequences of images. Since the amount 
of information present in color is greater, a substantial gain in robustness is expected. Color 
information - if used - may reduce false matches and improve motion segmentation. Further study 
is needed to determine the optimal colour space, and the treatment of different colour components.
Another possibility, is to use more than two consecutive frames to build the Hough Space and 
estimate motion. Since the linear velocity of the object may change in time, appropriate motion 
models (where motion parameters are a function of time) should be developed and used.
An interesting problem is the real time implementation of the algorithm, possibly in a highly 
parallel fashion. It is not purely a question of an efficient re-implementation. Under a rigid time 
constraint all parts of the algorithms have to be examined and possibly simplified, usually revealing 
many unknown and interesting properties.
Finally, the use prior high-level spatiotemporal models of scene dynamics certainly should lead 
to further improvements and warrants therefore attention in further studies.
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