Abstract-This paper proposes a novel methodology for the optimal and simultaneous designs of both Hermitian transforms and masks for reducing the intraclass separations of feature vectors for anomaly detection of diabetic retinopathy images. Each class of training images associates with a Hermitian transform, a mask and a known represented feature vector. The optimal and simultaneous designs of both the Hermitian transforms and the masks are formulated as least squares optimization problems subject to the Hermitian constraints. Since the optimal mask of each class of training images is dependent on the corresponding optimal Hermitian transform, only the Hermitian transforms are required to be designed. Nevertheless, the Hermitian transform design problems are optimization problems with highly nonlinear objective functions subject to the complex valued quadratic Hermitian constraints. This kind of optimization problems is very difficult to solve. To address the difficulty, this paper proposes a singular value decomposition approach for deriving a condition on the solutions of the optimization problems as well as an iterative approach for solving the optimization problems. Since the matrices characterizing the discrete Fourier transform, discrete cosine transform and discrete fractional Fourier transform are Hermitian, the Hermitian transforms designed by our proposed approach are more general than existing transforms. After both the Hermitian transforms and the masks for all classes of training images are designed, they are applied to test images. The test images will assign to the classes where the Euclidean 2-norms of the differences between the processed feature vectors of the test images and the corresponding represented feature vectors are minimum. Computer numerical simulation results show that the proposed methodology for the optimal and simultaneous designs of both the Hermitian transforms and the masks is very efficient and effective. The proposed technique is also very efficient and effective for reducing the intraclass separations of feature vectors for anomaly detection of diabetic retinopathy images.
INTRODUCTION A common complication of diabetes is diabetic retinopathy (DR), an eye disease that is one of the major causes of blindness for adults under the age of 65. Diabetic retinopathy is a progressive condition, diagnosing it at early stages provides time to treat the disease and to allow for maintenance of good vision. In the UK, this is done through a national screening programme. There are about 2.8 million patients in the UK be screened yearly, with the requirement that there are least 4 gradable fundus pictures to be taken for each patient. Of all screening images, about 2/3rd is normal. On average, graders take much longer time to look at normal images than deem someone abnormal. This motivates the research of developing an efficient and automatic system to assist DR image analysis or screening. Previous work in DR image analysis mostly requires the use of sophisticated algorithms [1] [2] [3] [4] to locate abnormal DR signs in order to judge the abnormality of an image. However, when the goal of an automated system is to filter out the majority of normal images where most of the processed images are normal, such strategy usually has too low specificity to be effective. Our current system, implemented through complex evolutionary approach [5] , although proved to have high sensitivity and specificity, it requires very expensive computational time. While looking at the other side of the problem, normal fundus images have their own inherent characteristics that have not been fully explored. This research investigates the separation of normal and abnormal images solely based on global characteristics of these two types of images.
In order to have a fast and efficient screening process, only few features can be used for screening. However, when the dimension of the feature vectors is small, the feature vectors will be nonlinearly separable [6] in the feature space. To tackle this difficulty, the most common method is to apply a transform [7] , such as the discrete Fourier transform, discrete cosine transform or discrete fractional Fourier transform [8] , as well as a mask and the corresponding inverse transform to the feature vectors, so that the intraclass separations of the processed feature vectors is small. By applying such technique, it can significantly improve the recognition performances.
However, there are some fundamental unaddressed issues. First, although there are some common transforms, such as the discrete Fourier transform, discrete cosine transform and discrete fractional Fourier transform, it is not guaranteed that one of them is optimal. If this is not the case, then it requires to design the optimal transform. Nevertheless, this issue has not been addressed yet. Second, as the mask is mutually dependent on the transform, it requires to determine both the optimal transform and the mask simultaneously. Similar, this issue has also not been addressed yet. Third, but not the last, as all the existing transforms are Hermitian, it is useful to design an optimal Hermitian transform. However, by resolving the relationship between the optimal mask and the optimal Hermitian transform, the objective function will be highly nonlinear. As the Hermitian constraints are complex valued quadratic constraints, the optimal designs of the Hermitian transforms become highly nonlinear complex valued quadratic constrained optimization problems. Solving such kind of optimization problems has not been addressed yet [9] .
To tackle these difficulties, this paper proposes a singular value decomposition approach to derive a condition on the optimal solutions of the optimization problems, as well as an iterative approach for solving the optimization problems. The outline of this paper is as follows. Notations used throughout this paper and the problem formulation are presented in Section II. The solution method for solving the optimization problems is presented in Section III. Computer numerical simulation results are presented in Section IV. Finally, a conclusion is drawn in Section V.
II.
NOTATIONS AND 
 denotes the space of b a  real valued matrices. For each class of images, assume that there is a represented feature vector. Let
be the represented feature vector in the c th class. Suppose that
 be a Hermitian transform corresponding to the c th class. That is,
where the superscript " H " represents the Hermitian operator or the conjugate transpose operator and
be the vector of the mask coefficients for the c th class. Our objective is to optimally and simultaneously design both the Hermitian transforms and the masks so that the intraclass separations of the processed feature vectors are as small as possible. Here, the smallness is defined based on the least squares criterion because this is the most common criterion used to measure the closeness of the vectors in any vector spaces. Hence, this paper also employs the least squares criterion as the objective function. Let   z diag be a diagonal matrix with its diagonal elements being the elements of the vector z . Define
Then, the optimal and simultaneous design of both the Hermitian transform and the mask function for the c th class of images can be formulated as the following optimization problem:
where  represents the Euclidean 2-norm operator.
For a given c U , where 1 ,
As the problem involves the optimal and simultaneous design of both c 
 can be derived based on the result stated in Theorem 1. Hence, the optimal and simultaneous design problem of both c U and c f for 
Then, the following theorem reformulates the original optimal and simultaneous design problem of both c U and c f for
Theorem 2
The original optimal and simultaneous design problem of both c U and c f for 1 , , 
By Theorem 2, we only need to optimize
After we obtain the optimal c U for
 can be derived based on Theorem 1. However, the optimization problem consists of complex valued quadratic constraints. This kind of optimization problems is very difficult to solve. To tackle this difficulty, a Lagrange approach is proposed to convert the constrained optimization problem to an unconstrained optimization problem. Let q p c , ,
 be the Lagrange multipliers of the optimization problem,
be the matrices containing these Lagrange multipliers, and     be the discrete time delta function. Then, the constrained optimization problem is equivalent to the following unconstrained optimization problem: 
However, the objective function of this unconstrained optimization problem is high nonlinear. This kind of optimization problems is still very difficult to solve. To tackle this difficulty, a singular value decomposition method is proposed for solving the optimization problem. The details are discussed in the next section.
III.
SINGULAR VALUE DECOMPOSITION BASED METHOD We first study properties of an optimal solution of the unconstrained optimization problem, then an iterative algorithm is proposed for finding an optimal solution of the optimization problem.
Let an optimal solution of the unconstrained optimization problem be
be Hermitian matrices and
Similarly, let an optimal matrix containing the optimal Lagrange multipliers be
U and
 be Hermitian matrices and IV. NUMERICAL COMPUTER SIMULATION RESULTS In this work, we first divide an image of size 576 x 768 pixels into 32 x 32 pixel sub-images. Subsequently, feature extraction will be applied to these sub-images to characterize each image for anomality/normlaity detection.
A. Features
In this work, key features that are capable of representing a normal and abnormal image (As illustrated in Figures 1 and  2 , respectively) must be obtained. Texture features are an important characteristic in retina images due to the way in which they can appear. For example, background sub-images will have a smooth texture whereas clusters of exudates or hemorrhages ( Figure 2 ) will appear to have a rough texture. On the other hand, blood vessels ( Figure 1 ) will appear to have a random, periodic texture. Hence, texture characteristics are considered an important feature in this work. The list of texture features and edge features extracted from the sub-images are illustrated in Table I . All of these features extracted in each sub-image are then reorganized into a single vector to represent one image. Naturally, as each 576 by 768 pixels image have a total of 352 sub-images, the feature vectors will have too high dimensions for effective classification. Principal component analysis was used to reduce this into more manageable dimensions. In this work, 100 components were used as our initial analysis demonstratd they gave the best results.
B. Data Sets
A total 195 images were used for both training and testing of the algorithm. Among these data, 50 normal images and 50 abnormal images were used for training. The rest of the 95 images were used for testing.
C. Experimental Performance
The results were evaluated based on the total number of images correctly identified. In total, we have 70 normal test images and 25 abnormal test images. Table II represents the number of correctly identified images. Based on the results, the number of correctly identified image gives a total accuracy of 81%, with 100% sensitivity and 74.3% specificity. CONCLUSION This paper has derived a novel methodology for the simultaneous and optimal designs of both the Hermitian transforms and the masks for reducing the intraclass separations of feature vectors for anomaly detection of diabetic retinopathy images. The optimal masks are expressed in terms of the optimal Hermitian transforms. The optimal designs of the Hermitian transforms are actually optimization problems with highly nonlinear objective functions subject to complex valued quadratic Hermitian constraints. A singular value decomposition approach is proposed for deriving a condition on the optimal solutions of the optimization problems and an iterative approach is proposed for solving the optimization problems. In this experiment, we obtained very high sensitivity, 100%, that is, the system detected all the disease cases. This also means that among all the images detected as normal ones, they were indeed normal. There were 18 images which the system considered as abnormal and in fact they were normal, this is acceptable in practice if the system serves as a screening tool, as such images will be checked again by medics. This method may fail in those cases when there are only very subtle changes in those with early retinopathy. However, the positive outcome of this work demonstrates its potentials of being integrated into our other ongoing work carried out at the University of Surrey which focuses more on the detailed detections [5] . If such performance is maintained when testing on very large-scale images across diverse patient populations, this may indicate the system potentially is able to filter out most of the normal images without any false negative.
