We consider the problem of detecting out-of-distribution examples in neural networks. We propose ODIN, a simple and effective out-of-distribution detector for neural networks, that does not require any change to a pre-trained model. Our method is based on the observation that using temperature scaling and adding small perturbations to the input can separate the softmax score distributions of inand out-of-distribution samples, allowing for more effective detection. We show in a series of experiments that our approach is compatible with diverse network architectures and datasets. It consistently outperforms the baseline approach [1] by a large margin, establishing a new state-of-the-art performance on this task. For example, ODIN reduces the false positive rate from the baseline 34.7% to 4.3% on the DenseNet (applied to CIFAR-10) when the true positive rate is 95%. We theoretically analyze the method and prove that performance improvement is guaranteed under mild conditions on the image distributions.
Introduction
Modern neural networks are known to generalize well when the training and testing data are sampled from the same distribution [2, 3, 4, 5, 6] . However, when deploying neural networks in real-world applications, there is often very little control over the testing data distribution. Recent works have shown that neural networks tend to make high confidence predictions even for completely unrecognizable [7] or irrelevant inputs [1, 8, 9] . For example, a neural network trained for classifying handwritten digits can assign high confidence labels to images of animal. This has raised great concerns in AI Safety [10] , in particular how can classifiers obtain awareness of uncertainty when shown new kinds of inputs, i.e., out-of-distribution examples. Therefore, being able to accurately detect out-of-distribution examples can be practically important, not only for visual recognition tasks [2, 11, 12] , but many other applications such as speech recognition [13, 14, 15] and natural language processing [16, 17, 18] .
To make accurate detections, a seemingly straightforward approach is to enlarge and re-train the neural network on both the in-and out-of-distribution examples. However, the number of out-of-distribution examples can be infinitely many, making the re-training approach computationally expensive and intractable. Moreover, to ensure that a neural network accurately classifies in-distribution samples into correct classes while correctly detecting out-of-distribution samples, one might need to employ exceedingly large neural network architectures, which further complicates the training process.
In [1] , a baseline method is proposed to detect out-of-distribution examples without further retraining networks, but the performance is limited. The method is based on an observation that a well-trained neural network tends to assign higher softmax scores to in-distribution examples than out-of-distribution examples. In this paper, we go further. We observe that after using temperature scaling in the softmax function [19, 20] and adding small controlled perturbations to inputs, the softmax score gap between in -and out-of-distribution examples is further enlarged. We will show that the combination of these two techniques (temperature scaling and input perturbation) can lead to better detection performance. For example, provided with a pre-trained DenseNet [21] on CIFAR-10 dataset (positive samples), we test against images from TinyImageNet dataset (negative samples). Our method drastically reduces the False Positive Rate (FPR), i.e., the fraction of misclassified out-of-distribution samples, from 34.7% to 4.3%, when 95% of in-distribution images are correctly classified. We summarize the main contributions of this paper as the following • We propose a simple and effective method, ODIN, for detecting out-of-distribution examples in neural networks. ODIN does not require re-training the neural network and is easily implementable on any modern neural architecture. • We test our method on state-of-the-art network architectures (e.g., DenseNet [21] and Wide ResNet [22] ) under a diverse set of in-and out-distribution dataset pairs. We show that ODIN can significantly improve the detection performance, and consistently outperforms the baseline (state-of-the-art method) [1] by a large margin. • We empirically analyze how parameter settings affect the performance of ODIN, and further theoretically prove that performance gain is guaranteed under mild conditions.
The outline of this paper is as follows. In Section 2, we present necessary definitions and the problem statement. In Section 3, we introduce our method ODIN and present performance results in Section 4. We experimentally and theoretically analyze the proposed method in Section 5. We conclude the paper in Section 6.
Preliminaries
In this section, we present definitions and formally present the problem statement.
Feed-forward Neural Networks
For theoretical analysis, we consider a feed-forward deep neural network with rectified linear units. We focus on an N -class classification task. Let X ⊂ R d be the input space of dimension d. Assume that the neural network f (x) = (f 1 (x), ..., f N (x)) : X → R N has L layers and N outputs. Let W i denote the matrix of weights between (i − 1) th and i th layers of the network and b i denote the bias vector in the i th layer. The neural network output f (x) can then be expressed as
where σ(·) denotes the activation function. In case of rectified linear units, σ(x) = max{0, x}.
Problem Statement
In this paper, we consider the problem of distinguishing in-and out-of-distribution examples on a pretrained neural network. The problem can be formulated as a canonical binary classification problem. Let the set X ⊂ R d denote the input space, where d denotes the dimensionality. Let P X and Q X denote two different data distributions defined on the input space X . Assume that a neural network f is trained on a dataset drawn from the distribution P X . Thus, we call P X the in-distribution and Q X the out-distribution, respectively. In detection, we draw new samples from a mixture distribution P X×Z defined on X × {0, 1}, where the conditional probability distributions P X|Z=0 = P X and P X|Z=1 = Q X denote in-and out-distribution respectively. Let g(x) : X → {0, 1} be the out-ofdistribution detector. Assume a data sample (X, Z) is drawn from P X×Z , our goal is to minimize the misclassification probability, In-distribution Out-distribution Figure 1 : We illustrate the effect of temperature scaling and input preprocessing on the softmax score distribution. The right panel represents the softmax score distribution corresponding to the baseline method, where no temperature scaling and input preprocessing are used. Under a large temperature T , the softmax score distribution of in-and out-of-distribution examples are closer to 1/N and more separable, shown by the left panel. After input preprocessing, we observe that the softmax scores of both in-and out-of-distribution examples increase overall; and more importantly, the score distributions become more separable between each other, as shown by the middle panel.
where the function class G contains all candidate detectors. In this paper, we focus on detecting out-of-distribution examples. However, it is equally important to correctly classify an image into the right class if it is an in-distribution image. But this can be easily done: once it has been detected than an image comes from the in-distribution, we can simply use the original image (without any pre-processing or temperature scaling) and run it through the neural network to classify it. Thus, we don't change the performance of the neural network for in-distribution images and only focus on improving the detection performance for out-of-distribution images.
ODIN: Out-of-Distribution Detector for Neural Networks
In this section, we present our method, in brief as ODIN, for detecting out-of-distribution samples in neural networks. The detector is built on two essential techniques: temperature scaling and input preprocessing. We describe the details of both components below. Temperature Scaling. The neural network assigns a labelŷ(x) = arg max i p i (x; T ) to the input x, by computing the softmax output for each class. Specifically,
where T ∈ R + is the temperature scaling parameter and set to 1 during the training. For a given input x, we call the maximum softmax probability, i.e., max i p i (x; T ) the softmax score. In Figure 1 , we illustrate the effect of temperature scaling on the softmax score distribution. The x-axis in Figure 1 represents softmax score and the y-axis represents the fraction of images receiving the corresponding score. Using a large temperature drives the softmax score closer to 1/N , as observed in [19, 23, 24]. As we shall see later, a large temperature T also plays an important role in pushing the softmax score distribution between in-and out-of-distribution samples further away from each other. Note that, if the overlap is small, it is difficult to find a score threshold to separate the in-and out-of distribution examples with high probability.
Input Preprocessing. Before feeding the image x into the neural network, we preprocess the input by adding small perturbations. The preprocessed image is given bỹ
where the parameter ε can be interpreted as the perturbation magnitude. The method is inspired by the idea in [25] , where small perturbations are added to decrease the softmax score for the true label and force the neural network to make a wrong prediction. Here, our goal is rather the opposite: we aim to increase the softmax score such that the softmax score distributions of in-and out-of-distribution examples become more separable, as shown by Figure 1 (middle panel). Note that the perturbations can be easily computed by back-propagating the gradient of the cross-entropy loss w.r.t the input.
Out-of-Distribution Detector. The proposed method, ODIN, works as follows. For each image x, we first calculate the preprocessed imagex according to the equation (1) . Next, we feed the preprocessed imagex into the neural network, calculate its softmax score max i p i (x; T ) and compare the score to the threshold δ. We say that the image x is an in-distribution example if the softmax score is above the threshold and that the image x is an out-of-distribution example, otherwise. Therefore, the out-of-distribution detector is given by
The detection error P e (T, ε) under temperature T and perturbation magnitude ε is defined as the minimum misclassification probability over all thresholds
Experiments
In this section, we demonstrate the effectiveness of ODIN on several computer vision benchmark datasets. We first introduce the training setup and datasets in consideration. Next, we present experimental results on different architectures. We run all experiments with PyTorch 1 and we have released the code to reproduce all experimental results: https://github.com/shiyuliang/ odin-pytorch.
Training Setup
Architectures. We adopt two state-of- 
Evaluation Metrics
We adopt the following four different metrics to measure the effectiveness of a neural network in distinguishing in-and out-of-distribution images.
(1) FPR at 95% TPR can be interpreted as the probability that a negative (out-of-distribution) example is misclassified as positive (in-distribution) when the true positive rate (TPR) is as high as 95%. True positive rate can be computed by TPR = TP / (TP+FN), where TP and FN denote true positives and false negatives respectively. The false positive rate (FPR) can be computed by FPR = FP / (FP+TN), where FP and TN denote false positives and true negatives respectively.
(2) Detection Error, i.e., P e is a threshold-independent metric which measures the minimum misclassification probability over all possible score thresholds. The definition of P e is given in equation (2) . Here, we assume that both positive and negative examples have equal probability of appearing in the test set.
(3) AUROC is the Area Under the Receiver Operating Characteristic curve, which is also a thresholdindependent metric [32] . The ROC curve depicts the relationship between TPR and FPR. The area under the ROC curve can be interpreted as the probability that a positive example is assigned a higher detection score than a negative example [33] . For example, a random detector would yield an AUROC score of 50%, whereas a perfect detector corresponds to an AUROC score of 100%.
(4) AUPR is the Area under the Precision-Recall curve, which is another threshold independent metric [34, 35] . The PR curve is a graph showing the precision=TP/(TP+FP) and recall=TP/(TP+FN) against each other. The metric AUPR-In in Table 2 is the area under the precision-recall curve where in-distribution examples are specified as positives and AUPR-Out is the area under the precision-recall curve where out-of-distribution examples are specified as positives. Similar to AUROC, a perfect detector corresponds to an AUPR score of 100%.
Experimental Results
Original vs. Optimally Preprocessed Input Images. In Figure 2 (a), we show the ROC curves where DenseNet-BC-100 is evaluated on CIFAR-10 (positive) images against TinyImageNet (negative) test examples. The red curve corresponds to the ROC curve when using original image, whereas the blue curve corresponds to ODIN with temperature T = 1000 and perturbation magnitude ε = 0.0012. We observe a strikingly large gap between the blue and red ROC curves. For example, when TPR= 95%, the FPR can be reduced from 34% to 4.2% by using our approach. In Figure 2 (b), we show how the ROC curve behaves under different parameter settings. We observe that the ROC curve changes gradually from the baseline ROC curve (T = 1, ε = 0) to the ROC curve under the optimal parameter setting (T = 1000, ε = 0.0012). Further discussions on how the temperature T and the perturbation magnitude ε affect the detection performance are included in the Section 5. Table 3 , Appendix A. More discussions on the performance of our method in stared cases (Uniform * and Gaussian * ) are shown in Appendix B.
Main results. The main results are summarized in Table 2 . For each in-and out-of-distribution dataset pair, we report both the performance of the baseline [1] and our approach using temperature scaling and input preprocessing. For each out-of-distribution dataset, we randomly hold out 1,000 images for choosing parameters. To search for optimal T and ε, we first set temperature to be sufficiently large, and then choose the optimal ε that can minimize the detection error on the holdout set. We evaluate ODIN on the remaining test images. All parameter settings are reported in the Appendix A. In Table 2 , we observed improved performances across all neural architectures and all dataset pairs. Noticeably, on DenseNet-BC-100, ODIN outperforms the baseline by a large margin when measured by FPR at 95% TPR and detection error.
Discussions
In this section, we combine the theory and experiments, and analyze how parameters affect the detection performance. We first show that the detection error can be reduced by choosing sufficiently large temperature T , and then show that the detection error can be further reduced by choosing perturbation magnitude ε appropriately. 
Temperature Scaling
In this subsection, we analyze how temperature scaling affects the detection error. Figure 3 (a) shows the ROC curves where the DenseNet-BC-100 is evaluated on CIFAR-10 (positive) images against TinyImageNet (negative) images under different T . A salient observation is that increasing T can always boost the performance in distinguishing in-and out-of-distribution samples, although the effect diminishes as T becomes too large (e.g. T = 1000).
To gain theorectical insights on this, we first investigate the softmax function. For a large T , the softmax output pŷ can be rewritten as
This indicates that when T is sufficiently large, the distribution the softmax score pŷ(X; T ) is largely dominated by the distribution of average margin between the largest neural network output fŷ and the rest N − 1 outputs, i.e., 1 N N i=1 (fŷ(X) − f i (X)). In Figure 3 (b), we present the distribution of the average margin under different datasets. We can clearly see that there is a good separation between the CIFAR-10 dataset and other datasets. Therefore, this implies that when T is large, inand out-of-distribution samples can be separable using softmax score.
To further understand the effect of temperature scaling, we present the following theorem where we show that under mild assumptions on the neural network, in-and out-distribution, the detection error can be reduced by choosing a sufficiently large temperature T . Theorem 1. If the neural network f : X → R N is composed of rectified linear units and takes input from the bounded set X ⊂ R d . Let P X and Q X denote the in-and out-distribution, respectively. Assume the neural network and distributions P X and Q X satisfy the following assumption: exists
whereŷ 2 is the label corresponding to the second largest output of the neural network given the input X, i.e.,ŷ 2 (X) = arg max i =ŷ f i (X). Then, if λ 1 − λ 2 > 2 ln(N − 1), there exists T 1 > 1 such that for any T > T 1 ,
where the parameter setting T 0 = 1 and ε 0 = 0 corresponds to the baseline.
Theorem 1 shows that we may be able to reduce the detection error by setting a large temperature T . Following the proof of Theorem 1, we prove that the false positive rate could be reduced even when the true positive rates are set to the same level. The result is shown by the following corollary. Corollary 1. Assume the neural network f : X → R N and distributions P X and Q X satisfy the assumptions in Theorem 1. Furthermore, assume the function G(c) = P X (fŷ(X) − fŷ 2 (X) ≤ c) is strictly monotonically increasing on the set C = {c ∈ R : G(c) ∈ (0, 1)}. Assume the true positive rates are set to the same level, i.e., P X (pŷ(X; T 0 ) > δ 1 ) = P X (pŷ(X; T ) > δ 2 ) ∈ (0, 1) for some δ 1 and δ 2 . Then for the T 1 in Theorem 1 and any T > T 1 , the false positive rates satisfy
Consequently, Corollary 1 helps to explain the results in Figure 3 (a), where we observe that the false positive rates at 95% TPR decreases as the temperature increases. Note that Corollary 1 and Theorem 1 only show that performance does not degrade at large temperatures. However, experiments indicate that performance actually improves. In the next section, we will show that performance strictly improves when one choose a large temperature along with input preprocessing.
Input Preprocessing
In this subsection, we show that with sufficiently large temperature T , one could further improve the detection performance by appropriately choosing the perturbation magnitude ε. We begin with empirical findings. In Figure 4 (a), we present ROC curves under a large temperature (T = 1000) with varying perturbation magnitude ε. We see that adding too much of noise (e.g. ε = 0.008) would eventually lead to performance degradation, as shown by the blue curve.
To further understand how the perturbation magnitude affects detection performances, we investigate the log-softmax score. When the perturbation magnitude ε is sufficiently small, the output label y(x) of the original image x equals to the output labelŷ(x) of the preprocessed imagex with high probability. Therefore, the log-softmax score for the preprocessed input can be written into
where the approximation follows directly from the first order Taylor expansion at x. The gradientnorm term is an approximation of ∇ x log pŷ(x; T ) 1 under large T . Figure 4 (b) shows distributions of the gradient norm of different datasets in consideration, where we see that the DenseNet tends to have smaller gradient norms on most out-of-distribution datasets, except for LSUN (crop) dataset. This indicates that, after adding small perturbations on inputs, the log-softmax score tends to increase more on in-distributions. Together with the observation that in-distribution examples tend to have larger softmax scores under a large T , we can see that in-and out-of-distribution examples are more separable after input preprocessing. When the perturbation magnitude ε further increases, the second and higher order terms in the Taylor expansion are no longer insignificant and could lead to performance degradation. This helps explain the result shown in Figure 4 (a) that a larger perturbation magnitude ε = 0.008 could lead to performance degradation.
To rigorously investigate the effects of input preprocessing, we present the following theorem based on Lemma 1 and 2. Due to space limitations, we present the details of these two lemmas in Appendix E and Appendix F, respectively. We show in Lemma 1 that under mild assumptions on the neural network, in-and out-distributions, by choosing a sufficiently small perturbation magnitude and a large temperature T , the output labelŷ does not change almost surely under both in-and outdistributions, i.e., P ŷ(X) =ŷ(X) = 1 and Q ŷ(X) =ŷ(X) = 1. Next, we present Lemma 2 to characterize the optimal threshold which minimizes the detection error under temperature T . Based on the Theorem 1, Lemma 1, 2 and several assumptions in Appendix G, we present the main theorem. Theorem 2 shows that by appropriately choosing the temperature and perturbation magnitude, one can always improve the detection performance. Theorem 2. Assume the neural network f and distributions P X and Q X satisfy the assumptions in Theorem 1, Lemma 1, 2 and the assumptions in Appendix G. Then there exists positive constants e 1 , e 2 , T 3 > 1 such that for any ε in nonempty set ε ∈ ( e2 d 2 , e1 d ) and for any T > T 3 ,
Remarks: As mentioned earlier, a large value for epsilon may lead to performance degradation. However, Theorem 2 indicates choosing epsilon in the interval ( e2 d 2 , e1 d ) will lead to strict performance improvement. Thus, the theorem provides guidelines for choosing epsilon for detecting out-ofdistribution images. Remarks: Theorems 1 and 2 have been proved under the assumption that the second largest output is separated from the rest of the outputs more for in-distribution examples than out-of-distribution examples. If it is true that the largest output is significantly separated from the rest of the outputs (including the second largest one) for in-distribution images and not for out-of-distribution images, then the problem becomes easy. One can simply do temperature scaling to achieve our goal. However, we have observed in experiments that the largest and second largest outputs are not as well separated as the rest of the outputs for in-distribution examples; this is the reason we require input preprocessing.
Conclusions
In this paper, we propose a simple and effective method, ODIN, for detecting out-of-distribution data samples in neural networks. Our method does not require retraining the neural network and significantly improves on the baseline (state-of-the-art) on different neural architectures across various in and out-distribution dataset pairs. We empirically analyze ODIN under different parameter settings, and theoretically prove that improvement is guaranteed under mild conditions. Future work involves exploring our method in other applications such as speech recognition and natural language processing.
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Appendix A Parameter Settings
In this section, we provide optimal parameters for reproducing our results. In practice, the optimal choices of noise maginitude are model-specific and need to be tuned accordingly. In our cases, we set the temperature T = 1000 and set perturbation magnitude according to the following.
DenseNet-BC-100
Wide-ResNet-28-10
Out-of-distribution datasets CIFAR-10 CIFAR-100 CIFAR-10 CIFAR-100 Table 3 : Optimal perturbation magnitude ε for reproducing main results in Table 2 .
Appendix B Discussions on Experiments
In this section, we discuss the performance of our method on Dense-BC (applied to CIFAR-100). As observed in Table 2 , when the out-of-distribution examples are sampled from either the uniform or the Gaussian distribution, the performance gain seems to be limited when measured by FPR at 95%. To further investigate this, we plot the full ROC curves for these two cases, as shown in Figure 5 . From the above figure, we could see that our method indeed significantly improves the detection performance (see FPRs at 40% TPR in the Gaussian noises case and FPRs at 60% TPR in the uniform noises case). Admittedly, we find that FPRs of both the baseline and our method are around 100% when TPRs are above 95%. This could be due to some inherent properties of DenseNet that we are not fully aware of.
Further, we address why our method performs relatively well on other out-of-distribution datasets compared to Gaussian and Uniform noises. One possible explanation is that images in other datasets might have some common features and reside in a small region or on the manifold closer to indistribution images. Our method tends to do well on images lying on the natural image manifold. However, we suspect that the Gaussian and Uniform noise images spread all over the entire image space, therefore making our method sometimes less effective.
Appendix C Proof of Theorem 1
In Theorem 1, we make the following assumptions. Assumption 1. Let P X and Q X denote the in-and out-distribution, respectively. Assume the neural network and distributions P X and Q X satisfy the following assumptions. There exists λ 1 > λ 2 > 0 satisfying λ 1 − λ 2 > 2 ln(N − 1) such that
whereŷ 2 is the label corresponding to the second largest output of the neural network given the input X, i.e.,ŷ 2 (X) = arg max i =ŷ f i (X). Remarks 1. We have shown in Section 5.1 that the separability of in-and out-of-distribution examples on the average margin metric, i.e., 1
, leads to the separability of in-and out-distribution examples on the softmax score metric. Here, we make a similar assumption that the in-and out-of-distribution samples are separable on the second order average margin metric and the gap is sufficiently large. This indicates the theorem is still applicable even where a sick distribution of fŷ(X) − fŷ 2 (X) could fully mixed the in-and out-of-distribution examples together and thus make them inseparable on the average margin metric due to
This means that even if the in-and out-of-distribution examples are inseparable on the average margin metric, ODIN still can improve the detection performance as long as they are separable on the second order average margin metric and the gap is sufficiently large. Theorem 1. If the neural network f : X → R N is composed of rectified linear units and takes input from the bounded set X ⊂ R d . Let P X and Q X denote the in-and out-distribution, respectively. Assume the neural network and distributions P X and Q X satisfy the following assumptions. There exists λ 1 > λ 2 > 0 such that P X i =ŷ [fŷ 2 (X) − f i (X)] > (N − 1)λ 1 = 1 and Q X i =ŷ [fŷ 2 (X) − f i (X)] < (N − 1)λ 2 = 1, whereŷ 2 is the label corresponding to the second largest output of the neural network given the input X, i.e.,ŷ 2 (X) = arg max i =ŷ f i (X). Besides, if λ 1 − λ 2 > 2 ln(N − 1), then there exists T 1 > 1 such that for any T > T 1 ,
Proof. Since T 0 = 1, ε 0 = 0, thenX = X and
Then, by definition, we have P e (T 0 , ε 0 ) = min δ P X×Z (g(X; δ, T 0 , ε 0 ) = Z) = min δ {P (g(X; δ, T 0 , ε 0 ) = 1|Z = 1) P(Z = 1) + P (g(X; δ, T 0 , ε 0 ) = 0|Z = 0) P(Z = 0)} Let P X denote the distribution P X|Z=0 and Q X denote the distribution P X|Z=1 . Let p denote P Z (Z = 0). Then P e (T 0 , ε 0 ) can be written as P e (T 0 , ε 0 ) = min δ {P X (g(X; δ, T 0 , ε 0 ) = 0)p + Q X (g(X; δ, T 0 , ε 0 ) = 1)
Since for any δ ∈ (0, 1] and any distribution P and Q, following inequalities
and
always hold, whereŷ 2 is the index corresponding to the second largest output of neural network, i.e.,
Therefore,
Further, by definition, we have P e (T, ε 0 ) = min δ P X×Z (g(X; δ, T, ε 0 ) = Z)
Similarly, since ε 0 = 0, thenX = X and we could further rewrite P e (T,
Further, by inequality e x ≥ 1 + x, for all x ∈ R, we have
These indicates
then we have
From these two equality, we could easily obtain
where the second inequality follows directly from the assumption that there exists a constant F such that |f i (x)| ≤ F for all x ∈ X and i = 1, ..., N , which follows further from the fact that neural network output f i (x) is continuous and piece-wise linear on the bounded input space X . Thus, P e (T, ε 0 ) can be further upper bounded by
where the second inequality follows from the assumption that λ 1 − λ 2 > 2 ln(N − 1) and by choosing any large T satisfying
Appendix D Proof of Corollary 1
In Corollary 1, we further make the following assumptions. Assumption 1. The function G(c) = P X (fŷ(X) − fŷ 2 (X) ≤ c) is strictly monotonically increasing on the set C = {c ∈ R : G(c) ∈ (0, 1)}.
Remarks: This is equivalent to the assumption that the probability density function dG(c)/dc is positive on the set C = {c ∈ R : G(c) ∈ (0, 1)}. This indicates fŷ(X) − fŷ 2 (X) is densely distributed between min x∈X [fŷ(X) − fŷ 2 (X)] and max x∈X [fŷ(X) − fŷ 2 (X)]. In the experiment, we have a similar observation shown in the following figure. Note that P X denotes the in-distribution which is CIFAR-10 in this example. We clear see that the function G(c) is strictly monotonically increasing on the set C. Corollary 1. Assume the neural network f : X → R N and distributions P X and Q X satisfy the assumptions in Theorem 1. Furthermore, assume the function G(c) = P X (fŷ(X) − fŷ 2 (X) ≤ c) is strictly monotonically increasing on the set C = {c ∈ R : G(c) ∈ (0, 1)}. Assume the true positive rates are set to the same level, i.e., P X (pŷ(X; T 0 ) > δ 1 ) = P X (pŷ(X; T ) > δ 2 ) ∈ (0, 1) for some δ 1 and δ 2 . Then for the T 1 in Theorem 1 and any T > T 1 , the false positive rates satisfy
Proof. By using the similar technique shown in proof of Theorem 1, we could easily obtain
where
Similar results can be found in the proof of Theorem 1, inequality (4) . Further, we could easily obtain
Similar results can be found in the proof of Theorem 1, inequality (5) .
Therefore, if we choose δ 1 and δ 2 such that
then we should have
where δ 1 = r(δ 1 ) and δ 2 = s(δ 2 ). Further if function G(c) = P X (fŷ(X) − fŷ 2 (X) ≤ c) is strictly monotonically increasing on the set C = {c ∈ R : G(c) ∈ (0, 1)}, then
Then therefore,
where the first and the third inequality follows directly from inequality (7) and (9) and the second inequality follows from the choice of T satisfying F 2 /T < 1 2 ln(N − 1) and assumption λ 1 − λ 2 > 2 ln(N − 1).
This means for any choice of δ 1 and δ 2 such that
we should always obtain
Appendix E Lemma 1
In Lemma 1, we make the following assumptions. Assumption 1. Assume that there exists a constant C such that for ∀i ∈ {1, ..., N } and ∀j ∈ {1, ..., d} and for ∀x ∈ X such that |∂f i (x)/∂x j | ≤ C.
Remarks 1:
Since the neural network f is composed of rectified linear units, then the neural network f is continuous and has bounded gradients on the bounded space X . Assumption 2. Assume there exists a constant c 3 > 0 such that P X (fŷ(X) − fŷ 2 (X) > c 3 ln(N − 1)) = 1 and Q X (fŷ(X) − fŷ 2 (X) > c 3 ln(N − 1)) = 1.
Remarks 2: For a fixed N , this assumption is equivalent to the assumption that there exists a constant c 3 such that P X (fŷ(X) − fŷ 2 (X) > c 3 ) = 1 and Q X (fŷ(X) − fŷ 2 (X) > c 3 ) = 1.
This means we are assuming that the largest output fŷ(X) and the second largest output fŷ(X) should have a gap of size at least c 3 almost surely under both in-and out-distribution. Lemma 1. Assume the neural network f : X → R N is composed of rectified linear units and takes input from bounded set X ∈ R d . Assume that there exists a constant C such that for ∀i ∈ {1, ..., N } and ∀j ∈ {1, ..., d} and for ∀x ∈ X such that |∂f i (x)/∂x j | ≤ C. Further, if there exists a constant c 3 > 0 such that P X (fŷ(X) − fŷ 2 (X) > c 3 ln(N − 1)) = 1 and Q X (fŷ(X) − fŷ 2 (X) > c 3 ln(N − 1)) = 1 then there exists T 2 > 0 such that for any T > T 2 , by choosing ε < c3 ln(N −1) 16dC , we have P X (ŷ(X) =ŷ(X)) = 1 and Q X (ŷ(X) =ŷ(X)) = 1, whereŷ(X) = arg max i f i (X) andŷ(X) = arg max i f i (X).
Proof. Letŷ
(X) = arg max i p i (X; T ).
By definitionŷ (X) = arg max i p i (X; T ) andX = X − εsign(−∇ x log pŷ (X) (X; T )), it follows from the Taylor expansion that there exists X µ = µX + (1 − µ)X, µ ∈ [0, 1] such that − log pŷ (X) (X; T ) = − log pŷ (X) (X; T ) − ∇ x log pŷ (X) (X; T ) (X − X)
where H(− log pŷ (X) (X µ ; T )) is the Hessian matrix where each element H i,j is defined as
Further, by
Since the neural network outputs f i (X) is continuous on the bounded set X , then we assume there exists a constant C such that for any i ∈ {1, ..., N }, j ∈ {1, ..., d} and any x ∈ X such that |∂f i (x)/∂x j | < C. Therefore, we have lim T →∞
Further, we have for each i =ŷ(X), there exists X µi = µ i X + (1 − µ i )X, µ i ∈ [0, 1] such that − log p i (X; T ) = − log p i (X; T ) − ∇ x log p i (X; T ) (X − X)
Similarly,
holds for any i =ŷ(X). Therefore, there exists a T 2 > 0 such that for all i,
Therefore, we have
where the second inequality follows from the inequality (10). Besides, since for any i =ŷ(X):
then there exists a T 3 > T 2 such that for any T > T 3 ,
and thus
By assumption that there exists a c 3 > 0 such that ,
Therefore, by choosing 4εdC < c 3 ln(N − 1) 4 and
we have for any i =ŷ(X),
Therefore, P X (ŷ(X) =ŷ(X)) = 0.
Similarly, by assumption that exists a c 3 > 0 such that ,
then by choosing
we could as well obtain Q X (ŷ(X) =ŷ(X)) = 0.
Appendix F Lemma 2
In Lemma 2, we make the following assumptions. Assumption 1. Assume P e (T 0 , ε 0 ) < 1 2 min {P Z (1), P Z (0)}, where P Z (1) and P Z (0) denote the probability that an out-of-distribution example appears in the test set and the probability that an in-distribution example appears in the test set, respectively. Remarks 1. We assume here that the performance of the baseline method cannot be too terrible. The factor before min {P Z (1), P Z (0)} does not necessarily to be 1/2 and can be set to any constant between (0, 1/2]. But for simplicity of notations, we use 1/2 here. Assumption 2. Assume there exists constants c 1 > c 2 > 1 such that
Remarks 2. This assumption assumes that the average margin of in-distribution samples tends to be larger than the average margin of out-of-distribution samples. This assumption is consensus to our observation shown in Figure 3 (b) , where we could see that the value c satisfying
under in-distribution (CIFAR-10) is always larger than the value c satisfying
under other out-distributions.
Lemma 2. Furthermore, we assume that P e (T 0 , ε 0 ) < 1 2 min {P Z (1), P Z (0)} and there exists constants c 1 > c 2 > 1 such that
If δ * T = min δ P X×Z (g(X; δ, T, ε 0 ) = Z), then 1
Proof. Similar to the proof of Theorem 1, since ε 0 = 0, thenX = X and we could further rewrite P e (T, ε 0 ) into
where p = P Z (Z = 0). By inequality e x ≤ 1 + x + x 2 2 for x ∈ (−∞, 0], then for x ∈ X
where the second inequality follows directly from the assumption that there exists a constant F such that |f i (x)| ≤ F for all x ∈ F and i = 1, ..., N . Further, by inequality e x ≥ 1 + x, for all x ∈ R, we have
Let δ * T = arg min δ P X×Z (g(X; δ, T, ε) = Z). These indicates P e (T, ε 0 ) = P X×Z (g(X; δ * T , T, ε) = Z)
Since P e (T 0 , ε 0 ) ≤ 1 2 min{P Z (1), P Z (0)} and by the result in part I, we have
Further, by assumption, there exists constants c 1 > 1 and c 2 > 1 such that
Since by assumption, c 2 > 1 and for any T such that
Appendix G Theorem 2
Before showing Theorem 2, we make the following assumptions. Assumption 1. We assume that the gradients of maximum output of the neural network with respect to the pixel x i and pixel x j are weakly correlated if they are far from each other. Specifically, we assume that each input x i , i = 1, ..., d has a neighborhood N i ⊂ {1, .., d} of size at most K, i.e., |N (i)| ≤ K and there exists a constant V such that
where C P (u(X), v(X)) and C P (u(X), v(X)) denote the covariance of random variable u(X) and v(X) under the distribution P X and Q X , respectively. Assumption 2. If for any non-empty set (a, b) ⊂ (c 2 ln(N − 1), 2c 1 ln(N − 1)), there exists a constant q such that
Remarks. In Lemma 2, we assume that there exists constants c 1 > c 2 > 1 such that
Here, we further assume that the average margin is densely distributed in the interval (c 2 ln(N − 1), 2c 1 ln(N − 1)), i.e., for any subset (a, b) ⊂ (c 2 ln(N − 1), 2c 1 ln(N − 1)),
Equivalently, this indicates there exits a uniform lower bound q such that for any non-empty interval (a, b) ⊂ (c 2 ln(N − 1), 2c 1 ln(N − 1)),
Assumption 3. We assume that the expected gradient norm is larger under in-distribution P X (see Figure 4 (b) for an illustration from experiments). Let
and assume M P > M Q . Assumption 4. Assume the input dimension is sufficiently large,
.
Proof. By definition, we have Let P X denote the distribution P X|Z=0 and Q X denote the distribution P X|Z=1 . Let p denote P(Z = 0). Then P e (T, ε) can be written as
We note here that for simplifying the notation, we useŷ andŷ(X) interchangeably, while we still usê y(X) as the output label of the neural network for the given imageX. Therefore, we could further rewrite the probability P X pŷ (X) (X; T ) ≤ δ as
By choosing ε and T satisfying conditions in Theorem 2, we could further have P X (ŷ(X) =ŷ(X)) = 1, which indicates, even adding small perturbations on the image, the neural network still output the original label. Thus
Then for all t > 0,
where the last inequality follows from Chebyshev's inequality. Similarly, for out-of-distribution samples, we have
Then for all t > 0, Q X pŷ (X) (X; T ) > δ = Q X ∆(X,X) − log δ > log 1 pŷ(X; T ) = Q X ∆(X,X) − log δ > log 1 pŷ(X; T )
, ∆(X,X) − E Q ∆(X,X) > t
Further, by the fact thatŷ = arg max i p i (X; T ) andX = X − εsign(−∇ x log pŷ(X; T )), it follows that there exists X µ = µX + (1 − µ)X such that − log pŷ(X; T ) = − log pŷ(X; T ) − ∇ x log pŷ(X; T ) (X − X)
by the inequality (10) from Lemma 1 that there exists a T 2 > 0 such that for all i,
Further, by the inequality (11) from the proof of Lemma 1, we as well have that there exists a T 3 > T 2 such that for any T > T 3 ,
Now the inequality (12) becomes
Further, from the definition of variance
from inequalities (14) and (15)
and from the inequality (16), it follows that
Similarly, we will have
Now we consider variance C P ∇ x log pŷ(X; T ) 1 . Since
where the last inequality follows from the fact that lim T →∞
and by choosing some large T . Then
Similarly, we could obtain
where t > 0 follows from the assumption that E P ∇ x log pŷ(X; T ) 1 > E Q ∇ x log pŷ(X; T ) 1 . Therefore, from the result obtained in the proof of Lemma 1
it further follows that
where we define M P and M Q as
and thus M P > M Q . Similarly, we have
This indicates, there exists a T 4 such that for all T > T 4 ,
Now the inequality (17) becomes
Further, since
This means, there exists a T 5 such that for any T > T 5 ,
Now the inequality (18) becomes
Therefore, we have P X pŷ (X) (X; T ) ≤ δ p + Q X pŷ (X) (X; T ) > δ (1 − p)
Now, by choosingδ such that
where δ * T = min δ P X×Z (g(X; δ, T, ε 0 ) = Z). Therefore, we have P X pŷ (X) (X; T ) ≤δ p + Q X pŷ (X) (X; T ) >δ (1 − p)
Further, since f i s are continuous functions defined on bounded set X , then there exists a C > 0 such that for any i ∈ {1, ..., N } and any x ∈ X , |f i (x)| ≤ F. Thus
where the first inequality follows from the inequality e x ≤ 1 + x + x 2 for all x ∈ (−∞, 0] and the second inequality follows from the inequality log(1 + x) ≤ x for all x ∈ R and further
where the inequality follows from the Jensen's inequality and the convexity of function e x .
From the result in Theorem 1 part (II), we have 
Further, by assumption that, for any non-empty interval (a, b) ⊂ (−2c 1 ln(N − 1), −c 2 ln(N − 1))
Therefore, the inequality (20) becomes P X pŷ (X) (X; T ) ≤ δ * T p + Q X pŷ (X) (X; T ) > δ * T (1 − p)
Therefore, by choosing large T such that
and by choosing ε such that Therefore, to guarantee there exists ε such that both condition are satisfied, dimension should satisfy d > e 2 e 1 = 260(KC 2 + V C) q(M P − M Q ) 2 · max 2M P c 2 ln(N − 1)
, 16C c 3 ln(N − 1) .
Then P e (T, ε) = min δ {P X pŷ (X) (X; T ) ≤ δ p + Q X pŷ (X) (X; T ) > δ (1 − p)} ≤ P X pŷ (X) (X; T ) ≤δ p + Q X pŷ (X) (X; T ) >δ (1 − p) < P X (pŷ(X; T ) ≤ δ * T ) p + Q X (pŷ(X; T ) > δ * T ) (1 − p) = P e (T, ε 0 ) Therefore, there exists constants e 1 , e 2 and T 6 such that for any ε ∈ e2 d 2 , e1 d , T > T 5 , P e (T, ε) < P e (T, ε 0 ).
