Abstract : This paper tackles the problem of decentralizing interval observers for robust controlling and monitoring a class of nonlinear systems. The observer-based output feedback system considered in this paper is very different from classical systems in that an observer-type system is constructed not only for controlling the state variables, but also for accurate component-wise estimation of the state variables for the entire time. Supposing that a given plant admits a classical decentralized Luenberger-type observer giving only asymptotic estimation when time is large enough in the absence of disturbances, this paper proposes an interval observer to which the classical observer can be upgraded. To achieve asymptotic convergence of the state and the estimated interval to zero in the presence of converging disturbances, the notion of integral input-to-state stability is utilized.
Introduction
For many decades, designing state observers for dynamical systems has been a major subject of research. Feedback controllers generate control inputs based on measured information of state variables. However, measuring all state variables of a system is often impossible in practice. Observers are on-line algorithms to estimate the state variables, but typical observers such as Luenberger-type observers guarantee only asymptotic convergence of the estimate to the true state as time tends to infinity. There is no guarantee in transient periods. This drawback in view of monitoring processes has motivated the study of a class of cutting-edge observers, called interval observers, since 2000 from the work in [1] . Some of many studies on interval observers are [2] - [12] which range from theory to industrial application. Making use of the knowledge of bounds of initial conditions and disturbances, interval observers produce upper bounds and lower bounds of state variables from the starting time to infinity. One of practically important directions of the research is to use interval observers for designing output feedback controllers as presented in [13] . Recently, for such an interval observer, the framework of integral input-to-state stability (iISS) has been employed in [14] for robustifying convergence of the interval estimates with respect to disturbances and getting rid of global Lipschitz assumptions. Another direction of practical importance would be to cope with large-scale systems by introducing decentralized structure to interval observers.
The purpose of this paper is to answer the question of whether the interval observer proposed in [13] , [14] can be decentralized to produce a decentralized output-feedback controller. To the best of the authors' knowledge, results on decentralized interval observer-based control have not been reported yet. Decentralization which allows information to be processed locally is not only attractive in the sense of information rich societies [15] , but has also been extensively studied for controlling large-scale systems [16] , [17] to address a lot of practical issues. However, observers in the literature of decentralized control do not provide estimation of the state at all times from the starting time to infinity in the presence of disturbances. For a class of nonlinear systems which are affine in the unmeasured part of the state vector, this paper proposes a method to design decentralized output feedback control based on a decentralized interval observer. The iISS framework introduced to the centralized design in [14] is modified to cope with the decentralized structure. A preliminary result of the present work was presented in [18] . This present paper strengthens the result by highlighting the idea of upgrading classical Luenberger-type observers to interval observers. Assumptions are reformulated and discussed. This paper also shows comparative simulations to demonstrate not only guarantees of the proposed design, but also advantages of the proposed decentralized interval observer over the decentralized classical observer. This paper uses the following notations. The symbols ∨ and ∧ denote logical sum and logical product, respectively. The set of real numbers is denoted by R. The set of non-negative real numbers is denoted by R ≥0 , i.e., R ≥0 := [0, ∞). The symbol I denotes the identity matrix in R n×n of any dimension n. The symbol |·| denotes Euclidean norm of vectors of any dimension. Inequalities must be understood component-wise, i.e., for
For a square matrix R ∈ R n×n , let the matrix
, where the notation R = r i, j n,n i, j=1,1 is used. Let R − ∈ R n×n be defined by R − = R + − R. This notation is limited to square matrices, and the superscripts + and − for other purposes are defined appropriately when they appear. A square matrix R ∈ R n×n is said to be Metzler if each off-diagonal entry of this matrix is nonnegative. For functions α, β : R ≥0 → R n , by α(s) ≡ β(s) we mean α(s) = β(s) for all s ∈ R ≥0 . A function α : R ≥0 → R ≥0 is said to be positive definite and written as α ∈ P if α is continuous and satisfies α(0) = 0 and α(s) > 0 for all s ∈ (0, ∞). A function α ∈ P is said to be of class K if α is strictly increasing. A class K function is said to be of class K ∞ if it is unbounded. A continuous function β : R ≥0 × R ≥0 → R ≥0 is said to be of class KL if, for each fixed t ∈ R ≥0 , β(·, t) is of class K and, for each fixed s > 0, β(s, ·) is strictly decreasing and lim t→∞ β(s, t) = 0.
Problem Setup

Output Feedback Based on Interval Observer
Let the plant be described bẏ
with the initial condition x(0) = x 0 ∈ R n x . The vectors x(t) ∈ R n x , u(t) ∈ R n u and y(t) ∈ R n y denote the state, the input and the output, respectively. The functions A : R n y → R n x ×n x and β : R n y × R n u → R n x are supposed to be locally Lipschitz. The matrix C ∈ R n y ×n x is constant. The disturbance δ : R ≥0 → R 
are known. Note that the inequalities in (3) are evaluated almost everywhere. The goal of our control problem is to achieve reasonable stability properties for an arbitrary initial condition satisfying (2) by output feedback control equipped for state monitoring. The state monitoring is to estimate an envelope
holds in the presence of any disturbance δ(t) satisfying (3). A system generating such x − (t) and x + (t) is called a framer [13] . The system is called an interval observer if the distance between x − (t) and x + (t) goes to zero as t tends to ∞ under the assumption of δ(t) ≡ 0. The classical Luenberger observers in control textbooks generate a signalx achieving
instead of (4) . The state estimation is achieved only at t = ∞. The problem of constructing an interval observer is tougher than that of a classical observer since (4) should be guaranteed all times from the initial time. This paper pursues an interval observer which can be combined with a state-feedback law to design an output feedback controller achieving appropriate closed-loop stability in the presence of the disturbance. Importantly, this paper requires the output feedback controller to be decentralized with respect to the N block partition given by
with u i (t) ∈ R n u i and y i (t) ∈ R n y i . In other words, the output feedback controller to be designed consists of N decoupled components which are called sub-controllers. Each subcontroller is supposed to generate u i from y i based on the estimation of the block component x i of the state x:
Remark 1 The mathematically easiest setup of state estimation for decentralized control would be to reproduce the entire state vector x from each y i . It is, however, not only redundant, but also too restrictive in view of observability of the entire x at each output channel y i . Therefore, this paper employs the idea of reproducing block components x i of the vector x from y i (and u i ) without any overlapping components.
Hypothesis: Existence of a Decentralized Observer
Apart from interval observers, as discussed in [17] , achieving (5) under the decentralized structure y i → u i is a hard problem even for linear systems. In designing an observer, the decentralization is a strong constraint which often disallows (5) even if the given system is observable. Indeed, it is known that in terms of decentralization, estimating the state is far more demanding than stabilizing the state [17] . This paper aims to replace such a demanding decentralized observer by an even more powerful system called a decentralized interval observer that achieves (4) in addition to (5) for nonlinear systems.
For making this aggressive goal achievable, it is at least necessary to assume that the plant (1) admits an decentralized observer. To this end, here we briefly review a popular approach to observer design. The structure of (1) is often referred to as the observer canonical form up to input-output injection [19] - [21] . It is precisely the observer canonical form when the matrix A is constant. In (1), the functions β and A describing nonlinearities are allowed to be injection of the input and the output. This is the most popular class of system for which observer design has been studied since it allows us to use the Luenberger-type observeṙ
for estimating the state x, where Y : R n y → R n x ×n y is an appropriately chosen observer gain matrix which is locally Lipschitz. Indeed, it is straightforward to see that if there exists a positive definite and radially unbounded
holds for all ξ ∈ R n x and y ∈ R n y with some positive definite function ω : R ≥0 → R ≥0 , the property (5) is achieved. The following defines decentralization of the observer.
Definition 1
The Luenberger-type observer (8) is said to be decentralized if given i ∈ {1, 2, ..., N} arbitrarily, the following holds for all piecewise continuous functions y : R ≥0 → R n y and u : R ≥0 → R n u and allx(0) ∈ R n x : the i-th block-component x i (t) of the solutionx(t) to (8) is determined uniquely byx i (0), y i and u i up to the maximal time interval of the existence of the solution.
Partition A in rows into
. . .
to be conformable to the partition of x. Let β be partitioned in the same way. Consider the following assumption.
Assumption 1 There exist locally Lipschitz functions
such that
hold for all i = 1, 2, ..., N with w = [w 1 , w 2 , ...,
yields the following, due to the structure of (8) A sufficient condition for (10) [18] . Indeed, the Luenberger observer for linear systems uses β = 0, and (10) is equivalent to requiring Y to be a block-diagonal constant matrix. Proposition 1 involving (11) allows one to be aware that employing a block-diagonal observer gain Y is insufficient for an observer to be decentralized. It contrasts sharply with decentralization of a state-feedback law. This paper employs Assumption 1 to simply assume that there is at least a classical decentralized observer for the plant (1) . Under this reasonable assumption, the aim of this paper is to show how to upgrade such an observer to an interval observer for achieving the powerful property (4) for any disturbance as well as the convergence of |x + (t) − x − (t)| to zero for converging disturbances.
Remark 2
If the full information x is available at each y i , Assumption 1 is satisfied for any given M i,i (w i ), provided that nonlinearities are decentralized, i.e., A i (w) = A i (w i ) and
fulfills (10) and (11) . Here, the full information guarantees the existence of a left inverse C i of C i , i.e., C i C i = I. The above extreme case only allows us to confirm that Assumption 1 is not strange. It is practically important that there are cases where Assumption 1 is fulfilled for non-full rank C i s. For instance, property (11) 
Remark 3
The pairing of input and output can be often determined by the designer unless there are severe physical constraints. Assumption 1 provides information about selecting sensors and their locations. Notice that introduction of a static output-feedback can also modify A(y(t) ).
Decentralized Interval Observer and Feedback Gain
For (1), this paper proposes the following system as an interval observer consisting of the following N components:
where
. . , N}, and
The N systems described by (12) operate independently of each other, i.e., decoupled. Each i-th component of the interval observer generates the end points x + i (t) and x − i (t) of some interval estimate from y i (t) based on the given envelope of the i-th block component of the disturbance δ(t). Let the i-th sub-controller consist of the i-th component (12) of the interval observer and the i-th control input u i to be determined in the form of
Since y i is available andx + i is generated at the i-th subcontroller, the interval observer-based output feedback controller (12)-(13) proposed above is decentralized.
The non-singular matrices R i ∈ R n x i ×n x i and the matrices M i,i (y i ) ∈ R n x i ×n x i are supposed to be chosen for i ∈ {1, . . . , N} so that the following assumptions are fulfilled.
Assumption 2
For each i = 1, 2, ..., N, given a locally Lipschitz function M i,i : R n y i → R n x i ×n x i , there exists an invertible matrix R i ∈ R n x i ×n x i such that, for each fixed y i ∈ R n y i , the matrix
is Metzler.
Assumption 3 For each
hold for all ξ i ∈ R n x i , y i ∈ R n y i , ρ
The above two assumptions are guidelines for the selection of observer matrices M i,i (y i ), while the next assumption provides a separate guideline for the selection of control gains u si (y i ,x + ) for i = 1, 2, ..., N.
Assumption 4 Given a locally Lipschitz function u s : R
n y × R n x → R n u , there exist a positive definite radially unbounded C 1 function U : R n x → R ≥0 , continuous functions μ ∈ P and γ, ζ ∈ K such that
holds for all x ∈ R n x , d ∈ R n x and δ ∈ R n x , where
The above three assumptions reduce to the ones in [14] for N = 1, i.e., the centralized case. In the centralized case, Assumption 1 is always satisfied.
Guarantees
To demonstrate properties guaranteed by the candidates of a decentralized interval observer and a decentralized feedback gain, define
For the decentralized controller candidate consisting (12) and (13), the main results are stated in the following two theorems. Then in the case of δ(t) ≡ δ + (t) ≡ δ − (t) ≡ 0, unique solutions x(t) and z(t) to (1) and (12) exist for all time and satisfy (4) and
for any x 0 satisfying (2), and moreover, X = 0 is globally asymptotically stable. In the case where δ is not necessarily zero, if any of the two conditions
holds, then there existθ ∈ KL,ψ ∈ K andχ ∈ K ∞ such that
hold for any x 0 and δ satisfying (2) and (3), and moreover, the entire system is iISS with respect to the input Δ and the state X. Furthermore, in the case of (21), there existθ ∈ KL andφ ∈ K such that
hold for any x 0 and δ satisfying (2) and (3), and moreover, the entire system is ISS with respect to the input Δ and the state X. 
holds, then in the case of δ(t) ≡ δ + (t) ≡ δ − (t) ≡ 0, unique solutions x(t) and z(t) to (1) and (12) exist for all time and satisfy (4) and (19) for any x 0 satisfying (2), and moreover, X = 0 is globally asymptotically stable. In the case where δ is not necessarily zero, if ω i ∈ K, i = 1, 2, ..., N and
are satisfied, then there existθ ∈ KL,ψ ∈ K andχ ∈ K ∞ such that (22) and (23) hold for any x 0 and δ satisfying (2) and (3), and moreover, the entire system is iISS with respect to the input Δ and the state X.
Except decentralization, the key ideas to prove the above theorems are identical to those presented in [14] . The rest of this section sketches the ideas and the difference. Let S = R −1 and
Then the N components in (12) can be packed intȯ
for p =x + − x. The dynamics ofx − − x can be represented in a similar way. Thus, the matrix A(y) + Λ(y)C in [14] is simply replaced with the block-diagonal matrix A M (y). By virtue of Assumption 2, the matrix
− | and the definition of ω, the property
follows from (16) satisfied for all i = 1, 2, ..., N, where
Hence, Assumptions 2 and 3 ensure that the corresponding assumptions in [14] are fulfilled. Thus, the decentralized system (12) is guaranteed to be an interval observer, i.e., (4) holds, and if the disturbance is zero, we have (5). In fact, the Metzler property with the help of the definitions of R + , R − and S + , S − guarantees non-negativity of x + (t) − x(t) and x(t) − x − (t). The property (29) yields (5). Assumption 4 is the same as the one in [14] except that the decentralization is imposed on the control input u s . The overall system is a cascade of a virtual state-feedback system and an observer error system described by (17) and (29), respectively. Hence, Theorems 1 and 2 in [14] yield Theorems 1 and 2 in this paper.
It is possible to express the conditions on ω in Theorems 1 and 2 in terms of ω i . For instance, from the viewpoint of the existence of ω i , using the definition of ω, we can verify that
If one borrows the terminology in [14] , an observer is said to be an iISS interval observer if (22) and (23) are achieved . An observer is said to be an ISS interval observer if (24) and (25) are achieved.
Remark 4 Choosing R
since R + = I, R − = 0, S = S + = I and S − = 0. These are two copies of the Luenberger-type observer (8) at each i. In fact, it follows from (11) that their packed representations arê
Thus, Theorems 1 and 2 include the output feedback control by the decentralized Luenberger-typer observer as a special case, provided that δ(t) ≡ 0. However, since the choice R = I usually violates Assumption 2, property (4) is not guaranteed even for δ(t) ≡ 0, which means the estimate of x is obtained only in view of (5). Theorems 1 and 2 demonstrate that if one is able to find R fulfilling Assumption 2, the framer property (4) can be achieved by incorporating the non-zero disturbance information (3) into the observer as (12).
A Comparative Example
Consider the nonlinear systeṁ
This system is expressed in the form of (1) with N = 2 and
Assumption 1 is satisfied with
By selecting R i for each i = 1, 2
we obtain 
the Assumption 4 is satisfied with U(x) = x x and μ(s) = γ(s) = ζ(s) = s 2 . For the persistent disturbances Fig. 1 . All components of x(t) remain in the respective estimated intervals. Next, for the convergent disturbances
with the aforementioned initial conditions, the simulation result is plotted in Fig. 2 . The components of x(t) stay in the respective estimated intervals. Moreover, the length of those intervals converges to zero as well as the state variables x 1,1 (t), x 1,2 (t), x 2,1 (t), x 2,2 (t). This is consistent with our theoretical results. Finally, for the convergent disturbance (42) and the initial condition x 0 = [5, −5, 5, −5] , the simulation result is shown in Fig. 3 for the classical decentralized Luenberger-type observer replacing (38) with R = I using δ + (t) ≡ δ − (t) ≡ 0 in (12 Fig. 3 with Fig. 2 , one can see that the two estimates do not give any bounds of the state x for finite t, although they finally converge to zero. In contrast, the interval observer gives bounds of x for all the time t.
Conclusions
A method for designing decentralized interval observerbased output feedback systems for simultaneous controlling and monitoring a class of large-scale nonlinear systems has been proposed in this paper. The design is based on the assumption of the existence of a classical decentralized Luenbergertype observer. To upgrade the observer to an interval observer for monitoring the state at all times and allowing for disturbances in the state estimation, guidelines for choosing observer gains and feedback gains have been presented in the iISS framework. The iISS framework guarantees the estimated state intervals to converge to zero even in the presence of disturbances as far as the disturbances are vanishing. Comparative simulations have illustrated the superiority of the proposed decentralized interval observer over the classical decentralized observer. It is emphasized that the class of systems which admit decentralized observation is inherently restrictive [17] . There are a lot of plants which admit centralized observers, but which do not admit any decentralized one. Under such inevitably restrictive circumstances, this paper has tackled the tougher problem of estimating intervals of the state throughout the entire time horizon. A very popular approach to design of noninterval observers for output feedback is to treat interactions as uncertainties which vanish as time goes to infinity (see e.g., [16] , [17] , [22] - [26] and references therein). However, such an approach cannot be employed for the interval estimation since the intervals are required to be valid from the initial time to infinity. Therefore, it is natural that the proposed interval design method applies to a narrower class of systems than the existing design methods for output-feedback which do not give any full-time bound of the state. Investigating practical ways to find somehow optimal gains with the help of numerical computation is an important topic of future research.
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