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Re´sume´: Dans cet article nous appliquons les me´thodes de bi-quantification de´crites
dans [7] au cas des espaces syme´triques. Nous introduisons une fonction E(X,Y ), de´finie
pour toutes paires syme´triques, en termes de graphes de Kontsevich. Les proprie´te´s de
cette fonction permettent de de´montrer de manie`re unifie´e des re´sultats importants dans
le cas des paires syme´triques re´solubles ou quadratiques. Nous montrons que le star-
produit de´crit dans [7] co¨ıncide, pour toute paire syme´trique, avec celui de Rouvie`re.
On ge´ne´ralise un re´sultat de Lichnerowicz sur la commutativite´ d’alge`bres d’ope´rateurs
diffe´rentiels invariants et on re´sout un proble`me de M. Duflo sur l’e´criture, en coordonne´es
exponentielles, des ope´rateurs diffe´rentiels invariants sur tout espace syme´trique. On de´crit
l’homomorphisme d’Harish-Chandra en termes de graphes de Kontsevich. On de´veloppe
une the´orie nouvelle pour construire des caracte`res des alge`bres d’ope´rateurs diffe´rentiels
invariants. On applique ces me´thodes dans le cas des polarisations σ-stables.
Quantization for symmetric pairs and Kontsevich’s diagrams
Abstract: In this article we use the expansion for biquantization described in [7] for
the case of symmetric spaces. We introduce a function of two variables E(X,Y ) for any
symmetric pairs. This function has an expansion in terms of Kontsevich’s diagrams. We
recover most of the known results though in a more systematic way by using some ele-
mentary properties of this E function. We prove that Cattaneo and Felder’s star product
coincides with Rouvie`re’s for any symmetric pairs. We generalize some of Lichnerowicz’s
results for the commutativity of the algebra of invariant differential operators and solve
a long standing problem posed by M. Duflo for the expression of invariant differential
operators on any symmetric spaces in exponential coordinates. We describe the Harish-
Chandra homomorphism in the case of symmetric spaces by using all these constructions.
We develop a new method to construct characters for algebras of invariant differential
operators. We apply these methods in the case of σ-stable polarizations.
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Introduction
Let (g, σ) be a symmetric pair: viz., g is a finite-dimensional Lie algebra over R, while σ
is an involution and a Lie algebra automorphism of g. We denote by g = k⊕ p the decom-
position relative to σ, with k and p the +1- and −1-eigenspaces, respectively (Cartan’s
decomposition).
The Poincare´–Birkhoff–Witt (PBW) theorem ensures the following decomposition of
the universal enveloping algebra U(g):
U(g) = U(g) · k⊕ β(S(p))
with β the symmetrization map from S(g) into U(g).1 One can then identify, as vector
spaces, the symmetric algebra S(p) of p with U(g)/U(g) · k via β. Though U(g)/U(g) · k
is not an algebra in general, its k-invariant subspace
(
U(g)/U(g) · k
)k
is an algebra.
This is of fundamental importance as it is the algebra of invariant differential operators
on the symmetric space G/K associated to the symmetric pair (g, σ), and as such it occurs
in harmonic analysis on symmetric spaces in a crucial way.
This algebra is commutative [21, 13], and the PBW theorem ensures that(
U(g)/U(g) · k
)k
and S(p)k
are isomorphic as vector spaces. Observe that S(p)k is just the associated graded of(
U(g)/U(g) · k
)k
.
It is conjectured [34] that these two algebras are isomorphic as algebras, what the
second author has called the polynomial conjecture. This is a generalization for symmetric
pairs of Duflo’s isomorphism [12] between the center U(g)g of the universal enveloping
algebra of a Lie algebra g and the invariant subalgebra S(g)g of its symmetric algebra.
1We have β(X1 . . . Xn) =
1
n!
P
σ∈Sn
Xσ(1) . . . Xσ(n).
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Recall that for every homogeneous space G/H the algebra of G-invariant differential
operators may be identified, thanks to a result of Koornwinder [20], with the algebra(
U(g)/U(g) · h
)h
(where h denotes the Lie algebra of H). The latter is not commutative
in general. Its associated graded is then a Poisson subalgebra of
(
S(g)/S(g) · h
)h
with a
natural Poisson structure.
If h admits a complement q which is invariant under the adjoint action of h, then an
easy consequence of PBW is that
(
U(g)/U(g) ·h
)h
and
(
S(g)/S(g) ·h
)h
are still isomorphic
as vector spaces. It is not known whether this holds in general, for there is no natural
map from
(
S(g)/S(g) · h
)h
to U(g) (or a quotient thereof).
It has been conjectured anyway by M. Duflo [11] that the center of
(
U(g)/U(g) · h
)h
and the Poisson center of
(
S(g)/S(g) · h
)h
are always isomorphic as algebras.
Little is known in such generality. In case g is a nilpotent Lie algebra, appreciable
advances have been achieved in the last few years by Corwin–Greenleaf [10], Fujiwara–
Lion–Magneron–Mehdi [14], Baklouti-Fujiwara [5] and Baklouti-Ludwig [6]. In case where
G and H are reductive groups, F. Knop [18] gives a satisfying and remarkable answer to
the conjecture. In case where H is compact and G = H ⊲< N is the semidirect product
of H with a Heisenberg group N , Rybnikov [25] makes use of F. Knop’s result to prove
Duflo’s conjecture.
In this paper we propose a novel approach to these questions based on Kontsevich’s
construction [19] and its extension to the case of coisotropic submanifolds by Cattaneo
and Felder [7], [8]. We only treat the problem of symmetric pairs here, but we think that
our methods have a wider scope, namely in the nilpotent homogeneous case 2.
One may regard the present work as a link between the methods of deformation quan-
tization and the orbit method in Lie theory.
Plan of the paper: In Section 1 we recall Kontsevich’s construction for the deforma-
tion quantization of Poisson manifolds and its extension by Cattaneo and Felder to the
case of coisotropic submanifolds. We discuss in details the compatibility in cohomology.
This Section should be useful for the Lie algebra experts who are not familiar with the
deformation quantization constructions.
Next we study the dependency of this construction on the choice of a complement
in the linear case. We show that the reduction spaces are isomorphic and describe the
isomorphism (Proposition 2 and Theorem 1) which is an element of the gauge group
obtained by solving a differential equation.
In Section 2 we describe the graphs appearing in the linear case and present three fun-
damental examples of reduction spaces occurring in Lie theory: symmetric pairs (Propo-
2One of our students is working on this case.
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sition 4), Iwasawa’s decompositions (Proposition 5), and polarizations (Proposition 6).
These examples are new and show that this novel quantization methods are well-suited
for Lie theory.
Recall that for symmetric pairs F. Rouvie`re [27, 28, 30], following Kashiwara and
Vergne [17], introduced a mysterious function e(X,Y ) defined for X,Y ∈ p. Up to conju-
gation this function computes the star product
P ♯
Rou
Q = β−1
(
β(P ) · β(Q) modulo U(g) · k
)
(0.1)
for P,Q in S(p)k.
In Section 3 we define a function E(X,Y ) forX,Y ∈ p in terms of graphs. This function
will behave as Rouvie`re’s function e(X,Y ). The comparison of these two functions is a key
point of this paper. The function E(X,Y ) expresses the Cattaneo–Felder star product ⋆
CF
in the case of symmetric pairs. By inspection of the graphs appearing in its construction,
we obtain a symmetry property (Lemma 11) together with some additional properties in
the solvable case (Proposition 8), in the case of Alekseev–Meinrenken symmetric pairs
(Proposition 10) as well as in the case of very symmetric quadratic pairs (Proposition 11).
In all these cases we show that the function E is identically equal to 1. These elementary
but remarkable properties yield new and uniform proofs of results obtained by Rouvie`re
in the solvable case (Theorem 2, Section 3.4 and Proposition 9) and generalize a theorem
by Alekseev and Meinrenken (Theorem 3) in the (anti-invariant) quadratic case.
In Section 4 we show that the Cattaneo–Felder and the Rouvie`re star products coincide
(Theorem 4). This is a new result. From this we deduce (Theorem 5) the commutativity
for all z ∈ R of the algebras
(
U(g)/U(g) · kztrk
)k
of invariant differential operators on
z-densities, thus generalizing a result by Duflo [13] and Lichnerowicz [21].
Another problem posed by M. Duflo in [11] is solved in Section 4: the expression in
exponential coordinates of invariant differential operators (Theorem 6). Our solution is
given in terms of Kontsevich’s graphs.
We define at the end of Section 4 a deformation along the axis of the Campbell-
Hausdorff formula for symmetric pairs in the spirit of the Kashiwara-Vergne conjecture.
We proved (Theorem 7 and Proposition 13) that this deformation in the case of quadratic
Lie algebras, considered as very symmetric quadratic pairs, implies the Kashiwara–Vergne
conjecture. We conjecture that in the case of Lie algebras considered as symmetric pairs
our E function is equal identically to 1. This conjecture would solve the Kashiwara-Vergne
conjecture.
In Section 5 we consider the Harish-Chandra homomorphism for symmetric pairs. Ac-
tually there are two natural choices for a complement of k⊥, one by Cartan’s decomposition
and the other by Iwasawa’s. We show that these two choices together lead to the Harish-
Chandra homomorphism for general symmetric pairs. In this language the Harish-Chandra
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homomorphism consists of the restriction to the little symmetric pair in Iwasawa’s decom-
position. The former decomposition and the intertwinement then yield a formula for the
Harish-Chandra homomorphism in terms of graphs. It follows from this expression that
the Harish-Chandra homomorphism is invariant under the action of the generalized Weyl
group. We hope that this formula will allow a resolution of the polynomial conjecture for
symmetric pairs.
Finally, in Section 6 we apply the principles of bi-quantization [7] to the case of triplets
f+b⊥, g∗, k⊥, where b is a polarization for f ∈ k⊥. These constructions produce characters
for the algebras of invariant differential operators (Proposition 19). It is a novel method
that we hope will be promising in other situations as well3.
In the case of polarizations in normal position we show, by a homotopy on the coef-
ficients (which makes use of an 8 color form), that the characters are independent of the
choice of polarization (Proposition 21). Thus we recover some classical results of the orbit
method for Lie algebras.
It follows that for symmetric pairs admitting σ-stable polarizations Rouvie`re’s isomor-
phism computes the characters of the orbit method (Theorem 8).
One can regard these new methods as a replacement for the orbit method.
Introduction
Soit (g, σ) une paire syme´trique, c’est-a`-dire g est une alge`bre de Lie (quelconque) de
dimension finie sur R et σ est une involution qui est un automorphisme d’alge`bres de Lie.
On note alors g = k⊕p la de´composition relative a` σ, ou` k de´signe l’espace propre associe´ a`
la valeur propre +1 et p l’espace propre associe´ a` la valeur propre −1. Cette de´composition
est aussi appele´e de´composition de Cartan.
Le the´ore`me de Poincare´-Birkhoff-Witt (PBW) assure la de´composition de l’alge`bre
enveloppante U(g) :
U(g) = U(g) · k⊕ β(S(p)),
ou` β de´signe la syme´trisation de S(g) dans U(g).4 On peut alors identifier S(p) l’alge`bre
syme´trique de p et U(g)/U(g) · k via la syme´trisation β. En ge´ne´ral U(g)/U(g) · k n’est pas
une alge`bre, mais les k-invariants
(
U(g)/U(g) · k
)k
forment une alge`bre.
Cette alge`bre est un objet central car c’est l’alge`bre des ope´rateurs diffe´rentiels inva-
riants sur l’espace syme´trique G/K associe´ a` la paire syme´trique (g, σ). Elle intervient de
manie`re cruciale dans l’analyse harmonique sur les espaces syme´triques.
3These methods may be applied in certain cases of homogeneous spaces.
4On a β(X1 . . . Xn) =
1
n!
P
σ∈Sn
Xσ(1) . . . Xσ(n).
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Cette alge`bre est commutative [21, 13] et le the´ore`me de Poincare´-Birkhoff-Witt nous
assure que (
U(g)/U(g) · k
)k
et S(p)k
sont isomorphes comme espaces vectoriels. Remarquons que S(p)k est tout simplement le
gradue´ associe´ de
(
U(g)/U(g) · k
)k
.
On conjecture [34] que ces deux alge`bres sont isomorphes comme alge`bres, ce que le
second auteur a nomme´ la conjecture polynomiale. Cette conjecture ge´ne´ralise pour les
paires syme´triques l’isomorphisme de Duflo pour les alge`bres de Lie [12] entre le centre de
l’alge`bre enveloppante U(g)g et les invariants dans l’alge`bre syme´trique S(g)g.
Pre´cisons dans cette introduction que pour un espace homoge`ne G/H quelconque (on
note h l’alge`bre de Lie de H) l’alge`bre des ope´rateurs diffe´rentiels invariants sous l’action
de G s’identifie graˆce a` un re´sultat de Koornwinder [20] a` l’alge`bre
(
U(g)/U(g) ·h
)h
. Cette
alge`bre n’est pas commutative en ge´ne´ral. Son gradue´ associe´ est alors une sous-alge`bre
de Poisson de
(
S(g)/S(g) ·h
)h
(cette dernie`re posse`de une structure de Poisson naturelle).
S’il existe un supple´mentaire de h qui soit invariant sous l’action adjointe de h, notons
le q, alors une conse´quence facile de PBW est que
(
U(g)/U(g) · h
)h
et
(
S(g)/S(g) · h
)h
sont encore isomorphes comme espaces vectoriels. En ge´ne´ral, on ne sait pas si cette
proprie´te´ reste vraie, pour la simple raison qu’il n’existe pas d’application naturelle de(
S(g)/S(g) · h
)h
dans U(g) (ou un quotient).
On conjecture toutefois que le centre de
(
U(g)/U(g) · h
)h
et le centre de Poisson de(
S(g)/S(g) · h
)h
sont toujours isomorphes comme alge`bres : c’est une conjecture de M.
Duflo [11].
Peu de choses sont connues dans cette ge´ne´ralite´. Dans le cas ou` g est une alge`bre nil-
potente, des progre`s sensibles ont e´te´ faits ces dernie`res anne´es par Corwin-Greenleaf [10],
Fujiwara-Lion-Magneron-Mehdi [14], Baklouti-Fujiwara [5] et Baklouti-Ludwig [6]. Dans
le cas ou` G et H sont des groupes re´ductifs, F. Knop [18] donne une re´ponse satisfaisante
et remarquable a` cette conjecture. Dans le cas ou H est compact et G = H ⊲< N est un
produit semi-direct de H par un groupe d’Heisenberg N , Rybnikov [25] utilise le re´sultat
de F. Knop pour conclure positivement a` la conjecture de Duflo.
Cet article propose une approche nouvelle sur ces questions base´e sur la construction de
Kontsevich [19] et ses extensions aux cas des sous-varie´te´s co-isotropes par Cattaneo-Felder
[7], [8]. Nous abordons ici la proble´matique des paires syme´triques mais nous pensons que
nos me´thodes ont un champ d’applications plus vaste, notamment dans le cas nilpotent
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homoge`ne5.
On peut voir ce me´moire comme un pont entre les me´thodes de quantification par
de´formation et la me´thode des orbites en the´orie de Lie.
Re´sultats de´taille´s de l’article : La Section 1 rappelle les constructions de quantifi-
cation de Kontsevich et l’extension au cas des varie´te´s co-isotropes par Cattaneo-Felder.
On de´taillera l’argumentation sur la compatibilite´ en cohomologie. Cette section est utile
pour les experts en alge`bre de Lie qui ne sont pas familiers avec les constructions de quan-
tification par de´formation.
On e´tudie ensuite dans le cas line´aire la de´pendance de ces constructions par rapport
au choix du supple´mentaire. Nous montrons que les espaces de re´duction sont isomorphes
et nous de´crivons l’isomorphisme (Proposition 2 et The´ore`me 1) : c’est un e´le´ment du
groupe de jauge qui s’obtient via la re´solution d’une e´quation diffe´rentielle.
Dans la Section 2, on pre´cisera les graphes qui interviennent dans le cas line´aire et on
donnera trois exemples fondamentaux d’espaces de re´duction que l’on peut rencontrer en
the´orie de Lie : le cas des paires syme´triques (Proposition 4), le cas des de´compositions
d’Iwasawa (Proposition 5) et le cas des polarisations (Proposition 6). Ces exemples sont
nouveaux et de´montrent que ces nouvelles me´thodes de quantification sont adapte´es a` la
the´orie de Lie.
Rappelons que dans une se´rie d’articles F. Rouvie`re [27, 28, 30] a introduit pour les
paires syme´triques, suivant les me´thodes de Kashiwara-Vergne [17], une fonction myste´rieuse
e(X,Y ) de´finie pour X,Y ∈ p. Cette fonction calcule a` une conjugaison pre`s le star-
produit :
P ♯
Rou
Q = β−1
(
β(P ) · β(Q) modulo U(g) · k
)
(0.2)
pour P,Q dans S(p)k.
Dans la Section 3, on de´finira une fonction E(X,Y ) pour X,Y ∈ p en termes de
graphes, qui aura des proprie´te´s analogues a` la fonction e(X,Y ) de Rouvie`re. La compa-
raison de ces deux fonctions est un point important de cet article. Cette fonction E(X,Y )
exprime le star-produit ⋆
CF
de Cattaneo-Felder dans le cas des paires syme´triques. On
de´duira, a` partir des graphes intervenant dans la construction de cette fonction, une pro-
prie´te´ de syme´trie (Lemme 11) et des proprie´te´s supple´mentaires dans le cas re´soluble (Pro-
position 8), dans le cas des paires syme´triques d’Alekseev-Meinrenken (Proposition 10) ou
le cas tre`s syme´trique quadratique (Proposition 11). Dans tous ces cas on montre que la
5Un des nos e´tudiants travaille sur ce cas.
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fonction E vaut identiquement 1. Ces proprie´te´s remarquables et e´le´mentaires donnent
des de´monstrations nouvelles et unifie´es de re´sultats de´montre´s par Rouvie`re dans le
cas re´soluble (The´ore`me 2 et Proposition 9) et ge´ne´ralisent un the´ore`me d’Alekseev-
Meinrenken (The´ore`me 3) dans le cas quadratique (anti-invariant).
Dans la Section 4, on montrera que le star-produit ⋆
CF
de Cattaneo-Felder et celui de
Rouvie`re co¨ıncident (The´ore`me 4). Ce re´sultat est nouveau. On en de´duira (The´ore`me 5)
la commutativite´ pour tout z ∈ R des alge`bres d’ope´rateurs diffe´rentiels invariants sur les
z-densite´s
(
U(g)/U(g) · kztrk
)k
ge´ne´ralisant ainsi un re´sultat de Duflo [13] et Lichnero-
wicz [21].
Un autre proble`me propose´ par M. Duflo dans [11] est re´solu en section § 4 : l’e´criture,
en coordonne´es exponentielles, des ope´rateurs diffe´rentiels invariants (The´ore`me 6). Notre
re´ponse s’exprime en termes de graphes de Kontsevich.
En fin de Section 4, on de´finit une de´formation le long des axes de la formule de
Campbell-Hausdorff pour les paires syme´triques, dans l’esprit de la conjecture de Kashiwara-
Vergne. On montre (The´ore`me 7 et Proposition 13) que dans le cas des alge`bres de
Lie quadratiques, conside´re´es comme des paires tre`s syme´triques quadratiques, notre
de´formation implique la conjecture de Kashiwara-Vergne. Plus ge´ne´ralement on conjec-
ture que notre fonction E vaut 1 dans le cas des alge`bres de Lie, conside´re´es comme des
paires syme´triques. Cette conjecture implique alors la conjecture de Kashiwara-Vergne.
Dans la Section 5, on s’inte´resse a` l’homomorphisme d’Harish-Chandra pour les paires
syme´triques. En effet il existe deux choix de supple´mentaires de k⊥, essentiellement celui
donne´ par la de´composition de Cartan et l’autre donne´ par la de´composition d’Iwasawa.
On montre que ces deux choix conduisent a` l’homomorphisme d’Harish-Chandra pour
les paires syme´triques ge´ne´rales. Dans ce langage, l’homomorphisme d’Harish-Chandra
consiste en la restriction a` la petite paire syme´trique dans la de´composition d’Iwasawa.
La premie`re de´composition et l’entrelacement donneront alors une formule pour l’homo-
morphisme d’Harish-Chandra en termes de graphes. On en de´duit au vu de l’expression
que l’homomorphisme d’Harish-Chandra ge´ne´ralise´ est invariant par l’action du groupe de
Weyl ge´ne´ralise´. On espe`re que cette formule permettra de re´soudre la conjecture polyno-
miale pour les paires syme´triques.
Enfin dans la Section 6 de cet article, on appliquera le principe de bi-quantification [7]
au cas des triplets f + b⊥, g∗, k⊥ ou` b est une polarisation pour f ∈ k⊥. Ces constructions
fournissent des caracte`res pour les alge`bres d’ope´rateurs diffe´rentiels invariants (Propo-
sition 19). C’est une nouvelle me´thode, que l’on espe`re prometteuse dans d’autres situa-
tions6.
6Ces me´thodes s’appliquent dans certains cas d’espaces homoge`nes.
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Dans le cas ou` les polarisations sont en position d’intersections normales, on montre,
par une me´thode d’homotopie sur les coefficients (faisant intervenir une forme a` 8 cou-
leurs), que les caracte`res sont inde´pendants du choix des polarisations (Proposition 21).
On retrouve ainsi des re´sultats classiques de la me´thode des orbites dans le cas des alge`bres
de Lie.
On en de´duit, pour les paires syme´triques qui admettent des polarisations σ-stables, que
l’isomorphisme de Rouvie`re calcule les caracte`res de la me´thode des orbites (The´ore`me 8).
On peut voir ces nouvelles me´thodes comme un substitut a` la me´thode des orbites.
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1 Rappels sur la construction de Cattaneo-Felder
Soit g une alge`bre de Lie de dimension finie sur R. L’espace dual g∗ est alors muni
d’une structure de Poisson line´aire. On note π le bi-vecteur de Poisson associe´.
Supposons donne´e sous-alge`bre h de g. Son orthogonal h⊥ est alors une sous-varie´te´
co-isotrope de g∗. Dans [7], Cattaneo-Felder de´crivent une construction pour une quanti-
fication de (S(g)/S(g) · h)h ou d’une sous-alge`bre de cette dernie`re.
1.1 Quantification
Les constructions ne sont pas intrinse`ques et de´pendent du choix d’un supple´mentaire
de h dans g. Notons q un tel supple´mentaire. On peut alors identifier h∗ avec q⊥.
Deux constructions sont donne´es par Cattaneo et Felder, l’une en termes de se´rie de
type Feynman avec diagrammes colore´s et l’autre en terme de transforme´e de Fourier
partielle. Ces constructions sont locales mais on peut les globaliser. On va rappeler ces
dernie`res dans le cadre qui nous inte´resse a` savoir le cas des sous-alge`bres, mais il suffira
de remplacer h⊥ par une sous-varie´te´ C pour obtenir la construction plus ge´ne´rale.
Rappel des constructions : La varie´te´ qui intervient dans cette construction est une
super-varie´te´ :
M := h⊥ ⊕Πh, (1.1)
ou` Π de´signe le foncteur de changement de parite´. L’alge`bre des fonctions est donc
A := C∞(h⊥)⊗
∧
(g∗/h⊥) ≃ C∞(h⊥)⊗
∧
h∗. (1.2)
Si C = h⊥, la fibre du fibre´ normal NC vaut alors g
∗/h⊥, celle du fibre´ cotangent (conor-
mal) T⊥C = N
∗
C vaut h.
1.2 Construction en terme de transforme´e de Fourier
La dg-alge`bre des poly-champs sur M est l’alge`bre syme´trique de´cale´e de l’alge`bre des
de´rivations de A
T (A) := SA(Der(A)[−1])[1]. (1.3)
Par transforme´e de Fourier dans la fibre impaire (cf. plus loin,) cette dg-alge`bre est
isomorphe a` l’alge`bre des poly-champs de vecteurs formels le long de h⊥, c’est-a`-dire
T (B) := SB(Der(B)[−1])[1], (1.4)
ou` B = C∞(h⊥)⊗ S((g∗/h⊥)∗) = C∞(h⊥)⊗ S(h) est l’alge`bre des fonctions sur
M̂ := h⊥ ⊕ g∗/h⊥ (1.5)
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polynomiales dans la fibre.
Une fois que l’on a fixe´ un voisinage tubulaire de h⊥, on peut identifier ce voisinage
avec le fibre´ normal et on peut identifier g∗/h⊥ avec un supple´mentaire de h⊥. On a besoin
ici de choisir un supple´mentaire de h.
Les fonctions au voisinage de h⊥ s’identifient avec leur de´veloppement de Taylor partiel
dans la direction normale, c’est-a`-dire des e´le´ments de B. L’alge`bre T (B) s’identifie alors
aux poly-champs de vecteurs formels7 le long de h⊥.
Le the´ore`me de Formalite´ [19], nous dit que la dg-alge`bre T (A) est L∞ quasi-isomorphe
a` la dg-alge`bre Dpoly(A). En combinant la transforme´e de Fourier et le the´ore`me de For-
malite´ dans le cas des super-espaces, Cattaneo-Felder de´montrent le the´ore`me suivant.
The´ore`me (Cattaneo-Felder [8]) La dg-alge`bre des poly-champs de vecteurs formels
le long de h⊥ est L∞ quasi-isomorphe a` la dg-alge`bre Dpoly(A).
Si on dispose d’une solution de l’e´quation de Maurer-Cartan sur g∗, alors on disposera
d’une solution de Maurer-Cartan sur M (par transforme´e de Fourier) puis d’une solution
de Maurer-Cartan dans Dpoly(A), c’est-a`-dire en ge´ne´ral (cf. plus loin) d’une A∞-structure
sur A.
Cas des paires syme´triques : Dans le cas des paires syme´triques le supple´mentaire p
e´tant canonique, on dispose des e´quations suivantes.
Notons (Ki)i une base de k, (Pj)j une base de p. On note (K
∗
i )i, (P
∗
j )j les bases duales.
On identifie k⊥ et p∗. On identifie de meˆme g∗/k⊥ = k∗ et p⊥. La super-varie´te´ e´tant
M := k⊥ ⊕Πk = p∗ ⊕Πk
on aura
M̂ := k⊥ ⊕ g∗/k⊥ = p∗ ⊕ k∗.
On notera θi := ΠK
∗
i les fonctions de coordonne´es sur Πk. La de´rive´e dans la direction K
∗
i
sera note´e ∂K∗i ; c’est un champ de vecteurs constant sur M̂ . De meˆme la de´rive´e dans la
direction ΠKi sera note´e ∂ΠKi ; c’est un champ de vecteurs constant sur M .
La transforme´e de Fourier (avec changement de parite´) change la de´rive´e ∂K∗i (c’est
un champ de degre´ impair de T (B)) en la fonction θi = ΠK
∗
i (c’est une variable impaire
de A). De meˆme Ki fonction de coordonne´e sur M̂ (variable paire de B) est change´e en
∂ΠKi (variable paire de T (A)).
7On entend par poly-champs de vecteurs dans un voisinage formel de h⊥ une comple´tion des V(g∗)/Ih⊥ ,
ou` V(g∗) de´signe les poly-champs de vecteurs sur g∗ et Ih⊥ de´signe les poly-champs avec de´veloppement
de Taylor nul sur h⊥.
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Le bi-vecteur de Poisson sur g∗ associe´ a` la structure de Poisson, s’e´crit concre`tement8 :
π = [Ki,Kj ]∂K∗i ∧ ∂K∗j + [Pi, Pj ]∂P ∗i ∧ ∂P ∗j + 2[Ki, Pj ]∂K∗i ∧ ∂P ∗j . (1.6)
Sa transforme´e de Fourier partielle, note´e π̂, est somme d’un champ de vecteurs et d’un
3-vecteur sur la varie´te´ k⊥ ⊕Πk :
∧
π = θiθj∂Π[Ki,Kj ] + 2[Ki, Pj ]θi∂P ∗j + ∂P ∗i ∧ ∂P ∗j ∧ ∂Π[Pi,Pj ]. (1.7)
Comme on le constate, la varie´te´ k⊥ ⊕ Πk ne porte pas de structure de Poisson (car
∧
π
n’est pas un 2-vecteur), mais une structure ve´rifiant l’e´quation de Maurer-Cartan et qui
est homoge`ne si on tient compte de tous les degre´s impairs dans T (A), c’est-a`-dire des
variables θi et ∂P ∗i .
Remarque 1 : La partie 1-champ de
∧
π , est clairement associe´e a` la paire syme´trique
de´ge´ne´re´e (abe´lianise´e, ie. on a [p, p] = 0) produit semi-direct de k et p : k ⊲< p. Ce 1-champ
est de carre´ nul. Compte tenu de la graduation, on peut voir la paire syme´trique comme
une de´formation de la partie abe´lianise´e. Si on conside´rait la structure de´forme´e formelle
[x, y] = t2[x, y] pour x ∈ p et y ∈ p (les autres crochets restant inchange´s) on trouverait
∧
πt = θiθj∂Π[Ki,Kj ] + 2[Ki, Pj ]θi∂P ∗j + t
2∂P ∗i ∧ ∂P ∗j ∧ ∂Π[Pi,Pj ].
Pour t = 0 on retrouve la paire syme´trique abe´lianise´e.
Remarque 2 : L’utilisation de la transforme´e de Fourier impaire est bien connue pour
les alge`bres Lie ; on conside`re Πg muni du 1-champ impair quadratique
Q = ξiξj∂Π[ei,ej ].
Il ve´rifie Q2 = 12 [Q,Q] = 0. On peut alors appliquer la quantification de Kontsevich
dans ce contexte. Les formules de Kontsevich sont plus simples et on peut par exemple
de´crire de manie`re plus naturelle le L∞ quasi-isomorphisme tangent qui, par l’argument
d’homotopie, re´alisera dans le cas des alge`bres de Lie, l’isomorphisme de Duflo ge´ne´ralise´
H(g, S(g)) ∼
alge`bre
H(g, U(g)).
Cette me´thode a e´te´ expe´rimente´e par Shoikhet [31] (voir aussi [24]).
Remarque 3 : Le L∞ morphisme, agit aussi sur les poly-champs dont la restriction a`
h⊥ est nulle sur
∧
h, c’est-a`-dire les poly-champs de vecteurs dont la restriction est nulle
sur la puissance exte´rieure du fibre´ conormal ; ce sont les poly-vecteurs dits relatifs ; par
exemple le bi-vecteur de Poisson π ve´rifie cette proprie´te´ (voir [7]).
8On utilise la convention ∂1 ∧ . . .∧ ∂n =
1
n!
P
σ∈Sn
∂σ(1) ⊗ . . .⊗ ∂σ(n). Les indices re´pe´te´s sont somme´s.
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1.3 Construction en termes de diagrammes de Feynman
La formule propose´e est semblable a` celle de Kontsevich [19] pour Rn. Elle fait interve-
nir des graphes nume´rote´s, des coefficients obtenus par inte´gration de formes diffe´rentielles
sur des varie´te´s de configurations dans le demi-plan de Poincare´ et des ope´rateurs poly-
diffe´rentiels associe´s a` ces graphes 9. Pour simplifier la lecture de cet article on rappelle
brie`vement les ingre´dients de la construction ge´ne´rale.
1.3.1 Varie´te´s de configurations
On note Cn,m l’espace des configurations de n points distincts dans H le demi-plan de
Poincare´ (points de premie`re espe`ce ou points ae´riens) et m points distincts sur la droite
re´elle (points de seconde espe`ce ou points terrestres), modulo l’action du groupe az + b
(pour a ∈ R+∗, b ∈ R). Dans son article [19], Kontsevich construit des compactifications
de ces varie´te´s note´es Cn,m. Ce sont des varie´te´s a` coins de dimension 2n − 2 + m. Ces
varie´te´s ne sont pas connexes pour m ≥ 2. On notera par C
+
n,m la composante qui contient
les configurations ou` les points terrestres sont ordonne´s dans l’ordre croissant (ie. on a
1 < 2 < · · · < m).
1.3.2 Fonctions d’angle a` deux couleurs
Les graphes de Kontsevich vont eˆtre colore´s en fonction de la variable de de´rivation
associe´e dans l’ope´rateur, on aura donc besoin d’une fonction d’angle qui de´pend de deux
couleurs note´es + et −.
De´finition 1. On de´finit les deux fonctions d’angles de C2,0 dans S
1

φ+(p, q) = •
p
−→ •
q
=
−→
φ (p, q) := arg(p− q) + arg(p− q)
φ−(p, q) = •
p
99K •
q
=
99K
φ (p, q) := arg(p − q)− arg(p− q).
(1.8)
Ces fonctions d’angle s’e´tendent a` la compactification C2,0. La fonction d’angle φ+
sera associe´e aux variables tangentes (ie. dans h⊥ ) tandis que la fonction d’angle φ− sera
associe´e aux variables normales (ie. dans g∗/h⊥ = h∗)10. Remarquons que l’on a
dφ−(p, q) = dφ+(q, p). (1.9)
Le fonction d’angle φ+ est celle de´finie par Kontsevich.
9On pourra consulter les re´fe´rences [4], [9] pour une description de´taille´e de la construction de Kontse-
vich.
10On a besoin ici de faire un choix d’un supple´mentaire de h.
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1.3.3 Graphes et ope´rateurs diffe´rentiels associe´s
Les graphes qui vont intervenir dans le de´finition du L∞ quasi-isomorphisme sont ana-
logues a` ceux de Kontsevich [19] avec la diffe´rence essentielle suivante, les areˆtes sont
colore´es par nos deux couleurs + (dans les dessins −→) et − (dans les dessins 99K).
Soit Γ est un graphe (quiver) avec n sommets de premie`re espe`ce (ae´riens) nume´rote´s
1, 2, . . . , n et m sommets de seconde espe`ce (terrestres) nume´rote´s 1, . . . ,m.
Par construction Γ n’a pas de boucles, ni d’areˆtes doubles (meˆme source, meˆme but,
meˆme couleur). Les areˆtes, issues des sommets de seconde espe`ce, sont colore´es par la
couleur − et ne rec¸oivent que des areˆtes colore´es par la couleur +. Par ailleurs un certain
nombre d’areˆtes, portant la couleur −, n’ont pas de but. On dira qu’elles vont a` l’infini
(cf. Fig. 1).
Notons k1, . . . kn le nombre d’areˆtes sortant des sommets de premie`re espe`ce et k1, . . . , km
le nombre d’areˆtes sortant des sommets de seconde espe`ce. Soient ξ1, . . . , ξn des poly-
vecteurs, avec ki le degre´ de ξi et f1, . . . , fm des fonctions avec fj ∈ C
∞(h⊥)⊗
∧kj h∗. En
plac¸ant au sommet ae´rien i le poly-vecteur ξi et au sommet terrestre j la fonction fj, on
de´finit apre`s restriction a` h⊥, une fonction (poly-champ)
BΓ(ξ1, . . . , ξn)
(
f1, · · · , fm) ∈ C
∞(h⊥)⊗
p∧
h∗,
ou` p de´signe le nombre d’areˆtes qui partent a` l’infini. La re`gle comple´mentaire est la
suivante : si l’areˆte porte la couleur +, on ne de´rive que selon les variables tangentes (ie.
dans h⊥) et si la couleur est −, on ne de´rive que selon les variables normales (ie. dans h∗).
On de´finit ainsi un ope´rateur poly-diffe´rentiel BΓ(ξ1, . . . , ξn). Remarquons que les areˆtes,
qui partent a` l’infini, contribuent a` la de´finition de cet ope´rateur.
1.3.4 Coefficients
Soit Γ un graphe colore´ avec n sommets de premie`re espe`ce et m sommets de seconde
espe`ce. On dessine le graphe dans Cn,m. Toute areˆte colore´e e, qui ne part pas a` l’infini,
de´finit par restriction une fonction d’angle note´e φe sur la varie´te´ C
+
n,m. Si la couleur est
ǫ ∈ {+,−} on choisit la fonction d’angle φǫ. On note EΓ l’ensemble des areˆtes du graphe Γ
qui ne partent pas a` l’infini. Le produit ordonne´ ΩΓ =
∧
e∈EΓ
dφe est donc une ♯EΓ-forme
re´gulie`re sur C
+
n,m, varie´te´ compacte de dimension 2n+m− 2.
De´finition 2. Le poids, associe´ a` un graphe colore´ Γ, est de´fini par l’inte´grale
wΓ =
1
(2π)♯EΓ
∫
C
+
n,m
ΩΓ. (1.10)
Ce coefficient est nul si ♯EΓ 6= 2n+m−2. Remarquons que les areˆtes qui partent (resp.
qui arrivent) de l’axe re´el porte la couleur − (resp. +), par conse´quent les diffe´rentielles
des fonctions d’angle associe´es ne sont pas nulles.
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ξ
ξ1 3ξ4
ξ 2
f2 3ff1
Fig. 1 – Graphe type intervenant dans le calcul de U4
1.3.5 Construction du L∞quasi-isomorphisme
Pour n ≥ 0 on note
Un(ξ1, . . . , ξn) :=
∑
Γ
wΓBΓ(ξ1, . . . , ξn), (1.11)
ou` la somme porte sur tous les graphes avec n sommets ae´riens sur lesquels on a place´s
les polyvecteurs ξ1, . . . , ξn et un nombre quelconque de sommets terrestres.
L’ope´rateur Un(ξ1, . . . , ξn) n’est pas homoge`ne pour la graduation de Hochschild, car la di-
minution du nombre d’arguments peut eˆtre compense´e par l’augmentation du degre´ en h∗.
Pour n = 0, ne´cessairement m vaut 2 et on retrouve la multiplication dans C∞(h⊥)⊗
∧
h∗.
The´ore`me : (Cattaneo-Felder) La somme U =
∑
n≥1
1
n!Un de´finit un L∞ quasi-
isomorphisme de la dg-alge`bre des poly-champs de vecteurs formels dans un voisinage
de h⊥ dans Dpoly
(
C∞(h⊥)⊗
∧
h∗
)
.
Comme dans le cas classique c’est la formule de Stokes qui fournit l’e´quation du L∞
quasi-isomorphisme.
1.4 Cas des bi-vecteurs de Poisson et cas des bi-vecteurs de Poisson
line´aires
1.4.1 Cas des bi-vecteurs de Poisson
Lorsqu’on applique la construction pre´ce´dente dans le cas ou` les poly-vecteurs ξi sont
e´gaux a` un 2-vecteur de Poisson π, on trouve un ope´rateur polydiffe´rentiel formel non
homoge`ne du complexe de Hochschild. Mais cet ope´rateur est homoge`ne de degre´ 1 si l’on
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tient compte des degre´s impairs.
Dans cas des varie´te´s de Poisson, e´tudie´ dans [19], l’ope´rateur est de degre´ 1 dans le
complexe de Hochschild, c’est donc un produit associatif. Ici la situation est plus com-
plique´e.
En d’autres termes, comme la graduation tient compte du degre´ dans les variables
impaires, la structure obtenue est en fait une A∞-structure sur l’espace A = C
∞(h⊥)⊗
∧
h∗
avec premier terme non nul a priori, c’est-a`-dire une structure11
µ = µ−1 + µ0 + µ1 + µ2 + . . .
ve´rifiant 12 [µ, µ]GH = 0 ou en terme de bar-construction µ ◦ µ = 0, ou` µ de´signe la
code´rivation de l’alge`bre tensorielle associe´e a` µ.
A priori, il existe donc des composantes en tout degre´ (de Hochschild mais ces compo-
santes sont homoge`nes de degre´ 1 si l’on tient compte de la graduation
∧
h∗) ; on a donc
en ge´ne´ral :
– Une composante µ−1, que l’on note aussi Fπ (degre´ −1 dans le complexe de Hoch-
schild, c’est-a`-dire un e´le´ment de A) qui ne prend pas d’argument : c’est une sorte
de courbure.
– Une composante µ0 qui ne prend qu’un argument que l’on note aussi Aπ (degre´ 0
dans le complexe de Hochschild, c’est-a`-dire un ope´rateur diffe´rentiel formel sur A) :
c’est presque une diffe´rentielle.
– Une composante µ1 qui prend deux arguments que l’on note aussi Bπ (degre´ 1 dans
le complexe de Hochschild, c’est-a`-dire un ope´rateur bi-diffe´rentiel formel sur A) :
c’est presque un produit (associatif).
– etc...
On e´crit alors µ = Fπ +Aπ +Bπ +B2 + . . . .
Faisons l’inventaire des areˆtes : Un graphe avec n sommets ae´riens et m points
terrestres produit (dans sa partie ae´rienne) 2n areˆtes pour une dimension de varie´te´ de
configurations 2n+m−2. Il faut donc disposer, sur l’axe re´el, m poly-vecteurs fournissant
au moins m− 2 areˆtes. Si au total on a plus de 2n+m− 2 areˆtes, alors il faut faire sortir
a` l’infini le nombre ade´quat d’areˆtes, colore´es par h∗.
Dans le cas m = 0 il faut donc 2 areˆtes sortantes, donc Fπ est un 2-vecteur. On remar-
quera que Fπ est alors de degre´ 1 = −1 + 2. C’est une sorte de courbure.
Toutefois si Fπ = 0, alors Aπ sera une diffe´rentielle ve´rifiant [Aπ, Bπ]GH = 0 et on aura
11On note [ , ]GH le crochet de Gerstenhaber.
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l’e´quation12
[Bπ, Bπ]GH + 2[B2, Aπ]GH = 0,
ou` B2 de´signe la composante de degre´ 2 (qui prend 3 arguments). En conse´quence Bπ sera
un produit associatif dans l’espace de cohomologie de´fini par Aπ.
1.4.2 Cas line´aire
On se place dans le cas ou` π, le bi-vecteur de Poisson place´ aux sommets ae´riens, est
e´gal a` la moitie´13 du bivecteur de Poisson line´aire associe´ a` l’alge`bre de Lie g. On suppose
toujours que h est une sous-alge`bre. Toutes les constructions se restreignent a` l’alge`bre
des fonctions polynomiales note´e Cpoly(h
⊥)⊗
∧
h∗.
Nullite´ de la courbure :
Lemme 1. Dans le cas line´aire, pour toute sous-alge`bre h, on a Fπ = 0.
Preuve : On doit avoir 2n − 2 areˆtes dans le graphe mais on ne dispose que de n som-
mets a` de´river. On doit donc avoir par line´arite´ de π, 2n−2 ≤ n c’est-a`-dire n = 1 ou n = 2.
– Si n = 1 la restriction de π a`
∧2 h est nul si et seulement si h est une sous-alge`bre
(on retrouve la condition de co-isotropie de la varie´te´ C = h⊥).
– Si n = 2 les graphes qui interviennent sont comme dans (1.12) (dessin de droite) car
le 2-vecteur est line´aire. Dans ce cas le coefficient est nul, car on a une areˆte double ou
deux areˆtes qui se suivent14. 
K_i
K_i K_j
φφ
Graphes pour Fπ Graphes pour Aπ
(1.12)
12On fera attention que l’on n’a pas [B2, Api]GH = −[Api, B2]GH , car il faut tenir compte de la graduation
des coefficients, on a donc [B2, Api]GH = [Api, B2]GH .
13Les graphes ”ge´ome´triques” apparaissent de nombreuses fois a` cause de la nume´rotation.
14Remarquons que pour n = 1 ou n = 2 les contributions sont toujours nulles dans Fpi , meˆme si π n’est
pas line´aire.
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De´formation de la diffe´rentielle de Cartan-Eilenberg : Il existe une graduation
lie´e au nombre de sommets ae´riens dans les graphes de Kontsevich. On note ǫ le parame`tre
de graduation ; cela revient a` changer π en ǫπ dans les formules.
Lemme 2. Le terme Aπ est une diffe´rentielle. On a Aπ = ǫ dCE + o(ǫ), ou` dCE de´signe la
diffe´rentielle de Cartan-Eilenberg de h agissant dans le h-module S(g)/S(g) ·h = S(g/h) =
Cpoly(h
⊥).
Preuve : Pour n = 1 les seuls graphes qui interviennent sont comme dans (1.12) (les
deux dessins de droite). Pour φ ∈ Cpoly(h
⊥) ⊗
∧
h∗ de degre´ q − 1 les graphes dessine´s
contribuent comme∑
i<j
(−1)i+jφ([Ki,Kj ],K1, . . . , Kˆi, . . . , Kˆj , . . . ,Kq)
et ∑
i
(−1)i+1adKi
(
φ(K1, . . . , Kˆi, . . . ,Kq)
)
.
On reconnaˆıt la diffe´rentielle de Cartan-Eilenberg. 
De´finition 3. On note H•ǫ (h
⊥) l’espace de cohomologie de re´duction formelle pour la
diffe´rentielle Aπ agissant dans Cpoly(h
⊥) ⊗
∧
h∗. L’espace H0ǫ (h
⊥) sera appele´ l’espace de
re´duction.
Pour φ ∈ H•ǫ (h
⊥) on a φ = φo + ǫφ1 + ǫ
2φ2 . . . . Le premier terme φo est dans l’espace
de cohomologie relative
H•CE
(
h, S(g/h)
)
,
car on a Aπ = ǫ dCE + o(ǫ). Toutefois, on ne peut pas affirmer que H
•
ǫ (h
⊥) est une
de´formation de H•
(
h, S(g/h)
)
, car l’application φ 7→ φo n’est pas a priori surjective.
En particulier pour f ∈ H0ǫ (h
⊥) c’est-a`-dire une fonction f = f0 + ǫf1 + ǫ
2f2 . . . dans
Cpoly(h
⊥)[[ǫ]] solution de Aπ(f) = 0, on aura f0 ∈ S(g/h)
h. L’application f 7→ f0 n’est
pas surjective a priori et on ne pourra pas conside´rer H0ǫ (h
⊥) comme une de´formation de
l’espace S(g/h)h. C’est toutefois le cas pour les paires syme´triques et plus ge´ne´ralement
lorsque h admet un supple´mentaire h-invariant (cf. Proposition 4).
Structure associative en cohomologie : La courbure e´tant nulle dans notre situation
line´aire, l’e´quation ge´ne´rale
[Bπ, Bπ]GH + 2[B2, Aπ]GH = 0
montre que Bπ de´finit un produit associatif en cohomologie. Cette formule re´sulte de la
formule de Stokes avec 3 points sur l’axe re´el, il faut tenir compte des strates de bord qui
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contiennent tout le chemin : cette strate fournit un co-bord pour la diffe´rentiel Aπ. Donc
ce n’est qu’en cohomologie que ces formules fournissent un produit associatif. On a donc
la proposition suivante15.
Proposition 1. Dans le cas line´aire, Bπ de´finit un produit associatif dans H
•
ǫ (h
⊥).
1.5 De´pendance par rapport au choix du supple´mentaire
On examine, dans le cas line´aire, la de´pendance du produit associatif de la Proposi-
tion 1, par rapport au choix du supple´mentaire.
1.5.1 Action du champ de vecteurs de de´formation
On fixe une base (Ki)i de h. Fixons un supple´mentaire qo de h. On fixe une base (Pa)a
de qo, ce qui permet de conside´rer (P
∗
a )a base de h
⊥.
Faisons choix d’un autre supple´mentaire q1 dont on fixe une base (Qa)a, ce qui permet
de conside´rer (Q∗a)a. On suppose que l’on a P
∗
a = Q
∗
a, ie. on a Pa −Qa ∈ h.
Notons µqo et µq1 les structures A∞ construites pour ces choix de supple´mentaires. On
notera dore´navant A l’alge`bre des fonctions polynomiales sur la super-varie´te´ h⊥ ⊕Πh :
A := Cpoly(h
⊥)⊗
∧
(g∗/h⊥) ≃ Cpoly(h
⊥)⊗
∧
h∗.
Changer de supple´mentaire revient a` faire un changement de coordonne´es line´aires sur
g. La matrice de changement de bases de (Ki, Pa) vers (Ki, Qa) a la forme suivante :
M =
(
Id D
0 Id
)
Notons D = [V1, . . . , Vp] les colonnes de la matrice D avec Vi ∈ h.
Par transforme´e de Fourier partielle, ∂̂K∗i correspond a` la fonction sur Πh note´e θK∗i ,
K̂i correspond a` de´rive´e ∂ΠKi sur Πh. Les variables Pa et ∂P ∗a ne sont pas change´es.
La varie´te´ h⊥⊕Πh est intrinse`que et ne de´pend pas du choix de la de´composition. Les
fonctions Pa et Qa sont e´gales comme fonctions sur h
⊥. Les fonctions θK∗i (pour les deux
de´compositions) sont e´gales sur Πh.
Les bi-vecteurs de Poisson pour les deux de´compositions s’e´crivent respectivement16 :
π = [Ki,Kj ]∂K∗i ∧ ∂K∗j + 2[Ki, Pa]∂K∗i ∧ ∂P ∗a + [Pa, Pb]∂P ∗a ∧ ∂P ∗b
π1 = [Ki,Kj ]∂K∗i ∧ ∂K∗j + 2[Ki, Qa]∂K∗i ∧ ∂Q∗a + [Qa, Qb]∂Q∗a ∧ ∂Q∗b .
(1.13)
15Si π est un bi-vecteur quelconque cette proposition est encore vraie de`s que l’on a Fpi = 0 (cf. [7])
16On convient, comme d’habitude, que les indices re´pe´te´s sont somme´s.
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Par transforme´e de Fourier partielle note´e F on a :
π̂ = ∂Π[Ki,Kj ]θK∗i θK∗j + 2F
(
[Ki, Pa]
)
θK∗i ∂P ∗a + F
(
[Pa, Pb]
)
∂P ∗a ∧ ∂P ∗b
π̂1 = ∂Π[Ki,Kj ]θK∗i θK∗j + 2F
(
[Ki, Qa]
)
θK∗i ∂Q∗a + F
(
[Qa, Qb]
)
∂Q∗a ∧ ∂Q∗b .
(1.14)
Comme on a ∂Q∗a = ∂P ∗a , le changement de supple´mentaire n’ope`re finalement que sur les
coefficients. Soit (ei)i une base de g adapte´e a` la premie`re de´composition et (e
∗
i )i sa base
duale. Conside´rons le bivecteur :
πM := M
−1[Mei,Mej ]∂e∗i ∧ ∂e∗j . (1.15)
Alors on aura
π̂M = π̂1.
Lemme 3. Notons v = −Va∂P ∗a le champ de vecteurs sur g
∗. On a [v, v]SN = 0
17 et
πM = e
adv · π = π + [v, π]SN +
1
2
[v, [v, π]]SN .
L’action du champ −v sur le bivecteur π correspond au changement de supple´mentaire.
Preuve : Ve´rifions ce fait dans le cas des paires syme´triques (mais le re´sultat reste vrai en
ge´ne´ral). On a, avec les notations introduites pour la matrice M, les e´quations suivantes :
M
−1[MKi,MKj ] = [Ki,Kj ] (1.16)
2M−1[MKi,MPa] = 2M
−1[Ki, Pa + DPa︸︷︷︸
∈k
] = 2[Ki, Pa]− 2D[Ki, Pa]︸ ︷︷ ︸
(1)
+ 2[Ki,DPa]︸ ︷︷ ︸
(2)
(1.17)
M
−1[MPa,MPb] = M
−1[Pa + DPa, Pb + DPb] =
[Pa, Pb]︸ ︷︷ ︸
∈k
+ [DPa,DPb]︸ ︷︷ ︸
∈k︸ ︷︷ ︸
(3)
+
(
[DPa, Pb] + [Pa,DPb]
)︸ ︷︷ ︸
∈p︸ ︷︷ ︸
(4)
− D
(
[DPa, Pb]︸ ︷︷ ︸
∈p
+ [Pa,DPb]
)
︸ ︷︷ ︸
(5)
(1.18)
Calculons [v, π]SN = v • π + π • v. On a les formules suivantes :
−v • π = 2Va〈P
∗
a , [Ki, Pb]〉∂K∗i ∧ ∂P ∗b = 2D[Ki, Pb]︸ ︷︷ ︸
∈k
∂K∗i ∧ ∂P ∗b
−π • v = 2[Va,Ki]︸ ︷︷ ︸
∈k
∂K∗i ∧ ∂P ∗a + 2[Va, Pb]︸ ︷︷ ︸
∈p
∂P ∗b ∧ ∂P ∗a
v • (v • π) = 0
v • (π • v) = 2Vc〈P
∗
c , [Va, Pb]〉∂P ∗b ∧ ∂P ∗a = 2D[Va, Pb]︸ ︷︷ ︸
∈k
∂P ∗b ∧ ∂P ∗a
(v • π) • v = 2D[Ki, Pb]︸ ︷︷ ︸
∈k
〈K∗i , Vc〉∂P ∗b ∧ ∂P ∗c = 2D[Vc, Pb]︸ ︷︷ ︸
∈k
∂P ∗b ∧ ∂P ∗c
(π • v) • v = 2[Va,Ki]︸ ︷︷ ︸
∈k
〈K∗i , Vc〉∂P ∗a ∧ ∂P ∗c = 2[Va, Vc]︸ ︷︷ ︸
∈k
∂P ∗a ∧ ∂P ∗c .
(1.19)
17On note [ , ]SN le crochet de Schouten-Nijenhuis.
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On a donc
[v, π]SN = −2D[Ki, Pa]︸ ︷︷ ︸
∈k
∂K∗i ∧ ∂P ∗a︸ ︷︷ ︸
(1)
+ 2[Ki,DPa]︸ ︷︷ ︸
∈k
∂K∗i ∧ ∂P ∗a︸ ︷︷ ︸
(2)
+ 2[DPa, Pb]︸ ︷︷ ︸
∈p
∂P ∗a ∧ ∂P ∗b︸ ︷︷ ︸
(4)
et
1
2
[v, [v, π]]SN = −2D[DPa, Pb]︸ ︷︷ ︸
∈k
∂P ∗a ∧ ∂P ∗b︸ ︷︷ ︸
(5)
− [DPa,DPb]︸ ︷︷ ︸
∈k
∂P ∗a ∧ ∂P ∗b︸ ︷︷ ︸
(3)
.
On retrouve bien les termes de πM des e´quations (1.17) et (1.18). 
1.5.2 De´pendance par rapport au supple´mentaire
Conside´rons maintenant la transforme´e de Fourier partielle. L’action infinite´simale est
donne´e alors par [ v̂, π̂]SN . L’expression
π̂ + [ v̂, π̂]SN +
1
2
[ v̂, [ v̂, π̂]]SN
repre´sente la transforme´e de Fourier du bi-vecteur π pour le deuxie`me choix de supple´mentaire,
exprime´e dans les coordonne´es intrinse`ques de h⊥ ⊕Πh.
La transforme´e de Fourier partielle v̂ du champ v, s’e´crit −∂ΠVa∂P ∗a . C’est donc un
2-vecteur a` coefficients constant, qui ve´rifie aussi l’e´quation [ v̂, v̂]SN = 0.
Appliquons le L∞ quasi-isomorphisme de Kontsevich note´ U . On note m la multipli-
cation dans Cpoly(h
⊥)⊗
∧
h∗. On de´finit πt par
18
πt := e
t adv · π = π + t[v, π] +
t2
2
[v, [v, π]]]. (1.20)
On a πt=0 = π et πt=1 = π1. On de´signe par µt la structure A∞ correspondante :
µt := U(e
cπt) = m+
∑
n≥1
ǫn
n!
Un ( π̂t, . . . , π̂t) . (1.21)
Il vient en conse´quence :
µq1 = µt=1 = U(e
bπ+[bv,bπ]+ 1
2
[bv,[bv,bπ]]) =
m+
∑
n≥1
ǫn
n!
Un
(
π̂ + [ v̂, π̂] +
1
2
[ v̂, [ v̂, π̂]], . . . , π̂ + [ v̂, π̂] +
1
2
[ v̂, [ v̂, π̂]]
)
. (1.22)
18On oublie l’indice SN s’il n’y a pas de confusion possible.
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La question est de savoir comment e´crire µt=1 en fonction de µt=0. La de´rive´e DUcπt
au point π̂t est un morphisme de complexes. En de´rivant en t, on obtient l’e´quation
diffe´rentielle :
∂µt
∂t
= ǫDUcπt ([ v̂, π̂t]SN ) = [DUcπt ( v̂) , µt]GH . (1.23)
Lemme 4. L’ope´rateur DUbπ ( v̂) est de degre´ 0 (si l’on tient compte de tous les degre´s
impairs) et n’a pas de composantes de degre´ −1 dans le complexe de Hochschild.
Dans notre situation line´aire, c’est le meˆme raisonnement que dans le Lemme 1. En
effet pour des raisons de dimension et de degre´, la composante de degre´ −1 ne pourrait
apparaˆıtre que pour le graphe re´duit a` v. Sa contribution est nulle car v est nul sur h⊥. 
Remarque 4 : Notons toutefois que l’ope´rateur DUbπ ( v̂) posse`de a priori des compo-
santes en tout degre´ positif pour le complexe de Hochschild.
Notons Y le champ sur la varie´te´ de Maurer-Cartan de´fini au point ν = U(ebπ) par :
Y (ν) = [DUbπ ( v̂) , ν]GH .
C’est plus ge´ne´ralement un champ de vecteurs sur la varie´te´ formelle image U(Tpoly(A)1)
(l’image par U des poly-vecteurs de degre´ total 1 ), c’est a` dire une co-de´rivation de la
coge`bre image U(S+(Tpoly(A)1)).
19
L’e´quation pre´ce´dente montre que la courbe inte´grale du champ Y relie µt=0 et µt=1. On
en de´duit que les deux structures µt=0 et µt=1 sont conjugue´es par un e´le´ment du groupe
formel des diffe´omorphismes de la varie´te´ formelle pointe´e U(Tpoly(A)1) (le groupe a` un
parame`tre qui inte`gre l’action du champ Y ).
Toutefois (dans le cas non gradue´) d’apre`s [19] § 4.5.2, les deux structures µt=0 et µt=1
sont e´quivalentes par le groupe de jauge (des star-produits formels). En effet l’e´quation
d’e´volution s’e´crit aussi
∂µt
∂t
= [DUcπt ( v̂) , Q]µt ,
ou` Q de´signe le champ impair sur la varie´te´ formelle correspondant a` la structure d’alge`bre
de Lie diffe´rentielle gradue´e. C’est bien l’e´quation de [19] § 4.5.2. Par conse´quent les struc-
tures sont bien conjugue´es (comme se´rie formelle en t) par le groupe de jauge. L’e´le´ment
du groupe de jauge se construit de proche en proche par rapport au degre´ formel de la va-
riable20 t. Cet e´le´ment de´pend e´videmment du point µt=0, tandis que l’e´le´ment du groupe
des transformations formelles (qui est un groupe plus gros) ne de´pend que du champ v̂ [23].
19Si V est un espace gradue´ on note S+(V ) les e´le´ments non constants dans S(V [−1]).
20Voir plus loin la construction perturbative.
24
Pour avoir les ide´es claires, tout e´le´ment du groupe de jauge (des star-produits formels
ou des A∞-structures) s’e´crit sous la forme
g = exp
(
ǫ∆1 + ǫ
2∆2 + . . .
)
,
ou` les ∆i sont des e´le´ments de degre´ (total) 0 dans Dpoly(A). Le produit se fait graˆce a` la
formule de Campbell-Hausdorff formelle pour l’alge`bre de Lie gradue´e de Dpoly(A). Pour
g = exp(D) on a par de´finition
g · µ = eadDµ.
Proposition 2. Lorsque l’on change de supple´mentaire, les espaces de re´duction sont iso-
morphes. L’isomorphisme (comme se´rie formelle en t) est donne´ par l’action d’un e´le´ment
du groupe de jauge de la forme
exp
∑
n≥1
tnEn

ou` les ope´rateurs formels (en ǫ) En sont de degre´ total 0 (on tient compte de tous les
degre´s impairs). En particulier les structures A∞ donne´es par µt=0 et µt=1 sont A∞ quasi-
isomorphes (formellement en t).
Le proble`me de´licat est que la composition pour les ope´rateurs polydiffe´rentiels n’est
pas associative. Par ailleurs il faut faire intervenir la notion d’e´le´ments de type super-
groupe dans les coge`bres cocommutatives colibres (voir [23] et [4]). Graˆce a` la bar- construc-
tion, on peut composer les morphismes de coge`bres. Si D = (Di)i≥0 est un e´le´ment plat
(c’est-a`-dire sans terme de degre´ −1) de Dpoly(A) on conside`re D la co-de´rivation de
coge`bre (sans co-unite´) dont les coefficients de Taylor sont les Di.
Alors eD a un sens et c’est un morphisme de coge`bres. On ve´rifie que l’on a pour µ (la
co-de´rivation de carre´ nul associe´e a` µ) :
eDµe−D = eadDµ
ce qui montre que dans notre situation les structures A∞ sont bien A∞ quasi-isomorphes.
Corollaire 1. Les structures A∞ correspondant a` deux choix de supple´mentaires sont
A∞-quasi-isomorphes.
1.5.3 Entrelacement des espaces de cohomologie
Fixons deux supple´mentaires et notons dans cette sous-section µ1 et µ2 les structures
A∞ correspondantes.
D’apre`s la partie pre´ce´dente il existe une se´rie formelle en t,D = t E1+t
2E2 . . . de degre´
total 0 tel que l’on ait eDµe−D = eadDµ. On e´crit D = D0+D1+. . . pour la de´composition
dans le complexe de Hochschild de´cale´. L’ope´rateur D0 ne prend qu’un seul argument, D1
prend 2 arguments mais est de degre´ total 0 et par conse´quent D1(f, g) = 0 si f, g n’ont
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pas de composantes dans
∧
h∗.
On aura alors
eadDµ1 = µ2.
Si on note µ1 = µ
(0)
1 + µ
(1)
1 + . . . les composantes homoge`nes (pour la graduation de
Hochschild de´cale´e) de µ1, on aura alors
[D,µ1]GH = [D0, µ
(0)
1 ]GH + . . . ,
par conse´quent la diffe´rentielle µ
(0)
1 se transforme selon le champ de la varie´te´ formelle
ξ 7→ [D0, ξ]GH . On en de´duit que les deux diffe´rentielles ve´rifient
eadD0µ
(0)
1 = µ
(0)
2 .
Les diffe´rentielles µ
(0)
1 et µ
(0)
2 sont donc conjugue´es par l’e´le´ment du groupe de jauge pour
le complexe de Hochschild
φ : f 7→ eD0f = f +D0(f) +
1
2
D20(f) + . . . ,
c’est-a`-dire que l’on a φ ◦ µ
(0)
1 = µ
(0)
2 ◦ φ. En particulier φ est un isomorphisme de
H•
(
A, µ
(0)
1
)
sur H•
(
A, µ
(0)
2
)
.
Calculons a` l’ordre 1 dans le complexe de Hochschild (c’est-a`-dire que l’on ne garde
que les ope´rateurs au plus 2-diffe´rentiels) : on utilise la formule a` l’ordre 1 en Y
eX+Y = eX
(
1 +
1− e−adX
adX
Y
)
.
On calcul a` l’ordre 1 :
µ
(0)
2 + µ
(1)
2 = e
adD0+adD1(µ
(0)
1 + µ
(1)
1 ) =
eadD0
(
1 + ad
(
1− e−adD0
adD0
D1
))
(µ
(0)
1 + µ
(1)
1 ) =
eadD0µ
(0)
1 + e
adD0
(
µ
(1)
1 + ad
(
1− e−adD0
adD0
D1
)
µ
(0)
1
)
.
On en de´duit que l’on a
µ
(1)
2 = e
adD0
(
µ
(1)
1 + ad
(
1− e−adD0
adD0
D1
)
µ
(0)
1
)
= eadD0µ
(1)
1 + [
eadD0 − 1
adD0
D1, µ
(0)
2 ]︸ ︷︷ ︸
cobord pour µ
(0)
2
. (1.24)
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En conclusion les deux produits eadD0µ
(2)
1 et µ
(2)
2 de´finissent les meˆmes produits dans
l’espace de cohomologie de´fini par µ
(0)
2 et φ re´alise un isomorphisme d’alge`bres deH
•
(
A, µ
(0)
1
)
muni du produit µ
(1)
1 sur H
•
(
A, µ
(0)
2
)
muni du produit µ
(1)
2 .
En particulier lorsque f, g sont deux fonctions dans l’espace de re´duction (ie. sans
composantes dans
∧
h∗) on aura21 :
µ
(1)
2 (e
D0f, eD0g) =
(
eadD0µ
(1)
1
)
(eD0f, eD0g) = eD0
(
µ
(1)
1 (f, g)
)
, (1.25)
ce qui montre que l’application φ = eD0 re´alise un isomorphisme d’alge`bres sur les espaces
de re´duction.
On re´sume cette section en e´nonc¸ant le the´ore`me suivant :
The´ore`me 1. Lorsque l’on change de supple´mentaire les espaces de re´duction sont iso-
morphes. L’isomorphisme est donne´ par l’exponentielle d’un ope´rateur diffe´rentiel (se´rie
formelle en t) de degre´ 0. C’est aussi un isomorphisme d’alge`bres de l’espace de cohomo-
logie
(
H•
(
A, µ
(0)
1
)
, µ
(1)
1
)
sur l’espace de cohomologie
(
H•
(
A, µ
(0)
2
)
, µ
(1)
2
)
.
1.6 Bi-quantification
C’est une ide´e essentielle de l’article de Cattaneo-Felder [8].
Dans leur article, les auteurs de´finissent une fonction d’angle de´pendant de 4 couleurs.
En conside´rant deux sous-varie´te´s co-isotropes de g∗, par exemple h⊥1 et h
⊥
2 , cette fonction
d’angle a` 4 couleurs permet de de´finir sur un espace de de´formation modele´ sur (h1+h2)
⊥ =
h⊥1 ∩ h
⊥
2 une action de l’espace de re´duction H
•
ǫ (h
⊥
1 ) a` droite et une action de l’espace de
re´duction H•ǫ (h
⊥
2 ) a` gauche.
1.6.1 De´finition de la fonction d’angle a` 4 couleurs
Soit ǫ1, ǫ2 dans {−1, 1}. Les couples (ǫ1, ǫ2) sont les couleurs. Pour p, q dans le premier
quadrant22, on de´finit la fonction d’angle a` 4 couleurs :
φǫ1,ǫ2(p, q) = arg(p − q) + ǫ1 arg(p− q) + ǫ2 arg(p+ q) + ǫ1ǫ2 arg(p+ q). (1.26)
Cette fonction d’angle ve´rifie les proprie´te´s de nullite´ re´sume´es dans Fig. 2 ou` on a
repre´sente´ les fonctions d’angle non nulles a priori.23
21Rappelons que l’on a D˜1(f, g) = 0 lorsque le degre´ total de D˜1 est nul.
22Les nombres complexes ve´rifiant Im(p) > 0, Imp(q) > 0, Re(p) > 0 et Re(q) > 0.
23Bien que cela soit redondant par rapport a` la couleur (ǫ1, ǫ2), dans la figure ci-dessous les areˆtes en
trait plein ”de´rivent” au bord, tandis que les areˆtes en pointille´ ”sortent” des bords. Cette convention est
compatible avec les fonctions d’angle a` 2 couleurs.
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Fig. 2 – Fonction d’angle a` 4 couleurs
On va conside´rer les inte´grales des formes d’angle associe´s aux graphes de Kontsevich
colore´s. Les varie´te´s, sur lesquelles on inte`gre ces formes, sont les varie´te´s de configurations
de points dans le premier quadrant, modulo l’action des dilatations. On utilise les meˆmes
compactifications que celles de´crites dans Kontsevich mais adapte´es a` notre situation.
Proprie´te´s de bord :
1. Lorsque p, q se concentrent sur l’axe horizontal, les formes d’angle dφǫ1,ǫ2(p, q)
tendent vers la 1-forme d’angle
dφǫ1(p, q) = d arg(p− q) + ǫ1d arg(p − q)
2. Lorsque p, q se concentrent sur l’axe vertical, les formes d’angle dφǫ1,ǫ2(p, q) tendent
vers la 1-forme d’angle
dφǫ2(p, q) = d arg(p − q) + ǫ2d arg(p+ q).
En conse´quence dans la formule de Stokes, les varie´te´s qui apparaissent dans les concen-
trations pre`s de l’axe horizontal et de l’axe vertical, correspondent aux varie´te´s de confi-
gurations dans le demi-plan de Poincare´ avec formes d’angle a` 2 couleurs de´crites dans
§ 1.3.2. On retrouve la situation avec une seule varie´te´ co-isotrope C1 ou C2.
1.6.2 Graphes a` 4 couleurs
On conside`re un graphe Γ nume´rote´ et colore´ par nos 4 couleurs. Ce graphe est dessine´
dans le premier quadrant. On place les points de premie`re espe`ce a` l’inte´rieur du quadrant
et les points de seconde espe`ce sur les axes ou a` l’origine. Les areˆtes issues des points de
seconde espe`ce (ainsi que les areˆtes arrivant sur les points de seconde espe`ce) sont colore´es
comme dans Fig. 2. Certaines areˆtes, de couleur (−,−), peuvent ne pas avoir de but, on
dira qu’elles partent a` l’infini.
Ces donne´es permettent de de´finir un coefficient wΓ comme dans § 1.3.4.
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1.6.3 De´finition de la structure de bi-module
Soit C1 (par exemple h
⊥
1 ) et C2 (par exemple h
⊥
2 ) deux sous-varie´te´s co-isotropes. On
fixe un syste`me de coordonne´es et on suppose que l’on a localement une situation d’in-
tersection normale. On peut donc identifier le fibre´ normal de Ci a` un voisinage de Ci
(i = 1, 2).
On conside`re un graphe de Kontsevich a` 4 couleurs. Aux sommets de premie`re espe`ce
on place un bivecteur de Poisson24.
Aux sommets de l’axe horizontal, on place des poly-vecteurs restreints a` C1 avec
de´rive´es normales par rapport a` C1 (couleurs (−,+) ou (−,−)). Dans notre cas il s’agit
d’e´le´ments de A1 := Cpoly(h
⊥
1 )⊗
∧
h∗1.
Aux sommets de l’axe vertical, on place des poly-vecteurs restreints a` C2 avec de´rive´es
normales par rapport a` C2 (couleurs (+,−) ou (−,−)). Dans notre cas il s’agit d’e´le´ments
de A2 := Cpoly(h
⊥
2 )⊗
∧
h∗2.
A l’origine, on place un poly-vecteur restreint a` C1∩C2 avec de´rive´es normales a` C1 et
C2 (couleur −−). Dans notre cas il s’agit d’un e´le´ment de A1,2 := Cpoly(h
⊥
1 ∩ h
⊥
2 )⊗
∧
(h∗1 ∩
h∗2).
Comme en § 1.3.3 on utilise la re`gle comple´mentaire de de´rivation suivante : si la
variable est
1. dans C1 et dans C2, la couleur sera (ǫ1, ǫ2) = (+ ,+)
2. dans C1 mais pas dans C2, la couleur sera (ǫ1, ǫ2) = (+ ,−)
3. dans C2 mais pas dans C1, la couleur sera (ǫ1, ǫ2) = (− ,+)
4. ni dans C1 ni dans C2, la couleur sera (ǫ1, ǫ2) = (− ,−).
Apre`s restriction a` C1 ∩ C2, on de´finit un e´le´ment de A1,2 et un ope´rateur
BΓ : A2 ⊗A1,2 ⊗A1 −→ A1,2.
On conside`re alors
∑
ΓwΓBΓ, ou` la somme porte sur tous les graphes colore´s a` 4 cou-
leurs. C’est une ope´ration tri-line´aire de A2 ⊗A1,2 ⊗A1 dans A1,2
On note ⋆
1
le produit de droite et ⋆
2
le produit de gauche.
1.6.4 De´finition de l’espace de re´duction de deuxie`me espe`ce de l’intersection
C1 ∩ C2
Hypothe`se 1 : On fait l’hypothe`se de courbure nulle, c’est a` dire Fπ,Ci = 0 pour
i = 1 et i = 2 (proce´dure de quantification du § 1.4.1).
24Ici π est un bi-vecteur de Poisson ge´ne´ral. Dans le cas des alge`bres de Lie, on conside´rera la moitie´ du
crochet de Lie.
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On conside`re l’ope´rateur associe´ aux contributions de tous les graphes avec un sommet
terrestre place´ a` l’origine. C’est un ope´rateur qui agit sur les poly-vecteurs sur C1 ∩ C2
(avec de´rive´es transverse a` C1 ∪ C2). Cet ope´rateur est encore, graˆce a` la formule de
Stokes et l’hypothe`se 1 ci-dessus, une diffe´rentielle note´e Aπ,C1,C2 . L’espace de re´duction
pour C1 ∩C2, correspond a` la cohomologie associe´e a` cet ope´rateur.
Hypothe`se 2 : On suppose que la fonction constante e´gale a` 1 est dans l’espace de co-
homologie, c’est-a`-dire Aπ,C1,C2(1) = 0.
25
Remarque 5 : Ces hypothe`ses sont automatiquement ve´rifie´es dans le cas des bi-
vecteurs de Poisson line´aires.
1.6.5 Compatibilite´ en cohomologie
Expliquons par exemple, la compatibilite´ a` droite de l’action ⋆
1
en cohomologie : il suffit
d’examiner les strates terrestres qui vont intervenir dans les diffe´rents bords.
Soit f dans l’espace de cohomologie pour la diffe´rentielle Aπ,C1,C2 et soient g et h dans
l’espace de cohomologie pour la diffe´rentielle Aπ,C1 .
On place f a` l’origine, g et h sur l’axe horizontal.
La formule de Stokes, applique´e dans ce contexte, va donner une compatibilite´ en coho-
mologie.
– Les concentrations sur les axes sont nulles ( Fig. 3 cas G, Fig. 3 cas H) graˆce a`
l’Hypothe`se 1 de courbure nulle ci-dessus.
– Il est presque clair qu’avec ces conventions, les concentrations horizontales ( Fig. 3
cas A , Fig. 3 cas B ) redonnent la diffe´rentielle Aπ,C1 d’une seule varie´te´ co-isotrope
agissant sur g ou h .
– Les concentrations (Fig. 3 cas C ) donnent la diffe´rentielle Aπ,C1,C2 de la varie´te´
C1 ∩C2 agissant sur f .
– La concentration (Fig. 3 cas E ) donne un terme de la forme
(f ⋆
1
g) ⋆
1
h
– Les concentrations (Fig. 3 cas F ) donnent un terme de la forme
f ⋆
1
(g ⋆
CF
h).
25Cette hypothe`se est analogue a` l’hypothe`se sur la courbure pour les sous-varie´te´s Ci. En d’autres
termes on suppose que la contribution des graphes avec aucun point sur les axes ni a` l’origine, est nulle.
Elle assure que notre espace de re´duction n’est pas nul.
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Fig. 3 – Diverses strates pour la compatibilite´ de l’action a` droite en cohomologie
– Il reste les concentrations (Fig. 3 cas D ), qui produisent un cobord pour C1 ∩ C2.
La compatibilite´ des actions a` gauche et a` droite re´sulte de la formule de Stokes comme
toujours. Les strates de bord de type Fig. 3 cas D fournissent un cobord de l’espace
de re´duction de C1 ∩ C2, donc la compatibilite´ des actions a` droite n’est vraie qu’en
cohomologie.

En conside´rant deux points terrestres (un a` l’origine et l’autre sur l’axe des abscisses)
on en de´duirait le lemme suivant.
Lemme 5. L’action des cobords a` droite (ou a` gauche) sur les cocycles fournit un cobord
dans l’espace de C1 ∩ C2.
On peut donc conclure cette section par la compatibilite´ en cohomologie.
Proposition 3. La description en termes de diagrammes de Feynman, fournit une action
en cohomologie des espaces de re´duction de C1 a` droite et de C2 a` gauche sur l’espace de
cohomologie de re´duction de deuxie`me espe`ce associe´ a` C1 ∩C2.
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En degre´ 0 on retrouve le re´sultat de Cattaneo-Felder [7].
Corollaire 2. Au niveau des fonctions, on a une action a` droite et a` gauche des espaces
de re´ductions de C1 et de C2 sur l’espace de re´duction de deuxie`me espe`ce de C1 ∩ C2.
Remarque 6 : On fera attention au fait que la de´finition de l’espace de re´duction de
l’intersection, appele´ de deuxie`me espe`ce, est diffe´rent de l’espace de re´duction de premie`re
espe`ce (pour les varie´te´s co-isotropes). D’ailleurs C1 ∩ C2 n’est pas une sous-varie´te´ co-
isotrope, on ne peut donc pas appliquer la proce´dure de quantification du § 1.4.1.
2 Exemples d’espaces de re´duction
Prenons Γ un graphe colore´. Enonc¸ons un lemme utile dans la simplification des calculs.
Lemme 6. Si Γ a un sommet de la forme
x
• ←
z
• 99K
y
•, alors wΓ = 0.
Preuve : Pour un tel graphe, la forme ΩΓ (que l’on inte`gre) pre´sente a` ce sommet la
configuration suivante :
x
• ←
z
• 99K
y
• =
x
• ←
z
• ←
y
•.
Les de´rive´es en z dans ΩΓ ne proviennent que de cette partie du diagramme, donc le calcul
se fait a` x, y fixe´s. On a donc wΓ = 0 d’apre`s Lemme §7.3.3.1 de [19].

2.1 Cas des paires syme´triques (ou cas d’un supple´mentaire stable)
On se place dans le cas des paires syme´triques. On conside`re un caracte`re λ de k,
c’est-a`-dire une forme line´aire sur k telle que λ([k, k]) = 0. Alors λ+ k⊥ est l’espace affine
des formes line´aires dont la restriction a` k vaut λ. C’est une sous-varie´te´ co-isotrope.
Proposition 4. Dans le cas des paires syme´triques (et plus ge´ne´ralement dans le cas ou`
h admet un supple´mentaire stable sous l’action adjointe de h) on a Aπ = ǫ dCE. Par
conse´quent l’espace de re´duction pour la sous-varie´te´ λ+ k⊥ est
H0ǫ (k
⊥) = Cpoly(k
⊥)k[[ǫ]] = S(p)k[[ǫ]].
Preuve : La de´monstration se base sur l’inventaire des graphes qui peuvent apparaˆıtre
dans Aπ. Pour une paire syme´trique (et plus ge´ne´ralement si h admet un supple´mentaire
stable), les crochets ve´rifient [k, p] ⊂ p, ce qui imposent certaines restrictions sur les cou-
leurs des graphes. On place au point terrestre un e´le´ment de Cpoly(λ+ k
⊥)⊗
∧
k∗ de degre´
q. Il sort ne´cessairement q + 1 areˆtes a` l’infini, donc au moins une areˆte sort d’un point
ae´rien du graphe Γ. Pour n ≥ 2 les graphes qui interviennent sont de deux types.
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-i- Si dans le graphe ae´rien on a une areˆte colore´e par k∗ qui sort a` l’infini, alors au
sommet de sortie on a dans le graphe Γ :
-soit deux areˆtes de meˆme couleur qui se suivent (car on a [k, p] ⊂ p et [k, k] ⊂ k) et le
coefficient wΓ vaut 0 d’apre`s un Lemme 6,
-soit une seule areˆte (colore´e ne´cessairement par p∗ car λ[k, k] = 0), auquel cas le coeffi-
cient wΓ est encore nul car n ≥ 2 et ce sommet ne contribue qu’une fois
26 dans la forme ΩΓ.
-ii- Si deux areˆtes colore´es par k∗ sortent d’un meˆme sommet, alors ce sommet ne
contribue qu’au plus une fois dans la forme diffe´rentielle. Comme n ≥ 2, le coefficient sera
nul.
On conclut que les areˆtes qui sortent a` l’infini proviennent de l’axe re´el. Comme au
moins une areˆte sort d’un sommet ae´rien, toutes les contributions pour n ≥ 2 sont nulles.
En conse´quence seuls les graphes pour n = 1 interviennent c’est-a`-dire que l’on retrouve
comme espace de re´duction, l’espace dCE(φ) = 0 pour la diffe´rentielle de Cartan-Eilenberg.

Corollaire 3. Les constructions de Cattaneo-Felder munissent H•(k, S(p)) d’une structure
d’alge`bre associative.
2.2 Cas line´aire pour les fonctions
Plac¸ons nous dans le cas line´aire et prenons h⊥ comme varie´te´ co-isotrope. On ne
suppose pas que h admet un supple´mentaire stable.
Graphes intervenant dans le calcul de Aπ pour les fonctions : Lorsqu’on
place au sommet terrestre une fonction, les graphes qui interviennent dans le calcul de
la diffe´rentielle Aπ sont de trois types
27 :
26Ce sommet se de´place sur 2 dimensions, tandis que cette variable ne contribue qu’une fois dans ΩΓ.
27On pourrait regrouper les deux derniers types.
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Roue pure Roue−Bernoulli Bernoulli
(2.1)
-i- les graphes de type Bernoulli, avec la dernie`re areˆte partant a` l’infini (cf. (2.1) dessin
de droite)
-ii- les graphes de type Roue, avec des rayons attache´s directement a` l’axe re´el sauf
pour l’un d’entre eux qui est attache´ a` un graphe de type Bernoulli dont la dernie`re areˆte
part a` l’infini (cf. (2.1) dessin du milieu)
-iii- les graphes de type Roue avec des rayons attache´s directement a` l’axe re´el sauf
pour l’un d’entre eux qui part a` l’infini (cf. (2.1) dessin de gauche)
En effet ce sont les meˆmes graphes que ceux que l’on rencontre dans la formule de Kontse-
vich f ⋆
Kont
g pour les alge`bres de Lie, lorsqu’on prend pour g une forme line´aire. La forme
line´aire correspond ici a` la direction qui part a` l’infini.
Parite´ et homoge´ne´ite´ :
Lemme 7. Les coefficients associe´s aux graphes intervenant dans le calcul de Aπ(f) sont
nuls si le nombre de sommets ae´riens est pair.
Preuve : La varie´te´ de configurations admet une syme´trie par rapport a` l’axe vertical.
S’il y a n sommets ae´riens, il y a 2n − 1 areˆtes (car l’une d’entre elles part a` l’infini).
En faisant agir la syme´trie, on trouve un facteur (−1)n+1, ce qui montre que n doit eˆtre
impair pour que le coefficient soit non nul. 
Lemme 8. Si f = f0 + ǫf1 + ǫ
2f2 + . . . est dans l’espace de re´duction, alors F = f0 +
ǫ2f2 + ǫ
4f4+ . . . l’est aussi et l’on peut prendre F homoge`ne si l’on tient compte du degre´
de ǫ (qui vaut par convention 1).
Preuve : Les graphes qui interviennent dans les e´quations de re´duction sont de trois
types :
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-i- Bernoulli Bn : l’ope´rateur de´rive n fois mais ajoute un degre´ (a` cause de la racine),
le degre´ total (y compris ǫ) est donc 1.
-ii- Roue (attache´e ou non a` un Bernoulli ) : l’ope´rateur de´rive n−1 fois, le degre´ total
(y compris ǫ) est donc 1.
Les graphes avec un nombre pair de sommets n’interviennent pas, donc les termes
modulo 2 ve´rifient encore le syste`me de re´duction.
Les e´quations s’e´crivent (ou` les Dn de´signent les contributions des graphes avec n
sommets) :
D1(f0) = 0, D1(f2) +D3(f0) = 0 . . .
donc les composantes homoge`nes (en tenant compte de ǫ) ve´rifient encore le syste`me. 
2.3 Cas line´aire pour les poly-vecteurs
De´crivons les graphes qui vont intervenir dans le calcul de la diffe´rentielle Aπ lors-
qu’on l’applique sur un e´le´ment de A = C∞(h⊥)⊗
∧
h∗, ou` h est encore une sous-alge`bre
quelconque de g.
Lemme 9. Les graphes intervenant dans le calcul de la diffe´rentielle des e´le´ments de A,
sont de deux types : les graphes de´ja` rencontre´s pour les fonctions (la composante dans
∧
h∗
n’intervient pas) et les graphes qui sont le crochet de deux Bernoulli, avec une de´rivation
unique de la racine par une areˆte issue de l’axe re´el (voir (2.2) dessin de droite).
Preuve : Deux cas se pre´sentent.
i- Toutes les areˆtes issues de l’axe re´el vont a` l’infini ; dans ce cas les graphes qui in-
terviennent sont ceux que l’on a de´taille´s pour les fonctions.
ii- Une ou plusieurs areˆtes, issues de l’axe re´el, vont sur un sommet ae´rien. Ces sommets
sont des racines de graphes de type Lie (dont certaines areˆtes pourraient partir a` l’infini).
Il n’y a qu’une areˆte issue de l’axe re´el qui va vers un sommet ae´rien sinon la forme
a` inte´grer serait a` variables se´pare´es et on aurait un proble`me de dimension (a` cause du
groupe de dilatation).
De ce graphe il part 2 areˆtes a` l’infini. Raisonnons sur le symbole Γ(X,Y ) de ce graphe.
Le mot Γ(X,Y ) doit eˆtre de type Lie et de degre´ deux en Y (repre´sentant les deux areˆtes
qui partent a` l’infini). Le mot s’e´crit sous la forme [A,B]. Comme l’areˆte issue de l’axe re´el
de´rive le sommet du graphe, les mots A et B doivent contenir Y , sinon A = X ou B = X
et on aurait une areˆte double comme dans (2.2) (dessin de gauche28). En conse´quence les
mots A et B sont des mots de type Bernoulli c’est-a`-dire de la forme
[X, [X, . . . , [X︸ ︷︷ ︸
n fois
, Y ]]],
28N’oublions pas que la couleur inverse le sens de l’areˆte.
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l’areˆte partant a` l’infini e´tant place´e en dernie`re position. Ces graphes sont comme dans
(2.2) (dessin de droite). Lorsque les mots sont re´duits a` Y on retrouve le graphe interve-
nant dans la diffe´rentielle de Hochschild. 
(2.2)
2.4 Cas Iwasawa
Conside´rons une paire syme´trique. Nous avons de´fini dans [34], une notion de de´composition
d’Iwasawa, ge´ne´ralisant la de´composition d’Iwasawa pour les paires syme´triques re´ductives.
Pour simplifier la lecture de cet article, rappelons brie`vement cette construction qui inter-
vient dans la de´finition de l’homomorphisme d’Harish-Chandra ge´ne´ralise´.
2.4.1 Rappels sur la notion de de´composition d’Iwasawa ge´ne´ralise´e
Pour ξ ∈ k⊥ on note g(ξ) le centralisateur de ξ pour l’action co-adjointe. C’est une sous-
paire syme´trique alge´brique ; elle admet une de´composition de Cartan note´e k(ξ)⊕ p(ξ).
Lorsque la dimension de g(ξ) est minimale pour ξ parcourant k⊥, on dira que ξ est
re´gulier. Les e´le´ments re´guliers forment un ouvert de Zariski. On a alors [k(ξ), p(ξ)] = 0, ce
qui permet de montrer que la sous-alge`bre engendre´e par p(ξ) est nilpotente. On note sξ sa
partie semi-simple, c’est donc une sous-alge`bre abe´lienne forme´e d’e´le´ments semi-simples
(un tore) et qui est dans p. On dira que ξ est ge´ne´rique lorsque la dimension de ce tore
est maximale. Ce tore ge´ne´ralise la notion de sous-espace de Cartan.
On peut alors de´composer g sous l’action adjointe de sξ lorsque ce tore est diagona-
lisable (de´ploye´29). C’est ce que nous supposerons30. On note go le centralisateur de sξ.
C’est une sous-paire syme´trique, appele´e petite paire syme´trique. On note go = ko⊕ po
sa de´composition de Cartan. Comme sξ ⊂ p, si α est une racine alors −α aussi ; ceci per-
met d’exhiber, en se´parant les racines et leurs oppose´es, des de´compositions triangulaires :
g = n− ⊕ go ⊕ n+ et des de´compositions d’Iwasawa g = k⊕ po ⊕ n+.
29C’est le cas si le corps de base est C.
30Cette restriction n’est pas tre`s se´ve`re, car il suffit de tout complexifier et de conside´rer la paire
syme´trique complexe obtenue comme une paire syme´trique re´elle.
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2.4.2 Espace de re´duction
On fixe une de´composition d’Iwasawa ge´ne´ralise´e dans le cas des paires syme´triques
g = k⊕ po ⊕ n+,
et on note go = ko ⊕ po.
Proposition 5. L’espace de re´duction pour la sous-varie´te´ co-isotrope (ko ⊕ n+)
⊥ est
H0ǫ ((ko ⊕ n
+)⊥) = Cpoly(k
⊥
o )
ko [[ǫ]] = S(po)
ko [[ǫ]].
Preuve : On fixe un supple´mentaire de ko dans k note´ r. Les couleurs des areˆtes sont donc :
– les areˆtes colore´es par 99K correspondent aux variables dans n∗+, k
∗
o
– les areˆtes colore´es par −→ correspondent aux variables p∗o, r
∗ que l’on peut identifier
a` k∗/k∗o.
Soit f ve´rifiant l’e´quation Aπ(f) = 0. D’apre`s le Lemme 8 on peut e´crire f = f0+ǫf2+
ǫ4f4 . . . avec D1(f0) = 0. Donc f0 est k0⊕n+-invariant. D’apre`s [34] un e´le´ment de S(p0)
k0 .
Les graphes qui interviennent dans Dn sont de type Bernoulli ou de type Roue attache´e
a` un Bernoulli.
Examinons l’action de ces ope´rateurs sur f0 ∈ S(p0)
k0 . Comme on ne peut de´river f0
qu’en les directions p∗o, toutes les areˆtes qui arrivent sur le sommet terrestre sont colore´es
par −→. L’areˆte sortant a` l’infini est soit dans k∗o, soit dans n
∗
+.
n*+
n*
+
p*
o
n *
+
n
+
p*
*
o
n +
n*+
+
n*
+n
*
Cas 1 Cas 2
(2.3)
Premier cas : C’est le type Bernoulli comme (2.3) (dessin de gauche).
Le coefficient sera nul, si on a deux areˆtes de type −→ qui se suivent au sommet ou`
l’areˆte part a` l’infini. Par conse´quent l’areˆte qui part a` l’infini est colore´e par n∗+. Par
ailleurs on a [p0, n+] ⊂ n+, donc la couleur 99K se propage dans le graphe. La racine du
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graphe repre´sente ,pour l’ope´rateur diffe´rentiel, un coefficient dans n+ qui est donc nul par
restriction a` (ko ⊕ n+)
⊥.
Deuxie`me cas : Comme (2.3) (dessin de droite), le graphe a` conside´rer de manie`re
ge´ne´rale est une roue attache´e a` l’axe re´el et a` un sous-graphe de Bernoulli (ce graphe
pouvant eˆtre vide auquel cas l’areˆte part directement a` l’infini et est colore´e par n∗+).
Comme pre´ce´demment, pour que le coefficient soit non nul, l’areˆte qui part a` l’infini est
colore´e par n∗+. Ceci implique que l’attache sur la roue se fait dans des de´rivations selon
n∗+ (voir (2.3) dessin de droite). La de´rivation dans la roue se fait alors soit de manie`re
homoge`ne selon les de´rive´es n∗+ pour la couleur 99K, soit selon des de´rive´es dans la direction
k∗/k∗o avec couleur 99K. Dans les deux cas l’ope´rateur fera apparaˆıtre un terme de la forme
trn+(adP1 . . . adPladN1) = 0
ou un terme de la forme
trg/(go⊕n+)(adP1 . . . adPladN1) = 0.
L’ope´rateur diffe´rentiel sera alors nul quand on l’applique a` des fonctions qui sont dans
S(po)
ko . Par conse´quent le syste`me d’e´quations est tout simplement D1(fp) = 0. 
2.5 Cas des polarisations
On prend ξ ∈ g∗ une forme line´aire. La forme biline´aire alterne´e Bξ, de´finie par
Bξ(X,Y ) = ξ[X,Y ] pour X,Y ∈ g, admet pour noyau g(ξ). Une polarisation en ξ dans
g est une sous-alge`bre isotrope pour Bξ et de dimension maximale. C’est automatique-
ment une sous-alge`bre alge´brique. On dit que b ve´rifie la condition de Pukanszky si on a
b = g(ξ) + bu, ou` bu de´signe le radical unipotent de b.
Alors ξ + b⊥ est une sous-varie´te´ co-isotrope. On note B un sous-groupe alge´brique
connexe de G d’alge`bre de Lie b.
Proposition 6. L’espace de re´duction pour la sous-varie´te´ ξ+ b⊥ est le corps R, c’est-a`-
dire que l’on a
H0ǫ (ξ + b
⊥) = R.
Preuve : Conside´rons une fonction f = f0+ ǫ
2f2+ ǫ
4f4 . . . dans l’espace de re´duction. La
premie`re e´quation fournit des fonctions B-invariantes sur ξ+b⊥, c’est-a`-dire des fonctions
constantes, car B · f est ouvert dans ξ + b⊥. Comme pre´ce´demment les autres e´quations
se re´sument par re´currence aux e´quations D1(fn) = 0 pour tout n. 
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3 Fonction E(X, Y ) pour les paires syme´triques
On se place dans le cas des paires syme´triques g = k ⊕ p et on conside`re le cas de
la sous-varie´te´ λ + k⊥ ou` λ de´signe un caracte`re de k (ie. λ ∈ (k/[k, k])∗). On conside`re
le produit Bπ (qui prend deux arguments) introduit au § 1.4.1 pour π le bi-vecteur de
Poisson associe´ a` la moitie´ du crochet de Lie.
3.1 De´finition de la fonction E(X, Y ) pour les paires syme´triques
Pour X,Y ∈ p on conside`re les fonctions exponentielles eX et eY . On conside`re alors
Bπ(e
X , eY ) que l’on restreint a` λ + k⊥. On pourra consulter [3] pour une description
pre´cise des graphes dans le cas line´aire.
Lemme 10. Dans le calcul de Bπ(e
X , eY ) les graphes de type Lie avec racine dans p
n’interviennent pas.
Preuve : D’apre`s le Lemme 6, si la racine d’un tel graphe est dans p, alors le poids associe´
est nul car le graphe pre´sente, a` la racine, un sommet de la forme
x
• ←
z
• 99K
y
•. 
Dans le cas des paires syme´triques, seuls les graphes avec racine dans k ou de type Roue
interviennent, donc par restriction on trouve l’action du caracte`re. Comme d’habitude, les
graphes sont des superpositions de graphes simples de type Lie ou Roue. Le re´sultat est
donc une exponentielle.
La composante logarithmique de Bπ(e
X , eY ) dans p est donc X + Y et celle dans k
s’e´crit H(X,Y ), avant restriction a` λ+ k⊥.
Lorsque λ = 0, seuls les graphes de type Roue vont intervenir de manie`re significative.
De´finition 4. On note E(X,Y ) les contributions de tous les graphes de type Roue. C’est
une fonction analytique en X,Y pre`s de 0.
On a donc :
Bπ(e
X , eY ) = Eλ(X,Y )e
X+Y , (3.1)
ou` on a note´ Eλ(X,Y ) := e
λ(H(X,Y ))E(X,Y ).
La fonction Eλ(X,Y ) est le symbole formel du star-produit de Cattaneo-Felder associe´
a` la sous-varie´te´ co-isotrope λ+ k⊥.
Lemme 11. On a les syme´tries suivantes Eλ(X,Y ) = E−λ(Y,X) et Eλ(−X,−Y ) =
Eλ(X,Y )
Preuve : Dans le cycle d’une roue, lorsqu’une sortie est colore´e par p∗ il se produit un
changement de couleur dans le cycle. En de´finitive, le nombre de changements de couleur
est pair, c’est-a`-dire qu’un tel cycle est attache´ a` un nombre pair de sorties dans p, disons
2p et a` un nombre q de sorties dans k. Par ailleurs un sous-graphe (de type Lie) dont la
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racine est dans p a un nombre pair de sommets, et chaque graphe dont la racine est dans k
a un nombre impair de sommets (car les ”pattes” de ces graphes sont attache´es sur eX , eY ,
c’est-a`-dire que les pattes sont colore´es par p∗). Il y a donc 2p + q sommets dans le cycle
et q (mod 2) sommets en dehors du cycle. Au total on a un nombre pair de sommets dans
Γ et donc E(−X,−Y ) = E(X,Y ).
Faisons une syme´trie axiale. On a
Γ∨(X,Y ) = Γ(Y,X) et wΓ∨ = (−1)
♯{EΓ}wΓ = wΓ, (3.2)
ce qui montre la syme´trie recherche´e.
Pour les graphes de type Lie, qui contribuent pour la composante dans k, on obtient
wΓ∨ = −wΓ, car on a un nombre impair de sommets ae´riens. Les mots de Lie qui sont
dans k sont ne´cessairement pairs.

De´finition 5. On de´finit le produit de Cattaneo-Felder ⋆
CF, λ
sur S(p) par la relation pour
f, g ∈ S(p) = Cpoly(k
⊥) et ξ ∈ k⊥ = p∗ :
(f ⋆
CF, λ
g)(ξ) = Bπ(f, g) = Eλ(∂ν , ∂η)(f ⊗ g)|ν=η=ξ .
Pour λ = 0, on notera ce produit ⋆
CF
. D’apre`s la Proposition 4 et (3.2) on de´duit le
lemme suivant.
Lemme 12. Le produit ⋆
CF, λ
est associatif sur S(p)k et ve´rifie f ⋆
CF, λ
g = g ⋆
CF,−λ
f .
Le corollaire suivant pre´cise le Corollaire 3 (§2.1) et de´crit ce qui se passe en cohomo-
logie.
Corollaire 4. Le produit associatif de Cattaneo-Felder dans H•(k, S(p)) est donne´ par
l’action de l’ope´rateur E sur les coefficients. Le produit en cohomologie est donc l’extension
du produit sur S(p)k.
Preuve : Si une areˆte issue de l’axe re´el intervient dans un graphe, il existerait une areˆte
colore´e par k∗ qui sortirait a` l’infini. Or au sommet d’ou` part une telle areˆte, on aurait
deux areˆtes de meˆme couleur qui se suivent et donc le coefficient serait nul par le Lemme 6.

3.2 Contributions dans E(X, Y )
Dans cette section, nous exploitons une syme´trie pour les graphes qui interviennent
dans E(X,Y ). Pour X,Y ∈ p on note x = adX et y = adY les ope´rateurs adjoints.
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Proposition 7. Dans le logarithme de E(X,Y ), interviennent des termes de la forme
wΓ
(
trp(x1 · · · xn) + (−1)
n−1trk(xn · · · x2x1)
)
,
ou` wΓ est le coefficient associe´ a` un graphe colore´ de type Roue, xi = adXi et Xi est un
mot de type Lie en X,Y .
Preuve : On change l’orientation et la coloration des areˆtes dans le cycle pour conserver,
au signe pre`s, la forme ΩΓ.
Par exemple sur Fig. 4 les areˆtes 2, 4, 6, 8, 10 se retrouvent dans la forme ΩΓ, en position
10, 8, 6, 4, 2. Comme on a inverse´ le sens des areˆtes, la forme est la meˆme au signe pre`s,
donne´ par la signature de l’inversion de nume´rotation dans le cycle ; sur l’exemple Fig. 4
le signe est donc (−1)4 = 1. On trouve dans ln(E(X,Y )), une contribution de la forme
wΓ
(
trp(x5x1x2x3x4) + trp(x5x4x3x2x1)
)
.
X5
1
3
5
2
4
6
8
10
1
9
2 7
8
4
10
6
X3
X4
X2
7
9
X3
3
5
X4
X1
X5
X1
X2
Fig. 4 – Roue dans un sens et dans l’autre
En ge´ne´ral si l’un des Xi est dans p, par exemple X1 recevant la couleur p
∗ dans la roue,
alors on trouve des contributions de la forme :
trp(x1 · · · xn)
et
(−1)n−1trp(x1 · xn · xn−1 · · · x2) = (−1)
n−1trk(xn · · · x2x1).
Au total on a une contribution de la forme :
trp(x1 · · · xn) + (−1)
n−1trp(x1xn · · · x2) = trp(x1 · · · xn) + (−1)
n−1trk(xn · · · x2x1).
Si tous les Xi sont dans k on trouve
trp(x1 · · · xn) + (−1)
n−1trk(x1xn · · · x2) = trp(x1 · · · xn) + (−1)
n−1trk(xn · · · x2x1).

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3.3 Cas re´soluble
Proposition 8. Quand (g, σ) est une paire syme´trique re´soluble on a E = 1. Plus
ge´ne´ralement quand X est dans un ide´al re´soluble on a E(X,Y ) = 1 pour tout Y ∈ p.
Corollaire 5. Pour toute paire syme´trique (g, σ), on a f ⋆
CF
g = fg pour f, g ∈ S(p)k de`s
que f ∈ S(J)k ou` J est ide´al σ-stable et re´soluble de g.
Preuve : En effet tous les crochets en X,Y sont unipotents. Donc il n’y a que des roues
pures, ne´cessairement de taille 2n. On a donc des termes de la forme (avec xi = adX ou
adY )
wΓ
(
trp(x1 . . . x2n)− trk(x1 . . . x2n)
)
.
Cette expression est nulle car on peut permuter les termes deux a` deux (c¸a fait apparaˆıtre
un e´le´ment unipotent), et on peut changer la trace sur k en une trace sur p pour la meˆme
raison.

On peut appliquer la proposition au cas ou X = ±Y et on obtient
E(X,X) = E(X,−X) = 1. (3.3)
On montrera au The´ore`me 4 (§4.1.3) que le produit ⋆
CF
et le produit de Rouvie`re
co¨ıncident sur S(p)k. On de´duit de la proposition pre´ce´dente une autre preuve du re´sultat
fondamental de Rouvie`re [26] :
The´ore`me 2 ([26], The´ore`me 5.1). La formule de Rouvie`re est un isomorphisme pour la
convolution des germes de distributions K-invariantes sur l’espace syme´trique re´soluble G/K.
3.4 Proprie´te´s supple´mentaires
Lemme 13. La fonction E(X,Y ) ne de´pend que d’une composante re´ductive r de g. Cette
fonction est la meˆme que pour la paire syme´trique de´ge´ne´re´e gˆ = r ⊲< (gu)ab.
Corollaire 6. Le produit ⋆
CF
ne fait pas intervenir de de´rive´es d’e´le´ments unipotents.
Une autre conse´quence de la Proposition 7 est que ln(E(X,Y )) s’e´crit trp(A) ou` A est
dans l’ide´al bilate`re I engendre´ par ad[X,Y ] = xy− yx.31 En effet conside´rons une roue Γ
attache´e aux mots X1, . . . ,Xn. Si l’un des mots Xi est de longueur plus grande que 1 alors
A = adX1adX2 . . . adXn ∈ I. Si tous les Xi valent X ou Y alors, d’apre`s la Proposition 7,
les contributions se regroupent sous la forme
wΓ
(
trp(x1 . . . x2n)− trk(x1 . . . x2n)
)
= wΓ
(
trp(x1 . . . x2n)− trp(x2nx1 . . . x2n−1)
)
.
On e´crit trp(x1 . . . x2n) = trp(x2x1x3 . . . x2n) + trp([x1, x2]x3 . . . x2n), ce qui montre que,
modulo des termes de la forme trp(I), on a trp(x1 . . . x2n) = trp(x2nx1 . . . x2n−1). On re-
trouve ainsi le re´sultat de [26] The´ore`me 3.15.
31Ce genre de re´sultat devrait s’e´noncer plus correctement dans l’alge`bre libre engendre´e par adX, adY .
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3.5 Calculs nume´riques a` l’ordre 4 pour ln(Eλ(X, Y ))
3.5.1 Composante sur k
On calcule d’abord le poids des graphes qui vont intervenir a` l’ordre 4. Ces calculs se
font en utilisant la formule de Stokes. On trouve le de´veloppement suivant :
1
2
[X,Y ] +
−1
24
[X, [X, [X,Y ]]] +
−1
24
[Y, [Y, [X,Y ]]] +
−1
48
[X, [Y, [X,Y ]]] +
−1
48
[Y, [X, [X,Y ]]].
(3.4)
Lorsque le caracte`re λ de la sous-alge`bre k vaut 12 trkad, on peut e´crire ce terme a` l’ordre
4 sous la forme
1
4
trk(xy − yx) +
1
12
trk(yx
3 − x3y + y3x− xy3) +
1
24
trk
(
(yx)2 − (xy)2
)
, (3.5)
ou` x = adX et y = adY . C’est bien l’expression que l’on trouve dans [27] page 256.
3.5.2 Composante scalaire
D’apre`s le Lemme 11, la fonction ln(E(X,Y ) est paire. Les contributions a` l’ordre 2 sont
nulles, car d’apre`s la Proposition 7 elles sont de la forme trp(adXadY )−trk(adY adX) = 0.
Afin de comparer notre fonction E(X,Y ) a` celle de Rouvie`re e(X,Y ), on regarde les
contributions a` l’ordre 4 en X,Y , en fonction de la taille des roues.
Lorsque la roue est de taille 2, les areˆtes sortantes sont colore´es par k∗, sinon on aurait
une areˆte double. On trouve, pour le terme de degre´ 4 en X,Y , une expression de la forme :
wΓ(trp− trk)
(
ad[X,Y ]ad[X,Y ]
)
= wΓb([X,Y ], [X,Y ]), (3.6)
ou` b(A,B) = Kg(A,B) − 2Kk(A,B) est la diffe´rence des formes de Killing sur g et k,
comme dans [27].
Pour les roues de taille 3, les contributions a` l’ordre 4 font intervenir 2 sorties dans p∗.
Compte tenu des syme´tries, le seul cas non trivial concerne les sorties [X,Y ],X, Y (dessin
de gauche de (3.7)). On trouve une contribution de la forme pre´ce´dente C3b([X,Y ], [X,Y ]).
Pour les roues de tailles 4, qui sont ne´cessairement des roues pures, les seules contri-
butions non triviales pour le symbole font intervenir des sorties attache´es sur X,X,X, Y
ou Y, Y, Y,X (dessin de droite de (3.7)). Toutefois le coefficient associe´ est nul car on peut
intervertir les positions 2 et 4 ce qui e´change 3 groupes de 2 areˆtes.
43
exp(Y)exp(X)
[X,Y]
4
3
2
1
exp(X) exp(Y)
Roue taille 3 sur [X,Y ],X, Y Roue pure taille 4 sur X,X,X, Y
(3.7)
On re´sume ces calculs par la proposition suivante :
Proposition 9. Jusqu’a` l’ordre 4 au moins, la fonction E 1
2
trk
(X,Y ) co¨ıncide avec la
fonction e(X,Y ) de Rouvie`re.
Preuve : D’apre`s les calculs pre´ce´dents les contributions scalaires a` l’ordre 4 corres-
pondent a` un terme de la forme
exp
(
c(trp− trk)(ad[X,Y ])
2 + . . .
)
.
On verra au The´ore`me 4 (§4.1.3) que le produit de Cattaneo-Felder co¨ıncide avec celui
de Rouvie`re ce qui montre que la constante c est uniquement de´termine´e par un calcul
explicite. On peut le faire dans sl(2) et on trouve c = 1/240 re´sultat conforme (au signe
pre`s) a` celui de Rouvie`re ([28] page 257).
Voici le de´tail du calcul : Ĥ, X̂, Ŷ de´signe la base de sl(2) et k = 〈X̂−Ŷ 〉 et p = 〈Ĥ, X̂+Ŷ 〉.
On pose ω = Ĥ2 + (X̂ + Ŷ )2 et Ω = β(ω). On a pour X ∈ p
J1/2(X) = 1 +
1
12
trp(adX)
2 +
1
360
trp(adX)
4 + . . . . (3.8)
On trouve ∂J1/2(ω
2) = ω2+ 163 ω+
128
45 et β(ω
2) = Ω2− 83Ω (mod U(g) · k). Modulo U(g) · k
on a donc
∂J1/2(ω
2) · ∂J1/2(ω
2) = Ω2 +
8
3
Ω +
16
3
= β
(
∂J1/2(ω
2 −
16
15
)
)
.
Pour sl(2) on calcule (trp − trk)(ad[X,Y ])
2 agissant comme ope´rateur bidiffe´rentiel sur
ω ⊗ ω. On trouve −256, la constante vaut donc 1615×256 =
1
240 .

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3.6 Cas quadratique
On dit qu’une paire syme´trique (g, σ) est quadratique si elle est munie d’une forme
biline´aire invariante et non de´ge´ne´re´e (mais on ne suppose pas que c’est la forme de
Killing !).
3.6.1 Cas des paires d’Alekseev-Meinrenken
C’est par de´finition le cas des paires quadratiques pour lesquelles la forme biline´aire
est σ-anti-invariante. On a alors les identifications p∗ ∼ k et k∗ ∼ p. En utilisant la
Proposition 7 on trouve :
trp(x1 · · · xn) + (−1)
n−1trk(xn · · · x1) = trp(x1 · · · xn)+
(−1)n−1trp∗(xn · · · x1) = trp(x1 · · · xn)− trp(x1 · · · xn) = 0. (3.9)
On en de´duit le re´sultat important suivant :
Proposition 10. Pour une paire syme´trique d’Alekseev-Meinrenken la fonction E vaut 1.
Dans le The´ore`me 4, comme de´ja` annonce´, on fera le lien entre la fonction E et le
produit de Rouvie`re, ce qui entraˆınera notamment que notre fonction E de´crit la convo-
lution des distributions K-invariantes sur l’espace syme´trique G/K. Par conse´quent on
retrouve un re´sultat de´montre´ par Alekseev-Meinrenken [1] et Torossian [35], a` savoir que
la syme´trisation, modifie´e par la racine carre´e du jacobien, est un isomorphisme d’alge`bres
dans le cas des paires syme´triques avec forme σ-anti-invariante. Dans notre situation on
de´montre une conjecture formule´e dans [35] : cet isomorphisme s’e´tend aux germes de
distributions invariantes car la fonction E(X,Y ) vaut 1. On re´sume la situation par le
the´ore`me suivant.
The´ore`me 3. Pour une paire syme´trique d’Alekseev-Meinrenken, la formule de Rouvie`re
est encore un isomorphisme au niveau des germes de distributions K-invariantes.
3.6.2 Cas quadratique σ-invariant
C’est par de´finition le cas des paires quadratiques pour lesquelles la forme biline´aire est
σ-invariante. On a alors les identifications p ∼ p∗ et k ∼ k∗ et l’endomorphisme transpose´
ve´rifie tadX = −adX. On a donc :
trp(x1 · · · xn) + (−1)
n−1trk(xn · · · x1) =
trp(x1 · · · xn) + (−1)
n−1trk∗(xn · · · x1) = trp(x1 · · · xn)− trk(x1 · · · xn). (3.10)
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Si de plus, la paire syme´trique est tre`s-syme´trique32 , alors par un calcul e´le´mentaire en
termes de matrices blocs 2× 2, on trouve :
trp(x1 · · · xn)− trk(x1 · · · xn) = 0.
On en de´duit la proposition suivante.
Proposition 11. Si (g, σ) est une paire tre`s-syme´trique et quadratique avec forme σ-
invariante, alors la fonction E vaut 1.
Par exemple une alge`bre de Lie conside´re´e comme un espace syme´trique est une paire
tre`s-syme´trique, car on a σ(x, y) = (y, x) et A(x, y) = (x,−y). Pour une paire syme´trique
complexe, on peut prendre pour A la multiplication par i. La proposition ci-dessus s’ap-
plique notamment dans le cas des alge`bres de Lie quadratiques vues comme des paires
syme´triques g× g/diagonale.
Corollaire 7. Si g est une alge`bre de Lie quadratique vue comme une paire syme´trique
g× g/diagonale, alors la fonction E vaut 1.
Conjecture 1 : Pour les alge`bres de Lie, vues comme paires syme´triques g×g/diagonale,
la fonction E vaut 1.
4 E´criture en coordonne´es exponentielles des ope´rateurs dif-
fe´rentiels invariants sur un espace syme´trique
On conside`re une paire syme´trique (g, σ). Dans le diagramme de Cattaneo-Felder pour
la bi-quantification on conside`re le couple de varie´te´s co-isotropes C2 = k
⊥, mis en position
verticale, et C1 = 0
⊥ = g∗, mis en position horizontale (cf. § 1.6). Comme dans [19] on
conside`re pour le bi-vecteur de Poisson, la moitie´ du crochet de Lie. Alors (U(g), ·) est
isomorphe a` (S(g), ⋆
DK
).
4.1 Liens entre les produits de Rouvie`re et de Cattaneo-Felder
4.1.1 Produit de Duflo-Kontsevich
Rappelons que le produit de Duflo-Kontsevich sur S(g) est donne´ par la formule
β
(
∂q1/2(f ⋆
DK
g)
)
= β
(
∂q1/2f
)
· β
(
∂q1/2g
)
, (4.1)
ou` q de´signe la fonction
q(X) = det
g
(sinh adX2
adX
2
)
. (4.2)
32Une paire syme´trique est dite tre`s-syme´trique s’il existe un ope´rateur A sur g tel que A◦adX = adX◦A
avec A : k −→ p et p −→ k.
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4.1.2 Roues horizontales et verticales
L’espace de re´duction, pour la partie verticale, est l’alge`bre S(p)k munie du produit ⋆
CF
.
L’espace de re´duction, pour la partie horizontale, est l’alge`bre S(g) munie du produit de
Duflo-Kontsevich.
Pour f ∈ S(g), notons A(f) les contributions sur l’axe horizontal g∗ (cf. Fig. 5)
1 ⋆
1
f = A(f). (4.3)
Alors A est un ope´rateur a` valeurs dans S(p), donne´ par des graphes de Kontsevich a` 4
couleurs, qui n’est pas restreint aux roues pures. Cet ope´rateur est complique´ et n’est pas
a` coefficients constants car les graphes avec areˆtes doubles colore´es par ++ et +− ne sont
pas nuls a priori.
g*g*
kk
B
f
f
11
A
Fig. 5 – Contributions des roues pures sur les axes
En fait, l’ope´rateur A correspond a` une modification de la projection de S(g) sur S(p)
via la syme´trisation (modifie´e), c’est-a`-dire la de´composition U(g) = β(∂q1/2S(p))⊕k·U(g).
En effet, lorsqu’on munit S(g) du produit de Duflo-Kontsevich, on a S(g) = S(p)⊕k ⋆
DK
S(g)
et donc, graˆce a` l’application β ◦ ∂q1/2 , on a :
U(g) = β ◦ ∂q1/2(S(p)) ⊕ k · U(g).
En particulier on a l’e´quivalence
1 ⋆
1
f = 0 ⇐⇒ f ∈ k ⋆
1
S(g).
Lorsque f est dans S(p), l’ope´rateur A correspond aux contributions des roues pures ;
c’est un ope´rateur a` coefficients constant que l’on notera encore A.
Notons B(f) les contributions sur l’axe vertical k⊥ ; c’est un ope´rateur a` coefficients
constants correspondant aux contributions des roues pures attache´es sur k⊥ :
f ⋆
2
1 = B(f). (4.4)
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On notera A(X) et B(X)33 les symboles associe´s. On a donc pour X ∈ p,
A(X) = (1 ⋆
1
eX)e−X et B(X) = (eX ⋆
2
1)e−X . (4.5)
Ce sont des symboles inversibles.
4.1.3 Comparaison des star-produits ♯Rou et ⋆CF
Soient f, g ∈ S(p)k. Par compatibilite´ des produits ⋆
1
et ⋆
2
en cohomologie, on a f ⋆
2
1 =
1 ⋆
1
A−1B(f) et par suite
(f ⋆
CF
g) ⋆
2
1 = 1 ⋆
1
A−1B(f ⋆
CF
g),
puis
(f ⋆
CF
g) ⋆
2
1 = 1 ⋆
1
(
A−1B(f) ⋆
DK
A−1B(g)
)
.
On en de´duit que l’on a
A−1B(f ⋆
CF
g) = A−1B(f) ⋆
DK
A−1B(g) modulo k ⋆
DK
S(g). (4.6)
Comme β ◦ ∂q1/2 transforme le produit de Duflo en le produit dans l’alge`bre envelop-
pante, on en de´duit que
β ◦ ∂q1/2 ◦A
−1B
transforme le produit ⋆
CF
en le produit dans l’alge`bre enveloppante modulo k · U(g), c’est-
a`-dire que l’on a modulo k · U(g) :
(
β ◦ ∂q1/2 ◦ A
−1B
)
(f ⋆
CF
g) =
(
β ◦ ∂q1/2 ◦A
−1B
)
(f)
(
β ◦ ∂q1/2 ◦A
−1B
)
(g)
Soit J(X) = det
p
(
sinh(adX)
adX
)
. Remarquons que pour X ∈ p, on a q1/2(X) = J(X2 ). Le
produit de Rouvie`re [26] est de´fini par la formule, pour p, q ∈ S(p) :
β
(
∂
J
1
2
(p ♯
Rou
q)
)
= β
(
∂
J
1
2
(p)
)
· β
(
∂
J
1
2
(p)
)
modulo k · U(g).
On va voir que les deux produits co¨ıncident sur les e´le´ments k-invariants.
The´ore`me 4. Les produits de Rouvie`re et de Cattaneo-Felder co¨ıncident pour toute paire
syme´trique. On a, pour f, g ∈ S(p)k,
β
(
∂
J
1
2
(f ⋆
CF
g)
)
= β
(
∂
J
1
2
(f)
)
· β
(
∂
J
1
2
(g)
)
modulo k · U(g).
33On verra dans § 6.3 prop. 23 que l’on a B(X) = 1 pour X ∈ p. Mais on n’utilise pas ici ce re´sultat.
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Preuve du the´ore`me : La preuve se fait comme dans [19]. On compare deux isomor-
phismes. On de´montre un lemme et une formule interme´diaire.
Lemme 14. Il existe des alge`bres de Lie re´solubles pour lesquelles trp(adX)
2n n’agit pas
comme une de´rivation sur S(p)k.
Preuve du lemme : Soit g l’alge`bre de Lie re´soluble engendre´e par t, x, y, z et les relations
[x, y] = z, [t, x] = −x, [t, y] = y.
C’est une paire syme´trique pour l’involution
σ(t) = −t, σ(x) = y, σ(z) = −z.
Le sous-espace p est engendre´ par t, x − y, z et le sous-espace k est engendre´ par x + y.
On ve´rifie facilement que l’on a S(p)k = C[z, 4zt + (x − y)2]. La forme t∗ est clairement
k-invariante car on a t∗([k, p]) = 0. Par ailleurs l’application polynomiale X 7→ trp(adX)
2n
s’identifie a` (t∗)2n, qui n’agit pas comme une de´rivation dans S(p)k.

Proposition 12. On a l’e´galite´ de fonctions universelles suivante34 pour X ∈ p,
A(X)J
1
2 (X) = B(X)q
1
2 (X). (4.7)
Preuve de la proposition : Les fonctions A,B, q, J ne font intervenir que les trp(adX)
2n
et sont universelles. Lorsque g est re´soluble, on sait que l’on a les e´galite´s E = e = 1 donc le
produit de Rouvie`re et le produit ⋆
CF
correspondent au produit standard. Raisonnons par
l’absurde. On disposerait d’un automorphisme non trivial pour le produit standard dans
S(p)k donne´ par l’exponentielle d’une se´rie en trp(adX)
2n. On en de´duirait qu’il existerait
n > 0 tel que trp(adX)
2n agirait comme une de´rivation sur S(p)k ce qui n’est pas vrai
d’apre`s le lemme ci-dessus. 
(fin de la preuve du the´ore`me) Graˆce a` la Proposition 12 et a` l’e´quation (4.6) le produit
⋆
CF
et le produit de Rouvie`re co¨ıncident sur les e´le´ments k-invariants. 
Remarque 7 : Pour X ∈ p on a q
1
2 (X) = J(X2 ) et d’apre`s la Proposition 23 (§ 6.3) on
a B(X) = 1. On en de´duit la formule suivante pour A(X)
A−1(X)q
1
2 (X) = A−1(X)J(
X
2
) = J
1
2 (X). (4.8)
34Compte tenu du fait que B = 1 comme on le verra dans § 6.3 prop. 23, cette proposition donne une
formule pour A(X) lorsque X ∈ p.
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Remarque 8 : Si on avait inverse´ le role de C1 = g
∗ et C2 = k
⊥ on aurait trouve´ de
meˆme, pour f, g ∈ S(p)k :
β
(
∂
J
1
2
(f ⋆
CF
g)
)
= β
(
∂
J
1
2
(f)
)
· β
(
∂
J
1
2
(g)
)
modulo U(g) · k.
4.2 Cas a` parame`tre
4.2.1 Commutativite´ d’alge`bres d’ope´rateurs diffe´rentiels invariants sur les
z-densite´s
On met en position verticale maintenant la sous-varie´te´ co-isotrope λ+ k⊥ avec λ un
caracte`re de k et g∗ en position horizontale. Notons kλ le sous-espace de S(g) de´fini par
{X+λ(X), X ∈ k}. Comme pre´ce´demment on aura, pour f, g deux e´le´ments k-invariants :
A−1B(f ⋆
CF, λ
g) = A−1B(f) ⋆
DK
A−1B(g) modulo k−λ ⋆
DK
S(g),
car on a 1 ⋆
1
K = λ(K).
Action de la syme´trie par rapport a` la diagonale : Faisons agir s la syme´trie par
rapport a` la premie`re diagonale. Les fonctions d’angle ve´rifient les relations suivantes :
dφ++(p, q) = dφ−−(q, p)
dφ++(s(p), s(q)) = −dφ++(p, q)
dφ+−(s(p), s(q)) = −dφ−+(p, q).
(4.9)
Comme les roues pures A et B sont paires, l’action de la syme´trie s les pre´serve et nos
notations restent cohe´rentes ; A est l’action des roues pures attache´es sur g∗ que l’on choi-
sisse la position horizontale ou verticale.
L’action de la syme´trie revient a` mettre en position horizontale la sous-varie´te´ λ+ k⊥
et en position verticale g∗.
Conside´rons deux fonctions f, g positionne´es sur l’axe horizontal et regardons le produit
limite quand les positions de f et g se rapprochent. Dans la premie`re configuration limite
(g∗ en position horizontale) on retrouve le produit de Duflo-Kontsevich f ⋆
DK
g. Par syme´trie
diagonale on trouvera dans la deuxie`me configuration limite (g∗ en position verticale)
g ⋆
DK, signes
f , les signes provenant de l’action de s sur les fonctions d’angle. Or les coefficients
avec fonction d’angle a` une couleur (ou deux couleurs) ont une proprie´te´ de syme´trie par
rapport a` l’axe vertical ((−1)nwΓ = w∧
Γ
). En tenant compte de cette syme´trie on constate
que g ⋆
DK, signes
f vaut f ⋆
DK
g.
Du cote´ du produit de Cattaneo-Felder pour le parame`tre λ, lorsque f et g sont po-
sitionne´es sur l’axe vertical, on trouvera dans la premie`re configuration limite (λ+ k⊥ en
position verticale ) f ⋆
CF, λ
g et par syme´trie dans l’autre configuration limite (λ + k⊥ en
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position horizontale) g ⋆
CF,−λ
f .
On en de´duit les e´galite´s, pour f, g ∈ S(p)k :
A−1B(f ⋆
CF, λ
g) = A−1B(f) ⋆
DK
A−1B(g) modulo k−λ ⋆
DK
S(g) (4.10)
A−1B(g ⋆
CF,−λ
f) = A−1B(f) ⋆
DK
A−1B(g) modulo S(g) ⋆
DK
k−λ. (4.11)
Or d’apre`s le Lemme 11 (§ 3.1) on a f ⋆
CF, λ
g = g ⋆
CF,−λ
f et d’apre`s un re´sultat de
Duflo [13], re´sultant de la dualite´ de Poincare´, on a :
k−λ · U(g) ∩ U(g)k = U(g)k ∩ U(g) · k−λ+trk .
On en de´duit le the´ore`me suivant, qui e´tend le crite`re de commutativite´ des alge`bres
d’ope´rateurs diffe´rentiels sur les demi-densite´s35 et sur les fonctions.36
The´ore`me 5. Pour f, g dans S(p)k et pour tout z ∈ R, on a la relation
f ⋆
CF, λ
g = f ⋆
CF, λ+z trk
g.
En particulier le produit naturel dans
(
U(g)/U(g)·kz trk
)k
, l’alge`bre des ope´rateurs diffe´rentiels
invariants sur les z-densite´s, est commutatif pour tout z.
Preuve : Les fonctions Eλ+trk et Eλ de´finissent les meˆmes star-produits sur les e´le´ments k-
invariants d’apre`s la relation de Duflo et les formules (4.10), (4.11). Il re´sulte par re´currence
qu’il en est de meˆme pour Eλ+ntrk et par prolongement des identite´s polynomiales pour
Eλ+z trk .

4.2.2 Comparaison des fonctions E(X,Y ) et e(X,Y )
On applique a` l’e´quation (4.11), l’ope´rateur β(∂q1/2) qui transforme le produit ⋆
DK
en
le produit dans l’alge`bre enveloppante. Compte tenu de (4.7), on trouve
β(∂J1/2(f ⋆
CF, λ
g)) = β(∂J1/2f) · β(∂J1/2g) modulo U(g) · k
−λ.
Les fonctions e−λ(X,Y ) ve´rifient le meˆme type de relation. On en de´duit que Eλ(X,Y ) et
e−λ(X,Y ) doivent de´finir le meˆme star-produit.
Or d’apre`s [30] les fonctions e−λ(X,Y ) ne sont syme´triques que pour −λ =
1
2 trk et
les premiers termes du de´veloppement calcule´ en Proposition 9 (§ 3.5) laissent a` penser
que l’on a l’e´galite´ conjecturale E 1
2
trk
(X,Y )
??
= e(X,Y ). On devrait avoir aussi de manie`re
conjecturale l’e´galite´ Eλ(X,Y )
??
= e−λ+ 1
2
trk
(X,Y ).
35 cas z = 1
2
[13], on utilise la relation 1
2
trk = −
1
2
trg/k +
1
2
trg et le fait que l’action du caracte`re trg n’est
pas significative.
36cas z = 0 [21].
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Conjecture 2 : On a Eλ(X,Y ) = e−λ+ 1
2
trk
(X,Y ).
4.3 Ope´rateurs diffe´rentiels invariants en coordonne´es exponentielles
On conside`re le couple de varie´te´s co-isotropes C1 = k
⊥ et C2 = 0
⊥ = g∗. Le bi-vecteur
de Poisson vaut la moitie´ du crochet de Lie et (U(g), ·) est isomorphe a` (S(g), ⋆
DK
).
Les espaces de re´duction sont, pour la partie horizontale, l’alge`bre S(p)k munie du pro-
duit ⋆
CF
= ♯
Rou
et pour la partie verticale, l’alge`bre S(g) munie du produit de Kontsevich.
L’espace de re´duction a` l’origine est S(p), c’est-a`-dire les distributions porte´es par l’origine
sur l’espace syme´trique G/K.
On en de´duit pour S(p) l’existence d’une action a` gauche de (S(g), ⋆
Kont
) et d’une action
a` droite de (S(p)k, ⋆
CF
).
Soit R ∈ S(p)k. On place dans le quadrant de Cattaneo-Felder, eX a` l’origine et R sur
l’axe horizontal : on obtient donc eX ⋆
1
R. C’est donc un e´le´ment de S(p) qui de´pend de X,
que l’on voit comme un ope´rateur diffe´rentiel sur p au point X.37 On a le re´sultat suivant
qui re´sout de manie`re satisfaisante un proble`me pose´ par Duflo ([11] proble`me 7).
The´ore`me 6. La formule eX ⋆
1
R est l’e´criture, en coordonne´es exponentielles du conjugue´
par l’application J1/2(X) de l’ope´rateur diffe´rentiel invariant sur l’espace syme´trique G/K,
donne´ par Dβ(J1/2(∂)R).
Preuve : Soit f ∈ C∞(G/K) et R ∈ S(p)k. On a
Dβ(R) f(gK) = 〈R
(Y ), f(g exp(Y )K)〉
ou` R est vu comme une distribution de support Y = 0. On note Exp la fonction X ∈ p 7→
expG(X)K ∈ G/K avec X ∈ p.
Si on tient compte du facteur q1/2 entre C∞(G/K) et C∞(p), on pose pour X ∈ p,
φ(X) := q1/2(X)f(expG(X)K).
Pour u = β(∂q1/2R) et on note Du l’ope´rateur diffe´rentiel invariant a` gauche sur l’espace
syme´trique associe´ a` u. Il vient en e´criture exponentielle
DExpu (φ)(X) := q
1/2(X)Du(f)(expG(X)K) = 〈 (∂q1/2R)
(Y ), q1/2(X)
(
φ
q1/2
)
(P (X,Y )) 〉,
(4.12)
37Le terme eX est vu comme la distribution de Dirac au point X.
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ou` on a e´crit expG(X) expG(Y ) = expG(P (X,Y )) expG(K(X,Y )) avec P (X,Y ) ∈ p et
K(X,Y ) ∈ k. Ces facteurs P,K de´pendent de manie`re analytique de X,Y dans un
voisinage de 0. Le facteur P (X,Y ) est la se´rie de Campbell-Hausdorff pour les espaces
syme´triques.
Rappelons que le produit de Kontsevich-Duflo est donne´ par la formule (4.1). Pour
X,Y dans p, on peut donc e´crire :
eX ⋆
DK
eY =
D(X,Y )
D(P,K)
eP ⋆
DK
eK ,
avec D(X,Y ) = q
1/2(X)q1/2(Y )
q1/2(Z(X,Y ))
la fonction de densite´ sur les alge`bres de Lie.
On a eK ⋆
2
1 = C(K), ou` C(K) de´signe les contributions des roues pures attache´es a`
l’axe vertical avec rayons colore´s par la couleur −+. Comme eK ⋆
DK
e−K = q(K) on doit
avoir eK ⋆
2
(e−K ⋆
2
1) = C(K)C(−K) = q(K). On a K(X,Y ) = −K(Y,X), donc la partie
syme´trique de C(K) vaut q1/2(K). En fait on la re´sultat interme´diaire suivant.
Lemme 15. La fonction C est paire et vaut q1/2(K).
Preuve du lemme : On a(
eK/2 ⋆
DK
eK/2
)
⋆
2
1 =
q(K/2)
q1/2(K)
eK ⋆
2
1 = C(K)
q(K/2)
q1/2(K)
.
Par ailleurs on a aussi(
eK/2 ⋆
DK
eK/2
)
⋆
2
1 = eK/2 ⋆
2
(
eK/2 ⋆
2
1
)
= C(K/2)2,
d’ou` l’on tire (
C(K/2)
q1/2(K/2)
)2
=
C(K)
q1/2(K)
,
puis par re´currence (
C(K2n )
q1/2(K2n )
)2n
=
C(K)
q1/2(K)
.
Comme la fonction C et la fonction q1/2 s’e´crivent exp
(∑
n≥2
wntrp(adK)
n +
∑
n≥2
w′ntrk(adK)
n
)
,
on en de´duit que l’on a C(K)
q1/2(K)
= lim
n 7→∞
(
C( K
2n
)
q1/2( K
2n
)
)2n
= 1. 
(Fin de la preuve du the´ore`me :) On note comme en §4.1.2, A l’ope´rateur vertical (corres-
pondant a` g∗) des contributions des roues pures et B l’ope´rateur horizontal38. Graˆce au
lemme ci-dessus, on en de´duit que l’on a
38Les axes sont inverse´s par rapport a` la situation §4.1.2 et B = 1 d’apre`s la Proposition 23 (§ 6.3).
53
(eX ⋆
DK
eY ) ⋆
2
1 =
D(X,Y )
D(P,K)
eP ⋆
2
(eK ⋆
2
1) = q1/2(X)q1/2(Y )
A(P )
q1/2(P )
eP .
D’apre`s la Proposition 12, on a pour X ∈ p, A(X)J
1
2 (X) = B(X)q
1
2 (X), d’ou` l’on tire
l’e´galite´
(eX ⋆
DK
eY ) ⋆
2
1 = q1/2(X)q1/2(Y )
B(P )
J1/2(P )
eP . (4.13)
Par ailleurs le terme de gauche de (4.13) peut s’e´crire, compte tenu de la compatibilite´
des produits :
A(Y )B−1(Y ) eX ⋆
2
(1 ⋆
1
eY ).
Il vient donc la formule
eX ⋆
2
(1 ⋆
1
eY ) = J1/2(Y )q1/2(X)
B(P )
J1/2(P )
eP . (4.14)
En diffe´rentiant par rapport a` Y selon le polynoˆme R, on peut remplacer eY par R.
On peut alors utiliser la k-invariance de R pour justifier de la compatibilite´ des produits
⋆
1
et ⋆
2
. Il vient alors
eX ⋆
2
(1 ⋆
1
R) = R(Y )J1/2(Y )q1/2(X)
B(P )
J1/2(P )
eP (X,Y ) = (eX ⋆
2
1) ⋆
1
R = A(X)eX ⋆
1
R,
c’est-a`-dire compte tenu de la relation AJ
1
2 = Bq
1
2 on a :
eX ⋆
1
R = R(∂Y )
J1/2(Y )J1/2(X)
B(X)
B(P )
J1/2(P )
eP |Y=0. (4.15)
Cette formule est pre´cise´ment l’e´criture de l’ope´rateur Dβ(J1/2(∂)R) en coordonne´es ex-
ponentielles sur l’espace syme´triquesG/K, modifie´ par la fonction J1/2(X)/B(X). Compte
tenu du re´sultat maintes fois annonce´ B = 1, le the´ore`me est de´montre´. 
4.4 De´formation de la formule de Baker-Campbell-Hausdorff pour les
paires syme´triques
L’application Exp de´finit un diffe´omorphisme local de p sur G/K. On en de´duit alors
l’existence d’une formule de Campbell-Hausdorff pour les espaces syme´triques, de´finie de
la manie`re suivante. Pour X,Y ∈ p proche de 0 il existe une se´rie convergente Zsym(X,Y )
a` valeurs dans p telle que l’on ait
expG(X)Exp(Y ) = Exp
(
Zsym(X,Y )
)
.
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C’est le facteur P (X,Y ) introduit dans la section pre´ce´dente. En utilisant l’involution σ
on trouve facilement
expG(2Zsym(X,Y )) = expG(X) expG(2Y ) expG(X). (4.16)
Dans [17] Kashiwara-Vergne ont conjecture´ que la de´formation par dilatation de la
formule de Campbell-Hausdorff e´tait gouverne´e par les champs adjoints. Cette conjecture a
e´te´ de´montre´e dans [2] comme conse´quence de [32] et de la quantification par de´formation.
Dans [26] F. Rouvie`re propose de faire de meˆme pour la se´rie Zsym(X,Y ) en utilisant les
champs k-adjoints. Dans [33] une approche via la quantification de Kontsevich fut propose´e.
Dans cette section nous montrons qu’une de´formation par les champs k-adjoints vient
naturellement graˆce au diagramme de bi-quantification.
4.4.1 Premie`re de´formation
Conside´rons le diagramme de bi-quantification de la section pre´ce´dente, en mettant g∗
en position verticale et k⊥ en position horizontale. Conside´rons X,Y ∈ p et mettons les
fonctions eX et eY sur l’axe vertical comme pre´ce´demment.
La contribution des graphes colore´s est inde´pendante de la position de eX et eY sur l’axe
vertical. En position limite quand eX et eY se rapprochent, on trouve d’apre`s l’e´quation
(4.13) et B = 1 (Proposition 23 (§ 6.3)) :
(eX ⋆DK e
Y ) ⋆2 1 =
q1/2(X)q1/2(Y )
J1/2(Zsym(X,Y ))
eZsym(X,Y ).
Quand Y tend vers l’origine, on trouve
A(Y )eX ⋆2 e
Y .
Ces deux expressions sont donc e´gales. Mettons maintenant eX sur l’axe vertical en posi-
tion 1 et eY sur l’axe horizontal en position s. Quand s tend vers 0 on trouve
eX ⋆2 (1 ⋆1 e
Y ) = eX ⋆2 e
Y =
q1/2(X)J1/2(Y )
J1/2(Zsym(X,Y ))
eZsym(X,Y ).
Quand s tend vers l’infini on trouve A(X)eX ⋆1 e
Y . Il est alors opportun de conside´rer les
contributions divise´es parA(X) pour faire apparaˆıtre le facteurDsym(X,Y ) =
J1/2(X)J1/2(Y )
J1/2(Zsym(X,Y ))
.
Pour s quelconque, les contributions totales divise´es par A(X) sont de la forme
D(1)s (X,Y )e
Z
(1)
sym,s(X,Y ),
ou` D
(1)
s (X,Y ) est une fonction de densite´ et Z
(1)
sym,s(X,Y ) ∈ p est une de´formation de la
fonction de Campbell-Hausdorff. La de´formation est alors controˆle´e par les concentrations
en eY . Les graphes qui interviennent vont se factoriser comme dans [32, 33]. L’areˆte issue
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de la position eY va sur le sommet d’un graphe repre´sentant un e´le´ment de k. Notons
G
(1)
s (X,Y ) les contributions de tous ces graphes ; c’est une 1-forme en s.
Il vient alors les deux e´quations d’e´volution suivante :
dsZ
(1)
sym,s(X,Y ) = [Y,Gs(X,Y )] · ∂Y Z
(1)
sym,s(X,Y )
dsD
(1)
s (X,Y ) = [Y,Gs(X,Y )] · ∂YD
(1)
s (X,Y ) + trk
(
∂YGs(X,Y ) ◦ adY
)
D(1)s (X,Y ),
avec condition limite pour s = 0 :
Z
(1)
sym,s=0(X,Y ) = Zsym(X,Y )
et
D
(1)
s=0(X,Y ) =
J1/2(X)J1/2(Y )
J1/2(Zsym(X,Y ))
= Dsym(X,Y ).
La condition limite pour s =∞ correspond a` eX ⋆1 e
Y .
4.4.2 Deuxie`me de´formation
Positionnons maintenant eX et eY sur l’axe horizontal. Sans perte de ge´ne´ralite´, on
peut positionner eY en 1 et eX en u ∈]0, 1[. Lorsque u tend vers 0 on trouve eX ⋆1 e
Y , la
condition limite pre´ce´dente. Quand u tend vers 1 on trouve
E(X,Y )eX+Y ,
le produit pour les paires syme´triques.
Pour u quelconque, les contributions totales sont de la forme
D(2)u (X,Y )e
Z
(2)
sym,u(X,Y ),
ou` D
(2)
u (X,Y ) de´signe une fonction de densite´ et Z
(2)
sym,u(X,Y ) ∈ p est une de´formation de
la fonction de Campbell-Hausdorff. La de´formation est controˆle´e par des champs k-adjoints
agissant cette fois-ci sur les deux variables. Les concentrations sur eX et eY vont de´finir
des 1-formes en u repre´sentant deux se´ries a` valeurs dans k, Fu(X,Y ) (les contributions des
graphes avec areˆte colore´e par k∗ issue de eX) et Gu(X,Y ) (les contributions des graphes
avec areˆte colore´e par k∗ issue de eY ).
Il vient donc les e´quations suivantes :
duZ
(2)
sym,u(X,Y ) = ([X,Fu(X,Y )] · ∂X + [Y,Gu(X,Y )] · ∂Y )Z
(2)
sym,u(X,Y )
duD
(2)
u (X,Y ) = ([X,Fu(X,Y )] · ∂X + [Y,Gu(X,Y )] · ∂Y )D
(2)
u (X,Y ) =
trk
(
∂XFu(X,Y ) ◦ adX + ∂YGu(X,Y ) ◦ adX
)
D(2)u (X,Y ).
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4.4.3 De´formation de la formule de Campbell-Hausdorff pour les paires syme´triques
La jonction des deux de´formations pre´ce´dentes est alors re´gulie`re et on en de´duit le
the´ore`me suivant ge´ne´ralisant les re´sultats de [33].
The´ore`me 7. Il existe une de´formation re´gulie`re Zsym,v(X,Y ) de la fonction de Campbell-
Hausdorff pour les paires syme´triques et une de´formation re´gulie`re Dsym,v(X,Y ) de la
fonction de densite´ pour les paires syme´triques telles que :
dvZsym,v(X,Y ) = ([X,Fv(X,Y )] · ∂X + [Y,Gv(X,Y )] · ∂Y )Zsym,v(X,Y )
dvDsym,v(X,Y ) = ([X,Fv(X,Y )] · ∂X + [Y,Gv(X,Y )] · ∂Y )Dsym,v(X,Y )
+ trk
(
∂XFv(X,Y ) ◦ adX + ∂YGv(X,Y ) ◦ adX
)
Dsym,v(X,Y ), (4.17)
ou` Fv et Gv sont des 1-formes en v et des se´ries a` valeurs dans k convergentes dans un
voisinage de (0, 0). Les conditions limites sont pour v = 0 :
Dsym,v=0(X,Y ) =
J1/2(X)J1/2(Y )
J1/2(Zsym(X,Y ))
Zsym,v=0(X,Y ) = Zsym(X,Y )
et pour v =∞ :
Dsym,v=∞(X,Y ) = E(X,Y ) Zsym,v=∞(X,Y ) = X + Y.
Cette de´formation, le long des axes, remplace la de´formation dans le demi-plan com-
plexe de´finie par Kontsevich et utilise´e dans [32, 33]. En utilisant les techniques de´veloppe´es
par A. Alekseev et E. Meinrenken dans [2] et explique´es de manie`re simplifie´e dans [36], on
montre facilement que la condition E = 1 implique que la de´formation par dilatation est
aussi controˆle´e par les champs k-adjoints (avec la condition de trace ve´rifie´e). C’est le cas
des paires syme´triques re´solubles ou les alge`bres de Lie quadratiques conside´re´es comme
des paires syme´triques.
On en de´duit la proposition suivante.
Proposition 13. Pour les alge`bres de Lie quadratiques vues comme des paires syme´triques,
la de´formation le long des axes fournit une solution a` la conjecture de Kashiwara-Vergne.
Plus ge´ne´ralement la conjecture E = 1 pour les alge`bres de Lie vues comme des paires
syme´triques implique la conjecture de Kashiwara-Vergne.
Conside´rons les solutions des e´quations diffe´rentielles dans le groupe K, d’alge`bre de
Lie k avec condition initiale triviale pour s = 0 :
dvav(X,Y ) = Fv(X,Y )av(X,Y ) et dvbv(X,Y ) = Gv(X,Y )bv(X,Y ).
Comme dans [27, 28, 30], la fonction v 7→ Dsym,v(av(X,Y ) · X, bv(X,Y ) · X) ve´rifie une
e´quation diffe´rentielle du type y′(v) = µ(v)y(v) ce qui donne une formule pour y(v).
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Proposition 14. On a l’expression de la fonction E(X,Y ) suivante
E(X,Y )
(
J1/2(X)J1/2(Y )
J1/2(Zsym(X,Y ))
)−1
=
exp
(∫ ∞
0
trk
(
∂XFv(av ·X, bv · Y ) ◦ ad(av ·X) + ∂YGv(av ·X, bv · Y ) ◦ ad(bv · Y )
)
dv
)
.
5 Homomorphisme d’Harish-Chandra en termes de graphes
On fixe une paire syme´trique (g, σ) et une de´composition d’Iwasawa (voir § 2.4.1)
g = k⊕ po ⊕ n+. (5.1)
5.1 Diagramme d’Harish-Chandra et espaces de re´duction
On place dans le diagramme de Cattaneo-Felder pour la bi-quantification (§ 1.6), les
sous-varie´te´s co-isotropes k⊥ en position horizontale et (ko ⊕ n+)
⊥ en position verticale :
c’est le diagramme d’Harish-Chandra.
On a la de´composition et les couleurs suivantes
g = k/ko
(−,+)
⊕ ko
(−,−)
⊕ po
(+,+)
⊕ n+
(+,−)
,
ou` on a note´ k/ko un supple´mentaire de ko dans k.
On fera attention que dans les graphes qui vont intervenir, il peut y avoir une areˆte
double si celle-ci est colore´e par deux couleurs diffe´rentes.
- (i) - L’alge`bre de re´duction qui est place´e verticalement est tout simplement d’apre`s
la Proposition 5 (§ 2.4.2) :
H0ǫ ((ko ⊕ n
+)⊥) = Cpoly(k
⊥
o )
ko [[ǫ]] = S(po)
ko [[ǫ]].
- (ii) - L’alge`bre de re´duction place´e a` l’origine est aussi S(po)
ko [[ǫ]].
- (iii)- L’alge`bre de re´duction, qui est en position horizontale, correspond a` l’espace de
re´duction de
H0ǫ,(po⊕n+)(k
⊥).
Celui-ci de´pend du choix du supple´mentaire de k, (ici po ⊕ n+) mais est isomorphe a`
l’espace de re´duction standard (S(p)k, ⋆
CF
) graˆce au The´ore`me 1 (§ 1.5).
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5.2 Espace de re´duction vertical
Dans la partie verticale on trouve l’espace de re´duction S(po)
ko . Examinons le star-
produit construit en Proposition 5 (§2.4.2). Il est clairement donne´ par une fonction de
type Ê (X,Y ), correspondant aux graphes de type Roue attache´e a` eX , eY pourX,Y ∈ po.
Proposition 15. On a Ê (X,Y ) = Ego(X,Y ), ou` Ego(X,Y ) est la fonction E pour
la petite paire syme´trique (go, σ). Le produit, dans la petite paire syme´trique est donc le
produit de Rouvie`re standard.
Preuve : Examinons les contributions qui interviennent dans une roue attache´e a` des
e´le´ments de go. Les couleurs dans le cycle sont alors simples :
- (i) soit le cycle de´rive dans les directions de g∗o, et on retrouve la fonction Ego pour
la petite paire syme´trique,
- (ii) soit le cycle de´rive dans les directions de n+ avec couleur 99K,
- (iii) soit le cycle de´rive dans les directions de g/(go ⊕ n+) avec couleur −→.
On a donc des contributions du genre
99K
w Γ1Γ2...Γltrn+
(
ad(Γ1) ◦ adΓ2 . . . ◦ ad(Γl)
)
(5.2)
ou bien
−→
w Γ1Γ2...Γltrg/(go⊕n+)
(
ad(Γ1) ◦ adΓ2 . . . ◦ ad(Γl)
)
=
−→
w Γ1Γ2...Γltrn−
(
ad(Γ1) ◦ adΓ2 . . . ◦ ad(Γl)
)
. (5.3)
Remarquons alors que nous avons la syme´trie
99K
w Γ1Γ2...Γl = (−1)
l−1−→w Γ1Γl...Γ2 .
Notons V (X,Y ) toutes les contributions de type (ii) ou (iii). Ici il se passe un phe´nome`ne
remarquable. Comme la couleur est homoge`ne dans le cycle, les de´rivations se font soit
toutes dans n+ soit toutes dans k/ko. L’argument de de´formation a` 4 points ([9] §8.5.2),
montre qu’il n’y a pas de trace dans l’e´quation de de´formation. Par conse´quent on peut
faire intervenir la compensation dans Ko. On obtient au final :
V (X,Y )2D(X + Y ) = D(a ·X)D(b · Y ), (5.4)
ou` D(X) vaut V (X,−X) et a, b sont dans Ko. Comme V est clairement invariante pour
l’action de Ko, on obtient la factorisation souhaite´e. De plus D est syme´trique et donc les
roues qui interviennent sont de taille paire et attache´es directement a` l’axe re´el. Or, pour
X ∈ po on a trn+(adX)
2n = trn−(adX)
2n ; des relations (5.2), (5.3), (5.4) on de´duit que
l’on a D(X) = 1. 
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Remarque 9 : Pour les petites paires syme´triques, d’apre`s [35], le produit de Rouvie`re
correspond au produit standard de l’alge`bre syme´trique via la syme´trisation. c’est-a`-dire
que la fonction Ego est sans effet sur les e´le´ments ko-invariants.
5.3 Espace de re´duction horizontal
5.3.1 Equations de re´duction
Les e´quations qui de´crivent l’espace de re´duction horizontalH0ǫ,(po⊕n+)(k
⊥), sont donne´es
par des graphes colore´s avec un seul point terrestre. Ce sont les graphes de la section 2.2.
Les e´quations portent un degre´ (le nombre de sommets ae´riens) et les termes de degre´ pair
sont nuls d’apre`s le Lemme 7 (§ 2.2). L’ope´rateur D1 correspond a` l’action des champs
k-adjoints et l’ope´rateur D3 contient un terme de type Bernoulli qui est non nul. Le dessin
de gauche de (5.5) illustre un graphe intervenant dans D5.
Ce sont des e´quations complique´es. En effet, les graphes qui apparaissent dans la
de´termination de l’espace de re´duction sont de type Bernoulli ou de type Roue avec une
sortie vers un Bernoulli. Les areˆtes sortantes sont dans k∗, tandis que les areˆtes qui arrivent
sur l’axe re´el sont colore´s par p∗o ou n
∗
+. Les areˆtes interme´diaires peuvent prendre toutes
les couleurs, ce qui ne permet pas des simplifications dans le calcul des coefficients ou de
l’ope´rateur.
Explications : L’espace de re´duction pour ce choix de supple´mentaire est heuristique-
ment, l’e´criture dans les coordonne´es (n+, po) des e´le´ments k-invariants de U(g)/U(g) · k
via la de´composition
U(g)/U(g) · k ≃ U(n+)⊗ U(go)/U(go) · ko ≃ S(n+)⊗ S(po),
ou` on a utilise´ dans chaque facteur la syme´trisation. On conc¸oit que l’e´criture des e´le´ments
k-invariant ne soit pas simple !
+
p*
on
np*
o
* *
++
n*+
k*
*k
*k
*
*k
n
*
+n
*
+
n*+
p*
o
n*
+
np*
o
f1
o
+ n+ )( k
k
n
*
+
n+*
Graphe de D5 Transmutation horizontale
(5.5)
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5.3.2 Description du produit ⋆po+n+
Le produit est compose´ soit de graphes de type Lie, soit de type Roue.
i- Les graphes de type Lie ont force´ment une racine dans n+. En effet, comme les
couleurs sur l’axe re´els sont dans po ou n+ les racines sont dans go ou n+. Si la racine est
dans go, alors le coefficient est nul comme dans le cas des paires syme´triques.
ii- Les graphes de type Roue se de´composent en deux sous-ensembles. Le raisonnement
fait pour la description de l’espace de re´duction verticale peut se recopier. On retrouve
les contributions pour le petit espace syme´trique, ou` les cycles sont colore´s de manie`re
uniforme par n∗+ (= →) ou par k
∗/k∗o (=99K). Pour calculer ces dernie`res contributions, il
suffit de placer des points ge´ne´riques eX et eY sur l’axe re´el avec X,Y ∈ po. L’argument a` 4
points ([9] §8.5.2) montre encore que l’on dispose d’une e´quation d’e´volution sans trace, ce
qui permet de compenser l’e´volution par un e´le´ment de Ko. Pour les raisons des syme´tries
on va trouver que ces contributions valent encore 1.
5.4 Entrelacement et projection
Rappelons la de´composition et les couleurs dans le diagramme de Cattaneo-Felder
associe´ a` la de´composition d’Iwasawa :
g = k/ko
(−,+)
⊕ ko
(−,−)
⊕ po
(+,+)
⊕ n+
(+,−)
.
On de´finit l’ope´rateur de transmutation dans le diagramme (ko ⊕ n+)
⊥ et k⊥, c’est-a`-
dire que l’on va utiliser la structure de bi-module de S(po)
ko pour transmuter les e´le´ments
d’un cote´ vers l’autre. Pour f ∈ Hǫ,po+n+(k
⊥) on va e´crire
ΓHC(f) ⋆
2
1 = 1 ⋆
1
f, (5.6)
ou` ΓHC(f) est un polynoˆme invariant dans S(po)
ko . L’ope´rateur ΓHC sera appele´ ope´rateur
de transmutation.
Lemme 16. Les ope´rateurs qui interviennent dans la transmutation pour le diagramme
d’Harish-Chandra sont des roues (a priori tentaculaires).
Preuve : Pour la partie horizontale, les de´rive´es se font dans les directions p∗o ou n
∗
+. Donc
pour les graphes de type Lie, la racine est dans n+, ce qui va donner 0 pour l’ope´rateur
quand on va le restreindre a` (ko ⊕ n+)
⊥ ∩ k⊥. Donc toutes les areˆtes qui arrivent sur l’axe
re´el sont dans p∗o. Mais alors il y a une areˆte double de meˆme couleur et le coefficient est nul.
Pour la partie verticale c’est plus simple. Comme l’espace de re´duction est S(po)
ko ,
seules les areˆtes dans p∗o peuvent de´river. On a donc une areˆte double dans les graphes de
type Bernoulli.
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Notons ici AHC les contributions des roues horizontales et BHC les contributions des
roues verticales.
Lemme 17. La roue AHC n’a que des areˆtes sortantes dans p
∗
o. Il est de meˆme pour la
roue BHC . Les symboles correspondants sont donc des fonctions exponentielles sur po. Les
roues sont pures.
Preuve : Supposons qu’il y ait une sortie dans n∗+ au sommet n. En regardant la couleur
de l’autre areˆte issue de n, on se convainc que les couleurs dans le cycle sont :
-(i) soit toutes dans n∗+,
-(ii) soit toutes dans un supple´mentaire de go ⊕ n+ pris dans k.
Alors les contributions donnent selon les cas :
(i) trn+(adP1 · · · adN1 · · · ) = 0
ou
(ii) trg/(go⊕n+)(adP1 · · · adN1 · · · ) = 0.
Pour les roues de AHC , on conclut que toutes les sorties sont dans p
∗
o et par conse´quent
les areˆtes finales sont colore´es par p∗o ; force´ment les roues sont pures. C’est bien-suˆr aussi
le cas pour les roues de BHC car l’espace de re´duction est S(po)
k.

Proposition 16. On a la relation B−1HCAHC = 1. L’ope´rateur de transmutation correspond
simplement a` la restriction a` (k⊕ n+)
⊥.
Preuve : Les roues, dont le cycle est colore´ par p∗o et k
∗
o (c’est-a`-dire (+,+) ou (−,−) ),
ve´rifient la meˆme proprie´te´ que celle que nous avons de´ja` rencontre´es a` la Proposition 7
(§ 3.2). Il y a un nombre pair de sorties, avec alternance des couleurs (+,+) et (−,−),
donc comme dans la Proposition 7, ces contributions s’annulent aussi bien dans AHC que
dans BHC , car les roues sont pures.
Il reste a` conside´rer les roues, dont le cycle est de couleur uniforme en (+,−) (de´rive´e
en n∗+ ) ou de couleur uniforme en (−,+) (de´rive´e en k
∗/k∗o).
Notons wAΓ+− le coefficient associe´ a` la roue pure de taille n attache´e sur l’axe horizon-
tal et de couleur (+,−). On introduit de meˆme wAΓ−+ , w
B
Γ+−
et wBΓ−+ .
Compte tenu des syme´tries (4.9) par rapport a` la bissectrice principale on a :
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wBΓ+− = (−1)
nwAΓ−+ et w
B
Γ−+ = (−1)
nwAΓ+− .
Par ailleurs du cote´ de l’ope´rateur, la de´rivation ne se faisant qu’en la direction de p∗o, le
symbole correspondant peut s’e´crit pour X ∈ po :
Γ(+,−)(X) = trn+(adX)
n
Γ(−,+)(X) = trg/(go⊕n+)(adX)
n = trn−(adX)
n = (−1)ntrn+(adX)
n.
En effet on a trn+adX = −trn−adX pour X ∈ po. Au total il y a compensation et on
a les relations suivantes :
wBΓ+−trn+(adX)
n = wAΓ−+trn−(adX)
n = wAΓ−+Γ
A
(+,−)(X)
et
wBΓ−+Γ(−,+)(X) = w
A
Γ+−Γ
A
(+,−)(X).
Ceci montre que l’on a AHC = BHC . Comme on a ΓHC(f) = B
−1
HCAHC(f), on en
de´duit que ΓHC(f) est bien la restriction de f a` (k⊕ n+)
⊥.

De´finition 6. En the´orie de Lie pour les paires syme´triques, la projection sur le facteur
U(go)/U(go) · ko dans la de´composition
U(g)/U(g) · k ≃ U(n+)⊗ U(go)/U(go) · ko,
s’appelle la projection d’Harish-Chandra. C’est un homomorphisme d’alge`bres pour les
invariants de
(U(g)/U(g) · k)k sur (U(go)/U(go) · ko)
ko .
On peut maintenant e´noncer un re´sultat similaire en termes de graphes de Kontsevich.
Proposition 17. La projection d’Harish-Chandra correspond a` l’ope´rateur de transmuta-
tion c’est-a`-dire la restriction a` p∗o = (k⊕n+)
⊥. Elle prend ses valeurs dans S(po)
ko . C’est
un homomorphisme d’alge`bres de(
H0ǫ,(po⊕n+)(k
⊥) , ⋆
(po⊕n+)
)
sur
(
S(po)
ko , ⋆
Rouv=CF
)
.
Preuve : Le fait que la restriction a` p∗o soit une fonction ko-invariante est clair, car
toutes les ope´rations que nous avons effectue´es peuvent eˆtre choisies ko-e´quivariantes. En
effet le choix du supple´mentaire k/ko peut eˆtre facilement choisi ko-invariant, il suffit de
prendre (n− ⊕ n+) ∩ k. Les e´quations sont clairement inde´pendantes des choix de la base
(une fois choisies les de´compositions), car cela correspond a` des transformations line´aires
qui pre´servent les couleurs des graphes. Maintenant ko pre´serve la de´composition. Donc
l’espace de re´duction est Ko-invariant.

63
Commentaire : Il est bien connu que l’homomorphisme d’Harish-Chandra est quelque
chose de tre`s complique´. Ici il correspond a` une simple restriction. Il faut comprendre
que la difficulte´ est cache´e dans la description de l’alge`bre de re´duction. En quelque sorte
il faut maintenant e´crire un isomorphisme explicite entre S(p)k et H0ǫ,(po⊕n+)(k
⊥), pour
de´crypter toute la difficulte´ de l’homomorphisme d’Harish-Chandra. C’est l’objet de la
section suivante.
5.5 L’homomorphisme d’Harish-Chandra en termes de graphes
Le The´ore`me 1 (§ 1.5.3) montre qu’il existe un isomorphisme entre les deux espaces
de re´duction correspondants aux de´composition de Cartan et d’Iwasawa. On disposera
alors d’une formule pour l’homomorphisme d’Harish-Chandra en termes de graphes. Il
existe un isomorphisme d’alge`bres de (S(p)k, ⋆
CF
) dans (S(po)
ko , ⋆
CF
) ; c’est l’homomor-
phisme d’Harish-Chandra.
5.5.1 Calcul de l’e´le´ment de jauge
On reprend ici les notations de § 1.5.3. Le champ v s’e´crit v = −Va∂P ∗a , ou` (P
∗
a )a
de´signe une base de k⊥ = p∗ et Va ∈ k.
L’ope´rateur qui re´alise l’entrelacement est calcule´ de manie`re re´cursive. Plus pre´cise´ment
on doit inte´grer la composante de degre´ (total) 0 du champ [DUπt(v), •]GH . C’est en effet
cet e´le´ment qui conjugue les diffe´rentielles et re´alise l’isomorphisme en cohomologie pour
les star-produits, comme on l’a vu au The´ore`me 1.
Lemme 18. L’e´le´ment du groupe de jauge qui entrelace les star-produits pour deux choix
de supple´mentaires, vivra dans le groupe associe´ a` l’alge`bre de Lie engendre´e par les coef-
ficients de Taylor du champ [(DUcπt( v̂))0 , •]GH .
Preuve : L’e´quation suivante sur les composantes de degre´ 0 (dans le complexe de Hoch-
schild) controˆle la de´formation des star-produits :
∂(µt)0
∂t
= [(DU bπt(v̂))0 , (µt)0].
Pour simplifier, notons A(t) = [DU bπt( v̂)0, •] l’ope´rateur line´aire d’ordre 0 (total et de
Hochschild) et y(t) = (µt)0.
On doit donc re´soudre une e´quation diffe´rentielle line´aire de la forme y′(t) = A(t)y(t).
On a, comme se´rie formelle en t : y(t) = y(0)+
∑
n≥1
tn
n!yn. L’e´quation diffe´rentielle donne
y1 = A(0)y0. Posons y
(1)(t) = e−tA(t)y(t). Alors y(1)(t) = y0 (mod t
2) et ve´rifie l’e´quation
d
dt
y(1)(t) = t
(
e−ad(tA(t)) − 1
ad(tA(t))
A′(t)
)
y(1)(t). (5.7)
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On pose A1(t) =
(
e−ad(tA(t))−1
ad(tA(t)) A
′(t)
)
, qui est dans l’alge`bre de Lie engendre´e par les
coefficients de Taylor de A(t). Il vient l’e´quation diffe´rentielle
dy(1)(t)
dt
= tA1(t)y
(1)(t).
On pose ensuite y(2)(t) = e−
t2
2
A1(t)y(1)(t) = e−
t2
2
A1(t)e−tA(t)y(t). Alors on a y(2)(t) =
y0 (mod t
3) et on a, via la formule de Campbell-Hausdorff,
y(2)(t) = e
“
− t
2
2
A1(t)−tA(t)+
1
2
[ t
2
2
A1(t),tA(t)]...
”
y(t).
Par re´currence on trouve que y(t) est l’image (comme se´rie formelle en t) de y(0) par
l’action d’un e´le´ment du groupe formel associe´ a` l’alge`bre de Lie des coefficients de Taylor
de A(t). On a de plus comme se´rie formelle en t
y(t) = eΩ(t)y(0) = etA(t)e
t2
2
A2(t) · · · y(0).
La re´solution sous cette forme est connue en analyse nume´rique [16] et se trouve explici-
tement dans [22].39

5.5.2 Etude de l’ope´rateur (DUπ(v))0
On a πt=0 = π. Dans le cas des paires syme´triques, on montre maintenant que
l’ope´rateur DUπt(v)0 est nul pour t = 0.
Lemme 19. Les graphes qui interviennent dans la composante de Hochschild de degre´
0 de DUπ(v) que l’on note (DUπ(v))0 sont de trois types : des graphes de type Bernoulli
ferme´s par v (5.8) (dessin de gauche) ou des graphes de type Roue attache´e a` un Bernoulli
lequel s’attache a` v (5.8) (dessin du milieu) ou des graphes de type Roue pure attache´e a`
v (5.8) (dessin de droite). L’ope´rateur DUπ(v)0 est nul mais (DUπ(v))1 n’est pas nul.
Preuve : Il suffit de regarder ce qui se passe lorsqu’on applique l’ope´rateur sur des fonc-
tions, car les de´rive´es sortant de l’axe re´el n’interviennent pas, sinon il sortirait une areˆte
d’un sommet ae´rien ce qui est exclu (on aura alors n ≥ 2).
L’ope´rateur n’agit donc que sur les coefficients de la fonction f , place´e au point ter-
restre. Le sommet ou` on a place´ le champ de vecteurs v doit eˆtre de´rive´ dans la direction
de k∗ (car les coefficients du champ v sont dans k). Cette areˆte provient :
– soit d’un graphe de type Bernoulli lui meˆme attache´ ou non a` une roue,
– soit d’une roue pure.
39Re´fe´rence que nous a indique´e D. Manchon et qui re´fe`re a` Zassenhaus.
65
– Dans le premier cas, l’areˆte issue de v, peut soit de´river la racine du graphe de Ber-
noulli40(5.8) (dessin de gauche), soit de´river le sommet terrestre si le graphe de Bernoulli
est attache´ a` une roue (5.8) (dessin du milieu).
– Dans le second cas, l’areˆte issue de v doit de´river le sommet sur l’axe re´el (5.8) (dessin
de droite).
Il est facile de se convaincre en examinant tous les cas, qu’il y a force´ment un nombre
n impair de sommets attache´s au bi-vecteur π. Par conse´quent, la syme´trie par rapport a`
l’axe vertical fait apparaˆıtre un signe (−1)n dans son coefficient, ce qui montre les coeffi-
cients de ces graphes sont nuls. On a (DUπ(v))0 = 0.
Le terme de degre´ 1 (pour le complexe de Hochschild) de l’ope´rateur DUπ(v) = 0 n’est
pas nul car le graphe avec un seul sommet ae´rien et deux points terrestres intervient de
manie`re non triviale (le coefficient vaut 12 ). 
V
V
V
Bernoulli ferme´ par v Roue−Bernoulli attache´ a` v Roue pure sur v
(5.8)
5.5.3 Coefficients de Taylor et invariance par le groupe de Weyl ge´ne´ralise´
La description diagrammatique de l’homomorphisme d’Harish-Chandra ne fait pas in-
tervenir explicitement le groupe de Weyl ge´ne´ralise´.
Il faut montrer que nos constructions sont inde´pendantes du choix de n+ (choix d’un
syste`me de racines positives) et cela revient essentiellement a` montrer que ces constructions
sont invariantes lorsqu’on change v en −v (voir [34]).
Proposition 18. Les coefficients de Taylor du champ (DUπt(v))0 sont invariants par le
changement de champ v 7→ −v. L’homomorphisme d’Harish-Chandra ne de´pend donc pas
du choix de la chambre de Weyl.
Preuve : On fait un inventaire des graphes pour les coefficients de Taylor et on calcule
le nombre de fois que v apparaˆıt.
40Ce sommet doit eˆtre de´rive´ car il est dans k.
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D’apre`s les formules de § 1.5.1, les bi-vecteurs π et [v, [v, π]] se comportent de la meˆme
manie`re vis a` vis des couleurs, tandis que le bi-vecteur [v, π] se comporte de manie`re op-
pose´e.
Les graphes, qui apparaissent dans le calcul des coefficients de Taylor de (DUπt(v))0
sont les graphes de´crits dans le Lemme 19 auquel il faut ajouter le graphe de type Ber-
noulli non ferme´ (l’areˆte issue de v de´rive le sommet terrestre et la racine du Bernoulli
est dans p). Les sommets, en dehors de v, sont attache´s aux bi-vecteurs π, [v, π] ou [v, [v, π]].
Chaque sommet attache´ a` π ou [v, [v, π]] (on note p leur nombre) engendre un chan-
gement de couleur dans le cycle de la roue ou le brin de Bernoulli, tandis que les sommets
attache´s a` [v, π] (on note q leur nombre) ne change pas la couleur. On doit avoir p+ q+1
impair pour que le coefficient ne soit pas nul. Le nombre de fois que v apparaˆıt est congru
a` q + 1.
i- Examinons le cas des graphes de type Bernoulli (ferme´ ou non) :
Le nombre p doit eˆtre impair. En effet si le graphe est de type Bernoulli ferme´ alors
l’areˆte issue de v de´rive la racine dans la couleur p∗. Si le graphe est de type Bernoulli non
ferme´ les areˆtes issues de la racine sont colore´es par p∗. Dans tous les cas q + 1 est pair.
Le nombre de fois que v apparaˆıt est donc pair.
ii- Examinons le cas des graphes de type Roue attache´e a` un Bernoulli :
On note p1 (resp. q1) le nombre de sommets, dans la roue, attache´s a` π ou [v, [v, π]]
(resp. [v, π]). On note p2 (resp. q2) le nombre de sommets, dans brin de Bernoulli, attache´s
a` π ou [v, [v, π]] (resp. [v, π]). Le nombre de changements de couleur dans le cycle est pair.
On en de´duit facilement que p1 + p2 est impair. Donc q1 + q2 + 1 est pair.

Rappelons que pour les paires syme´triques, la de´composition d’Iwasawa ge´ne´ralise´e
provient de l’action d’un tore sf ge´ne´ralisant les sous-espaces de Cartan, c’est le sous-
espace de Cartan-Duflo (voir § 2.4). Le groupe fini qui remplace le groupe de Weyl est le
groupe quotient NK(sf )/ZK(sf ) du normalisateur sur le centralisateur. Remplacer v par
−v revient dans notre situation a` remplacer n+ par n−. On en de´duit en faisant intervenir
des projections d’Harish-Chandra partielles que notre construction est inde´pendante du
choix du syste`me de racines positives.
On en de´duit le corollaire suivant :
Corollaire 8. L’homomorphisme d’Harish-Chandra est inde´pendant du choix du n+. Il
est invariant par le groupe de Weyl ge´ne´ralise´.
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6 Construction de caracte`res
On conside`re (g, σ) une paire syme´trique et g = k⊕ p sa de´composition de Cartan.
Dans cette section, on construit de manie`re syste´matique des caracte`res pour l’alge`bre
des ope´rateurs diffe´rentiels invariants en utilisant la bi-quantification (cf. §1.6) et des po-
larisations. Plus pre´cise´ment on applique le principe de bi-quantification aux sous-varie´te´s
co-isotropes f + b⊥ et k⊥ avec f ∈ k⊥ et b une polarisation en f . On renvoie au § 2.5 pour
la notion de polarisation.
6.1 Construction des caracte`res pour des alge`bres d’ope´rateurs diffe´ren-
tiels invariants
Principe de construction : On applique le principe de bi-quantification aux sous-
varie´te´s co-isotropes f + b⊥ et k⊥ avec f ∈ k⊥ et b une polarisation en f et on utilise la
transmutation. D’apre`s la Proposition 6 (§ 2.5) le diagramme de bi-quantification fournit
un caracte`re pour l’alge`bre de re´duction (H0ǫ,b(k
⊥), ⋆
CF
).
En effet pour P ∈ H0ǫ,b(k
⊥) on calcule alors 1 ⋆
1
P . C’est une fonction polynomiale
K ∩ B -invariante sur f + (k + b)⊥, ou` K et B sont des groupes connexes d’alge`bres de
Lie k et b. Or (K ∩ B) · f est ouvert dans f + (k + b)⊥, donc cette fonction polynomiale
est constante. L’application P 7→ 1 ⋆
1
P ∈ R est donc un caracte`re de l’alge`bre associa-
tive H0ǫ,b(k
⊥).
Cette alge`bre de re´duction de´pend d’un choix de supple´mentaire de k dans g, construit
de manie`re compatible avec b ; c’est-a`-dire on doit choisir un supple´mentaire de b∩ k dans
b (que l’on pourrait noter abusivement b/(b ∩ k)), puis un supple´mentaire de k+ b dans g
(que l’on pourrait noter g/(k+ b)).
Proposition 19. Le diagramme de Cattaneo-Felder applique´ au cas f + b⊥ et k⊥ avec
f ∈ k⊥ et b une polarisation en f , fournit un caracte`re de l’alge`bre de re´duction H0ǫ,b(k
⊥).
Graˆce au The´ore`me 1 (§ 1.5.3), il existe un isomorphisme d’alge`bres entre H0ǫ (k
⊥)
et H0ǫ,b(k
⊥). En composant par cet isomorphisme, on construit donc un caracte`re pour
l’alge`bre de re´duction qui de´pend a priori du choix de la polarisation b en f .41
Remarque 10 (importante) : Dans le cas d’une sous-alge`bre h, cette me´thode four-
nira un caracte`re de l’alge`bre de re´duction H0ǫ (h
⊥), pour peu que l’on ait (H∩B) ·f ouvert
dans f +(h+b)⊥. Dans ce cas H ·f est lagrangien dans G ·f et on retrouve une condition
e´voque´e dans [11], pour la commutativite´ de l’alge`bre l’alge`bre des ope´rateurs diffe´rentiels
invariants sur G/H.
41On peut se demander si ce caracte`re est inde´pendant du choix du supple´mentaire de k + b dans g.
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6.2 Inde´pendance par rapport aux choix de la polarisation
La me´thode consiste a` conside´rer une variation a` 8 couleurs des graphes. On retrouve
aux bords les graphes a` 4 couleurs, ce qui permet l’interpolation entre les deux situations.
6.2.1 Construction de la forme a` 8 couleurs
Proposition 20. Il existe une 1-forme a` 8 couleurs qui interpole les 1-formes a` 4 couleurs.
Preuve : Le reste de ce paragraphe est consacre´ a` la construction de cette 1-forme a` 8
couleurs.
Conside´rons la demie-bande
❁ :=
{
x = (x, y) ∈ R2 : x ≥ 0, −
π
2
≤ y ≤
π
2
}
.
Notons ⊑i, i = 1, 2, 3, les trois composantes de son bord :
⊑1 :=
{
x ∈ ❁ : y = −
π
2
}
,
⊑2 := {x ∈ ❁ : x = 0},
⊑3 :=
{
x ∈ ❁ : y =
π
2
}
.
Sur la compactification de l’espace de configurations C2(❁), on conside`re l’involution
p : C2(❁) → C2(❁)
(x1,x2) 7→ (x2,x1).
On veut de´finir huit 1-formes ferme´es θj1j2j3 , ji ∈ {1, 2}, sur C2(❁) ayant les proprie´te´s
suivantes :
1. θj1j2j3 s’annulent quand xji approche de ⊑i, i = 1, 2, 3 ;
2. sur la composante de bord correspondant au rapprochement de x1 et x2 tout en
restant a` l’inte´rieur de ❁, θj1j2j3 s’identifie a` la forme volume normalise´e et invariante
sur S1 ;
3. pour ji = 1 (ji = 2), i = 1, 2, 3, sur la composante de bord correspondant au
rapprochement de x1 et x2 pre`s de l’inte´rieur de ⊑i, θj1j2j3 (p
∗θj1j2j3) est la 1-forme
de Kontsevich ;
4. sur le bord correspondant au rapprochement de x1 et x2 pre`s d’un coin, θj1j2j3 est
la 1-forme a` 4 couleurs de Cattaneo-Felder (§ 1.6.1).
Cas j1 6= j3 : Soit θ la forme tautologique sur C2(R
2) correspondant a` la me´trique
Euclidienne ; c’est a` dire, θ := φ∗ω, ou` ω est la 1-forme volume normalise´e et invariante
sur S1 et
φ : C2(R
2) → S1
(x1,x2) 7→
x2−x1
||x2−x1||
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Soit τi : R
2 → R2 (i = 1, 2, 3) l’involution correspondant a` la re´flexion par rapport aux
droites supportant ⊑i ; c’est a` dire :
τ1(x, y) = (x,−π − y),
τ2(x, y) = (−x, y),
τ3(x, y) = (x, π − y).
Remarquons que l’on a τ1 ◦ τ2 = τ2 ◦ τ1 et τ3 ◦ τ2 = τ2 ◦ τ3.
Soit C2(R
2)′ le sous-ensemble de C2(R
2) de´fini par x1 6= τi(x2) pour i = 1, 2, 3. Obser-
vons que l’on a C2(❁) ⊂ C2(R
2)′. E´crivons τij (i = 1, 2, 3 ; j = 1, 2) pour l’action de τi sur
la composante j de C2(R
2)′ ; c’est a` dire :
τi1 : C2(R
2)′ → C2(R
2)′
(x1,x2) 7→ (τi(x1),x2)
τi2 : C2(R
2)′ → C2(R
2)′
(x1,x2) 7→ (x1, τi(x2))
Remarquons que l’on a
τ1j1 ◦ τ2j2 = τ2j2 ◦ τ1j1 ∀j1, j2,
τ3j3 ◦ τ2j2 = τ2j2 ◦ τ3j3 ∀j1, j3,
τ1j1 ◦ τ3j3 = τ3j3 ◦ τ1j1 ∀j1 6= j3.
Alors, si on fixe j1, j2, j3 avec j1 6= j3, le groupe engendre´ par τ1j1 , τ2j2 , τ3j3 est abe´lien et
fini (d’ordre 8). Enfin, on de´finit
θj1j2j3 = ι
∗
C2(❁)
 ∑
a,b,c=0,1
(−1)a+b+c (τ∗1j1)
a (τ∗2j2)
b (τ∗3j3)
c ι∗C2(R2)′θ
 ,
ou` ι∗• est la restriction a` •. Il n’est pas difficile de ve´rifier que les formes θj1j2j3 , j1 6= j3,
satisfont aux conditions souhaite´es.
Cas j1 = j3 : La construction pre´ce´dente ne s’applique pas dans le cas j1 = j3 car τ1
et τ3 ne commutent pas. Nous avons besoin d’une autre construction.
Soit S la bande
{
x = (x, y) ∈ R2 : −π2 ≤ y ≤
π
2
}
. Sur (l’inte´rieur de) S on conside`re la
me´trique
ds2 =
dx2 + dy2
cos2 y
,
qui approche la me´trique de Poincare´ sur chaque composante de bord. Les ge´ode´siques
sont, soit des lignes verticales, soit des courbes de la forme sin y = Aex + Be−x, ou` A et
B sont des parame`tres.
Remarquons qu’il existe une et une seule ge´ode´sique passant par deux points distincts
de S. On de´finit la fonction d’angle φ(x1,x2) comme l’angle entre la ge´ode´sique verticale
passant par x1 et la ge´ode´sique joignant x1 a` x2. On de´finit ensuite ϑ comme dφ/(2π).
Alors ϑ est une 1-forme ferme´e sur C2(S) satisfaisant aux proprie´te´s suivantes :
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Fig. 6 – Ge´ode´siques dans la bande
1. ϑ s’annule quand x1 s’approche du bord de S ;
2. sur la composante de bord, correspondant au rapprochement de x1 et x2 tout en
restant dans l’inte´rieur de S, ϑ s’identifie a` la forme volume normalise´e et invariante
sur S1 ;
3. sur la composante de bord correspondant au rapprochement de x1 et x2 pre`s du
bord de S, ϑ est la 1-forme de Kontsevich.
Soit σ : S → S l’involution correspondant a` la re´flexion par rapport a` x = 0 : c’est a`
dire, σ(x, y) = (−x, y). Soit C2(S)
′ le sous-ensemble de C2(S) de´fini par x1 6= σ(x2).
Remarquons que l’on a C2(❁) ⊂ C2(S)
′. On e´crit σj (j = 1, 2) pour l’action de σ sur la
composante j de C2(S)
′ ; c’est a` dire :
σ1 : C2(S)
′ → C2(S)
′
(x1,x2) 7→ (σ(x1),x2)
σ2 : C2(S)
′ → C2(S)
′
(x1,x2) 7→ (x1, σ(x2))
Enfin, on de´finit
θ1j1 = ι
∗
C2(❁)
∑
a=0,1
(−1)a (σ∗j )
a ι∗C2(S)′ϑ
 ,
et
θ2j2 = p
∗θ1,3−j,1.
Il n’est pas difficile de ve´rifier que les 1-formes θj1j2j3 , j1 = j3, satisfont aux conditions
de´sire´es.
6.2.2 Polarisations en position d’intersection normale
On utilise la forme a` 8 couleurs dans le cas de 3 sous-alge`bres k, b1, b2 en position
d’intersections normales. c’est-a`-dire il faut que l’on ait (on peut intervertir les roˆles de
k, b1, b2 ) :
k ∩ (b1 + b2) = k ∩ b1 + k ∩ b2.
On peut alors trouver une base de g qui soit adapte´e aux diffe´rentes intersections. Dans ce
cas, on peut adapter la forme a` 8 couleurs en fonction des supple´mentaires des intersections
possibles.
71
Proposition 21. Soient f ∈ k⊥ et b1, b2 deux polarisations en f telle que b1, b2, k soient
en position d’intersections normales. Alors le caracte`re construit est inde´pendant du choix
de la polarisation (une fois choisi un supple´mentaire de k adapte´ a` b1 et b2).
Preuve : Si les deux polarisations sont en positions d’intersections normales on choisit
un supple´mentaire de k adapte´ aux deux polarisations b1 et b2 simultane´ment. On dispose
donc d’une alge`bre de de´formation H0ǫ,b1,b2(k
⊥) (isomorphe a` l’alge`bre S(p)k[[ǫ]]).
Conside´rons la forme a` 8 couleurs et les graphes de Kontsevich colore´s. Sur la varie´te´
de configurations des points dans une demi-bande, plac¸ons aux coins les fonctions 1 et sur
le cote´ borne´ la fonction P ∈ H0ǫ,b1,b2(k
⊥) (cf. (6.1) dessin de gauche). Les contributions
de tous les graphes (ponde´re´s par ces coefficients a` 8 couleurs) repre´sentent une fonction
polynomiale sur f +(k+ b1+ b2)
⊥. Le re´sultat ne de´pend pas de la position de la fonction
P . Regardons les positions limites pour obtenir le re´sultat cherche´.
P
11
k
2f+ b
1f + b
g*
P
11
k
f + b
Inde´pendance via la forme 8 couleurs Calcul du caracte`re
(6.1)
En s’approchant du coin de droite, on obtient, graˆce aux concentrations internes, un
scalaire 1 ⋆
1
P (et donc il n’y a pas de contributions pour les concentrations externes). On
retrouve alors le caracte`re de la section pre´ce´dente :
H0ǫ,b1(k
⊥)→ R
P 7→ 1 ⋆
1
P.
Lorsque la fonction P s’approche de l’autre coin on trouve le caracte`re
H0ǫ,b2(k
⊥)→ R
P 7→ P ⋆
2
1.
On en de´duit que les deux caracte`res construits sont identiques. 
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Remarque 11 : Cette construction fonctionne si on choisit comme sous-varie´te´s co-
isotropes f1+b
⊥
1 et f2+b
⊥
2 , ou` f1, f2 sont dans k
⊥ et ve´rifient la condition d’intersection :(
f1 + (k+ b1)
⊥
)
∩
(
f2 + (k+ b2)
⊥
)
6= ∅.
Si l’intersection ci-dessus est non vide, alors f1 et f2 sont dans la meˆme K-orbite pour
peu que la condition de Pukanszky soit ve´rifie´e. En effet si la condition de Pukanszky (cf.
§ 2.5) est ve´rifie´e on a
(K ∩B1) · f1 = f1 + (k+ b1)
⊥ et (K ∩B1) · f2 = f2 + (k+ b2)
⊥.
Alors f1 et f2 sont conjugue´es par K dans k
⊥.
6.3 Applications au cas des polarisations σ-stables
On applique la construction ci-dessus, dans le cas des paires syme´triques qui admettent
de manie`re ge´ne´rique des polarisations σ-stables pour les formes line´aires dans k⊥.
6.3.1 Exemples classiques
Les paires syme´triques pour lesquelles on peut construire des polarisations σ-stables
sont proches heuristiquement des alge`bres de Lie. Voici quelques exemples (cf. [32, 35]).
1. Les petites paires syme´triques comme dans § 2.4,
2. le cas de paires syme´triques nilpotentes,
3. le cas des paires syme´triques de Alekseev-Meinrenken,
4. le cas des alge`bres de Lie conside´re´es comme des espaces syme´triques,
5. les paires syme´triques de Takiff g⊕ g⊗ T .
6.3.2 Inde´pendance du caracte`re
Lorsque l’on sait construire des polarisations σ-stables, les supple´mentaires s’imposent
pour b/(b ∩ k) ainsi que g/(k+ b) ; on choisit b ∩ p et p/p ∩ b (un supple´mentaire de p ∩ b
dans p). L’alge`bre de re´duction pour k⊥ est alors tout simplement S(p)k munie du produit
de ⋆
CF
, car tous les espaces conside´re´s sont σ-stables.
Diffe´rents choix de polarisations σ-stables vont eˆtre en position d’intersection normale.
Ainsi d’apre`s la Proposition 21, le caracte`re construit est inde´pendant de la polarisation
σ-stable ; notons le
P 7→ γ(P )(f).
Par ailleurs cette construction est e´quivariante par rapport a` l’action line´aire de K,
donc le caracte`re construit ne de´pend que de la K-orbite de f . On en de´duit la proposition
suivante (cf. [32, 35])
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Proposition 22. S’il existe ge´ne´riquement des polarisations σ-stables, alors la construc-
tion ci-dessus de´finit un caracte`re de
(
S(p)k, ⋆
CF
)
. Ce caracte`re ne de´pend pas du choix de
la polarisation σ-stable. Il est constant sur la K-orbite et polynomial en f .
Preuve : Le caracte`re ne de´pend pas du choix de la polarisation σ-stable, car on est
automatiquement en situation d’intersection normale et l’alge`bre de re´duction ne de´pend
pas des choix des supple´mentaires, car ils sont pris dans p.
La de´pendance polynomiale en b est claire, tant que l’on reste sur des ouverts ou` f
admet des polarisations ge´ne´riques. On applique la me´thode de Duflo-Conze [12] pour
conclure. L’ensemble des (f, b) avec f ∈ k⊥ et b sous-alge`bre σ-stable subordonne´e a` f et
de dimension ge´ne´rique, tels que 1 ⋆ P soit scalaire dans f + (k + b)⊥ forme un ensemble
rationnel. La fibre e´tant projective, on conclut alors que le caracte`re rationnel est en fait
polynomial et K-invariant.

6.3.3 Isomorphisme de Rouvie`re
L’homomorphisme γ est un isomorphisme de S(p)k muni du produit ⋆
CF
sur S(p)k muni
du produit standard, car le terme de plus haut degre´ est clairement l’identite´.
En fait on a le re´sultat plus fort suivant (de´montre´ dans [35] par la me´thode des orbites,
voir aussi [1, 34]).
The´ore`me 8. Dans le cas paires syme´triques, avec polarisations ge´ne´riques σ-stables,
l’homomorphisme γ vaut l’identite´. En conse´quence l’application42
P 7→ β
(
∂(J
1
2 )P
)
est un isomorphisme d’alge`bres de S(p)k sur (U(g)/U(g) · k)k.
Preuve : Soit f ∈ k⊥, b polarisation σ-stable en f . On conside`re dans le diagramme de
la bi-quantification la situation du triplet : f + b⊥, k⊥ et g∗. On place les fonctions 1 aux
deux coins et la fonction P ∈ S(p)k sur l’axe horizontal (cf. (6.1) dessin de droite).
Lorsque P se rapproche du coin f + b⊥ on retrouve le caracte`re recherche´.
Lorsque P se rapproche du coin correspondant a` g∗, on retrouve dans les strates qui se
concentrent (sur l’axe horizontal) la situation des paires syme´triques a` savoir P ⋆1 = B(P ),
ou` B de´signe l’ope´rateur associe´ aux roues pures attache´es sur l’axe k⊥ (cf. §4.1.2).
Conside´rons les contributions des graphes exte´rieurs et montrons qu’elles sont triviales.
Les areˆtes qui arrivent sur le coin sont colore´es par les couleurs +++ ou −++. En fait pour
42Ici β de´signe la syme´trisation.
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la fonction d’angle a` 8 couleurs, on a φ−++(p, q) = 0 si q est dans le coin. Par conse´quent
les areˆtes qui arrivent sur le coin sont d’une seule couleur : +++. Cette couleur correspond
a` une de´rive´e dans la direction (p/p ∩ b)∗ = (k + b)⊥. Or la fonction que l’on de´rive est
B(P ), qui est k-invariante et donc constante sur f+(k+b)⊥. De plus l’ope´rateur est e´value´
en ξ ∈ f + (k + b)⊥, par conse´quent ses de´rive´es sont nulles. Le caracte`re construit dans
la Proposition 22 vaut donc B(P )(f).
La se´rie B est universelle et s’e´crit sous la forme :
exp
(∑
wntrp(adX)
2n
)
,
ou` wn sont des constantes universelles. On en de´duit que l’application de
P 7→ B(P )
de (S(p)k, ⋆
CF
= ♯
Rou
) sur (S(p)k, ·) est un isomorphisme d’alge`bres pour les paires syme´triques
qui admettent ge´ne´riquement des polarisations σ-stables. Pour terminer la preuve du
the´ore`me il suffit de montrer que l’on a B = 1.

Proposition 23. La se´rie universelle B(X) qui intervient pour les paires syme´triques
vaut 1.
Preuve : D’apre`s [35] lorsque ge´ne´riquement on sait construire des polarisations σ-stables,
le produit de Rouvie`re (qui vaut aussi le star-produit ⋆
CF
) et le produit standard co¨ıncident
sur S(p)k.
Si on avait B 6= 1 alors on disposerait d’un isomorphisme d’alge`bres non trivial, pour
S(p)k muni du produit standard (pour ce genre de paires syme´triques). Il existerait n > 0
tel que trp(adX)
2n serait une de´rivation de S(p)k, ce qui n’est pas vrai sur des exemples 43.
La se´rie universelle B vaut 1, ce qui justifie la formule pour l’e´criture des ope´rateurs
diffe´rentiels invariants en coordonne´es exponentielles du § 4.3.

Remarque 12 : Dans le cas des paires syme´triques de Takiff g ⊕ g ⊗ T , avec g une
paire syme´trique et T 2 = 0, on a
Eg⊕g⊗T (X +X
′ ⊗ T, Y + Y ′ ⊗ T ) = E2g(X,Y ).
On sait toutefois que dans ce contexte, l’homomorphisme d’Harish-Chandra co¨ıncide avec
l’isomorphisme de Rouvie`re car on peut construire des polarisations σ-stables (cf. § 6.3).
43Par exemple pour sl(2) conside´re´e comme paire syme´trique
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Ceci montre que la formule de Rouvie`re peut re´aliser un isomorphisme d’alge`bres sans
que la fonction Eg⊕g⊗T soit e´gale a` 1. La question pertinente est donc de savoir si cette
fonction est homotope a` 1 modulo les champs k⊕ kT -adjoints.
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