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1 Introduction
High-dimensional statistics has become increasingly popular due to the rapid development
of information technologies and their applications in scientific experiments. There is a huge
body of work on sparse estimation of high-dimensional models. The statistical properties
of these procedures have been extensively studied in the literature; see Bu¨hlmann and van
de Geer (2011). The research effort has recently turned to statistical inference such as
constructing confidence interval and hypothesis testing for regression coefficients in high-
dimensional sparse models. For instance, Wasserman and Roeder (2009), and Meinshausen
et al. (2009) proposed significance tests for high-dimensional regression coefficients based on
sample splitting. Lockhart et al. (2014) derived a significance test for variables along the
Lasso solution path. Lee et al. (2015) proposed an exact post-selection inference procedure
based on the idea of polyhedral selection. Another research line for conducting inference is to
exploit the idea of low dimensional projection or inverting the Karush-Kuhn-Tucker condition
(see e.g. van de Geer et al. 2014, Zhang and Zhang 2014, Javanmard and Montanari 2014,
Belloni et al. 2014).
In the high dimensional regime, grouping of variables and exploiting group structure is
quite natural (Yuan and Lin 2006, Meier et al. 2008). Leading examples include multifactor
analysis-of-variance and additive modeling. From a practical viewpoint, when research inter-
est concerns not only a single variable but rather a group of variables, it seems indispensable
to go beyond an approach of inferring individual regression coefficients. The problem of
conducting simultaneous inference or inference for groups of variables in high-dimensional
models has gained some recent attention. Based on the basis pursuit solution, Meinshausen
(2015) proposed an interesting procedure to construct confidence intervals for groups of
variables without restrictive assumptions on the design. Mandozzi and Bu¨hlmann (2014)
extended the hierarchical testing method in Meinshausen (2008) to the high-dimensional
setting, which is able to detect the smallest groups of variables and asymptotically control
the family-wise error rate (FWER).
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In this paper, we propose a bootstrap-assisted procedure to conduct simultaneous infer-
ence in sparse linear models with (possibly) non-Gaussian errors:
Y = Xβ0 + ǫ,
where Y is a response, X is a design matrix, and β0 = (β01 , . . . , β
0
p)
T is a vector of unknown
regression coefficients. Specifically, we consider the following simultaneous testing:
H0,G : β
0
j = β˜j for all j ∈ G ⊆ {1, 2, . . . , p}
versus the alternative Ha,G : β
0
j 6= β˜j for some j ∈ G, where β˜j with j ∈ G is a vector of
pre-specified values (e.g., by domain experts). We point out that two extreme cases, where
G = {1, 2, . . . , p} or |G| is small, have been considered in the recent literature, see e.g.,
Arias-Castro et al. (2011), Zhong and Chen (2011), Feng et al. (2013), Zhang and Zhang
(2014), and van de Geer et al. (2014). However, relatively few attention has been paid to
the case where G lies between these two extremes. Our method allows G to be an arbitrary
subset of {1, 2, . . . , p}, and thus can be applied to a wider range of real problems such as
testing the significance of a growing set of genes (associated with certain clinical outcome)
conditional on another set of genes, whose size is allowed to grow as well. In comparison
with Meinshausen (2015) and Mandozzi and Bu¨hlmann (2014), our method is asymptotically
exact and relies on suitable assumptions (Assumptions 2.1 & 2.2) on the design which are
different from the highly correlated design considered in Mandozzi and Bu¨hlmann (2014).
Our general framework is built upon the de-sparsifying Lasso estimator, denoted as β˘ =
(β˘1, . . . , β˘p)
T , recently developed in van de Geer et al. (2014) and Zhang and Zhang (2014),
whose review is given in Section 2.1. In Section 2.2, a test statistic is proposed as Tn,G :=
maxj∈G
√
n|β˘j − β˜j |, whose critical values are obtained via a simple multiplier bootstrap
method. Based on the asymptotic linear expansion of β˘, we show that the proposed multiplier
bootstrap method consistently approximates the null limiting distribution of Tn,G, and thus
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the testing procedure achieves the pre-specified significance level asymptotically. It is worth
mentioning that the proposed bootstrap-assisted procedure is adaptive to the dimension
of the component of interest, and it automatically accounts for the dependence within the
de-sparsifying Lasso estimators. In theory, we also prove that our testing procedure enjoys
certain minimax optimality (Verzelen 2012) in terms of its power even when the model errors
are non-Gaussian and the cardinality of G is exponentially larger than sample size.
Moreover, our new methodology is readily applicable to some other important statistical
problems in the high-dimensional setting, such as support recovery, testing for sparse signals,
and multiple testing. The support recovery procedure is proposed in Section 3.1 as an
important by-product of our general theory. It has been shown through simulations that
the proposed procedure can be more accurate in recovering signals than Lasso, the stability
selection (Meinshausen and Bu¨lmann 2010), and the screen and clean procedure (Wasserman
and Roeder 2009). The above bootstrap-assisted test method can also be coupled with the
margin screening in Fan and Lv (2008) to enhance the power performance in sparse testing
with a reduced computational cost, which is very attractive in the ultra-high dimensional
setting. Hence, in Section 3.2 we propose a three-step procedure that first randomly splits the
sample into two subsamples, screens out the irrelevant variables based on the first subsample,
and finally performs the above maximum-type testing on the reduced model based on the
second subsample. Another application is a multiple testing problem: for each j ∈ G
H0,j : β
0
j ≤ β˜j versus Ha,j : β0j > β˜j .
To obtain a strong control of the FWER, we incorporate the above bootstrap idea into
the step-down method (Romano and Wolf 2005) in Section 3.3. As noted in Chernozhukov
et al. (2013), this hybrid method is asymptotically non-conservative as compared to the
Bonferroni-Holm procedure since the correlation amongst the test statistics has been taken
into account.
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To broaden the applicability, we further extend our main results to generalized linear
models with convex loss functions in Section 4. The usefulness of the above simultaneous
inference methods is illustrated via simulation studies in Section 5. The technical details and
additional numerical results are included in a supplement file. Some theoretical derivations in
this paper rely on an impressive Gaussian approximation (GAR) theory recently developed
in Chernozhukov et al. (2013). The application of GAR theory is nontrivial as one needs to
verify suitable moment conditions on the leading term of the de-sparsifying Lasso estimator,
and quantify the estimation effect as well as the impact of the remainder term in (7) below.
We also want to point out that the GAR theory is applied without conditioning on the design
as random design is considered throughout the paper. Our results complement Belloni et al.
(2014) who establish the validity of uniform confidence band in the high-dimensional least
absolute deviation regression.
Finally, we introduce some notation. For a p × p matrix B = (bij)pi,j=1, let ||B||∞ =
max1≤i,j≤p |bij | and ||B||1 = max1≤j≤p
∑p
i=1 |bij |. Denote by ||a||q = (
∑p
i=1 |ai|q)1/q and
||a||∞ = max1≤j≤p |aj| for a = (a1, . . . , ap)T ∈ Rp and q > 0. For a set A, denote its
cardinality by |A|. Denote by ⌊a⌋ the integer part of a positive real number a. For two
sequences {an} and {bn}, write an ≍ bn if there exist positive constants c and C such
that c ≤ lim infn(an/bn) ≤ lim supn(an/bn) ≤ C. Also write an . bn if an ≤ C ′bn for
some constant C ′ > 0 independent of n (and p). The symbol Np(µ,Σ) is reserved for a
p-dimensional multivariate normal distribution with mean µ and covariance matrix Σ.
2 Main Theory
2.1 De-sparsifying Lasso estimator
In this section, we review the de-sparsifying (de-biased) estimator proposed in van de
Geer et al. (2014), which is essentially the same as the estimator proposed in Zhang and
Zhang (2014) but motivated from a different viewpoint, i.e., inverting the Karush-Kuhn-
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Tucker (KKT) condition of Lasso. Consider a high-dimensional sparse linear model:
Y = Xβ0 + ǫ, (1)
with a response Y = (Y1, . . . , Yn)
T , an n× p design matrix X := [X1, . . . , Xp], an error ǫ =
(ǫ1, . . . , ǫn)
T independent of X, and an unknown p× 1 regression vector β0 = (β01 , . . . , β0p)T .
The parameter dimension p can be much larger than sample size n. Suppose X has i.i.d
rows having mean zero and covariance matrix Σ = (σij)
p
i,j=1 with Σ
−1 := Θ = (θij)
p
i,j=1.
We denote the active set of variables by S0 = {1 ≤ j ≤ p : β0j 6= 0} and its cardinality by
s0 = |S0|. The Lasso estimator (Tibshirani, 1996) is defined as
β̂ = argminβ∈Rp(||Y −Xβ||22/n + 2λ||β||1), (2)
for some tuning parameter λ > 0.
The de-sparsifying estimator is obtained by inverting the KKT condition,
β˘ = β̂ + Θ̂XT (Y −Xβ̂)/n, (3)
where Θ̂ is a suitable approximation for the inverse of the Gram matrix Σ̂ := XTX/n.
In what follows, we consider the approximate inverse Θ̂ given by Lasso for the nodewise
regression on the design matrix X; see Meinshausen and Bu¨hlmann (2006). Let X−j be the
design matrix without the jth column. For j = 1, 2, . . . , p, consider
γ̂j := argminγ∈Rp−1(||Xj −X−jγ||22/n+ 2λj||γ||1) (4)
with λj > 0, where we denote γ̂j = {γ̂j,k : 1 ≤ k ≤ p, k 6= j}. Let Ĉ = (ĉi,j)pi,j=1 be a p× p
matrix with ĉi,i = 1 and ĉi,j = −γ̂i,j for i 6= j. Let τ̂ 2j = ||Xj − X−jγ̂j||22/n + λj ||γ̂j||1 and
write T̂ 2 = diag(τ̂ 21 , . . . , τ̂
2
p ) as a diagonal matrix. Finally, the nodewise Lasso estimator for
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Θ is constructed as Θ̂ = T̂−2Ĉ.
Denote by γj = argminγ∈Rp−1E||Xj − X−jγ||22, and define ηj = Xj − X−jγj =
(η1,j, . . . , ηn,j)
T . Define τ 2j = E||ηj||22/n = 1/θj,j for j = 1, 2, . . . , p. Let sj =
|{1 ≤ k ≤ p : k 6= j, θjk 6= 0}|. Denote the jth row of X and Θ̂ by X˜j = (Xj1, . . . , Xjp)T
and Θ̂j, respectively.
Assumption 2.1. The design matrix X has either i.i.d sub-Gaussian rows (i.e.,
sup||a||2≤1 E exp{|
∑p
j=1 ajXij|2/C} ≤ 1 for some large enough positive constant C) or i.i.d
rows satisfying for some Kn ≥ 1, max1≤i≤n,1≤j≤p |Xij| ≤ Kn (strongly bounded case), where
Kn is allowed to grow with n. In the strongly bounded case, we assume in addition that
maxj ||X−jγj||∞ ≤ Kn and maxj Eη41,j ≤ K4n.
Assumption 2.2. The smallest eigenvalue Λ2min of Σ satisfies that c < Λ
2
min, and maxj Σj,j ≤
C, where c, C are some positive constants.
Theorem 2.1 (Theorem 2.4 of van de Geer et al. 2014). Suppose Assumptions 2.1-2.2 hold.
Assume in the sub-Gaussian case, it holds that max1≤j≤p
√
sj log(p)/n = o(1) and in the
strongly bounded case, max1≤j≤pK2nsj
√
log(p)/n = o(1). Then with suitably chosen λj ≍
K0
√
log(p)/n uniformly for j = 1, 2, . . . , p, where K0 = 1 in the sub-Gaussian case and
K0 = Kn in the strongly bounded case, we have
||Θ̂j −Θj||1 = OP (K0sj
√
log(p)/n), ||Θ̂j −Θj ||2 = OP (K0
√
sj log(p)/n), (5)
|τ̂ 2j − τ 2j | = OP (K0
√
sj log(p)/n), (6)
uniformly for 1 ≤ j ≤ p. Furthermore, suppose {ǫi} are i.i.d with c′ < σ2ǫ < c and in the
sub-Gaussian case for X, E exp(|ǫi|/C) ≤ 1 for some positive constants c, c′, C > 0. Assume
that λ is suitably chosen such that λ ≍ K0
√
log(p)/n, and K0s0 log(p)/
√
n = o(1) and
max1≤j≤pK0sj
√
log(p)/n = o(1). Then
√
n(β˘ − β0) = Θ̂XT ǫ/√n+∆, ||∆||∞ = oP (1), (7)
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where ∆ = (∆1, . . . ,∆p)
T = −√n(Θ̂Σ̂− I)(β̂ − β0).
Theorem 2.1 provides an explicit expansion for the de-sparsifying Lasso estimator and
states that the remainder term ∆ can be well controlled in the sense that ||∆||∞ = oP (1),
which is very useful in the subsequent derivation.
2.2 Simultaneous inference procedures
In the high dimensional regime, it is natural to test the hypothesis
H0,G : β
0
j = β˜j for all j ∈ G ⊆ {1, 2, . . . , p}
versus the alternative Ha,G : β
0
j 6= β˜j for some j ∈ G. For example, we consider the sparse
testing, i.e., β˜j = 0, in Section 3.2. Throughout the paper, we allow |G| to grow as fast
as p, which can be of an exponential order w.r.t. n. Hence, our results go beyond the
existing ones in van de Geer et al. (2014), Zhang and Zhang (2014), and Javanmard and
Montanari (2014), where |G| is fixed. Simultaneous inference has been considered earlier
via Bonferroni adjustment, which leads to very conservative procedures. In contrast, our
method is asymptotically nonconservative.
In this section, we propose the test statistic
max
j∈G
√
n|β˘j − β˜j|
with β˘j being the de-sparsifying estimator. As will be seen in Sections 3.2 and 3.3, this test
statistic can be naturally coupled with the margin screening (Fan and Lv 2008) to enhance
its power in sparse testing and also reduce the computational cost in nodewise Lasso, or with
the step-down method (Romano and Wolf 2005) to provide a strong control for the FWER.
We next describe a simple multiplier bootstrap method to obtain an accurate critical value.
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The asymptotic linear expansion in (7) can be re-written as
(Θ̂XT ǫ/
√
n)j =
n∑
i=1
Θ̂Tj X˜iǫi/
√
n =
n∑
i=1
ξ̂ij/
√
n, ξ̂ij = Θ̂
T
j X˜iǫi,
where (a)j = aj for a = (a1, . . . , ap)
T . Generate a sequence of random variables {ei}ni=1 i.i.d.∼
N(0, 1) and define the multiplier bootstrap statistic,
WG = max
j∈G
n∑
i=1
Θ̂Tj X˜iσ̂ǫei/
√
n,
where σ̂2ǫ is a consistent estimator of the error variance σ
2
ǫ , e.g., the variance estimator
from the scaled Lasso (Sun and Zhang 2012). The bootstrap critical value is given by
cG(α) = inf{t ∈ R : P (WG ≤ t|(Y,X)) ≥ 1− α}.
The validity of the above bootstrap method requires the following two assumptions.
Assumption 2.3. (i) If X has i.i.d sub-Gaussian rows, assume that (log(pn))7/n ≤ C1n−c1 for
some constants c1, C1 > 0. In this case, suppose {ǫi} are i.i.d sub-Gaussian with c′ < σ2ǫ < c
for c, c′ > 0. (ii) If max1≤i≤n,1≤j≤p |Xij| ≤ Kn, assume that max1≤j≤p sjK2n(log(pn))7/n ≤
C2n
−c2 for some constants c2, C2 > 0. In this case, suppose {ǫi} are i.i.d sub-exponential,
i.e., E exp(|ǫi|/C ′) ≤ 1 and c′ < σ2ǫ < c for some constants c, c′, C ′ > 0.
Assumption 2.4. There exists a sequence of positive numbers αn → +∞ such that αn/p =
o(1), αn(log p)
2maxj λj
√
sj = o(1) and P (αn(log p)
2|σ̂2ǫ − σ2ǫ | > 1)→ 0.
Assumption 2.3 requires that (i) the regressors and errors are both sub-Gaussian or (ii) the
regressors are strongly bounded while the errors are sub-exponential. It also imposes suitable
restrictions on the growth rate of p. We point out that the existence of a factor (log(p))2
in Assumption 2.4 is due to an application of Theorem 2.1 in Chernozhukov et al. (2014)
regarding the comparison for the maxima of two Gaussian random vectors. Assumption 2.4 is
a very mild technical condition. For example if |σ̂2ǫ−σ2ǫ | = OP (1/
√
n) and λj ≍ K0
√
log(p)/n
uniformly for all j, then Assumption 2.4 holds provided thatK0(log p)
5/2maxj
√
sj/n = o(1).
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It is worth noting that the
√
n convergence rate for σ̂2ǫ can be achieved in the high dimensional
setting (e.g. by the scaled Lasso in Sun and Zhang 2011). Recall that K0 = 1 in the sub-
Gaussian case and K0 = Kn in the strongly bounded case. Theorem 2.2 below establishes
the validity of the bootstrap procedure for one sided test.
Theorem 2.2. Suppose that Assumptions 2.1-2.4 hold. Assume that
max
1≤j≤p
K20s
2
j(log(pn))
3(log(n))2/n = o(1), (8)
K40s
2
0(log(p))
3/n = o(1), (9)
and λ and λj are suitably chosen such that
λ ≍ K0
√
log(p)/n, λj ≍ K0
√
log(p)/n uniformly for j. (10)
Then we have for any G ⊆ {1, 2, . . . , p},
sup
α∈(0,1)
∣∣∣∣P (maxj∈G √n(β˘j − β0j ) > cG(α)
)
− α
∣∣∣∣ = o(1). (11)
The scaling condition (8) is imposed to control the estimation effect caused by replacing
Θ with its nodewise Lasso estimator Θ̂, while condition (9) is needed to bound the remainder
term ∆. One crucial feature of our bootstrap-assisted testing procedure is that it explicitly
accounts for the effect of |G| in the sense that the bootstrap critical value cG(α) depends onG.
This is in sharp contrast with the extreme value approach in Cai et al. (2014); see Remark 2.4.
Hence, our approach is more robust to the change in |G|. Since maxj∈G
√
n|β˘j − β˜j | =
√
nmaxj∈Gmax{β˘j − β˜j , β˜j − β˘j}, similar arguments imply that under H0,G,
sup
α∈(0,1)
∣∣∣∣P (maxj∈G √n|β˘j − β˜j| > c∗G(α)
)
− α
∣∣∣∣ = o(1),
where c∗G(α) = inf{t ∈ R : P (W ∗G ≤ t|(Y,X)) ≥ 1 − α} with W ∗G =
10
maxj∈G |
∑n
i=1 Θ̂
T
j X˜iσ̂ǫei/
√
n|. This result is readily applicable to construct simultaneous
confidence intervals for β0j with j ∈ G.
Remark 2.1. Alternatively, we can employ Efron’s empirical bootstrap to obtain the critical
value. For simplicity, we take G = {1, 2, . . . , p}. Let ĥi = (ĥi1, . . . , ĥip)T with ĥij = Θ̂Tj X˜iσ̂ǫ.
Let ĥ∗1, . . . , ĥ
∗
n be a sample from the empirical distribution based on {ĥi}ni=1. Define the em-
pirical bootstrap statistic as W ∗EB = max1≤j≤p |
∑n
i=1(ĥ
∗
ij −
∑n
i=1 ĥij/n)/
√
n|. The empirical
bootstrap critical value is then given by c∗EB(α) = inf{t ∈ R : P (W ∗EB ≤ t|(Y,X)) ≥ 1− α}.
Following the arguments in Appendix K of Chernozhukov et al. (2013) and the proof of
Theorem 2.2, we can establish the asymptotic equivalence between the empirical bootstrap
and the multiplier bootstrap, which theoretically justifies the use of the former. We omit
the technical details here to conserve space.
Let Ξ̂ = (ω̂ij)
p
i,j=1 = Θ̂Σ̂Θ̂
T σ̂2ǫ .We next consider the studentized statistic maxj∈G
√
n(β˘j−
β˜j)/
√
ω̂jj for one sided test. In this case, the bootstrap critical value can be ob-
tained via c¯G(α) = inf{t ∈ R : P (W¯G ≤ t|(Y,X)) ≥ 1 − α}, where W¯G =
maxj∈G
∑n
i=1 Θ̂
T
j X˜iσ̂ǫei/
√
nω̂jj. The following theorem justifies the validity of the bootstrap
procedure for the studentized statistic.
Theorem 2.3. Under the assumptions in Theorem 2.2, we have for any G ⊆ {1, 2, . . . , p},
sup
α∈(0,1)
∣∣∣∣P (maxj∈G √n(β˘j − β0j )/√ω̂jj > c¯G(α)
)
− α
∣∣∣∣ = o(1). (12)
Following the arguments in the proof of Theorem 2.3, it is straightforward to show that
under H0,G,
sup
α∈(0,1)
∣∣∣∣P (maxj∈G √n|β˘j − β˜j|/√ω̂jj > c¯∗G(α)
)
− α
∣∣∣∣ = o(1),
where c¯∗G(α) = inf{t ∈ R : P (W¯ ∗G ≤ t|(Y,X)) ≥ 1 − α} with W¯ ∗G =
maxj∈G |
∑n
i=1 Θ̂
T
j X˜iσ̂ǫei/
√
nω̂jj|. Compared to Theorem 2 in Zhang and Zhang (2014), our
two-sided testing procedure above is straightforward to implement and asymptotically exact.
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In particular, the unknown quantile parameter in (29) of Zhang and Zhang (2014) seems not
directly obtainable. Our procedure is also asymptotically nonconservative as compared to
the method in Meinshausen (2015).
Remark 2.2. Our inferential procedures allow the precision matrix to be sparse. In fact, they
work for any estimation method for precision matrix as long as the estimation effect such
as ||Θ̂T −ΘT ||1 and ||Θ̂Σ̂− I||∞ can be well controlled under suitable assumptions (see e.g.
Cai et al. 2011, Javanmard and Montanari 2014).
Remark 2.3. An alternative way to conduct simultaneous inference is based on the sum of
squares type statistics, e.g., Chen and Qin (2010), which is expected to have good power
against non-sparse alternatives. However, such a type of test statistics may not work well in
the current setting due to the accumulation of estimation errors especially when |G| is large,
i.e., the error term
∑
j∈G |∆j | might be out of control.
We next turn to the (asymptotic) power analysis of the above procedure. Note that when
|G| is fixed, our procedure is known to be√n-consistent (implicitly implied by Theorem 2.1).
In fact, even when |G| → ∞, our test still enjoys certain optimality in the sense that the
separation rate (
√
2+ε0)
√
log(|G|)/n for any ε0 > 0 derived in Theorem 2.4 below is minimax
optimal according to Section 3.2 of Verzelen (2012) under suitable assumptions.
Below we focus on the case where |G| → ∞ as n→∞. Define the separation set
UG(c0) = {β = (β1, . . . , βp)T : max
j∈G
|βj − β˜j |/√ωjj > c0
√
log(|G|)/n}, (13)
where ωjj = σ
2
ǫ θjj. Recall that Σ
−1 = Θ = (θij)
p
i,j=1. Let Θ˜ = (θ˜ij) with θ˜ij = θij/
√
θiiθjj.
Assumption 2.5. Assume that max1≤i6=j≤p |θ˜ij| ≤ c < 1 for some constant c.
Theorem 2.4. Under the assumptions in Theorem 2.3 and Assumption 2.5, we have for any
ε0 > 0,
inf
β0∈UG(
√
2+ε0)
P
(
max
j∈G
√
n|β˘j − β˜j |/
√
ω̂jj > c¯
∗
G(α)
)
→ 1. (14)
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Theorem 2.4 says that the correct rejection of our bootstrap-assisted test can still be
triggered even when there exists only one entry of β0 − β˜ with a magnitude being larger
than (
√
2 + ε0)
√
log(|G|)/n in G. Hence, our procedure is very sensitive in detecting sparse
alternatives. As pointed out by one referee, when Σ is an identity matrix, the constant
√
2
turns out to be asymptotically optimal in the minimax sense (see Arias-Castro et al. 2011 and
Ingster et al. 2010). We also note that our procedure is more powerful in detecting significant
variables when |G| gets smaller in view of the lower bound in (13). This observation partly
motivates us to consider the screening procedure in Section 3.2.
Remark 2.4. An important byproduct of the proof of Theorem 2.4 is that the distri-
bution of max1≤j≤p
√
n|β˘j − β0j |/
√
ω̂jj can be well approximated by max1≤j≤p |Zj| with
Z = (Z1, . . . , Zp) ∼d N(0, Θ˜). Therefore, we have for any x ∈ R and as p→ +∞,
P
(
max
1≤j≤p
n|β˘j − β0j |2/ω̂jj − 2 log(p) + log log(p) ≤ x
)
→ exp
{
− 1√
π
exp
(
−x
2
)}
. (15)
In contrast with our method, the above alternative testing procedure has to require p to
diverge. In addition, the critical value obtained from the above type I extreme value distri-
bution may not work well in practice since this weak convergence is typically slow. Instead, it
is suggested to employ an “intermediate” approximation to improve the rate of convergence
in the literature, e.g., Liu et al. (2008).
3 Applications
This section is devoted to three concrete applications of the general theoretical results
developed in Section 2. Specifically, we consider (i) support recovery; (ii) testing for sparse
signals; (iii) multiple testing using the step-down method.
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3.1 Application I: Support recovery
The major goal of this section is to identify signal locations in a pre-specified set G˜, i.e.
support recovery. It turns out that this support recovery problem is closely related to the
re-sparsifying procedure1 applied to the de-sparsified estimator considered in van de Geer
(2014) (see Lemma 2.3 therein). In comparison with Lasso, stability selection (Meinshausen
and Bu¨hlmann 2010), and the screen and clean procedure (Wasserman and Roeder 2009),
simulation results in Section 5.2 illustrate that our procedure below can be more accurate
in recovering signals.
Our support recovery procedure is concerned with setting a proper threshold τ in the
following set
Ŝ0(τ) = {j ∈ G˜ : |β˘j | > λ∗j (τ)},
where λ∗j(τ) =
√
τω̂jj log(p)/n and ω̂jj = σ̂
2
ǫ Θ̂
T
j Σ̂Θ̂j. We consider the most challenging
scenario where G˜ = [p] with [p] := {1, 2, . . . , p}. In proposition 3.1, we show that the above
support recovery procedure is consistent if the threshold value is set as τ ∗ = 2, and further
justify the optimality of τ ∗.
Proposition 3.1. Under the assumptions in Theorem 2.3 and Assumption 2.5, we have
inf
β0∈Ψ(2√2)
P (Ŝ0(2) = S0)→ 1, (16)
where Ψ(c0) = {β = (β1, . . . , βp)T : minj∈S0 |βj|/√ωjj > c0
√
log(p)/n}. Moreover, we have
for any 0 < τ < 2,
sup
β0∈S∗(s0)
P (Ŝ0(τ) = S0)→ 0, (17)
where S∗(s0) = {β = (β1, . . . , βp)T ∈ Rp :
∑p
j=1 I{βj 6= 0} = s0}.
1This re-sparsifying procedure has the merits that it can improve the l∞-bounds of Lasso and has lq-
bounds similar to Lasso (under sparsity conditions).
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A key step in the proof of Proposition 3.1 is (15) in Remark 2.4.
3.2 Application II: Testing for sparse signals
In this subsection, we focus on the testing problem, H0,G˜ : β
0
j = 0 for any j ∈ G˜ ⊆
{1, 2, . . . , p}. To improve the efficiency of the testing procedure and reduce the computational
cost in the nodewise Lasso, we propose a three-step procedure that first randomly splits the
sample into two subsamples, screens out the irrelevant variables (leading to a reduced model)
based on the first subsample, and then performs simultaneous testing in Section 2.2 on the
reduced model based on the second subsample.
Suppose the predictors are properly centered and studentized with sample mean zero and
standard deviation one. The three-step procedure is formally described as follows:
1. Random sample splitting: Randomly split the sample into two subsamples
{(X˜i, Yi)}i∈D1 and {(X˜i, Yi)}i∈D2 , where D1 ∪ D2 = {1, 2, . . . , n}, |D1| = ⌊c0n⌋ and
|D2| = n− ⌊c0n⌋ for some 0 < c0 < 1.
2. Marginal screening based on D1: Let XD1 be the submatrix ofX that contains the rows
in D1 and let YD1 = (Yi)i∈D1. Compute the correlation W = (w1, . . . , wp)T = XTD1YD1
and consider the submodel Sγ = {1 ≤ j ≤ p : |wj| > γ} with γ being a positive number
such that |Sγ | = |D2| − 1 or |Sγ | = ⌊|D2|/ log(|D2|)⌋.
3. Testing after screening based on D2: Under the reduced model Sγ , compute the
de-sparsifying Lasso estimator {β˘j}j∈Sγ and the variance estimator ω̂jj based on
{(X˜i, Yi)}i∈D2. Define G˜γ = G˜ ∩ Sγ . Denote by Tnst,γ = maxj∈G˜γ
√
n|β˘j| and
Tst,γ = maxj∈G˜γ
√
n|β˘j |/
√
ω̂jj the non-studentized and studentized test statistics, re-
spectively (if G˜γ = ∅, we simply set Tnst,γ = Tst,γ = 0 and do not reject H0,G˜). Let
c∗
G˜γ
(α) and c¯∗
G˜γ
(α) be the corresponding bootstrap critical values at level α. Reject the
null hypothesis if Tnst,γ > c
∗
G˜γ
(α) ( Tst,γ > c¯
∗
G˜γ
(α)).
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In the above three step procedure, we have employed the data-splitting strategy as sug-
gested in Wasserman and Roeder (2009) to reduce the Type I error rate due to the selection
effect (the so-called selective Type I error rate). Under suitable assumptions that rule out
unfaithfulness (small partial correlations), see e.g., Fan and Lv (2008), we have S0 ⊆ Sγ with
an overwhelming probability, which justifies the validity of the second step. On the event
that S0 ⊆ Sγ, the validity and optimality of the inference procedure based on Tnst,γ and Tst,γ
have been established in Section 2.2.
From a practical viewpoint, the three-step procedure enjoys two major advantages over
the single step procedure: (1) the nodewise Lasso involves the computation of p Lasso
problems, which can be computationally intensive especially when p is very large (e.g. p could
be tens of thousands in genomic studies). The three-step procedure lessens this computation
burden as the nodewise Lasso is now performed under the reduced model Sγ with a much
smaller size; (2) Due to the screening step, a reduced model is created which could lead to
more efficient inference in some cases, see Section 5.3. This can also be seen from Theorem 2.4
that our testing procedure is more powerful when |G| gets smaller.
3.3 Application III: Multiple testing with strong FWER control
We are interested in the following multiple testing problem:
H0,j : β
0
j ≤ β˜j versus Ha,j : β0j > β˜j for all j ∈ G.
For simplicity, we set G = [p]. To obtain a strong control of the FWER, we couple the
bootstrap-assisted testing procedure with the step-down method proposed in Romano and
Wolf (2005). Our method is a special case of a general methodology presented in Section
5 of Chernozhukov et al. (2013) by setting β̂ therein as the de-sparsifying estimator β˘. As
pointed out in Chernozhukov et al. (2013), our method has two important features: (i) it
applies to models with an increasing dimension; (ii) it is asymptotically non-conservative as
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compared to the Bonferroni-Holm procedure since the correlation amongst the test statistics
is taken into account. In fact, we will compare the finite sample performance of our method
with that of the Bonferroni-Holm procedure in Section 5.4. We also want to point out that
any procedure controlling the FWER will also control the false discovery rate (Benjamin and
Hochberg 1995) when there exist some true discoveries.
Denote by Ω the space for all data generating processes, and ω0 be the true process. Each
null hypothesis H0,j is equivalent to ω0 ∈ Ωj for some Ωj ⊆ Ω. For any η ⊆ [p], denote by
Ωη = (∩j∈ηΩj) ∩ (∩j /∈ηΩcj) with Ωcj = Ω \ Ωj . The strong control of the FWER means that,
sup
η⊆[p]
sup
ω0∈Ωη
Pω0 (reject at least one hypothesis H0,j, j ∈ η) ≤ α + o(1). (18)
Let Tj =
√
n(β˘j − β˜j) and denote by cη(α) the bootstrapped estimate for the 1− α quantile
of maxj∈η Tj . The step-down method in Romano and Wolf (2005) in controlling the FWER
is described as follows. Let η(1) = [p] at the first step. Reject all hypotheses H0,j such that
Tj > cη(1)(α). If no hypothesis is rejected, then stop. If some hypotheses are rejected, let
η(2) be the set of indices for those hypotheses not being rejected at the first step. At step
l, let η(l) ⊆ [p] be the subset of hypothesises that were not rejected at step l − 1. Reject
all hypothesises H0,j , j ∈ η(l) satisfying that Tj > cη(l)(α). If no hypothesis is rejected, then
stop. Proceed in this way until the the algorithm stops. As shown in Romano and Wolf
(2005), the strong control of the family-wise error holds provided that
cη(α) ≤ cη′(α), for η ⊆ η′, (19)
sup
η⊆[p]
sup
ω0∈Ωη
Pω0
(
max
j∈η
Tj > cη(α)
)
≤ α + o(1). (20)
Therefore, we can show that the step-down method together with the multiplier bootstrap
provide strong control of the FWER by verifying (19) and (20). The arguments are similar
to those in the proof of Theorem 2.2; also see Theorem 5.1 of Chernozhukov et al. (2013).
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Proposition 3.2. Under the assumptions in Theorem 2.2, the step-down procedure with the
bootstrap critical value cη(α) satisfies (18).
4 Generalization
In this section, our results are extended beyond the linear models to a general framework
with a convex loss function and a penalty function. For y ∈ Y ⊆ R and x ∈ X ⊆ Rp,
consider a loss function Lβ(y, x) = L(y, x
Tβ) which is strictly convex in β ∈ Rp. The
regularized estimator based on the penalty function ρλ(·) is defined as
β̂ = arg min
β∈Rp
{
EnLβ +
p∑
j=1
ρλ(|βj |)
}
, (21)
where Eng =
∑n
i=1 g(yi, xi)/n and {(yi, xi)}ni=1 is a sequence of i.i.d observations. Note that
our formulation (21) slightly generalizes the framework in Section 3 of van de Geer et al.
(2014) by considering a general penalty function. Again, we want to test the hypothesis
H0,G : β
0
j = β˜j for all j ∈ G ⊆ [p] versus H0,G : β0j 6= β˜j for some j ∈ G. Our test statistic is
given by maxj∈G
√
n|β˘j− β˜j | with β˘j being the de-sparsifying Lasso estimator defined below.
We use analogous notation as in Section 2 but with some modifications for the current
context. For example, denote β0 as the unique minimizer of β 7→ ELβ .
Define
L˙β(y, x) =
∂
∂β
Lβ(y, x) = xL˙(y, x
Tβ), L¨β(y, x) =
∂2
∂β∂βT
Lβ(y, x) = xx
T L¨(y, xTβ),
where L˙ = ∂L(y, a)/∂a and L¨ = ∂2L(y, a)/∂2a. Define Σ̂ = EnL¨β̂ and let Θ̂ := Θ̂(β̂) be a
suitable approximation for the inverse of Σ̂ (see more details in Section 3.1.1 of van de Geer
et al. 2014). When the penalized loss function in (21) is convex in β, the KKT condition
gives
EnL˙β̂ + κ̂λ = 0, (22)
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where κ̂λ = (κ̂1, . . . , κ̂p)
T with κ̂j = sign(β̂j)ρ˙λ(|β̂j|) if β̂j 6= 0 and some |κ̂j| ≤ |ρ˙λ(0+)| if
β̂j = 0. By Taylor expansion, we have
EnL˙β̂ = EnL˙β0 + EnL¨β̂(β̂ − β0) +R,
where R is the remainder term. Plugging back to the KKT condition, we obtain,
EnL˙β0 + Σ̂(β̂ − β0) +R = −κ̂λ,
implying that β̂ − β0 +∆/√n+ Θ̂κ̂λ = −Θ̂EnL˙β0 − Θ̂R, where ∆ =
√
n(Θ̂Σ̂− I)(β̂ − β0).
Following van de Geer et al. (2014), we define the de-sparsifying/de-biased estimator as
β˘ = β̂ + Θ̂κ̂λ = β̂ − Θ̂EnL˙β̂ .
Note β˘ − β0 = −Θ̂EnL˙β0 − Θ̂R − ∆/
√
n. With some abuse of notation, define ξij =
−ΘTj L˙β0(yi, xi) = ΘTj xiǫi with ǫi = −L˙(yi, xTi β0), and ξ̂ij = −Θ̂Tj L˙β0(yi, xi). To conduct
inference, we employ the multiplier bootstrap in the following way. Generate a sequence of
i.i.d standard normal random variables {ei} and define the bootstrap statistic,
W˜ ∗G = max
j∈G
∣∣∣∣∣
n∑
i=1
Θ̂Tj xiL˙(yi, x
T
i β˜)ei/
√
n
∣∣∣∣∣ ,
where β˜ is a suitable estimator for β0. The bootstrap critical value is given by c˜∗G(α) =
inf{t ∈ R : P (W˜ ∗G ≤ t|{(yi, xi)}ni=1) ≥ 1− α}.
We first impose Assumptions 4.1–4.4 that are similar to Assumptions (C1)-(C5) in van
de Geer et al. (2014). Denote by X the design matrix with the ith row equal to xTi .
Assumption 4.1. The derivatives L˙(y, a) and L¨(y, a) exist for all y and a. For some δ-
neighborhood,
max
a0∈{xTi β0:xi∈X}
sup
|a−a0|∨|a′−a0|≤δ
sup
y∈Y
|L¨(y, a)− L¨(y, a′)|
|a− a′| ≤ 1.
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Assumption 4.2. Assume maxi,j |xij | ≤ Kn.
Assumption 4.3. Assume that ||β̂ − β0||1 = OP (s0λ) and ||X(β̂ − β0)||22/n = OP (s0λ2).
Assumption 4.4. Assume that ||EnL¨β̂Θ̂j − 1j||∞ = OP (λ∗) for some λ∗ > 0, and ||XΘ̂j||∞ =
OP (Kn) uniformly for j. Here, 1j denotes the vector with the j-th element one and others
zero.
Moreover, we make the following additional assumptions. In particular, Assumptions 4.5-
4.6 are parallel to Assumptions 2.3-2.4, while Assumption 4.7 is a technical one motivated
by the results in Theorem 3.2 of van de Geer et al. (2014).
Assumption 4.5. Suppose max1≤j≤p sjK2n(log(pn))
7/n ≤ C2n−c2 for some constants c2, C2 >
0. Suppose {ǫi} are i.i.d sub-exponential that is E exp(|ǫi|/C ′) ≤ 1 for some large enough
constants C ′ > 0, and c′ < σ2ǫ < c for c, c
′ > 0.
Let Γ˜ = max1≤j,k≤p |Θ̂Tj Σ̂β˜Θ̂k − ΘTj Σβ0Θk|, where Σ̂β˜ = XTWβ˜X/n with Wβ˜ =
diag(L˙2(y1, x
T
1 β˜), . . . , L˙
2(yn, x
T
n β˜)), and Σβ0 = cov(xiL˙(yi, x
T
i β0)).
Assumption 4.6. There exists a sequence of positive numbers αn → +∞ such that αn/p = o(1)
and P (αn(log p)
2Γ˜ > 1)→ 0.
Assumption 4.7. Assume that uniformly for j, it holds that
||Θ̂j(β̂)−Θj(β0)||1 = OP (Knsj
√
log(p)/n) +OP
(
K2ns0((λ
2/
√
log(p)/n) ∨ λ)
)
.
We are now in position to present the main result in this section which justifies the use
of the bootstrap procedure.
Theorem 4.1. Suppose Assumptions 4.1-4.7 hold. Suppose
√
n log(p)Kns0λ
2 = o(1),
√
n log(p)λλ∗s0 = o(1), max
j
sjKn(log(p))
3/2/
√
n = o(1),√
log(p)K2ns0
(
λ2
√
n ∨ λ
√
log(p)
)
= o(1), K2n log(p)(log(n))
2/n = o(1).
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Then we have for any G ⊆ {1, 2, . . . , p},
sup
α∈(0,1)
∣∣∣∣P (maxj∈G √n|β˘j − β0j | > c˜∗G(α)
)
− α
∣∣∣∣ = o(1). (23)
Remark 4.1. Let W˜ ∗∗G = maxj∈G
∣∣∣∑ni=1 Θ̂Tj xiL˙(yi, xTi β˜)ei/√nŵjj∣∣∣, where ωjj = Θ̂Tj Σ̂β˜Θ̂j and
{ei} is a sequence of i.i.d standard normal random variables and ŵjj = Θ̂Tj Σ̂β˜Θ̂j. Define the
bootstrap critical value c˜∗∗G (α) = inf{t ∈ R : P (W˜ ∗∗G ≤ t|{(yi, xi)}ni=1) ≥ 1 − α}. Following
the arguments in the proofs of Theorem 2.3 and Theorem 4.1, we expect a similar result for
the studentized test statistic maxj∈G
√
n|(β˘j − β0j )/
√
ω̂jj|. The technical details are omitted
here.
5 Numerical Results
In this section, we conduct some simulation studies to evaluate the finite sample perfor-
mance of the methods proposed in Section 3. All the results are obtained based on sample
size n = 100, and 1, 000 Monte Carlo replications.
To obtain the main Lasso estimator, we implemented the scaled Lasso with the tuning
parameter λ0 =
√
2L˜n(k0/p) with L˜n(t) = n
−1/2Φ−1(1 − t), where Φ is the cumulative
distribution function for N(0, 1), and k0 is the solution to k = L˜
4
1(k/p) + 2L˜
2
1(k/p) (see
Sun and Zhang 2013). We estimate the noise level σ2 using the modified variance estimator
defined in (24) below. The tuning parameters λjs in the nodewise Lasso are chosen via
10-fold cross-validation among all nodewise regressions throughout the simulation studies.
5.1 Simultaneous confidence intervals
We consider the linear models where the rows of X are fixed i.i.d realizations from
Np(0,Σ) with Σ = (Σi,j)
p
i,j=1 under two scenarios: (i) Toeplitz: Σi,j = 0.9
|i−j|; (ii) Exchange-
able/Compound symmetric: Σi,i = 1 and Σi,j = 0.8 for i 6= j. The active set is {1, 2, . . . , s0},
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where s0 = |S0| = 3 or 15. The coefficients of the linear regression models are generated
according to Unif[0, 2] (uniform distribution on [0, 2]), and the errors are generated from the
studentized t(4) distribution, i.e., t(4)/
√
2, or centeralized and the studentized Gamma(4,1)
distribution i.e., (Gamma(4, 1)− 4)/2.
In our simulations, we found that the scaled Lasso tends to underestimate the noise level
which could lead to undercoverage. To overcome this problem, we suggest the following
modified variance estimator (see a similar estimator in Reid et al. 2014),
σ̂2 =
1
n− ||β̂sc||0
||Y −Xβ̂sc||22, (24)
where β̂sc denotes the scaled Lasso estimator with the tuning parameter λ0. Figure ??
in the supplement provides boxplots of σ̂/σ for the variance estimator delivered by the
scaled Lasso (denoted by “SLasso”) and for the modified variance estimator in (24) (denoted
by“SLasso∗”). Clearly, the modified variance estimator corrects the noise underestimation
issue, and thus is more preferable.
In Tables 1-2, we present the coverage probabilities and interval widths for the simul-
taneous confidence intervals in three different cases: G = S0,Sc0 or [p] (a similar setup was
considered in van de Geer et al. 2014). For each simulation run, we record whether the
simultaneous confidence interval contains β0j for j ∈ G and the corresponding interval width.
The coverage probabilities and interval widths are then calculated by averaging over 1,000
simulation runs. It is not surprising that the coverage probability is affected by the di-
mension p, the tuning parameters λj (in the nodewise Lasso), the cardinality s0, and the
covariance matrix Σ. Overall, the non-studentized method provides satisfactory coverage
probability. However, the method based on the extreme value distribution approximation is
invalid when the dimension of the components of interest is low; see Remark 2.4. To avoid
sending a misleading message, we choose not to provide the results based on the extreme
value distribution approximation when G = S0.
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More specifically, we observe from Tables 1-2 that: (i) the coverage is in general more
accurate for Sc0 (as compared to S0), even though |Sc0| ≫ |S0| = s0. Similar finding is found in
van de Geer et al. (2014) where the coverage for a single coefficient in Sc0 is more accurate; (ii)
the non-studentized test statistic tends to provide better coverage (but with larger width) as
compared to its studentized version when s0 is large; (iii) when s0 = 15, it becomes difficult
to provide accurate coverage for all the active variables among the candidates. In this case,
the coverage for the active set can be significantly lower than the nominal level. Additional
numerical results in the supplement (see Figure ??) indicate that the undercoverage in this
case is closely related with the remainder term whose maximum norm generally increases
with s0; (iv) compared to the confidence intervals for individual coefficients in van de Geer et
al. (2014), the interval widths for simultaneous intervals are wider, which reflects the price
we pay for multiplicity adjustment.
5.2 Support recovery
Below we compare the finite sample performance of the support recovery procedure de-
scribed in Section 3.1 with those of Lasso, stability selection (Meinshausen and Bu¨hlmann,
2010), and the screen and clean procedure in Wasserman and Roeder (2009). Consider the
simulation setup in Section 5.1, where the coefficients are now generated from Unif [2, 4],
and the support set S0 = {u1, . . . , us0} with u1, . . . , us0 being a realization of s0 i.i.d draws
without replacement from {1, . . . , p}. To assess the performance, we consider the following
similarity measure
d(Ŝ0,S0) = |Ŝ0 ∩ S0|√
|Ŝ0| · |S0|
.
In the implementation of stability selection, we choose the threshold for selection frequency
to be 0.6 and the upper bound for the expected number of false positives to be 2.5; see
Meinshausen and Bu¨hlmann (2010). For the screen and clean procedure, we randomly split
the data into two groups, conduct screening on the first half of the data and cleaning on the
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second half. This two splits procedure was advocated in the simulations of Wasserman and
Roeder (2009). Table 3 summarizes the mean and standard deviation of d(Ŝ0,S0) as well as
the numbers of false positives (FP) and false negatives (FN) based on 1, 000 simulation runs.
When s0 = 3, the proposed support recovery procedure clearly outperforms Lasso, and it is
comparable to stability selection and the screen and clean procedure. When s0 = 15, the
recovery procedure in general outperforms all other three competitors. We note that when
s0 = 15 and Σ is exchangeable, the stability selection gives a high number of FN, and thus
results in a low value of d(Ŝ0,S0). This is not surprising given that stability selection is mainly
designed for conservatively controlling the expected number of FP. The upper bound 2.5 set
above might be too small for s0 = 15. The screen and clean procedure generally performs
well for p = 120, but its performance deteriorates for p = 500 and s0 = 15. Overall, the
proposed method performs quite well as compared to some existing alternatives.
5.3 Testing for sparse signals
This subsection is devoted to empirically examine the three-step testing procedure pro-
posed in Section 3.2. We consider the following two scenarios: (i) Σ is Toeplitz with
Σi,j = 0.9
|i−j|, and β0j =
√
10 log(p)/n for 1 ≤ j ≤ s0 and zero otherwise; (ii) Σ is ex-
changeable, i.e., Σi,i = 1 and Σi,j = 0.8 for i 6= j, and β0j = 10
√
log(p)/n for 1 ≤ j ≤ s0 and
zero otherwise.
To implement the three-step testing procedure, we choose the splitting proportion c0 =
1/5 in case (i) and c0 = 1/3 in case (ii). For the marginal screening step, we pick γ such
that |Sγ| = |D2| − 1. As pointed out in Fan and Lv (2008), the marginal screening may not
perform very well in the case of strong pairwise correlation, i.e., when Σ is exchangeable.
To overcome this problem, we propose the following remedy inspired by the iterative sure
independence screening in Fan and Lv (2008). We first select a subset B1 of k1 variables
using Lasso based on the subsample D1. Let r̂i = Yi − X˜Ti β̂ be the corresponding residuals
with β̂ being the Lasso estimator, and X˜ci = (Xij)j /∈B1 . We then treat those residuals as the
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new responses and apply the marginal screening as described in Step 2 to {(X˜ci , r̂i)}i∈D1 to
select a subset B2 of |D2| − 1 − k1 variables. Finally, we let B = B1 ∪ B2, which contains
|D2|−1 variables. In case (ii) with s0 = 3, this remedy selects all the three relevant variables
with probability 0.98 which is much higher than 0.59 delivered by the marginal screening.
The numerical results are reported in Table 4, which compares the performance between
the three-step procedure and the one-step procedure without sample splitting and marginal
screening. Some remarks are in order regarding the simulation results: (1) for the Toeplitz
covariance structure, the three-step procedure has reasonable size for t errors, and its size is
slightly upward distorted for Gamma errors. In contrast, the one-step procedure has down-
ward size distortion; for exchangeable covariance structure, both procedures show upward
size distortions; (2) the three-step procedure generates higher power for the Toeplitz co-
variance structure. We note that the empirical powers of both procedures are close to 1 in
case (ii) due to the higher signal-to-noise ratio. Overall, the three-step procedure has better
power property in case (i).
5.4 Testing with FWER control
In this section, we compare the finite sample performance of the step-down method in
Section 3.3 with the Bonferroni-Holm procedure whose finite sample performance has been
studied in van de Geer et al. (2014). To this end, we consider multiple two sided testing of
hypothesisH0,j : β
0
j = 0 among all j = 1, 2, . . . , p. The data is again generated from the linear
model considered in Section 5.1. For Σ, we focus on the following two cases: (i) Toeplitz:
Σi,j = 0.9
|i−j|; (ii) Block diagonal: Σi,i = 1, Σi,j = 0.9 for 5(k − 1) + 1 ≤ i 6= j ≤ 5k with
k = 1, 2, . . . , ⌊p/5⌋, and Σi,j = 0 otherwise. We employ both the step-down method based
on the studentized/non-studentized test statistic, and the Bonferroni-Holm procedure (based
on the studentized test statistic) to control the FWER. Table 5 reports both the FWER and
the average power, which is defined as
∑
j∈S0 I{H0,j is rejected}/s0 based on 1, 000 simulated
data sets. As seen from the table, the two procedures provide similar control on the FWER.
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And the step-down method delivers slightly higher average power across all cases considered
here.
6 Conclusion
In this paper, we have introduced a bootstrap-assisted procedure to conduct simul-
taneous inference for high-dimensional components of a large parameter vector in sparse
linear models. Our procedure is proved to achieve the pre-specified significance level
asymptotically and to enjoy certain optimality in terms of its power. Our general theory
has been successfully applied to three concrete examples, namely support recovery, testing
for sparse signals, and multiple testing using the step-down method. Below we point out a
few future research directions. The first direction is the automatic and efficient selection of
the tuning parameters (e.g. λjs in the nodewise Lasso) in the context of hypothesis testing
and confidence interval construction (see e.g. Appendix A.1 of Dezeure et al. 2014). The
second direction is to adapt the proposed method to conduct inference on high dimensional
concentration matrix (see e.g. Jankova and van de Geer 2014). Finally, it is also interesting
to extend our results to more complicated models e.g. Cox model, after some technical
modifications.
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Table 1: Coverage probabilities and interval widths for the simultaneous confidence inter-
vals based on the non-studentized (“NST”) and studentized (“ST”) test statistics, where
S0 = {1, 2, 3} and p = 120, 500. The row “EX” corresponds to the coverage based on
the studentized test statistic with the Type I extreme distribution approximation. “Cov”
and “Len” denote the coverage probability and interval width respectively. Case (i) ((ii))
corresponds to Toeplitz matrix (exchangeable matrix).
S0,(i) Sc0 ,(i) [p],(i) S0,(ii) Sc0 ,(ii) [p],(ii)
95% 99% 95% 99% 95% 99% 95% 99% 95% 99% 95% 99%
p = 120
t(4)/
√
2 NSTcv Cov 0.82 0.94 0.97 0.99 0.95 0.99 0.91 0.97 0.93 0.98 0.93 0.98
Len 0.99 1.22 1.49 1.67 1.50 1.67 0.97 1.18 1.49 1.67 1.49 1.67
STcv Cov 0.82 0.93 0.97 0.99 0.96 0.99 0.92 0.97 0.92 0.98 0.92 0.98
Len 0.97 1.19 1.48 1.64 1.48 1.64 0.96 1.18 1.46 1.62 1.46 1.63
EXcv Cov NA NA 0.98 1.00 0.97 0.99 NA NA 0.94 0.98 0.93 0.98
Len NA NA 1.51 1.69 1.51 1.69 NA NA 1.49 1.66 1.49 1.67
Gamma NSTcv Cov 0.84 0.93 0.96 0.99 0.94 0.98 0.91 0.97 0.93 0.98 0.93 0.98
Len 0.99 1.22 1.50 1.67 1.50 1.67 0.97 1.18 1.50 1.68 1.50 1.68
STcv Cov 0.82 0.92 0.97 0.99 0.95 0.98 0.90 0.97 0.92 0.98 0.92 0.98
Len 0.97 1.19 1.48 1.65 1.48 1.65 0.97 1.18 1.46 1.63 1.46 1.63
EXcv Cov NA NA 0.97 0.99 0.96 0.99 NA NA 0.93 0.99 0.93 0.99
Len NA NA 1.51 1.69 1.51 1.69 NA NA 1.49 1.67 1.49 1.67
p = 500
t(4)/
√
2 NSTcv Cov 0.76 0.90 0.96 0.99 0.94 0.98 0.92 0.98 0.92 0.97 0.92 0.97
Len 0.89 1.09 1.47 1.62 1.47 1.62 0.97 1.19 1.65 1.82 1.65 1.82
STcv Cov 0.77 0.90 0.97 0.99 0.95 0.98 0.92 0.97 0.92 0.97 0.91 0.97
Len 0.88 1.08 1.46 1.60 1.46 1.60 0.97 1.18 1.62 1.77 1.62 1.77
EXcv Cov NA NA 0.98 0.99 0.96 0.98 NA NA 0.92 0.97 0.92 0.97
Len NA NA 1.48 1.63 1.48 1.63 NA NA 1.64 1.81 1.64 1.81
Gamma NSTcv Cov 0.77 0.90 0.98 0.99 0.96 0.98 0.91 0.97 0.95 0.98 0.94 0.98
Len 0.90 1.10 1.49 1.63 1.49 1.64 0.98 1.19 1.66 1.83 1.66 1.83
STcv Cov 0.77 0.90 0.98 0.99 0.96 0.98 0.90 0.97 0.93 0.97 0.93 0.97
Len 0.89 1.09 1.47 1.61 1.47 1.61 0.97 1.19 1.63 1.78 1.63 1.78
EXcv Cov NA NA 0.98 1.00 0.96 0.99 NA NA 0.94 0.98 0.94 0.98
Len NA NA 1.49 1.64 1.49 1.64 NA NA 1.65 1.82 1.65 1.82
Note: The tuning parameters λjs in the nodewise Lasso are chosen to be the same via 10-fold
cross-validation among all nodewise regressions for NSTcv, STcv, and EXcv. t(4)/
√
2 and Gamma denote
the studentized t(4) distribution and the centralized and studentized Gamma(4,1) distribution respectively.
The coverage probabilities and interval widths are computed based on 1,000 simulation runs. For the
studentized test, we report the average interval widths over different components.
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Table 2: Coverage probabilities and interval widths for the simultaneous confidence intervals
based on the non-studentized (“NST”) and studentized (“ST”) test statistics, where S0 =
{1, 2, 3, . . . , 15} and p = 120, 500. The row “EX” corresponds to the coverage based on
the studentized test statistic with the Type I extreme distribution approximation. “Cov”
and “Len” denote the coverage probability and interval width respectively. Case (i) ((ii))
corresponds to Toeplitz matrix (exchangeable matrix).
S0,(i) Sc0 ,(i) [p],(i) S0,(ii) Sc0 ,(ii) [p],(ii)
95% 99% 95% 99% 95% 99% 95% 99% 95% 99% 95% 99%
p = 120
t(4)/
√
2 NSTcv Cov 0.68 0.87 0.99 1.00 0.87 0.95 0.73 0.88 0.92 0.98 0.89 0.96
Len 1.44 1.73 1.68 1.92 1.72 1.97 1.27 1.48 1.67 1.90 1.67 1.91
STcv Cov 0.50 0.70 0.99 1.00 0.75 0.85 0.68 0.84 0.83 0.92 0.74 0.88
Len 1.30 1.50 1.55 1.73 1.56 1.74 1.23 1.42 1.53 1.70 1.53 1.71
EXcv Cov NA NA 0.99 1.00 0.77 0.88 NA NA 0.85 0.94 0.77 0.92
Len NA NA 1.58 1.77 1.59 1.78 NA NA 1.55 1.74 1.56 1.75
Gamma NSTcv Cov 0.69 0.88 0.99 1.00 0.86 0.95 0.77 0.90 0.93 0.98 0.90 0.97
Len 1.44 1.74 1.69 1.93 1.72 1.97 1.27 1.49 1.68 1.91 1.68 1.92
STcv Cov 0.52 0.70 0.99 1.00 0.74 0.86 0.71 0.87 0.85 0.94 0.78 0.91
Len 1.30 1.51 1.55 1.73 1.57 1.75 1.24 1.43 1.53 1.71 1.54 1.71
EXcv Cov NA NA 0.99 1.00 0.77 0.88 NA NA 0.87 0.96 0.81 0.94
Len NA NA 1.59 1.78 1.60 1.79 NA NA 1.56 1.75 1.57 1.76
p = 500
t(4)/
√
2 NSTcv Cov 0.56 0.82 0.99 1.00 0.86 0.95 0.36 0.57 0.93 0.98 0.81 0.94
Len 1.35 1.65 1.74 1.95 1.75 1.97 1.32 1.55 2.01 2.38 2.01 2.38
STcv Cov 0.34 0.57 0.99 1.00 0.76 0.86 0.35 0.55 0.61 0.77 0.49 0.66
Len 1.22 1.40 1.58 1.73 1.59 1.74 1.28 1.48 1.71 1.87 1.71 1.87
EXcv Cov NA NA 0.99 1.00 0.78 0.87 NA NA 0.65 0.81 0.53 0.70
Len NA NA 1.61 1.77 1.61 1.77 NA NA 1.73 1.90 1.73 1.91
Gamma NSTcv Cov 0.52 0.80 1.00 1.00 0.86 0.95 0.38 0.57 0.94 0.99 0.83 0.96
Len 1.36 1.66 1.75 1.96 1.76 1.98 1.34 1.57 2.04 2.42 2.04 2.42
STcv Cov 0.32 0.52 0.99 1.00 0.74 0.85 0.34 0.53 0.60 0.77 0.47 0.66
Len 1.22 1.41 1.59 1.75 1.60 1.75 1.29 1.50 1.73 1.90 1.73 1.90
EXcv Cov NA NA 0.99 1.00 0.76 0.87 NA NA 0.64 0.80 0.50 0.69
Len NA NA 1.61 1.78 1.62 1.78 NA NA 1.75 1.93 1.76 1.93
Note: The tuning parameters λjs in the nodewise Lasso are chosen via 10-fold cross-validation among all
nodewise regressions for NSTcv, STcv, and EXcv. t(4)/
√
2 and Gamma denote the studentized t(4)
distribution and the centralized and studentized Gamma(4,1) distribution respectively. The coverage
probabilities and interval widths are computed based on 1,000 simulation runs. For the studentized test,
we report the average interval widths over different components.
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Table 3: The mean and standard deviation (SD) of d(Ŝ0,S0), and the numbers of false
positives (FP) and false negatives (FN). Case (i) ((ii)) corresponds to Toeplitz matrix (ex-
changeable matrix).
s0 = 3 s0 = 15
Mean SD FP FN Mean SD FP FN
p = 120, (i)
t(4)/
√
2 SupRec 0.98 0.05 0.16 0.00 0.98 0.03 0.68 0.02
Stability 0.93 0.08 0.52 0.00 0.35 0.07 0.63 12.64
Lassosc 0.68 0.10 3.94 0.00 0.72 0.04 13.87 0.00
S&C 0.99 0.04 0.04 0.01 0.87 0.15 0.18 3.14
Gamma SupRec 0.97 0.06 0.20 0.00 0.98 0.03 0.71 0.00
Stability 0.93 0.08 0.58 0.00 0.36 0.07 0.61 12.63
Lassosc 0.68 0.11 3.98 0.00 0.72 0.04 13.94 0.00
S&C 0.99 0.03 0.03 0.01 0.87 0.15 0.14 3.30
p = 120, (ii)
t(4)/
√
2 SupRec 0.97 0.06 0.24 0.00 0.98 0.02 0.55 0.01
Stability 0.97 0.06 0.26 0.00 0.00 0.00 0.13 15.00
Lassosc 0.56 0.09 7.09 0.00 0.65 0.04 20.24 0.00
S&C 0.99 0.04 0.04 0.01 0.80 0.24 0.16 4.41
Gamma SupRec 0.97 0.06 0.23 0.00 0.98 0.02 0.60 0.00
Stability 0.96 0.06 0.27 0.00 0.00 0.00 0.13 15.00
Lassosc 0.56 0.09 7.07 0.00 0.65 0.04 20.20 0.00
S&C 0.99 0.03 0.04 0.00 0.81 0.22 0.24 4.40
p = 500, (i)
t(4)/
√
2 SupRec 0.97 0.06 0.20 0.00 0.53 0.04 0.14 10.66
Stability 0.84 0.10 1.32 0.00 0.36 0.03 1.74 11.97
Lassosc 0.62 0.09 5.24 0.00 0.38 0.03 19.25 7.37
S&C 0.96 0.13 0.36 0.12 0.12 0.17 18.26 14.04
Gamma SupRec 0.97 0.06 0.18 0.00 0.53 0.04 0.15 10.68
Stability 0.86 0.09 1.24 0.00 0.36 0.03 1.75 11.93
Lassosc 0.62 0.09 5.38 0.00 0.38 0.03 19.15 7.36
S&C 0.96 0.14 0.55 0.14 0.56 0.08 18.22 14.00
p = 500, (ii)
t(4)/
√
2 SupRec 0.97 0.06 0.25 0.00 0.96 0.04 1.38 0.10
Stability 0.96 0.07 0.34 0.00 0.08 0.10 0.86 14.59
Lassosc 0.41 0.05 15.16 0.00 0.50 0.02 45.64 0.00
S&C 0.98 0.08 0.05 0.05 0.04 0.11 28.51 14.61
Gamma SupRec 0.97 0.07 0.27 0.00 0.96 0.04 1.43 0.04
Stability 0.95 0.07 0.36 0.00 0.08 0.10 0.86 14.58
Lassosc 0.41 0.05 15.18 0.00 0.50 0.02 45.41 0.00
S&C 0.98 0.06 0.05 0.05 0.05 0.11 27.54 14.62
Note: The tuning parameters λjs in the nodewise Lasso are chosen to be the same via 10-fold
cross-validation among all nodewise regressions. The subscript “sc” stands for the scaled Lasso. t(4)/
√
2
and Gamma denote the studentized t(4) distribution and the centralized and studentized Gamma(4,1)
distribution respectively. S&C denotes the screen and clean procedure. The mean, SD, FP and FN are
computed based on 1, 000 simulation runs.
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Table 4: Empirical sizes (upper panel) and powers (lower panel) based on the one-
step (without sample splitting and screening) and three-step procedures with the non-
studentized (“NST”) and the studentized (“ST”) statistics, where S0 = {1, 2, 3} and
S˜0 = {1, 2, 3, . . . , 15}, and p = 500. Case (i) ((ii)) corresponds to Toeplitz matrix (ex-
changeable matrix). The nominal levels are 5% and 1%.
One-Step Procedure Three-Step Procedure
t(4)/
√
2 Gamma t(4)/
√
2 Gamma
α NST ST NST ST NST ST NST ST
(i), Sc0 5% 0.03 0.03 0.02 0.03 0.06 0.06 0.07 0.07
1% 0.01 0.00 0.00 0.01 0.01 0.01 0.03 0.02
(i), S˜c0 5% 0.02 0.01 0.02 0.02 0.05 0.04 0.06 0.05
1% 0.01 0.00 0.01 0.01 0.02 0.02 0.03 0.02
(ii), Sc0 5% 0.09 0.08 0.08 0.08 0.10 0.11 0.09 0.10
1% 0.02 0.03 0.03 0.03 0.04 0.04 0.03 0.03
(i), {3} ∪ Sc0 5% 0.66 0.67 0.61 0.62 0.74 0.72 0.73 0.72
1% 0.54 0.56 0.49 0.51 0.62 0.60 0.63 0.61
(i), {2, 3} ∪ Sc0 5% 0.89 0.88 0.88 0.87 0.93 0.92 0.94 0.93
1% 0.80 0.80 0.79 0.78 0.87 0.85 0.87 0.85
(i), {15} ∪ S˜c0 5% 0.63 0.64 0.58 0.59 0.73 0.72 0.70 0.68
1% 0.53 0.54 0.48 0.50 0.63 0.61 0.60 0.57
(i), {14, 15} ∪ S˜c0 5% 0.86 0.86 0.82 0.82 0.93 0.92 0.93 0.92
1% 0.76 0.76 0.71 0.72 0.86 0.85 0.87 0.85
(ii), {3} ∪ Sc0 5% 1.00 1.00 1.00 1.00 0.99 0.99 1.00 1.00
1% 1.00 1.00 1.00 1.00 0.99 0.99 1.00 1.00
(ii), {2, 3} ∪ Sc0 5% 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
1% 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
Note: The tuning parameters λjs in the nodewise Lasso are chosen to be the same via 10-fold
cross-validation among all nodewise regressions. t(4)/
√
2 and Gamma denote the studentized t(4)
distribution and the centralized and studentized Gamma(4,1) distribution respectively. The sizes
and powers are computed based on 1,000 simulation runs.
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Table 5: FWER and power of multiple testing based on the step-down method with the non-
studentized (“NST”) and studentized (“ST”) test statistics, and based on the Bonferroni-
Holm procedure (“BH”), where p = 500, and the nominal level is 5%. Case (i) ((ii)) corre-
sponds to Toeplitz matrix (block diagonal matrix).
s0 = 3, (i) s0 = 15, (i) s0 = 3, (ii) s0 = 15, (ii)
FWER Power FWER Power FWER Power FWER Power
t(4)/
√
2 NST 0.037 0.548 0.008 0.732 0.046 0.594 0.005 0.701
ST 0.028 0.534 0.009 0.722 0.048 0.560 0.005 0.685
BH 0.024 0.528 0.006 0.717 0.040 0.555 0.004 0.678
Gamma NST 0.034 0.535 0.014 0.725 0.039 0.581 0.001 0.701
ST 0.033 0.513 0.016 0.714 0.046 0.549 0.004 0.685
BH 0.023 0.506 0.011 0.708 0.038 0.545 0.004 0.680
Note: The tuning parameters λjs in the nodewise Lasso are chosen to be the same via 10-fold
cross-validation among all nodewise regressions. t(4)/
√
2 and Gamma denote the studentized t(4)
distribution and the centralized and studentized Gamma(4,1) distribution respectively. The
FWER and powers are computed based on 1,000 simulation runs.
35
Supplement to “Simultaneous Inference for High-dimensional
Linear Models”
Xianyang Zhang∗ and Guang Cheng†
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This supplementary material provides proofs of the main results in the paper as well as some
additional numerical results.
1 Technical details
We first present two lemmas that will be used in the rest proofs. Define ξij = Θ
T
j X˜iǫi. Denote
by c, c′, C,C ′, Ci be some generic constants which can be different from line to line.
Lemma 1.1. Under Assumptions 2.1-2.3, we have for any G ⊆ {1, 2, . . . , p},
sup
x∈R
∣∣∣∣∣P
(
max
j∈G
n∑
i=1
ξij/
√
n ≤ x
)
− P
(
max
j∈G
n∑
i=1
zij/
√
n ≤ x
)∣∣∣∣∣ . n−c′, c′ > 0,
where {zi = (zi1, . . . , zip)′} is a sequence of mean zero independent Gaussian vector with Eziz′i =
ΘTj ΣΘjσ
2
ǫ .
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Proof of Lemma 1.1. We apply Corollary 2.1 of Chernozhukov et al. (2013) to the sequence {ξij}
by verifying its Condition (E.1). For the sake of clarity, we state the condition below, i.e.
c0 ≤ Eξ2ij ≤ C0, max
k=1,2
E|ξij|2+k/Bk + E exp(|ξij |/B) ≤ 4, (1)
uniformly over j, where c0, C0 > 0, and B is some large enough constant. In what follows, we
consider two cases for X: (i) X has i.i.d. sub-Gaussian rows; (ii) X is strongly bounded.
(i) By Assumption 2.2, E(ΘTj X˜i)2 = ΘTj ΣΘj = θjj := 1/τ2j , and 1/c < Λ2min ≤ τ2j ≤ Σj,j = C,
for some constants c, C > 0. Recall that Λ2min is the minimal eigenvalue of Σ. Thus we have
c1σ
2
ǫ ≤ Eξ2ij ≤ C1σ2ǫ . By the independence between {X˜i} and {ǫi}, we have for large enough C and
uniformly for all j,
E exp(|ξij|/C) =1 +
+∞∑
k=1
E|ξij|k
Ckk!
= 1 +
+∞∑
k=1
E|ΘTj X˜i|kE|ǫi|k
Ckk!
≤1 +
+∞∑
k=1
kk
(C ′)kk!
≤ 1 +
+∞∑
k=1
(e/C ′)k <∞,
where we have used the fact that k! ≥ (k/e)k, ||Θj ||2 . Λ−1min = O(1) (because ||Θj||22Λ2min ≤ c) and
E|X|k ≤ (C ′′)kkk/2 with C ′′ being some positive constant for sub-Gaussian variable X. Thus we
have maxk=1,2 E|ξij|2+k/Bk + E exp(|ξij |/B) ≤ 4 uniformly for some large enough constant B.
(ii) In the strongly bounded case, using the fact that ||Θj ||22 . Λ−2min = O(1) and ||Θj||1 ≤
√
sj||Θj ||2, we have |ΘTj X˜i| ≤ ||Θj||1||X˜i||∞ ≤ Kn√sj||Θj||2. It is straightforward to verify
that maxk=1,2 E|ξij|2+k/Bkn + E exp(|ξij |/Bn) ≤ 4 uniformly with some Bn ≍ Knmaxj
√
sj and
B2n(log(pn))
7/n ≤ C2n−c2 under part (ii) of Assumption 2.3. ♦
Remark 1.1. The conclusion in Lemma 1.1 still holds if we assume that (i) maxi,j |Xij | ≤ Kn with
max1≤j≤p s2jK
4
n(log(pn))
7/n ≤ C1n−c1 for some constants c1, C1 > 0; and (ii) {ǫi} are i.i.d with
with E|ǫi|4 <∞ and c′ < σ2ǫ for c′ > 0.
Next we quantify the effect by replacing ξi with ξ̂i.
2
Lemma 1.2. Suppose Assumptions 2.1-2.3 hold. Assume maxj K
2
0s
2
j(log(pn))
3(log(n))2/n = o(1).
Recall that K0 = 1 in the sub-Gaussian case and K0 = Kn in the strongly bounded case. Then with
λj ≍ K0
√
log(p)/n uniformly for j, there exist ζ1, ζ2 > 0 such that
P
(
max
1≤j≤p
∣∣∣∣∣
n∑
i=1
ξ̂ij/
√
n−
n∑
i=1
ξij/
√
n
∣∣∣∣∣ ≥ ζ1
)
< ζ2,
where ζ1
√
1 ∨ log(p/ζ1) = o(1) and ζ2 = o(1).
Proof of Lemma 1.2. Let K˜0 = log(np) log(n) in the sub-Gaussian case and K˜0 = Kn log(n) in the
strongly bounded case. Using Lemma A.1 in Chernozhukov et al. (2013), we deduce that
E
{
max
1≤j≤p
∣∣∣∣∣
n∑
i=1
Xijǫi/n
∣∣∣∣∣
}
.σǫ
√
max
j
Σj,j
√
log(p)/n +
√
Emax
i,j
|Xijǫi|2 log(p)/n
.
√
log(p)/n +
√
Emax
i,j
X2ij
√
Emax
i
ǫ2i log(p)/n
.
√
log(p)/n + K˜0 log(p)/n,
where we have used the fact that
√
Emaxi ǫ2i . log(n)max1≤i≤n ||ǫi||ψ1 . log n with ψ1(x) =
exp(x) − 1 and || · ||ψ1 being the corresponding Orlicz norm, and similar result for
√
Emaxi,j X2i,j
(see Lemma 2.2.2 in van der Vaart and Wellner 1996). Because ||Θ̂j−Θj ||1 = OP (K0sj
√
log(p)/n)
uniformly for j, we obtain,
∣∣∣∣∣
n∑
i=1
ξ̂ij/
√
n−
n∑
i=1
ξij/
√
n
∣∣∣∣∣ =
∣∣∣∣∣(Θ̂Tj −ΘTj )
n∑
i=1
X˜iǫi/
√
n
∣∣∣∣∣ ≤ ||Θ̂j −Θj ||1
∣∣∣∣∣
∣∣∣∣∣
n∑
i=1
X˜iǫi/
√
n
∣∣∣∣∣
∣∣∣∣∣
∞
=OP
(
K0sj
√
log(p)/n
∣∣∣∣∣
∣∣∣∣∣
n∑
i=1
X˜iǫi/
√
n
∣∣∣∣∣
∣∣∣∣∣
∞
)
=OP
(
K0sj log(p)/
√
n+
√
nK0K˜0sj(log(p)/n)
3/2
)
≤OP
(
max
j
sjK0 log(p)/
√
n
)
,
uniformly for all j. Choosing ζ1 such that maxj K0sj log(p)/(
√
nζ1) = o(1) and ζ1
√
1 ∨ log(p/ζ1) =
3
o(1) (e.g. ζ21 = O(maxj K0sj
√
log(p)/n)), we deduce that
P
(
max
1≤j≤p
∣∣∣∣∣
n∑
i=1
ξ̂ij/
√
n−
n∑
i=1
ξij/
√
n
∣∣∣∣∣ ≥ ζ1
)
< ζ2, ζ2 = o(1).
♦
Remark 1.2. With a more delicate analysis, one can specify the order of ζ2 in Lemma 1.2; see e.g.,
Theorem 6.1 and Lemma 6.2 of Bu¨hlmann and van de Geer (2011).
Proof of Theorem 2.2. Without loss of generality, we set G = {1, 2, . . . , p}. Define
TG = max
j∈G
√
n(β˘j − β0j ), T0,G = max
j∈G
n∑
i=1
ξij/
√
n.
Let π(v) = C2v
1/3(1 ∨ log(p/v))2/3 with C2 > 0, and
Γ = max
1≤j,k≤p
|σ̂2ǫ Θ̂Tj Σ̂Θ̂k − σ2ǫΘTj ΣΘk|, Σ̂ = XTX/n.
Notice that
|TG − T0,G| ≤ max
1≤j≤p
∣∣∣∣∣
n∑
i=1
ξ̂ij/
√
n−
n∑
i=1
ξij/
√
n
∣∣∣∣∣+ ||∆||∞.
By similar arguments in the proof of Theorem 2.4 of van de Geer et al. (2014) and the results
in Theorem 2.1, we have
||∆||∞ ≤ ||β̂ − β0||1max
j
√
nλj/τ̂
2
j =OP (K0
√
log(p)||β̂ − β0||1) = OP (K20s0 log(p)/
√
n),
where we use the fact that maxj λj/τ̂
2
j = OP (K0
√
log(p)/n) and ||β̂ − β0||1 = OP (s0λ) with
λ = O(K0
√
log(p)/n). Thus by Lemma 1.2 and the assumption that K40s
2
0(log(p))
3/n = o(1), we
have
P (|TG − T0,G| > ζ1) < ζ2,
for ζ1
√
1 ∨ log(p/ζ1) = o(1) and ζ2 = o(1).
Let cz,G(α) = inf{t ∈ R : P (maxj∈G
∑n
i=1 zij/
√
n ≤ t) ≥ 1 − α}, where the sequence {zij} is
4
defined in Lemma 1.1. Following the arguments in the proof of Lemma 3.2 in Chernozhukov et al.
(2013), we have
P (cG(α) ≤ cz,G(α+ π(v))) ≥ 1− P (Γ > v), (2)
P (cz,G(α) ≤ cG(α+ π(v))) ≥ 1− P (Γ > v). (3)
By Lemma 1.1, (2) and (3), we have for every v > 0,
sup
α∈(0,1)
|P (T0,G > cG(α)) − α| . sup
α∈(0,1)
∣∣∣∣∣P
(
max
j∈G
n∑
i=1
zij/
√
n > cG(α)
)
− α
∣∣∣∣∣+ n−c′
.π(v) + P (Γ > v) + n−c′ .
Moreover, by the arguments in the proof of Theorem 3.2 in Chernozhukov et al. (2013), we have
sup
α∈(0,1)
|P (TG > cG(α)) − α| . π(v) + P (Γ > v) + n−c′ + ζ1
√
1 ∨ log(p/ζ1) + ζ2.
By Lemma 5.3 and Lemma 5.4 of van de Geer et al. (2014), we have
max
1≤j,k≤p
|Θ̂Tj Σ̂Θ̂k −ΘTj ΣΘk| = OP (max
j
λj
√
sj).
Since |ΘTj ΣΘk| ≤ 1/(τjτk) = O(1) uniformly for 1 ≤ j, k ≤ p, we have
Γ = OP
(
|σ̂2ǫ − σ2ǫ |+max
j
λj
√
sj
)
.
Under Assumption 2.4, choosing v = 1/(αn(log(p))
2), we deduce that
sup
α∈(0,1)
∣∣∣∣P ( max1≤j≤p√n(β˘j − β0j ) > cG(α)) − α
∣∣∣∣ = o(1),
which completes the proof. ♦
5
Proof of Theorem 2.3. From the arguments in the proof of Theorem 2.2, we have
Γ = max
1≤j,k≤p
|σ̂2ǫ Θ̂Tj Σ̂Θ̂k − σ2ǫΘTj ΣΘk| = OP
(
|σ̂2ǫ − σ2ǫ |+max
j
λj
√
sj
)
,
which implies that max1≤j≤p |ω̂jj−ωjj| = OP
(|σ̂2ǫ − σ2ǫ |+maxj λj√sj) with ωjj = σ2ǫ θjj. We then
have
P (ωjj/2 < ω̂jj < 2ωjj for all 1 ≤ j ≤ p)→ 1. (4)
The fact that 1/c < Λ2min ≤ τ2j = 1/θjj ≤ Σj,j = C implies that ωjj is uniformly bounded away
from zero and infinity.
Define T¯G = maxj∈G
√
n(β˘j − β0j )/
√
ω̂jj and T¯0,G = maxj∈G
∑n
i=1 ξij/
√
nωjj. Denote by ∆ =
(∆1, . . . ,∆p)
T and ∆¯ = (∆¯1, . . . , ∆¯p)
T with ∆¯j = ∆j/
√
ω̂jj. Then we have
|T¯G − T¯0,G|
≤ max
1≤j≤p
∣∣∣∣∣
n∑
i=1
ξ̂ij/
√
nω̂jj −
n∑
i=1
ξij/
√
nωjj
∣∣∣∣∣+ ||∆¯||∞
≤ max
1≤j≤p
∣∣∣∣∣
n∑
i=1
ξ̂ij/
√
nω̂jj −
n∑
i=1
ξ̂ij/
√
nωjj
∣∣∣∣∣+ max1≤j≤p
∣∣∣∣∣
n∑
i=1
ξ̂ij/
√
nωjj −
n∑
i=1
ξij/
√
nωjj
∣∣∣∣∣+ ||∆¯||∞
≤C ′ max
1≤j≤p
∣∣∣∣∣
n∑
i=1
ξ̂ij/
√
n
∣∣∣∣∣ max1≤j≤p
∣∣∣∣√ωjj/ω̂jj − 1∣∣∣∣+C ′′ max1≤j≤p
∣∣∣∣∣
n∑
i=1
(ξ̂ij − ξij)/
√
n
∣∣∣∣∣+ ||∆¯||∞,
=I1 + I2 + I3,
where C ′, C ′′ > 0.
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On the event ωjj/2 < ω̂jj < 2ωjj for all 1 ≤ j ≤ p,
max
1≤j≤p
∣∣∣∣√ωjj/ω̂jj − 1∣∣∣∣ ≤ max1≤j≤p |√ωjj −√ω̂jj| max1≤j≤p√2/ωjj
≤ max
1≤j≤p
∣∣∣∣∣ ωjj − ω̂jj√ωjj +√ω̂jj
∣∣∣∣∣ max1≤j≤p√2/ωjj
≤ max
1≤j≤p
|ωjj − ω̂jj| max
1≤j≤p
1/ωjj
=OP
(
|σ̂2ǫ − σ2ǫ |+max
j
λj
√
sj
)
.
On the other hand,
max
1≤j≤p
∣∣∣∣∣
n∑
i=1
ξ̂ij/
√
n
∣∣∣∣∣ ≤ max1≤j≤p
∣∣∣∣∣
n∑
i=1
(ξ̂ij − ξij)/
√
n
∣∣∣∣∣+ max1≤j≤p
∣∣∣∣∣
n∑
i=1
ξij/
√
n
∣∣∣∣∣
=OP (
√
log(p) + max
j
√
sjK˜0 log(p)/
√
n) = OP (
√
log p),
where K˜0 = log(np) log(n) in the sub-Gaussian case and K˜0 = Kn log(n) in the strongly bounded
case. Therefore, on the above event, I1 ≤ OP
(√
log(p)|σ̂2ǫ − σ2ǫ |+
√
log(p)maxj λj
√
sj
)
. Under
Assumption 2.4, we can find ζ ′1 such that P (I1 > ζ
′
1) = o(1) and ζ
′
1
√
1 ∨ log(p/ζ ′1) = o(1). Using
the fact that ||∆||∞ ≤ OP (K20s0 log(p)/
√
n), we can prove the same result for ||∆¯||∞ conditional
on the event {ωjj/2 < ω̂jj < 2ωjj for all 1 ≤ j ≤ p}. Thus by Lemma 1.2 and (4), we have
P (|T¯G − T¯0,G| > ζ1) ≤ P (I1 + I2 + I3 > ζ1) < ζ2,
for ζ1
√
1 ∨ log(p/ζ1) = o(1) and ζ2 = o(1).
Let Γ¯ = max1≤j,k≤p |σ̂2ǫ Θ̂Tj Σ̂Θ̂k/
√
ω̂jjω̂kk − σ2ǫΘTj ΣΘk/√ωjjωkk|. Note that
|√ωjjωkk −
√
ω̂jjω̂kk| = |ωjjωkk − ω̂jjω̂kk|√
ωjjωkk +
√
ω̂jjω̂kk
.
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On the event ωjj/2 < ω̂jj < 2ωjj for all 1 ≤ j ≤ p, we have
|ωjjωkk − ω̂jjω̂kk|√
ωjjωkk +
√
ω̂jjω̂kk
≤ |ωjjωkk − ω̂jjω̂kk|√
ωjjωkk +
√
ωjjωkk/4
≤ (2/3)|ωjjωkk − ω̂jjω̂kk| max
1≤j≤p
1/ωjj,
which implies that
max
1≤j,k≤p
|
√
ωjjωkk/ω̂jjω̂kk − 1| ≤ max
1≤j,k≤p
|√ωjjωkk −
√
ω̂jjω̂kk| max
1≤j≤p
2/ωjj
≤(4/3) max
1≤j,k≤p
|ωjjωkk − ω̂jjω̂kk| max
1≤j≤p
1/ω2jj
=OP
(
|σ̂2ǫ − σ2ǫ |+max
j
λj
√
sj
)
.
Using similar arguments above, we can show that P (Γ¯ > v) = o(1) for v = 1/(αn(log(p))
2). The
rest of the proofs is similar to those in the proof of Theorem 2.2. We skip the details ♦
Proof of Theorem 2.4. Define T˜G = maxj∈G |
√
n(β˘j − β0j )/
√
ω̂jj| and T˜0,G =
maxj∈G
∑n
i=1 |ξij/
√
nωjj|. Under the assumptions in Theorem 2.3, we can show that
P (|T˜G − T˜0,G| > ζ1) < ζ2 for ζ1
√
1 ∨ log(p/ζ1) = o(1) and ζ2 = o(1). In another word,
the distribution of maxj∈G
√
n|β˘j − β0|/
√
ω̂jj can be approximated by maxj∈G |Zj | with
Z = (Z1, . . . , Zp) ∼d N(0, Θ˜). Under Assumption 2.5, by Lemma 6 of Cai et al. (2014), we have
for any x ∈ R and as |G| → +∞,
P
(
max
j∈G
|Zi|2 − 2 log(|G|) + log log(|G|) ≤ x
)
→ F (x) := exp
{
− 1√
π
exp
(
−x
2
)}
.
It implies that
P
(
max
j∈G
n|β˘j − β0j |2/ω̂jj ≤ 2 log(|G|) − log log(|G|)/2
)
→ 1. (5)
The bootstrap consistency result implies that
|(c¯∗G(α))2 − 2 log(|G|) + log log(|G|) − qα| = oP (1), (6)
where qα is the 100(1−α)th quantile of F (x). Consider any j∗ ∈ G such that |β˜j∗ −β0j∗|/√ωj∗j∗ >
8
(
√
2 + ε0)
√
(log |G|)/n. Using the inequality 2a1a2 ≤ δ−1a21 + δa22 for any δ > 0, we have
n|β˜j∗ − β0j∗ |2/ω̂j∗j∗ ≤ (1 + δ−1)n|β˘j∗ − β0j∗ |2/ω̂j∗j∗ + (1 + δ)n|β˘j∗ − β˜j∗ |2/ω̂j∗j∗, (7)
where n|β˘j∗ − β0j∗ |2/ω̂j∗j∗ = op(log |G|) as j∗ is fixed and |G| grows. From the proof of Theorem
2.3, we know the difference between n|β˜j∗ − β0j∗ |2/ω̂j∗j∗ and n|β˜j∗ − β0j∗ |2/ωj∗j∗ is asymptotically
negligible. Thus by (7) and the fact that β0 ∈ UG(
√
2 + ε0), we have,
max
j∈G
n|β˘j − β˜j |2/ω̂jj ≥ 1
1 + δ
{
(
√
2 + ε0)
2(log |G|)− op(log |G|)
}
. (8)
The conclusion thus follows from (8) and (6) provided that δ is small enough. ♦
Proof of Proposition 3.1. Similar to the proof of Theorem 2.4, the distribution of max1≤j≤p
√
n|β˘j−
β0|/
√
ω̂jj can be approximated by max1≤j≤p |Zj | with Z = (Z1, . . . , Zp) d∼ N(0, Θ˜). Under Assump-
tion 2.5, by Lemma 6 of Cai et al. (2014), we have for any x ∈ R and as p→ +∞,
P
(
max
1≤i≤p
|Zi|2 − 2 log(p) + log log(p) ≤ x
)
→ exp
{
− 1√
π
exp
(
−x
2
)}
.
It implies that
P
(
max
j∈Sc0
n|β˘j |2/ω̂jj ≤ 2 log(p)− log log(p)/2
)
→ 1. (9)
On the other hand, we note that
min
j∈S0
n|β0j |2/ω̂jj ≤ 2max
j∈S0
n|β˘j − β0j |2/ω̂jj + 2min
j∈S0
n|β˘j |2/ω̂jj
Because the difference between minj∈S0 n|β0j |2/ω̂jj and minj∈S0 n|β0j |2/ωjj is asymptotically negli-
gible, and P (2maxj∈S0 n|β˘j − β0j |2/ω̂jj ≤ 4 log(p)− log log(p))→ 1, we obtain
P
(
min
j∈S0
n|β˘j |2/ω̂jj > 2 log p
)
≥P
(
2min
j∈S0
n|β˘j|2/ω̂jj + 4 log(p)− log log(p) > 8 log(p)
)
→ 1.
(10)
9
Hence, (16) follows from (9) and (10).
We next prove the optimality of τ∗ = 2, i.e., (17). For large enough p, we can choose a set G∗
such that βj = 0 for j ∈ G∗, and |G∗| = ⌊pτ2⌋ with τ/2 < τ2 < 1. Following the above arguments,
we know that the distribution of maxj∈G∗
√
n|β˘j −β0j |/
√
ω̂jj can be approximated by maxj∈G∗ |Zj |
with Z = (Z1, . . . , Zp) ∼d N(0, Θ˜). Then we have
P
(
max
j∈G∗
n|β˘j |2/ω̂jj ≥ c log(p)
)
→ 1,
where τ < c < 2τ2 < 2. The conclusion thus follows immediately. ♦
Proof of Theorem 4.1. For simplicity, we only prove the result for the one-sided case (the arguments
below can be easily modified for the two-sided case). Define TG = maxj∈G
√
n(β˘j − β0j ) and
T0,G = maxj∈G
∑n
i=1 ξij/
√
n. Let c˜G(α) be the bootstrap critical value for the one-sided test at
level α. We first show that there exist ζ1, ζ2 > 0 such that
P (|TG − T0,G| ≥ ζ1) < ζ2, (11)
where ζ1
√
1 ∨ log(p/ζ1) = o(1) and ζ2 = o(1). Notice that
|TG − T0,G| ≤ max
j∈G
√
n|(ΘTj − Θ̂Tj )EnL˙β0|+ ||∆||∞ +
√
n||Θ̂R||.
Under the Lipschitz continuity in Assumption 4.1, we have
Θ̂Tj EnL˙β̂ = Θ̂
T
j EnL˙β0 + Θ̂
T
j EnL¨β̂(β̂ − β0) +Rj ,
where Rj = Θ̂Tj R ≤ maxi |Θ̂Tj xi| · ||X(β̂ − β0)||22/n = OP (Kns0λ2) (see the proof of Theorem 3.1
in van de Geer et al. 2014). It thus implies that
√
n||Θ̂R||∞ = OP (
√
nKns0λ
2). By Assumptions
4.3-4.4, we have
||∆||∞ = ||
√
n(Θ̂Σ̂− I)(β̂ − β0)||∞ ≤ ||Θ̂Σ̂− I||∞
√
n||β̂ − β0||1 = OP (
√
nλλ∗s0)
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Following the arguments in the proof of Lemma 1.2, it can be shown that under Assumption 4.5
max
j∈G
√
n|(ΘTj − Θ̂Tj )EnL˙β0| =max
j∈G
∣∣∣∣∣
n∑
i=1
ξ̂ij/
√
n−
n∑
i=1
ξij/
√
n
∣∣∣∣∣
=OP (Knmax
j
sj log(p)/
√
n) +OP
(
K2ns0
(
λ2
√
n ∨ λ
√
log(p)
))
Thus (11) follows from a proper choice of ζ1.
By Lemma 1.1, we have
sup
x∈R
∣∣∣∣∣P
(
max
j∈G
n∑
i=1
ξij/
√
n ≤ x
)
− P
(
max
j∈G
n∑
i=1
zij/
√
n ≤ x
)∣∣∣∣∣ . n−c′, c′ > 0,
where {zi = (zi1, . . . , zip)′} is a sequence of mean zero independent Gaussian vector with Eziz′i =
ΘTj Σβ0Θj. By the arguments in the proof of Theorem 3.2 in Chernozhukov et al. (2013), we have
sup
α∈(0,1)
|P (TG > c˜∗G(α)) − α| . π(v) + P (Γ˜ > v) + n−c
′
+ ζ1
√
1 ∨ log(p/ζ1) + ζ2, (12)
where π(v) = C2v
1/3(1 ∨ log(p/v))2/3. The conclusion follows by choosing v = 1/(αn(log(p))2) in
(12). ♦
2 Additional numerical results
We consider the linear models where the rows of X are fixed i.i.d realizations from Np(0,Σ)
with Σ = (Σi,j)
p
i,j=1 under two scenarios: (i) Toeplitz: Σi,j = 0.9
|i−j|; (ii) Exchangeable/Compound
symmetric: Σi,i = 1 and Σi,j = 0.8 for i 6= j. The active set is S0 = {1, 2, . . . , s0} with s0 = 3 or 15.
To obtain the main Lasso estimator, we implemented the scaled Lasso with the tuning parameter
λ0 =
√
2L˜n(k0/p) with L˜n(t) = n
−1/2Φ−1(1 − t), where Φ is the cumulative distribution function
for N(0, 1), and k0 is the solution to k = L˜
4
1(k/p) + 2L˜
2
1(k/p). We estimate the noise level σ
2 using
the modified variance estimator.
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2.1 Modified variance estimator
Figure S.1 provides boxplots of σ̂/σ for the variance estimator delivered by the scaled Lasso
(denoted by “SLasso”) and for the modified variance estimator in (24) of the paper (denoted
by“SLasso∗”). Clearly, the modified variance estimator corrects the noise underestimation issue
and thus is preferable.
2.2 Impact of the remainder term
We discuss the impact of the (normalized) remainder term ∆ on the coverage accuracy. Recall
the linear expansion
√
n(β˘−β0) = Θ̂XT ǫ/√n+∆, where ∆ = (∆1, . . . ,∆p)T = −
√
n(Θ̂Σ̂− I)(β̂−
β0) with Σ̂ being the Gram matrix and β̂ being the Lasso estimator. The studentized maximum
type test statistic can be written as
max
1≤j≤p
√
n|β˘j − β0j |√
ω̂jj
= max
1≤j≤p
∣∣∣∣∣
∑n
i=1 ξ̂ij√
nω̂jj
+
∆j√
ω̂jj
∣∣∣∣∣ . (13)
Thus the coverage accuracy can be greatly affected by the term ∆∗j :=
∆j√
ω̂jj
. Note that this
(normalized) remainder term is determined by Θ̂. We now consider three different methods in
estimating Θ : (i) nodewise Lasso with λjs chosen by 10-fold cross validation; (ii) nodewise Lasso
with λj = 0.01; (iii) the method in Javanmard and Montanari (2014) with the tuning parameters
chosen automatically by their algorithm. To empirically evaluate ∆∗ := (∆∗1, . . . ,∆
∗
p)
T , we consider
the linear models with t(4)/
√
2 errors, n = 100 and p = 500. Define ∆∗ac = (∆∗j )j∈S0 and ∆
∗
in =
(∆∗j )j∈Sc0 . Figure S.2 presents the boxplots for ||∆∗ac||∞ and ||∆∗in||∞. The nodewise Lasso clearly
outperforms the method in Javanmard and Montanari (2014), and the choice of λj = 0.01 yields
the smallest ||∆∗ac||∞ in all cases. In addition, ||∆∗ac||∞ is relatively large when Σ is exchangeable,
s0 = 15 and p = 500, which explains the lack of performance/undercoverage in this case. We
observe that the maximum norms of ∆∗ac and ∆∗in generally increase with s0. Overall, the above
discussions support our observations in Tables 1-2 of the paper in the sense that the lower the
(normalized) remainder term is, the more accurate the coverage is.
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Figure S.1: Boxplots for σ̂/σ, where s0 = 3 or 15, Σ is Toeplitz or exchangeable, and the
errors are generated from the studentized t(4) distribution. Here “SLasso” corresponds to the
variance estimator delivered by the scaled Lasso and ‘SLasso∗” corresponds to the modified
variance estimator.
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Figure S.2: Boxplots for ||∆∗ac||∞ and ||∆∗in||∞, where s0 = 3 or 15, p = 500, Σ is Toeplitz or
exchangeable, and the errors are t(4)/
√
2. Here “CV”, “0.01”, “JM” and “TRUE” denote
the nodewise Lasso with λjs chosen by 10-fold cross validation and λj = 0.01, the method in
Javanmard and Montanari (2014) and the method with the true Θ respectively. Note that
the y-axis is plotted on a log scale.
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