Abstract. The main question, we are concerned with in this article, can be formulated, in general terms, as follows: given a real submanifold Λ of a complex manifold, what is the relation between complex (CR) structure on Λ and families of 1-dimensional complex submanifolds (analytic discs) which can be attached to Λ by their boundaries? In other words, we ask to what extent a real manifold must be complex if it extends analytically in a family of analytic discs (possesses one-dimensional extension property)?
Introduction
In this article. we establish and study the link between the three following subjects:
• Global properties of smooth families of analytic discs attached to real submanifolds of complex manifolds.
• Characterization of CR-manifolds and CR-functions.
• Version of the argument principle for smooth families of holomorphic mappings (parametric argument principle).
Albeit the third subject is of independent interest, here we view it rather as the main tool, while the the problems related to the first two subjects will be in the main focus.
1.1. Description of the main problem. Let Λ be a real submanifold of a complex manifold X = X n of the complex dimension n. CR-structure on Λ is defined by the complex subspaces of the tangent space of Λ. CR-manifolds are manifolds with the constant CRdimension. CR-functions on CR-manifold Λ are smooth functions satisfying the tangential CR-equations in the complex tangent spaces. For continuous functions, the CR-conditions can be formulated in a weak sense, in terms of orthogonality to ∂-closed forms.
If Λ is a complex submanifold then CR-functions are the same as holomorphic functions. By Bochner-Severi theorem CR-functions on the boundary of a domain in C n coincide with the boundary values of holomorphic functions in this domain.
Analytic disc D = ϕ(D) in X is the image of the closed unit complex disc ∆ under holomorphic immersion ϕ : ∆ → X. The disc is attached to a real manifold Λ if ∂D = ϕ(∂∆) ⊂ Λ. Analytic discs are very powerful tool for study CR-manifolds, and the literature on this subject is very large.
The main problem, we study in this article, can be formulated as follows:
• Derive lower estimates for the CR-dimension from global properties of families of attached analytic discs which the manifold admits. Let us disuss the problem in more details. First of all, when the manifold is the graph of a function, then the question turns to a characterization of CR-functions. If n = 1 then both the manifold and the attached analytic discs lie in the same complex plane and we arrive to the problem of characterization of holomorphic functions in terms of analytic extensions from inside closed curves. When the manifold is a boundary of a domain in C n then we deal with the Morera type problem of characterization of boundary values of holomrphic functions. In the authors's articles [1] , [2] such characterization were obtained under assumption of real analyticity and, in particular, two open questions, the strip-problem and Globevnik-Stout conjecture, were answered in real analytic category. These problems concern characterization of holomorphic functions in planar domains and boundary values of holomorphic functions in domains in C n (see [1] , [2] , [3] , [4] , [8] , [6] , [7] , [9] , [11] , [12] , [17] , [18] , [20] - [27] , [28] , [29] , [33] , [39] , [40] , [43] ). A brief discussion of them is given in the next section.
The case when the manifold Λ is the graph of a function f is of special interest. If f analytically extends to an attached analytic disc, then the graph of extension is an analytic disc attached to the graph of f . The function f is holomorphic or CR means that its graph is a complex or CR-manifold. Therefore, if one passes from the language of functions to the language of the manifold, then one is led to a problem of characterization of complex manifolds or CR-manifolds as real manifolds equipped by families of attached analytic discs.
Let us make an important remark. The minimal number of parameters of a family F of curves covering a manifold Λ is dim F = dim Λ − 1. If one is allowed to shrink analytic discs to a point then their tangent complex vectors converge to a tangent complex vector in the tangent space of the manifold at the limit point. Having at hands rich enough family of discs one can induce complex tagent spaces of arbitrary possible dimension.
However, to induce a tangent complex line, by the above limit process, one needs at least (dim Λ + 1)-parametric family of attached discs. On the contrary, we use the families containing no infinitesimally small discs. This circumstance makes the problem nontirivial.
Our basic result is Theorem 2 describing families of attached analytic discs which enforces the CR-dimension to be positive. This result makes sense for d ≤ n since otherwise the CRdimension is automatically positive. In the case d ≤ n we construct families F of attached analytic discs depending on minimally possible number of parameters: dimF = dim Λ − 1 or dim F = dim Λ and inducing complex lines in the tangent spaces. Then we apply this result to treat the case of general dimenions d and arbitary CR-dimensions.
1.2.
Examples. The very existence of families, even large ones, of attached analytic discs does not guarantee nontirivial CR-structure, induced by the ambient complex manifold. For instance, the 2-dimensional manifold in C 2 , Λ = {(z 1 , |z 1 |) ∈ C 2 : r ≤ |z 1 | ≤ R}, where r and R are given positive numbers, admits 1-parameter family of attached analytic discs D t = {(z, t) ∈ C 2 : |z| ≤ t}, but is totally real. This manifold, which is geometrically is a compact portion of a cone (see Fig.1 , on the left), is the graph of the function |z| over the annulus {r ≤ |z| ≤ R} in C. The attached discs are obtained by by parallel sections Rez 2 = t of the solid 3-dimensional cone {Imz 2 = 0, |z 1 | ≤ Rez 2 }. Moreover, even families, depending on more parameters, may not detect complex structure. For instance, it was observed in [20] that the function 1/z extends analytically inside 3-parameter family of circles in C, surrounding 0. Then the graph Λ = {(z, 1/z) ∈ C 2 : r ≤ |z| ≤ R} of this function, over the same annulus, admits 3-parameter family of attached analytic discs which are graphs of the corresponding analytic extensions. Nevertheless, Λ is totally real. Let us give more examples to illustrate the main problem and the main result of the article.
Example 1. Consider the 2-dimensional torus Λ = T 2 in C 2 realized as the Shilov boundary of the bidisc ∆ 2 , where ∆ is the unit disc in the complex plane, i.e. T 2 = ∂∆ × ∂∆. The 2-dimensional totally real manifold T 2 admits 1-parameter family S 1 × ∆ of attached analytic discs.
Example 2. Let Λ be an embedded annulus
and let
where |t| = 1. Thus, Λ is just the graph of the function z over the annulus, and D t are the graphs of discs inscribed in the annulus. As in Example 1, the 1-parameter family of analytic discs D t is parametrized by points t ∈ S 1 , and each analytic disc D t is attached (in fact, belongs) to Λ. The manifold Λ is complex. It is illustrated on Fig.1 , on the right. 
This manifold admits 3-parameter family of attached analytic discs D t , parametrized by the points
where
The manifold Λ is the graph of the function |z 1 | 2 over the unit sphere S 3 in C 2 . This function is constant on the sections of S 3 by 1-dimensional complex linear subspaces and the attached analytic discs D t are the graphs of the constant extensions over those linear sections. Λ is totaly real at each point except the circle (0, z 2 , 0), |z 2 | = 1.
Take t = (t 1 , t 2 ) ∈ S 3 ⊂ C 2 and let L t be the (unique) complex line tangent to the 3-sphere
Then {D t } t∈S 3 is a 3-parametric family of analytic discs attached to Λ. The manifold Λ is the graph of the function z 1 over S 3 . The analytic discs D t are graphs of z 1 over the sections of the unit ball in C 2 by complex lines tangent to the sphere
The manifold Λ is maximally complex, dim CR Λ = 1.
Let us briefly analyse the examples. First, notice that in all of them the manifold Λ and the families of the attached discs are real-analytic. In Examples 1 and 3 the manifolds are totally real, while in Examples 2 and 4 the CR-dimensions are positive.
Let us examine the dimensions. In Example 1 and Example 2 the dimension of manifolds Λ is d = 2 and the dimension of the family of discs is k = d − 1 = 1. The boundaries of the attached discs are 1-dimensional curves and the dimensions of the families of these curves are 1. The families cover the 2-dimensional manifold and therefore no dimensional degeneracy happens in both examples. Nevertheless, Λ in Example 1 is totally real while in Example 2 it is a complex manifold.
However, what makes Examples 1 and 2 different is that, albeit in both cases the families of the discs are parametrized by the same closed manifold S 1 , in Example the manifold Λ is closed while in Example 2 it is not. In particular, the Brouwer degree of the mapping
which parametrizes the family of the boundaries D t , equals deg Φ = 1 in Example 1 (Φ is identical mapping in this case) and equals deg Φ = 0 in Example 2 (as the degree of a mapping of a closed compact manifold onto compact manifold with nonempty boundary). Now turn to Examples 3 and 4. Here in both cases the dimensions of Λ are d = 3 and the dimensions of the families are k = 3. Contrary to Examples 1 and 2, here we face dimensional degeneracy, since k + 1 = 4 > d = 3. However, the results again are different: in Example 3 Λ is totally real (except the circle {(0, z 2 , 0) : |z 2 | = 1}), while in Example 4 Λ is maximally complex (the CR-dimension equals 1). Hence, there must be other factors , besides degeneracy, which may affect to CR-dimensions.
To understand the difference betweeen Examples 3 and 4, let us us look at them from the topological point of view. Observe that in Example 3 the projections of the discs D t on the plane z 1 , z 2 are all complex lines through 0 and their union coincides with the unit ball in C 2 . The discs D t sweep up in C 3 a 5-manifoldΛ in C 3 . This manifold is contractible and therefore topologically trivial. In particular, the set of the centers of the discs D t is the segment [0, 1], representing a topologically trivial loop.
In Example 4, the opposite, the projections of the discs on C 2 are complex lines tangent to the sphere of radius 1/2. The 4-dimensional manifoldΛ ⊂ C 3 in this example is noncontractible, as it contains a hole corresponding the ball |t| < 1/2. Moreover, the centers of the discs D t form a 3-cycle which bounds no 4-cycle inΛ, because this cycle surrounds the hole.
1.3.
Comments on the results and the content of the article. Thus, we observe in the above four examples that the manifold Λ carries no complex structure in the cases when the family of the attached discs is either homologically nontrivial but non-degenerate (Example 1), or degenerate but homologically trivial (Example 3). By degeneracy we understand the two following situations. The first one is the dimensional degeneracy, when k + 1 > d, as in Examples 3 and 4, where k is number of parameters of the family. The second type is On the other hand, in Example 2 and Example 4, where the manifolds Λ has positive CR-dimension, the families of attached analytic discs are both degenerate and homologically nontrivial.
It appears that just the last two properties are crucial. The main result of this article, Theorem 2, says that families of attached discs, possessing these two properties, do induce CR-structure. The dimension of this stucture depends on the size and the structure of the family of the attached analytic discs.
One should mention that the phenomenon is essentially global, as the property of homological nontriviality is a global property (though, the condition of degeneracy is obviously local). Moreover, examples show that one can not expect local characterizations of the considered type.
The results on attached analytic discs rest on Theorem 1 which is the key theorem in the article. Theorem 1 can be interpreted as a parametric argument principle.
Let us explain what is meant by that. By argument principle for complex manifolds one can understand the following fact: if V s 1 , V 2 n−s are two transversally intersecting bordered complex submanifolds in a complex manifold X n then then the liniking number of the boundaries equals to the number of the intersection points:
In particular, if ϕ : ∆ → X is a nondegenerate holomorphic mapping of the unit complex disc to a complex manifold, smooth up to the boundary, then the linking number of the curve Γ = ϕ(S 1 ) and the boundary of any (algebraic) complex variety, disjoint from Γ, is nonnegative. Alexander and Wermer proved [10] that this condition is also necessary for Γ to bound a 1-dimensional complex manifold or chain.
Therefore, if Γ is homologically trivial, i.e. H 1 (Γ; Z) = 0, so that all the above linking numbers are 0, then no complex chain is bounded by Γ and hence ϕ degenerates: ϕ(∆) = Γ. This fact can be regarded as a weak version of the argument principle for holomorphic mappings. Now, suppose that, instead of a single mapping, we have a smooth family ϕ t (ζ) of analytic mappings from ∆ to C n , parametrized by points t from a real manifold M. Such objects naturally appear as parametrizations of families of attached analytic discs. Theorem 1 generalizes the above degeneracy phenomenon, from the case of single analytic mapping (dim M = 0) to multi-parametric families (dim M > 0.). Analogously to the classical case, Theorem 1 claims that if the family ϕ t topologically degenerates on the boundary, S 1 × M, then it degenerates in the solid manifold ∆ × M.
The crucial condition, of homological nontriviality, for this to be true is that the manifold ϕ t (∆), t ∈ M, of the discs homologically equivalent to the manifold M of the parameters. Namely, this means that for some (and then for any) fixed z 0 ∈ ∆ the mapping
maps M to a nontrivial cycle in the union of the images, ∪ t∈M ϕ t (∆).
Theorem 1 , applied to the parametrizing mappings of the families of attached analytic discs, delivers the needed information about CR-structure because the degeneracy which claims Theorem 1 implies nonzero complex tangent spaces in the target manifold Λ = ∪ t∈M ϕ t (S 1 ). The article is organized as follows. Section 2 is devoted to theorems for manifolds. All objects, manifolds and families of the analytic discs are assumed real-analytic.
All theorems in Section 2 are derived from Theorem 1 which is the basic fact behind all the results of this article. Theorem 1, which we prove in Section 4, says that if a CR-mapping from a Cartesian product ∆ × M, where is the unit complex disc ∆ and M is a real compact manifold, degenerates on the boundary S 1 × M and is homologically nontrivial then the degeneracy propagates inside the Cartesian product.
Theorem 1 generalizes, from a single analytic function to parametric families of analytic functions, the following corrollary of the argument principle: if an analytic function in the unit disc, smooth up to its closure, degenerates on the boundary (i.e., either maps it to a point, or has degree 0) then it is constant. Theorem 2 presents a geometric version of Theorem 1 and says that if d ≤ n then real d-manifold in n-dimensional complex space everywhere the positive CR-dimension (i.e., is nowhere totally real) if it admits a degenerate homologically nontrivial family of attached analytic discs. Corollary 2.2 is a partial of Theorem 2 for n = 2. It gives a characterization of complex curves in C 2 as a real 2-manifolds admitting nontrivial families of attached analytic discs.
Theorem 2 gives nothing when d > n because the CR-dimension is always at least d − n. Theorem 3 extends Theorem 2 for the range d ≥ n. It gives conditions for the lower bound dim CR Λ > q which is nontrivial for q > d − n Theorem 4 is a special case of Theorem 3, for the case dim Λ = 2p − 1, q = p − 1. It decsribes maximally complex manifolds, which, due to known results of Wermer [42] , Harvey and Lawson [32] are exactly boundaries of complex p-chains. Therefore, Theorem 4 characterizes those real manifolds which are boundaries of complex manifolds, in terms of attached analytic discs. Results of this type , for the case of analytic discs, obtained by complex linear sections, are earlier obtained by Dolbeault and Henkin [15] , [16] and T.-C. Dinh [12] , [13] , [14] .
Section 3 is devoted to characterization of CR-functions on CR-manifolds. The obtained results are just special cases of corresponding theorems from Section 2, when the manifolds under consideration are graphs of functions. We give characterizations CR-functions and boundary values of holomorphic functions, in terms of analytic extension in families of attached analytic disc (one-dimensional extension property). In particular, these results contain solutions of the strip-problem and of Globevnik-Stout conjecture, for real-analytic functions (see [1] , [2] ). Similar characterization of CR-functions were obtained by Tumanov in [41] . Albeit, in [41] pretty special families of attached discs (thin discs) were exploited.
In Section 4 we prove Theorem 1 which serves the base for all other results. We present two versions of the proof. The first one works for the general case, while the second one-for closed families of discs. Both proofs exploit the duality between homologies and cohomologies, but the first proof uses Poincare duality and intersection indeces and is more geometric, while the second one uses de Rham duality and integrals of differential forms, computing linking numbers, and is more analytic.
Both versions of the proof develop the ideas and constructions from the earlier articles [1] , [2] of the author. However, here we not only generalize results from [1] and [2] to higher dimensions, and from CR-functions to CR-manifolds, but we also modify the approach. In particular, we tried to expose the constructions and the arguments, as much as possible, in a coordinate free form.
As we have mentioned, Theorem 1 is our key tool for estimation CR-dimensions by means of attached analytic discs. In the concluding section we discuss the generalization of Theorem 1 to a version of argument principle for CR-manifolds and CR-mappings.
Main theorem.
In the notations for manifolds, we will use upper index for the dimensions. For real manifolds it will mean the real dimension, and and for complex manifolds -the complex one. However, sometimes we will be omitting this index.
Let X = X n be a complex Stein manifold of the complex dimension n. For simplicity we assume X realized as a submanifold of the Euclidean space, X ⊂ C N . Let Λ = Λ d ⊂ X be a real smooth d−dimensional submanifold, maybe with the boundary.
For each point b ∈ Λ we denote T b Λ the real tangent space to Λ at the point b and by 
In this case the manifold Λ is called generic. When d = n , the generic manifolds have no nontrival complex tangent spaces. Such manifolds are called totally real. For d > n the manifold Λ d is never totally real, while when d ≤ n the manifold may be totally real and may be not.
When c(b) = const then Λ is called CR-manifold. In this case, a smooth function f on Λ is called CR-function if it satisfies the tangential CR-equation, Xf = 0 for any local tangent field X ∈ T C Λ. We will be dealing with families of smooth attached analytic discs, D t , smoothly parametrized by points t of a real-analytic manifold, M = M k . The manifold M k will be assumed oriented and compact, with boundary or without it. Each analytic disc D t , t ∈ M is parametrized by a holomorphic immersion ϕ t : ∆ → D t , which is smooth up to the boundary of the unit disc. Smooth dependence of the family D t on the parameter t means that the mapping
. The order r of smoothness can be r = ∞ or r = ω. In the latter case we deal with real-analytic family. Throughout the paper the families of attached analyitic disc will be real-analytic.
Let Λ d ⊂ X n be a real submanifold as above. The fact that the discs
are attached to Λ simply means that Φ(∂∆ × M) ⊂ Λ. We assume more, namely, that Λ is covered by the closed curves ∂D t i.e.
In this case we say that Λ admits the family
The mapping Φ is assumed regular on
From the construction, the dimension k = dim M of the family F cannot be less than d − 1:
By the regularity condition, the dimensions of the fibers Φ
All main results of this article follow from the following theorem about propagation of boundary degeneracy, which we regard as parametric argument principle (see Introduction).Everywhere in the sequel, the homology groups are understood wioth coefifcients in Z.
Suppose that 1. Φ degenerates (is homologically trivial) on bΣ in the following sense: the induced homomorphism of the relative homology groups:
is zero, Φ * = 0.
Φ is homologically nontrivial on Σ , meaning that the induced homomorphism
is not zero,
None of the conditions 1 and 2 can be omitted. Proof. The (k + 1)-th homology group of the (k + 1)-manifold bΣ = S 1 × M k is generated by the fundamental homology class
. The maximal rank of Φ on bΣ is k + 1 and Λ is at most (k + 1)-dimensional. If Λ has dimension k or less, then the (k + 1)-th homologies of Λ are trivial. Otherwise, Λ has dimension k + 1 and then 
Remind, that a cycle C ⊂ Y, relative to a subset Y 0 ⊂ Y, is a chain which boundary lies in Y 0 . The relative cycle C is not homological to zero, relatively (to Y 0 ),if it is homological in Y to no chain lying in Y 0 .
Most transparent the condition of homologically nontriviality of th afamily of attched discs looks when M is a closed manifold. Then it means that the k-cycle c = Φ({0} × C) of the "centers"' of the discs D t bounds no (k + 1)-chain in the union ∪ t∈M D t of the closed discs.
Applying Theorem 1 to parametrization Φ of families of analytic discs we obtain its geometric version: Proof. Theorem 2 immediately follows from Theorem 1. Indeed, the conditions for the family F of Theorem 2 exactly translate, due to Definitions 2.2 and 2.3. as the conditions of Theorem 1 for the parametrization Φ..
The conclusion rank dΦ < k + 2 on ∆ × M k of Theorem 1 says that for each point
are linearly dependent over the field R. Here ζ = re iψ and t j are local coordinates on M k . (In the sequel, we will call sometimes the vectors from this system, corresponding to t jderivatives, velocity vectors).
Taking into account the CR-equation ∂ r Φ(u) = −i∂ ψ Φ(u) we obtain from the R-linear dependence of the above system that the vectors
are linearly dependent over C. But these vectors span the tangent space T b Λ at the point b = Φ(u) and therefore
and thus c(b) ≥ 1.
Remarks.
1. One can see from the formulation of Theorem 1, that Theorem 2 which is a corrolary of Theorem 1, remains true if we assume that M and Λ are compact real-analytic chains rather than manifolds. In this case we are talking about CR-dimension at smooth points of Λ. 2. Examples 1-4 show that the conditions of homologically nontriviality and the condition for the Brouwer degree in the case k = d − 1 are essential, meaning that Theorems 1 and 2 fail to be true if any of these conditions is omitted. 3. The condition for the Brouwer degree in Theorem 2 holds, for instance, if the parametrizing manifold M is closed, while the manifold Λ, the opposite, is not, i.e. ∂Λ = ∅, as in Example 2.
In the simplest case n = d = 2 Theorem 2 characterizes complex curves in C 2 . Indeed, the conclusion of Theorems 1 in this case is that the tangent spaces T b Λ, b ∈ Λ, contain complex lines. Since the real dimension of the tangent spaces is 2 this implies that T b Λ is a complex line and therefore Λ is a 1-dimensional complex manifold.
Thus, we have The compact manifold Λ is expected to be complex and therefore should be assumed having nonempty boundary. Most interesting is the case k = 1, when the family of discs is 1-dimensional and is parametrized by a curve M. The condition b) is fullfiled, for instance, if the family {D t } is closed, i.e. M diffeomorphic to the circle S 1 .
Suppose that is can be covered by the boundaries
γ t = ∂D t of analytic discs D t ⊂ C 2 , constituting a real-analytic regular k-dimensional family, F M k , where k = 1 or k = 2,
3.1.
Lower bounds for CR-dimensions. General case. In the previous subsection we have considered the case d ≤ n and gave conditions for the CR-dimension of the manifold Λ to be positive, i.e. to be at least 1. If d > n then the CR-dimension is always positive and is at least d − n and the lower bound d − n is achieved for generic manifolds.
In this subsection we consider the case d ≥ n. We describe families of attached analytic discs which enforce the manifold to be non-generic. In other words, we derive the lower estimate dim CR Λ ≥ d − n + 1 from the properties of families of attached analytic discs which Λ admits.
Let again
be a real-analytic regular parametrization of the family of analytic discs {D t } t∈M k attached to the real-analytic manifold Λ d ⊂ X n .
Definition 3.5. Let ν ≤ k be an integer and let C ⊂ M k be a chain in M k , of the dimension dim C = ν or dim C = ν − 1. We say that that the family
.2) and is homologically nontrivial (see Definition 2.3) on ∆ × C.
The meaning of the definition is that either Φ decreases the dimension of S 1 × C from ν + 1 to ν, or, when dim C = ν − 1, there is topological degeneracy: deg Φ = 0 on S 1 × C.
Definition 3.6. Let F C be a ν-chain of analytic disc from the previous definition. Denote
By the tangent plane of F C we understand
if b is a smoothness point, and union of the tangent planes, if b is a point of self-intersection for Λ C .
The geometric meaning of the definition is as follows. Consider all curves ∂D t , t ∈ C, passing through the point b ∈ Λ. The tangent, at the point b, vectors to these curves are tangent to Λ. The same is true for the velocity vectors (derivatives in the parameters t j ). The condition is that all these tangent vectors span the given linear subspace {P i ν in T b Λ. Definition 3.8. We will call a real ν-plane Π ⊂ T b Λ admissible if there is a complex linear subspace P ⊂ T B X n such that Π = P ∩ T b Λ and the intersection is transversal. The complex dimension of such space P must be dim C P = 2n − d + ν.
The following theorem applies to the case d > n and gives conditions to ensure that the CR-dimension is bigger than the generic dimension d − n, at least by 1.
Suppose that the family F has the following property: for any point b ∈ Λ and for any
Proof. Suppose that Λ is generic at a point b ∈ Λ. Then the CR-dimension c(b) = d − n and the d-dimensional tangent plane decomposes into the direct sum of a complex plane of the complex dimension d − n and a real plane of the real dimension d − 2(d − n) = 2d − n:
The (2d − n) can be obtained by complex section of T b Λ, i.e. i admissible.
By
, free of nontrivial complex subspaces. This contradiction shows that Λ is not generic at any its point. The next result generalizes Theorem 3 for higher CR-dimensions. It gives conditions for the CR-dimension to be at least q where q >≥ d − n is a given natural number not bigger than n. 
Proof. Let b ∈ Λ. Let c(b) be the CR-dimension at the point b. We know that always c(b) ≥ d − n. The tangent plane decomposes as in the previous theorem:
into a complex subspace and a purely real admissible one.
Applying the same argument as in the previous proof, we conclude, from the condition and Theorem 2, that any admissible plane
of the dimension ν = d − 2q + 2, contains at least 1-dimensional complex subspace. Now suppose that, contrary to the assertion,
and therefore the second, totally real, subspace, Π
, in the decompostion must contain complex lines, which is not the case. This contradiction shows that c(b) ≥ q. This theorem generalizes Theorem 2 from the dimension n = 2 to arbitrary n. Notice, that the admissible 2-planes are intersections of Λ with complex (n − p + 1)-planes. Now suppose that dim Λ = d = 2p − 1 is odd. Then the maximal value for the CRdimension is q = p − 1. The paraketer ν is ν = d − 2q + 2 = 3. The admissibkle 3-planes are obtained as the sections of Λ by cxomplex (n − p + 2)-planes. Harvey and Lawson [32] proved that maximally complex real closed manifolds are exactly those which are boundaries of complex manifolds (chains). This means that if Λ 2p−1 is maximally complex then there exists p-dimensional complex chain V ⊂ X n such that Λ = ∂V. Therefore the special case of Theorem 4 is [15] , [16] proved that the closed maximally complex manifold Λ = Λ 2p−1 ⊂ CP n bounds a holomorphic chain, if for any complex (n−p+1)-plane P, transversally intersecting Λ, the the (1-dimensional) intersection Λ ∩ P , bounds a complex 1-chain. T.-C.Dinh [12] , [13] , [14] refined the result, by eliminating the condition for Λ to be maximally complex and by using a narrower family of the complex (n − p + 1)-sections.
Dolbeault and Henkin
The Dolbeault-Henkin-Dinh results, when the manifold Λ is contained C n , correspond to Theorem 5 for the special case of "'linear" discs. The required, by Theorem 5, singular chain F C , passing through an arbitrary point b, correspond to complex (n − p + 1)-subspaces of the complex (n − p + 2)-subspace defined a given admissible direction. The homological nontiriviality can be provided by imposing the condition that the analytic discs (complex sections) are disjoint from a fixed compact (n − p + 1)-linearly convex set Y (see [12] , [13] .) Remark. 1. Due to real analyticity, it suffices to require in Theorems 3-6 that the singular chaines condition hold for the points b from an open set U ⊂ Λ. 2. Most simply Theorem 6 look in the case n = 3, d = 3, p = 2. Then the condition about passing 3-directions holds automatically and Theorem is says that a sufficient condition for the real-analytic closed 3-dimensional surface Λ to be a boundary Λ = ∂V of a complex 2-chain V is that Λ admits homologically nontrivial 3-dimensional regular real-analytic family of attached analytic discs. This conditions is also neccessary. The corresponding family may be constructed from the analytic discs in V, attached to the boundary ∂V = Λ and located nearby ∂V.
Morera type characterizations of CR-functions
In this section we apply the above results CR-dimensions to the graphs of functions. As result we obtain characterization of CR-functions in terms of analytic extendibility in attached analatyic discs.
4.1.
The case of CR-dimension 1. We start with the case when the CR-dimension of the carrying manifold is 1. The following theorem follows from Theorem 2 applied to real manifolds which are graphs.
real-analytic regular degenerate and homologically nontrivial family of attached analytic discs, parametrized by a compact real-analytic k-manifold M
k . Let f be a real-analytic function on Λ such that the restriction f | ∂Ωt analytically extends in the analytic disc Ω t , for any t ∈ M, or, equivalently, Proof. Let Λ be the graph of the function f ,
Then Λ is a real-analytic submanifold of X n × C of degree d = n + 1. Since Ω is generic, we have dim CR = d − n = 1. On the other hand, the guaranteed lower bound for the CR-dimension of the graph Λ is
and our aim is to raise the lower bound to 1. Denote Q f the lifting mapping
If F t is the analytic extension of the function f into the analytic disc Ω t then the composition mapping Φ t = F t • Ψ t defines the parametrization of the family of analytic discs
attached to the manifold Λ. Analytic discs D t are the graphs D t = graph Ωt F t of the analytic extensions F t into analytic discs Ω t .
It can be readily checked that the conditions for the manifold Ω and for the parametrization Ψ in Theorem 7 translates as the corresponding conditions for the manifold Λ and the parametization Φ in Theorem 2 (with the dimension n replaced by n + 1.) Then Theorem 2 implies the estimate
This means that at any point u ∈ Ω the differential dQ f (u) maps the one-dimensional complex subspace in T u Ω to a one-dimensional complex subspace of T (u,f (u)) Λ. In other words, the differential df (u) is a complex linear map on T C u Λ and therefore f satisfies the tangential CR-equation at the point u.
Remark 4.1. The result similar to Theorem 7 but for special families of attached analytic discs ("thin" discs), was obtained by Tumanov [39] .
The simplest special case n = 1 of Theorem 7 gives an answer, for real-analytic case, of a question, known as the strip-problem. The detailed proof is given in the article [2] and we refer the reader to them for details and the references.
Corollary 4.2. (the strip-problem) Let Ω be a compact domain in the complex plane, covered by 1-parameter regular real-analytic family of Jordan curves γ t , such that no point in Ω is surrounded by all curves γ t . Then if f is a real analytic function on Ω such that all complex moments
Then f is holomorphic in Ω.
Let us make a few remarks before the proof. Remarks. 1.According to our considerations, the manifold M, which parametrizes the family γ t , is 1-dimensional compact manifold (k = 1), i.e. M can be taken either the unit circle M = S 1 or the segment M = [0, 1]. 2. The regularity of the family geometrically means that for each non-boundary point bΩ\∂Ω and any curve γ t passing through b the tangent vector to γ t at b and the "velocity" vector (the derivative in t) are not colinear (the "sliding points" are located on the boundary). 3. The condition for f is equivalent to analytic extendiblity of f inside the domain Ω t bounded by γ t . By γ t surroundung b we understand that b is inside γ t or b belongs to γ t , i.e. in both cases b ∈ Ω t .
Proof. Let Φ be a regular parametrization of the family Ω t . The mapping Φ(·, t) can be chosen the Riemannian conformal mapping of the unit disc ∆ onto Ω t . These mappings are assumed to be chosen real-analytically depending on the parameter t. CR-functions on Ω are holomorphic functions and hence to derive Corollary 4.2 from Theorem 7, we only have to check that the family Ω t is homologically nontrivial. It is rigorously done in [2] . We will give the sketch of the argument.
If the domains Ω t constitute homologically trivial family then the 1-cycle = Ω 0 ∪ Ω 1 . The cycle c can be contracted, withinΩ, to a point, b, and then by lemma about covering homotopy the cycle C = {0} × M can be correspondingly deformed to a nontrivial cycle C ′ . This nontrivial cycle C ′ must intersect each closed disc ∆ × {t} which means that b belongs to each domain Ω t . We arrived to a contradiction with the condition. Thus, the family Ω t satisfies all the conditions of Theorem 7 and Corollary 4.2 follows. Proof.
Arbitrary CR-dimensions. The version of Theorem 4 for graphs is:
Let F t be the analytic extension of f into D t . Then Λ is covered by the boundaries of the analytic discs
The manifolds Ω and Λ are linked by the diffeomorphism
preserving the boundaries of the attached analytic discs. One can readily check that the conditions of Theorem 8, for the manifold Ω d and for the family {Ω t } t∈M k , imply same type conditions of Theorem 4, for Λ d and for the family {D} t∈M k , with the same parameter q. By Theorem 4 the CR-dimension of Λ satisfies
But this means that the mapping Q f does not decrease CR-dimension and hence Q f is CR-mapping. Then the function f is CR-function as the superposition f = π 2 • Q f of two CR-mappings, Q f and the projection π 2 (u, w) = w.
The special case d = 2q = 2n leads to a test for holomorphic functions, which is generalization of Corollary 4.2 for arbitrary dimensions. In this case d − 2q + 2 = 2, the admissible 2-diections are complex lines and we have 3. (n-dimensional strip-problem) . Let Ω be a domain in C n covered by the boundaries ∂Ω t of the analytic discs from a regular real-analytic family F M . Suppose that Remark. Notice that all the analytic discs D t belong to V. One of the way to provide homological nontirviality of this family is to require that they surround a hole, meaning that the analytic discs
The family in the next result is exactly of this type.
Example (Globevnik-Stout conjecture [28] ). Nagel and Rudin [34] proved that if f is a continuous function on the unit sphere in C n having analytic extension into any complex line on the fixed disctance to the origin then f is the boundary value of a holomorphic function in the unit ball. The proof essentialy used harmonic analysis in the unitary group and did not extend to non-group invariant case.
In [29] the problem of generalization of Nagel-Rudin theorem for arbitrary domains was formulated. T.-C.Dinh [13] proved Globevnik-Stout conjecture under assumption of non real-analyticity of the line sections. Baracco,Tumanov and Zampieri [11] confirmed the conjecture with tangent Kobaysashi geodesics in the place of linear sections. (see [2] for the extended references).
We give here the result which contains proof of the conjecture from [28] for real-analytic functions and manifolds (see [1] , [2] ). The following theorem is a consequence of Corollary 3.3.
, be a bounded domain with real analytic strictly convex boundary. Let S ⊂⊂ D be a real-analytic closed hypersurface. Suppose that there is an open set U ⊂ D such that no complex line tangent to S intersects U (for instance, S is convex). Then if f is a real-analytic function on ∂D admiting analytic extension into each complex line tangent to S then f is the boundary value of a function holomorphic in D.
Proof. Since ∂D is strictly convex, the intersections D ∪ L with any complex line L ∈ T C S is an analytic disc. The family of these discs is parametrized by the complex tangent bundle of S and is real-analytic and regular. The boundaries L ∩ ∂D cover the whole ∂D because S is a closed hypersurface.
All
If P meets ∂D transversally then their intersection is a real-analytic 3-manifold. Among such planes there is a plane P passing through b and such that
The intersection P ∩ S is 3-dimensional. There is only one complex line, L t contained in the tangent plane T t S. This line L t belongs to P. The mapping
defines 3-dimensional subfamily of attached analytic discs, parametrized by the hypersurface S. The parametrization Φ can be chosen so that Φ(0, t) = t.
This subfamily is degenerate because the boundaries ∂D t sweep up the manifold of the same dimension 3 as the dimension of the subfamily.
It is homologically nontrivial because the 3-cycle Φ({0} × S) = S is not homological to zero in the union ∩ t∈S D t of the closed analytic discs. Indeed, any 4-chain V bounded by S must contain the "hole", U. But U belongs ot the compliment of the discs D t and therefore V can not be subset of their union.
Thus, all the conditions of Corollary 3.3 are fullfiled and therefore f extends holomorphically inside the domain D.
Remark. Theorem 8 can be proved in a a stronger form. Namely, instead of domain D ∈ C n one can consider a (strictly convex real-analytic) domain D in a complex manifold
p satisfies the same conditions as in Theorem 8. The one-dimensional extension property for f is assumed to hold for the family of analytic discs P ∩ D, where P is taken from a smooth variety of (n + p − 1)-complex planes in C n tangent to S. The main 3-cycles condition of Theorem 7 is valid.
Namely, the degenerate 3-cycles are formed by the sections D ∩ V , where V is taken from a variety P of (n − p + 2)-complex planes passing through a fixed open set U located inside the surface S. Then dim R (V ∩ ∂D) = 3 and the (n − p + 1)-planes P ∈ P contained in V constitute 3-dimensional variety of analytic discs tangent to S. The homological nontriviality of such 3-cycles is provided by the "hole", U, not covered by the discs.
Proof of Theorem 1
In this section we prove Theorem 1 from which we have derived in the previous sections all other results. The proof develops the main idea from [2] .
So, suppose that all the conditions of this theorem are fullfiled. We have a family of analytic discs, attached to the manifold Lambda = Λ d and parametrized by the manifold M k of the dimension either k = d or
Lemma 5.1. The following conditions are equivalent:
Here Z j are viewed as tangential differential operators acting in the variable t ∈ M k .
Proof. The condition 2) means that any d vectors in the tangent space T b Λ d are C-linearly dependent. This is equivalent to the complex dimension of the C-span being less than d:
Since the real dimension of the span equals to
we see that 2) is equivalent to 2d − 2c(b) < 2d, i.e. c(b) > 0. Thus, 1) and 2) are equivalent Obviously, 2) implies 3) because the vectors ∂ ψ Φ(u), Z j Φ(u), j = 1, · · · , n are tangent to Λ. Let us check that 3) implies 2).
Fix
To prove that the skew-symmetric polilinear d-form η(b) vanishes identically on T b Λ it suffices to prove that η = 0 on a basis of the space T b Λ. We construct this basis as follows. The first vector will be
The vector E 0 (u) = 0 because Φ(ζ, t) is an immersion and therefore the vector E 0 (u) = i∂ ζ Φ(ζ, t) is never zero as long as ζ = 0.
Further, the mapping Φ :
e. has rank d. Hence, for a fixed point u, one can construct d − 1 smooth vector fields Z j , j = 1, · · · , d − 1 on M k so that adding E 0 (u) we obtain the system 
does not vanish identically o for u = (ζ, t) ∈ S 1 ×M n . Our goeal is to arrive to contradiction. From now on, to the end of the proof, we fix the above form η and the vector fields Z j , j = 1, · · · , n. Observe that the function J is naturally defined in the solid manifold ∆ × M n because Φ(ζ, t) and its derivative in the angular variable, ∂ ψ = iζ∂ ζ , are defined for |ζ| ≤ 1, while the diferential operators Z j act only in the variable t ∈ M n and do not depend on ζ.
We will call the funcion J Jacobian. Our main assumption is that J is not identically zero and the goal is to obtain a contradiction with this assumption.
Lemma 5.2. The Jacobian J(ζ, t) has the properties:
for some smooth function σ.
Proof. The property a) follows from the definition (1) of the Jacobian because Φ(ζ, t) is holomorphic in ζ and η is holomorphic form. The property b) is due to vanishing the vector
when ζ = 0. Let us prove the property c). It suffices to prove that for any two points u 1 , u 2 ∈ S 1 × M n such that P hi(u 1 ) = Φ(u 2 ) we have
provided J(u 1 ) and J(u 2 ) are different from zero.
The condition J(u 1 ), J(u 2 ) = 0 implies that each of the two systems of d vectors
are linearly independent over the field R. Since all these vectors belong to the same ddimensional space T b (Λ), they constitute two basises in this space. The transition d × d matrix A, from the basis E 1 to the basis E 2 , is real and the Jacobians differ by the determinant of the transition matrix:
Since the determinant is a real number, we have
and the property c) follows.
5.2.
The structure of the critical set J −1 (0). Let us start with a brief analysis of the struture of the critical set J −1 (0). We want to show that this set determines k-current in ∆ × M k by means of the singular form
The values of this k-current on a k-form ω will be defined by integration of the wedge-product
We refer the reader to [2] for more details. Since J is real-analytic, the equation J(ζ, t) = 0, (ζ, t) ∈ Σ = ∆ × M k defines on Σ an analytic set. For each fixed t ∈ M k the analytic in the closed unit disc function J(ζ, t) either has finite number of isolated zeros in ∆ or vanishes identically.
Correspondingly, the zero set of J can be decomposed into two parts:
where N 1 is the k-chain defined by the isolated zeros ζ ∈ ∆, and N 2 consists of the discs where J vanishes identically with respect to ζ. The set N 2 has the form od the direct product:
of the closed unit disc and an anakytic set T⊂ M k . The pieces ∆ × T s , where T s are strata (see [30] ) of dimensions s ≤ k − 3, are negligible for integration of k-forms, because they have the dimension 2 + s < k. So only the strata of the dimensions s = k − 2 and s = k − 1 can contribute to the integration.
The case s = k − 1 will be removable due to the following argument. The strata T k−1
is defined, at least locally, by zeros of a real function, T k−1 = {ρ = 0} so that J(ζ, t) = ρ(t) I(ζ, t) where I(ζ, t) does not vanish identically in ζ for t ∈ T k−1 . Then the the real factor ρ cancels in the ratio J J = I I .
In our construction n the sequel we will consider the normalized vector field J 2 /|J 2 | = J/J rather than J so that the above type of singularity is removable.
From the point of view of currents, removability fo this type of singularity can be explained as follows. We have
and d ln |J| 2 defines the zero current because the singularity of ln |J| 2 is integrable in dimensions greater than 1 and hence removable. Thus, the (k − 1)-dimensional strata in N 2 are removable for the current 2d ln J..
Thus, only the k-dimensional part
may contribute in the current d ln J. The Poincare duality implies that a relative, to A, cycle C is homologically nontrival if and only if there exists a dual cycle (cocycle) C ⊥ , of the complimentary dimension, disjoint from A and having with C the nonzero intersection index.
Proof. First we have to explain how should one understand the intersection index at the boundary points b ∈ ∂S. The function J(ζ, t) is holomorphic in the disc |ζ| < 1 + ε and each zero a ∈ ∂S of J is a non-boundary isolated zero for the holomorphic extension of J. We can also extend the surface S in the domain |ζ| < 1 + ε as a chainS. Then we set
The non-boundary common points of J −1 (0) and S are exacly (isolated ) zeros of J on the surface S. Now, the boundary Γ of the surface S is the trace of S on the boundary of the solid manifold ∆ × M k :
By the condition 2) the first part is empty and hence
This yields that is the boundary of S is the finite union of closed curves:
Hence, the intersection index ind(J −1 (0) ∪ S) equals the algebraic sum of the indeces ind S,a j (J) of the vector field J on the surface S at the isolated zeros a j :
By definiiton of the index of vector field at an isolated zero, we have for the vector filed J 2 :
The sum in the right hand side conicides with the winding number W Γ (J 2 /|J 2 |) of the normalized vector field J 2 /|J 2 along the closed curve Γ = ∂S. Therefore (2) and (3) yield
Recall that by Lemma 5.2 c) the function J 2 /|J 2 | is represented on S 1 × M k , out if the critical set J −1 (0), as the superposition J 2 /|J 2 | = σ•Φ and, in particular, this representation takes place on the subset Γ ⊂ S 1 × M k .
According to Remark 2.1, the degeneracy condition 1 in Theorem 1 means that one of the two following cases take place. The case a), k = d = dim Λ. The regular mapping Φ degenerates, meaning that it maps the
But the boundary Γ = ∂S ⊂ S 1 × M k is also 1-dimensional and due to the condition 2) we conclude that ∂S is union of Φ-fibers belonging to S 1 × M k . However, from Lemma 5.2, formula (1), we know that the function J 2 /|J 2 | is constant on these fibers and therefore this function is piece-wise constant on S. Since J 2 /|J 2 | is continuous, it is constant on each curve S j ⊂ ∂S and hence has zero change of the argument on S. Thus,
Hence the right hand side in (4)is 0 and this proves Lemma for the case a).
There is no degeneracy from the point of view of dimensions, but by the condition Φ degenerates in the sense that the Brouwer degree of Φ on
Lemma is proved.
5.4.
End of the proof of Theorem 1. First of all, by real-analyticity, rank dΦ(u) either equals k + 1 everywhere in ∆ × M k or equals k + 2 everywhere except proper analytic subset Sing Φ. Therefore the image Φ(∆ × M k ) is either (k + 1)-dimensional manifold, or it is (k + 2)-dimensional with singularities on the set of critical values Φ(Sing Φ).
By the condition of homological nontriviality, the mapping Φ maps the fundamental k-
. By property b) of Lemma 4.2, C is contained in the critical set J −1 (0). This set consists of two parts
where the first, regular, part N 1 contains C. Since Φ(ζ, t) is holomorphic in ζ the chain Φ(N 1 ) is cooriented with Φ(C) and hence is not homological to 0. As for the second, the "zero-disc", part N 2 = ∆ × T k−2 is concerned, it represents the class 0 in the relative homology group
because ∆ is contractible and
Then the image chain Φ(N 2 ) is homological to 0 in the correponding homology groups of the image. Thus, we conclude that the entire chain Φ(J −1 (0) represents a nonzero k-homology
Now we use the Poincare duality. There exists a dual chain
having the nonzero intersection index with Φ(N 1 ) and disjoint from Φ(S 1 ×∂M). Remind that the "zero-disc" part N 2 contributes nothing in the intersection index as it is homologically trivial.
Thus, we have a chain R of the complimentary dimension
2) R transversally intersects Φ(N 1 ) at a a finite set of points, 3) the intersection index
Define S as the preimage of R:
its preimage has dimension 2:
By the construction, S and Γ = ∂S are unions of Φ-fibers. The conditions 1),2),3) imply
Now, Φ is regular on S 1 × M k and therefore Γ meets J −1 ∩ (S 1 × M k ) transversally. By small deformation of S without changing its boundary Γ one can make S intersecting N 1 transversally at each point. Such perturbation preserves the property that Γ is the union of Φ-fibers, i.e. Γ = Φ −1 (Φ(Γ)) Thus, S satisfies all the conditions of Lemma 4.3 and therefore ind (S ∩ N 1 ) = 0.
We obtain from (5) and (6) This contradiciton shows that our main assumption that J does not vanish identically is not true. Due to Lemma 5.1 and the construction of the Jacobian J in 5.1, it completes the proof of Theorem 1.
6. Appendix: the alternative proof of Theorem 1 for the case ∂M = ∅ For the case of closed families, "more analytic"' proof can be given, using linking numbers and de Rham duality rather than intersection indeces and Poincare duality. 
In particular, the chain J −1 (0) is a cycle.
Proof. The last assertion follows form de Rham duality, as a k-chain defines the integer valued current on closed differential k-forms if and only if it is a cycle. Now, the Stokes formula for the currents yields 0 = Figure 2 . The critical set J −1 (0) and the chains R and S.
It remains to prove that the first integral in the last expression is 0. Since the forms
define the same currents , the integral that we are interested in equals to
Using the represenation (1) for J 2 /|J 2 | from Lemma 5.2, we obtain that the differential form under the sign of the integral represents as As above, the cycle of integration consists of 2 parts:
The first part is a cycle cooriented with Φ({0}×M k ) because Φ(ζ, t) is holomorphic in ζ. The second part Φ(N 2 ) is negligible because is represents the zero homology class. Therefore, we have
This contradiction with Lemma 6.1 shows that the assumption that J is not identically zero is not true and this completes the proof, due to Lemma 5.1 and the definition of the Jacobian J in 5.1.
Further generalizations.
In Theorem 1, we deal with the (k + 2)-dimensional manifold Σ = ∆×M k , with nonempty boundary. Essentially, what we prove in Theorem 1 is that if a CR-mapping Φ is not degenerate (has the maximal rank k + 2) on Σ and Φ induces nontrivial homomorphisms of the homology groupH k (Σ) ∼ = H k (M k ) (is homolgically nontrivial), then
Notice,that the next homology group is trivial, H k+2 (Σ) = 0 since ∂Σ = ∅. Now, if Φ is nondegenerate then the image V = Φ(Σ) is a (k +2)-dimensional real manifold V ⊂ X n and since Φ is holomorphic on each fiber ∆ × {t} then V is CR-manifold with the boundary. This manifold is foliated by 1-dimensional complex fibers and is Levi flat. The mapping Φ is a (global) CR-parametrization of the manifold V .
The conclusion of Theorem 1 is that under the above conditions the boundary ∂V is homologically nontrivial. The analogous fact (that the boundary has nonzero highest homologies) for domains in complex manifolds can be regarded as a weak form of the argument principle. Therefore, Theorem 1 can be viewed as a weak form of the argument principle for CR-manifolds of a simple form.
We suppose that corresponding theorem can be obtained for more general CR-manifolds. Then the conditions of Theorem 1 would translate as corresponding conditions for complex and real tangent subbundles. Moreover, we think that a strong, quantitative, version of the argument principle can be understood. For complex manifolds, the argument principle says that the linking number of boundary of a complex manifold with respect to another complex manifolds is always nonnegative and coincides with the number of the intersection points. For CR-manifolds the relation should be more complicated and in this case complex and real tangent subbundles would contribute in a different way.
The above generalization of the argument principle for CR-manifolds is supposed to be the subject of future publication.
