Purpose The random walk (RW) technique serves as a powerful tool for PET tumor delineation, which typically involves significant noise and/or blurring. One challenging step is hard decision-making in pixel labeling. Fuzzy logic techniques have achieved increasing application in edge detection. We aimed to combine the advantages of fuzzy edge detection with the RW technique to improve PET tumor delineation.
Introduction
PET is an increasingly prevalent modality as utilized in oncologic applications [1] . Accurate tumor volume delineation in PET images plays an essential role in treatment planning (target volume definition) as well as therapy response evaluations [2, 3] . Furthermore, PETbased volumetric markers that assess disease burden and tumor aggressiveness, such as metabolic tumor volume and total lesion glycolysis, have been increasingly shown to outperform conventional SUV-based markers in prognostication of certain cancer types [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] . In any case, because PET images are impacted by statistical noise as well as limited spatial resolution, the latter manifesting itself in the partial volume effect (PVE) [15 -18] , the accuracy and reproducibility of tumor delineation can be significantly degraded, especially in tumors with complex shapes and/or heterogeneous uptake [19] .
Methods based on thresholding are the most common approach for tumor segmentation applications [20] [21] [22] [23] [24] [25] . Some of them may use fixed thresholds, based on values derived from phantom studies (e.g. SUV = 2.5 or 30-75% of the maximum activity of a predefined region), to delineate lesions from the background in a given region of interest drawn manually. In these approaches, the optimal threshold depends on the tumor-to-background ratios. However, adaptive thresholding techniques dynamically adapt the threshold on the basis of a desired metric such as the tumor-to-background ratio, the mean background intensity, and the estimated mean target intensity [26] . Adaptive thresholding techniques, however, need to be calibrated and optimized for each PET scanner and its specific acquisition and processing protocol [27] . Furthermore, the segmentation results are sensitive to PVE and motion artifacts.
Because of the limitations of manual and thresholding techniques, researchers have proposed different semiautomatic and automatic techniques to address the challenges with PET image segmentation [28] . The random walker algorithm [29] is a graph-based image segmentation method proposed to eliminate the smallcut problem in graph cut approaches. Graph cut approaches are initialized with user-defined foreground and background seeds, and subsequently, the algorithm attempts to find a cut between object and background seeds, which has minimum sum of edge weights, to segment the object region from background. These approaches are noise sensitive, and a common problem with these methods is the 'small-cut' behavior. As the technique attempts to minimize the total edge weights in the cut, it may return a cut that merely separates the foreground from background seeds and generates smaller-than-true segments. Therefore, additional user interaction would be necessary to address this problem. The RW method has been shown to depict robustness to noise and acceptable performance in the presence of weak boundaries, motivating increased application of this technique for PET image target definition purposes [30 -36] . Specifically, the random walker algorithm enables strong tumor delineation results in clinical data [34, 36] , and the superiority of the algorithm in contrast to other state-of-the-art techniques has been illustrated in PET image tumor segmentation [34] . Nonetheless, despite its considerable capabilities, this method has difficulty in determining object details. Decision-making with regard to an unknown pixel is a hard decision process with binary values (0 or 1) from calculated probabilities. Fuzzy logic enables production of results with assigned degrees of truthfulness and falsehood [37] . This feature has made the fuzzy logic technique a beneficial tool in many realworld applications including medical image segmentation [38] [39] [40] [41] [42] [43] [44] [45] .
The aim of the present study was to combine the benefits of fuzzy logic and the random walker algorithm. We utilized a fuzzy logic edge-detection algorithm for decision-making given random walker algorithm probabilities to enhance performance accuracy in tumor edge delineation.
Materials and methods

Random walker algorithm
The random walker algorithm is a graph-based imagesegmentation technique that treats the image as a graph, in which the image pixels form the graph nodes and the graph edges are weighted using pixel intensity differences through a classical Gaussian weighting function specified with the following equation [29] :
where β is the free parameter and I is the image intensity at pixel i.
To enhance segmentation reproducibility, an automatic seed localization process is considered [36] . A median filter is first utilized, and then, the uptake regions of interest are determined using a thresholding function:
where I and SUV global max denote the pixel intensity and the maximum SUV in the slice of interest, respectively, and N is set to 2 in the present work (suggested range is N ≥ 1.5, according to Bagci et al. [34] ). On the basis of a previous study by our group [31] , for each determined uptake region, pixels with greater than 70% maximum region activity were considered as foreground seeds. For each foreground seed, the neighboring pixels were searched in eight directions to find the location of the nearest pixel with value less than 30% of the maximum region activity, subsequently labeled as background. Figure 1 shows a scheme for the background seed localization for a given foreground seed point in a lung tumor. RW probabilities are then calculated for the uncertain voxels (i.e. not foreground or background) by solving a system of linear equations that compute which region a random walker from the unclassified voxels is likely to reach first (the fundamental idea behind the random walker algorithm). The final segmentation is obtained by labeling a pixel as seed pixel for which it has the highest probability of reaching [29] .
Proposed method
As mentioned above, the aim of the study was to improve the performance accuracy of the random walker segmentation method using a fuzzy logic edge-detection algorithm. Unlike conventional logic, which provides hard binary outputs (i.e. 0 or 1, true or false), fuzzy logic generates a degree of truthfulness and falsehood as an output [46] . A fuzzy inference system (FIS) includes a set of rules, which are mathematical tools that simulate natural language queries to calculate values between absolute truth and absolute false [37] .
In the proposed method, a set of fuzzy edge-detection rules were utilized for boundary approximation to assist in decision-making with regard to object edges. Similar to the random walker algorithm, following generation of edge weights and defining foreground and background seeds, unseeded pixel probabilities were calculated. In the last step, instead of hard decision-making with regard to the probabilities for unlabeled pixels, a set of fuzzy rules were defined and implemented for object boundary determination. As such, an FIS with image edgedetection capability was developed. The algorithm has eight inputs (pixels surrounding the central voxel) and returns one output. The system inputs are the random walker pixel probabilities, as determined from a 3 × 3 floating matrix mask that scans the image (Fig. 2a) .
The membership functions considered for inputs and output were trapezoidal and triangular functions, respectively. Two fuzzy sets, namely black (B) and white (W) were designed for input variables, whereas three fuzzy sets including B, W, and edge (E) were used for the output. Schemes of the input and output fuzzy set membership functions are shown in Fig. 3a and b, respectively.
The first step in the fuzzy inference process is fuzzification of input variables. The FIS input is a crisp numerical value that is set as the random walker probability. The fuzzification process takes inputs and specifies their degree of belonging to each input fuzzy set (B and W) through trapezoidal membership functions (as shown in Fig. 3 ). Our FIS was built on 28 rules. Before evaluation of rules, all inputs must be fuzzified according to each antecedent or premise (if-part of the rule). Some of the used rules in the proposed FIS are as follows:
(1) If all eight inputs are W, then the output is W. (Fig. 2b) .
To obtain one number representing the result of each rule, a fuzzy 'and' operator based on the minimum method is applied. The final implication process for each rule was performed using the 'and' operator (minimum), which truncates the output fuzzy membership function by the obtained number from the fuzzy 'and' operator step. As the final decision for each set of inputs was based on checking all the rules, the truncated membership functions from all rules were combined through the maximum operation aggregation method. To obtain a single output from the resulting fuzzy set, defuzzification was performed using the centroid defuzzification technique, which returns the center of the area under the output fuzzy set function. The interested reader can refer to references [39, 42, 44] .
Clinical study
The proposed method was applied to clinical PET images to evaluate its performance in clinical applications. Patients with solid liver, lung, and abdominal tumors were included.
The clinical datasets include PET/computed tomography (CT) scans of 12 liver, 13 lung, and 18 abdominal cancer patients, acquired on the Siemens Biograph PET/ CT scanner (Siemens, Erlangen, Germany). The protocol involved 18 F-fluorodeoxyglucose-PET whole-body Combined fuzzy logic and random walker algorithm Soufi et al. 173 imaging with low-dose CT acquisition, with an acquisition time of 3 min/bed position. Images were reconstructed using iterative TrueX (two iterations, 21 subsets), with scatter and CT-based attenuation correction. The reconstructed PET images had a matrix size of 168 × 168 × 252, with voxel dimensions 4 × 4 × 5 mm 3 .
Manual contouring was a consensus contouring performed by two nuclear medicine experts (a single final delineation), with the results being considered as the ground truth. Quantitative performance analysis was carried out by comparing the segmentations for the random walker as well as proposed techniques against manual contouring as ground truth.
Quantitative analysis
The Dice similarity coefficient (DSC) [47] was used to quantify the performance accuracy of the random walker and proposed methods. Spatial overlap between ground truth and segmented lesion in percentage is DSC and it is formulated using true positive (TPVF), false negative (FNVF), and false positive (FPVF) volume fractions. Specifically, if the ground truth and the segmented object are indicated by A 1 and A 2 , then we have:
Moreover, the Hausdorff distance (HD) [48] calculation was used to measure the maximum boundary deviation between two object boundaries. On considering the boundary of segmented objects as X and Y,
sup, inf indicate the supremum and infimum functions, whereas d denotes Euclidean distance.
Furthermore, errors in SUVmean uptake for the two methods, in reference to expert manual contouring, were Combined fuzzy logic and random walker algorithm Soufi et al. 175
evaluated. All three abovementioned metrics were compared between the two methods using the paired t-test for assessment of statistical significance.
Results
In this section, the efficacy of the proposed technique in delineating uptake regions in clinical PET images is reported. The results of expert manual contouring, as well as random walker and proposed methods, are shown in Fig. 4a -e for qualitative analysis. A PET scan of an abdominal tumor has been illustrated in Fig. 4a , and manual expert contouring is shown in Fig. 4b . The results from the random walker and proposed segmentation methods, as well as an overall overlay, are shown in Fig. 4c -e, respectively.
Segmentation for liver, lung, and abdominal tumor PET images was performed including both RW and proposed techniques. Fig. 5a and b depicts the DSC and HD values, respectively, comparing the random walker and proposed fuzzy logic-based methods in the cases of liver, lung, and abdominal tumors. Mean DSC improvements (increase) from the random walker algorithm to the proposed method were 21.0 7.2, 12.3 5.8, and 18.4 6.1% for liver, lung, and abdominal tumors, respectively (all statistically significant improvements with P-values < 0.001). For the HD metrics, the mean improvements (decrease) between the two methods were 3.6 1.4, 1.3 0.4, 1.8 0.8 mm (all P-values < 0.001).
We subsequently investigated the effectiveness of the algorithm in tumor SUVmean value estimation. We thus assessed the performance of the RW versus proposed methods in estimation of SUVmean as compared with expert manual tumor delineation-based SUVmean. The average SUVmean errors obtained for the two methods are shown in Fig. 5c . The SUVmean errors were seen to reduce by 15.5 6.3, 11.7 8.6, and 14.1 6.8% for liver, lung, and abdominal tumors, respectively (all P-values < 0.001). To evaluate the performance of the proposed algorithm for different tumor diameters, the DSC and HD differences were investigated for a range of diameters. Figure 6 shows the DSC and HD differences between the random walker and proposed methods based on in-plane maximum diameters for different considered tumor sites. With increasing tumor diameter, DSC differences between the two methods show slight decreasing trends for lung and abdominal tumors. The proposed method thus illustrates overall improvements in DSC values in segmentation of smaller lung and abdominal tumors.
Furthermore, the impact of the activity concentration drop-off on the performance of the proposed algorithm was investigated using intensity line profile analysis along tumor edges. The ImageJ DICOM Viewer software (National Institutes of Health, Bethesda, Maryland, USA) was used to enable profile analysis. Two line profiles were considered, one along the maximum tumor diameter and the other perpendicular to it. Subsequently, the highest intensity gradient along each edge was considered as the edge-intensity slope. The mean of the slopes was reported as the edge-intensity gradient. The DSC and HD differences in terms of the edgeintensity gradient have been illustrated in Figs 7 and 8 for liver, lung, and abdominal tumor cases, respectively. DSC and HD differences between two algorithms show that with increasing activity concentration drop-off at the edges of the tumors, the results from the two methods are close to each other, indicating that the proposed method becomes increasingly more effective in comparison with the random walker technique for low edge-intensity gradient cases.
Discussion
Functional volume segmentation techniques in PET imaging have garnered increasingly more attention in clinical applications [28] . Because of the limitations of PET imaging, specifically the presence of noise and PVE [15] [16] [17] [18] , tumor segmentation is especially challenged, and manual tumor delineation is subject to interobserver and intraobserver variability [49, 50] . Thresholding approaches that have been widely used in clinical routine require additional anatomical information and parameter optimization using phantom studies.
The random walker algorithm, originally proposed by Grady [29] , owing to its capabilities, has achieved increasing attention in tumor delineations of PET images. It is based on probability calculation of a pixel belonging to a tumor or background, and subsequently, the pixel is labeled with the seeded label that achieves the highest probability.
In the present work, it was shown that hard decisionmaking in the pixel labeling process could reduce the efficiency of RW in PET tumor delineation. We selected tumor cases that were challenging with the RW algorithm, as they have low mean DSC and HD values in comparison with results reported in previous work [31, 34] . The mean DSC values for the random walker algorithm in our selected cases were 55.7 9.9, 72.5 13.0, and 71.2 7.7% for liver, lung, and abdominal tumors, respectively. The mean HD values were 9.8 1.1, 7.1 1.0, and 7.1 1.3 mm.
A fuzzy inference system was applied to detect tumor edges from the calculated probabilities in order to increase the edge-detection capability of the random walker algorithm. Thirty rules were utilized to consider all edge pixels in the image. The algorithm execution time was acceptable: the mean run time was ∼ 2-3 s/ tumor. Figure 5 illustrates the improved segmentation results using the proposed method in terms of DSC and HD, in comparison with random walk, in different Combined fuzzy logic and random walker algorithm Soufi et al. 179 clinical PET images. The mean DSC values for the proposed method were 76.7 9.7, 84.8 7.8, and 89.6 3.4%, and the HD values were 6.2 1.0, 5.7 1 and 5.4 0.7 mm for the three tumor sites, respectively. Furthermore, errors in SUVmean estimation were investigated (Fig. 5c) . Average errors for RW versus proposed methods were 19.8 7.6 and 4.4 2.6 for liver tumors, 17.4 6.9 and 5.7 3.1% for lung tumors, and 23.8 6.8 and 9.7 4.6% for abdominal tumors. The results showed significant improvements in tumor SUVmean estimations in clinical approaches (P-values mentioned in previous section).
To better assess the DSC and HD differences, as to when adding FIS to RW is most expected to improve the RW results, we looked for a parameter that described the differences in DSC and HD performance. The tumor-tobackground contrast effect could be thought of, a priori, as a good descriptor. However, as the region of interest was drawn far away from the tumor edge in tumor and background regions for tumor-to-background contrast estimation, this parameter captured neither the DSC and HD difference behavior nor the edge-detection capability of the proposed method in comparison with the random walker algorithm.
The FIS is designed in such a way that it improves the edge-detection capability in RW. Therefore, a reliable technique could be tumor edge-intensity drop-off analysis. The results of DSC and HD differences as a function of edge-intensity gradient (Figs 7 and 8) show overall drop-off in the activity concentration: that is, the smaller the tumor edge, the greater the difference between the RW and propose algorithms. These results show a greater efficiency of the proposed technique in more blurred tumor edges and satisfy the goal of our study.
Moreover, tumor diameter analysis was implemented to evaluate the performance of the algorithm over a range of clinical tumor sizes. Results (Fig. 6 ) depict enhanced estimation of tumor edges at all tumor sites and special effectiveness of the proposed method in small lung and abdominal tumors. Therefore, the proposed method could result in more accurate segmentation of blurred edges and small tumors in comparison with RW, which it makes the technique a powerful approach to PET image segmentation, in contrast to most previously proposed methods that fail to segment these challenging cases (small and low-contrast edges in tumors). It is worth mentioning that this technique could be easily extended to three dimensions, and it is fast enough for clinical application. As treatment target volume determination from functional imaging is increasingly being applied in radiation treatment planning approaches, and given the observed characteristics and results of the proposed approach, the technique may have the potential to enhance dose delivery in the target treatment volume, and we plan to evaluate its application in our future study.
Conclusion
In this study, a novel fuzzy logic-based framework to the random walker image segmentation algorithm was proposed and investigated. The performance of the method was evaluated for segmentation of clinical PET images including those of liver, lung, and abdominal tumors. The algorithm was shown to enable significant accuracy improvements in clinical PET data. Accuracy of the tumor segmentation and its execution time are favorable, and they make it a feasible and effective method for clinical applications. In future work, we plan to extend this work to three-dimensional segmentation algorithms and to evaluate their performance in PET tumor delineation as applied to radiation treatment planning applications.
