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Temperature sensitivity of mineral soil
carbon decomposition in shrub and
graminoid tundra, west Greenland
Julia I. Bradley-Cook1*, Chelsea L. Petrenko1, Andrew J. Friedland2 and Ross A. Virginia3
Abstract
Background: Shrub expansion is transforming Arctic tundra landscapes, but the impact on the large pool of carbon
stored in high-latitude soils is poorly understood. Soil carbon decomposition is a potentially important source
of greenhouse gases, which could create a positive feedback to atmospheric temperature. Decomposition is
temperature sensitive, but the response to temperature can be altered by environmental variables. We focus
on mineral soils, which can comprise a substantial part of the near-surface carbon stock at the landscape scale
and have physiochemical characteristics that influence temperature sensitivity. We conducted a soil incubation
experiment to measure carbon dioxide (CO2) emissions from tundra soils collected from west Greenland at two depths
of mineral soils (0-20 cm and 20-40 cm below the surface organic horizon) incubated at five temperatures
(4, 8, 12, 16, 24 °C) and two moisture levels (40 % and 60 % water holding capacity). We used an information theoretic
model comparison approach to evaluate temperature, moisture and depth effects, and associated interactions, on
carbon losses through respiration and to determine the temperature sensitivity of decomposition in shrub- and
graminoid-dominated soils.
Results: We measured ecologically important differences in heterotrophic respiration and temperature sensitivity
of decomposition between vegetation types. Graminoid soils had 1.8 times higher cumulative respiration and
higher temperature sensitivity (expressed as Q-10) in the shallow depths (Q-10graminoid = 2.3, Q-10shrub = 1.8)
compared to shrub soils. Higher Q-10 in graminoid soils was also observed for the initial incubation measurements
(Q-10graminoid = 2.4, Q-10shrub = 1.9). Cumulative respiration was also higher for shallow soils, increased with moisture
level, and had a temperature-depth interaction. Increasing soil moisture had a positive effect on temperature
sensitivity in graminoid soils, but not in shrub soils.
Conclusion: Mineral soil associated with graminoid-dominated vegetation had greater carbon losses from decomposition
and a higher temperature sensitivity than shrub-dominated soils. An extrapolation of our incubation study
suggests that organic carbon decomposition in western Greenland soils will likely increase with warming and
with an increase in soil moisture content. Our results indicate that landscape level changes in vegetation and
soil heterogeneity are important for understanding climate feedbacks between tundra and the atmosphere.
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Background
Shrub expansion is occurring across Arctic tundra eco-
systems [1, 2] and is contributing to above and below-
ground carbon feedbacks to climate through impacts on
greenhouse gas exchange and surface energy balance be-
tween the terrestrial environment and atmosphere [3].
While it is well established that an increase in shrub ex-
tent and abundance increases aboveground biomass, it is
likely that these shifts will also affect the large pools of
belowground carbon stored in tundra and permafrost
soils [4]. Arctic soils are a particularly important carbon
pool because they contain half of global soil carbon and
more than two times the amount of carbon as the at-
mosphere [5, 6]. The magnitude of this carbon pool and
its theoretical sensitivity to increasing temperature creates
the potential for a positive feedback to global climate
change via the release of greenhouse gases from organic
matter decomposition [7, 8]. This soil carbon feedback
has the potential to transform the arctic terrestrial ecosys-
tem from a carbon sink to a carbon source [9, 10].
Vegetation impacts belowground carbon processes
through a variety of plant-soil interactions. Plants intro-
duce carbon into the soil through litter fall, fine root
turnover and root exudation. The species and func-
tional type of vegetation can influence the quantity and
quality of carbon transferred to soils [11–13]. For in-
stance, woody plants produce biomass with high lignin
concentration, so woody litter tends to have high C:N
ratios relative to herbaceous species, which results in a
lower quality resource for soil microbial communities
[14, 15]. C:N ratios of plant derived materials is a meas-
ure of carbon substrate quality and have been nega-
tively correlated with organic matter decomposition in
the Arctic [16–18]. Rooting depth affects the vertical
distribution of soil carbon [19] because root exudation
and turnover directly introduce carbon into soils [20, 21]
and can stimulate microbial decomposition and nutrient
mobilization through “priming” communities with labile
carbon [21, 22]. Lastly, vegetation alters belowground en-
vironmental conditions, such as soil temperature and
moisture, which influence decomposition rates through
thermodynamic and water resource control on microbial
metabolism [12, 23].
Temperature is a key determinant of carbon mine-
ralization and the balance of arctic soil carbon in a chan-
ging environment. The relationship between microbial
respiration and temperature, or temperature sensitivity,
is represented in many global carbon models by Q-10,
which measures the change in respiration rate as a result
of a 10 °C increase in temperature. Thermodynamic the-
ory predicts that low quality, chemically recalcitrant, car-
bon is less decomposable and has higher temperature
sensitivity than high quality, labile carbon [24]. While
many studies support this fundamental understanding
of carbon mineralization, some findings contrast with
the predictions, showing no change or a decrease in
temperature sensitivity with increasing soil carbon re-
calcitrance [25, 26]. The Carbon-Quality Temperature
hypothesis posits that the relationship between quality
and temperature sensitivity can be moderated by en-
vironmental constraints, such as frozen temperatures,
anoxic conditions, or physical protection of carbon mol-
ecules [27, 28]. Empirical studies show a range of relation-
ships between temperature sensitivity and carbon quality.
Therefore, temperature sensitivity models that do not
represent environmental constraints often fail to predict
observed temperature sensitivity from incubation
experiments.
Improving predictions of the response of soil carbon
pools to warming requires understanding the complex
controls on soil organic carbon mobilization, including
interactions between simultaneous drivers of change
(e.g. climate change, shifts in biological communities)
[29]. We have a limited understanding of the integrated
effect of shrub expansion and warming atmospheric
temperatures on soil carbon processes, and few studies
have investigated these dynamics in mineral tundra soils.
Mineral soils have lower carbon concentrations, but
constitute a large portion of the total soil carbon pool in
soils with minimal organic horizon development, such
as polar desert or upland soils [30–32]. Furthermore,
these soils allow us to investigate the role of physical
protection of carbon (through adsorption to mineral
surfaces or aggregation) on temperature sensitivity of
decomposition [33, 34].
The objective of this study was to investigate the inter-
active effects of temperature and moisture on soil de-
composition in an Arctic landscape with heterogeneous
vegetation. We investigated four possible biotic and abi-
otic controls, along with their interactive relationships,
on decomposition rates and the temperature sensitivity
of decomposition in mineral soils: (1) vegetation cover,
(2) soil depth, (3) temperature, and (4) soil moisture.
To address our objective, we conducted a 49-day la-
boratory incubation experiment on soils collected from
western Greenland. We measured respiration from min-
eral soils at two depth increments within the active layer
(0-20 cm and 20-40 cm below the organic layer) col-
lected from graminoid-dominated (Poa pratensis) and
shrub-dominated (Betula nana and Salix glauca) vegeta-
tion, in a fully crossed laboratory experiment with mul-
tiple temperature and moisture treatment levels. Because
graminoid soils have larger organic carbon pools and
lower C:N ratios than shrub soils [35], we hypothesized
that: (1) graminoid soils would have higher rates of de-
composition and lower temperature sensitivity than
shrubs as a result of a larger soil carbon pool and higher
soil carbon quality, as measured by C:N; (2) deep soils
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would have lower decomposition rates and higher
temperature sensitivity compared to near-surface soils
due to a smaller and lower quality soil carbon pool;
(3) higher temperatures would increase decomposition
rates, but would also decrease temperature sensitivity
in accordance with amplified responses of polar bio-
logical processes at low temperatures [36]; and (4) a
soil moisture increase reflecting the 30-40 % increase
in regional precipitation projected by the years 2051-
2080 [37] would result in higher decomposition rates
and temperature sensitivity because semi-arid tundra
soils are typically water-limited.
Results
Field environmental conditions
Mean air temperature at the study site from mid-
summer 2011 to mid-summer 2012 was -5.6 °C.
Mean growing season temperature was 10.9 °C, with
a maximum recorded temperature of 21.5 °C. Annual
soil temperatures were comparable between graminoid
and shrub-dominated vegetation (Table 1). Growing
season soil temperatures were 0.6 °C higher in shrub
soils than graminoid soils. Gravimetric soil water con-
tent at the time of collection was higher in graminoid
soils than shrub soils (mean ± 1 s.e., g H2O * g Soil
-1:
graminoid = 0.41 ± 0.03, shrub = 0.27 ± 0.02; ΔAICc = 9.6).
Water holding capacity (WHC) was also higher in grami-
noid soils (mean ± 1 s.e., g H2O * g Soil
-1: graminoid =
0.89 ± 0.08, shrub = 0.64 ± 0.05; ΔAICc = 4.3), so the per-
cent water holding capacity (% WHC) of field moist sam-
ples did not significantly differ between vegetation types
(mean ± 1 s.e., %: graminoid = 47.6 ± 3.1, shrub = 42.1 ±
2.2; ΔAICc = 0.1).
Vegetation at the five graminoid sample locations
contained 100 % graminoid cover (dominated by Poa
pretensis), and the five shrub sample locations contained
an average of 96 % Betula nana coverage. Canopy height
of graminoid vegetation was lower than the shrub can-
opy (mean ± 1 s.e., cm: 14.2 ± 1.0 and 20.4 ± 0.5, respect-
ively; t = 5.7, P < 0.01, d.f. = 8).
Soil organic matter concentration
Organic matter concentrations were higher in graminoid
soils. In shallow soils, which were the top 20 cm of min-
eral soil, graminoid soil had higher mean organic matter
concentration than shrub soil (Table 2; t = 1.85, P = 0.05,
d.f. = 8). In deep soils, the 20-40 cm depth increment,
mean graminoid soil organic matter concentration was
significantly higher than that of shrub soils (Table 2; t =
1.98, P < 0.05, d.f. = 7). These results correspond with a
soil carbon concentration analysis conducted by Petrenko
et al. [35], which shows significantly larger carbon pools in
graminoid soils (Table 2).
CO2 production and cumulative respiration
Shallow soils had a wider range of CO2 production rates
than deep soils and a steeper decline in CO2 production
rate over the duration of the incubation (Fig. 1). Within
each treatment combination, the mean soil respiration of
day 1 measurements was 1.4 to 3.4 times greater for grami-
noid soils than shrub soils (Fig. 1). The response of soil res-
piration over the course of the 49-day incubation differed
between shallow and deep soils (Fig. 1). Shallow soils had
steeper decline in decay rate than deep soils (mean k ±
1 s.e.: shallow = -0.071 ± 0.006 and deep = -0.015 ± 0.001).
Carbon dioxide production increased with temperature for
both vegetation types and soil depths (Fig. 1).
We hypothesized that vegetation type, depth, temp-
erature, and moisture would control cumulative respir-
ation. The model comparison identified all of these
variables as main effects on cumulative respiration, along
with a temperature-depth interaction term (Table 3).
The model with these basic parameters explained 94 %
of the variance in the data (F6,173 = 493.3, P < 0.01). Add-
itional interaction terms, temperature-vegetation and
depth-vegetation, appeared in the set of best fitting
models, but these terms were “pretending variables” that
did not increase the likelihood of the model fit enough
to prioritize these models [38]. We focused our analysis
on the most parsimonious model without the “pretend-
ing” interaction terms.
Table 1 Mean air and soil temperatures at the study site. Soil temperatures were recorded for graminoid and shrub vegetation
types
Air Temp (°C) Soil Temperature (°C)
Annuala Growing Seasonb Annual Graminoidc (n = 2) Annual Shrubc (n = 1) GS Graminoidd (n = 2) GS Shrubd (n = 1)
Mean -5.6 10.9 -2.9 -2.9 4.3 3.7
Max 21.5 21.5 10.0 9.5 10.0 9.5
Min -40 -5.5 -16.0 -14.0 0.0 0.0
Time interval of the data record is indicated for each column
aAnnual air temperature dates: 7/21/11 – 7/20/12
bGrowing season air temperature dates: 7/21/11 – 8/7/11 and 5/22/12 – 7/20/12
cAnnual soil temperature dates: 7/21/11 – 6/26/12
dGrowing season soil temperature dates: 7/21/11 – 8/7/11 and 5/22/12 – 6/26/12
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Temperature, vegetation cover, depth, and moisture were
all important controls on cumulative respiration (Fig. 2,
Table 4, Additional file 1: Figure S1). Temperature had a
strong, positive effect on cumulative respiration (Table 4).
Mean cumulative respiration, as applied to a combined
analysis for all soil samples across vegetation and depths,
increased from 53.4 ± 8.2 mg CO2-C gOM
-1 at 4 °C to
240.8 ± 50.6 mg CO2-C gOM
-1 at 24 °C. The data sup-
ported the hypothesis that graminoid soils would have sig-
nificantly higher respiration than shrub soils (Table 4). On
average, cumulative respiration was 43 % lower in shrub
soils than graminoid soils (Table 4). The high moisture
treatment significantly increased cumulative soil respir-
ation by 15 % (Table 4). In addition to the main effects, the
effect of temperature on cumulative respiration interacted
with depth: with increasing temperature, cumulative respir-
ation increased more rapidly for deep soil than shallow soil
(Table 4). Shallow soil had 10.1 times higher mean cumula-
tive respiration than deep soil (mg CO2-C gOM
-1: shallow
= 169.4 and deep = 16.8).
Temperature sensitivity of cumulative respiration
The average Q-10 of cumulative respiration ranged
from 1.7 to 2.9 for shallow soils, and from 2.1 to 3.1
for deep soils (Fig. 3, Additional file 2: Figure S2). In
the prediction of cumulative respiration temperature
Table 2 Organic matter content and C:N ratios by vegetation
type and depth
Depth Increment Graminoid Shrub
Organic Matter (%) Shallow 0-20 cm 12.8 ± 0.4 10.0 ± 1.5
Deep 20-40 cm 10.9 ± 0.7 8.1 ± 1.3
C:N Shallow 0-20 cm 14.14 15.74
Deep 20-40 cm 15.27 16.68
Soil C pool*(kg C m-2) — — 29.0 22.5
Values are mean ± 1 standard error
*Source: Petrenko et al., in review
a
b
Fig. 1 Mean respiration over the incubation period for a shallow and b deep soils. Each panel corresponds to a temperature treatment (°C) and
soil type (graminoid and shrub). Low moisture (40 % WHC) soils are indicated by gray circles, and high moisture (60 % WHC) by black triangles
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sensitivity, the top ranked model contained vegetation
type, depth, moisture, and temperature as main ef-
fects, along with moisture-vegetation and vegetation-
depth as interaction terms (R2 adj. = 0.3394, F6,137 =
13.25, P < 0.01; Table 5). This top ranked model was the
most complex of the plausible models (ΔAICc < 2), while
the second and third ranked models contained a subset of
predictor variables in the top model (Table 5). The fourth
ranked model included a three-way interaction between
vegetation, depth and temperature, but the model prob-
ability indicated weak evidence that it was the best model
to describe the data (ΔAICc = 2.13, AICc weight = 0.07).
The top ranked model contained all the predictor vari-
ables in the set of plausible models, so we focused on this
model but also considered the information provided by
the three-way interaction.
Temperature sensitivity of cumulative respiration de-
creased with increasing temperature (Table 6). Thus, an
increase in soil temperature from 8 to 18 °C is associated
with an average decrease in Q-10 from 2.7 to 2.3. Soil
moisture content increased temperature sensitivity in
graminoid soils more than shrub soils (Table 6).
The effect of vegetation on cumulative respiration
temperature sensitivity differed based on soil depth. Spe-
cifically, Q-10 increased with depth in shrub soils more
than in graminoid soils (Table 6). At the shallow depth,
average Q-10 was 0.5 units higher in graminoid soils
than shrub soils (Q-10 mean (mean-1 s.e., mean + 1 s.e.):
shallow graminoid = 2.33 (2.22, 2.44), shallow shrub =
1.82 (1.75, 1.90)). In the deep soils, however, the differ-
ence between the Q-10 of graminoid and shrub soils was
less than 0.3 units (Q-10 mean (mean-1 s.e., mean + 1 s.e.):
deep graminoid = 2.67 (2.60, 2.74), deep shrub = 2.43
(2.33, 2.52)). The three-way interaction that appeared
in the fourth ranked model captured the same inter-
action between vegetation and depth, along with the
unique temperature response of shallow shrub Q-10
(BTemp:Veg(Shrub):Depth(Deep) = -0.025 ± 0.012, P < 0.05). The
three-way interaction indicates that cumulative respiration
of Q-10 of shallow shrub soils did not change with
temperature, while the Q-10 of deep shrub soils and both
depths of graminoid soils declined as temperature
increased.
The pattern of higher temperature sensitivity of grami-
noid soils compared to shrub soils at the shallow depth in-
crement was also observed in calculations of Q-10 for
Table 3 Plausible models (ΔAICc < 2) explaining cumulative soil respiration
Model Rank Predictor Variable No. of Parameters AICc ΔAICc AICc Model Weight Log-likelihood Log (L)
1 Temp +Moisture + Veg + Depth + Temp:Depth 7 110.9 0.0 0.30 -48.13
2 Temp +Moisture + Veg + Depth + Temp:Depth
+ Temp:Veg
8 111.2 0.3 0.26 -47.18
3 Temp + Veg +Moisture + Depth + Temp:Depth
+ Temp:Veg + Depth:Veg
9 112.2 1.3 0.16 -46.57
Models that contain all four main effects (temperature (Temp), vegetation type (Veg), moisture level (Moisture), depth (Depth)), and a temperature-depth
interaction (Temp:Depth) are preferred. Temperature-vegetation (Temp:Veg) and depth-vegetation (Depth:Veg) interactions are “pretending variables” that
only marginally increase the likelihood that the model represents that data (Log(L)) (Additional file 3: Table S1)
Fig. 2 Cumulative respiration of graminoid and shrub soils, for two
depths, under temperature and moisture treatments. Points represent
the back-transformed average cumulative respiration for each soil type
and treatment level, from the forty-nine day incubation. Color indicates
low (gray) and high (black) moisture treatments. Error bars are
one back-transformed standard error around the mean
Table 4 Model summary from the top-ranked model of cumulative
respiration
Parameter Estimate Std Error P-value e^(B) % effect*
Intercept 11.431 0.083 <0.001 9,2000 N/A
Temp 0.063 0.005 <0.001 1.065 6.5
Moisture (60%WHC) 0.140 0.048 0.004 1.151 15.1
Veg (Shrub) -0.560 0.048 <0.001 0.569 -43.1
Depth (Deep) -2.670 0.105 <0.001 0.069 -93.1
Temp : Depth (Deep) 0.022 0.007 0.001 1.022 2.2
Parameter estimates, standard errors, p-values, back-transformed parameter
estimates (e^(B)), and percent effect are reported for each model term
*% effect = 100*(eB – 1)
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respiration rates measured on the first day of the incuba-
tion (Fig. 4). The top ranked model to predict day 1 respir-
ation temperature sensitivity contained vegetation type,
depth, and temperature as main effects, along with depth-
temperature, vegetation-depth, temperature-vegetation as
two-way interaction terms, and a three way interaction be-
tween vegetation type-depth-temperature (R2 adj. = 0.9401,
F7,172 = 402.5, P < 0.01; Table 7). A more complex model,
which contained the same three-way interaction and
the addition of moisture as a main effect, is the only
other plausible model (ΔAICc < 2; Table 7).
The temperature sensitivity of day 1 respiration varied
by vegetation type, depth and temperature, as captured
by the top ranked three-way interaction (Table 8). At the
shallow depth, average Q-10 was 0.5 units higher in gra-
minoid soils than shrub soils (Q-10 mean (mean-1 s.e.,
mean + 1 s.e.): shallow graminoid = 2.38 (2.26, 2.52),
shallow shrub = 1.91 (1.85, 1.98)). For soils in the deep
depth increment, day 1 respiration Q-10 for shrub soils
was slightly higher than graminoid soils (Q-10 mean
(mean-1 s.e., mean + 1 s.e.): shallow graminoid = 2.20
(2.11, 2.29), shallow shrub = 2.54 (2.41, 2.67)). The
moisture effect that appears in the second ranked
model indicates that temperature sensitivity of day 1
respiration rate decreases slightly at higher moistures
(BMoisture(60%WHC) = -0.047 ± 0.043, P = 0.29).
Discussion
In this paper, we measured the temperature and mois-
ture effects on soil respiration and temperature sensitiv-
ity of decomposition for two tundra vegetation types.
Mineral soil associated with graminoid-dominated vege-
tation had greater carbon storage, greater losses from
decomposition, and a higher temperature sensitivity than
shrub-dominated soils.
CO2 production rates calculated from cumulative res-
piration in the low temperature treatment (shrub =
501 μg CO2-C gOM
-1 d-1, graminoid = 741 μg CO2-C
gOM-1 d-1) was within the range reported by previous
incubation studies for Arctic soils at comparable
temperature and duration, 52-967 μg CO2-C gC
-1 d-1
[39–43]. Within these averages, we found shallow soils
to have much higher CO2 production (shrub soils =
1,545 μg CO2-C gOM
-1 d-1, graminoid = 2,969 μg CO2-C
gOM-1 d-1) than other reported values. The reasons for
this divergent result are unclear, but suggest a highly
available labile pool of mineralizable carbon in the upper
mineral soil horizons. Deep soils, however, have CO2
production rates that are within the range of rates re-
ported in other studies (shrub soils = 123 μg CO2-C
gOM-1 d-1, graminoid = 185 μg CO2-C gOM
-1 d-1).
Vegetation and depth effects
We hypothesized that vegetation type would affect res-
piration and temperature sensitivity of decomposition.
We observed greater cumulative respiration in grami-
noid soils than in shrub soils (by nearly 1.8 times), which
supports our hypothesis that graminoid soils, with lower
C:N ratios, would have greater carbon mineralization.
Elberling et al. [44] also found differences in hetero-
trophic respiration from Dryas, Cassiope and Salix vege-
tated soils in northeast Greenland, but these differences
were not associated with variation in C:N. Even when
unrelated to stoichiometry, vegetation-based differences
in soil respiration are important at the landscape scale.
Other soil organic matter properties, such as the abun-
dance of polysaccharides and proteins, are strongly
Fig. 3 Temperature sensitivity of cumulative respiration for
graminoid and shrub soils from two depths. Data points represent
back-transformed means of Q-10 values (±1 back-transformed s.e.) for
the low (gray) and high (black) moisture treatments. The black line rep-
resents the model predictions for the top ranked model (Table 5)
Table 5 Plausible models (ΔAICc) explaining temperature sensitivity of decomposition (Q-10)
ModelRank Predictor Variables No. of Param-eters AICc ΔAICc AICc Model Weight Log-Likelihood
1 Temp +Moisture + Veg + Depth +Moisture:Veg + Veg:Depth 8 -18.423 0 0.208 17.745
2 Temp + Veg + Depth+ Veg:Depth 6 -17.392 1.030 0.124 15.003
3 Temp +Moisture + Veg + Depth +Moisture:Veg 7 -16.427 1.996 0.077 15.625
Models that contain all four main effects (temperature (Temp), vegetation type (Veg), moisture level (Moisture), depth (Depth)), a moisture-vegetation interaction
(Moisture:Veg), and a vegetation-depth interaction (Veg:Depth) are preferred
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related to CO2 mineralization [40]. Our results show
that not only is the carbon pool larger in graminoid soils
than in shrub soils [35], but CO2 mineralization poten-
tial is higher as well. This suggests that graminoid soils,
which occupy a smaller fraction of our study area than
shrubs, are nonetheless a “hot spot” for carbon storage
and atmospheric exchange relative to shrub soils.
Vegetation type also had an effect on temperature sen-
sitivity of decomposition, but the degree of difference
varied between the two soil depths. Q-10 of cumulative
respiration in shallow graminoid soils was 0.5 units
higher than shrub soils at the same depth. Higher
temperature sensitivity of shallow graminoid soils was
also observed for day 1 soil respiration, providing add-
itional evidence that the vegetation-based differences in
Q-10 are related to the temperature sensitivity of the full
pool available for decomposition at the time of collec-
tion. The differences that we measure between vegeta-
tion types are small, especially considering that Q-10
values for both vegetation types are well below the aver-
age Q-10 of 3.4 for tundra soils [45]. However, because
shallow graminoid soils have relatively high respiration
rates, this difference in Q-10 has substantial implications
for CO2 mineralization. For example, with a Q-10 of cu-
mulative respiration set at 2.3, an increase in graminoid
soil temperature from 4 to 14 °C results in a respiration
rate that is 1,480 μg CO2-C gOM
-1 d-1 (or 28 %) greater
than if it is given the Q-10 of shrub soils, 1.8. These cal-
culations suggest that the differences in temperature
sensitivity of shallow soils between vegetation types are
biologically meaningful and have implications for soil
carbon mineralization.
Vegetation cover has the potential to mediate the effect
of air warming on soil temperature [46] and indirectly in-
fluence the microbial response to climate change. We
found shrub soils to be slightly cooler than graminoid soils
during the growing season, which is possibly a result of
canopy shading [46, 47]. Thus, shrub expansion could re-
duce the effect of projected warming on soil temperature
and microbial decomposition during the growing season.
While shrubs soils were cooler in the summer, we ob-
served equivalent annual mean soil temperature in the
two vegetation types because shrub soils were warmer in
the winter. Snow trapped in shrub vegetation can insulate
and increase soil temperature relative to graminoid soils
[48]. Further research is needed to determine the net out-
come of the divergent mediators of soil temperature asso-
ciated with shrub expansion. This research, coupled with
our new understanding of differences in temperature sen-
sitivity of decomposition and a spatially explicit model of
the heterogeneous cover types found in west Greenland
tundra, would be necessary to represent the landscape-
level response of decomposition to vegetation dynamics
and atmospheric warming.
The difference in Q-10 between the two vegetation
types in deep soils has a smaller effect on respiration
Table 6 Model summary from the top-ranked model of Q-10
Parameter Estimate Std Error P-value e^(B) % effect*
Intercept 0.931 0.0657 <0.001 2.537 N/A
Temp -0.009 0.003 0.003 0.991 -0.941
Moisture (60 % WHC) 0.112 0.052 0.031 1.119 11.894
Veg (Shrub) -0.168 0.064 0.009 0.846 -15.437
Depth (Deep) -0.136 0.052 0.010 1.146 14.624
Moisture (60 % WHC) : Veg (Shrub) -0.152 0.073 0.039 0.859 -14.113
Veg (Shrub) : Depth (Deep) 0.149 0.074 0.045 1.160 16.046
Parameter estimates, standard errors, p-values, back-transformed parameter estimates (e^(B)), and percent effect are reported for each model term
* % effect = 100*(eB – 1)
Fig. 4 Temperature sensitivity of soil respiration at the beginning of
the incubation period (Day 1) for graminoid and shrub soils from
two depths. Data points represent back-transformed means of Q-10
values (±1 back-transformed s.e.) for the low (gray) and high (black)
moisture treatments. The black line represents the model predictions
for the top ranked model (Table 7)
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when compared to shallow soils. If the temperature of
deep graminoid soils (with Q-10 = 2.7) increases from 4
to 14 °C, the respiration rate would be only 55 μg CO2-C
gOM-1 d-1 (or 13 %) greater than if the temperature sensi-
tivity were equal to that of shrub soils (Q-10 = 2.3). While
the Q-10 values of cumulative respiration in these deep
soils are higher than the shallow soils, the respiration rates
are lower, so the net effect of the 0.3 unit difference
in Q-10 between the soils is probably not biologically
meaningful.
The shallow graminoid soils we studied have signifi-
cantly lower C:N ratios than shallow shrub soils [35],
so our finding that they are more temperature sensitive
than shallow shrub soils does not support thermodynamic
predictions that temperature sensitivity decreases with
carbon quality. It is possible that the relationship between
quality and temperature sensitivity is constrained by other
soil factors and limitations, such as nitrogen availability.
The shrub soils we studied have significantly smaller pools
of nitrogen [35], and the availability of mineral nitrogen
can limit rates of enzyme synthesis necessary for carbon
mineralization [49]. It is also possible that C:N is not indi-
cative of carbon quality because it does not capture the in-
fluences of molecular structure or physical aggregation,
which are two characteristics that can determine the
biological availability of soil carbon [50, 51].
In addition to chemical characteristics, physical pro-
tection of organic carbon through associations with
mineral substrates is a plausible mechanistic control on
the temperature sensitivity of organic matter decompos-
ition in mineral soils [33]. Carbon that is more tightly
bound to mineral surfaces is less accessible to microbial de-
composition [28] and may be more temperature sensitive.
Petrenko et al. [35] showed that the physical protection of
the same shrub and graminoid soils analyzed in our study
was generally similar, with the largest fraction of carbon
(40-60 %) weakly adsorbed to mineral surfaces. The single
exception was the cation-bound C pool, which has an
intermediate strength association with mineral substrate,
and was significantly higher in shrub soils at the deeper
20-40 cm depth increment [35]. These findings show that
the parent material provides a comparable mineral matrix
for physical protection of carbon in the two vegetation
types, but carbon stored in the cation-bound pool of deep
shrub soils is slightly larger than graminoid soils.
Based on this characterization of physical protection
by Petrenko et al. [35], the Carbon-Quality Temperature
hypothesis would predict that temperature sensitivity of
decomposition should be equivalent in shallow graminoid
and shrub soils. We would also predict that deep shrub
soils, with a larger cation-bound C pool, should be more
temperature sensitive than deep graminoid soils. However,
our direct measurement of temperature sensitivity revealed
that graminoid soils have a higher temperature sensitivity
than shrub soils, which suggests that physical protection
does not explain differences in Q-10 that we observe be-
tween vegetation types. On the other hand, the vegetation-
depth interaction term in our model of temperature sensi-
tivity shows an increase in Q-10 for shrub soils with depth,
which corresponds with the larger cation-bound pool. The
cation pool size can be modified by vegetation through
cation uptake rates or mineral substrate weathering, which
increases cation availability [34]. The difference in physical
protection between vegetation types may contribute to the
variation in temperature sensitivity observed within the
shrub soil profile. This interpretation suggests that physical
protection is a control on Q-10 within the shrub soil
profile, but not in the comparison of soil types. The
different soil types may have dominant controls on
temperature sensitivity, such as nutrient limitation, as
previously discussed.
The differences in carbon mineralization, along with
soil carbon content and C:N ratios [35], between grami-
noid and shrub soils indicate that the vegetation classes
Table 7 Plausible models (ΔAICc) explaining temperature sensitivity of decomposition (Q-10) on day 1 of the incubation period
ModelRank Predictor Variables No. of Parameters AICc ΔAICc AICc Model Weight Log-Likelihood
1 Temp + Veg + Depth +Depth:Temp + Veg:
Depth + Temp:Veg +Depth:Temp:Veg
9 31.3 0 0.419 -5.99
2 Temp + Veg + Depth +MoistureDepth:Temp + Veg:
Depth + Temp:Veg +Veg:Depth:Temp
10 32.4 1.09 0.243 -5.38
Models that contain all four main effects (temperature (Temp), vegetation type (Veg), moisture level (Moisture), depth (Depth)), a moisture-vegetation interaction
(Moisture:Veg), and a vegetation-depth interaction (Veg:Depth) are preferred
Table 8 Model summary from the top-ranked model of Q-10
on day 1
Parameter Estimate Std Error P-value
Intercept 1.187 0.125 <0.001
Temp -0.021 0.008 0.007
Veg (Shrub) -0.590 0.168 <0.001
Depth (Deep) -0.441 0.168 0.010
Depth (Deep) : Temp 0.024 0.010 0.023
Veg (Shrub) : Temp -0.025 0.010 0.019
Veg (Shrub) : Depth (Deep) 1.043 0.237 4.394
Depth (Deep) : Temp : Veg (Shrub) -0.045 0.015 0.003
Parameter estimates, standard errors, p-values, back-transformed parameter
estimates (e^(B)), and percent effect are reported for each model term
*% effect = 100*(eB – 1)
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in the study area have been persistent in their spatial
distribution for sufficiently long to show meaningful dif-
ferences in soil properties. A long-term field manipula-
tion in the same tundra landscape as this study found
that grazing from large herbivores, which are common
in the area, stabilized vegetation from warming-induced
shrub expansion [52]. Furthermore, the relatively low
carbon mineralization rates observed in shrub soils were
consistent with findings that microbial activity in Arctic
shrub soils can be suppressed by nitrogen limitation
[49]. In general, the distinct soil carbon properties of the
two soil types support our assumption of long-lived
stability in the extent of the vegetation types.
Temperature effects
Our third hypothesis was supported by observing elevated
Q-10 values at the lowest temperature treatments and a
decline in temperature sensitivity with an increase in
temperature for all soils except shallow shrub soils. A simi-
lar negative relationship between Q-10 and temperature is
widely observed [45, 53, 54], including in other Arctic soils
[9, 55, 56]. In east Greenland, Cassiope heath soils have a
similar average temperature sensitivity for decomposition
(Q-100-25°C = 2.1), with higher values in the lower range of
temperatures studied (Q-100-10°C = 2.5) [57].
This negative relationship may be a result of substrate
limitation because the soils are released from the cata-
lytic enzyme limitation that occurs at 0 °C or below
[56, 58]. It is also possible that respiration rates ad-
just to different temperatures as a result of microbial
“thermal adaptation”. This evolutionary mechanism is
driven by trade-offs between maintaining binding struc-
tures versus conformational flexibility of respiratory en-
zymes. The outcome is a decrease in respiration rate from
organisms adapted to high temperatures and an increase
in respiration for organism adapted to low temperatures
[59]. However, Bradford et al. [59] did not detect thermal
adaptation until at least 11 weeks of incubation, so we are
not certain that a functional shift in microbial community
composition could occur in this study, after a 7-week
incubation.
It is also important to consider that high CO2 produc-
tion rates at warmer temperature treatments result in
larger soil carbon losses and more rapid depletion of the
labile carbon pool compared to lower temperature treat-
ments. As a result, the soil carbon substrate at the end of
the incubation is more recalcitrant in warmer soils. This
mismatch in carbon quality between temperature treat-
ments at the end of the incubation period has implications
for the temperature sensitivity of decomposition. Specific-
ally, we would expect that the more recalcitrant substrate
present in higher temperatures would increase the
temperature sensitivity relative to the lower temperature
soils. However, our results show the opposite relationship
(temperature sensitivity decreasing at warmer tempera-
tures), which suggests that altered quality of carbon sub-
strate in the incubated soils did not change the direction
of the temperature effect on the temperature sensitivity of
decomposition.
These results also draw attention to the need for
thermodynamic theory that does not assume constant
Q-10 across temperatures, but rather accounts for the
temperature dependence of Q-10 [60]. This pattern in
temperature sensitivity implies that small increases in
temperature at low temperatures can have dispropor-
tionately large effects on carbon mobilization. On the
other hand, shallow shrub soils, which have a smaller N
pool [35], appear to have a constant Q-10 across a range
of temperatures. It is possible that these soils are nitrogen
limited and have a constrained microbial response to
temperature at lower temperatures.
Moisture effects
Soil moisture had a positive effect on cumulative respir-
ation. Other studies have observed an increase in soil
respiration with moisture additions [57, 61, 62]. How-
ever, the magnitude of the moisture effect on cumulative
respiration in this study was small relative to the effect
of vegetation type and depth. This comparison suggests
that soils are more substrate limited than moisture lim-
ited in the 40 % to 60 % WHC range, which spans the
field soil moisture content at the time of collection (late
growing season) and somewhat wetter conditions under
projected climate change. It is likely that soil moisture
would have a larger effect in conditions close to desicca-
tion or saturation [36]. In very dry conditions, enzymatic
activity is limited by supply of dissolved organic carbon
[63], and in very wet conditions, microbial respiration is
limited by oxygen availability due to saturation of pore
space [36, 57].
Surprisingly, we observed a different moisture effect
on temperature sensitivity in the two vegetation types.
Soil moisture had a positive effect on Q-10 of cumula-
tive respiration from graminoid soils, but no effect on
shrub soils. These results suggest that the temperature
sensitivity of decomposition is influenced by moisture in
graminoid soils. However, the range of moisture treat-
ments did not alter shrub soil temperature sensitivity.
For Q-10 of day 1 respiration rates, moisture did not
appear in the top ranked model and had a small
negative effect on temperature sensitivity, indicating
that moisture has a weaker control on temperature
sensitivity of the more labile soil carbon pool present
at the beginning of the incubation. By comparison,
the moisture effect on the Q-10 of cumulative respir-
ation across the entire incubation most likely reflects
the input from the recalcitrant pool that is a larger
proportion of total substrate for CO2 production over
Bradley-Cook et al. Climate Change Responses  (2016) 3:2 Page 9 of 15
the full incubation. We conclude that graminoid soils,
which have a higher respiration potential and higher
temperature sensitivity of decomposition, are expected
to be even more responsive to warming under a cli-
mate scenario with increased precipitation as a result
of the moisture effect on the temperature sensitivity
of the recalcitrant carbon pool. In a synthesis of biogeo-
chemical models, Sierra et al. show that temperature has a
stronger control than moisture on apparent sensitivity of
decomposition rates at intermediate moisture content,
such as those used in our study [36]. Our finding that soil
moisture has an effect on temperature sensitivity aligns
well with field studies, which suggest that soil moisture is
an important control of in-situ soil respiration and
temperature sensitivity of soil decomposition [64–67]. It is
possible, however, that increases in water inputs will not
result in an corresponding increase in soil moisture, as
was observed in a field manipulation in shrub tundra in
northwest Greenland with well-drained soil and strong
seasonal variation in moisture [68].
Conclusions
The results of this study show that soils associated with
graminoid vegetation, which have a larger carbon pool
and lower C:N, have higher soil respiration rates and a
higher temperature sensitivity of decomposition com-
pared to shrub soils. Our findings indicate that the large
stocks of carbon stored in graminoid soils should be
more susceptible to mineralization in a warming Arctic.
This susceptibility results from a higher temperature
sensitivity in the shallow mineral soil layer. Carbon
stored in shrub soils was relatively less sensitive to
warming. Any soil moisture increases consistent with
climate model precipitation projections are expected to
increase soil respiration in both vegetation types. Add-
itionally, higher soil moisture should increase the
temperature sensitivity of graminoid soils, but may have
little to no effect on the temperature sensitivity of shrub
soils. Shrub expansion into areas that are presently
graminoid-dominated could lead to a reduction in soil
carbon accumulation and a decrease in the temperature
sensitivity of carbon mineralization, such that these soils
would more closely resemble the carbon storage and
temperature sensitivity of soil associated with current
shrub vegetation. These results highlight the importance
of the interactive effects of vegetation type, temperature,
and moisture in determining the response of soil decom-
position to climate change.
Methods
Study site
We conducted fieldwork in dwarf shrub tundra near
Kangerlussuaq, Greenland (67.103°N, 50.286°W), where
mean annual temperature is -5.7 °C, mean growing sea-
son temperature is 9.2 °C. Estimates of annual precipita-
tion in the area range from 140 to 252 mm [69, 70],
which classify it as a semi-arid ecosystem. The study site
is located near the current extent of the Greenland ice
sheet and was deglaciated approximately 7,000 years ago
[71]. The location is proximate to terrestrial ecology re-
search sites that were established in 2002 [4, 52].
We measured air temperature at 30-cm above ground
level every four hours from July 21, 2011 to July 20,
2012 using Thermocron iButton temperature loggers
(Model DS 1921G, Embedded Data Systems®) contained
within a PVC capsule secured to a steel rod, positioned
under a roof cover to shade from direct insolation in a
shrub-free location. We recorded soil temperature every
four hours using iButtons buried at 5-cm depth within
graminoid and shrub vegetation patches located within
300 m of the sampling area. Each iButton was wrapped
in parafilm and neoprene plastic for waterproofing. We
defined the growing season as the third week of May to
the first week of August (5/22 – 8/7) to align with
aboveground phenology [52, 72].
The field area consists of a heterogeneous patchwork
of graminoid and shrub vegetation. We sampled from
shrub patches that were dominated by Betula nana,
which is a very common shrub in the area, along with
Salix glauca, Vaccinium uliginosum, Rhododendron gro-
enlandicum and Rhododendron lapponicum. Graminoid
patches were dominated by Poa pratensis. Soils in this
region are characterized as humus-poor arctic brown
gelisols [73] with a thin organic horizon developed on
loess substrate [74]. Observations from soil pits at a
neighboring and comparable field site reveal that the or-
ganic horizon in the study area is 3-9 cm thick in grami-
noid and shrub vegetation (Bradley-Cook, unpublished
data). At this same field site, depth of refusal measured
with a t-bar, which is a proxy for depth of frozen ground,
was at least 40 cm for both vegetation types, with a deeper
active layer in shrub vegetation (shrub = 50.1 ± 1.7 cm, gra-
minoid = 42.1 ± 1.9 cm; Bradley-Cook, unpublished data).
The study site was selected because it contained mixed
shrub and graminoid vegetation cover, and was access-
ible from the road. We randomly selected five patches of
each vegetation type that were approximately 2 meters
in diameter and were separated by at least 10 meters.
We sampled in the center of each patch to avoid pos-
sible shifting boundaries between the vegetation types.
Accumulated litter corresponded dominant vegetation
type, indicating that vegetation had persisted for at least
many growing seasons. Furthermore, the carbon content
of the soils collected differed between the two vegetation
types [35], which supported our assumption that the
vegetation boundaries are long-lived at this site. Topog-
raphy can determine soil moisture, vegetation distribution
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and soil carbon accumulation [75]. For instance, physio-
logical differences allow graminoid vegetation to occupy
areas that are less well-drained. To minimize the effect of
moisture and micro-topography, we avoided sampling in
low-lying waterlogged areas and hummock formations.
Based on visual examination, we discarded the upper
3 – 9 cm of soil comprising the organic horizon, and
then extracted the mineral soil beneath the organic
horizon in 10 cm depth increments. We collected soil
to a depth of at least 40 cm using a gas-powered auger
(Earthquake™ 9800B) and 9.5 cm diameter drill bit and
extension tube, as described by Petrenko and Friedland
[76]. Within 24 hours of collection, we froze the samples
to -18 °C and later shipped them to the Biogeochemistry
Laboratory at Dartmouth College, Hanover, NH, USA.
Vegetation & soil characteristics
We conducted vegetation surveys within a 0.5-m2 quad-
rat at the site of the soil core. We recorded species
present, percent cover and canopy height as a proxy for
biomass.
In the laboratory, we sieved samples to separate the 2-
mm size fraction and quantified organic matter content
of each sample by measuring the loss-on-ignition (LOI)
of approximately 10 g of oven dried soil after it was
combusted at 450 °C for 5 hours. We use organic matter
content (g OM g DM-1) to standardize CO2 production
measurements because LOI is measured on larger soil
samples than is used in elemental analysis, and therefore
better represents the carbon pool (including heteroge-
neous fine organic material) available for microbial de-
composition in the incubation of 50 g soil samples. We
measured percent carbon and nitrogen on approximately
6 mg ground subsamples by combustion in a Carlo Erba
NA 1500 elemental analyzer (Carlo Erba Instruments,
Milan, Italy) using standard protocol [77] to determine
C:N ratios. We measured gravimetric soil water content
by drying approximately 10 g of soil at 105 °C and calcu-
lated mass loss over a percentage of dry soil. We also
quantified 100 % water holding capacity by saturating
approximately 10 g of soil in a funnel lined with What-
man® #40 filter paper, and measured gravimetric soil
water content after 24 hours of passive filtration. We
calculated the percent WHC of field moist samples by
dividing the soil water content by 100 % WHC for each
sample. We calculated the average LOI, gravimetric soil
water content, 100 % WHC, and percent WHC between
the two shallow depth increments (0-10 cm, 10-20 cm)
and the two deep depth increments (20-30 cm, 30-40 cm)
for use in the laboratory incubations.
Laboratory incubation experiment
For soil collected from each core, we combined equal
parts of paired 10 cm depth increments to create two
broader depth categories: 0-20 cm and 20-40 cm. Using
these two aggregated soil depth increments, we con-
ducted a 49-day laboratory incubation experiment to
measure temperature and moisture sensitivity of decom-
position. Soils were thawed at 4 °C for 6 days in advance
of the incubation treatment. We sieved mineral soils to
separate out the 2-mm fraction. Some shallow samples
had dense fine root structure that made sieving difficult.
In these samples we removed roots larger than 1 mm in
diameter and homogenized the samples by hand mixing.
We incubated 50 g of fresh weight soil in half-pint ball
jars at five temperatures (4 °C, 8 °C, 12 °C, 16 °C, 25 °C)
and two moistures (40 % and 60 % water holding cap-
acity). The temperature levels were selected to represent
a wide range of temperatures, which captured the mean
growing season soil temperature at the low end of the
range, regional warming scenarios at the intermediate
levels [37], and a total range of 20 °C. The lowest mois-
ture treatment was the average gravimetric soil moisture
content of collected soil samples, and the high moisture
treatment captured the direction and general magnitude
of projected regional increases in precipitation with cli-
mate change (30-40 % increase in western Greenland by
2051-2080 [37]). These treatment levels capture the
general trend of precipitation increase, not modified by
factors that might alter the modeled increase (e.g. evapo-
transpiration, seasonal variation). We assume that soil
moisture increases from precipitation would probably
exceed any decreases in soil moisture. To determine the
target water content of the two moisture treatment
levels, we multiplied the water mass within 100 % WHC
by 0.4 and 0.6 for each sample. We adjusted the water
content of field moist samples by spraying additional
water, or letting the soils dry at incubation temperature
to target moisture. A shallow graminoid and a deep shrub
sample were not included in the incubation because they
did not contain enough soil to distribute among all experi-
mental treatments. As a result, sample size varied by soil
type (graminoid surface (n = 4), shrub surface (n = 5), gra-
minoid deep (n = 5), shrub deep (n = 4)). We weighed the
jars every 2-3 days to monitor soil moisture throughout
the incubation period and applied additional water with a
spray bottle to maintain the target moisture level.
Carbon dioxide production rate was quantified seven
times during the incubation period (day 1, 4, 7, 14, 28, 49).
The first measurement began approximately 6 hours after
soils were placed in incubators. Prior to each sampling, we
flushed the jar headspace with compressed CO2-free air
and sealed the jar for a 24-hour incubation period. After
the incubation period, we collected a 10-mL gas sample
from the jar headspace, on which we measured CO2 con-
centration by injecting the gas into a LiCor-8100 infrared
gas analyzer via a trace gas extension valve (LiCor prod-
ucts, Lincoln, NE). We measured the headspace volume
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for each sample using a dilution function [78] as described
in Bradley-Cook and Virginia [79] in order to calculate
CO2 production from headspace concentration.
Data analysis
We compared canopy height between vegetation types
using a two-sided t-test. We evaluated the effect of
vegetation on gravimetric soil moisture content, 100 %
WHC, and percent WHC of field moist soils by using a
mixed-effects model comparison approach. The full
model contained vegetation type as the fixed effects,
and soil depth nested within each core as a random ef-
fect. For each response variable, we used ΔAICc to
compare the full model to a null model with an inter-
cept and the random effect.
To compare CO2 production between soil type and
treatment, we calculated cumulative CO2 production
over the incubation period by multiplying the average
CO2 production of neighboring sample dates by the time
interval that they captured, and summing these values
for the incubation period.
Temperature sensitivity was characterized as Q-10, as
defined by:
Q10 ¼
Ri
R4C
  10
T i−4
where Ri is cumulative CO2 production (μg C g OM
-1
day-1) for a temperature level Ti (°C) and R4°C is the cu-
mulative decomposition at the 4 °C base temperature
(μg C g OM-1 day-1) [80]. We also calculated Q-10 for
the first measurement of CO2 production rates (day 1)
to determine temperature sensitivity of the carbon pool
that most closely resembles the substrate found in the
soils at the time of collection.
We used an information-theoretic model compari-
son approach to test the effect of vegetation type,
temperature, moisture and depth on temperature sen-
sitivity (Q-10) for cumulative and day 1 respiration.
The set of candidate models included all possible
combinations of the four variables and their interac-
tions and an intercept model, for a total of 65
models. We evaluated the fit of each model to the
data using the second-order Akaike’s information cri-
teria (AICc). Models were ranked according to ΔAICc
values and were considered to be plausible if ΔAICc
was below 2. For each model, i, in a set of candidate
models, r, we calculated a model weight as:
wi ¼ e
−0:5ΔAICciXR
r¼1e
−0:5ΔAICcr
Model weights, which sum to 1 across the candidate
set, describe the weight of evidence in favor of a given
model being the best in the candidate set [81]. Model se-
lection analysis was performed with the AICcmodavg
package in R [82]. Model comparisons for cumulative
respiration and Q-10 produced a subset of 3 competing
models that fit the data almost equally well. All plausible
models of cumulative respiration included a number of
conserved terms. Many of the plausible models also con-
tained additional terms that had limited explanatory
power, as evidenced by little to no change in the log-
likelihood of the model relative to a more parsimonious
model. These variables did not improve model fit, but
were included in highly ranked models because they
were associated with a good model and only incurred a
small penalty. This type of model term has been labeled
"pretending variable" [38] and we ignored them in our
interpretations. We identified all models, but focused
our analysis on the core main effects and interaction
terms that were conserved across all reasonably plausible
models. The set of plausible models for the prediction of
Q-10 were also nested, but the most complex model did
not contain any pretending variables. In this case, we fo-
cused our interpretation on this most complex model.
Model terms were evaluated based on effect size and
standard error around the parameter estimate. We did
not conduct model averaging primarily because our
objective was to test hypotheses about the effects on the
response variables. In addition, there are no clear guide-
lines on how to handle nested models in a model
averaging approach [83]. We did examine parameter es-
timates in all plausible models (Additional file 3: Table
S1 and Additional file 4: Table S2) to ensure that there
were no big differences from the focal model.
One graminoid surface sample was identified as an
outlier because the cumulative respiration was beyond
1.5 times the interquartile range. We compared linear
model results with and without the outlier included to
confirm that the exclusion of this sample led to a more
conservative comparison between vegetation types and
depths. Cumulative respiration data and Q-10 values
were log-transformed to meet normal distribution as-
sumptions. Log-transformed means and standard errors
were back-transformed to report biologically meaningful
descriptive statistics. Prior to conducting all t-tests, we
tested the assumption of homogeneity of variances using
F-test. Significance was determined at α = 0.05. Analyses
were conducted in R version 3.0.2 [84] along with the
plyr [85], and reshape [86] packages. Graphs were pro-
duced using the ggplot2 package in R [87].
Additional files
Additional file 1: Figure S1. Cumulative Respiration of shrub and
graminoid soils with outliers at two depths under experimental
treatments. Large points mark back-transformed averages of the low
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moisture (gray circles) and high moisture (black triangles) treatment, and
error bars show back-transformed 1 standard error around the mean.
Small data points mark individual samples within each treatment, includ-
ing the graminoid outlier (asterisks). (EPS 133 kb)
Additional file 2: Figure S2. Q-10 of shrub and graminoid soils with
outliers at two depths under experimental treatments. Large points
represent back-transformed averages of the low moisture (gray circles)
and high moisture (black triangles) treatment, and error bars show back-
transformed 1 standard error around the mean. Small data points repre-
sent individual samples within each treatment, including the graminoid
outlier (asterisks). (EPS 107 kb)
Additional file 3: Table S1. Model parameters for all plausible models
of cumulative respiration, where Y is log (cumulative respiration),
including back-transformed estimate (e^(B)). (DOC 41 kb)
Additional file 4: Table S2. Model parameters for all plausible models
of temperature sensitivity (Q-10), including back-transformed estimate
(e^(B)). (DOC 40 kb)
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