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AVERAGING PRINCIPLE FOR STOCHASTIC REAL
GINZBURG-LANDAU EQUATION DRIVEN BY α-STABLE PROCESS
XIAOBIN SUN AND JIANLIANG ZHAI
Abstract. In this paper, we study a system of stochastic partial differential equations with
slow and fast time-scales, where the slow component is a stochastic real Ginzburg-Landau
equation and the fast component is a stochastic reaction-diffusion equation, the system
is driven by cylindrical α-stable process with α ∈ (1, 2). Using the classical Khasminskii
approach based on time discretization and the techniques of stopping times, we show that
the slow component strong converges to the solution of the corresponding averaged equation
under some suitable conditions.
1. Introduction
The real Ginzburg-Landau equation is an important model equation in modern physics,
and it was broadly studied in recent years from different points of view. In this paper, we are
interested in studying the averaging principle for stochastic real Ginzburg-Landau equation
driven by cylindrical α-stable process, i.e., considering the following stochastic slow-fast
system on torus T = R/Z: dX
ε
t (ξ) =
[ ∂2
∂ξ2
Xεt (ξ) +X
ε
t (ξ)− (Xεt (ξ))3 + f(Xεt (ξ), Y εt (ξ))
]
dt+ dLt, X
ε
0(ξ) = x(ξ),
dY εt (ξ) =
1
ε
[
∂2
∂ξ2
Y εt (ξ) + g(X
ε
t (ξ), Y
ε
t (ξ))
]
dt+ 1
ε1/α
dZt, Y
ε
0 (ξ) = y(ξ),
(1.1)
where ε > 0 is a small parameter describing the ratio of time scales between the slow
component Xε and fast component Y ε. The coefficients f and g are proper functions.
{Lt}t>0 and {Zt}t>0 are mutually independent cylindrical α-stable process with α ∈ (1, 2).
The theory of averaging principle has a long and rich history in multiscale model, which
has widely applications in nonlinear oscillations, chemical kinetics, biology, climate dynamics
and many other areas. Averaging principle is essential to describe the asymptotic behavior
of the system like (1.1) for ε << 1, and how dynamics of this kind of system depends
on ε as ε → 0. Bogoliubov and Mitropolsky [2] first studied the averaging principle for
the deterministic systems. The averaging principle for stochastic differential equations was
proved by Khasminskii [25], see, e.g., [3, 4, 5, 6, 10, 11, 12, 17, 18, 19, 22, 23, 27, 31, 32, 35]
for further generalization. In most of the existing literature, Wiener noises are considered.
For the jump-diffusion case, we refer to [1, 16, 33].
It is well known that it is non-trival to deal with nonlinear terms. Recently, averaging
principle for stochastic reaction-diffusion systems with nonlinear term has become an active
research area which attracted much attention, see, for instance, stochastic reaction-diffusion
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equations with polynomial coefficients [6], stochastic Burgers equation [7], stochastic two
dimensional Navier-Stokes equations [21], stochastic Kuramoto-Sivashinsky equation [13],
stochastic Schrödinger equation [14] and stochastic Klein-Gordon equation [15]. The noise
considered in above references are all Wiener noise, and it is natural to study the stochastic
systems driven by jump noise. Averaging principle for stochastic reaction-diffusion systems
with nonlinear term driven by jump noise have not yet been considered to date to the best
of our knowledge, as a consequence, this is one of the motivations for studying the system
(1.1).
The noise processes considered to date are mainly square integrable processes. However, a
cylindrical/additive α-stable process only has finite pth moment for p ∈ (0, α). The methods
developed in the existing literature are not suitable to treat the case of cylindrical/additive
α-stable noises, therefore we require new and different techniques to deal with the cylindri-
cal/additive α-stable noise more carefully. Let us mention that Bao et al. [1] have studied
the averaging principle for two-time scale stochastic partial differential equations driven by
additive α-stable noises, but without the nonlinear term. The most challenge in this paper
is how to deal with the nonlinear term and cylindrical α-stable noises. The techniques of
stopping times will be used frequently.
Considering the cylindrical/additive α-stable noises has theoretically interesting. As stated
in [1], stochastic equations driven by (cylindrical/additive) α-stable processes have proven to
have numerous applications in physics because such processes can be used to model systems
with heavy tails. As a result, such processes have received increasing attentions recently. We
refer to [9, 26, 28, 29, 30] and references therein for more results and backgrounds, in which
the cylindrical/additive α-stable noises have been considered.
Under some assumptions, the aim of this paper is to prove the slow component Xε con-
vergent to X¯ in the strong sense, i.e., for any T > 0 and 1 6 p < α,
E
(
sup
06t6T
‖Xεt − X¯t‖pL2(T)
)
6
Cp,k,T (1 + ‖x‖pθ + ‖y‖p/2)
(− ln ε)k , ∀k ∈ (0,
α− p
6α
), (1.2)
where (x, y) are initial value and belong to some certain spaces, Cp,k,T is a positive constant
only depends on p, k, T , and X¯ is the solution of the corresponding averaged equation (see
Eq. (2.13) below).
The proof of our main result is divided into several steps. Firstly, we follow the skills in
[34] to give a-priori estimate of the solution (Xεt , Y
ε
t ), which is very important to constrict
stopping times later. Meanwhile, we prove an estimate of |Xεt − Xεs | when s, t before the
stopping time. Secondly, based on the Khasminskii discretization introduced in [25], we
split the interval [0, T ] into some subintervals of size δ > 0 which depends on ε, and on each
interval [kδ, (k + 1)δ)], k > 0, we construct an auxiliary process (Xˆεt , Yˆ
ε
t ) which associate
with the system (1.1). Finally, by controlling the difference processes Xεt − Xˆεt and Xˆεt − X¯t
respectively, we get an estimate of |Xεt −X¯t| when time t before the stopping time. Moreover,
we use the a-priori estimates of the Xεt and X¯t are used to control |Xεt − X¯t| when time t
after the stopping time.
The paper is organized as follows. In the next section, we introduce some notation and
assumptions that we use throughout the paper and state the main result. The section 3 is
devoted to proving the main result. The final section is the appendix, where we show the
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detailed proof of the existence and uniqueness of solution and the corresponding Galerkin
approximation.
Along the paper, C, Cp, CT and Cp,T denote positive constants which may change from
line to line, where Cp depends on p, CT depends on T , and Cp,T depends on p, T .
2. Notations and main results
For p > 1 and k ∈ N, let Lp(T) and W k,2(T) be the usual Sobolev space. Denote | · |Lp
the usual norm of Lp(T). Set
H := {x ∈ L2(T) :
∫
T
x(ξ)dξ = 0},
and equipped it with the following inner product and norm:
〈x, y〉 :=
∫
T
x(ξ)y(ξ)dξ, ‖x‖ :=
(∫
T
x2(ξ)dξ
)1/2
, x, y ∈ H.
Then (H, ‖ · ‖) is a separable real Hilbert space.
Denote the Laplacian operator ∆ by
Ax := ∆x :=
∂2
∂ξ2
x, x ∈ W k,2(T) ∩H.
The eigenfunctions of ∆ are given by
{ei : ei =
√
2 cos(2piiξ)}i∈{1,2,...} ∪ {ej : ej =
√
2 sin(2pijξ)}j∈{−1,−2,...},
which forms an orthonormal basis of H . For any k ∈ Z∗ := Z \ {0},
Aek = −λkek with λk = 4pi2|k|2.
For any s ∈ R, we define
Hs := D((−A)s/2) :=
u = ∑
k∈Z∗
ukek : uk = 〈u, ek〉 ∈ R,
∑
k∈Z∗
λsku
2
k <∞
 ,
and
(−A)s/2u := ∑
k∈Z∗
λ
s/2
k ukek, u ∈ D((−A)s/2),
with the associated norm
‖u‖s := ‖(−A)s/2u‖ =
√∑
k∈Z∗
λsku
2
k.
It is easy to see that H0 = H and H−s is the dual space of Hs. Without danger of confusion
the dual action is also denoted by 〈·, ·〉. Denote V := H1, which is densely and compactly
embedded inH . It is well known that A is the infinitesimal generator of a strongly continuous
semigroup {etA}t>0.
Define nonliear operator,
N(x)(ξ) = x(ξ)− [x(ξ)]3, x ∈ H.
We shall often use the following inequalities:
‖x‖σ1 6 Cσ1,σ2‖x‖σ2 , x ∈ Hσ2 , σ1 6 σ2; (2.1)
‖etAx− x‖ 6 Cσtσ2 ‖x‖σ, x ∈ Hσ, σ > 0, t > 0; (2.2)
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‖etAx‖ 6 e−λ1t‖x‖, x ∈ H, t > 0; (2.3)
‖etAx‖σ2 6 Cσ1,σ2t−
σ2−σ1
2 ‖x‖σ1 , x ∈ Hσ2, σ1 6 σ2, t > 0; (2.4)
‖N(x)‖−σ 6 Cσ(1 + ‖x‖31−σ
3
), x ∈ H 1−σ3 , σ ∈ [0, 1/2); (2.5)
‖N(x)−N(y)‖ 6 C(1 + ‖x‖21/2 + ‖y‖21/2)‖x− y‖, x, y ∈ H1/2; (2.6)
‖N(x)−N(y)‖ 6 C(1 + ‖x‖22σ + ‖y‖22σ)‖x− y‖2σ, x, y ∈ H2σ, σ > 1/6; (2.7)
〈x,N(x)〉 6 1
4
, x ∈ H. (2.8)
The properties of (2.1)-(2.4) are well known, the proof of (2.6)-(2.8) can be founded in [34,
Appendix] and the proof of (2.5) is stated in the appendix.
With the above notations, the system (1.1) can be rewritten as:{
dXεt = [AX
ε
t +N(X
ε
t ) + f(X
ε
t , Y
ε
t )] dt+ dLt, X
ε
0 = x,
dY εt =
1
ε
[AY εt + g(X
ε
t , Y
ε
t )]dt+
1
ε1/α
dZt, Y
ε
0 = y,
(2.9)
where {Lt}t>0 and {Zt}t>0 are mutually independent cylindrical α-stable process given by
Lt =
∑
k∈Z∗
βkL
k
t ek, Zt =
∑
k∈Z∗
γkZ
k
t ek, t > 0,
where α ∈ (1, 2), {βk}k∈Z∗ and {γk}k∈Z∗ are two given sequence of positive numbers and
{Lk}k∈Z∗ and {Zk}k∈Z∗ are independent one dimensional α-stable processes satisfying for
any k ∈ Z∗ and t > 0,
E[eiL
k
t h] = E[eiZ
k
t h] = e−t|h|
α
, h ∈ R.
We impose the following assumptions.
A1. f, g : H × H → H are Lipschitz continuous, i.e., there exist constants C > 0 and
Lf , Lg > 0 such that for any x1, x2, y1, y2 ∈ H,
‖f(x1, y1)− f(x2, y2)‖ 6 Lf (‖x1 − x2‖+ ‖y1 − y2‖),
‖g(x1, y1)− g(x2, y2)‖ 6 C‖x1 − x2‖+ Lg‖y1 − y2‖.
A2. There exist constants C1, C2 > 0 such that, for any k ∈ Z∗,
C1λ
−β
k 6 βk 6 C2λ
−β
k , with β >
1
2
+
1
2α
and ∑
k∈Z∗
γαk
λk
<∞. (2.10)
A3. f is uniformly bounded, i.e.,there exists C > 0 such that
sup
x,y∈H
‖f(x, y)‖ 6 C.
A4. The smallest eigenvalue λ1 of −A and the Lipschitz constant Lg satisfy
λ1 − Lg > 0.
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Remark 2.1. Under the condition A1-A3, for any given initial value x, y ∈ H , ε > 0, system
(2.9) exists a unique mild solution Xε ∈ D([0,∞);H)∩D((0,∞);V ), Y εt ∈ H (see Theorem
2.3 below). By [24] and [28], in general, (2.10) does not imply that Y ε ∈ D([0,∞);H), only
implies Y εt ∈ H , but it is enough for us to prove our main result. Condition A4 is called the
dissipative condition, which is used to give the uniform estimate of Y ε with respect to ε and
the exponential ergodicity of frozen equation (see Proposition 3.7 below).
Remark 2.2. Define
LA(t) :=
∫ t
0
e(t−s)AdLs, ZA(t) :=
∫ t
0
e(t−s)AdZs.
Refer to [34, Lemma 3.1] and [28, (4.12)], if condition A2 holds, then for any T > 0,
0 6 θ < β − 1
2α
and 0 < p < α,
E
[
sup
06t6T
‖LA(t)‖p2θ
]
6 C1T
p/α, sup
t>0
E‖ZA(t)‖p 6 C2,
where C1 depends on α, θ, β, p and C2 depends on α, p.
Based on the Banach fixed point theorem, we have the following existence and uniqueness
of the mild solution of system (2.9), whose proof is stated in the appendix.
Theorem 2.3. Assume the conditions A1-A3 hold. Then for every ε > 0, x ∈ H, y ∈
H, system (2.9) admits a unique mild solution Xε.(ω) ∈ D([0,∞);H) ∩ D((0,∞);V ) and
Y εt (ω) ∈ H, t > 0, P-a.s.. Moreover, for any t > 0 Xεt = etAx+
∫ t
0
e(t−s)AN(Xεs )ds+
∫ t
0
e(t−s)Af(Xεs , Y
ε
s )ds+
∫ t
0
e(t−s)AdLs,
Y εt = e
tA/εy + 1
ε
∫ t
0 e
(t−s)A/εg(Xεs , Y
ε
s )ds+
1
ε1/α
∫ t
0 e
(t−s)A/εdZs.
(2.11)
The main result of this paper is the following theorem.
Theorem 2.4. Assume the conditions A1-A4 hold. Then for any x ∈ Hθ with θ ∈ (1/2, 1],
y ∈ H, T > 0 and 1 6 p < α,
E
(
sup
06t6T
‖Xεt − X¯t‖p
)
6
Cp,k,T (1 + ‖x‖pθ + ‖y‖p/2)
(− ln ε)k , ∀k ∈ (0,
α− p
6α
), (2.12)
where Cp,k,T is a positive constant and X¯ is the solution of the corresponding averaged equa-
tion: {
dX¯t =
[
AX¯t +N(X¯t) + f¯(X¯t)
]
dt+ dLt,
X¯0 = x,
(2.13)
with the average f¯(x) =
∫
H f(x, y)µ
x(dy). Here µx is the unique invariant measure of the
frozen equation {
dYt = [AYt + g(x, Yt)] dt+ dZ¯t,
Y0 = y,
Z¯ is a version of Z and independent of L and Z.
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3. Proof of Theorem 2.4
In this section, we are devoted to proving Theorem 2.4. The proof consists of the following
several steps. In the first step, we give a priori estimate of the solution (Xεt , Y
ε
t ) in Lemma 3.1,
which is used to construct a stopping time τ εR. Then Lemma 3.2 gives a uniform estimate of
‖Xεt ‖θ when t 6 T∧τ εR for θ ∈ (1/2, 1], which is used to obtain an estimate of the expectation
of Xεt −Xεs when 0 6 s 6 t 6 T ∧ τ εR in Lemma 3.3. In the second step, following the idea
inspired by Khasminskii in [25], we introduce an auxiliary process (Xˆεt , Yˆ
ε
t ) ∈ H × H and
also give the uniform bounds, see Lemma 3.4. Meanwhile, we introduce a new stopping time
τ˜ εR 6 τ
ε
R. Then Lemma 3.5 is used to deduce an estimate of the difference process X
ε
t − Xˆεt
when t 6 T ∧ τ˜ εR, which will be stated in Lemma 3.6. In the third step, we study the frozen
equation and average equation. After defining another stopping time τˆ εR 6 τ˜
ε
R, we give a
control of Xˆεt − X¯t when t 6 T ∧ τˆ εR in Lemma 3.10. Finally, in order to prove the main
result, it is sufficient to control the term of time after the stopping τˆ εR, which will be done
by the a-priori estimates of processes Xεt and X¯t (see Lemmas 3.1 and 3.9 below). Note that
we always assume conditions A1-A4 hold in this section.
3.1. Some a-priori estimates of (Xεt , Y
ε
t ). We first prove the uniform bounds for p-
moment of the solutions Xεt and Y
ε
t for the system (2.9), with respect to ε ∈ (0, 1) and
t ∈ [0, T ]. The main proof follows the techniques used in [8], [9] and [34], where the authors
deal with the 2D stochastic Navier-Stokes equation, 1D stochastic Burgers’ equation and
stochastic real Ginzburg-Landau equation driven by α-stable noise, respectively.
Inspired by the above references, we first have a fast review about the purely jump Lévy
process as following. {Lk}k∈Z∗ are independent one dimensional α-stable processes, so they
are purely jump Lévy processes and have the same characteristic function, i.e.,
EeiξL
k
t = etψ(ξ), ∀t > 0, k ∈ Z∗,
ψ(ξ) is a complex valued function called Lévy symbol given by
ψ(ξ) =
∫
R\{0}
(eiξy − 1− iξy1{|y|61})ν(dy),
ν(dx) = c
|x|1+α
dx is the Lévy measure with c > 0 and satisfies
∫
R\{0} 1 ∧ |y|2ν(dy) <∞.
For t > 0 and Γ ∈ B(R \ {0}), the Poisson random measure associated with Lk is defined
by
Nk(t,Γ) =
∑
s6t
1Γ(L
k
s − Lks−),
and the corresponding compensated Poisson measure is given by
N˜k(t,Γ) = Nk(t,Γ)− tν(Γ).
By Lévy-Itô’s decomposition, one has
Lkt =
∫
|x|61
xN˜k(t, dx) +
∫
|x|>1
xNk(t, dx).
Lemma 3.1. For any x, y ∈ H, 1 6 p < α and T > 0, there exist constants Cp,T , CT > 0
such that for all ε ∈ (0, 1),
E
(
sup
06t6T
‖Xεt ‖p
)
+ E
∫ T
0
‖Xεt ‖21
(‖Xεt ‖2 + 1)1−p/2
dt 6 Cp,T (1 + ‖x‖p), (3.1)
AVERAGING PRINCIPLE FOR STOCHASTIC REAL GINZBURG-LANDAU EQUATION 7
sup
06t6T
E‖Y εt ‖ 6 CT (1 + ‖x‖+ ‖y‖). (3.2)
Proof. For m ∈ N∗, put Hm = span{ek, |k| 6 m} and let pim be the projection from H to
Hm. Consider the Galerkin approximation of system (2.9):{
dXm,εt = [AX
m,ε
t +N
m(Xm,εt ) + f
m(Xm,εt , Y
m,ε
t )]dt+ dL¯
m
t , X
m,ε
0 = x
m ∈ Hm
dY m,εt =
1
ε
[AY m,εt + g
m(Xm,εt , Y
m,ε
t )]dt+
1
ε1/α
dZ¯mt , Y
m,ε
0 = y
m ∈ Hm, (3.3)
where Xm,ε0 = pimX
ε
0 , N
m(Xm,εt ) = pim(N(X
m,ε
t )), f
m(Xm,εt , Y
m,ε
t ) = pim(f(X
m,ε
t , Y
m,ε
t )),
gm(Xm,εt , Y
m,ε
t ) = pim(g(X
m,ε
t , Y
m,ε
t )), L¯
m
t =
∑
|k|6m βkL
k
t ek and Z¯
m
t =
∑
|k|6m γkZ
k
t ek.
Now, define a smooth function U on Hm by
U(x) = (‖x‖2 + 1)p/2, x ∈ Hm.
Then we have
DU(x) =
px
(‖x‖2 + 1)1−p/2 , D
2U(x) =
pIm
(‖x‖2 + 1)1−p/2 +
p(p− 2)x⊗ x
(‖x‖2 + 1)2−p/2 ,
where Im is the union matrix on Hm. As a result, for any x, y ∈ Hm,
‖DU(x)‖ 6 Cp‖x‖
(‖x‖2 + 1)1−p/2 6 Cp(‖x‖
2 + 1)p/2−1/2, (3.4)
‖D2U(x)‖ 6 Cp
(‖x‖2 + 1)1−p/2 6 Cp. (3.5)
By Itô’s formula, we get
U(Xm,εt ) +
∫ t
0
p‖Xm,εs ‖21
(‖Xm,εs ‖2 + 1)1−p/2ds
= U(xm) +
∫ t
0
[〈Nm(Xm,εs ), pXm,εs 〉
(‖Xm,εs ‖2 + 1)1−p/2 +
〈fm(Xm,εs , Y m,εs ), pXm,εs 〉
(‖Xm,εs ‖2 + 1)1−p/2
]
ds
+
∑
|k|6m
∫ t
0
∫
|x|61
[U(Xm,εs− + xβkek)− U(Xm,εs− )]N˜k(ds, dx)
+
∑
|k|6m
∫ t
0
∫
|x|61
[
U(Xm,εs + xβkek)− U(Xm,εs )−
〈pXm,εs , xβkek〉
(‖Xms ‖2 + 1)1−p/2
]
ν(dx)ds
+
∑
|k|6m
∫ t
0
∫
|x|>1
[U(Xm,εs− + xβkek)− U(Xm,εs− )]Nk(ds, dx)
:= U(xm) + Im1 (t) + I
m
2 (t) + I
m
3 (t) + I
m
4 (t). (3.6)
For Im1 (t), by (2.8), condition A3, p ∈ [1, α) and ‖Xm,εs ‖2 + 1 > 1, there exists Cp > 0
such that
E
[
sup
06t6T
Im1 (t)
]
6 pT + Cp
∫ T
0
(E‖Xm,εs ‖p + 1) ds. (3.7)
For Im2 (t), by the Burkholder-Davis-Gundy inequality (cf. [20, Theorem 1] ) and (3.4), we
have
E
[
sup
06t6T
‖Im2 (t)‖
]
6 C
∑
|k|6m
(
E
∫ T
0
∫
|x|61
|U(Xm,εs + xβkek)− U(Xm,εs )|2ν(dx)ds
)1/2
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6 C
∑
|k|6m
(
E
∫ T
0
∫
|x|61
∫ 1
0
‖DU(Xm,εs + ξxβkek)‖2dξ‖xβkek‖2ν(dx)ds
)1/2
6 C
∑
|k|6m
(
E
∫ T
0
∫
|x|61
(
‖Xm,εs ‖2p−2 + ‖xβkek‖2p−2 + 1
)
‖xβkek‖2ν(dx)ds
)1/2
6 C
∑
k∈Z∗
βk
[∫
|x|61
|x|2ν(dx)
]1/2[
E
∫ T
0
(
‖Xm,εs ‖2p−2 + 1
)
ds
]1/2
+C
∑
k∈Z∗
βpk
[∫
|x|61
|x|2pν(dx)
]1/2
6 CE
∫ T
0
(
‖Xm,εs ‖2p−2 + 1
)
ds+ C
( ∑
k∈Z∗
βk
[∫
|x|61
|x|2ν(dx)
]1/2 )2
+C
∑
k∈Z∗
βpk
[∫
|x|61
|x|2pν(dx)
]1/2
6 CE
∫ T
0
(‖Xm,εs ‖p + 2) ds+ C
( ∑
k∈Z∗
βk
[∫
|x|61
|x|2ν(dx)
]1/2 )2
+C
∑
k∈Z∗
βpk
[∫
|x|61
|x|2pν(dx)
]1/2
,
6 CE
∫ T
0
(‖Xm,εs ‖p + 2) ds+ Cp,T , (3.8)
where the last two inequalities have used condition A2 and ‖Xm,εs ‖2p−2 6 ‖Xm,εs ‖p + 1.
For Im3 (t), the Taylor’s expansion and (3.5) imply
E
[
sup
06t6T
‖Im3 (t)‖
]
6 Cp
∑
|k|6m
β2k
∫ T
0
∫
|x|61
|x|2ν(dx)ds 6 Cp,T . (3.9)
For Im4 (t), by (3.4) again, we obtain
E
[
sup
06t6T
‖Im4 (t)‖
]
6 C
∑
|k|6m
E
(∫ T
0
∫
|x|>1
|U(Xm,εs + xβkek)− U(Xm,εs )|Nk(ds, dx)
)
= C
∑
|k|6m
E
(∫ T
0
∫
|x|>1
|U(Xm,εs + xβkek)− U(Xm,εs )|ν(dx)ds
)
6 C
∑
|k|6m
E
(∫ T
0
∫
|x|>1
∫ 1
0
‖DU(Xm,εs + ξxβkek)‖dξ‖xβkek‖ν(dx)ds
)
6 C
∑
|k|6m
E
(∫ T
0
∫
|x|>1
(
‖Xm,εs ‖p−1 + ‖xβkek‖p−1 + 1
)
‖xβkek‖ν(dx)ds
)
6 Cp
∑
k∈Z∗
βk
∫
|x|>1
|x|ν(dx)E
∫ T
0
(‖Xm,εt ‖p + 1) dt+ CT
∑
k∈Z∗
βpk
∫
|x|>1
|x|pν(dx)
6 Cp,T
∫ T
0
E‖Xm,εt ‖pdt+ Cp,T . (3.10)
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Combining estimates (3.6)-(3.10), we have
E
[
sup
06t6T
‖Xm,εt ‖p
]
+ E
∫ T
0
‖Xm,εt ‖21
(‖Xm,εt ‖2 + 1)1−p/2
dt 6 Cp,T
∫ T
0
E‖Xm,εt ‖pdt+ Cp,T (1 + ‖x‖p).
Then the Gronwall’s inequality implies
E
[
sup
06t6T
‖Xm,εt ‖p
]
+ E
∫ T
0
‖Xm,εt ‖21
(‖Xm,εt ‖2 + 1)1−p/2
dt 6 Cp,T (1 + ‖x‖p). (3.11)
By Theorem 4.2 in the appendix below, for any t > 0, when W = H or V ,
lim
m→∞
‖Xm,εt ‖W = ‖Xεt ‖W, P− a.s..
Hence by Fatou’s Lemma and (3.11),
E
(
sup
06t6T
‖Xεt ‖p
)
+ E
∫ T
0
‖Xεt ‖21
(‖Xεt ‖2 + 1)1−p/2
dt 6 Cp,T (1 + ‖x‖p). (3.12)
Note that
Y εt = e
tA/εy +
1
ε
∫ t
0
e(t−s)A/εg(Xεs , Y
ε
s )ds+
1
ε1/α
∫ t
0
e(t−s)A/εdZs.
Then by property (2.3), we have for any t > 0,
‖Y εt ‖ 6 ‖y‖+
1
ε
∫ t
0
e−λ1(t−s)/ε(C + C‖Xεs‖+ Lg‖Y εs ‖)ds+
∥∥∥∥ 1ε1/α
∫ t
0
e(t−s)A/εdZs
∥∥∥∥ .
Define Z˜t :=
1
ε1/α
Ztε, which is also a cylindrical α-stable process. Then by [28, (4.12)],
E
∥∥∥∥ 1ε1/α
∫ t
0
e(t−s)A/εdZs
∥∥∥∥ = E
∥∥∥∥∥
∫ t/ε
0
e(t/ε−s)AdZ˜s
∥∥∥∥∥
6 C
(∑
k
γαk
1− e−αλkt/ε
αλk
)1/α
6 C
(∑
k
γαk
αλk
)1/α
.
Combining this and (3.12), we have for any t 6 T ,
E‖Y εt ‖ 6 ‖y‖+
C
ε
∫ t
0
e−λ1(t−s)/εds+
C
ε
∫ t
0
e−λ1(t−s)/εE‖Xεs‖ds
+
Lg
ε
∫ t
0
e−λ1(t−s)/εLgE‖Y εs ‖ds+
1
ε1/α
E
∥∥∥∥∫ t
0
e(t−s)A/εdZs
∥∥∥∥
6 CT (1 + ‖x‖ + ‖y‖) + Lg
λ1
sup
06t6T
E‖Y εt ‖.
Hence (3.2) holds due to Lg < λ1 by condition A4. The proof is complete. 
In order to study the high regularity of the slow component Xεt , we need to construct the
following stopping time, i.e., for any ε ∈ (0, 1), R > 0,
τ εR := inf{t > 0, ‖Xεt ‖ > R}. (3.13)
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Lemma 3.2. For any x ∈ Hθ with θ ∈ (1/2, 1], y ∈ H, T > 0, 1 6 p < α, R > 0 and
ε ∈ (0, 1), there exists a constant Cp,T > 0 such that
E
(
sup
06t6T∧τε
R
‖Xεt ‖pθ
)
6 Cp,Te
Cp,TR
6
(‖x‖pθ + 1). (3.14)
Proof. Recall that
Xεt = e
tAx+
∫ t
0
e(t−s)AN(Xεs )ds+
∫ t
0
e(t−s)Af(Xεs , Y
ε
s )ds+
∫ t
0
e(t−s)AdLs.
According to properties (2.4) and (2.5), for any θ ∈ (1/2, 1], we have
‖Xεt ‖θ 6 ‖etAx‖θ +
∥∥∥∥∫ t
0
e(t−s)AN(Xεs )ds
∥∥∥∥
θ
+
∥∥∥∥∫ t
0
e(t−s)Af(Xεs , Y
ε
s )ds
∥∥∥∥
θ
+
∥∥∥∥∫ t
0
e(t−s)AdLs
∥∥∥∥
θ
6 ‖x‖θ +
∫ t
0
(t− s)−1/2‖N(Xεs )‖−(1−θ)ds+ C
∫ t
0
(t− s)−θ/2ds+ ‖LA(t)‖θ
6 ‖x‖θ + ‖LA(t)‖θ + CT + C
∫ t
0
(t− s)−1/2(1 + ‖Xεs‖3θ/3)ds.
Using the interpolation inequality,
‖Xεs‖θ/3 6 C‖Xεs‖2/3‖Xεs‖1/3θ .
Then for any t 6 T ∧ τ εR,
‖Xεt ‖θ 6 ‖x‖θ + ‖LA(t)‖θ + CT +
∫ t
0
(t− s)−1/2‖Xεs‖2‖Xεs‖θds
6 ‖x‖θ + sup
06t6T
‖LA(t)‖θ + CT + sup
t<T∧τεR
‖Xεt ‖2
∫ t
0
(t− s)−1/2‖Xεs‖θds,
6 ‖x‖θ + sup
06t6T
‖LA(t)‖θ + CT +R2
∫ t
0
(t− s)−1/2‖Xεs‖θds
6 ‖x‖θ + sup
06t6T
‖LA(t)‖θ + CT +R2
[∫ t
0
(t− s)−3/4ds
]2/3 [∫ t
0
‖Xεs‖3θds
]1/3
,
which implies
sup
06t6T∧τε
R
‖Xεt ‖3θ 6 CT
(
‖x‖θ + sup
06t6T
‖LA(t)‖θ + 1
)3
+ CTR
6
∫ T∧τεR
0
‖Xεs‖3θds.
Then the Gronwall’s inequality yields
sup
06t6T∧τε
R
‖Xεt ‖θ 6 CT eCTR
6
(‖x‖θ + sup
06t6T
‖LA(t)‖θ + 1).
Hence, by Remark 2.2, we have for any 1 6 p < α,
E
(
sup
06t6T∧τε
R
‖Xεt ‖pθ
)
6 Cp,Te
Cp,TR
6
(‖x‖pθ + 1). (3.15)
The proof is complete. 
Because that we will use the approach based on time discretization later, we first give an
estimate of Xεt+h −Xεt when 0 6 t 6 t+ h 6 T ∧ τ εR.
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Lemma 3.3. For any x ∈ Hθ with θ ∈ (1/2, 1], y ∈ H, T > 0, 1 6 p < α and R > 0, there
exists a constant Cp,T > 0 such that for all ε ∈ (0, 1),
E
[
‖Xεt+h −Xεt ‖p1{06t6t+h6T∧τεR}
]
6 Cp,Te
Cp,TR
6
(‖x‖pθ + 1)h
pθ
2 .
Proof. After simple calculations, it is easy to see
Xεt+h −Xεt = (eAh − I)Xεt +
∫ t+h
t
e(t+h−s)AN(Xεs )ds
+
∫ t+h
t
e(t+h−s)Af(Xεs , Y
ε
s )ds+
∫ t+h
t
e(t+h−s)AdLs
:= I1 + I2 + I3 + I4.
For I1, by (2.2) and Lemma 3.2, for any 1 6 p < α we have
E
[
‖I1‖p1{06t6t+h6T∧τεR}
]
6 Ch
pθ
2 E
[
‖Xεt ‖pθ1{06t6T∧τεR}
]
6 Cp,Te
Cp,TR
6
(‖x‖pθ + 1)h
pθ
2 . (3.16)
For I2, by (2.5) and interpolation inequality, we get
‖I2‖1{06t6t+h6τε
R
∧T} 6 C
[∫ t+h
t
(t+ h− s)− 1−θ2 ‖N(Xεs )‖−(1−θ)ds
]
1{06t6t+h6T∧τε
R
}
6 C
[∫ t+h
t
(t+ h− s)− 1−θ2 (1 + ‖Xεs‖2‖Xεs‖θ)ds
]
1{06t6t+h6T∧τε
R
}
6 Ch
1+θ
2 +R2 sup
06t6T∧τεR
‖Xεt ‖θh
1+θ
2 .
Then by Lemma 3.2, we have
E
[
‖I2‖p1{06t6t+h6T∧τεR}
]
6 Cp,TR
2eCp,TR
6
(‖x‖pθ + 1)h
pθ
2
6 Cp,Te
Cp,TR
6
(‖x‖pθ + 1)h
pθ
2 . (3.17)
For I3, by condition A2, we obtain
E‖I3‖p 6 Chp. (3.18)
For I4, Remark 2.2 implies
E‖I4‖p 6 Cph
p
α . (3.19)
Putting (3.16)-(3.19) together, which complete the proof. 
3.2. Estimates of the auxiliary process (Xˆεt , Yˆ
ε
t ). Following the idea inspired by Khas-
minskii [25], we introduce an auxiliary process (Xˆεt , Yˆ
ε
t ) ∈ H ×H . Specifically, we split the
interval [0, T ] into some subintervals of size δ > 0, where δ is a positive number depends on
ε and will be chosen later. With the initial value Yˆ ε0 = Y
ε
0 = y, we construct the process Yˆ
ε
t
as follows:
dYˆ εt =
1
ε
[
AYˆ εt + g(X
ε
t(δ), Yˆ
ε
t )
]
dt+
1
ε1/α
dZt, Yˆ
ε
0 = y,
which satisfies
Yˆ εt = e
tA/εy +
1
ε
∫ t
0
e(t−s)A/εg(Xεs(δ), Yˆ
ε
s )ds+
1
ε1/α
∫ t
0
e(t−s)A/εdZs, (3.20)
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where t(δ) = [ t
δ
]δ is the nearest breakpoint proceeding t. Then we construct the process Xˆεt
as follows:
dXˆεt =
[
AXˆεt +N(Xˆ
ε
t ) + f(X
ε
t(δ), Yˆ
ε
t )
]
dt+ dLt, Xˆ
ε
0 = x,
which satisfies
Xˆεt = e
tAx+
∫ t
0
e(t−s)AN(Xˆεs )ds+
∫ t
0
e(t−s)Af(Xεs(δ), Yˆ
ε
s )ds+
∫ t
0
e(t−s)AdLs. (3.21)
The following Lemma gives a control of the auxiliary process (Xˆεt , Yˆ
ε
t ). Since the proof
almost follows the same steps in the proof of Lemma 3.1, we omit the proof here.
Lemma 3.4. For any x, y ∈ H, T > 0 and 1 6 p < α, there exists a constant Cp,T > 0 such
that
E
(
sup
06t6T
‖Xˆεt ‖p
)
+ E
∫ T
0
‖Xˆεt ‖21
(‖Xˆεt ‖2 + 1)1−p/2
dt 6 Cp,T (1 + ‖x‖p), (3.22)
sup
06t6T
E‖Yˆ εt ‖ 6 CT (1 + ‖x‖+ ‖y‖).
Lemma 3.5. For any x ∈ Hθ with θ ∈ (1/2, 1], y ∈ H, 1 6 p < α, T > 0 and R > 0, there
exists a constant Cp,T > 0 such that
E
(∫ T∧τεR
0
‖Y εt − Yˆ εt ‖dt
)p
6 Cp,Te
Cp,TR
6
(‖x‖pθ + 1)δ
pθ
2 ,
where τ εR is defined by (3.13) .
Proof. By the construction of Y εt and Yˆ
ε
t , we have
Y εt − Yˆ εt =
1
ε
∫ t
0
e(t−s)A/ε
[
g(Xεs , Y
ε
s )− g(Xεs(δ), Yˆ εs )
]
ds.
Then for any t > 0,
‖Y εt − Yˆ εt ‖ 6
1
ε
∫ t
0
e−λ1(t−s)/εLg‖Xεs −Xεs(δ)‖ds
+
1
ε
∫ t
0
e−λ1(t−s)/εLg‖Y εs − Yˆ εs ‖ds.
By Fubini’s theorem,∫ T∧τεR
0
‖Y εt − Yˆ εt ‖dt 6
1
ε
∫ T∧τεR
0
∫ t
0
e−λ1(t−s)/εLg‖Xεs −Xεs(δ)‖dsdt
+
1
ε
∫ T∧τεR
0
∫ t
0
e−λ1(t−s)/εLg‖Y εs − Yˆ εs ‖dsdt
=
Lg
ε
∫ T∧τεR
0
(∫ T∧τεR
s
e−λ1(t−s)/εdt
)
‖Xεs −Xεs(δ)‖ds
+
Lg
ε
∫ T∧τεR
0
(∫ T∧τεR
s
e−λ1(t−s)/εdt
)
‖Y εs − Yˆ εs ‖ds
6 C
∫ T∧τεR
0
‖Xεs −Xεs(δ)‖ds+
Lg
λ1
∫ T∧τεR
0
‖Y εs − Yˆ εs ‖ds.
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By Lemma 3.3 and Lg < λ1, we have
E
(∫ T∧τεR
0
‖Y εt − Yˆ εt ‖dt
)p
6 Cp,Te
Cp,TR
6
(‖x‖pθ + 1)δ
pθ
2 .
The proof is complete. 
In the next lemma, we shall deal with the difference process Xεt − Xˆεt . To this end, we
construct another stopping time, i.e., for any ε ∈ (0, 1), R > 0,
τ˜ εR := inf
{
t > 0 : ‖Xεt ‖+ ‖Xˆεt ‖+
∫ t
0
‖Xεs‖21
(‖Xεs‖2 + 1)1/2
ds
+
∫ t
0
‖Xˆεs‖21
(‖Xˆεs‖2 + 1)1/2
ds > R
}
.
Lemma 3.6. For any x ∈ Hθ with θ ∈ (1/2, 1], y ∈ H, 1 6 p < α, T > 0 and R > 0 there
exists a constant Cp,T > 0 such that
E
(
sup
06t6T∧τ˜εR
‖Xεt − Xˆεt ‖p
)
6 Cp,Te
Cp,TR
6
(‖x‖pθ + 1)δ
pθ
2 .
Proof. In view of (3.21) and (2.11), we have
Xεt − Xˆεt =
∫ t
0
e(t−s)A
[
N(Xεs )−N(Xˆεs )
]
ds+
∫ t
0
e(t−s)A
[
f(Xεs , Y
ε
s )− f(Xεs(δ), Yˆ εs )
]
ds.
Using condition A1, properties (2.1) and (2.6), we get
‖Xεt − Xˆεt ‖ 6
∫ t
0
∥∥∥N(Xεs )−N(Xˆεs )∥∥∥ds+ ∫ t
0
‖f(Xεs , Y εs )− f(Xεs(δ), Yˆ εs )‖ds
6 C
∫ t
0
(
1 + ‖Xεs‖21 + ‖Xˆεs‖21
)
‖Xεs − Xˆεs‖ds
+C
∫ t
0
(
‖Xεs −Xεs(δ)‖+ ‖Y εs − Yˆ εs ‖
)
ds.
The Gronwall’s inequality implies for any T > 0,
sup
06t6T
‖Xεt − Xˆεt ‖ 6 C
∫ T
0
(
‖Xεs −Xεs(δ)‖+ ‖Y εs − Yˆ εs ‖
)
dseC
∫ T
0
(1+‖Xεs‖21+‖Xˆεs‖21)ds.
Then by the definition of τ˜ εR, we have
sup
06t6T∧τ˜εR
‖Xεt − Xˆεt ‖
6 C
∫ T∧τ˜εR
0
(
‖Xεs −Xεs(δ)‖+ ‖Y εs − Yˆ εs ‖
)
dse
C
∫ T∧τ˜ε
R
0
[
‖Xεs‖
2
1
(‖Xεs‖
2+1)1/2
(‖Xεs‖
2+1)1/2
+
‖Xˆεs‖
2
1
(‖Xˆεs‖
2+1)1/2
(‖Xˆεs‖
2+1)1/2
+1
]
ds
6 C
∫ T∧τ˜εR
0
(
‖Xεs −Xεs(δ)‖+ ‖Y εs − Yˆ εs ‖
)
dse
C(R+1)
∫ T∧τ˜ε
R
0
[
‖Xεs‖
2
1
(‖Xεs‖
2+1)1/2
+
‖Xˆεs‖
2
1
(‖Xˆεs‖
2+1)1/2
+1
]
ds
6 CeCT (R
2+1)
∫ T∧τ˜εR
0
(
‖Xεs −Xεs(δ)‖+ ‖Y εs − Yˆ εs ‖
)
ds.
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Note that τ˜ εR 6 τ
ε
R, then it follows from Lemmas 3.3 and 3.5, we have
E
[
sup
06t6T∧τ˜ε
R
‖Xεt − Xˆεt ‖p
]
6 Cp,Te
Cp,TR
6
(‖x‖pθ + 1)δ
pθ
2 .
The proof is complete. 
3.3. The frozen and averaged equation. For any fixed x ∈ H , we first consider the
following frozen equation associated with the fast component:
dYt = [AYtdt+ g(x, Yt)] dt+ dZ¯t, Y0 = y, (3.23)
where Z¯t is a version of Zt and independent of {Lt}t>0 and {Zt}t>0. Since g(x, ·) is Lipshcitz
continuous, it is easy to prove that for any fixed x, y ∈ H , the Eq. (3.23) has a unique mild
solution denoted by Y x,yt . For any x ∈ H , let P xt be the transition semigroup of Y x,yt , that
is, for any bounded measurable function ϕ on H and t > 0,
P xt ϕ(y) = Eϕ(Y
x,y
t ), y ∈ H.
The asymptotic behavior of P xt has been studied in many literatures, the following result
shows the existence and uniqueness of the invariant measure and gives the exponential con-
vergence to the equilibrium (see [1, Lemma 3.3]).
Proposition 3.7. For any x, y ∈ H, P xt admits a unique invariant measure µx. Moreover,
for any t > 0,∥∥∥∥Ef(x, Y x,yt )− ∫
H
f(x, z)µx(dz)
∥∥∥∥ 6 C(1 + ‖x‖+ ‖y‖)e−(λ1−Lg)t,
where C is a positive constant which is independent of t.
The following lemma is used to prove the existence and uniqueness of the solution of
corresponding averaged equation, we state it ahead.
Lemma 3.8. For any x1, x2 ∈ H, y ∈ H, we have
sup
t>0
‖Y x1,yt − Y x2,yt ‖2 6 (λ1 − Lg)−1‖x1 − x2‖2.
Proof. Note that
d(Y x1,yt − Y x2,yt ) = A(Y x1,yt − Y x2,yt )dt+ [g(x1, Y x1,yt )− g(x2, Y x2,yt )] dt.
By Young’s inequality, it is easy to see
d
dt
‖Y x1,yt − Y x2,yt ‖2 = 2‖Y x1,yt − Y x2,yt ‖21 + 2〈g(x1, Y x1,yt )− g(x2, Y x2,yt ), Y x1,yt − Y x2,yt 〉
6 −2λ1‖Y x1,yt − Y x2,yt ‖2+ 2Lg‖Y x1,yt − Y x2,yt ‖2
+C‖x1 − x2‖‖Y x1,yt − Y x2,yt ‖
6 −(λ1 − Lg)λ1‖Y x1,yt − Y x2,yt ‖2 + C‖x1 − x2‖2.
Then the compare theorem yields
sup
t>0
‖Y x1,yt − Y x2,yt ‖2 6
∫ ∞
0
e−(λ1−Lg)sds‖x1 − x2‖2 6 (λ1 − Lg)−1‖x1 − x2‖2.
The proof is complete. 
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Now, we introduce the averaged equation which satisfies
{
dX¯t =
[
AX¯t +N(X¯t) + f¯(X¯t)
]
dt+ dLt,
X¯0 = x,
(3.24)
where
f¯(x) =
∫
H
f(x, y)µx(dy), x ∈ H.
The following lemma is the existence and uniqueness of the solution and its a-priori esti-
mates.
Lemma 3.9. Eq. (3.24) exists a unique mild solution X¯t satisfying
X¯t = e
tAx+
∫ t
0
e(t−s)AN(X¯s)ds+
∫ t
0
e(t−s)Af¯(X¯s)ds+
∫ t
0
e(t−s)AdLs. (3.25)
Moreover, for any x ∈ H, T > 0 and 1 6 p < α, there exists a constant Cp,T > 0 such that
E
(
sup
06t6T
‖X¯t‖p
)
+ E
∫ T
0
‖X¯t‖21
(‖X¯t‖2 + 1)1−p/2
ds 6 Cp,T (1 + ‖x‖p). (3.26)
Proof. It is sufficient to check that the f¯ is Lipschitz continuous and bounded, then the
results can be easily obtained by following the procedures in Theorem 2.3 and Lemma 3.1.
Obviously, f¯ is bounded by the boundedness of f . It remain to show f¯ is Lipschitz.
In deed, for any x1, x2, y ∈ H and t > 0, by Proposition 3.7 and Lemma 3.8, we have
‖f¯(x1)− f¯(x2)‖ 6
∥∥∥∥∫
H
f(x1, z)µ
x1(dz)−
∫
H
f(x2, z)µ
x2(dz)
∥∥∥∥
6
∥∥∥∥∫
H
f(x1, z)µ
x1(dz)− Ef(x1, Y x1,yt )
∥∥∥∥+ ‖Ef(x1, Y x1,yt )− Ef(x2, Y x2,yt )‖
+
∥∥∥∥Ef(x2, Y x2,yt )− ∫
H
f(x2, z)µ
x2(dz)
∥∥∥∥
6 C(1 + ‖x1‖+ ‖x2‖+ ‖y‖)e−(λ1−Lg)t + C (‖x1 − x2‖+ E‖Y x1,yt − Y x2,yt ‖)
6 C(1 + ‖x1‖+ ‖x2‖+ ‖y‖)e−(λ1−Lg)t + C‖x1 − x2‖.
Hence, the proof is completed by letting t→∞. 
Now, we intend to estimate the difference process Xεt − Xˆεt . Similar as the argument in
Lemma 3.6, we further construct a new stopping time, i.e., for any ε ∈ (0, 1), R > 0,
τˆ εR := inf
{
t > 0 : ‖Xεt ‖+ ‖Xˆεt ‖+ ‖X¯t‖+
∫ t
0
‖Xεs‖21
(‖Xεs‖2 + 1)1/2
ds
+
∫ t
0
‖X¯s‖21
(‖X¯s‖2 + 1)1/2
ds+
∫ t
0
‖Xˆεs‖21
(‖Xˆεs‖2 + 1)1/2
ds > R
}
.
Lemma 3.10. For any x ∈ Hθ with θ ∈ (1/2, 1], y ∈ H, 1 6 p < α, T > 0, ε ∈ (0, 1) and
R > 0, there exists a constant Cp,T > 0 such that
E
(
sup
06t6T∧τˆε
R
‖Xˆεt − X¯t‖p
)
6 Cp,Te
Cp,TR
6
[
(‖x‖pθ + 1)δ
pθ
2 + (1 + ‖x‖+ ‖y‖)p/2 ε
p/2
δp/2
]
.
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Proof. From (3.21) and (3.25), it is easy to see
Xˆεt − X¯t =
∫ t
0
e(t−s)A
[
N(Xˆεs )−N(X¯s)
]
ds+
∫ t
0
e(t−s)A
[
f(Xεs(δ), Yˆ
ε
s )− f¯(Xεs)
]
ds
+
∫ t
0
e(t−s)A
[
f¯(Xεs )− f¯(Xˆεs )
]
ds+
∫ t
0
e(t−s)A
[
f¯(Xˆεs )− f¯(X¯s)
]
ds
:=
4∑
k=1
Jk(t). (3.27)
For J1(t), according to (2.6), we have
sup
06t6T
‖J1(t)‖ 6 C
∫ T
0
(
1 + ‖X¯s‖21 + ‖Xˆεs‖21
)
‖Xˆεs − X¯s‖ds. (3.28)
For J3(t) and J4(t), by the Lipschitz continuity of f¯ , we obtain
sup
06t6T
‖J3(t)‖ 6 C
∫ T
0
‖Xεs − Xˆεs‖ds (3.29)
and
sup
06t6T
‖J4(t)‖ 6 C
∫ T
0
‖Xˆεs − X¯s‖ds. (3.30)
Then by (3.27) to (3.30), we have
sup
06t6T
‖Xˆεt − X¯t‖ 6 C
∫ T
0
(
1 + ‖X¯s‖21 + ‖Xˆεs‖21
)
‖Xˆεs − X¯s‖ds
+ sup
06t6T
‖J2(t)‖+ C
∫ T
0
‖Xεs − Xˆεs‖ds.
The Gronwall’s inequality and the definition of τˆ εR imply
sup
06t6T∧τˆεR
‖Xˆεt − X¯t‖ 6
[
sup
06t6T∧τˆεR
‖J2(t)‖+ C
∫ T∧τˆεR
0
‖Xεs − Xˆs‖ds
]
e
∫ T∧τˆε
R
0
(
1+‖X¯s‖21+‖Xˆ
ε
s‖
2
1
)
ds
6 CT e
CTR
2
[
sup
06t6T∧τˆεR
‖J2(t)‖+
∫ T∧τˆεR
0
‖Xεs − Xˆs‖ds
]
.
Note that τˆ εR 6 τ˜
ε
R and by Lemma 3.6, we obtain
E
(
sup
06t6T∧τˆεR
‖Xˆεt − X¯t‖p
)
6 Cp,Te
Cp,TR
2
E
[
sup
06t6T∧τˆεR
‖J2(t)‖p
]
+Cp,Te
Cp,TR
6
(‖x‖pθ + 1)δ
pθ
2 . (3.31)
Now, it is remain to estimate J2(t). Set nt = [
t
δ
], we write
J2(t) = J2,1(t) + J2,2(t) + J2,3(t),
where
J2,1(t) =
nt−1∑
k=0
∫ (k+1)δ
kδ
e(t−s)A
[
f(Xεkδ, Yˆ
ε
s )− f¯(Xεkδ)
]
ds,
J2,2(t) =
nt−1∑
k=0
∫ (k+1)δ
kδ
e(t−s)A
[
f¯(Xεkδ)− f¯(Xεs )
]
ds,
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J2,3(t) =
∫ t
ntδ
e(t−s)A
[
f(Xεntδ, Yˆ
ε
s )− f¯(Xεs )
]
ds.
For J2,2(t), we have
sup
06t6T∧τ˜ε
R
‖J2,2(t)‖ 6 C
∫ T∧τ˜εR
0
‖Xεs(δ) −Xεs‖ds. (3.32)
For J2,3(t), it follows from the boundness of f ,
sup
06t6T∧τ˜ε
R
‖J2,3(t)‖ 6 δ. (3.33)
For J2,1(t), from the construction of Yˆ
ε
t , we obtain that, for any k ∈ N∗ and s ∈ [0, δ),
Yˆ εs+kδ = Yˆ
ε
kδ +
1
ε
∫ kδ+s
kδ
AYˆ εr dr +
1
ε
∫ kδ+s
kδ
g(Xεkδ, Yˆ
ε
r )dr +
1
ε1/α
∫ kδ+s
kδ
dZr
= Yˆ εkδ +
1
ε
∫ s
0
AYˆ εr+kδdr +
1
ε
∫ s
0
g(Xεkδ, Yˆ
ε
r+kδ)dr +
1
ε1/α
∫ s
0
dZkδ(r), (3.34)
where Zkδ(t) := Zt+kδ − Zkδ is the shift version of Zt, which is also a cylindrical α-stable
process.
Recall that Z¯t be a cylindrical α-stable process which is independent of (X
ε
kδ, Yˆ
ε
kδ). We
construct a process Y
Xε
kδ
,Yˆ ε
kδ
t by means of Y
x,y
t |(x,y)=(Xε
kδ
,Yˆ ε
kδ
), i.e.,
Y
Xεkδ,Yˆ
ε
kδ
s
ε
= Yˆ εkδ +
∫ s
ε
0
AY
Xεkδ,Yˆ
ε
kδ
r dr +
∫ s
ε
0
g(Xεkδ, Y
Xεkδ,Yˆ
ε
kδ
r )dr +
∫ s
ε
0
dZ¯r
= Yˆ εkδ +
1
ε
∫ s
0
AY
Xεkδ,Yˆ
ε
kδ
r
ε
dr +
1
ε
∫ s
0
g(Xεkδ, Y
Xεkδ,Yˆ
ε
kδ
r
ε
)dr +
1
ε1/α
∫ s
0
dZˆr, (3.35)
where Zˆt := ε
1/αZ¯ t
ε
is again a cylindrical α-stable process by self-similar property of stable
Lévy processes. Then the uniqueness of the solution to Eq. (3.34) and Eq. (3.35) implies that
the distribution of (Xεkδ, Yˆ
ε
s+kδ)06s6δ coincides with the distribution of (X
ε
kδ, Y
Xεkδ ,Yˆ
ε
kδ
s
ε
)06s6δ.
Then we try to control ‖J2,1(t)‖:
E
(
sup
06t6T
‖J2,1(t)‖2
)
= E sup
06t6T
∥∥∥∥ nt−1∑
k=0
e(t−(k+1)δ)A
∫ (k+1)δ
kδ
e((k+1)δ−s)A
[
f(Xεkδ, Yˆ
ε
s )− f¯(Xεkδ)
]
ds
∥∥∥∥2
6 E sup
06t6T
{
nt
nt−1∑
k=0
∥∥∥∥ ∫ (k+1)δ
kδ
e((k+1)δ−s)A
[
f(Xεkδ, Yˆ
ε
s )− f¯(Xεkδ)
]
ds
∥∥∥∥2
}
6 [
T
δ
]
[T
δ
]−1∑
k=0
E
∥∥∥∥ ∫ (k+1)δ
kδ
e((k+1)δ−s)A
[
f(Xεkδ, Yˆ
ε
s )− f¯(Xεkδ)
]
ds
∥∥∥∥2
6
CT
δ2
max
06k6[T
δ
]−1
E
∥∥∥∥ ∫ (k+1)δ
kδ
e((k+1)δ−s)A
[
f(Xεkδ, Yˆ
ε
s )− f¯(Xεkδ)
]
ds
∥∥∥∥2
= CT
ε2
δ2
max
06k6[T
δ
]−1
E
∥∥∥∥ ∫ δε
0
e(δ−sε)A
[
f(Xεkδ, Yˆ
ε
sε+kδ)− f¯(Xεkδ)
]
ds
∥∥∥∥2
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= CT
ε2
δ2
max
06k6[T
δ
]−1
∫ δ
ε
0
∫ δ
ε
r
Ψk(s, r)dsdr,
where
Ψk(s, r) = E
〈
e(δ−sε)A
(
f(Xεkδ, Yˆ
ε
sε+kδ)− f¯(Xεkδ)
)
, e(δ−rε)A
(
f(Xεkδ, Yˆ
ε
rε+kδ)− f¯(Xεkδ)
)〉
= E
〈
e(δ−sε)A
(
f(Xεkδ, Y
Xεkδ,Yˆ
ε
kδ
s )− f¯(Xεkδ)
)
, e(δ−rε)A
(
f(Xεkδ, Y
Xεkδ,Yˆ
ε
kδ
r )− f¯(Xεkδ)
)〉
.
Now, let’s estimate Ψk(s, r). Define
Fs := σ{Y x,yu , u 6 s}.
By the Markov property, Proposition 3.7 and condition A3, we have for s > r,
Ψk(s, r) = E
[
E
〈
e(δ−sε)A
(
f(x, Y x,ys )− f¯(x)
)
, e(δ−rε)A
(
f(x, Y x,yr )− f¯(x)
)〉
|(x,y)=(Xε
kδ
,Yˆ ε
s+kδ
)
]
= E
{
E
[〈
e(δ−sε)AE
[
f(x, Y x,ys )− f¯(x) | Fr
]
,
e(δ−rε)A(f(x, Y x,yr )− f¯(x)
)〉]
|(x,y)=(Xε
kδ
,Yˆ ε
s+kδ
)
}
6 CE
{
E
[
‖Ef(x, Y x,zs−r)− f¯(x)‖ |z=Y x,yr
]
|(x,y)=(Xε
kδ
,Yˆ ε
kδ
)
}
6 CE
[
E(1 + ‖x‖+ ‖Y x,yr ‖)e−(λ1−Lg)(s−r) |(x,y)=(Xε
kδ
,Yˆ ε
kδ
)
]
= CE
[
(1 + ‖Xεkδ‖+ ‖Y X
ε
kδ
,Yˆ ε
kδ
r ‖)e−(λ1−Lg)(s−r)
]
= CE
(
1 + ‖Xεkδ‖+ ‖Yˆ εkδ+εr‖
)
e−(λ1−Lg)(s−r)
6 CT (1 + ‖x‖+ ‖y‖)e−(λ1−Lg)(s−r),
where the last inequality comes from Lemmas 3.1 and 3.4. As a consequence,
E
(
sup
06t6T
‖J2,1(t)‖2
)
6 CT
ε2
δ2
(1 + ‖x‖ + ‖y‖)
∫ δ
ε
0
∫ δ
ε
r
e−(λ1−Lg)(s−r)dsdr
6 CT
ε
δ
(1 + ‖x‖+ ‖y‖). (3.36)
This, together with (3.32), (3.33), (3.36) and Lemma 3.3, we get
E
(
sup
06t6T∧τˆε
R
‖J2(t)‖p
)
6 Cp,Te
Cp,TR
2
[
(‖x‖pθ + 1)δ
pθ
2 + (1 + ‖x‖+ ‖y‖)p/2 ε
p/2
δp/2
]
. (3.37)
According to the estimates (3.31) and (3.37), we obtain
E
(
sup
06t6T∧τˆεR
‖Xˆεt − X¯t‖p
)
6 Cp,Te
Cp,TR
6
[
(‖x‖pθ + 1)δ
pθ
2 + δp + (1 + ‖x‖+ ‖y‖)p/2ε
p/2
δp/2
]
.
The proof is complete. 
3.4. Proof of Theorem 2.4.
Proof. By Lemmas 3.1, 3.6, 3.9 and 3.10, we have for any 1 6 p < p′ < α,
E
(
sup
06t6T
‖Xεt − X¯t‖p
)
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6 E
(
sup
06t6T∧τˆε
R
‖Xεt − X¯t‖p
)
+ E
(
sup
06t6T
‖Xεt − X¯t‖p1{T>τˆεR}
)
6 E
(
sup
06t6T∧τˆεR
‖Xεt − Xˆεt ‖p
)
+ E
(
sup
06t6T∧τˆεR
‖Xˆεt − X¯t‖p
)
+C
[
E sup
06t6T
(
‖Xεt ‖p
′
+ ‖X¯t‖p′
)]p/p′
[P(T > τˆ εR)]
(p′−p)/p′
6 Cp,Te
Cp,TR
6
[
(‖x‖θ + 1)pδ
pθ
2 + δp + (1 + ‖x‖+ ‖y‖)p/2 ε
p/2
δp/2
]
+
Cp,p′,T (1 + ‖x‖)
R(p′−p)/p′
,(3.38)
where the last inequality comes from the chebyshev’s inequality. Indeed, by Lemmas 3.1,
3.4 and 3.9, we get
P(T > τˆ εR) 6 E
[
sup
06t6T
‖Xεt ‖+
∫ T
0
‖Xεs‖21
(‖Xεs‖2 + 1)1/2
ds
]
/R
+ E
[
sup
06t6T
‖Xˆεt ‖+
∫ T
0
‖Xˆεs‖21
(‖Xˆεs‖2 + 1)1/2
ds
]
/R
+ E
[
sup
06t6T
‖X¯t‖+
∫ T
0
‖X¯s‖21
(‖X¯s‖2 + 1)1/2
ds
]
/R
6
CT (1 + ‖x‖)
R
.
Now, taking δ = ε
1
θ+1 and R =
(
θp
4(θ+1)Cp,T
ln 1/ε
)1/6
, we have
E
(
sup
06t6T
‖Xεt − X¯t‖p
)
6
Cp,p′,T (1 + ‖x‖pθ + ‖y‖p/2)
(− ln ε)p
′−p
6p′
,
which implies for any k < α−p
6α
,
E
(
sup
06t6T
‖Xεt − X¯t‖p
)
6
Cp,k,T (1 + ‖x‖pθ + ‖y‖p/2)
(− ln ε)k .
The proof is complete. 
4. Appendix
4.1. Some estimates about the nonlinearity N . The proof of (2.6)-(2.8) can be founded
in [34, Appendix] and we show (2.5) here.
By the Sobolev embedding theorem, for any σ ∈ [0, 1/2),
|〈N(x), y〉| = |
∫
T
x(ξ)y(ξ)dξ −
∫
T
x3(ξ)y(ξ)dξ|
6 ‖x‖‖y‖+
[∫
T
|x(ξ)| 62σ+1dξ
] 2σ+1
2
[∫
T
|y(ξ)| 21−2σ dξ
] 1−2σ
2
= ‖x‖‖y‖+ ‖x‖3
L
6
2σ+1 (T)
‖y‖
L
2
1−2σ (T)
6 ‖x‖‖y‖+ C‖x‖31−σ
3
‖y‖σ
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6 C
(
1 + ‖x‖31−σ
3
)
‖y‖σ,
which implies
‖N(x)‖−σ 6 C
(
1 + ‖x‖31−σ
3
)
.
4.2. The existence and uniqueness of solution of system (2.9). Fix ε > 0, for all
ω ∈ Ω, define
W εt (ω) := X
ε
t (ω)− LA(t, ω), V εt (ω) := Y εt (ω)− ZεA(t, ω),
where LA(t) =
∫ t
0 e
(t−s)AdLs and Z
ε
A(t) :=
1
ε1/α
∫ t
0 e
(t−s)A/εdZs. Then{
∂tW
ε
t = AW
ε
t +N(W
ε
t + LA(t)) + f(W
ε
t + LA(t), V
ε
t + Z
ε
A(t)), W
ε
0 = x
∂tV
ε
t =
1
ε
[AV εt + g(W
ε
t + LA(t), V
ε
t + Z
ε
A(t))] , V
ε
0 = y.
(4.1)
For each T > 0, define
KεT (ω) := sup
t6T
‖LA(t, ω)‖1 +
∫ T
0
‖ZεA(t, ω)‖dt.
By Remark 2.2, for every k ∈ N, there exists some set N εk such that P(N εk) = 0 and
Kεk(ω) <∞, ω 6∈ N εk .
Define N ε = ∪k>1N εk , it is easy to see P(N ε) = 0 and that for all T > 0
KεT (ω) <∞, ω 6∈ N ε.
Lemma 4.1. Assume the conditions A1-A3 hold. Then the following statements hold.
(i) For every ε > 0, x ∈ H, y ∈ H and ω 6∈ N ε, there exists some 0 < T (ω) < 1, depending
on ‖x‖ and Kε1(ω), such that system (4.1) admits a unique solution W ε.(ω) ∈ C([0, T ];H)
and V ε.(ω) ∈ C([0, T ];H) satisfying for all σ ∈ [1/6, 1/2],
‖W εt ‖2σ 6 C(t−σ + 1),
where C is some constant depending on ‖x‖, σ and Kε1(ω).
(ii) Let σ ∈ [1/6, 1/2]. For every ε > 0, x ∈ H2σ, y ∈ H and ω 6∈ N ε, there exists some
0 < T˜ (ω) < 1, depending on ‖x‖, σ and Kε1(ω), such that system (4.1) admits a unique
solution W ε.(ω) ∈ C([0, T˜ ];H2σ) and V ε.(ω) ∈ C([0, T˜ ];H) satisfying
sup
06t6T˜
‖W εt ‖2σ 6 1 + ‖x‖2σ.
Proof. We shall apply the Banach fixed point theorem. Since these two statements will be
proved by the same method, we only prove statement (i).
Let 0 < T 6 1 and B > 0 be some constants to be determined later. For σ = 1
6
, define
S :=
{
u = (u1, u2) : ui ∈ C([0, T ];H), i = 1, 2, u1(0) = x, u2(0) = y,
u1(t) ∈ H2σ, ∀t ∈ (0, T ], sup
06t6T
[tσ‖u1(t)‖2σ] + sup
06t6T
‖u1(t)‖+ sup
06t6T
‖u2(t)‖ 6 B
}
.
Given any u = (u1, u2), v = (v1, v2) ∈ S, define
d(u, v) = sup
06t6T
[tσ‖u1(t)− v1(t)‖2σ] + sup
06t6T
‖u1(t)− v1(t)‖+ sup
06t6T
‖u2(t)− v2(t)‖.
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Then (S, d) is a closed metric space. Further define a map F : S → (C([0, T ];H), C([0, T ];H))
as the following: for any u = (u1, u2) ∈ S,
F(u)(t) = (F(u)1(t),F(u)2(t)) ,
where F(u)1(t)=etAx+
∫ t
0
e(t−s)AN(u1(s)+LA(s))ds+
∫ t
0
e(t−s)Af(u1(s) + LA(s), u2(s) + Z
ε
A(s))ds,
F(u)2(t)=etA/εy + 1ε
∫ t
0 e
(t−s)A/εg(u1(s) + LA(s), u2(s) + Z
ε
A(s))ds.
(4.2)
We shall prove that there exist T0 > 0 and B0 > 0 such that whenever T ∈ (0, T0] and
B > B0, the following two statements hold:
(a) F(u) ∈ S for u ∈ S;
(b) d(F(u),F(v)) 6 1
2
d(u, v) for u, v ∈ S.
It is obvious that F(u)(0) = (x, y). By the condition A3, properties (2.4) and (2.5), we
have
‖F(u)1(t)‖2σ 6 Ct−σ‖x‖ + C
∫ t
0
(t− s)−σ(1 + ‖u1(s)‖32σ + ‖LA(s)‖32σ)ds+ C
∫ t
0
(t− s)−σds
6 Ct−σ‖x‖ + C
∫ t
0
(t− s)−σ
[
1 + (Kε1)
3 + ‖u1(s)‖32σ
]
ds+ Ct1−σ,
which implies
sup
06t6T
[tσ‖F(u)1(t)‖2σ] 6 C‖x‖+ C sup
06t6T
[
tσ
∫ t
0
(t− s)−σ(1 + (Kε1)3 + s−3σB3)ds
]
6 C‖x‖+ CT 1−3σ
[
1 + (Kε1)
3 +B3
]
. (4.3)
Meanwhile,
sup
06t6T
‖F(u)1(t)‖ 6 ‖x‖+
∫ T
0
‖N(u1(s) + LA(s))‖ds
+
∫ T
0
‖f(u1(s) + LA(s), u2(s) + ZεA(s))‖ds
6 ‖x‖+ C
∫ T
0
(1 + ‖u1(s)‖32σ + ‖LA(s)‖32σ)ds
6 ‖x‖+ CT 1−3σ
[
1 + (Kε1)
3 +B3
]
. (4.4)
Furthermore,
sup
06t6T
‖F(u)2(t)‖ 6 ‖y‖+ 1
ε
[∫ T
0
‖g(u1(s) + LA(s), u2(s) + ZεA(s))‖ds
]
6 ‖y‖+ CT
ε
[
sup
06s6T
(1 + ‖u1(s)‖+ ‖u2(s)‖+ ‖LA(s)‖)
]
+
C
ε
∫ T
0
‖ZεA(s)‖ds
6 ‖y‖+ CT
ε
(1 +B +Kε1) +
C
ε
Kε1 . (4.5)
It is easy to see the continuity of F(u)1 and F(u)2. As T > 0 is sufficiently small and B is
large enough, statement (a) follows from (4.3)-(4.5).
22 XIAOBIN SUN AND JIANLIANG ZHAI
Now, let’s prove statement (b). Given any u = (u1, u2), v = (v1, v2) ∈ S, by (2.7)
tσ‖F(u)1(t)− F(v)1(t)‖2σ
6 Ctσ
∫ t
0
(t− s)−σ‖N(u1(s) + LA(s))−N(v1(s) + LA(s))‖ds
+Ctσ
∫ t
0
(t− s)σ‖f(u1(s) + LA(s), u2(s) + ZεA(s))− f(v1(s) + LA(s), v2(s) + ZεA(s))‖ds
6 Ctσ
∫ t
0
(t− s)−σ
[
1 + (Kε1)
2 + ‖u1(s)‖22σ + ‖v1(s)‖22σ
]
‖u1(s)− v1(s)‖2σds
+Ctσ
∫ t
0
(t− s)σ [‖u1(s)− v1(s)‖+ ‖u2(s)− v2(s)‖] ds
Note that ‖u1(s)‖2σ 6 s−σB and ‖v1(s)‖2σ 6 s−σB, we have
tσ‖F(u)1(t)− F(v)1(t)‖2σ 6 C
[
1 + (Kε1)
2
]
tσ
∫ t
0
(t− s)−σs−σ (sσ‖u1(s)− v1(s)‖2σ) ds
+CB2tσ
∫ t
0
(t− s)−σs−3σsσ‖u1(s)− v1(s)‖2σds
+Ctσ
∫ t
0
(t− s)−σ [‖u1(s)− v1(s)‖+ ‖u2(s)− v2(s)‖] ds
6 C
[
1 + (Kε1)
2
]
t1−σ sup
06s6t
[sσ‖u1(s)− v1(s)‖2σ]
+CB2t1−3σ sup
06s6t
[sσ‖u1(s)− v1(s)‖2σ]
+Ct sup
06s6t
[‖u1(s)− v1(s)‖+ ‖u2(s)− v2(s)‖]
6 C
[
1 + (Kε1)
2 +B2
]
t1−3σd(u, v).
This implies
sup
06t6T
[tσ‖F(u)1(t)− F(v)1(t)‖2σ] 6 C
[
1 + (Kε1)
2 +B2
]
T 1−3σd(u, v). (4.6)
Meanwhile, by (2.7), we obtain
‖F(u)1(t)−F(v)1(t)‖
6
∫ t
0
‖N(u1(s) + LA(s))−N(v1(s) + LA(s))‖ds
+
∫ t
0
‖f(u1(s) + LA(s), u2(s) + ZεA(s))− f(v1(s) + LA(s), v2(s) + ZεA(s))‖ds
6 C
∫ t
0
[
1 + (Kε1)
2 + ‖u1(s)‖22σ + ‖v1(s)‖22σ
]
‖u1(s)− v1(s)‖2σds
+C
∫ t
0
[‖u1(s)− v1(s)‖+ ‖u2(s)− v2(s)‖] ds
6 C
[
1 + (Kε1)
2
] ∫ t
0
s−σ [sσ‖u1(s)− v1(s)‖2σ] ds+ CB2
∫ t
0
s−3σ [sσ‖u1(s)− v1(s)‖2σ] ds
+C
∫ t
0
[‖u1(s)− v1(s)‖+ ‖u2(s)− v2(s)‖] ds,
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which implies
sup
06t6T
‖F(u)1(t)−F(v)1(t)‖ 6 CT 1−σ
[
1 + (Kε1)
2
]
sup
06t6T
[tσ‖u1(t)− v1(t)‖2σ]
+CB2T 1−3σ sup
06t6T
[tσ‖u1(t)− v1(t)‖2σ]
+CT sup
06t6T
[‖u1(t)− v1(t)‖+ ‖u2(t)− v2(t)‖] ,
6 C
[
1 + (Kε1)
2 +B2
]
T 1−3σd(u, v). (4.7)
Furthermore,
sup
06t6T
‖F(u)2(t)−F(v)2(t)‖
6
1
ε
∫ T
0
‖g(u1(s) + LA(s), u2(s) + ZεA(s))− g(v1(s) + LA(s), v2(s) + ZεA(s))‖ds
6
CT
ε
sup
06s6T
[‖u1(s)− v1(s)‖+ ‖u2(s)− v2(s)‖]
6
CT
ε
d(u, v). (4.8)
By (4.6) to (4.8) and choosing T small enough, it is easy to see statement (b) holds. Finally,
system (4.1) has a unique solution in S by the Banach fixed point theorem.
Let (W·, V·) ∈ S be the solution obtained by the above, for every σ ∈ [ 16 , 12 ],
‖W εt ‖2σ 6 Ct−σ‖x‖+ C
∫ t
0
(t− s)−σ‖N(W εs + LA(s))‖ds+ C
∫ t
0
(t− s)−σds
6 Ct−σ‖x‖+ C
∫ t
0
(t− s)−σ
[
‖W εs ‖31/3 + (Kε1)3 + 1
]
ds+ Ct1−σ
6 Ct−σ‖x‖+ C
∫ t
0
(t− s)−σ
[
s−1/2B3 + (Kε1)
3 + 1
]
ds+ Ct1−σ
6 C(1 + t−σ),
where C is some constant depending on ‖x‖, σ and Kε1(ω). The proof is complete. 
Now, we give a position to prove Theorem 2.3.
The proof of Theorem 2.3: By Lemma 4.1, Eq. (4.1) admits a unique local solution
W ε ∈ C([0, T ];H) ∩ C((0, T ];V ), V ε ∈ C([0, T ];H) for some T > 0, then follow the same
steps in [34, Lemma 4.2], we can extend this solution to beW ε ∈ C([0,∞);H)∩C((0,∞);V ),
V ε ∈ C([0,∞);H).
We now prove that the uniqueness of the solution. Suppose there are two solutions W ε ∈
C([0, T ];H) ∩ C((0, T ];V ), V ε ∈ C([0, T ];H) and W˜ ε ∈ C([0, T ];H) ∩ C((0, T ];V ), V˜ ε ∈
C([0, T ];H). Thanks to the uniqueness of [0, T ], we have W εT = W˜
ε
T and V
ε
T = V˜
ε
T . For any
T0 > T , it follows from the continuity that
sup
T6t6T0
‖W εt ‖1 6 C˜, sup
T6t6T0
‖W˜ εt ‖1 6 C˜,
where C˜ > 0 depends on T0, ω. Hence, for all t ∈ [T, T0], we have
‖W εt − W˜ εt ‖1
6 C
∫ t
T
(t− s)−1/2‖N(W εs + LA(s))−N(W˜ εs + LA(s))‖ds
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+C
∫ t
T
(t− s)−1/2‖f(W εs + LA(s), V εs + ZεA(s))− f(W˜ εs + LA(s), V˜ εs + ZεA(s))‖ds
6 C
∫ t
T
(t− s)−1/2
[
1 + (Kε1)
2 + ‖W εs ‖21 + ‖W˜ εs ‖21
]
‖W εs − W˜ εs ‖1ds
+C
∫ t
T
(t− s)−1/2
[
‖W εs − W˜ εs ‖+ ‖V εs − V˜ εs ‖
]
ds (4.9)
6 CK˜ε1
∫ t
T
(t− s)−1/2‖W εs − W˜ εs ‖1ds+ C
∫ t
T
(t− s)−1/2
[
‖W εs − W˜ εs ‖+ ‖V εs − V˜ εs ‖
]
ds,
where K˜ε1 = 1 + (K
ε
1)
2 + 2C˜2. On the other hand,
‖V εt − V˜ εt ‖ 6
1
ε
∫ t
T
‖g(W εs + LA(s), V εs ) + ZεA(s))− g(W˜ εs + LA(s), V˜ εs + ZεA(s))‖ds
6
C
ε
∫ t
T
[
‖W εs − W˜ εs ‖+ ‖V εs − V˜ εs ‖
]
ds. (4.10)
By (4.9) and (4.10), Gronwall’s inequality implies W εt = W˜
ε
t and V
ε
t = V˜
ε
t for all t ∈ [T0, T ].
Since T0 is arbitrary, we get the uniqueness of the solution.
For any ε > 0 fixed, LA ∈ D([0,∞);V ) and ZεA(t) ∈ H . By the discussion above,
Xεt = W
ε
t + LA(t), Y
ε
t = V
ε
t + Z
ε
A(t) is the unique solution to (2.9).
4.3. Galerkin approximation. Recall the Galerkin approximation of system (2.9):{
dXm,εt = [AX
m,ε
t +N
m(Xm,εt ) + f
m(Xm,εt , Y
m,ε
t )]dt+ dL¯
m
t , X
m,ε
0 = x
m ∈ Hm
dY m,εt =
1
ε
[AY m,εt + g
m(Xm,εt , Y
m,ε
t )]dt+
1
ε1/α
dZ¯mt , Y
m,ε
0 = y
m ∈ Hm. (4.11)
Theorem 4.2. For every x ∈ H, y ∈ H, system (4.11) has a unique mild solution Xm,ε.(ω) ∈
D([0,∞);H) ∩D((0,∞);V ) and Y m,εt (ω) ∈ H, i.e., Xm,εt = etAxm +
∫ t
0
e(t−s)ANm(Xm,εs )ds+
∫ t
0
e(t−s)Afm(Xm,εs , Y
m,ε
s )ds+
∫ t
0
e(t−s)AdL¯ms ,
Y m,εt = e
tA/εym + 1
ε
∫ t
0 e
(t−s)A/εgm(Xm,εs , Y
m,ε
s )ds+
1
ε1/α
∫ t
0 e
(t−s)A/εdZ¯ms .
Moreover, P-a.s.,
lim
m→∞
‖Xm,εt −Xεt ‖ = 0, t > 0, (4.12)
lim
m→∞
‖Xm,εt −Xεt ‖1 = 0, t > 0. (4.13)
Proof. Following the same argument in proving Theorem 2.3, it is easy to prove that the
system (4.11) has a unique mild solution Xm,ε.(ω) ∈ D([0,∞);H)∩D((0,∞);V ) and Y m,εt ∈
H . It remains to prove (4.12) and (4.13). Since when t = 0, (4.12) holds obviously. We only
show (4.13).
It is easy to see that for any T > 0,
sup
06t6T
[‖Xεt ‖+ ‖Y εt ‖] 6 B˜,
where B˜ > 0 depends on ‖x‖, ‖y‖, T and Kεt . By property (2.5), for any θ ∈ (1/2, 1],
t ∈ (0, T ]
‖Xεt ‖θ 6 ‖etAx‖θ +
∥∥∥∥∫ t
0
e(t−s)AN(Xεs )ds
∥∥∥∥
θ
+
∥∥∥∥∫ t
0
e(t−s)Af(Xεs , Y
ε
s )ds
∥∥∥∥
θ
+
∥∥∥∥∫ t
0
e(t−s)AdLs
∥∥∥∥
θ
6 t−θ/2‖x‖+
∫ t
0
(t− s)−1/2‖N(Xεs )‖−(1−θ)ds+ C
∫ t
0
(t− s)−θ/2ds+ ‖LA(t)‖θ
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6 t−θ/2‖x‖+Kεt + CT + C
∫ t
0
(t− s)−1/2(1 + ‖Xεs‖3θ/3)ds
6 t−θ/2‖x‖+Kεt + CT +
∫ t
0
(t− s)−1/2‖Xεs‖2‖Xεs‖θds
6 t−θ/2‖x‖+Kεt + CT + C sup
06s6t
‖Xεt ‖2
∫ t
0
(t− s)−1/2‖Xεs‖θds,
6 t−θ/2‖x‖+Kεt + CT + CB˜2
∫ t
0
(t− s)−1/2‖Xεs‖θds.
6 t−θ/2‖x‖+Kεt + CT + CB˜2
[∫ t
0
(t− s)−p/2ds
]1/p (∫ t
0
‖Xεs‖qθds
)1/q
,
where 1
p
+ 1
q
= 1 with 1 < p < 2. Then we have
‖Xεt ‖qθ 6 C
(
t−θ/2‖x‖+Kεt + CT
)q
+ CT B˜
2q
∫ t
0
‖Xεs‖qθds.
The Gronwall’s inequality yields
‖Xεt ‖θ 6 C˜(t−θ/2 + 1), (4.14)
where C˜ > 0 depends on ‖x‖, ‖y‖, T and Kεt . Observe
Xm,εt −Xεt = etA(xm − x) +
∫ t
0
e(t−s)A(pim − I)N(Xεs )ds
+
∫ t
0
e(t−s)A(Nm(Xm,εs )−Nm(Xεs ))ds+
∫ t
0
e(t−s)A(pim − I)f(Xεs , Y εs )ds
+
∫ t
0
e(t−s)A(fm(Xm,εs , Y
m,ε
s )− fm(Xεs , Y εs ))ds+
[
L¯mA (t)− LA(t)
]
:=
6∑
i=1
Ii(t). (4.15)
It is clear that
lim
m→∞
‖I1(t)‖1 = 0, lim
m→∞
‖I6(t)‖1 = 0. (4.16)
For I4(t), notice that f is bounded and by the dominated convergence theorem,
‖I4(t)‖1 6 C
∫ t
0
(t− s)−1/2‖(pim − I)f(Xεs , Y εs )‖ds→ 0, m→∞. (4.17)
For I5(t),
‖I5(t)‖1 6 C
∫ t
0
(t− s)−1/2 (‖Xm,εs −Xεs‖+ ‖Y m,εs − Y εs ‖) ds. (4.18)
For I2(t), the property (2.5) and (4.14) imply for any 0 < s < t
lim
m→∞
‖(pim − I)N(Xεs )‖ = 0.
This and the dominated convergence theorem yield
‖I2(t)‖1 6 C
∫ t
0
(t− s)−1/2‖(pim − I)N(Xεs )‖ds→ 0, m→∞. (4.19)
It remains to estimate I3(t). By (2.7), (4.14) and the interpolation inequality,
‖I3(t)‖1 6 C
∫ t
0
(t− s)−1/2‖Nm(Xm,εs )−Nm(Xεs )‖ds
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6 C
∫ t
0
(t− s)−1/2‖N(Xm,εs )−N(Xεs )‖ds
6 C
∫ t
0
(t− s)−1/2(1 + ‖Xm,εs ‖21/3 + ‖Xεs‖21/3)‖Xs −Xm,εs ‖1/3ds
6 C
∫ t
0
(t− s)−1/2(1 + ‖Xεs‖4/3‖Xεs‖2/31 + ‖Xm,εs ‖4/3‖Xm,εs ‖2/31 )‖Xm,εs −Xεs‖1ds
6 C
∫ t
0
(t− s)−1/2(1 + 2B˜4/3C˜s−1/3)‖Xεs −Xm,εs ‖1ds. (4.20)
On the other hand,
Y m,εt − Y εt = etA/ε(ym − y) +
1
ε
∫ t
0
e(t−s)A/ε(pim − I)g(Xεs , Y εs )ds
+
1
ε
∫ t
0
e(t−s)A/ε(gm(Xm,εs , Y
m,ε
s )− gm(Xεs , Y εs ))ds+
[
Z¯m,εA (t)− ZεA(t)
]
:=
4∑
i=1
Ji(t), (4.21)
where Zm,εA (t) :=
1
ε1/α
∫ t
0 e
(t−s)A/εdZ¯ms . It is clear that
lim
m→∞
‖J1(t)‖ = 0, lim
m→∞
‖J4(t)‖ = 0. (4.22)
For J2(t), by the dominated convergence theorem, we obtain
‖J2(t)‖ 6 C
∫ t
0
‖(pim − I)g(Xεs , Y εs )‖ds→ 0, m→∞. (4.23)
For J3(t), by the Lipschitz continuous of g,
‖J3(t)‖ 6 Cǫ
∫ t
0
(‖Xm,εs −Xεs‖+ ‖Y m,εs − Y εs ‖) ds. (4.24)
By (4.21)-(4.24), Fatou’s lemma and Gronwall’s inequality, we have
lim sup
m→∞
‖Y m,εt − Y εt ‖ 6 Cǫ
∫ t
0
lim sup
m→∞
‖Xm,εs −Xεs‖ds. (4.25)
Combing (4.15)-(4.20) and (4.25), then by Fatou’s lemma, we obtain
lim sup
m→∞
‖Xm,εt −Xεt ‖1 6 C
∫ t
0
(t− s)−1/2
(
lim sup
m→∞
‖Xm,εs −Xεs‖+
∫ s
0
lim sup
m→∞
‖Xm,εr −Xεr‖dr
)
ds
+C
∫ t
0
(t− s)−1/2(1 + 2B˜4/3C˜s−1/3) lim sup
m→∞
‖Xεs −Xm,εs ‖1ds
6 C
∫ t
0
(t− s)−1/2(1 + 2B˜4/3C˜s−1/3) lim sup
m→∞
‖Xεs −Xm,εs ‖1ds
6 C
[∫ t
0
(t− s)−p/2(1 + 2B˜4/3C˜s−1/3)pds
]1/p [∫ t
0
lim sup
m→∞
‖Xεs −Xm,εs ‖q1ds
]1/q
.
where 1
p
+ 1
q
= 1 with 1 < p < 6
5
. Then we have
lim sup
m→∞
‖Xm,εt −Xεt ‖q1 6 Cˆ
∫ t
0
lim sup
m→∞
‖Xεs −Xm,εs ‖q1ds,
where Cˆ depends on ‖x‖, ‖y‖, T and Kεt . Hence, the Grownwall’s inequality implies
lim sup
m→∞
‖Xm,εt −Xεt ‖1 = 0.
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The proof is complete. 
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