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ABSTRACT
Interactive time responses are a crucial requirement for users
analyzing large amounts of data. Such analytical queries are
typically run in a distributed setting, with data being sharded
across thousands of nodes for high throughput. However,
providing real-time analytics is still a very big challenge; with
data distributed across thousands of nodes, the probability
that some of the required nodes are unavailable or very slow
during query execution is very high and unavailability may
result in slow execution or even failures. The sheer magni-
tude of data and users increase resource contention and this
exacerbates the phenomenon of stragglers and node failures
during execution. In this paper, we propose a novel solu-
tion to alleviate the straggler/failure problem that exploits
existing efficient partitioning properties of the data, partic-
ularly, co-hash partitioned data, and provides approximate
answers along with confidence bounds to queries affected by
failed/straggler nodes. We consider aggregate queries that
involve joins, group bys, having clauses and a subclass of
nested subqueries. Finally, we validate our approach through
extensive experiments on the TPC-H dataset.
1 INTRODUCTION
When running queries over data distributed over multiple
nodes, nodes fail or are slow with high probability; in such
scenarios, systems may return errors or provide degraded
performance to the user even though most of the data has
been processed or is available for processing. In this paper,
we propose ideas to continue providing insightful results to
users in the event of failures/stragglers, using available data.
Data warehouses store unprecedented amounts of data
and most modern parallel data processing systems exten-
sively use partitioning for high throughput [24, 27, 33, 35].
However, the sheer magnitude of the data coupled with the
large number of users introduces varied challenges: (i) with
data being distributed across a large number of nodes, the
∗Work done while at UW-Madison.
probability that some nodes are slow (stragglers) or unavail-
able increases drastically. The query either slows down or
systems may just fail the query in such scenarios, (ii) re-
source contention for nodes increaseswith number of queries
and users which further adds to the delay.
A prime requirement of data analysts who use such sys-
tems is obtaining interactive-time responses for their queries.
Studies [20, 26] have shown that a sub-second response time
is crucial for their productivity and that failures after queries
run for a long time are very frustrating for users. There
has been significant research on query progress monitor-
ing [15, 17, 18]. However, users still have little control over
a failed query execution, despite being able to monitor its
progress.
There has been a lot of work on exploring redundancy
and fault tolerance techniques to mitigate the effects of fail-
ures/stragglers. Deploying and maintaining replicas can be
very expensive and the overhead of switching over to replicas
can be very large [6]. In this work we explore an orthogo-
nal alternate approach: instead of redundancy to reduce the
probability of failure, we allow errors and use probabilistic
techniques to provide answers despite failures.
We exploit a key aspect of efficiency in distributed databases,
partitioning, and in particular, co-hash partitioning, and pro-
pose a novel way to exploit the statistical properties of co-
hash partitioned data to provide quick approximate answers
with confidence bounds in failure/straggler scenarios. We
consider aggregate queries that involve joins, Group By and
Having clauses along with a sub-class of nested sub-queries.
We focus on use cases where approximate answers to
queries are tolerable, such as gaining insights from data,
discovering trends etc. We note here that there have been no
discussion of providing approximate answers for queries in
the presence of straggler nodes and node failures. Systems
such as Dremel [19] provide an answer based on available
data, but without any estimations or attached error bounds.
Co-hash partitioning, a well known partitioning strategy,
has recently become a popular choice in several systems, and
been shown to improve the efficiency of distributed query
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processing for both OLAP and OLTP workloads [5, 24, 27,
32, 36]. It is an extension of hash-partitioning where tuples
from multiple tables that join are co-located by partitioning
on join predicates.
Example 1. Consider the Customer, Orders, and Lineitem
tables from the TPC-H schema. Under a co-hash partitioning
scheme, the Customer table can be hash-partitioned on the
c_custkey attribute, with all orders and all lineitems of a
customer being co-located along with the customer tuple.
Our key insight is that, with co-hash partitioning, avail-
able data from a hierarchy corresponds to obtaining a uni-
form random cluster sample [4] of the hierarchy. Using this
key insight, we propose that a given query be executed to
“completion” using data that is available or has already been
processed and provide an estimate of the query aggregate
result along with confidence bounds.
Users. They obtain approximate answers with confidence
bounds instead of errors due to failures. They are less frus-
trated, and if the accuracy of the answer is satisfactory, they
will not restart the query, thus saving resources and time.
DB Vendors. Since databases are co-hash partitioned to aid
query performance, our solution requires minimal changes
to existing database engines or data layout strategies.
Example 2. Consider an aggregate query that joins three
tables from the TPC-H benchmark — Customer, Orders and
Lineitem. Continuing Example 1, if all three tables are co-
hash partitioned into multiple shards, data in a single shard
will itself comprise a cluster sample of the join result that can
be used to provide approximate answers.
Contributions.
Key idea. We propose that a widely-employed, efficient
partitioning technique, co-hash partitioning, be exploited to
provide approximate answers along with confidence bounds
quickly in failure/straggler scenarios.
Feasibility and statistical properties. For a given query
and co-hash partitioning strategy, we enumerate necessary
and sufficient conditions to provide approximate answers in
failure/straggler scenarios (approximable query). If a query
is approximable, we determine the resulting sampling design
for the available data.
Error bounds. We discuss providing error bounds for ap-
proximate answers. Computing error bounds for queries that
involve multiple co-hash hierarchies can be challenging due
to correlation between the resulting tuples. We propose a
simple heuristic for easing the variance computation; we
validate the heuristic experimentally.
Approximating complex queries. We formally describe
the class of nested sub-queries and queries with Having
clauses that can be approximated using our proposed idea.
As an example, consider the Orders and Lineitem tables be-
ing co-hash partitioned. A query such as “count the number
of orders that have at least 10 lineitems" can be easily approx-
imated, since all lineitems of a order will be co-located.
Experimental Validation. We conduct extensive experi-
mentation to validate our proposed approach on uniform and
skewed TPC-H datasets using previously validated co-hash
partitioning designs [36].
1.1 Other Applications
We now present other applications of the idea proposed:
Resource Management. Consider a system that has data
partitioned across nodes in a network and a large number of
users running analytical queries over the partitioned data.
Resource contention will be a bottleneck for performance
when all users need to access all shards. Since with co-hash
partitioning, for many queries, any subset of data can be
used provide approximate answers, users can be redirected to
disjoint set of machines to significantly increase throughput.
Example 3. Considerm users running k instances of query
3 from the TPC-H benchmark that involves a join between
Customer, Orders and Lineitem. Suppose the dataset is co-
hash partitioned so that tuples that join are co-located. If the
data is sharded across M nodes, queries from each user can
be run on a single unique shard if M > m, or the load can
be balanced by distributing Mm ·k queries to each shard. This
reduces resource contention and increases throughput, with the
trade-off of obtaining approximate answers.
EQP + AQP. As shown in [5, 24, 32] and [36], co-hash par-
titioning results in huge improvements in performance for
EQP (Exact Query Processing). This benefit can carry over
to AQP as well; in a nutshell, when data is co-hash parti-
tioned, we can provide approximate answers incrementally
by processing queries using efficient exact query process-
ing techniques, without having to repartition data randomly.
Also, since co-hash partitioning co-locates joining tuples, it
can broadens the scope of AQP to joins and more complex
queries that involve nested sub-queries. We argue that since
we propose to exploit existing features in EQP systems to
provide approximate answers, it may hasten the adoption of
AQP in existing systems.
Example 4. Consider an analyst who intends to run an ag-
gregate query; she only needs to know a rough estimate of
the aggregate but is unsure about the percentage of error that
she can tolerate. She runs the query using online aggregation.
If, after a few minutes, she is not comfortable with the error
bounds, it is hard for her to decide whether to wait to obtain
better bounds, or whether to stop the query and re-run it using
EQP. This is because online aggregation can be inefficient when
processing a query all the way to completion.
2
However, when the data-set is co-hash partitioned, any sub-
set of the database can be used to provide approximate answers,
and hence, running estimates of the answer with error bounds
can be provided to the user while running the query using EQP.
She may stop the query after the desired confidence bounds
are reached or may continue the query till the end, with no
significant overhead.
2 RELATEDWORK
There is a wealth of relevant work on approximate query pro-
cessing; we highlight the differences with previous work that
is most closely related to ours. To the best of our knowledge,
this is the first full-paper that proposes approximate answers
with confidence bounds for failure/straggler scenarios.
Extended abstract X, a preliminary publication of this sub-
mission (the workshop expects the work to be submitted to a
conference later), proposes exploiting partitioning to obtain
approximate answers in failure scenarios and otherwise. This
current submission extends those ideas in non-trivial ways:
(1) X considers only non-redundant designs, whereas, our
work considers redundant co-hash partitioning designs as
well, (2) We conduct extensive experiments for varied types
of queries over multiple recommended co-hash partitioning
designs, (3) We discuss in detail, the heuristic for variance
computation and validate it empirically, (4) We include a
deeper discussion on obtaining estimates and confidence
intervals for query affected by stragglers/failures, (5) We
propose other applications for the proposed solution, and (6)
We extend the ideas to more complex queries with Group
By, Having and nested sub-queries.
Join synopses [1] results in uniform random samples of
the join output. It corresponds to the statistical properties
of a subset of a database for a specific co-hash partitioning
strategy. However, the samples in [1] are pre-computed, re-
quiring extensive work on top of an existing system and is
not designed for handling failures or stragglers.
Wander Join [16] provides efficient ways to approximate
aggregates in the presence of joins with the help of indexes;
however, they do not consider node failures in parallel sys-
tems, and the approach can be inefficient if the user chooses
to run the query to near completion as Wander Join differs
substantially from efficient exact join algorithms.
BlinkDB [2] handles only single table aggregates.
Quickr [13] : The idea is to obtain samples from different
tables from the same hash space. Depending on the co-hash
partitioning strategy, the effect can be similar. However, there
are fundamental differences – they aim to push samplers into
the query plan to obtain approximate answers and do not
discuss handling failures/stragglers.
Systems iOLAP [38] and G-OLA [37] provide incremen-
tally improving approximate results. They require an initial
random partitioning of data into subsets and do not exploit
existing physical data partitioning that many existing sys-
tems rely on for efficient performance. The idea of randomly
partitioning a data-set to aid online aggregation has been
suggested and studied in numerous contexts [10, 11, 23, 34].
However, in the previous work, the focus is on randomly
partitioning each table independently of the other; co-hash
partitioning is not considered. Representing all possible an-
swers [28] are not very insightful for aggregate queries and
providing partial results [14] to users may not be insightful
since they neither obtain estimates of the aggregates nor the
errors possible in the given result.
3 BACKGROUND
We now provide a brief background on co-hash partitioning
and various sampling designs.
3.1 Co-Hash Partitioning
We first set up some necessary notation. We assume a re-
lational database D with relational schema Σ = {R1(U1),
R2(U2), . . . ,Rn(Un)}. Here, Ri is a relation name, and Ui is
the attribute vector of the relation Ri . We denote by att(Ri )
the set of attributes of relation Ri , and by key(Ri ) the at-
tributes that form the primary key for Ri . Furthermore, we
denote by RD the instance of relation R in the database D.
Join Graph. Given two tables R(A), S(B), we define a join
condition betweenR, S to be an expression of the formR.A1 =
S .B1∧R.A2 = S .B2∧. . .∧R.Ak = S .Bk , where {A1, . . . ,Ak } ⊆
att(R) and {B1, . . . ,Bk } ⊆ att(S).
Definition 1 (Join Graph). A join graph is an edge-labeled
undirected graphG = (V ,E, λ), where the vertex setV is a sub-
set of {R1, . . . ,Rn}, and the label λ(e) of an edge e = {Ri ,R j }
is a join condition between Ri and R j .
Let Q be a Select-Project-Join (SPJ) SQL query. Then, we
can define the join graph GQ of Q as follows: its vertex set
is the relations involved in Q , and there is an edge between
two relations whenever these join in Q .
The schema graph of a schema Σ is a join graph, where
the vertex set consists of all the relations in Σ, and each edge
represents a possible join between the two tables. There are
numerous possible schema graphs for a given schema. Fig-
ure 1a shows the schema graph of the TPC-H benchmark [29]
constructed using the primary key-foreign key joins between
the tables. The vertices represent the 8 tables in the schema,
and the edges represent the primary key-foreign key joins,
as indicated by the edge labels.
Partitioning Strategies. We now discuss partitioning a
database D intoM chunks. A simple strategy is to partition
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Customer Order Lineitem
Part
Partsupp
SupplierNation
Region
custkey
nationkey
regionkey
orderkey
nationkey
partkey
partkey
suppkey
suppkey
suppkey
partkey
(a) A schema graph for the TPC-H schema constructed
using PK-FK joins between the tables.
Customer Order Lineitem
Part
Partsupp
SupplierNation
Region
custkey
nationkey
regionkey
orderkey
nationkey
partkey
partkey
suppkey
suppkey
suppkey
partkey
(b) SDWithoutRedundancy co-hash partitioning
strategy for TPC-H. Tables with the same color belong
in the same rooted tree.
Figure 1: An example of co-hash partitioning for the TPC-H benchmark.
each table Ri independently of the other tables. For instance,
we can hash-partition each table Ri using a hash function hi
and a subset of attributes {A1, . . . ,Ak } ⊆ att(Ri ): the hash
function takes a value for each attribute Aj and returns a
value in {1, 2, . . . ,M}. Then, the tuple t ∈ RDi is assigned
to chunk hi (t .A1, . . . , t .Ak ), where t .Aj denotes the value of
tuple t at attribute Aj .
Hash partitioning can ignore relationships between data
across tables. Suppose we have two tables R(A,B), S(B,C),
such that R.B is a foreign key to the primary key S .B. If R
and S are independently hash-partitioned on R.A and S .B,
respectively, then the join R ZR .B=S .B S requires data shuf-
fling. However, if we exploit the join predicate between R
and S and hash-partition both tables on attribute B, then
the join can be computed locally without any data shuf-
fling. This idea has been previously proposed in multiple
systems [5, 32, 36]. Here, we describe formally a more gen-
eral partitioning framework, called co-hash partitioning.
Co-hashing. Suppose table R is already distributed into
M (not necessarily disjoint) chunks R(1),R(2), . . . ,R(M ). Let S
be a table that shares an edge with R in the schema graph.
Adopting the terminology from [36], we say that S is co-
hashed with respect to R if the tuples from S are distributed
as follows:
• If s ∈ SD joins with r ∈ RD on the join condition
λ({R, S}), then s belongs to all the chunks where r
belongs; in other words, s is co-located with r .
• If a tuple s ∈ SD does not join with any tuple from
RD on the join condition λ({R, S}), then s is hash-
partitioned using any subset of att(S).
Co-hashing Hierarchies. We can extend co-hashing from
two tables to a hierarchy. Let T be a rooted tree that is a
subgraph of the schema graph. We extend co-hashing on T
by following the recursive structure of the tree. Initially, we
hash-partition the root table R using a subset of its attributes.
We then recursively distribute each table in the tree by ap-
plying co-hashing w.r.t. its parent table. Formally, we have:
Definition 2 (Co-hash Scheme). Let G = (V ,E, λ) be a
schema graph of Σ. A co-hash hierarchyH is a tuple ⟨TH ,AH ⟩
such that:
(1) TH is a rooted directed in-tree 1 that is a subgraph of the
schema graph; and
(2) AH is a subset of the attributes att(R) of the root R, called
the clustering attributes of H .
A co-hash schemeH is defined as a collection of co-hashing
hierarchies of the schema graph.
Table 2a lists some co-hashing hierarchies for the schema
graph in Figure 1a. If S is co-hashed w.r.t. R, then joining R
and S on the join condition λ({R, S}) (or any superset of the
condition) can be performed without any data shuffling.
Multiple co-hash partitioning strategies have been stud-
ied in [36] in terms of performance. They recommend the
Schema Driven Without Redundancy (SDWithout) design
as the best design without redundancy for the TPC-H bench-
mark. This design in presented in Figure 1b and explained
in detail in the example below:
Example 5. In the SDWithout design depicted in Figure 1b,
Nation, Region and Supplier are very small and hence repli-
cated to all partitions (they are designated with a dotted box).
The remaining five tables are spanned by two hierarchies, each
one depicted with a different color. The thick arrows show the
orientation of the edges in the hierarchy. The first hierarchy
includes Customer, Order, Lineitem and has root the table
Customer (H6) and the second hierarchy contains Part which
is the root and Partsupp (H7). Consider hierarchy H6 with
custkey as the hashing attribute for the root table Customer.
1An rooted in-tree is a directed tree, where every edge is directed towards
a designated root.
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H3 = ⟨Customer← Orders, {c_custkey}⟩
H6 = ⟨Customer← Orders← Lineitem, {c_custkey}⟩
H7 = ⟨Part← PartSupp, {p_partkey}⟩
H9 = ⟨Part← PartSupp← Lineitem, {p_partkey}⟩
H11 = ⟨Supplier, {s_suppkey}⟩
(a) Example co-hashing hierarchies for the schema graph in
Figure 1a. The first element is the hierarchy; the root of the
hierarchy is hashed on the attribute(s) given by the second
element.
custkey . . .
100 . . .
101 . . .
200 . . .
201 . . .
300 . . .
(b) Customer
custkey orderkey . . .
100 101010 . . .
101 101011 . . .
200 202020 . . .
200 202024 . . .
300 303030 . . .
(c) Orders
orderkey . . .
101010 . . .
101010 . . .
101011 . . .
202024 . . .
303030 . . .
(d) Lineitem
(e) Tuple distribution for hierarchy H6 from Table 2a.
Figure 2: Co-hashing hierarchies and an example of their distribution
Notation Meaning
N number of tuples in table
S current sample
πi inclusion probability of tuple i
πi j inclusion probability of tuples i and j
NA total number of clusters at level A = {I , I I . . .}
CH clustering attributes at different stages for hierarchy H
Table 1: Notation for Sampling Designs
Figure 2e shows the distribution of tuples in the tables into
three different partitions.
In our studywe consider both redundant and non-redundant
co-hash partitioning designs for providing approximate an-
swers to queries affected by failures/stragglers.
3.2 Sampling Designs and Estimators
A sampling design refers to an algorithm used to obtain a
sample from the input data. We introduce the various sam-
pling designs that will be used in the paper in this subsection.
The notations are summarized in Table 1.
3.3 Sampling Designs
Bernoulli sampling. In Bernoulli sampling, each element
is included in the sample independently with the same prob-
ability p. The inclusion probabilities are πi = p, and πi j = p2.
The expected size of the sample is E[nS ] = N · p.
Cluster Sampling [4, 25]. In cluster sampling, the table
is divided into a number of disjoint groups, called clusters2.
Then, a sample of the clusters is selected, and all the tuples
in the clusters are included in the sample. Cluster sampling
is also referred to as single-stage sampling.
Example 6. Consider the tuple distribution in Table 2e of
hierarchyH6. If we obtain a random sample of customers using
custkey, then we also get the relevant orders and lineitems of
2This is not be confused with the dataset being divided into partitions for
storing – each partition can store multiple clusters.
those customers since they are co-located. This constitutes a
cluster sample of the data in hierarchy H6.
Multi-stage Sampling [21, 25]. In multi-stage sampling,
we use the subscripts I , I I . . . to refer to the different stages
of sampling. The tuples in the table are initially partitioned
into NI clusters represented by set CI and in the first stage,
a sample SI is drawn from CI . In the second stage, each clus-
ter i ∈ CI is further partitioned into NI I secondary clusters
represented by set CI I i . For each cluster i ∈ SI , a sample SI I i
is drawn from the NI I elements. We repeat this procedure
of sampling sub-clusters for r stages. At the r -th stage, the
sampling unit can be tuples or clusters. The inclusion proba-
bility of cluster i at stage one is πI i and so on. The clustering
attributes of the different stages is given byCH , where H the
hierarchy that is being sampled.
Example 7. Continuing Example 6, if after sampling cus-
tomers at random, we also sample each customer’s orders, fol-
lowed by each order’s lineitems, then we obtain a 3-stage sam-
ple. In this case, the clustering attributes of the three stages are
given by the primary keys of the three tables, respectively.
4 PRELIMINARIES
Notation. Let D be the database, and D1,D2, . . . ,DM de-
note the M chunks of the database, as partitioned by a co-
hash schemeH . For every table R (hierarchy H ), let Ri (H i )
denote the chunk of the table (hierarchy) in the chunkDi . A
chunk can be thought of as a page, a block (contiguous set of
pages) or a node in a cluster, depending on the granularity
of the read access. Also, for some chunk Di , Ri or H i can
be empty; this handles the case where different co-hashed
hierarchies are partitioned across disjoint sets of nodes. Sup-
pose that we obtain a subset S ⊆ {1, . . . ,M} of the chunks
in the partition. Then, for each table R we obtain a subset
{Ri | i ∈ S} of its chunks, and for each hierarchy H we
obtain also a subset {H i | i ∈ S} of its chunks. We denote
the subset of the database obtained this way by DS .
The specifics of how these subsets will be obtained in prac-
tice is not important; we discuss in Section 5 that when a
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database is co-hash partitioned, the statistical properties of
the partitions are agnostic to the way the data is accessed.
A hierarchy could be accessed by reading partitions succes-
sively or simultaneously. It can also be read via indexes; if
table R is accessed through an index using values from at-
tribute S .A of table S , then, R and S will be implicitly part of
a hierarchy, (⟨S ← R, S .A⟩), though not explicitly co-hashed.
Query class considered. We consider queries with no self-
joins (without repeated occurrences of the same relation) of
the form Q:
SelectA1,A2, . . . ,Ak1 ,aдд1,aдд2, . . . ,aддk2
From R1,R2, . . . ,Rn
Where (j1∧ j2∧ . . .∧ jl )∧(p1∧p2∧ . . .∧pm)
Group By A1,A2, . . . ,Ak1
Having h1,h2, . . . ,hk3
where, aдд1,aдд2, . . . ,aддk2 are one of SUM(), COUNT(), and
AVG() aggregate operators, j1, j2, . . . , jl are equality join con-
ditions, R1, . . . ,Rn are data sources in or derived from D.
p1,p2, . . . ,pm are predicates that can also be nested Exist
clauses and h1,h2, . . . ,hk3 are simple predicates.
Problem Statement. Let’s say that while executing a query
Q of form Q, some of the nodes required by Q are very slow
or unavailable. The problem we consider is as follows:
Input Query Q of form Q (no self-joins),
co-hash schemeH and
hierarchies chosen to answer the query:
HQ = {H1, . . . ,Hl }.
Problem 1 Can we provide an approximate answer to Q
using available data?
Problem 2 Is yes, what are the estimates and confidence
intervals?
We study these questions in detail in the next two sections.
Before proceeding, we would like to emphasize that the aim
of this work is not to study already established runtime bene-
fits of co-hash partitioning, but rather, to exploit it to provide
approximate answers under failures/straggler scenarios.
5 PROVIDING INSIGHTS
In this section, we first discuss obtaining insights for simple
queries of the form SELECT <attributes> FROM <tables>
WHERE <predicates>, without nested sub-queries, Group
By or Having clauses, and then extend the ideas to general
queries. We structure the discussion as follows: (1) failure
model and the implied statistical properties of a data-subset
(2) necessary conditions that should be satisfied to provide
insights for a query in the presence of stragglers and failures,
and (4) extensions of the ideas to provide insights to complex
queries of the form Q.
5.1 Statistical properties of data
We first discuss the implicit statistical properties of data that
is co-hash partitioned. This is will help us understand the
properties of available data in the event of failures and/or
stragglers. We then discuss the failure/straggler model, and
the resulting statistical properties of available data.
Cluster sample Consider a hierarchyH = ⟨TH ,AH ⟩, where
R1 is the root of H . From the co-hash partitioning definition,
a tuple r ∈ R1 will be hashed to a machine, and hence will be
located in a randomly chosen machine. The set of tuples of
R1 located at a machineMi corresponds to a uniform random
sample of R1.
For a tuple ri ∈ Ri , let TH (ri ) denote the set of all tuples
in any child R j of Ri in the co-hash hierarchy H , that join
with ri on the join condition λ(Ri ,R j ). This is defined as:
TH (ri ) = {∀R j → Ri ∈ H , r j ∈ R j | ri ▷◁ r j on λ(Ri ,R j )}
Now, we define the set of tuples from all relations in a co-
hash hierarchy H that are co-located with a tuple ri ∈ Ri ,
denoted by JH (ri ) and defined recursively as follows:
JH (ri ) = TH (ri ) ∪
⋃
r j ∈TH (ri )
TH (r j ) ∪ . . .
JH (ri ) represents the set of all tuples in the co-hash hier-
archy H that recursively join with tuple ri . For example,
consider a tuple r1 ∈ R1, where R1 is the root of the hierar-
chy H . JH (ri ) represents the set of all tuples in R2 that join
with r1 on λ(R1,R2), the set of tuples in R3 that join with the
preceding set of tuples from R2 and so on. In other words,
all tuples of R2, . . . ,Rk that recursively join with r1 or some
tuple that joins with r1 will be co-located with r1. We call
such a set of tuples as a cluster with the clustering attribute
being the hashing attribute of the root of the hierarchy. That
is, r1 along with all its co-located tuples from all relations
in the co-hash hierarchy H forms a cluster with clustering
attributes AH .
Since r1 is sent to a machine that is randomly chosen,
by implication, a cluster of tuples corresponding to r1 are
sent to a machine that is randomly chosen. Hence, data in a
machine corresponds to a random set of clusters of a co-hash
hierarchy.
Example 8. Consider hierarchyH = ⟨Customer← Orders,
{c_custkey}⟩. If we look at the data in any machine, it will
contain a subset of the clusters of hierarchy H . These clusters
of a machine will be equal to a cluster sample of the hierarchy
with the clustering attribute being c_custkey.
Redundancy. Co-hashing may result in data redundancy
in two ways: (1) a tuple may join with tuples that belong in
different chunks, in which case it will be replicated. This is
referred to as tuple-level redundancy, (2) a relation can be
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part of multiple co-hashing hierarchies and this is referred
to as relation-level redundancy.
Redundancy has an affect on the statistical properties of
the data obtained from a machine and hence, affects the in-
sights we can provide to queries. When we obtain clusters
corresponding to a hierarchy from a machine, it is equiva-
lent to obtaining cluster samples of the result of the join of
the relations on the join conditions in the hierarchy. How-
ever, the statistical properties of data pertaining to part of
the hierarchy or sub-hierarchy depends on whether co-hash
partitioning induces tuple-level redundancy for the data cor-
responding to the relations in the sub-hierarchy considered.
This is illustrated in the example below:
Example 9. Consider the hierarchy ⟨Lineitem ← Orders,
{l_linenumber}⟩ for the join graph in Figure 1a. A tuple
t ∈ Orders can join multiple tuples from the table Lineitem,
and hence, t may be replicated across chunks. A subset of data
of only the Orders relation will have redundant tuples, and the
statistical properties of this data subset is not easy to determine.
Non-redundancy of a relation can be determined from a
given co-hash schemeH using the following conditions.
Proposition 5.1. A relation S in a co-hashing hierarchy H
is non-redundant if either:
(1) S is the root of H ; or
(2) S is co-hashedwith respect toR on join condition
∧k
i=1(Ai =
Bi ) s.t. key(R) ⊆ ⋃ki=1{Bi }, and R is non-redundant.
The proofs of all propositions in this section are simple
and were discussed in the extended abstract X as well.
Example 10. Consider the hierarchy H3, also given in Exam-
ple 8. Orders is co-hashed with respect to Customer on the join
condition o_custkey = c_custkey, and key(Customer) =
c_custkey. Customer is also the root ofH3. Hence, both Orders
and Customer are non-redundant relations.
For a sub-hierarchy with more than one relation, data for
the sub-hierarchy will be redundant if the relation corre-
sponding root of the sub-hierarchy is redundant.
Failure Model. We assume that the hash functions used
for hash partitioning the root tables belong to the universal
family of hash functions [31] so that the probability of any
cluster being mapped to a particular partition is 1/M , and
these probabilities are independent across clusters. Hence,
each cluster will be distributed independently and uniformly
at random across theM chunks.
For a hierarchy H , let sH denote the number of clusters
in the chunk H i . Then, the total number of clusters from H
in S is ∑i ∈S sH . If the total number of clusters in hierarchy
H , NI , is known, then S is a cluster sample of H , where
the inclusion probability of a cluster is π =
∑
i ∈S sH /NI .
Notation Meaning
t true value of the aggregate
ti attribute value at tuple i
tˆ estimated value of the aggregate
Table 2: Notation for failure model
Otherwise, we can estimate the total number of clusters as
M ·∑i ∈S sH /|S|.
When the data subset obtained is the result of partitions
being unavailable (failure) or slow (a straggler), the resulting
inclusion probabilities from the interaction of two random
processes – slow/failed data nodes and co-hash partitioning
of tuples/clusters – may not be immediately apparent.
We will now show that the available data after failures
can be used as a cluster sample with inclusion probabilities
resulting from co-hash partitioning. Indeed, let us consider
the following failure model for arbitrary elements i and j
of a table (i and j could be tuples or clusters). Let pf be the
probability of node failure. (This value need not be known;
data nodes in a data center might require monitoring for an
extended period of time to determine the expected probabil-
ity of failure.) Let S1 be the sample without any failures and
let S2 ⊆ S1 be the sub sample set after failures. In the case
where S1 equals the whole table, S2 represents the sample
for which we are deciding the sampling design. The notation
for the following equations are given in Tables 1 and 2.
Pr (i ∈ S2 | S1) = πi = 1 − pf (1)
Now, suppose we define a new estimator for the SUM
aggregate (following [25]) as follows:
tˆ = N
Σi ∈S1ti/πi
Σi ∈S11/πi
Adopting the failure model given in Equation 1, we modify
the previous estimator as follows:
tˆf = N
Σi ∈S2ti/πi (1 − pf )
Σi ∈S21/πi (1 − pf )
= N
Σi ∈S2ti/πi
Σi ∈S21/πi
Since the pf factor vanishes, we can easily estimate the
aggregate as before – using inclusion probabilities resulting
from co-hashing.
Properties of Available Data. The core insight from the
previous discussion is that the available subset of data for a
co-hashed hierarchy resulting from failures and stragglers
corresponds to a uniformly random cluster sample (or one-
stage sample) of the hierarchy’s data, with the clustering
attributes being the hashing attributes of the root of the
hierarchy. However, since all relations of a hierarchymay not
be present in the query, and some relations/sub-hierarchies
can be tuple-redundant, determining whether a query can be
approximated is not trivial. This is illustrated in the following
example:
7
Example 11. Consider the hierarchy in Example 9 and con-
sider a query that involves only the Orders relation. If all data
corresponding to this hierarchy is not available, then, it may
not be possible to approximate this query using available data.
5.2 Feasibility
We now discuss the conditions for determining whether a
query can be approximated for a givenH .We are given query
Q , let HQ = {H1, . . . ,Hk } be the set of hierarchies used by
the query engine to execute Q before the failure or straggler
event occurred. For each relation R in the query, there is
exactly one hierarchy HR ∈ HQ from which it’s data is being
read. Also, if Hi ∈ HQ , then data of at least one relation
present in Hi is being read. The hierarchy from which the
data of a relation R is being read is denoted byHQ (R). LetH FQ ,
with H FQ ⊆ HQ be the set of hierarchies for which all data
is not available due to failures and/or stragglers. We now
discuss determining whether we can provide approximate
answers for Q using the available/processed data from HQ .
We first define a partitioning-query graph (PQ graph). We
construct the PQ graph, GPQ , as follows. Let GQ be the join
graph of the query Q . Then:
• For every v ∈ V (GQ ), we add v to V (GPQ ).
• For every e = (vi ,vj ) ∈ E(GQ ), if there exists a hier-
archy H ∈ HQ with e ′ = (vi ,vj ) ∈ H and λ(e) =⇒
λ(e ′)3, we add e to E(GPQ ).
The PQ graph determines the relationship of the tables
in Q with respect to the hiearchies they belong to. The con-
nected components in the PQ graph tells us which tables are
co-located and hence need to be considered together while
determining their statistical properties. Note that the com-
ponents of a PQ-graph are strictly sub-hierarchies used to
answer the query. The root of a component/sub-hierarchy
of a PQ-graph can be any table in a hierarchy.
Example 12. Consider an instance of the TPC-H database
partitioned with H = {H6,H7,H11}, and consider query Q :
(Orders Zo_orderkey=l_orderkey Lineitem)Zl_partkey=ps_partkey
Partsupp. HQ = {H6,H7} and GPQ will have two compo-
nents (or sub-hierarchies): {X1 : Orders ← Lineitem,X2 :
Partsupp}.
In order to approximate the result, we require that each
connected component of the PQ graph with unavailable data
is non-redundant, so that the data subset corresponding to
each component/sub-hierarchy forms a cluster sample of the
component. For a connected component X of the PQ graph,
there is a hierarchy HQ that corresponds to it. Let H [X ] be
the hierarchy corresponding to component X and let R[X ]
be the root of the sub-hierarchy X .
3Here, the implication means that the join condition λ(e) logically implies
λ(e′).
Notation Meaning
ci true value of the aggregate over cluster i
cˆi estimated value of aggregate over cluster i
Table 3: Notation for Estimators
Proposition 5.2. For a given Q and HQ , consider GPQ .
For X ∈ GPQ , if H [X ] ∈ H FQ and X is non-redundant, then
the available data corresponding to the sub-hierarchy, X , is a
cluster sample.
Example 13. Continuing Example 12, if H FQ = {H6} and
Orders (X1) is non-redundant, then, for the available data of
X1, we obtain cluster samples.
However, ifH FQ = {H6,H7} and Orders (X1) is non-redundant,
but PartSupp (X2) is not, then we do not obtain cluster samples
and we cannot approximate the result of the query.
Definition 3 (Approximable). A query Q , is said to be ap-
proximable for a given HQ and H FQ , if, for every connected
component X in the PQ graphGPQ , such that H [X ] ∈ H FQ , the
root relation of X , R[X ] is non-redundant.
Now, for each Xi ∈ GPQ with H [X ] ∈ H FQ , we associate a
set of clustering attributes Bi , sampling probability πi , and
the sample size (of the available data) si . Bi , πi and si cor-
respond to the hashing attributes of Hi , the available per-
centage (sampling rate) of Hi , and the number of clusters
for hierarchy Hi in the data subset, respectively. Note that
multiple components can correspond to the same hierarchy.
Example 14. Continuing Example 13 with H FQ = {H6}, con-
sider X1. H6 is the corresponding hierarchy of X1. Let’s say we
obtain 10000 tuples out of 20000 tuples from the Customer
table; B1 = {c_custkey}, with π1 = 0.5 and and s1 = 10000.
5.3 Estimators and Variance
Given a queryQ that is approximable for a given setsHQ and
H FQ , we now discuss the resulting sampling design, the corre-
sponding estimators and variance estimators using formulas
from [25]. We start the discussion with the sum aggregate;
estimators for count and average aggregates are extensions
of it. We first discuss the scenario where data is unavail-
able for only one hierarchy and then discuss the case when
data is unavailable for multiple hierarchies. Notations for
the following discussion are listed in Tables 1, 2 and 3.
Case |H FQ | = 1. When machines that failed or are slow
contain data corresponding to only one hierarchy, H , i.e,
H FQ = {H }, and data is available for all other hierarchies
in HQ , available data results in a cluster sample, with the
clustering attribute being the attributes corresponding to
R[H ].
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The sum aggregate is given by t =
∑N
i=1 ci , where ci is
the value of the aggregation for cluster i for hierarchy H .
The simplest way to estimate t from a cluster sample is by
using the Horvitz-Thompson (HT) estimator [12], given by
tˆ =
∑
i ∈S
ci
πi
. Define ∆i j = πi j − πiπj . The variance and
variance estimators for the HT estimator are given by the
formula below (adopted from [25]).
Var(tˆ) =
NI∑
i=1
NI∑
j=1
∆i j
ci
πi
c j
πj
, V̂ar(tˆ) =
∑
i ∈S
∑
j ∈S
∆i j
πi j
ci
πi
c j
πj
The estimator for the count aggregate easily follows from
the sum estimator; replace ti , the value of the attribute, with
1. Estimating the average aggregate involves the ratio of the
sum and count estimates, and hence, introduces a slight bias.
Case |H FQ | > 1. We now consider the case when machines
that are unavailable or slow contain data corresponding to
multiple hierarchies. From the previous discussion, we know
that the available data for each hierarchy corresponds to a
uniform random cluster sample. In the presence of cluster
samples from multiple hierarchies, the sampling design of
the result of the query involving joins across hierarchies
corresponds to a multi-stage sample.
The HT estimator for multi-stage sampling is computed
recursively. Let ci be the aggregate sum of cluster i from the
first stage. Suppose we can compute the HT estimator cˆi for
ci w.r.t. the last r −1 stages. Then, the unbiased HT estimator
is given by the formula tˆ =
∑
i ∈SI
cˆi
πI i
.
We now discuss the SUM estimator in the context of multi-
stage samples obtained through unavailability of data. For a
query Q , let X = {X1, . . . ,Xk } be the set of components in
GPQ such that, for each Xi ∈ X , H [Xi ] ∈ H FQ . The estimator
for the SUM() aggregate over is given by
tˆ =
Sum over available data∏
X j ∈X πj
.
Variance formulti-stage samples. The variance estimate
of a multi-stage sample is broken down into variance contri-
butions from the different stages. If Vi is the variance of cˆiπ ,
and Vˆi the variance estimator, then we can also compute the
variance estimate of r-stage sampling as:
V̂ar(tˆ) = Vˆstaдe1 + Vˆstaдe2 + . . . + Vˆstaдer
For 2-stage sampling, the of the second stage (cˆi ) and the
total variance are given below:
Vˆi =
∑
k ∈Si
∑
l ∈Si
∆kl |i
πkl |i
tk
πk |i
tl
πl |i
V̂ar(tˆ) = Vˆstaдe1 + Vˆstaдe2 =
∑
i ∈SI
∑
j ∈SI
∆ˆI i j
cˆi
πI i
cˆ j
πI j
+
∑
SI
Vˆi
πI i
More details about variance and variance estimation for-
mulas can be found in [25]. For variance computation, at
each stage, the sampling design is assumed to be independent
and invariant: invariance implies that the sampling design
used a is the same across all stages, and independence implies
that the sampled elements within a cluster are independent
of the sampling done in any other cluster of the same stage.
In the current scenario, the independence property is vio-
lated – the join involves a cross product of the samples from
different hierarchies and hence, each tuple in the join result
is not independent of the other, and the resulting intermedi-
ate table, in general, will be a correlated sample. There can
be correlations in different stages of the multi-stage sample
and the independence property requirement may not hold.
So, the variance estimate can now be calculated as: Vˆ (tˆ) =
Vˆ1 + Vˆ
Corr
2 + . . . + Vˆ
Corr
k , where Vˆ
Corr
i is the correlated vari-
ance estimate at the ith stage. Observe that the first stage
doesn’t have correlation. The formulas and algorithms given
in [7, 9] to compute the variance and estimated variance
apply here as well.
Cluster sizes and accuracy For single stage (cluster) sam-
ples, it is established [8, 25] that variance in the sizes of the
clusters, and intra-cluster homogeneity (intra-cluster vari-
ance is much lower than the inter-cluster variance) leads to
higher variance in the estimates. Hence, assuming element
(tuple) level randomness instead of cluster level random-
ness when it is not so, can lead to severe underestimation of
variance.
6 EFFICIENT VARIANCE COMPUTATION
Computing variance of multi-stage samples can be cumber-
some and compute intensive, especially in the presence of
correlations. In a multi-stage sample, the variance contribu-
tions decrease with stage, with the first stage contributing
majority of the variance. Hence, to make computations eas-
ier, the variance can be approximated by the first two terms
(the variance contribution from the first two stages of sam-
pling) [25]. This can, however, introduce a slight bias into
the variance estimate due to underestimation.
For the resulting multi-stage samples obtained from avail-
able data, we can still apply this approximation, since there
will be no correlations in the first-stage samples obtained.
However, note that, this approximation requires that the
property of variance contributions of lower stages being
larger than the variance contributions of higher stages holds.
Hence, for computing the variance of a multi-stage sample
that is the result of processing available data, mapping the
clustering attributes to different stages of the multi-stage
sample is very important. This can be non-trivial as illus-
trated in the following example:
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Example 15. Consider a TPC-H data set that is co-hash parti-
tioned using three hierarchies H6, H7, and H11. Consider query
9 of the benchmark without the Group By and Order By clauses,
whose PQ graph consists of three components, that correspond
to the three hierarchies H6,H7, and H11. Let’s say data is un-
available from all three hierarchies. Available data from each
hierarchy Hi corresponds to a cluster sample with clustering
attributes given by Bi . Since there are three sets of clustering
attributes, the result obtained after the join, cannot be viewed
as a cluster sample of any one set of clustering attributes. It will
be a 3-stage sample, with each Bi being the clustering attribute
set of one of the stages. However, the mapping between the
clustering attributes, Bi s, and the different stages so that the
majority of the variance contribution is captured in the first
two stages is not obvious.
We want to find the clustering attributes that have large
contributions to the variance in order to approximate the
variance computation. Determining the mapping is crucial,
since as we will see later that approximating the variance
estimation using an incorrect order underestimates the vari-
ance. We present Algorithm 1 to determine the number of
stages in the multi-stage sample for a givenH , and the map-
ping of clustering attributes to the various stages so that
the condition that variance contributions of lower stages are
larger than the higher stages is satisfied.
Intuition. The intuition for the algorithm is: (a) the bigger
the clusters, bigger the variance. In fact, sampling from bigger
clusters, intuitively make more sense than sampling from
smaller clusters, and (b) lower the sampling rate, smaller the
number of resulting clusters.
Algorithm 1 Determine Multi-stage Seqence
1: X = {X1, . . . ,Xm}; ∀Xi ,H [Xi ] ∈ H FQ
2: Bi : Clustering attribute set of Xi
3: πi : Sampling probability of Xi
4: si : Number of elements/clusters of Xi
5: Set staдe = 1;
6: while X , ∅ do
7: Find Xi ∈ X with smallest si .
8: for X j such that Bi ⊆ Bj do
9: πi = πi · πj ; si = si · πj ;
X = X − X j
10: end for
11: Set Bi as the clustering attribute set for staдe
12: Set πi as sampling probability for staдe
13: Set si as the cluster size for staдe
14: X = X − Xi
15: staдe++
16: end while
Working of the algorithm. It takes as input the list of
connected components, their clustering attribute set, the
number of clusters, and the inclusion probabilities for each
participating component. The algorithm assumes that joining
attributes in any two tables have identical names. If this is
not the case, it is easy to fix by renaming attributes before
performing the join.
Now, starting at the first stage, it determines the clustering
attributes for each stage by greedily choosing the component
with the minimum number of clusters (line 7). It goes over
other connected components and merges them if they have
the same set of clustering attributes, and suitably updates the
probabilities (lines 8 to 10). Finally, it returns the clustering
attributes and sampling probabilities for each stage. We now
provide an example to illustrate the working of the algorithm:
Example 16. Continuing the setup from Example 15, we will
consider Query 9 and H6, H7 and H11 in the co-hash scheme.
Let the availability for the hierarchies be 1% for H6 (rooted
at Customer), 80% for H7 (rooted at Part), and 90% for H11
(Supplier). GPQ consists of 3 components X1 : Customer ←
Orders ← Lineitem, X2 : Part ← Partsupp, and X3 :
Supplier . Let π1 = 0.01,π2 = 0.8, and π3 = 0.9, and s1 =
7500, s2 = 80000, and s3 = 90000 clusters. After renaming
so that joining attributes have identical names, we have the
component set {X1,X2,X3} with B1 = {c_custkey},B2 =
{p_partkey}, and B3 = {s_suppkey}. s3 corresponding toX1
has the smallest number of clusters (line 7), followed by s2 (X1)
and s3 (X2). So, Algorithm 1 will determine the clustering at-
tributes and inclusion probabilities of the multi-stage sequence
to be (c_custkey, 0.4) − (p_partkey, 0.5) − (s_suppkey, 0.01)
(c-p-s), in that order.
Variance Estimation Accuracy. We discuss the impact of
sequence on the accuracy of estimated variances for multi-
stage samples by comparing different sequences with the
sequence given by the algorithm and empirically show that
the variance estimation for the multi-stage sequence given
by our proposed algorithm is close to the observed variance.
We use the query and co-hash partitioning strategy from
Example 16 for the following experiments. For different avail-
ability percentages, we plot the ratio of estimated variance
and observed variance for different multi-stage sequences in
Figure 3. The estimated variance is calculated using uncor-
related variance formulas for the first two stages. There are
three hierarchies in the co-hash partitioning graph, H6,H7
and H11 with roots as Customer(c), Part (p), and Supplier
(s), respectively. The sequences we consider are c-p-s, c-s-p,
p-c-s, p-s-c, s-c-p and s-p-c.
Combination 1. From Example 16: Availability percentages
are 1% for H6, 80% for H7, and 90% for H11 and Algorithm 1
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Figure 3: Observed and estimated variance for
different sampling rates and multi-stage orders
provides the order c-p-s. The ratio of estimated variances to
observed variance for all sequences are plotted in the first
set of bars in Figure 3. We see that variance from c-p-s and
c-s-p sequences closely match the observed variance, while
other sequences severely underestimate the observed vari-
ance. This suggests that determining the first stage clustering
attributes is crucial.
Combination 2. We now change the availability percent-
ages to be 80% forH6, 1% forH7, and 90% forH11. Algorithm 1
provides the sequence p-s-c. From Figure 3 (middle set of
bars), we observe that variance estimated by the p-s-c se-
quence is closest to the observed variance.
Combination 3. We set availablity percentages to be 80%
forH6, 90% forH7, and 10% forH11. Algorithm 1 provides the
order s-c-p. We observe from the last set of bars in Figure 3
that the estimated variance for the sequence s-c-p is very
close to the observed variance (ratio of 1).
The above examples validate the insight in Algorithm 1
that the relative number of clusters in hierarchies determine
the relative variance contributions of the different stages
– fewer the clusters for a clustering attribute, greater its
contribution to the overall variance, with the first stage being
very crucial.
7 EXTENDING TO GENERAL QUERIES
We now discuss extending the ideas to include queries con-
taining Group By, Having clauses and queries with nested
sub-queries.
Group Bys. Approximating queries with Group By follows
the same procedure as basic queries, with estimation and
variance estimation being done group-wise. There is a special
case that applies whenever cluster sampling (or single stage
sampling) is employed – if the grouping attributes and the
clustering attributes are the same, then for any group, we
either obtain the exact aggregate values or do not obtain the
group. This case occurs if data is unavailable for a single
hierarchy, and the clustering attributes of the hierarchy are
exactly the same as the grouping attributes of the query.
Nested query predicates. Apredicatep in the Where clause
that is a nested query should be a correlated sub-query for
the query to be approximable. Let RO be the set of relations
in the outer query that are correlated with the inner query
and let the RI be the set of relations in the nested sub query.
We will construct the following graph GN = ⟨V ,E⟩ for a
given query and co-hash schemeH :
(1) ∀R ∈ RO ∪ RI , introduce a vertex vR ∈ V .
(2) Let λ′(Ri ,R j ) be the join conditions between relations
Ri andR j inQp . If (Ri ,R j ) ∈ H and λ(Ri ,R j ) ⊆ λ′(Ri ,R j ),
then add edge (Ri ,R j ) to GN .
After the construction, the number of connected components
in GN should be equal to the number of relations in RO in
order for the query to be approximable. The intuition behind
this condition is that in order for a nested query predicate to
be handled, the nested sub-query should only process tuples
that are clustered according to the correlated tuples in the
outer query.
Nested query relations. Formultiple input relations, every
relation or nested sub-query in the From clause should result
in a uniform random cluster sample.
Having clauses. We can support Having clauses when
queries come under the special case of Group By clauses.
That is, if we are missing data from a single hierarchy, and
the clustering attributes are exactly the same as the group-
ing attributes of the query, then we obtain complete groups
and hence can apply the predicates in the Having clauses to
provide unbiased estimates and confidence intervals.
8 EVALUATION OF CO-HASHING
We now present empirical evidence of the accuracy of ap-
proximate answers obtained from a sample of the data that
is co-hash partitioned.
Experimental Setup. We run all experiments on System
X, using a 100GB TPC-H data set, both uniform and skewed.
We generate the skewed data set using the tool from [30]
setting parameter z = 2 (medium skew). Since our goal is
not to study the already established performance benefits
of co-hash partitioning, but to study its benefits for obtain-
ing estimates with confidence bounds in failure/straggler
scenarios, the system used is not important.
Partitioning Designs. We experiment with co-hash par-
titioning designs validated and recommended by previous
work [36]. There are three designs we consider:
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Figure 4: Partitioning designs used for experimentation
(1) SDWithoutRedundancy: This is the schema driven (SD-
Without) partitioning design recommended in [36] as
the best co-hash partitioning strategy without redun-
dancy for the TPC-H benchmark schema. This is de-
picted in Figure 1b.
(2) SDWithRedundancy: This is the schema driven (SD-
With) partitioning design suggested in [36] as the best
co-hash partitioning strategy with tuple-level redun-
dancy. This is graphically presented in Figure 4a; the
root of the co-hashing hierarchy is relation Lineitem
and all other tables are co-located through it.
(3) WD: This is the workload driven (WD) partitioning
design suggested by the algorithm in [36]. It is pre-
sented in Figure 4b. It has two hierarchies with re-
lation level redundancy for tables Lineitem, Orders
and Part along with tuple level redundancy.
The design choice not only determines the accuracy of
the estimation for the queries, but also affects feasibility
of approximation. Depending on the database partitioning
design, it may or may not be possible to provide approximate
answers to the query as we will see next.
Queries. The TPC-H benchmark consists of 22 analytical
queries, out of which 11 queries have nested predicates. Ta-
ble 4 lists the queries that are approximable for each of the
three designs we consider; ‘Y’ indicates that the query is
approximable for that design and ‘N’ indicates that is not.
Notice that for SDWithout, 15 queries are approximable, and
for design SDWith only 11 queries are approximable; queries
4, 13, 18, and 21 that have nested aggregates are approximable
by SDWithout, but not by the other two designs. Query 17
is approximable by only WD. However, as we will see later,
SDWith provides estimates with higher accuracy.
8.1 Single Relation
We first experiment with single table queries; we consider
Query 6 from the TPC-H benchmark that involves a single
table: Lineitem. We change the availability of the data, i.e.,
Figure 5: Change in accuracy with availability and
selectivity: single relation
we change the availability of data for the respective hierar-
chies for all three designs, and the selectivity of the predicate
for the Lineitem relation. We present the results on accuracy
for the uniform data set in Figure 5.
The errors for all designs are very low and decreases with
increase in availability and selectivity for all three designs.
The accuracy of the SDWith design is slight better than
the res and this suggests that increasing the length of the
hierarchy exacerbates errors; hierarchy length for SDWith
is 1, whereas the hierarchy length for SDWithout and WD
is 3 and 2, respectively.
For the skewed data set (not presented due to space con-
straints), this does not hold. Designs SDWith and SDWithout
provide similar results, with slightly higher error rates (be-
low 5%). However, design WD results in very high errors due
to high skew in the number and values of lineitems associ-
ated with each part element. This suggests that apart from
cluster sizes and length of hierarchy, skew needs to be taken
into account for partitioning designs.
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Q 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 Total Y
SDWithout Y N Y Y Y Y Y Y Y Y N Y Y Y N N N Y Y N Y N 15
SDWith Y N Y N Y Y Y Y Y Y N Y N Y N N N N Y N N N 11
WD Y N Y N Y Y Y Y Y Y N Y N Y N N Y N Y N N N 12
Table 4: Approximability of TPCH queries for the 3 designs considered.
(a) Uniform data (b) Skewed data
Figure 6: Change in accuracy with availability and selectivity of a single hierarchy
8.2 A single hierarchy
Next, we look at Query 3 of the benchmark that involves the
join of Customer, Orders and Lineitem. We present results
for the uniform and skewed data set in Figures 6a and 6b,
respectively. For both data-sets, the accuracy of all three
designs improves with availability and selectivity. Although,
the errors for the skewed data-set are much higher compared
to the uniform data-set, at higher availability (and also se-
lectivity), the errors come within 2%. Even when 80% of the
data is unavailable, we obtain results within 5% accuracy.
8.3 Multiple hierarchies
We now consider Query 9 of the benchmark that involves
join on Orders, Lineitem, Part, PartSupp, Supplier and
Nation. This involves data across two hierarchies for SD-
Without and WD, but a single hierarchy for SDWith. We
change the availability of all the hierarchies involved and
plot the accuracies obtained in Figure 7 for the uniform data
set. We observe that even at 1% availability, all three designs
are accurate within 2% error. However, with the skewed data
set, SDWith provides similar errors, but SDWithout and WD
produce very high errors due to the skewed number of tuples
co-located for each root tuple.
Figure 7: Change in accuracy with availability for
multiple hierarchies
8.4 Highly selective query
Query 19 of the TPC-H benchmark is a highly selective query;
it involves the join of Lineitem and Part and the result only
contains 0.001% of the Lineitem table. For SDWith and WD
designs, this involves a single hierarchy, whereas for the
SDWithout design, it involves two hierarchies. We vary the
availability of all hierarchies and plot the result in Figure 8.
We observe that while SDWith and WD provide estimates
with higher accuracy than SDWithout for lower availabilities.
At 20% availability, all designs provide estimates within 5%
error. For the skewed data set, SDWith provides errors within
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Figure 8: Change in accuracy with availability for a
highly selective query
Figure 9: Change in accuracy with availability for a
query with nested predicates
5% whereas estimates from the other two designs result in
high errors since most samples do not satisfy the predicates.
8.5 Query with nested predicates
We consider Query 17 of the benchmark which involves
a nested predicate on Lineitem. As shown in Table 4, the
query is approximable only the WD design and not the other
two designs. The change in accuracy with availability is
plotted in Figure 9.
8.6 Queries with Group By
We now discuss obtaining approximate results for queries
with Group By. We consider queries 3 and 9 along with the
Group By operation. We measure the change in percentage
of missing groups with availability for different designs. The
accuracy of estimated aggregate values are similar to the
results obtained without Group By.
Query 9. The true result has a total of 175 groups and the
grouping attributes involve n_name and o_orderdate. For
the uniform data set, all groups are present in the result at
1% availability. For the skewed data set, however, we need
80% availability to obtain about 80% of the groups and 95%
availability to obtain most of the groups. (SDWith performs
better than SDWithout and WD and obtains all groups by
about 85% availability.)
Query 3. The grouping attributes in this query are l_orderkey,
o_orderdate, and o_shippriority and the query requests
for the top 10 results. At about 80% availability, SDWithout
provides 8 out of 10 results and about 90% availability pro-
vides all 10 results in a consistent manner. For SDWith and
WD,we need a high availability of 95% to get about 8matches.
For the skewed data set, this result only gets exacerbated.
This is primarily because the gap in aggregated values be-
tween groups is not high and hence even a small error will
lead to the group being eliminated from the set of top 10.
8.7 Summary of experimental results
Our experimental results show that, even at very low-availability
we can obtain estimates with high accuracy for aggregate
queries by exploiting the statistical properties of co-hash par-
titioned databases. We also found that the errors can increase
with the size of the hierarchy, the number of unavailable hi-
erarchies, and with high skew. But, for the case of failures
and stragglers, where we expect a reasonable (at least 20%)
amount of the data to be available, co-hash partitioning can
be exploited to obtain approximate answers instead of errors.
9 CONCLUSIONS
In this paper we proposed a novel idea to exploit an efficient
partitioning strategy used in distributed systems, co-hash
partitioning, to address failures and stragglers that affect data
analytic users. The key idea was to determine the statistical
properties of available data in the event of a failure/straggler,
and to use that to provide approximate answers with error
bounds. We validated our idea through extensive experi-
ments on the TPC-H benchmark; in particular we found that
accuracy of approximate answers for queries increases when
the join paths and group-by attributes match the hierar-
chies embedded in the co-hash partitioning. One particularly
promising avenue for future research is to exploit the same
idea to provide approximate answers in the non-failure case;
in the case where users choose to obtain approximate query
processing. Applying co-hash partitioning over factoriza-
tion trees [3, 22] to provide quick approximations is another
interesting area for future work.
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