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Abstract
In this talk I briefly review the main ideas and challenges involved in the
computation of the observed baryon asymmetry of the Universe.
∗Based on invited talk given at “The Birth of the Universe and Fundamental Physics”, Rome,
May 18–21, 1994.
I. EVIDENCE FOR BARYONIC ASYMMETRY
One of the outstanding challenges of the interface between particle physics and cos-
mology is the explanation for the observed baryonic asymmetry in the Universe [1]. It
is by now quite clear that there is indeed an excess of baryons over antibaryons in the
Universe. A strong constraint on the baryonic asymmetry comes from big-bang nucle-
osynthesis, setting the net baryon number density (nB) to photon entropy density (s)
ratio at about nB/s ≡
nb−nb¯
s
∼ 8 × 10−11. Within our solar system, there is no evi-
dence that antibaryons are primordial. Antiprotons found in cosmic rays at a ratio of
Np¯/Np ∼ 10
−4 are secondaries from collisions with the interstellar medium and do no
indicate the presence of primary antimatter within our galaxy [2]. We could imagine that
in clusters of galaxies there would be antimatter galaxies as well as galaxies. However,
this being the case we should observe high energy γ-rays from nucleons of galaxies anni-
hilating with antinucleons of “antigalaxies”. The fact that these are not detected rules
out the presence of both galaxies and antigalaxies on nearby clusters, which typically
have about 1014 M⊙ or so of material. For scales larger than galactic clusters there is no
observational evidence for the absence of primordial antimatter. We could also imagine a
baryon-symmetric Universe with large domains of matter and antimatter separated over
vast distances. However, a simple cosmological argument rules out this possibility. In a
locally baryon-symmetric Universe, nucleons remain in chemical equilibrium with antinu-
cleons down to temperatures of about T ∼ 22 MeV or so, when nb/s ∼ nb¯/s ∼ 7×10
−20.
Annihilation is so efficient as to become catastrophic! To avoid this annihilation, and still
obey the nucleosynthesis bound with a baryon-symmetric Universe, we need a mechanism
to separate nucleons and antinucleons by T ∼ 38 MeV, when nb/s ∼ nb¯/s ∼ 8× 10
−11.
However, at T ∼ 38 MeV, the horizon contained only about 10−7M⊙, making separation
of matter and antimatter on scales of 1014M⊙ causally impossible. It seems that we must
settle for a primordial baryon asymmetry.
II. THE SAKHAROV CONDITIONS AND GUT BARYOGENESIS
Given that the evidence is for a Universe with a primordial baryon asymmetry, we
have two choices; either this asymmetry is the result of an initial condition, or it was
attained through dynamical processes that took place in the early Universe. In 1967,
just a couple of years after the discovery of the microwave background, Sakharov wrote
a ground-breaking work in which he appealed to the drastic environment of the early
stages of the hot big-bang model to spell out the 3 conditions for dynamically generating
the baryon asymmetry of the Universe [3]. Here they are, with some modifications:
i) Baryon number violating interactions: Clearly, if we are to generate any excess baryons,
our model must have interactions which violate baryon number. However, the same
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interactions also produce antibaryons at the same rate. We need a second condition;
ii) C and CP violating interactions: Combined violation of charge conjugation (C) and
charge conjugation combined with parity (CP) can provide a bias to enhance the pro-
duction of baryons over antibaryons. However, in thermal equilibrium nb = nb¯, and any
asymmetry would be wiped out. We need a third condition;
iii) Departure from thermal equilibrium: Nonequilibrium conditions guarantee that the
phase-space density of baryons and antibaryons will not be the same. Hence, provided
there is no entropy production later on, the net ratio nB/s will remain constant.
Given the above conditions, we have to search for the particle physics models that both
satisfy them and are capable of generating the correct asymmetry. The first models that
attempted to compute the baryon asymmetry dynamically were Grand Unified Theory
(GUT) models [4]. GUT models naturally satisfy conditions i) and ii); by construction,
as strong and electroweak interactions are unified, quarks and leptons appear as members
of a common irreducible representation of the GUT gauge group. Thus, gauge bosons
mediate interactions in which baryons can decay into leptons, leading to baryon number
violation. C and CP violation can be built into the models to at least be consistent
with the observed violation in the standard model. C is maximally violated by weak
interactions and CP violation is observed in the neutral kaon system. One expects that
C and CP violation will be manifest in all sectors of the theory including the superheavy
boson sector (e.g., X → qq with branching ratio r, and X¯ → q¯q¯, with branching ratio
r¯ 6= r). Condition iii), departure from thermal equilibrium is provided by the expansion of
the Universe. In order for local thermal equilibrium to be maintained in the background
of an expanding Universe, the reactions that create and destroy the heavy bosons X and
X¯ (decay, annihilation, and inverse processes) must occur rapidly with respect to the
expansion rate of the Universe, H = R˙
R
≃ T 2/Mpl, where R(t) is the scale factor (the dot
means time derivative), T is the temperature, and Mpl = 1.2 × 10
19 GeV is the Planck
mass. A typical mechanism of GUT baryogenesis is known as the “out-of-equilibrium
decay scenario”; one insures that the heavy X bosons have a long enough lifetime so that
their inverse decays go out of equilibrium as they are still abundant. Baryon number is
produced by the free decay of the heavy Xs, as the inverse rate is shut off.
Interesting as they are, GUT models of baryogenesis have serious obstacles to over-
come. An obvious one is the lack of experimental confirmation for the main prediction of
GUTs, the decay of the proton. One can, however, build models (invoking, or not, super-
symmetry) in which the lifetime surpases the limits of present experimental sensitivity.
A second obstacle is the production of magnetic monopoles predicted to happen as the
GUT semi-simple group is broken into subgroups that involve a U(1). The existence of
such monopoles was one of the original motivations for inflationary models of cosmol-
ogy. As is well known, the existence of an inflationary, or superluminal, expansion of
the Universe will efficiently dilute any unwanted relics from a GUT-scale transition (and
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before). Unfortunately, inflation would also dilute badly wanted relics, such as the excess
baryons produced, say, by the out-of-equilibrium decay scenario mentioned above. One
way of bypassing this diluting effect is to have inflation followed by efficient reheating
to temperatures of about 1014 GeV, so that the processes responsible for baryogenesis
could be reignited. Unfortunately, reheating temperatures are usually much lower than
this (Treh < 10
12 GeV, and < 109 GeV for supersymmetric models due to nucleosyn-
thesis constraints on gravitino decays), posing a serious problem for GUT baryogenesis.
Finally, a third obstacle to GUT baryogenesis comes from nonperturbative electroweak
processes. The vacuum manifold of the electroweak model exhibits a very rich structure,
with degenerate minima separated by energy barriers in field configuration space. Differ-
ent minima have different baryon (and lepton) number, with the net difference between
two minima being given by the number of families. Thus, for the standard model, each
jump between two adjacent minima leads to the creation of 3 baryons and 3 leptons,
with net B−L conservation and B+L violation. At T = 0, tunneling between adjacent
minima is mediated by instantons, and, as shown by ’t Hooft [5], the tunneling rate is
suppressed by the weak coupling constant (Γ ∼ e−4pi/αW ∼ 10−170). That is why the pro-
ton is stable. However, as pointed out by Kuzmin, Rubakov, and Shaposhnikov, at finite
temperatures (T ∼ 100 GeV), one could hop over the barrier, tremendously enhancing
the rate of baryon number violation [6]. The height of the barrier is given by the action
of an unstable static solution of the field equations known as the sphaleron [7]. Being a
thermal process, the rate of baryon number violation is controlled by the energy of the
sphaleron configuration, Γ ∼ exp[−βES], with ES ≃MW/αW, where MW is the W-boson
mass. Note that MW/αW = 〈φ〉/g, where 〈φ〉 is the vacuum expectation value of the
Higgs field. For temperatures above the critical temperature for electroweak symmetry
restoration, it has been shown that sphaleron processes are not exponentially suppressed,
with the rate being roughly Γ ∼ (αWT )
4 [8]. Even though this opens the possibilty of
generating the baryonic asymmetry at the electroweak scale, it is bad news for GUT
baryogenesis. Unless the original GUT model was B − L conserving, any net baryon
number generated then would be brought to zero by the efficient anomalous electroweak
processes. There are several alternative models for baryogenesis invoking more or less
exotic physics. The interested reader is directed to the review by Olive, listed in Ref. 1.
I rather move on to discuss the promises and challenges of electroweak baryogenesis.
III. ELECTROWEAK BARYOGENESIS
As pointed out above, temperature effects can lead to efficient baryon number vio-
lation at the electroweak scale. Can the other two Sakharov conditions be satisfied in
the early Universe so that the observed baryon number could be generated during the
electroweak phase transition? The short answer is that in principle yes, but probably
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not in the context of the minimal standard model. Let us first see why it is possible to
satisfy all conditions for baryogenesis in the context of the standard model.
Departure from thermal equilibrium is obtained by invoking a first order phase tran-
sition. After summing over matter and gauge fields, one obtains a temperature corrected
effective potential for the magnitude of the Higgs field, φ. The potential describes two
phases, the symmetric phase with 〈φ〉 = 0 and massless gauge and matter fields, and
the broken-symmetric phase with 〈φ〉 = φ+(T ), with massive gauge and matter fields.
The contributions from the gauge fields generate a cubic term in the effective potential,
which creates a barrier separating the two phases. This result depends on a perturbative
evaluation of the effective potential which presents problems for large Higgs masses as I
will discuss later. At 1-loop, the potential can be written as [9]
VEW(φ, T ) = D
(
T 2 − T 22
)
φ2 − ETφ3 +
1
4
λTφ
4, (1)
where the constants D and E are given by
D =
[
6(MW/σ)
2 + 3(MZ/σ)
2 + 6(MT/σ)
2
]
/24 ∼ 0.17 ,
and
E =
[
6(MW/σ)
3 + 3(MZ/σ)
3
]
/12pi ∼ 0.01 ,
where I used, MW = 80.6 GeV, MZ = 91.2 GeV, MT = 174 GeV [10], and σ = 246 GeV.
The (lengthy) expression for λT , the temperature corrected Higgs self-coupling, can be
found in Ref. [9]. Here T2 is the temperature at which the origin becomes an inflection
point (i.e., below T2 the symmetric phase is unstable), given by T2 =
√
(M2H − 8Bσ
2)/4D
, where the physical Higgs mass is given in terms of the 1-loop corrected λ as M2H =
(2λ+ 12B)σ2, with B = (6M4W + 3M
4
Z − 12M
4
T ) /64pi
2σ4. For high temperatures, the
system will be in the symmetric phase with the potential exhibiting only one minimum at
φ = 0. As the Universe expands and cools an inflection point will develop away from the
origin at φinf = 3ET1/2λT , where T1 = T2/
√
1− 9E2/8λTD. For T < T1, the inflection
point separates into a local maximum at φ−(T ) and a local minimum at φ+(T ), with
φ±(T ) = {3ET ± [9E
2T 2 − 8λTD(T
2 − T 22 )]
1/2
}/2λT . At the critical temperature, TC =
T2/
√
1− E2/λTD, the minima have the same free energy, VEW(φ+, TC) = VEW(0, TC).
As E → 0, TC → T2 and the transition is second order. Since E and D (due to the recent
claims that the top mass is in the neighborhood of 174 GeV) are fixed, the strength of
the transition is controlled by the value of the Higgs mass, or λ.
Assuming that the above potential (or something close to it) correctly describes the
two phases, as the Universe cools belows TC the symmetric phase becomes metastable
and will decay by nucleation of bubbles of the broken-symmetric phase which will grow
and percolate completing the transition. Departure from equilibrium will occur in the
expanding bubble walls. This scenario relies on the assumption that the transition is
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strong enough so that the usual homogeneous nucleation mechanism correctly describes
the approach to equilibrium. As I will discuss later this may not be the case for “weak”
transitions. For now, we forget this problem and move on to briefly examine how to
generate the baryonic asymmetry with expanding bubbles.
The last condition for generating baryon number is C and CP violation. It is known
that C and CP violation are present in the standard model. However, the CP violation
from the Kobayashi-Maskawa (KM) phase is too small to generate the required baryon
asymmetry. This is because the KM phase is multiplied by a function of small couplings
and mixing angles, which strongly suppresses the net CP violation to numbers of order
10−20 [11], while successful baryogenesis requires CP violation of the order of 10−8 or
so. A dynamical mechanism to enhance the net CP violation in the standard model was
developed in detail by Farrar and Shaposhnikov [12]. It is based on a phase separation
of baryons via the scattering of quarks by the expanding bubble wall. This scenario
has been criticized by the authors of Ref. [13] who claim that QCD damping effects
reduce the asymmetry to a negligible amount. Even though the debate is still going on,
efficient baryogenesis within the standard model is a remote possibility. For many this
is enough motivation to go beyond the standard model in search of extensions which
have an enhanced CP violation built in. Several models have been proposed so far,
although the simplest invoke either more generations of massive fermions, or multiple
massive Higgs doublets with additional CP violation in this sector of the theory. Instead
of looking into all models in detail, I will just briefly describe the essential ingredients
common to most models. The transition is assumed to proceed by bubble nucleation.
Outside the bubbles the Universe is in the symmetric phase, and baryon number violation
is occurring at the rate Γ ∼ (αWT )
4. Inside the bubble the Universe is in the broken
symmetric phase and the rate of baryon number violation is Γ ∼ exp[−βES]. Since
we want any net excess baryon number to be preserved in the broken phase, we must
shut off the sphaleron rate inside the bubble. This imposes a constraint on the strength
of the phase transition, as ES ≃ 〈φ(T )〉/g; that is, we must have a large “jump” in
the vacuum expectation value of φ during the transition, 〈φ(T )〉/T <∼ 1, as shown by
Shaposhnikov [11]. Inside the bubble wall the fields are far from equilibrium and there
is CP violation, and thus a net asymmetry can be induced by the moving wall. In
practice, computations are complicated by several factors, such as the dependence on
the net asymmetry on the bubble velocity and on its thickness [14]. Different charge
transport mechanisms based on leptons as opposed to quarks have been proposed which
enhance the net baryonic asymmetry produced [15]. However, the basic picture is that as
matter traverses the moving wall an asymmetry is produced. And since baryon number
violation is suppressed inside the bubble, a net asymmetry survives in the broken phase.
Even though no compelling model exists at present, and several open questions related
to the complicated nonequilibrium dynamics remain, it is fair to say that the correct
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baryon asymmetry may have been generated during the electroweak phase transition,
possibly in some extension of the standard model. However, I would like to stress that
this conclusion has two crucial assumptions built in it; that we know how to compute
the effective potential reliably, and that the transition is strong enough to proceed by
bubble nucleation. In the next Section I briefly discuss some of the issues involved and
how they may be concealing interesting new physics.
IV. CHALLENGES TO ELECTROWEAK BARYOGENESIS
A. The Effective Potential
A crucial ingredient in the computation of the net baryon number generated during
the electroweak phase transition is the effective potential. In order to trust our predic-
tions, we must be able to compute it reliably. However, it is well known that perturbation
theory is bound to fail due to severe infrared problems. It is easy to see why this hap-
pens. At finite temperatures, the loop expansion parameter involving gauge fields is
g2T/Mgauge. Since Mgauge = g〈φ〉, in the neighborhood of 〈φ〉 = 0 the expansion diverges.
This behavior can be improved by summing over ring, or daisy, diagrams [16]. However,
the validity of the ring-improved effective potential for the temperatures of interest relies
on cutting off higher-order contributions by invoking a nonperturbative magnetic plasma
mass,Mplasma, for the gauge bosons such that the loop expansion parameter, g
2T/Mplasma,
is less than 1. Since this nonperturbative contribution is not well understood at present,
one should take the results from the ring-improved potentials with some caution. Recent
estimates show that perturbation theory breaks down for Higgs masses above 70 GeV
[17]. These estimates are confirmed by nonperturbative methods [18].
Another problem that appears in the evaluation of the effective potential is due to loop
corrections involving the Higgs boson. For second order phase transitions, the vanishing
of the effective potential’s curvature at the critical temperature leads to the existence
of critical phenomena characterized by diverging correlation lengths. Even though there
is no infrared-stable fixed point for first order transitions, for large Higgs masses the
transition is weak enough to induce large fluctuations about equilibrium; the mean-field
estimate for the correlation length ξ(T ) = M−1(T ) is certainly innacurate. The loop
expansion parameter of the effective static 3d theory is λT/MH(T ), which diverges as
TC → T2 [19]. This behavior has led some authors [19,20] to invoke ε-expansion methods
to deal with the infrared divergences. Although this is a promising line of work, it relies on
the success these methods have on different systems. Another alternative is to go to the
computer and study the equilibrium properties of the standard model on the lattice [21].
Recent results are encouraging inasmuch as they seem to be consistent with perturbative
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results in the broken phase for fairly small Higgs masses. The transition also seems
to be stronger than the perturbative estimates would predict. For larger Higgs masses
(for this author, smaller than the 80 GeV claimed in Ref. [21]) the interpretation of
the results is not very straightforward, as finite-size effects become more important, and
distinguishing the two phases by the double-peak structure of the distribution function
becomes trickier. Clearly much work must be done before we claim we understand even
the equilibrium properties of the electroweak model. However, we boldly move on to
discuss nonequilibrium aspects of the transition.
B. Weak vs. Strong First Order Transitions
In order to avoid the erasure of the produced net baryon number inside the broken-
symmetric phase, the sphaleron rate must be suppressed within the bubble. As mentioned
earlier, this amounts to imposing a large enough “jump” on the vacuum expectation
value of φ during the transition. In other words, the transition cannot be too weakly
first order. But what does it mean, really, to be “weakly” or “strongly” first order?
Looking into the literature, the most obvious distinction between weak and strong is the
thickness of the bubble. A “strong” transition have thin-wall bubbles, that is, the bubble
wall is much thinner than the bubble radius (hence the name “bubble”), while “weak”
transitions have thicker walls. It is implicitly assumed that weak transitions proceed by
the usual bubble nucleation mechanism which, nevertheless, is derived only for the case
of strong transitions. This is a very important point which must not be overlooked; the
vacuum decay formalism used for the computation of decay rates relies on a semi-classical
expansion of the effective action. That is, we assume we start at a homogeneous phase
of false vacuum, and evaluate the rate by summing over small amplitude fluctuations
about the metastable state [22]. This approximation must break down for weak enough
transitions, when we expect large fluctuations to be present within the metastable phase.
Can we obtain a quantitative criterion for the breakdown of the nucleation formalism?
Gleiser and Kolb [23] suggested that weak transitions may evolve by a different mech-
anism, characterized by substantial mixing of the two phases as the critical temperature
is approached from above (i.e. as the Universe cools to TC). They estimated the frac-
tion of the total volume occupied by the broken-symmetric phase by assuming that the
dominant fluctuations about equilibrium are subcritical bubbles of roughly a correlation
volume which interpolate between the two phases. Their approach was later refined by the
authors of Ref. [24] who found, within their approximations, that the 1-loop electroweak
potential shows considerable mixing for MH >∼ 55 GeV. However, being analytical, the
subcritical bubbles method has many shortcomings. Recently, I used a numerical ap-
proach to the problem which produced a clear distinction between “weak” and “strong”
transitions [25]. In short, the results show that the problem boils down to how well local-
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ized the system is about the symmetric phase as it approaches the critical temperature. If
the system is well localized about the symmetric phase, it will become metastable as the
temperature drops below TC and the transition can be called “strong”. Otherwise, long-
wavelength short-amplitude fluctuations away from the symmetric phase rapidly grow
to cause substantial mixing between the two phases. This will be a “weak” transition,
which will not evolve by bubble nucleation. Defining 〈φ〉V as the volume averaged field
and φinf as the inflection point nearest to the φ = 0 minimum, the criterion for a strong
transition can be written as [25]
〈φ〉V < φinf . (2)
These results were originally obtained for a (2+1)-dimensional scalar field theory. They
have recently been expanded to (3+1) dimensions [26].
In conclusion, the past few years saw tremendous progress towards the goal of com-
puting the baryon asymmetry of the Universe. Likewise, it has also become clear that
tremendous challenges lie ahead if we are to finally achieve this goal. The need for en-
hanced CP violation probably calls for physics beyond the standard model. Although
this is an exciting prospect for many, we need guidance from experiments in order to
point us in the right direction. We must also know the effective potential reliably for a
wider range of Higgs masses. And finally, we must understand several nonequilibrium
aspects of the phase transition, be it within the context of expanding critical bubbles
for strong transitions or the dynamics of phase separation for weak transitions. Judging
from what has happened in the past few years, progress will keep coming fast, and the
goal will keep getting closer. Hopefully, we will not have to go into penalty kicks to
decide on the best approach.
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