In turbulence research, the velocity-pressure-gradient tensor in the Reynolds stress transport equation is critical for understanding and modeling of turbulence. Pressure is also of fundamental importance in understanding and modeling of cavitation. Motivated by the lack of experimental tools to measure the instantaneous pressure distribution away from boundaries, the paper introduces a non-intrusive method for simultaneously measuring the instantaneous velocity and pressure distribution over a sample area. The technique utilizes four exposure PIV to measure the distribution of material acceleration, and integrating it to obtain the pressure distribution. If necessary, e.g., for cavitation research, a reference pressure at a single point is also required. Two cameras and perpendicularly polarized Nd:Yag lasers are used for recording four exposures on separate frames. Images 1 and 3 are used for measuring the first velocity distribution, whereas images 2 and 4 give the second velocity map. The material acceleration is calculated from the velocity difference in sample areas shifted relative to each other according to the local velocity. Averaged omni-directional integration of the material acceleration over the entire flow field, while avoiding regions dominated by viscous diffusion, provides the pressure distribution. To improve the accuracy of the acceleration measurement, cross-correlation of the corresponding image correlation maps is implemented in areas with high velocity gradient. Applications of these procedures to synthetic flows show that the standard deviation of the measured instantaneous pressure from the theoretical value is about 2%. The system has been used to measure the instantaneous pressure and velocity distributions of a 2D cavity flow field in a water tunnel. Three pressure transducers mounted at different locations on the wall are being used for comparison and calibration. Detailed measurements of acceleration, vorticity and pressure distributions within the cavity shear layer indicate that the cavity shear layer flow exhibits highly unsteady behavior due to the self-excited oscillation.
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NOMENCLATURE

INTRODUCTION
Knowledge of the pressure distribution is a primary concern in many engineering applications. For a body moving in fluid, the pressure is responsible for both the lift and form drag acting on this body, the two key parameters in aircraft and marine vehicle designs. In turbulence research, the velocity-pressuregradient tensor in the Reynolds stress transport equation, which is typically decomposed into the pressure diffusion and the pressure-strain tensors, is critical for understanding and modeling the turbulence [1] [2] . Pressure diffusion, together with turbulence and viscous diffusion, serves to transport turbulence away from regions of high mean strain where turbulence is produced and toward those locations of low production of turbulence [3] . The pressure strain tensor serves to redistribute energy among components of turbulence fluctuations and plays a central role in Reynolds stress transport equation [1] . However, due to the lack of the experimental capability, the velocity-pressure-gradient tensor has never been measured directly. It has only been inferred experimentally in simple geometries from a balance of the other terms in the turbulence kinetic energy transport equations [3] [4] [5] . Thus, except direct numerical simulation data, which are also limited to simple geometries and low Reynolds numbers, we have very little information on the velocity-pressure-gradient tensor.
Pressure is also of fundamental importance in understanding and modeling of cavitation. It is well established that cavitation inception occurs when small bubbles or nuclei in liquid grow explosively due to exposure to low pressure [6] . In the case of tip vortex cavitation, for example, Arndt [6] comments that direct measurements of pressure in the vortex core are rare. To date the only available techniques for pressure measurement away from boundaries are based on Pitot-tube type of probes, such as five hole and seven hole probes. However, these probes are intrusive, not suitable for dynamic measurement due to a limited frequency response, and can only perform point measurements. This lack of adequate capability to determine the spatial pressure distribution, and the need of experimental data for both cavitation and turbulence research provide the motivation for the present effort. In this paper we introduce a system that is capable of measuring the instantaneous pressure distribution in a non-intrusive manner based on particle image velocimetry (PIV) technology. This system utilizes four-exposure PIV to measure the distribution of material acceleration, and then integrating it to obtain the pressure. This approach provides the instantaneous pressure, acceleration and velocity distributions simultaneously.
The material or Lagrangian acceleration has been studied both numerically and experimentally before. The objectives of most of previous works have been either to provide data for Lagrangian stochastic turbulence models [7] [8] [9] [10] [11] [12] , or to develop techniques for acceleration measurements [13] [14] [15] [16] . Voth et al [10] used a large square photodiode to record individual particle tracks, and then calculated the acceleration of these particles in a turbulent flow between counter-rotating disks for Taylor Reynolds numbers 900<Re λ <2000.
La Porta et al [11] conducted acceleration measurements using a silicon strip detector to track individual particle trajectories in the same turbulent flow for Reynolds number up to 63,000 (Re λ =970). Ott and Mann [12] used four synchronized CCD cameras to track the trajectories of seed particle pairs and investigated their diffusion characteristics in a turbulent flow generated by two oscillating grids. Jakobsen et al [13] utilized a specially designed four-CCD camera system to obtain the acceleration field near the wall of a surface wave flume based on PIV technology. They validated their acceleration measurement by integrating the averaged acceleration, and then comparing it to the mean pressure difference between two wall pressure taps. Dong et al [14] obtained two-dimensional Eulerian acceleration distributions using one CCD camera by combining crosscorrelations and autocorrelations on two successive, doubly exposed frames to obtain two instantaneous velocity fields, which are used for computing the acceleration.
Crosscorrelations between the frames were used to resolve the directional ambiguity associated with the double exposures in each frame. Christensen and Adrian [15] [16] measured the instantaneous Eulerian acceleration field of a boundary layer flow by using two CCD cameras with cross-polarized laser beams as light sources. They also calculated the so-called velocity bulk-convective-derivative field, and concluded that the dominant vortical structures remained almost frozen in time. Sridhar and Katz [17] used triple exposure images to simultaneously measure the velocity and material acceleration of microscopic bubbles and the fluid surrounding them.
Confined by limited options of available tools for pressure measurements, previous studies of cavity flows involving pressure measurements only consisted of surface pressure measurements [18] [19] [20] . Tang and Rockwell [18] investigated the impingement of concentrations of vorticity on the trailing corner. They constructed a rotating-disk arrangement to measure the pressure simultaneously along the top and front surfaces of the corner. By integrating the instantaneous surface pressure along the walls, they found that the forces acting on the top and front surfaces of the trailing corner tend to be 180 degree out of phase. Recently, Lin and Rockwell [19] performed simultaneous PIV and surface pressure measurements for an initially turbulent flow past a rectangular cavity. They found large-scale vortical structures induce ordered pressure fluctuations at the impingement corner of the cavity. Along the cavity walls inside the cavity, a jetlike flow develops, which modulates the separating shear layer at the leading corner of the cavity. Chung [20] measured the streamwise surface pressure distributions of a supersonic turbulent flow past a rectangular cavity and showed Laser pulse 3 that the mean pressure at the cavity bottom surface steadily increases with streamwise distance and peaks a very short distance ahead of the trailing corner. Rockwell and Knisely [21] classified the vortical structure in the vicinity of the impingement trailing edge into three categories based on hydrogen bubble visualizations of cavity shear layer flow at low Reynolds numbers (106 and 324 based on momentum thickness at separation): (a) Complete clipping, whereby the structure is swept down into the cavity; (b) Partial clipping, which results in severing of the vortex; and (c) Escape, involving deformation of the vortex while it is swept downstream past the trailing edge.
In this paper we extend the previous efforts, first by measuring the instantaneous distribution of material acceleration, and then by integrating it over the entire flow field to measure the pressure distribution. The principles of the proposed technique are introduced in the next section, followed by calibrations using synthetic (artificially generated) flow fields. Then, the technique is implemented for measuring the instantaneous pressure distribution in a shear layer developing above a cavity.
PRINCIPLE
Based on the Navier-Stokes equation, the pressure gradient can be expressed as
Thus, if both of the material acceleration, D v U Dt , and the viscous terms U v 2 ∇ −ν can be measured directly, the pressure can be integrated using equation 1. In a high Reynolds number flow field away from a wall, where there are no extremely high velocity gradients, the material acceleration is dominant and the viscous term is negligible. For example, Liu [22] and Thomas [23] found that the Reynolds-averaged viscous term in a turbulent near-wake experiment is 10 p -5 times smaller than the peak value of the streamwise acceleration term. Neglecting the viscous term (requires verification), one has to measure the material acceleration and integrate it to determine the pressure, as aforementioned.
The present material acceleration measurement technique is based on its definition, while considering the inherent properties of PIV. A natural experimental approach would be to track the trajectory of a fluid particle, measure the time history of the velocity along this trajectory, and derive it to obtain the Lagrangian acceleration. Particle tracking methods have relied on this approach [10] [11] [12] . However, particle tracking can only provide data for a limited number of tracers, whereas the spatial integration to determine the pressure requires an instantaneous Magnitude of Material Acceleration distribution over the entire region of interest. Fortunately, PIV measures the instantaneous velocity field and intrinsically, as pointed out by Jakobsen et al [13] , the data is based on the local velocity in the Lagrangian sense (displacement of particles). To measure the material acceleration, one has to compare the velocity of the same group of particles at two different times. The principles of the present approach are illustrated in Figure  1 . We use a four-exposure PIV system with two "crosscorrelation" cameras, which will be described in details later in this paper, to record four exposures of the particle traces within the sample area. The timings of the laser sheet pulses are denoted as , , and , and there is an equal time interval, Since intrinsically, cross-correlation PIV analysis tracks the displacement of the same group of seed particles between exposures, the local velocity determined by exposures 1 and 3 can be used to estimate the location of the same particle group during exposure 2. Similarly, the local velocity determined by exposures 2 and 4 can be used to estimate the location of the same particle group during exposure 3. Thus, a particle group located at a x r when has a velocity
. At t 2 +δt (i.e. at ), the same particle group is located at 
The (time) averaged Eulerian velocity distribution at the same time can be calculated by averaging the two vector maps, i.e.
Integrating the material acceleration from a reference point with known pressure provides the pressure distribution p(
as long as the viscous terms are small. In 2-D PIV the measurments provide only two components of the velocity and material acceleration. However, the procedure described here assumes that the particles remain within the laser sheet as the four exposures are recorded. The purpose of calculating the first (a)
Integration path velocity field using exposures one and three (
) and the second field using exposures two and four ( ) is to improve the chances that we indeed follow the same group of particles. In the following section we implement this procedure to calculate the pressure distribution in synthetic flow fields, and compare the computed and previously known pressure distributions. 13 
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Note that if 3-D data is available, e.g. from holographic PIV data, the acceleration can also be calculated using an Eulerian approach. In this case one can calculate the local unsteady and convective terms of the acceleration at the same location.
SYNTHETIC FLOW RESULTS
To validate the principles of the pressure measurement technique, we use synthetic images of solid-body rotation and stagnation point flows. The simulated seed particles are distributed homogeneously in a 2048×2048 pixels image using a random number generator available in Matlab. The particle concentration is set to maintain an average of 25 particles per interrogation window of 32×32 pixels. The particle size has a Gaussian distribution, with a mean diameter of 2.4 pixels and a standard deviation of 0.8 pixels. The intensity is also Gaussian distributed, with a peak grayscale of 240. Based on the first synthetic image, the subsequent three planes are generated by displacing the particles according to the local theoretical velocity, using the analytical expressions for the velocity fields.
The selected rotation rate of the solid-body-rotation flow is ω=0.0625/sec, and the constant strain rate for the stagnation point flow is S = 0.025/sec. The time interval between exposures is t δ = 0.5 sec. The resulting particle trajectories, visualized by overlapping the images are presented in Figure 2 . For each set of four images we calculate two velocity fields,
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U v and 24 U v using an in-house developed PIV software described in Roth et al [24] [25] . Using these velocity distributions, we calculate v U , and subsequently the instantaneous material acceleration following the procedures described in the previous section.
a Figure 3(a) shows the material acceleration magnitude isocontour for the solid-body rotation. The irregularities are caused by errors that can be traced to the inherent uncertainty of the PIV analysis, and the truncation error of the finite difference scheme. These errors contaminate the calculated pressure and their effects must be minimized. Since pressure is a scalar field, the integration of pressure gradients must be independent of the integration path. To minimize the effect of the acceleration error, we implement a method featuring averaged, shortest path, omnidirectional integration over the entire flow field, as illustrated in Figure 3(a) . The resulting pressure iso-contours are illustrated in Figure 3(b) . Unlike the acceleration, the irregularities disappear in the pressure distribution contours due to the omni-directional integration that acts as a low-pass filter. The measured radial pressure distribution is compared to the theoretical values in Figure 4 (a). The degree of agreement is self-evident. The probability density function of the relative error of the pressure measurement, presented in Figure 4 (b), has a standard deviation of 1.7%.
A comparison of the measured and the theoretical radial pressure distributions for the synthetic stagnation point flow, along with the probability density function of the relative error is presented in Fig. 5 . Here, the standard deviation of the relative error is 2.3%, slightly higher than that of the rotational flow. The primary contributors to the increase in standard deviation are the coupled effect of the inherent "peak-locking" error of PIV analysis [25] , and the 2.5 times lower dynamic range [26] (lower typical displacement between exposures) of the present stagnation point flow. Peak locking refers to a bias error at the sub-pixel level, which is associated with sub-pixel curve fitting to the discrete PIV correlation peaks. As the dynamic range increases, the relative significance of the peak locking effect diminishes. However, clearly in both synthetic examples the pressure distribution can be computed by integrating the material acceleration.
EXPERIMENTAL SETUP
The pressure measurement technique is applied to a cavity shear flow in the small water tunnel, described in Gopalan and Katz [27] . The overall setup is described in Figure 6 , and the test model is sketched in Figure 7 . The 38.1mm long, 50.8mm wide and 30.0mm deep 2-D cavity is installed in the 50.8×63.5 mm test section. As shown, the test model has a contraction ramp leading to the cavity, and a diffusing ramp downstream of the cavity. A 13mm long region with tripping grooves having a notch depth of 0.46mm and opening of 1.00mm is machined at the beginning of the contraction ramp in order to trip the boundary layer. Figure 7 also shows the locations of three pressure transducers, which are needed for calibration. Custom polymer coated, Endevco 8510B-5, miniature, piezoresistive pressure transducers are currently being used. Earlier attempts to use miniature piezoelectric transducers (PCB 105B02) were abandoned due to response of the transducer to direct illumination by the laser.
The experimental setup is sketched in Figure 6 . To record the four exposures we use two 2K×2K "cross-correlation" digital cameras with interline image transfer (Kodak ES4.0). Images 1 and 3 are recorded by camera 1 and images 2 and 4 are recorded by camera 2. The light sources are two dual-head Nd:Yag lasers, with flashes 1 and 3 generated by laser No. 1, and flashes 2 and 4 generated by laser No. 2. A half-wave plate is used for rotating the polarization of laser No. 1 before mixing the beams and expanding them to sheets. Consequently, the polarization angle of the light in pulses 1 and 3 is perpendicular to that of pulses 2 and 4. As discussed in Christensen and Adrian [16] , most of the light reflected from tracer particles (hollow, 8-12µm, glass spheres with specific gravity of 1.05-1.15) located within the laser sheet maintains its polarization angle. Thus, by placing a polarizing beam splitter (cube) in front of the cameras, we can separate images 1 and 3 from images 2 and 4, and direct them onto their respective cameras. The interline transfer feature of the cameras enables recording of each image on a separate frame. 
CAMERA ALIGNMENT AND CALIBRATION
It is essential to match the fields of view and magnification of the two cameras, requiring an elaborate alignment and calibration process. As a result, camera 1 is installed on a threeaxis translation stage, while camera 2 is installed on a tilt and rotation stage (see Figure 6 ). A target with grid (Edmund Industrial Optics, model NT46-250), illuminated using incandescent light source, is placed in the test section. The plane of the target is aligned with the laser sheet to the best of our ability, considering that the sheet has a finite depth. The images of this target, as recorded by the two cameras, are compared to each other, and the differences between them are minimized by iteratively adjusting the focus of the lens and the settings of mounting stages.
Due to limitations of the mechanical alignment mechanism, no matter how much care is taken, it is virtually impossible to perfectly coincide the laser sheet with that of the target. For the 25.4× 25.4mm field of view, a 0.05mm misalignment of the light sheet with the target results in a 4 pixels displacement on the image plane, which further corresponds to an acceleration error of 40,000m/s 2 , an unacceptable level. Furthermore, differences in orientation and location cause location dependent shifts, whereas unavoidable lens-induced distortions cause location dependent variations in magnification. To overcome this problem, subsequent to the mechanical adjustments, we also compare images recorded by the two cameras of a laser sheet densely seeded with particles. These images are acquired at the same time by triggering both lasers simultaneously, with no flow in the test facility. Using cross-correlation analysis, similar to typical PIV procedures, we determine the spatial distribution of relative displacement between the two images. For the most part, these displacements are decomposed into relative translation, rotation and magnification difference between the two cameras. Using the resulting parameters, vector maps obtained by camera 2 are aligned with and adjusted to those obtained by camera 1. Following these corrections, the resulting vector maps only contain mostly errors due to lens-induced distortion of camera 1. However calibrations using the target show that this distortion is less than 0.003 pixel per pixel, much smaller than the typical accuracy of the PIV cross-correlation analysis (on the order of 0.1 pixel). Consequently, the effect of image distortion can be neglected.
SAMPLE EXPERIMENTAL RESULTS
In the samples presented below, the origin of the coordinates is placed at the leading edge of the cavity and the x and y-axis are pointing downstream and upward, respectively. To illustrate the overall structure of the cavity flow, Figure 8 shows a sample instantaneous velocity distribution and streamlines of the cavity flow. Here the velocity above the cavity is 10m/s and the Reynolds number is 335,000 based on the cavity width. The thickness of the shear layer is around 2mm. Due to the oscillation of the shear layer, the stagnation point of the flow on the downstream wall of the cavity varies significantly from one vector map to the next. In the example shown in Figure 8 , the stagnation point is located about 5mm below the trailing corner. The flow field over the cavity may be divided into three regions: (a) Potential flow region, in which maximum speed of the flow field can be found and no vorticity exists; (b) Shear layer region, where there are large velocity gradients and large concentration of vorticity and (c) Recirculation region, which is below the shear layer region and in which remnants of vorticity swept down from the shear layer may be found. The maximum magnitude of velocity in the recirculation region is only about 30% of that of the free stream velocity in the potential flow region. In the recirculation region, several secondary flow structures are also evident near the leading edge and the bottom corners of the cavity.
The clipping and escape phenomena during vortical structure impingement as classified by Rockwell and Knisely [21] are observed in the present high Reynolds number flow, although it is difficult to distinguish between complete and partial clipping. Although not shown in this paper, pseudo vortex identification (using streamlines based on a new reference frame by subtracting half of from the original ucomponent) shows that partial clipping of the shear layer vortical structure is observed for the instant represented by Figure 8 . Later on we will show that escape of the vortical structure is also seen in our experiment.
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To maximize the spatial resolution of the acceleration measurements, we use progressive grid refinement, culminating in 32×32 pixels interrogation window with 75% overlap between windows. The corresponding length scales for a 25.4× 25.4mm field of view are an interrogation window of 0.4×0.4mm, and vector spacing of 0.1 mm. For a 50.8× 50.8mm field of view (both have been used), these dimensions are doubled. Following the procedures outlined earlier in this paper, we calculate the instantaneous distributions of material acceleration, and then integrate them to obtain the pressure distribution. Averaged omni-directional integration over the entire flow field is used to calculate the pressure at each point. To improve the accuracy of the integration, we circumvent regions with large acceleration errors. These regions are identified by the residual left after local cyclic integration of acceleration around a grid. The criterion for circumventing a point is the residual 30000 > ∆ m/s 2 . A sample instantaneous material acceleration vector map and the corresponding instantaneous vorticity distribution contour are shown in Figures 9 and 10 , respectively. In addition, a group of samples of instantaneous pressure distribution for the cavity shear layer flow is presented in Figure 11 . Here the velocity above the cavity is 5m/s and the Reynolds number based on the cavity width is 167,500. At this free stream speed, the shear layer thickness is approximately 5mm. In Figure 11 , streamlines based on a reference frame moving at a speed of half of are overlaid on the pressure contour in order to show the pseudo vortical structure.
The maximum magnitude of the material acceleration shown in Figure 9 is around 50,000m/s 2 , which is on the same order of magnitude as that obtained by La Porta et al [11] for a coaxial counter-rotating disk turbulent flow. The material acceleration vectors appear to congregate as converging/diverging clusters in the shear layer. The location of these material acceleration vector clusters are closely related to that of the vorticity concentrations, comparing Figure 9 and Figure 10 . From both figures, it can be seen that a lot of events are going on in the shear layer region. Moreover, Figure 10 shows that along the sidewall of the trailing corner, remnants of the vorticity clipped off from the shear layer are swept down to the bottom part of the recirculation region. Since Figure 10 is only a snapshot of the flow field, these remnants of vorticity clearly are results of clipping happened some time ago before this moment.
The plots given in Figures 9, 10 and 11(b) represent the same instantaneous flow. At that instant, the stagnation point of the cavity flow is located approximately 2mm below the trailing corner. Unlike the results presented in Figure 8 , where the vortical structure is at a partial clipping mode, the sample presented in Figures 9, 10 (b) and 11 shows that at that instant, the shear layer jumps over, or "escapes" from the trailing edge of the cavity. This example clearly indicates that the flow field is highly unsteady. This high unsteadiness of the cavity shear layer can also be appreciated from the comparison of the instantaneous pressure distributions shown in Figure 11 . In these plots, the local pressure at the upper left corner of the contour maps is selected as the reference pressure. The overall magnitude of the pressure coefficient shown in Figure 11 is of the same order as the results obtained by Lin and Rockwell [19] . As expected, high pressure develops in regions of flow deceleration, and conversely, pressure minima develop in accelerating regions. These regions are mainly within the shear layer where vorticity are concentrated. However, these pressure maxima /minima apparently have global effects over the entire flow field. The overall picture also varies dramatically due to the oscillation of the shear layer. Especially, the sidewall of the cavity trailing edge sometimes experiences extremely low pressure as shown in Figure 11 (a), and sometimes very high pressure as shown in Figure 11(c) and (d) . Clearly, the instantaneous pressure field of the cavity flow is extremely complicated. Though not presented here, our measurement results show that the temporal derivative of velocity dominates the convection as the major contributing term to the material acceleration. This is a sharp contrast to results of Christensen and Adrian [15] [16] , where they found the advective effects dominate the temporal derivative of velocity for a boundary layer flow. This fact implies that dominant contributor to pressure fluctuation is the unsteady flapping of the cavity shear layer, rather than the convection of the vortices in the shear layer. Thus, comparison of Figure 10 and 11(b) indicates the pressure minima are close to, but do not necessarily coincide with regions of high vorticity, considered to be likely sites of vortex centers. At the middle region (x≈25mm) of Figure 11 (b) they approximately coincide, but at x≈36mm, corresponding to the vorticity minimum there is an instantaneous pressure maximum. Note that the streamline structure overlaid on the pressure distribution is subjective, and varies significantly depending on which reference velocity is subtracted from each vector. Thus, it should not be used as an indicator for the presence of vortices.
SUMMARY AND FUTURE PLANS
This paper introduces a method for non-intrusive, simultaneous measurements of the instantaneous velocity, material acceleration and pressure distributions in a flow field. The principles of the procedure are validated using synthetic rotating and stagnation point flows. The standard deviation of the measured instantaneous pressure from the theoretical value is less than 2.5%. The method has been used for the measurements of a cavity shear flow. Experimental results show that the distribution of material acceleration is closely related to the vorticity distribution. The experiments also indicate that the cavity shear flow is highly unsteady and the self-excited flapping of the shear layer is the dominant contributor to the pressure field fluctuations. In the upcoming series of experiments, the data will be acquired simultaneously with wall pressure measurements. Both instantaneous readings and statistics will be compared. To obtain such pressure statistics, the data analysis procedures have been made efficient enough to handle thousands of instantaneous realizations.
We are also pursuing improvements to the data analysis procedures. For example, the present method calculates the acceleration from differences in velocity, and as a result, is affected by errors of both, which increases in regions with high velocity gradients. This process and the associated errors can be circumvented, relying on the cross correlation maps generated as part of the typical PIV analysis. Each correlation map has at least one peak corresponding to the mean displacement of the particles within the interrogation area. Cross correlations of the correlation maps of the 1-3 and 2-4 images generate peaks corresponding to the differences between them. The location of this peak, fitted at the sub-pixel levels, is a direct measure of the acceleration. If the locations of the interrogation windows corresponding to these maps are shifted by U a δt , cross correlation of the correlation maps provides the material acceleration directly. Initial experimentation using this procedure looks very promising.
