Abstract. We define Periodic Beurling Boehmians and analytic Boehmians. We also define boundary value of an analytic Boehmian as a periodic Beurling Boehmian and prove that each periodic Beurling Boehmian x can be written as x + +x − where x + and x − are boundary values of certain analytic Boehmians.
1. Introduction. In [4] , a space of periodic Boehmians containing the space of periodic distributions was introduced and a sufficient condition for a complex sequence to be the Fourier coefficients of a periodic Boehmian was given. A question regarding how a Boehmian could be associated to the boundary value of an analytic function, was raised. On the other hand, it is well known that (see for example [3] ) every periodic distribution having all negative Fourier coefficients as zeros, can be written as the boundary value of a Bieberbach function.
In this paper we introduce a Boehmian space (called periodic Beurling Boehmians) which contains the set of all periodic Beurling distributions [2] and see how we can associate boundary values of analytic functions, to the elements of this Boehmian space. For this purpose we define another Boehmian space whose top space consists of analytic functions. We also define the concept of the boundary values of these Boehmians and prove that each periodic Beurling Boehmian can be expressed as a sum of boundary values of analytic Boehmians. Since periodic Beurling Boehmians are objects more general than periodic Beurling distributions, this representation is perhaps the best that one can expect in this context. Thereby answering partially the question posed in [4] , in the most general set up.
We shall use the standard notations C, T, U respectively for the finite complex plane, the unit circle and the open unit disc and as usual N, N 0 , Z and R to denote the set of all natural numbers, non-negative integers, integers and reals.
In section 2 we recall the classical theory stating the required theorems with proper references. In section 3 the theory of periodic Beurling Boehmians is developed and in section 4 the theory of analytic Boehmians is developed and in section 5 we obtain results regarding boundary values of analytic functions associated with periodic Beurling distributions and establish our main result. Finally we give an example of a periodic Beurling Boehmian not representing any periodic Beurling distribution.
Classical theory.
We denote by for (k ∈ Z), e k the function
In this section we briefly recall the space of periodic Beurling distributions introduced in [2] . Let ω be a real valued function on Z satisfying the following properties:
(γ) there exist a ∈ R and b > 0 such that ω(n) ≥ a + b log(1 + |n|), ∀n ∈ Z; (δ) ω is concave down on N 0 and is even. Let P ω denote the space of all integrable complex valued functions θ on the unit circle T with
with the Fréchet space topology given by the sequence of semi-norms · m , m ∈ N. Hereθ(n) denotes the Fourier coefficient of θ defined bŷ
where dσ is the usual Haar measure [7, p.193 ] defined on T . The dual space P ω is called the space of Beurling distributions on T which is algebraically isomorphic to the space of periodic Beurling distributions [2] . So throughout this paper we call P ω as the space of periodic Beurling distributions. In the article [2] , it is remarked that if ω(n) = log(1 + |n|), ∀n ∈ Z then P ω is same as the usual Schwartz periodic distributions.
Proof. Let λ > 0 be arbitrary. If
being the tail end of the convergent series
The proofs of the following theorems can be had from [2] .
The above theorem characterizes the periodic Beurling distributions by a growth condition on their Fourier coefficients. Definition 2.5. If u ∈ P ω then we defineǔ by
Definition 2.6. Given u ∈ P ω and θ ∈ P ω we define the convolution by
It is not difficult to see that this convolution is same as the one defined in [2] .
Lemma 2.7. If u ∈ P ω and θ ∈ P ω then u * θ ∈ P ω ⊂ P ω and
In [3] , it is proved that given a periodic distribution u with all negative Fourier coefficients equal to zero, there exists an analytic function
(n)z n on the unit disc U = {z ∈ C : |z| < 1} such that the boundary value distribution
associated with f (z) is the original distribution u.
Periodic Beurling Boehmians.
A Boehmian space is a generalized function space consisting of equivalence classes of convolution quotients. For more detail we refer the reader to [6] . In this section we shall construct Beurling Boehmians and discuss some preliminary results. As in the context of Boehmians we take the additive semi-group G as the space of the periodic Beurling testing function space P ω , S = G and the delta sequences as the collection ∆ of all sequences ( n ) from P ω satisfying the following usual properties:
We can easily prove the following lemma using Fubini's theorem, and the fact that
Proof. Let λ > 0 be arbitrary. Using Lemma 2.7 we get
Hence the lemma.
By Lemma 3.2, the second term tends to zero as n → ∞. Consider the first term
( using property (ii) of ( n ).) This completes the proof of the lemma. Now we can construct the space of Boehmians as follows: A pair of sequences ((θ n ), ( n )) is said to be a quotient if
The collection of all quotients is denoted by A and each quotient is denoted by θ n / n . Now we define an equivalence relation ∼ on A by θ n / n ∼ η n /ϕ n if θ n * ϕ m = η m * n for all m, n ∈ N. The collection of equivalence classes is denoted by B ω and each equivalence class containing θ n / n is denoted by [θ n / n ], and is called a periodic Beurling Boehmian. It is easy to verify that if ω(n) = log(1 + |n|) then B ω is same as the space of periodic Boehmians defined in [4, 5] .
The algebraic operations such as addition, scalar multiplication and the convolution of a Boehmian and periodic Beurling testing function are defined by
Each u ∈ P ω is identified as a Boehmian whose representative is (u * n )/ n where ( n ) ∈ ∆ is arbitrary. Definition 3.5. We say that a sequence (x n ) of Boehmians is δ-convergent to a Boehmian x if there exists ( m ) ∈ ∆ such that
We write x n δ → x as n → ∞.
We denote this limit x as δ− lim n→∞ x n . δ-convergence normally does not induce a topological convergence, however, it does possess many desired properties. For example the limit of a convergent sequence is unique; a subsequence of a convergent sequence is convergent to the same limit; the sum of two convergent sequence is convergent to the sum of their limits. 
We can prove that thex for each x ∈ B ω well defined, by using the fact that
The proofs of the following two theorems are straight forward and we prefer to omit the details.
Theorem 3.9. The map x →x is a homeomorphism of B ω onto itself.
We note that given k ∈ N, there exists n ∈ N such thatˆ n (k) = 0 becausê
ϕm(k) by using the equality θ n * ϕ m = η m * n . Thus the definition is independent of the choice of the representative and hencex(k) is well defined.
Proof. To prove this theorem we shall show that for each j ∈ N,
Ifˆ j (k) = 0 then, for this k ∈ Z, we can find l ∈ N such thatˆ l (k) = 0. Now
iks which converges to θ j in P ω by Theorem 2.1.
Hence the result.
Analytic
, and for each λ > 0}. Here the constant C may depend on λ. Note that G ⊂ H(U ) ( the collection of all holomorphic functions on U ). We also take the multiplication in G as the Hadamard product defined by
Proof.
Hence the lemma follows.
The proof of the following lemma is obvious.
We define semi-norms on G by P λ (f ) = sup k≥0 |a k |e λω(k) . It is easy to verify that {P λ (·) : λ > 0} is an increasing family of semi-norms and hence the topology induced by this family of semi-norms is the same as that defined by {P m (·) : m ∈ N}. Therefore this space becomes a metrizable topological vector space. Now we prove that this space is complete.
Theorem 4.3. G is a complete metric space.
Proof. Let (f n ) be a Cauchy sequence in G. Then for each λ > 0, given r > 0,
and hence a n,k converges to a k uniformly in k ∈ N 0 . Hence we get that sup
To prove f ∈ G we consider (for each µ > 0) sup
By (I) we get that f n → f as n → ∞ in G. Hence the lemma. Now we define delta sequences.
2. There exists a non-negative sequence (α n ) converging to 0, such that
Now the following inequalities complete the proof of this lemma
Therefore the lemma follows.
and the second term of the above inequality tends to zero as n → ∞, by Lemma 4.7. Now consider
Now we can define the space of analytic Boehmians in the usual way.
If
, for some positive real numbers C and λ, then we can identify F in B A by the Boehmian whose representative is
It is an easy exercise to verify that the above identification is well defined and is one-to-one.
Boundary value theory.
Lemma 5.1.
) (where these limits are taken in
First we show that
, where b is as in the property (γ) of ω,
(By the property (γ).)
Therefore the above series converges uniformly to θ + and hencê
By a similar argument we can show that if
Hence by Theorem 2.1, we get θ = θ + +θ − . Hence the lemma follows.
) (where these limits are taken in P ω ).
Proof. By Theorem 2.4, we have |û(k)| ≤ Ce λω(k)
, ∀k ∈ Z for some C > 0, λ > 0. By a remark mentioned in [5] , we get lim sup
( since the series converges uniformly )
By using the property (γ), for a large µ we get 
This implies that
To show that u + is continuous, let θ m → 0 as m → ∞ in P ω . Now
Hence we get (u + +ǔ −) (k) =û + (k) +û − (−k) =û(k). By using Theorem 2.3, the lemma follows.
Definition 5.3. y ∈ B A is said to be regular if there exists a representative
Let a regular Boehmian [f n /d n ] ∈ B A be given. By Lemma 5.1, we have lim r→1 − f n (re it ) exists in P ω , and we denote the limit as θ n (e it ), ∀n ∈ N. First we show that θ n /δ n is a quotient. We have the following equalities :
and hence (by using the fact that f n /d n is a quotient) we get
Usingθ n (−k) = 0, ∀k ∈ N, ∀n ∈ N, with the above equalities we get
Theorem 2.1 implies that
Next we show that if g n /e n ∼ f n /d n and e n (z) =
Hence we have θ n * m = η m * δ n , ∀m, n ∈ N. Now we can define the following:
The following theorem is the main result of this paper. Proof. Let x = [θ n /δ n ] ∈ B ω be given. Define for each n ∈ N,
By Lemma 5.1, we get that f n , d n ∈ G for each n ∈ N. Now we show that (d n ) is a delta sequence in the context of analytic Boehmians. Using mean-value theorem, we get that
|kt ||δ n (t)|dt (for some t between 0 and t)
(by the property (ii) of (δ n ).) Again by using the property (ii) of (δ n ) we get
Using Lemma 5.1, we get that lim r→1 − f n (re it ) exists for each n ∈ N. We denote this limit as θ + n . Now we show that θ
Hence by Theorem 2.1, it follows that
and hence x − is the boundary value of [g n /e n ].
We also note thatx
Finally, we have (x + +x −) (k) =x(k), ∀k ∈ Z. Hence by Theorem 3.11 our result follows.
By the following theorem we establish the consistency of this theory with the boundary value theory on P ω . Similarly we get
where e n (z) = Example 5.7. Let (σ n ) be a sequence of continuous functions on T satisfyinĝ σ(2 k ) = 0, ∀k ≥ n and properties (i), (ii) , (iii) of delta sequence. For the existstence of (σ n ) we refer the reader to [5] . Put φ n = σ n * n where ( n ) is arbitrary delta
Hence F ∈ B ω \ P ω , by Theorem 2.4.
The above example shows that the space of periodic Beurling Boehmians is properly larger than the space of periodic Beurling distribution. If we change the definition of ∆ as the collection of all sequences ( n ) satisfying
• There exists M > 0 such that |ˆ n (k)| ≤ M, ∀k ∈ Z, • There exists a sequence (α n ) converging to zero such that |ˆ n (k) − 1| ≤ α n |k|, ∀k ∈ Z, then we get that all analytic Boehmians are regular.
